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Abstract
Functions exe(F; n) and exi(F; n) count edges and vertex-edge incidences in extremal n-vertex hypergraphs avoiding, in
the ordered sense, a hypergraph F . We determine them exactly for F consisting of distinct singleton edges and give a
survey of exact results for the 55 hypergraphs F with at most four incidences. In the enumerative part we give formulae
and recurrences for the numbers of hypergraphs with n incidences. We 2nd rough asymptotics of these numbers and
derive identities analogous to Dobi3nski’s formula for Bell numbers.
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1. Introduction
We write N for the set {1; 2; : : :}, [n] for the set {1; 2; : : : ; n} where n∈N, and [a; b] for the set {a; a+1; : : : ; b} where
a; b∈N, a6 b. We work with the standard linear ordering 6 on N and its subsets. By a hypergraph H = (Ei : i∈ I)
we shall mean a 2nite list of 2nite non-empty subsets Ei of N, called edges. H is simple if Ei = Ej implies i = j. The
elements of V (H) =
⋃
i∈I Ei are called vertices; we admit no isolated vertex. The order v(H) of H is the number of
vertices v(H) = |V (H)|, the size e(H) is the number of edges e(H) = |H | = |I |, and the weight i(H) is the number of
incidences between vertices and edges i(H)=
∑
i∈I |Ei|=
∑
v∈V (H) deg(v), where deg(v)=degH (v) is the number of edges
containing v.
Two hypergraphs H and H ′ are order-isomorphic if v(H)=v(H ′) and the unique increasing (with respect to 6) bijection
between V (H) and V (H ′) sends edges to edges and non-edges to non-edges; for non-simple hypergraphs multiplicities
of edges must be preserved. For example, ({1; 3}; {2; 4}) is order-isomorphic to ({3; 6}; {2; 4}) but not to ({2; 7}; {4; 6}).
We say that H = (Ei : i∈ I) is contained in H ′ = (E′i : i∈ I ′), written H ≺ H ′, if one can choose a subhypergraph
H ′′ = (E′′i : i∈ I ′′) of H ′, I ′′ ⊂ I ′ and E′′i ⊂ E′i for every i∈ I ′′, that is order-isomorphic to H . If H is not contained in
H ′ we say that H ′ is H -free or that H ′ avoids H . For example, if H = ({1}; {1}) then H ≺ H ′ if and only if H ′ has
two intersecting edges. If H = ({1; 3}; {2; 4}) then H ≺ H ′ if and only if H ′ has four vertices a¡b¡c¡d such that
a; c lie in an edge E′1 while b; d lie in another edge E
′
2 (we may have E
′
1 = E
′
2).
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One motivation for introducing this hypergraph containment (which appeared 2rst in Klazar [9]) was to provide a
common framework for several combinatorial situations:
• Non-crossing structures. A (set) partition is a hypergraph with mutually disjoint edges. Many results were obtained on
non-crossing partitions, which are those avoiding ({1; 3}; {2; 4}). A nice and thorough survey of this area is Simion
[23]. Similarly, a graph (hypergraph with only two-element edges) is non-crossing if it avoids ({1; 3}; {2; 4}), that is,
has no two crossing edges. For the problem of enumeration of non-crossing graphs, which can be traced back to Cayley
and Kirkman, see, for example, Flajolet and Noy [4], PodbrdskLy [21] and Rogers [22].
• Davenport–Schinzel sequences and their generalizations. Famous problem in this area was to estimate the maximum
length l= l(n) (denoted usually 3(n)) of a word u= a1a2; : : : ; al such that u is over an n-element alphabet, ai 
= ai+1
for every i, and u has no 5-term alternating subsequence a : : : b : : : a : : : b : : : a (where a 
= b). Clearly, it is the same as
to ask about the maximum v(H) for a set partition H such that e(H)6 n, no two consecutive vertices lie in the same
edge, and H avoids ({1; 3; 5}; {2; 4}). See Agarwal and Sharir [1], Klazar [11], and Valtr [25] for more information.
• Pattern avoidance in permutations and elsewhere. A permutation  = a1a2; : : : ; an of [n] avoids a permutation
 = b1b2; : : : ; bm of [m] if  has no subsequence ai1ai2 ; : : : ; aim such that, for every r and s, air ¡ ais if and only
if br ¡bs. See Wilf [26] and Kitaev and Mansour [8] for more information on this quickly developing area. Repre-
senting  by the graph G() = ({i; n + ai} : i∈ [n]), we see that  avoids  if and only if G()  G(). The recent
proof of the Stanley–Wilf conjecture, which says that for every 2xed  only at most cn n-permutations  avoid ,
due to Marcus and Tardos [16] was obtained using this representation of permutation avoidance. Some other types of
pattern-avoidance discussed in [8] (words over an ordered alphabet, signed permutations, etc.) can also be represented
by ≺ on special classes of hypergraphs.
Two kinds of questions can be asked on classes of F-free hypergraphs: extremal and enumerative ones. This article
deals with both. In Section 2, we 2rst introduce extremal functions exe(F; n) and exi(F; n) measuring maximum sizes and
maximum weights of F-free hypergraphs. Then we give a survey of precise results on exe(F; n) and exi(F; n) for all F
with i(F)6 4. Propositions 2.2 and 2.3 determine exe(F; n) and exi(F; n) for F = Sk = ({1}; {2}; : : : ; {k}). Proposition
2.4 proves monotonicity of exe(F; n) for F distinct from Sk . Section 3 is enumerative. In Proposition 3.1 we enumerate
simple hypergraphs with order n. Proposition 3.2 enumerates both simple and all hypergraphs with prescribed numbers
of edges of each cardinality. Corollary 3.3 enumerates both simple and all hypergraphs with weight n by a sum over
integer partitions. Proposition 3.4 does the same less elegantly but more eMciently by recurrences. In Corollary 3.5 we
give identities for hypergraphs which are analogous to the Dobi3nski’s formula for set partitions. In Proposition 3.6 we
bound the numbers of hypergraphs with weight n by the Bell numbers.
This article is a revised version of about one half of the material in the technical report [10]. The other half, devoted
only to extremal problems, is presented in [13].
2. Extremal results
Let F be an arbitrary hypergraph. We associate with F the extremal functions exe(F; ·), exi(F; ·) :N → N, de2ned by
exe(F; n) = max{e(H) :H  F & H is simple & v(H) = n};
exi(F; n) = max{i(H) :H  F & H is simple & v(H) = n}:
In [9,13] we de2ne both functions with v(H)6 n. Here we are more interested in their precise values and require
v(H)= n. Obviously, exe(F; n)6 2n− 1 and exi(F; n)6 n2n−1 but much better bounds can be usually given. The reversal
of a hypergraph H = (Ei : i∈ I) with N =max(V (H)) is the hypergraph OH = (Ei : i∈ I) where Ei = {N − x + 1 : x∈Ei};
reversals are obtained by reverting the linear ordering of vertices. Clearly, exe(F; n) = exe( OF; n) and exi(F; n) = exi( OF; n).
We give precise formulae for exe(F; n) and exi(F; n) if 16 i(F)6 4. There are 55 such non-order-isomorphic hyper-
graphs but due to reversals it suMces to consider 39 of them. In the following list we use vertices 1; 2; 3; 4, omit brackets
and write edges as strings. For example, F20 = 13; 2; 2 is a brief version of F20 = ({1; 3}; {2}; {2}). The hypergraphs are:
F1 = 1, F2 = 1; 1, F3 = 1; 2, F4 = 12, F5 = 1; 1; 1, F6 = 1; 1; 2, F6, F7 = 1; 2; 3, F8 = 1; 12, F8, F9 = 1; 23, F9, F10 = 13; 2,
F11 =123, F12 =1; 1; 1; 1, F13 =1; 1; 1; 2, F13, F14 =1; 1; 2; 2, F15 =1; 1; 2; 3, F15, F16 =1; 2; 2; 3, F17 =1; 2; 3; 4, F18 =1; 1; 12,
F18, F19 = 1; 1; 23, F19, F20 = 13; 2; 2, F21 = 1; 2; 23, F21, F22 = 1; 23; 3, F22, F23 = 1; 2; 13, F23, F24 = 1; 2; 12, F25 = 1; 2; 34,
F25, F26 = 1; 24; 3, F26, F27 = 1; 23; 4, F28 = 14; 2; 3, F29 = 12; 13, F29, F30 = 12; 23, F31 = 12; 12, F32 = 12; 34, F33 = 14; 23,
F34 = 13; 24, F35 = 1; 123, F35, F36 = 123; 2, F37 = 1; 234, F37, F38 = 134; 2, F38, and F39 = 1234.
The formulae in the following table hold for all n∈N if it is not written else. The omitted values are: exe(Fk ; 1) =
exi(Fk ; 1) = 1 for every k, exi(F7; 2) = 4, exe(F12; 2) = 3, exi(F12; 2) = 4, exi(F17; 3) = 12, exi(F18; 2) = 4, exi(F18; 3) = 8,
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exi(F18; 4) = 11, exi(F18; 5) = 15, and exi(F30; 3) = 8. In the 2rst column, numbers Ok with bar indicate that Fk is not
order-isomorphic to Fk and hence the formulae in the kth row apply to two hypergraphs.
k exe(Fk ; n) exi(Fk ; n)
1 not de2ned not de2ned
2 n n
3 1; 1; : : : n
4 n n
5 3n=2 2n (n¿ 1)
O6 n 2n− 1
7 1; 3; 2; 2; : : : 2n− 1 (n 
= 2)
O8 n 2n− 1
O9 2n− 1 3n− 2
10 2n− 1 3n− 2
11 (n2 + n)=2 n2
12 2n (n¿ 2) 3n (n¿ 2)
13 2n− 1 7(n− 1)=2+ 1
14 n+ 1 (n¿ 1) 3n− 2
15 n+ 1 (n¿ 1) 3n− 2
16 n+ 1 (n¿ 1) 3n− 2
17 1; 3; 7; 4; 4; : : : 3n− 2 (n 
= 3)
18 2n− 1 4n− 6 (n¿ 5)
19 2n− 1 3n− 2
20 2n− 1 3n− 2
21 2n− 1 3n− 2
22 2n− 1 3n− 2
23 2n− 1 3n− 2
24 n 2n− 1
25 4n− 5 (n¿ 1) 8n− 12 (n¿ 1)
26 4n− 5 (n¿ 1) 8n− 12 (n¿ 1)
27 4n− 5 (n¿ 1) 8n− 12 (n¿ 1)
28 4n− 5 (n¿ 1) 8n− 12 (n¿ 1)
29 2n− 1 4n− 4 (n¿ 1)
30 n2=4+ n 2n2=4+ n (n 
= 3)
31 (n2 + n)=2 n2
32 2(n+ 1)2=4 − 1 5(n+ 1)2=4 − 2n− 2
33 4n− 5 (n¿ 1) 8n− 12 (n¿ 1)
34 4n− 5 (n¿ 1) 8n− 12 (n¿ 1)
35 (n2 + n)=2 n2
36 (n2 + n)=2 n2
37 n2 − n+ 1 (5n2 − 9n+ 6)=2
38 n2 − n+ 1 (5n2 − 9n+ 6)=2
39 (n3 + 5n)=6 (n3 − n2 + 2n)=2
The results for k = 3; 7, and 17 are particular cases of Propositions 2.2 and 2.3. The results for k = 33 and 34 were
proved already in [9]. The proofs are often straightforward and repetitive and therefore we present here as a sample only
the argument for F18 = ({1}; {1}; {1; 2}). The proofs for all 39 cases can be found in [10], see also [12]. The interested
reader may try as an exercise to check or to rederive or perhaps to correct some results given in the table.
In the following proof we use the operation of deletion of a vertex v∈V (H) from a hypergraph H . It replaces every
edge E ∈H with E \ {v} (empty edges are removed). This operation in general destroys simplicity. We use the result
exe(F5; n) = 3n=2, where F5 = ({1}; {1}; {1}), which is easy to establish.
Proposition 2.1. For every n∈N, exe(F18; n) = 2n − 1. As for the other function, exi(F18; 1) = 1, exi(F18; 2) = 4,
exi(F18; 3) = 8, exi(F18; 4) = 11, exi(F18; 5) = 15, and exi(F18; n) = 4n− 6 for n¿ 6.
M. Klazar /Discrete Applied Mathematics 143 (2004) 144–154 147
Proof. We have exe(F18; n)¿ 2n−1 because ({i}; {i; n}; {n} : i∈ [n−1]) avoids F18. Let H be a simple F18-free hypergraph
with vertex set [n]. Suppose x∈ [n] is such that {x} is not an edge. We delete an edge containing x and replace it by
{x}. The resulting hypergraph H ′ remains simple, F18-free and has the same size but possibly smaller order. Repeating
this operation we get a simple F18-free hypergraph H∗ with order m6 n and the same size as H , in which moreover {x}
is an edge for every x∈V (H∗). In H∗ two non-singleton edges may intersect only in the common last vertex. Deleting
from them last vertices, we obtain mutually disjoint subsets of [n− 1]. Hence e(H) = e(H∗)6m+ n− 16 2n− 1.
We determine exi(F18; n). This is not as easy as it might seem. We have exi(F18; n)¿ 4n − 6 for n¿ 6 because
({i; n−1}; {i; n}; {n−1}; {n} : i∈ [n−2]) avoids F18. To prove the opposite inequality, consider a simple F18-free H with
V (H) = [n]. Since H  F18, deg(1)6 2. We delete 1 from H and obtain H1. Then i(H)6 i(H1) + 2 and H1 has at most
two duplicated edges. Let E1 = E2 be one of the duplications. If |E1| = 1, we delete E1 from H1. If |E1|¿ 2, we delete
from E1 its last vertex. This creates no new duplication (else H  F18). In this way we remove from H1 both possible
duplications and obtain a simple F18-free H2 with V (H2) = [2; n] and i(H)6 4 + i(H2). We have derived the inductive
inequality
exi(F18; n)6 4 + exi(F18; n− 1):
Note that degH (2)6 2 and thus for induction we may as well delete 2 instead of 1. If one of {1}, {2}, or {1; 2}
is an edge of H , then the deletion of 1 or 2 and the removal of one possible duplication give the stronger bound
i(H)6 3 + exi(F18; n− 1). Note also that degH (v)¿ 3 implies that v is the last vertex of every edge containing it.
We prove that for n=1; 2; 3; 4; 5; and 6 one has exi(F18; n)=1; 4; 8; 11; 15; and 18, and that exi(F18; n)6 4n−6 for n¿ 6.
The 2rst two values are trivial. By the inductive inequality, exi(F18; 3)6 8. Weight 8 is attained by H =3; 13; 23; 123. Let
n= 4, H be simple and F18-free, and V (H) = [4]. Clearly, deg(1); deg(2)6 2. Let 2rst deg(3)¿ 3 and p be the number
of edges in H intersecting both [2] and [3,4]. Clearly, p6 deg(1)+deg(2)6 4. Since no edge can contain both 3 and 4,
deg(3) + deg(4)6p+ 26 6 and i(H) =
∑4
1 deg(i)6 2 · 2 + 6= 10. Now let deg(3)6 2 and p be the number of edges
containing 4 and intersecting [3]. Then p6 exe(F5; 3) = 4, deg(4)6 1 + p6 5, and i(H) =
∑4
1 deg(i)6 3 · 2 + 5 = 11.
Weight 11 is attained by H=4; 14; 24; 34; 1234. Thus exi(F18; 4)=11. By the inductive inequality, exi(F18; 5)6 15. Weight
15 is attained by H = 5; 15; 25; 35; 45; 125; 345.
It remains to show that exi(F18; 6)=18 and not 4+15=19. Weight 18 is attained by H =6; 16; 26; 36; 46; 56; 126; 3456.
We elaborate the argument used for n = 4. Let H , V (H) = [6], be simple and F18-free. Clearly, deg(1); deg(2)6 2
and deg(3)6 4. If deg(3) = 4, no edge intersects both [3] and [4,6] and i(H)6 2 · exi(F18; 3) = 16. If deg(3) = 3,
we delete 3 from H . If this creates a duplication, one of {1}, {2} or {1; 2} is an edge of H and by the above remark
i(H)6 3+exi(F18; 5)=18. If no duplication arises, again i(H)6 deg(3)+exi(F18; 5)=18. So deg(3)6 2. Let k=deg(4).
Let 2rst k¿ 3 and p be the number of edges intersecting both [4] and [5,6] (none of them contains 4). If 4∈E ∈H
then 4 = max E. Therefore edges incident with 4 contribute by at least k − 1 to deg(1) + deg(2) + deg(3)6 6 and thus
k6 7 and p6 6− (k − 1)= 7− k. If deg(5)¿ 3, deg(5)+ deg(6)6p+26 9− k (no edge contains both 5 and 6) and
i(H)=
∑6
1 deg(i)6 3 ·2+k+9−k=15. If deg(5)6 2, we have deg(6)6 2+p6 9−k and i(H)6 4 ·2+k+9−k=17.
We may assume that k = deg(4)6 2 and thus deg(i)6 2 for every i∈ [4]. If deg(5)¿ 3, we again set p to be the
number of edges intersecting both [4] and [5,6]. We have p6 4 · 2 = 8 and deg(5) + deg(6)6p + 26 10. Thus
i(H) =
∑6
1 deg(i)6 4 · 2 + 10 = 18. If deg(5)6 2, let p be the number of edges intersecting [5] and containing 6. Then
p6 exe(F5; 5) = 7 and deg(6)6 1 + p6 8. We have again i(H) =
∑6
1 deg(i)6 5 · 2 + 8 = 18. Thus exi(F18; 6) = 18.
Using induction starting at n=6 and the inductive inequality, we see that for n¿ 6 we have exi(F18; n)6 4n− 6.
We should remark that the irregular initial behavior of exi(F18; n) is exceptional and extremal functions for other Fk
are easier to handle.
For F with i(F)6 4 it was not too diMcult to determine exe(F; n) and exi(F; n) and the growth of these functions is
in all cases polynomial. For which F this remains true? Not for all F with i(F) = 8 because in [13] it is shown that if
F =13; 15; 24; 26 then exe(F; n) has growth bounded from below and from above by almost linear functions related to the
inverse Ackermann function "(n). (One can probably 2nd simpler non-polynomial examples.) What about non-polynomial
examples (or diMcult cases) with i(F)¡ 8?
In the next two propositions we determine the extremal functions of the hypergraph ({1}; {2}; : : : ; {k}). For k =1 they
are not de2ned.
Proposition 2.2. Let Sk = ({1}; {2}; : : : ; {k}). For k¿ 2,
exe(Sk ; n) =
{
2n − 1 : : : 16 n¡k
2k−2 : : : n¿ k:
In particular, for k¿ 3 function exe(Sk ; n) has the unique global maximum exe(Sk ; k − 1) = 2k−1 − 1.
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Proof. The case 16 n¡k is clear. For n¿ k¿ 2 we have exe(Sk ; n)¿ 2k−2 because ([n]; E : ∅ 
= E ⊂ [k − 2]) avoids
Sk . We prove by induction on k that if n¿ k then exe(Sk ; n)6 2k−2. For k = 2 this holds because exe(S2; n) = 1 for
every n. Let n¿ k¿ 3 and H be a simple Sk -free hypergraph with V (H) = [n]. We show that we can assume that (i)
deg(v)¿ 2 for every v∈V (H) and (ii) there is an E ∈H and an a∈E such that |E|¿ 2 and E \ {a} 
∈ H .
If (i) is false, there is a vertex contained in a unique edge. We delete the edge from H and obtain a hypergraph H∗
which must be Sk−1-free. We are done by induction: e(H) = e(H∗) + 16 (2(k−1)−1 − 1) + 1 = 2k−2. Suppose that (ii) is
false. Let a∈V (H) be arbitrary and E ∈H , a∈E, be such that |E| is as small as possible. If |E|¿ 2, take a b∈E, b 
= a.
By the negation of (ii), E \ {b}∈H , contradicting the minimality of |E|. Thus |E|= 1 and {a}∈H . Hence {a}∈H for
every a∈V (H). But this implies the contradiction H  Sk (since n¿ k).
Thus (i) and (ii) hold. Let a and E be as in (ii) and E′ ∈H be such that a∈E′, E′ 
= E, and, if possible, |E′|=1. We
2rst delete the edge E′ from H , then the vertex a from the resulting hypergraph, and 2nally remove duplicated edges.
The obtained hypergraph H∗ is Sk−1-free and the deletion of a created no empty edge. H∗ satis2es v(H∗) = v(H)− 1=
n−1¿ k−1 by (i) and e(H)6 2e(H∗) by (ii) because the deletion of a did not duplicate the edge E \{a}. By induction
(now we use the stronger upper bound on e(H∗)), e(H)6 2e(H∗)6 2 · 2(k−1)−2 = 2k−2.
Proposition 2.3. Let Sk = ({1}; {2}; : : : ; {k}). For k¿ 2,
exi(Sk ; n) =


n2n−1 : : : 16 n¡k;
n+ (k − 2)2k−3 : : : k6 n6 2k−3 + 1;
(k − 1)n− (k − 2) : : : n¿max(k; 2k−3 + 1):
In particular, exi(Sk ; k − 1)¿ exi(Sk ; n) for k6 n6max(k; 2k−2) (k¿ 3).
Proof. The 2rst case is clear. We suppose that n¿ k¿ 2 and that H is a simple hypergraph with V (H) = [n]. We
consider its dual H∗ (now, exceptionally, the edges are not subsets of N):
H∗ = (E∗i : i∈ [n]) where E∗i = {E ∈H : i∈E}:
Thus, e(H∗) = v(H) = n. Let #(X ) = #H (X ) be for X ⊂ [n] de2ned by
#(X ) =
∣∣∣∣∣
⋃
i∈X
E∗i
∣∣∣∣∣= |{E ∈H :E ∩ X 
= ∅}|:
By the defect form of P. Hall’s theorem (LovLasz [14, Problems 7.5 and 13.5]) applied on H∗, H is Sk -free if and only if
max
X⊂[n]
|X | − #(X )¿ n− k + 1:
Thus, if H is Sk -free, there exists a set X ⊂ [n] of cardinality l, n − k + 26 l6 n (#(X )¿ 1), intersected by only at
most l − n + k − 1 edges of H . And contrary-wise, every such a hypergraph is trivially Sk -free. Taking one edge [n],
l− n+ k − 2 distinct (n− 1)-element edges and all non-empty subsets of [n] \ X , we see that
i(H)6 (l− n+ k − 1)n− (l− n+ k − 2) + (n− l)2n−l−1
and the bound is attained. We denote the quantity on the right of 6 as f(l; k; n).
Let k and n be 2xed. The 2rst diFerence of f(l; k; n) with respect to l is the increasing function
f(l+ 1; k; n)− f(l; k; n) = n− 1− (n− l+ 1)2n−l−2:
Therefore, f(l; k; n) attains its maximum in one of the endpoints l = n− k + 2 and l = n or in both. The corresponding
values are f(n−k+2; k; n)=n+(k−2)2k−3 and f(n; k; n)=(k−1)n−(k−2). These values are equal for n=2k−3+1. For
n¡ 2k−3 + 1 the former value dominates and for n¿ 2k−3 + 1 the latter does. This gives the values of exi(Sk ; n) in the
remaining two cases. Maximum weights are attained by hypergraphs of two types corresponding to the cases |X |=n−k+2
and |X |= n. The edges of the 2rst type hypergraph are [n] and all non-empty subsets of the (k − 2)-element set [n] \ X .
The edges of the second type hypergraph are [n] and k − 2 (n− 1)-element subsets of [n].
For 16 n¡k the maximum weight is attained only by the complete hypergraph. The proof shows that for n¿ k the
only extremal hypergraphs are those of the two described types. Thus the number of simple Sk -free hypergraphs having
order n and the maximum weight equals 1 if 16 n¡k and equals &
(
n
k−2
)
if n¿ k, where for k = 2; 3; 4 always &= 1
and for k¿ 5 we have &= 1 if n 
= 2k−3 + 1 and &= 2 if n= 2k−3 + 1.
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One can use P. Hall’s theorem to give another proof of Proposition 2.2. The number of hypergraphs H attaining
the value exe(Sk ; n) is seen to be 1 for n¡k and 2k−2
(
n
k−2
)
for n¿ k. The extremal hypergraphs are of the form
(Y; X : ∅ 
= X ⊂ Z) where Z is a (k − 2)-element subset of [n] and Y satis2es [n] \ Z ⊂ Y ⊂ [n].
Function exe(Sk ; n) has the strange feature being independent of n. We show that other extremal functions exe(F; n) are
increasing, as one expects.
Proposition 2.4. If F is not order-isomorphic to any hypergraph Sk , then
exe(F; n)¡ exe(F; n+ 1)
for every n∈N.
Proof. Let V (F) = [m], m¿ 2, and F 
= Sm. We say that {i}∈F is an isolated singleton of F if deg(i) = 1. Let l be
the maximum number such that {1}; {2}; : : : ; {l} are isolated singletons of F . Since F 
= Sm, we have 06 l¡m. Any
other isolated singleton of F is preceded by at least l + 1 vertices. We proceed by induction on n. The inequality holds
if n¡m − 1 because then exe(F; n) = 2n − 1. Let n¿m − 1 and let H , V (H) = [n], be simple F-free hypergraph with
e(H) = exe(F; n). If a∈E ∈H and {a} 
∈ H , we replace E by {a}. The new hypergraph is simple, F-free, and has the
same size as H . By the inductive assumption, it must have also the same order. Repeating the replacements, we may
assume that {a}∈H for every a∈ [n]. We insert in H between l and l + 1 a new singleton edge {u}. The obtained
hypergraph H ′ is simple and has order n + 1 and size e(H) + 1 = exe(F; n) + 1. The addition of {u} does not create a
copy of F . Indeed, {u} must be an isolated singleton in any copy of F and it cannot play the role of any of the l initial
isolated singletons because {i}∈H for every i∈ [n] and n¿m− 1¿ l imply that then we would have already F ≺ H .
But {u} cannot play the role of any other isolated singleton of F either because those are in F preceded by at least l+1
vertices and {u} is in H ′ preceded by l vertices. Thus H ′ avoids F and exe(F; n+ 1)¿ e(H ′)¿ exe(F; n).
We conjecture that the same result holds also for the incidence extremal function: if F is not order-isomorphic to any
hypergraph Sk , then
exi(F; n)¡ exi(F; n+ 1)
for every n∈N.
3. Enumeration of hypergraphs
For a hypergraph F and n∈N we let hn(F) denote the number of simple F-free hypergraphs with the vertex set [n],
i.e., the number of mutually non-order-isomorphic hypergraphs with order n which are simple and avoid F . Let h′n(F) and
h′′n (F) be the analogous counting functions with order replaced by weight and with the simplicity dropped in h
′′
n (F). To
determine or to bound these counting functions is usually much more diMcult than the corresponding extremal problem.
For example, note that hn(F2) = h′n(F2) = h
′′
n (F2), where F2 = ({1}; {1}), is the Bell number counting the partitions of
[n]. In [9] we found the ordinary generating functions G1(x), G2(x), and G3(x) of the numbers hn(F34), h′n(F34), and
h′′n (F34), respectively. (Recall that F34 = ({1; 3}; {2; 4}).) G1, G2, and G3 are algebraic over Z(x) with degrees 3, 4, and
4, respectively, and their coeMcients grow roughly like (63:97055 : : :)n, (5:79950 : : :)n, and (6:06688 : : :)n where the bases
of the exponentials are algebraic numbers with degrees 4, 15, and 23, respectively. We did not succeed in enumerating
F33-free hypergraphs (F33 = ({1; 4}; {2; 3})) and we think this enumerative problem deserves interest.
In this article we look at the easier problem to determine the total numbers hn, h′n, and h
′′
n of, respectively, simple
non-order-isomorphic hypergraphs with order n, simple non-order-isomorphic hypergraphs with weight n, and non-order-
isomorphic hypergraphs with weight n. The numbers hn have been considered before in the problem of set covers but the
remaining two problems seem new. We review the known formulae for hn, derive for them a new recurrence, and then
proceed to h′n and h
′′
n .
Proposition 3.1. The numbers hn of simple non-order-isomorphic hypergraphs with order n satisfy for n¿ 1 the following
relations:
1. hn = 22
n−1 −∑n−1j=0 ( nj ) hj (h0 = 1),
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2. hn =
∑n
j=0 (−1)n−j
(
n
j
)
22
j−1 and
3. hn = 2
∑
k; l¿0
hk hl·(n−1)!
(k+l−n+1)!·(n−1−k)!·(n−1−l)! − hn−1,
where in 3 the summation range is max(k; l)6 n− 16 k + l.
Proof. 1. This recurrence is proved in Hearne and Wagner [7] and is a rearrangement of the identity
22
n−1 =
n∑
j=0
(
n
j
)
hj
which follows by grouping simple hypergraphs whose vertex set is a subset of [n] by order.
2. This formula is proved in Comtet [3, p. 165] and in Macula [15]. We note that the previous identity is equivalent
to F(x) = exH (x) where
F(x) =
∑
n¿0
22
n−1xn
n!
and H (x) =
∑
n¿0
hnxn
n!
:
Thus, H (x) = e−xF(x) and the formula follows.
3. This recurrence follows from the combinatorial de2nition of hn. Any simple hypergraph H with V (H)=[n] decomposes
uniquely in two hypergraphs
H1 = (E \ {1} : 1∈E ∈H; E 
= {1}) and H2 = (E ∈H : 1 
∈ E):
Relabeling the vertices we may assume that V (H1) = [k] and V (H2) = [l]. It is clear that H1 and H2 are simple and
k; l6 n − 1. To invert the decomposition, we 2rst select two simple hypergraphs H1 and H2 with V (H1) = [k] and
V (H2) = [l], which can be done in hkhl ways. We relabel their vertices so that V (H1)∪V (H2) = [2; n]. This can be done
in (
n− 1
k + l− n+ 1; n− 1− k; n− 1− l
)
ways by partitioning [2; n] in three sets with cardinalities k + l− n + 1, n− 1− k, and n− 1− l :C = V (H1) ∩ V (H2),
V (H2) \ C, and V (H1) \ C, respectively. We append to every edge in H1 the new least vertex 1, take the union, and
obtain a simple hypergraph H with vertex set [n]. Finally, the possible addition of {1} to H (we always loose the edge
{1} when decomposing) gives two further options, with the exception of H1 = ∅ when {1} must be always added. This
explains the factor 2 and the subtraction of hn−1.
Either of these three relations can be used to 2nd that
(hn)n¿1 = (1; 5; 109; 32297; 2147321017; 9223372023970362989; : : :):
This quickly growing sequence is entry A003465 of Sloane [24].
The enumeration of all hypergraphs F with i(F)6 4 in Section 2 shows that (h′n)n¿1 = (1; 2; 7; 28; : : :) and (h
′′
n )n¿1 =
(1; 3; 10; 41; : : :). We derive formulae and algorithms producing further terms of these sequences. Recall that a partition
 = 1a12a2 : : : lal of n∈N, where ai¿ 0 are integers and al ¿ 0, is the decomposition
n= 1 + 1 + · · ·+ 1 + 2 + · · ·+ 2 + · · ·+ l+ · · ·+ l
with the part i appearing ai times. Thus
∑l
1 iai = n. We write brieSy   n. If the hypergraph H has weight n and ai
edges of cardinality i, the maximum edge cardinality being l, then = 1a12a2 : : : lal  n and we say that H has edge type
. Now we count hypergraphs with a given edge type.
Proposition 3.2. Let  = 1a12a2 : : : lal  n where al ¿ 0. The number of simple non-order-isomorphic hypergraphs with
weight n and edge type  is
n∑
j=l


( j
1
)
a1




( j
2
)
a2

 : : :


( j
l
)
al

 n∑
m=j
(−1)m−j
(m
j
)
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and if the simplicity is dropped, the number is
n∑
j=l


( j
1
)
+ a1 − 1
a1




( j
2
)
+ a2 − 1
a2

 : : :


( j
l
)
+ al − 1
al

 n∑
m=j
(−1)m−j
(m
j
)
:
Proof. Consider the polynomials
Wn =Wn(x1; x2; : : : ; xn) =
∑
H
n∏
i=1
xe(i;H)i ;
where we sum over all simple H with V (H) = [n] and e(i; H) is the number of i-element edges in H . Using Wn, we
re2ne the identity from the proof of Proposition 3.1.1 (corresponding to x1 = x2 = · · ·= xn = 1) as
n∏
i=1
(1 + xi)
( ni ) =
n∑
j=0
(
n
j
)
Wj:
In terms of exponential generating functions,∑
n¿0
yn
n!
·
n∏
i=1
(1 + xi)
( ni ) = ey ·
∑
n¿0
Wnyn
n!
:
We invert this relation as in the proof of Proposition 3.1.2 and get
Wn(x1; : : : ; xn) =
n∑
j=0
(−1)n−j
(
n
j
)
j∏
i=1
(1 + xi)
( ji ):
The number of non-order-isomorphic simple hypergraphs H with i(H) = n and edge type  = 1a12a2 ; : : : ; lal  n is the
coeMcient of xa11 ; : : : ; x
al
l in Wl +Wl+1 + · · ·+Wn, which equals
n∑
m=l
m∑
j=0
(−1)m−j
(m
j
) l∏
i=1


( j
i
)
ai

= n∑
j=l
l∏
i=1


( j
i
)
ai

 n∑
m=j
(−1)m−j
(m
j
)
:
The derivation of the second formula is similar, only Wn becomes a power series and 1 + xi is replaced by (1 − xi)−1
because now any i-element edge may come in arbitrary many copies.
For properties of iterated binomial coeMcients appearing in the above formulae, see Golomb [5]. As an illustration we
present distribution of hypergraphs with weight 6 by edge types. The 2rst entry is the number of simple hypergraphs and
the second, given only if diFerent, is the number of all hypergraphs:
 61 1151 2141 1241 32 112131 1331 23 1222 1421 16
#H 1 11 41 41; 50 31; 32 239 63; 120 62; 75 198; 264 41; 160 1; 32
Collecting the numbers over all edge types, we obtain formulae for h′n and h
′′
n .
Corollary 3.3. The numbers of non-order-isomorphic hypergraphs with weight n, simple and all, are ( = 1a12a2 ; : : : ; lal
with al ¿ 0)
h′n =
∑
n
n∑
j=l
l∏
i=1


( j
i
)
ai

 n∑
m=j
(−1)m−j
(m
j
)
;
h′′n =
∑
n
n∑
j=l
l∏
i=1


( j
i
)
+ ai − 1
ai

 n∑
m=j
(−1)m−j
(m
j
)
:
Using Corollary 3.3 and MAPLE, we have found the following values.
n 1 2 3 4 5 6 7 8 9 10 11 12
h′n 1 2 7 28 134 729 4408 29256 210710 1633107 13528646 119117240
h′′n 1 3 10 41 192 1025 6087 39754 282241 2159916 17691161 154192692
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Each of the three formulae in Proposition 3.1 gives an algorithm calculating hn in O(nc) arithmetical operations. In fact,
formula 2 requires only O(n) operations. In contrast, Corollary 3.3 gives algorithms calculating h′n and h
′′
n in O(n
cp(n))
operations where p(n) is the partition function (p(n) = |{ :   n}|). But this is a superpolynomial number because
p(n) ∼ (n ·4√3)−1 exp((2n=3)1=2) as proved by Hardy and Ramanujan [6] (see also Andrews [2] and Newman [18,19]).
From the complexity point of view, Corollary 3.3 is much less eFective than Proposition 3.1. On the other hand, it is
superior to the trivial way of calculating h′n and h
′′
n because these numbers grow superexponentially (see Proposition 3.6)
but p(n) is subexponential. The number of operations required by Corollary 3.3 is still substantially smaller than the
number of enumerated objects themselves. Using the decomposition approach from the proof of Proposition 3.1.3, we
show how to calculate h′n and h
′′
n more eFectively, again in O(n
c) arithmetical operations.
To this end we let h′n;m; l be the number of simple non-order-isomorphic hypergraphs H with i(H) = n, e(H) = m, and
v(h) = l. The quantity h′′n;m; l is de2ned similarly with the simplicity dropped. Obviously, h
′
n;m; l = 0 whenever m¿n or
l¿n, and the same holds for h′′n;m; l. Thus, for n¿ 1,
h′n =
∑
16m;l6n
h′n;m; l and h
′′
n =
∑
16m;l6n
h′′n;m; l:
These sums have n2 summands. To obtain eFective algorithms calculating h′n and h
′′
n , it suMces to establish eFective
recurrent relations for h′n;m; l and h
′′
n;m; l.
Proposition 3.4. Let T (a; b; c) =
(
a
b+c−a;a−b;a−c
)
. The initial conditions are h′0;0;0 = h
′′
0;0;0 = 1 and h
′
n;m; l = h
′′
n;m; l = 0 if
nml= 0 but n+ m+ l¿ 0. For n¿ 1 and 16m; l6 n we have
h′n;m; l =
m∑
p=1
∑
T (l− 1; l1; l2) · (h′n1 ;p;l1 + h′n1 ;p−1;l1 )h′n2 ;m−p;l2 ;
h′′n;m; l =
m∑
p=1
∑
T (l− 1; l1; l2)
p∑
q=0
h′′n1 ;p−q;l1h
′′
n2 ;m−p;l2 ;
where the second sum in both formulae runs over all quadruples n1; n2; l1; l2 of non-negative integers such that n1 +n2 =
n− p and max(l1; l2)6 l− 16 l1 + l2.
Proof. We decompose any simple hypergraph H with i(H) = n, e(H) = m, and V (H) = [l] in the hypergraphs
H1 = (E \ {1} : 1∈E ∈H; E 
= {1}) and H2 = (E ∈H : 1 
∈ E). We denote p=degH (1), n1 = i(H1), n2 = i(H2), l1 = v(H1),
and l2 = v(H2). Clearly, e(H2) = m − p and n1; n2; l1; l2 satisfy the stated conditions. If {1} 
∈ H then e(H1) = p else
e(H1) = p− 1. The decomposition is inverted as in the proof of Proposition 3.1.3. The cases {1} 
∈ H and {1}∈H are
reSected by the terms h′n1 ;p;l1 and h
′
n1 ;p−1;l1 . The trinomial coeMcient T (l − 1; l1; l2) counts the number of ways how to
express [2; l] as a union of two sets with l1 and l2 elements. We obtain the 2rst recurrence. The proof of the second
recurrence is similar, the only diFerence being that now {1} may have in H multiplicity q, 06 q6p.
Proposition 3.4 gives algorithms calculating h′n in O(n
6) operations and h′′n in O(n
7) operations.
For every rational polynomial P(m)∈Q[m] it is true that
∞∑
m=0
P(m)
m!
= eq;
where e = 2:71828 : : : and q∈Q. This follows by expressing P(m) as a linear combination in the basis {1; m; m
(m − 1); m(m − 1)(m − 2); : : :}. One subfamily of this family of identities is Dobi3nski’s formula ([14, Problems 1.9a
and 1.13] and [3, p. 210])
∞∑
m=0
mn
m!
= ebn
in which bn is the nth Bell number (the number of partitions of [n]). We present two subfamilies which are related to
hypergraphs.
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Corollary 3.5. For every n∈N we have the identities ( = 1a12a2 ; : : : ; lal with al ¿ 0)
∞∑
m=0
1
m!
∑
n
l∏
i=1


(m
i
)
ai

= e ∗∑
i(H)=n
1
v(H)!
;
∞∑
m=0
1
m!
∑
n
l∏
i=1


(m
i
)
+ ai − 1
ai

= e ∑
i(H)=n
1
v(H)!
;
where e = 2:71828 : : : and the star indicates that the sum is over simple hypergraphs only.
Proof. Let n∈N. In the proof of Proposition 3.2, for simple hypergraphs we used the equation∑
m¿0
ym
m!
m∏
i=1
(1 + xi)
( mi ) = ey
∑
m¿0
Wmym
m!
:
The 2rst identity now follows by setting xi = xi, i∈N, comparing the coeMcients of xn on both sides, and setting y = 1.
The second identity follows in the same way from the analogous equation for all hypergraphs.
For n= 1; 2; 3, and 4 the factors multiplying e in the 2rst identity are, respectively, 1; 1; 116 , and
25
8 , and in the second
identity they are 1; 2; 236 , and
89
8 .
It is natural to ask about the asymptotics of h′n and h
′′
n . We give a simple estimate in terms of the Bell numbers bn.
Proposition 3.6. For every n∈N, one has the inequalities
bn6 h
′
n6 h
′′
n 6 2
n−1bn:
Hence
log h′n = log bn + O(n) = n(log n− log log n+ O(1))
and the same holds for h′′n .
Proof. The 2rst two inequalities are trivial. To prove the third inequality, we assign to every hypergraph H , where
i(H) = n and V (H) = [m], a pair (Q; P) of partitions of [n] as follows. Q= (I1; I2; : : : ; Im) is the unique partition of [n] in
intervals such that I1 ¡I2 ¡ · · ·¡Im and |Ii|= degH (i). For every E ∈H we select a set AE ⊂ [n], |AE |= |E|, such that
(i) for every i∈ [m], AE ∩ Ii 
= ∅ iF i∈E and (ii) the sets AE are mutually disjoint. This can be done and generally in
more than one way. We set P = (AE :E ∈H). Regardless of the freedom in selecting P, distinct hypergraphs H produce
distinct pairs (Q; P). The number of pairs (Q; P) does not exceed 2n−1bn because there are exactly 2n−1 partitions of [n]
in intervals. Thus h′′n 6 2
n−1bn. The logarithmic asymptotics follows from the asymptotics of bn that was found by Moser
and Wyman [17], see also [14, Problem 1.9b] or Odlyzko [20].
It is an interesting question how tight each of the three inequalities is. In the proof we did not use the fact that the
partitions Q and P are “orthogonal” in the sense that |I ∩ A|6 1 for every I ∈Q and A∈P. Using this, we can narrow
the gap in the estimate bn6 h′′n 6 2
n−1bn. We shall treat this topic elsewhere.
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