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Abstract
We present a new method for the estimation of optical °ow which
uses a dynamic programming-based algorithm to simultaneously detect
the presence of motion boundaries and to estimate optical °ow. This al-
lows for more accurate estimation of the motion ¯eld near discontinuities.
We present results from both synthetic and real image sequences which
compare favorably with results produced by other methods. An earlier
version of this work will appear in [1].
Keywords: Optical Flow, Motion Boundaries, Dynamic Programming.
1 Introduction
The accurate measurement of optical °ow or image velocity is important in many
computer vision applications, such as structure from motion and ¯gure-ground
segmentation. The traditional methods for optical °ow estimation (see Barron et
al [2] for a more detailed review and evaluation) do not account for the presence
of motion boundaries in the scene, resulting in unreliable °ow estimates close
to object boundaries and making the output unsuitable for use in structure for
motion determination. The proposed algorithm explicitly detects the location of
these boundaries and uses them to segment the scene into homogeneous regions
allowing for more accurate optical °ow estimation and scene segmentation.
Di®erential methods compute compute °ow by using spatio-temporal deriva-
tives. The basic equation in optical °ow calculation known as the gradient con-
straint equation is: It+uIx+vIy = 0 [3]. This equation has two unknowns, the
velocity components (u;v), and therefore further constraints are necessary. Horn
1and Schunk add a global ¯rst order smoothness constraint term [4], whereas
Nagel [5] [6] adds a second order global smoothness constraint. On the other
hand Lucas and Kanade [7] implement a local smoothness constraint by using a
least squares ¯t in a small window using a translational model. More recently,
Weber and Malik [8] convolve the image sequence with a set of linear separable
spatiotemporal ¯lters to produce a set of images and apply the brightness con-
stant to these, which results in an overdetermined system of equations for the
optical °ow at each pixel.
Region-based techniques were introduced to overcome the noise-sensitivity
of numerical di®erentiation. The typical approach is to minimize the sum of
squared di®erences (SSD) between the ¯rst image and a shifted version of the
second image. Anandan's method [9] is based on a Laplacian pyramid and a
coarse-to-¯ne calculation of the translation, by ¯rst locating the SSD minima to
point accuracy and then ¯tting a quadratic surface about this to estimate the
sub-pixel values.
Energy-based methods rely on the output of energy from velocity-tuned
¯lters [10]. These methods are called frequency-based, due to the design of
velocity tuned-¯lters in the Fourier domain. Heeger [11] uses 12 Gabor ¯lters
at each spatial scale and computes the image velocity using a least squares ¯t
of the ¯lter energies to a plane in frequency space. More recently Xiong and
Scha®er [12] replace the Gabor ¯lters with Hypergeometric ¯lters to achieve
higher accuracy; this has, however, considerable computational requirements.
Phase based methods depend on the phase behavior of bandpass ¯lter out-
puts. Fleet and Jepson [13] de¯ne instantaneous velocity in terms of the motion
of level phase contours in the output of the bandpass ¯lters. In e®ect, this is a
di®erential technique applied to phase rather than the intensity. The component
of the velocity in the direction normal to the level phase contours is computed
and the full 2-d velocity ¯eld is recovered by ¯tting a linear velocity ¯eld to the
component velocities.
In general, the local methods can be made more accurate by increasing the
window size, so long as one is su±ciently far away from motion boundaries, near
which the performance deteriorates. The size of the window is a tradeo® between
accurate estimation and reduction of the likelihood of it including a boundary.
Global methods, as suggested by Horn [3], can be improved by suspending the
smoothing on a boundary and a ¯rst step was taken by Nagel [6] where no
smoothing is applied across step intensity edges.
2 Discontinuous Optical Flow
The scene shown in ¯gure 1 contains various objects which would present dif-
ferent motion ¯elds to an active observer such as a mobile robot. If one were
to concentrate only on a small horizontal band along the image, it can be seen,
from a motion perspective, that it consists of three regions which have smoothly
varying velocity: the lawn to the left, the house itself, and the lawn to the right
of the house. An optimal estimate of the optical °ow can only be obtained by
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Figure 1: Small Horizontal Band in a Scene containing Motion Boundaries
subdividing the band into these three regions and estimating the image veloc-
ity separately in them by using the whole region and a suitable model1 for the
variation of the °ow within it.
Finding these boundaries is a hard optimization problem; Schnorr [14] as-
sumes some prior knowledge of the location of these and deforms the boundaries
to minimize an error functional, but this is not suitable for general purpose op-
tical °ow. Szeliski [15] uses a quad-tree technique to decompose the image into
square domains. In each domain an a±ne model is applied and if the residual
error is high this domain is subdivided into four until the model ¯ts the data
within a su±cient degree of accuracy.
3 Optimal Optical Flow Estimation in a narrow
band
3.1 Optical Flow in a Smooth Region
From a least squares approach to optical °ow and a subsequent expansion into
a Taylor's series, the error in the match can be written as:
ER(i) =
X
Region
W(x;y)(It + u(x;y)Ix + v(x;y)Iy)
2 (1)
the values of u,v that minimize this functional are the two components of the
image velocity within a region. This is true so long as the region is homogeneous.
The function W(x;y) is a window function, which can be a constant. In this
particular case W(x;y) is an 1D-Gaussian in the vertical direction.
1i.e. translational or a±ne in most cases ...
33.2 Optical Flow along the band
In a band, the overall error functional Eband is de¯ned as:
Eband = min
m X
i=1
ER(i) + Pi (2)
and is a function of the optimal velocities u;v within the regions. The
constants Pi are penalty constraints which prevent the functional from resulting
in a large number of regions and incorporate a prior belief that the image consists
of a small number of objects.
4 Solution of the minimization functional using
dynamic programming
Minimizing the functional of equation (2) is a di±cult process as it is a non-
convex. The solution would have to include ¯nding the optimal number of
regions and the location of motion boundaries. The following results assume a
translational 2 model for the optical °ow distribution within the regions.
4.1 Solving for the ER
This is a standard formulation, and di®erentiating equation (1) with respect to
u and v results in
· P
WIx
2 P
WIxIy P
WIxIy
P
WIy
2
¸·
u
v
¸
=
·
¡
P
WIxIt
¡
P
WIyIt
¸
(3)
To simplify notation let the constants a::f be de¯ned as:
a =
P
WIx
2 b =
P
WIxIy
c =
P
WIy
2 d = ¡
P
WIxIt
e = ¡
P
WIyIt f =
P
WIt
2
The solutions for u;v and ER of (3) can be found in closed form by solving
the system of equations. In a horizontal band all regions will have a ¯xed height
but their width, starting and ending positions will be di®erent. However, one
can speed up the algorithm by solving for ER(xs;xf) o®-line for all possible
regions in the band before beginning the actual optimization. If the image were
width N pixels all possible regions would have to start at column xs and ¯nish
at a column xf such that xf > xs. This gives a possible combination of N2=2
regions along a band.3
2An a±ne model could be used instead without any major changes, but would result in a
computationally slower algorithm. Moreover as 6 parameters would have to be estimated we
would need to use larger bands which would slow things even further.
3In practice this number is somewhat smaller as the regions must have a minimum width
to allow for reliable optical °ow estimation.
4Starting point
xs
Ending point
xf
1
1
N
N
ERi
Figure 2: Structure of lookup table for ER for a band of constant height. The
values are referenced as ER(xs;xf).
In the case of a translational model, the calculation of the values of the
lookup-table can be done in a recursive fashion; if a region is split into two
parts, the values of a;b;c;d;e;f for the whole region are equal to the sum of
the contributions of the two parts i.e. ar = a1 + a2. In this case, one part is
the region which is one column smaller and the second part is the additional
column. The algorithm is as follows:
1. For xs = 1::(N ¡ sep)4 :
2. a = b = c = d = e = f = 0
3. R = Region(bandheight ¤ sep) at column xs.
4. Update(R;a;b;c;d;e;f).
5. For xf = (xs + sep)::N
6. R = Region(bandheight ¤ 1) at column xf.5
7. Update(R;a;b;c;d;e;f).
8. u = cd¡be
ac¡b2,v = ae¡bd
ac¡b2
9. ER(xs;xf) = f + au2 + cv2 + 2ud + 2ve + 2uvb
4sep is a parameter which governs the minimum size of a band
5Note that every region is simply one vertical column bigger than its predecessor, hence
all parameters a::f can be simply updated by adding the contribution of this column whose
coordinate is xf, the last column in the region.
510. End Loop.
11. End Loop.
12. Lookup Table Done.
13. Function Update(R;a;b;c;d;e;f).
14. a 7! a +
P
R Ix
2 , b 7! b +
P
R IxIy
15. c 7! c +
P
R Iy
2 , d 7! d ¡
P
R IxIt
16. e 7! e ¡
P
R IyIt , f 7! f +
P
R It
2
17. End Function.
4.2 Solving for Eband
By the formation of the ¯rst lookup table, we e®ectively have the values of the
error residuals for all possible sub-divisions of the band into disjoint regions.
The next step is to solve equation (2) to obtain the optimal division of the
band.
The table shown in ¯gure 3 will be used to solve the minimization problem.
The variable L will indicate the row number6 and the variable i will indicate
the column number. The maximum number of boundaries is M. Each cell is a
2-vector consisting of the value of the Error Residual Er(L;i) and the location
of the previous boundary Pr(L;i). This algorithm for the completion of this
table is as follows :
1. For L=1::N :
2. Er(L;1) = ER(1;L) Pr(L;i) = 0
3. End Loop.
4. For i = 2::M :
5. For L=(i + sep)::N :
6. ^ p =
argmin
p<L (Er(p;i ¡ 1) + ER(p + 1;L)7
7. Pr(L;i) = ^ p
8. Er(L;i) = Er(^ p;L ¡ 1) + ER(^ p + 1;L)
9. End Loop.
10. End Loop.
11. Lookup Table Done.
6L = location of boundary
7A boundary is assumed to be part of the region to its left.
6Boundary #
1 M<<N
Eband
Location of
Boundary #
1
N
Figure 3: Structure of lookup table for
P
ER for various region combinations.
Each cell is a 2-vector Er(L;i);Pr(L;i)
Equation 2 can now ¯nally be solved. Row N of the second look-up table
contains the value for the optimal sum of the error functional Eband minus the
penalty constraint, if the number of regions is i.
The ¯nal minimization needed to produce the number of boundaries m and
their locations is:
m =
argmin
i < M
³
Er(N;i) +
i X
j=1
Pj
´
(4)
and from here the image boundaries set B can be found by traversing the
optimal path backwards.
4.3 Application of this algorithm to the whole image
Up to now, the algorithm presented applies to a small band only. The obvious
solution to the problem of applying this algorithm to a whole image would be
to split it into horizontal bands and treat each case separately. However, the
algorithm as presented is very sensitive to the actual positioning of the bands.
One way around this is to allow overlapping bands down the image and using the
boundaries calculated before only in the middle of such bands. Typically a band
is about 15 pixels high, but the results of the optimization process described are
only used to determine the optical °ow in the middle 3 to 5 pixels of the band.
The other problem is that the algorithm is anisotropic. The simplest way
to handle this would be to obtain results for both vertical and horizontal bands
and then to average the two. The di®erence between the two estimates can be
7used as a con¯dence measure. This, however, would not make use of the fact
that we know where the boundaries are. The method used in this paper is a
weighted mean where the weights are equal to the distance from the boundary,
the implication being that the °ow estimates are more accurate away from
boundaries.
5 Experimental Results
The algorithm as described in the previous section was tested on both syn-
thetic and real image sequences.8 The images were ¯rst smoothed using spatio-
temporal convolution with a Gaussian (st.dev = 1.5 pixels in space domain and
1.5 frames in temporal domain as used by Barron et al [2]) and then derivatives
were calculated using a 5-point di®erence scheme, again from [2]. A band size of
15 pixels was used and the algorithm was constrained to put boundaries at least
10 pixels away from one another and allow enough breaks for an average region
width of 20 pixels. The weighting function across a band was a 1-d Gaussian
with a standard deviation of 3.5. The penalty functions Pi were set to zero:
it was found experimentally that if we allowed for enough breaks there was no
need to ¯nd explicitly how many regions there were.
5.1 Synthetic Images I
The algorithm was tested on the diverging tree scene, the translating tree and
the Yosemite sequence as described by Barron et al [2]. The two tree sequences
contain no sharp discontinuities in the optical °ow and our results are very
similar to that of Lucas & Kanade [7]. The Yosemite sequence does have one
motion boundary running horizontally approximately one third of the way down
the image. Our method produced an average angular error of 8.26 degrees using
a 35-pixel window and 9.37 degrees using a 15-pixel window, both estimates at
full density. If we use the con¯dence measure derived from the di®erence in
the `horizontal' and `vertical estimates' the average error drops to 5.1 and 6.0
degrees respectively at 80 percent density. These later results are comparable
to what most other techniques achieve at 30-40 density levels. In general we
would expect the smaller band to do better, but this scene contains only one
boundary and so the big bands help to reduce noise sensitivity.
5.2 Synthetic Sequence II
The `square' test sequence was designed to test the algorithm in the presence
of well-de¯ned motion boundaries. The sequence consists of four squares trans-
lating horizontally with a velocity of 1 pixel/frame and a background which is
moving upwards at 1 pixel/frame.
8The sequences were obtained by anonymous ftp from Queens' University, Ontario at
csd.uwo.ca
8Figure 4: Center frame for the synthetic image sequences
Figure 5: Optical °ow for the translating tree sequence (left)and the diverging
tree sequence (right)
Figure 6: Optical °ow for the Yosemite sequence
9Figure 7: Center frame for the `square' image sequence(left), Placement of dis-
continuities for the horizontal pass(right)
Figure 8: Optical °ow for the `squares' sequence: Lucas & Kanade(left), Horn
& Schunk(right)
Figure 9: Optical °ow for the `squares' sequence : Our algorithm
10Figure 10: Center frame for the real image sequences
Figure 11: Optical °ow for the Hamburg taxi sequence (left), the SRI tree
sequence(right)
Figure 12: Optical °ow for the Rubic Cube sequence
11The results shown in ¯gures 8 are for this algorithm and for the output of
Lucas & Kanade [7] and Horn & Schunk [4]. Our algorithm used a band size of
5 pixels (with an inner core size of 3 pixels) which is the same e®ective window
size that the Lucas & Kanade algorithm uses. No smoothing was used for any
of the three algorithms as this is a `clean' sequence; the performance of all three
worsened if any amount of smoothing was applied.
The discontinuities used by our algorithm are shown in ¯gure 7; note that
these are within a pixel of the moving square boundary. This is really the
limit of the resolution of the algorithm as we are using 5-point derivatives. The
optical °ow result shows that whereas both the Lucas & Kanade and the Horn &
Schunk algorithms smooth right over the motion boundaries, our algorithm does
a good job of localizing them. Note especially the sharpness of the transition
along the lower horizontal boundary of the lower squares.
5.3 Real Sequences
The image was tested on three sequences: the Hamburg Taxi sequence, the
SRI Tree sequence, and the Rubic Cube sequence. (Single frames from these
sequences are shown in ¯gure 10.) In the taxi sequence we have four moving
objects; a pedestrian in the upper left and the three cars; in the tree sequence,
the motion is generated by a camera moving parallel to the scene; and in the
rubic cube sequence we have a rubic cube which is placed on a rotating plate. It
is interesting to note that, especially in the taxi sequence, the objects are clearly
separated and are not enlarged in size, which is generally the case with methods
using large windows or global smoothness constraints. The optical °ow ¯elds
produced by our algorithm are shown in ¯gures 11 and 12.
6 Conclusion
The overall performance of this algorithm for calculating optical °ow is encour-
aging; it seems to perform very well using roughly the same parameters on a
number of very di®erent image sequences. The algorithm is fast by comparison
to a lot of the more sophisticated methods for optical °ow estimation, and as it
is a local method (one band at a time), it would be very easy to design a parallel
implementation of it, in the limiting case assigning a band to each processor.
Future work will include an investigation of how to use edges to guide the
discontinuity placement. It is worth remembering that many motion boundaries
are rather weak shadow edges, so this step has its own problems. But in images
without signi¯cant texture, such as indoor scenes, this seems to be a necessary
step, as locally nothing is moving.
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