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resumo No trabalho apresentado, estudamos criptografia quântica, nomeadamente formas
de geração, transmissão e detecção de pares de fotões entrelaçados. Para uma
melhor compreensão dos processos e fenómenos que estão na sua base, abordamos
o paradoxo de Einstein, Podolsky e Rosen (EPR) e a teoria de Bell. Estas teo-
rias possibilitaram-nos investigar sobre a natureza física, local ou não local a nível
quântico, tendo sido as respostas obtidas essenciais para a segurança e confidencial-
idade na transmissão de dados. Depois, exploramos os vários tipos de processos
de geração de fotões entrelaçados, concentrando-nos num tipo de processo em
particular, a mistura de quatro ondas. Com a base teórica já estabelecida, apresen-
tamos uma montagem experimental na qual geramos, transmitimos e detectamos
fotões entrelaçados através da mistura espontânea de quatro ondas. Após uma
descrição pormenorizada da montagem experimental, focando nas várias etapas e
de algumas particularidades da experiência realizada, apresentamos os resultados
obtidos. Nesta experiência usámos 2 tipos de fibras: uma fibra com o zero de dis-
persão deslocado (DSF) e uma fibra altamente não linear (HNLF), comparando
e analisando as diferenças entre elas e a sua contribuição para a experiência em
causa. Por fim, apresentamos as conclusões deste trabalho e também o trabalho
que poderá ser realizado no futuro.

abstract In the present thesis, we study quantum cryptography, namely the generation pro-
cesses and, how we can transmit and detect entangled photon pairs. To understand
the processes and phenomena which leads us to the core of our work, we look at
the Einstein, Podolsky and Rosen paradox (EPR), and the Bell theory for answers.
These two theories give us the means to question the locality or nonlocality of
physical reality regarding quantum systems, which is of the utmost importance
when we consider information security in data transmission. With this, we present
several processes to generate entangled photon pairs, focusing on one in particular,
Four-Wave Mixing (FWM). With the theoretical groundwork laid out, we present
our setup to create, transmit and detect entangled photon pairs using spontaneous
four-wave mixing. After a detailed description of our setup, describing the purpose
and importance of each stage, we present the obtained results. In this experiment,
we use two fibers: a Dispersion-Shifted Fiber (DSF) and a highly nonlinear fiber
Highly Nonlinear Fiber (HNLF), comparing the results reached with each fiber. In
the final chapter, we present our conclusions and the work that can be done in the
near future.
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Chapter 1
Introduction
In this chapter, a brief introduction to this thesis is given. We focus on the main motivations and
goals to be achieved. We also focus on the importance of quantum cryptography to Internet security
and the possibilty of hack-free networks. Some details about this are explained throughout the thesis.
1.1 Overview
In our world, communication and the updating of information is critical. Today, information
is sent over distances of thousands of kilometers, leaving more oportunities for the interception of
relevant data. As we are in a information-hungery society, it becomes of the utmost importance that
the encryption systems used to garantee the safety of our private data are impervious. This is the
main reason why our e-mail accounts, social network accounts, even the acess to our computers are
password protected. Since the beginning of civilization, people have been concerned in creating a
safeguard for their information. Since then, we have come a long way, creating harder and evermore
complex cryptographic systems.
The field that studies the ciphering or encryption of information is called cryptography. Its
counterpart, which studies techniques to decrypt or decipher encrypted information is known as cryp-
toanalysis. These two fields combined are part of a more extended field, named cryptology. We
will focus our atention on the first field presented, cryptography. Thousands of years ago, the
first ancient civilizations used diferent types of techniques to conceal the information in their hid-
den messages. In ancient Sparta, military commanders would send messages to one another using a
cryptographic device, known as SCYTALE [1,2].
Later, another way of encrypting messages was by using a cipher. One of the first cipher’s, named
the Caesar cipher (named after Julius Caesar) is a substitution cipher, which replaces the plaintext
letters, shifting their position down the alphabet. In the case of the Caesar cipher, its a shift of
three letters [1,3,4]. The Caesar cipher can be represented mathematically, using modular arithmetic,
replacing letters with numbers, using the following scheme: A = 0, B = 1, . . . , Z = 25. The encryption
and decryption operation are
En(x) = (x+ n) mod 26 (1.1)
and
Dn(x) = (x− n) mod 26 (1.2)
where En(x) and Dn(x) are the encryption and decryption operations, respectively, while n is the
shift in the alphabet. Eqs. (1.1) and (1.2) are valid for several types of simple substitution ciphers,
which can be included in a larger group of ciphers, known as Vigenère ciphers1. These ciphers and
similar ones are categorized as substitutional ciphers. Although these ciphers were reasonably efficient
in their day, they are quite easy to break, using basic criptoanalysis techniques such as frequency
analysis or pattern words [1,3,4].
1The Vigenère cipher is a combination of several Caesar ciphers with different shifts.
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With the arrrival of the computer era, new cryptographic systems needed to be developed. The
first computers built were electromechanical ones, consisting of levers and nobs. Before these ma-
chines there had been many ciphering devices, such as the Alberti disc or the Cryptex, but probably
the most famous device was the Enigma machine. This machine encoded messages using electrome-
chanical rotors by pressing the keys on the keyboard. But it was the appearance of the computer
that revolutionized the field of cryptography. In modern day cryptography, many of the mentioned
techniques were used in computer cryptographic systems. With the information era came the Internet,
credit cards and other newly conceived information services, such as e-mail. Over the Internet, cryp-
tographic systems are embedded in encryption protocols, to secure all types of communication [1,2,5].
There are two kinds of cryptographic systems regarding computer protocols:
• private-key cryptography;
• public-key cryptography.
Private-key cryptography (also known as secret-key, single-key or symmetric encryption) is a en-
cryption method where a key is given to each party and is only known by them. The encryption and
decryption can be processed in the same manner, i.e., we can use the same key to encrypt and decrypt
our messages or use a transmutation between the keys used in each operation. When the keys used in
each operation are the same, it is symmetric encryption, if not, it’s assymetric. In the symmetric case
it’s simpler, only having one key for both processes, while in assymetric encryption it’s more secure,
being its determination time higher in several orders of magnitude. However, in this cryptographic
system we need to manage many keys, needing at least a copy of the key for each user. In a way to
ensure all communications, we need to generate numerous keys. Considering we can have n users over
a network, the number of keys needed to secure all communications is given by
n
(
n− 1
n
)
, (1.3)
with it also being the possible number of communication channels. Besides this setback, this type
of encryption protocol is vunerable to common hacking techniques, such as linear cryptoanalysis or
differential cryptoanalysis, among others. Two well known protocols are the International Data En-
cryption Algorithm (IDEA) and the Blowfish algorithm. However, these protocols became obsolete,
due to the acceptance of the Advanced Encryption Standard (AES) norm [4,6].
In public-key cryptography, this is a whole different story. Instead of using a single key for both
parties, it uses a assymetric algorithm to generate a key pair, giving a key to each party. These keys
are mathematically related, one being the private key and the other the public key. With this scheme
it becomes unnecessary the secret exchange before communications are held. Herewith, these keys
allows us to authenticate a given message by creating a digital signature. This scheme garantees the
entirety and confidentiality of the message being transmitted. All of this is ensured by encryption
using the public key and can only be decrypted using its counterpart, the private key [5]. Neitherless,
these systems can still be broken. This particular cryptographic system can be divided in two fields,
• public-key encryption;
• digital signatures.
In public-key encryption, a message encrypted with a public key can’t be decrypted, unless with
the private key. This keeps the confidentiality of the message. In the case of digital signitures, a
messaged signed using a private key can be checked if the receiver has acess to the sender’s public
key, proving that the sender had acess to the private key, preventing any type of attack or change in
the information sent. This garantees the message’s authenticity. The major problem in these kinds of
systems is in the reliability of the public key provided being correct, with the key belonging to who it
claims to be, without it being replaced or changed by a third party. One of the most known algorithms
of this kind is the RSA code (of Rivest, Shamir and Adler) [7]. This code is based on the complexity
in solving a known number theory problem, the factorization of two large prime numbers. Another
known algorithm is the Diffie-Hellman protocol or the Diffie-Hellman key exchange [8]. Created by
Diffie and Hellman, this protocol is based on the complexity of solving discrete logarithms.
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After analyzing these types of systems, regarding each of its benefits and flaws, hybrid systems
were created to take advantage of each systems’ benefits and minimize their setbacks, building a
more solid protocol. Regarding these issues, the Pretty Good Privacy protocol (PGP) and others
similar to this one are a good example of this comprimise, usually used as web certificates. In spite
of the progress and all the efforts made to improve these algorithms, increasing their solution time,
making them harder to break and consuming more computional resources, decryption is still possible.
None of these algorithms are unbreakable and, with the progress being made in the computing fields, it
becomes harder to conceal information, with brute force attacks deciphering messages faster and more
frequently. The only classic protocol known to be unbreakable is the one-time pad (OTP), proved
mathematically by Shannon. The secret of this system is that the key is used only once and that the
only information spared by the cipher is the message’s length. However, this particular system has
many problems from a pratical perspective, regarding the setting up of the system, namely the key
needing to be the same length of the message and that the key has to be completely random, among
others [1,5].
The one possible solution (hopefully) is presented in section 1.1.1.
1.1.1 Quantum Cryptography
After many years of discussion over the true nature physics, namely quantum mechanics, some
people found a use for it. They found a means of sending information that was inpenetrable and incor-
ruptable. Einstein et al were the first to formally question quantum mechanics’ nature, with the EPR
argument. This argument was based on the fact that quantum mechanics didn’t completely describe
the physical reality of a given phenomena, showing a lack of information. They stated that quantum
mechanics wasn’t correct, or at least it wasn’t complete. Bohr, in response, introduced the concept of
complementarity, stating that the theory wasn’t the one to blame but the way we tested the theory
in our experimental setups, with the errors due to experimental inadequacy. Following, David Bohm
suggested the existence of hidden variables, which could explain the discrepancies between theory and
experiment. Going on in this direction, John Bell formulated a theory based on hidden variables, pro-
viding a theorem that included hidden variables and its effect over physical measurements, and with
an inequality to test this theory. Now, with the necessary mathematical groundwork, experimental
setups were designed to test this theory. More or less complex setups were conceived to verify Bell’s
inequality. To the astonishment of many, it was possible to violate Bell’s inequality.
Quantum cryptographic systems are based on the basic laws of quantum mechanics, and not
depending on the difficulty of solving complex mathematical problems. One of the atractive features
of this new type of cryptographic system is a third party can’t intercept the information that is being
transmitted without the communicating parties knowing. This alone is a very important feature to
create a cryptograpic protocol, preventing the interception of ongoing communications. Quantum
cryptography, more commonly known as Quantum Key Distribution (QKD), can be separated in two
groups [1,2,9]:
• prepare and measure protocols;
• entanglement based protocols.
As already known in quantum mechanics, the act of measurement has a central role, as opposed
to by classical physics. By measuring the state of an unknown system, we are disrupting its state, by
interfering with the system upon its measurement. This is known as quantum indeterminacy (where
the Heisenberg uncertainty is included, eq. (2.12)). This is the foundation for this type of protocol,
making it possible to detect if a transmission is being intercepted and the amount of information
gathered by the third party. Entanglement based protocols are slightly different.
In entanglement based protocols, the states of two or more particles are somehow connected in a
way that to describe the behavior of the particles it needs to be done in a combined quantum state. It
is not possible to describe their behavior separately. This phenomenon is known as entanglement.
By measuring the state of one of the particle’s imediately changes the state of the other, due to
entanglement. This is a very convenient feature for a protocol. If a pair of particles is shared by two
parties and there is an interception of one of the particles by a third party, there’s a change in the
system’s state, revealing itself [2,10].
These two groups can be furtherly divided in three types of protocols [11,12]:
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• discrete variables;
• continous variables;
• distributed phase reference coding.
Of the options presented, most of the protocols use discrete variables for coding purposes. The
others still need to overcome pratical constraints. The most known protocols in QKD are the BB84
and E91, both using discrete variables in their encoding [13,14].
However, we came to a standing point on how to send our information. The means of choice
for sending information via quantum protocols was already in use and had widepread sucess in con-
ventional communications: optical fiber. Fiber optics provides us with our high speed highway of
information in classic channel communication. It was during the 1960’s that it was proposed that
optical fibers could be used in communication systems. But it was only about ten years later that
it was made a reality. Problems like fiber loss and dispersion delayed its earlier use in telecommuni-
cations. After surpassing this obstacle, other undesired effects appeared. Most of these effects were
nonlinear effects due to third order electrical suceptibility, . These effects were studied for a few
years and in the early 1980’s it was understood that some of these effects could form the basis of a
new communications plataform. These effects, such as Self-Phase Modulation (SPM), Cross-Phase
Modulation (XPM) or FWM could be made functional. We’ll give special attention to the last one.
After many years searching for an unbreakable transmission protocol, physicists steped upon it [15],
coming from the nonlinear effects that arise while sending signals over optical fiber. This matter is
discussed in chapter 2.
Recent developments in the field showed using QKD schemes was feasible. Many research groups
throughout the world have achieved interesting results, regarding transmission rates, transmission
distances and testing these schemes physical limits. When we refer to quantum cryptography, we are
concerned with the speed and security of transmitted information in our communications. We have
to ask the following questions:
• transmission distances;
• transmission rates;
• amount of information;
• limits.
In the last couple of years there has been a lot of research in this field and many improvements
have been made regarding bit rates. An interesting experiment, performed by [ 16 ], Dixon et al ,
using entangled photon pairs with distributed phase reference coding achieved high bit rates. Another
interesting experiment, performed by [ 17 ], D. Stucki et al , pushing the envelope to 250 km over fiber.
Using an ultra low loss fiber and using a different protocol, instead of the usual BB84 protocol.
The protocol that they used in this case was a Coherent One Way protocol (COW). This protocol
is well tailored for quantum communications, due to its functionality and inherently low loss. An
interesting example of QKD is presented by [ 18 ], A. Fedrizzi et al . In this case, information is
sent over a free-space link. Recently, [ 19 ], H. Takesue et al performed experiments in long-distance
entanglement-based QKD, using FWM.
Although considered unbreakable and secure, their have been some atempts in testing QKD
security. Photon number spliting attacks is one of them. This method consists in collecting photons
due to a vulnerability in the BB84 protocol [20]. In that paper, Scarani et al devised a method in
which a third party to a given communication would count the number of photons using a quantum
nondemolition (Quantum Nondemolition (QND)) measurement. After counting, it blocks the single-
photon pulses and collects one of the photons from the multi-photon pulses, storing it in a quantum
memory. Then it waits that the sending party reveals the basis that they used and measures the
photons stored in its quantum memory. Although this method is infeasible with today’s technology, it
shows that the BB84 protocol is susceptible to certain kinds of attacks. This can be avoided by using
multiphoton pulses (decoy pulses) during transmission, checking the losses of these pulses, indicating
the presence of third party [21]. Quantum cryptography is also vulnerable to other kinds of attacks, like
man in the middle (when used without authentication), hacking attacks (attacking the implementation
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of the protocol, instead of the protocol directly) or a denial of service attack, since the communication
has to be connected in some way (over a optic fiber line or in free space) between two points, by cutting
or blocking the line [22]. In the man in the middle case we can use an extra party for authentication,
avoiding this kind of attack using Quantum Direct Communincation (QDC) protocols [23], while
hacking attacks or denial of service attacks are harder to avoid, due to the interference over the
physical media. Another interesting type of attack is using a trojan horse, making unnecessary access
to the endpoints, by sending a large pulse of light back to the sending party [22].
1.2 Motivation
We started this project due to need in finding other solutions in telecommunication sytems, looking
for faster and more secure systems. We’re looking to improve todays technology and inovate for a
brighter future. We hope to produce new results in the upcoming future, supporting more robust
protocols. We also want to infer on the true nature of physical reality: local or nonlocal.
1.3 Goal
The main purpose of this project is to generate, send and detect entangled photon pairs.
1.4 Body
In this section we present the thesis’s structure, as well as which topics are presented in each
chapter.
Chapter 1 Introduction. We give a smooth and brief overview of the dissertation presented, namely
on classical and quantum cryptography, focusing on the last.
Chapter 2 Entanglement. In chapter 2 we present the phenomenon of entanglement, giving its
mathematical formulation and naming its main processes of generation. We concentrate on one
process in particular: four-wave mixing (FWM). A complete physical description of this process
is given, as well as its use in generating entangled photon pairs.
Chapter 3 Experimental Setup. In this chapter, we present the setup that is used to create and
measure our entangled photon pairs. We also discuss problems or difficulties that occured
during the experimental trials with our setup.
Chapter 4 Results. After giving a detailed description of our setup, explaining the purpose of each
component/device in our system, we present models to validate our experimental data. Following
this, we present the experimental data obtained and the final results estimated using this data.
Chapter 5 Final Remarks. This is our closing chapter. We present our closing arguments and the
conclusions we can withdraw from this project and what can be improved. We question the
results of the work presented and leave some comments on work that could be done in the near
future.
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Chapter 2
Entanglement
In this chapter we discuss the phenomenon of entanglement and, its importance to communications
security and data encryption. We also approach processes to generate entanglement pairs, namely
quantum entanglement. Mathematically, entanglement is the interdependence between two or more
objects, meaning that these objects are linked in a way that the properties of one object depend on
the other and the changes experienced by one object influence the behavior of the other.
A
B
C
Figure 2.1: The mathematical description of 3 different sets, using a Venn diagram.
In fig. 2.1 is shown the mathematical representation of three sets. If we consider that each set
represents a photon (its probability to be encountered in space), as A, B and C being the mathematical
representation of, say, photons 1, 2 and 3. If this is the case, the common intersecting region of A, B
and C can describe the entanglement between the 3 photons. This could be a high-level description
of the Greenberger-Horne-Zeilinger (GHZ) state [24].
2.1 Quantum Entanglement
Quantum entanglement is the phenomenon where the states of two different particles depend on
each other, i.e., when we know one’s state, we automatically know the other. Generally, we can create
entangled pairs by using 3 different means:
• atomic cascade decay;
• parametric down conversion;
• four-wave mixing.
Next, in fig. 2.2, we show the three different processes to generate entangled photon pairs:
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(a) Energy diagram showing the pro-
cess of atomic cascade decay.
pump
signal
idler
(b) Diagram showing the spontaneous
parametric down-conversion process.
ωωi ωp ωs
(c) Diagram showing the four-wave
mixing process.
Figure 2.2: Possible processes for generating entangled particles.
In fig.2.2, we present three different processes to create entangled photon pairs. In fig.(a), we see
the creation of a qubit1 by the electron excitation and its relaxation, decaying to a metastable state
|s〉, creating a qubit. The emission of a photon from this metastable state is what creates entangled
photon pairs. This is one of the most common ways in creating qubits for quantum computation [25,26].
Another process for generating entangled photon pairs is Parametric Down-Conversion (PDC).
In fig. (b), is the case of spontaneous parametric down conversion. With this process, a nonlinear
medium (a PDK or a β−BBO crystal, for instance) is used, using the Pockels effect to create entangled
photon pairs. The nonlinearity is due the second order electrical susceptibility, χ(2), which separates
the incoming light into two different light cones. An entangled photon pair is created when these
light cones intercept each other, creating a superposition region, described by a superposition state.
Their are two types of parametric down-conversion: stimulated and spontaneous. In the stimulated
case occurs when we use two laser frequencies (pump and signal), generating a third frequency (idler).
However, in the spontaneous case (shown in fig.(b)) we only use one laser frequency (pump) and two
frequencies are created (signal and idler). Besides this, there are two different types of emission: type I
and type II. In a type I emission, both signal and idler photons have the same polarization, while type
II polarization our entangled photons have orthogonal polarizations in respect to one another [27–29].
In fig. (c), we have one of the most promising processes in creating entangled photon pairs, Four-
Wave Mixing (FWM). In a similar way to PDC, there is stimulated and spontaneous FWM. In
Stimulated Four-Wave Mixing (SFWM), we have two beams: a pump and a signal beam. In the case
of Spontaneous Four-Wave Mixing (SpFWM) we only have one beam, the pump beam. There is a
more detailed discussion in section 2.1.1.
2.1.1 Four-Wave Mixing
Four-Wave Mixing (FWM) is process that creates entangled photon pairs, as many other pro-
cesses, as discussed in section 2.1. FWM is a intermodulation process where two or more frequencies
interact in a nonlinear medium. The interaction between these modes leads to the emergence of a new
frequency. This process is a third order nonlinear optical effect, due third order electrical susceptibility,
χ(3).
D = E + P P = 0χE, (2.1)
where D is the displacement field, E the electric field and P the polarization field. If we’re in the
presence of a linear medium, the electrical susceptibility χ in eq. (2.1) will be of the first order.
However, if our medium is nonlinear than χ is
χ = χ(1) + χ(2) + χ(3) + . . . (2.2)
In eq. (2.2) χ(i) i = 1, 2, 3, . . . are the different orders of electrical susceptibility. The first order,
χ(1), is responsable for the refractive index and atenuation effects that occur in optical media, while
χ(2) is responsable for the Pockels effect and the second harmonic, among others. The parameter χ(3)
is responsable for the Kerr effect, Raman effect, light modulation effects, four-wave mixing, just to
1They are the basic units of quantum information, analogue to bits.
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name a few. In this present work we are going to focus on χ(3) component, namely on the four-wave
mixing process. We do not need to stress the χ(2) term, since in our experiment we use silica optic
fibers and silica being a centrosymmetric material,
χ(2) = 0, (2.3)
since the inversion symmetry unables the formation of a full dipole in silica bulk, within the electric
dipole approximation and due to the fact that in molten there are no preferential directions for light
propagation.
As was already refered in section 2.1, the FWM process can be divided in two different types:
• Stimulated Four-Wave Mixing (SFWM);
• Spontaneous Four-Wave Mixing (SpFWM).
In the first case, we have two optical frequencies (pump and signal) which create constructive
interference and give rise to a new frequency (idler), with the frequencies used obeying the phase-
matching conditions:
2ωp = ωs + ωi
2kp = ks + ki (2.4)
To obtain four-wave mixing, there has to be phase matching. In (2.4), ωj , with j = p, s, i is the
frequency of the pump, signal and idler photons while kj , with j = p, s, i is the wave vector. In the
the case of spontaneous four-wave mixing, we only have one frequency (pump), which interferes with
itself, giving rise to twin photons (signal and idler), respecting the phase-matching conditions. One
way to accomplish this is by using the Sagnac effect, named after french physicist George Sagnac.
This effect consists of a circular movement of light, in a ring, at a given angular velocity. Although,
normally a circular geometry is used, other geometries can be used to create this effect. This will be
explained further on in section 4.1. In section 2.2, we lay out the ground work needed to understand
theoretically what entanglement is and what it implies at a basic level [30].
2.2 Local Realism
In quantum mechanics, there has been some speculation on its nature, local or nonlocal. This
is an important issue when we discuss the possible use of quantum cryptography in communication
systems. Two important concepts, the EPR argument and the theory presented by Bell, are needed to
explain if it’s possible to transmit information (by information, meaning the states of a given system)
without physically sending this information. In the following sections it is explained what are the
EPR argument and Bell’s theory, and their importance to the reliance in quantum mechanics true
nature.
2.2.1 EPR Argument
The EPR argument or the EPR paradox is one of the major topics in quantum mechanics. For
many years it has been discussed if quantum mechanics is correct or if it is complete. Einstein,
Podolsky and Rosen raised this problem in their 1935 paper entitled "Can Quantum-Mechanical De-
scription of Physical Reality Be Considered Complete?" [31]. Einstein et al argued that quantum
mechanics wasn’t correct, or at least, it wasn’t complete. They questioned its truth in describing sev-
eral types of quantum phenomena, arguing that any theory to be considered correct and complete has
to be necessarily satisfying for every case covered by that theory, meaning that theoretical predictions
have to agree with measurements made on a given system. It was unthinkable (to Einstein et al) that
the state of a given system was only defined when it was measured, i.e., it was necessary to measure
a given state to define it. This was unacceptable from their view. Generally, in quantum mechanics,
the behavior of a given object is described using the Shrödinger wave equation,
ı~
∂
∂t
|Ψ, t〉 = Hˆ|Ψ〉, (2.5)
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where ~ is Planck’s constant normalized in space, t is the time and Hˆ is the Hamiltonian operator. The
main concept of this theory is the idea of state. According to quantum mechanics and to the definition
of physical reality, a given observable, say A, can be determined, as for each physical quantity has a
corresponding operator. Therefore,
|ψ′〉 ≡ Aˆ|ψ〉 = a|ψ〉, (2.6)
when ψ is an eigenfunction of Aˆ, with Aˆ always having value a when it is in state |ψ〉, with a being the
corresponding eigenumber. If eq. (2.6) is true, there’s an element of physical reality that corresponds
to the physical quantity Aˆ. Let us consider another example, with
|ψ〉 = e( 2piıh )p0x, (2.7)
where x is an independent variable and p0 a constant. The momentum operator for a given particle
is,
|pˆ〉 =
(
h
2piı
)
∂
∂x
. (2.8)
Applying eq. (2.7), we reach
|ψ′〉 = 〈pˆ|ψ〉 =
(
h
2piı
∂
∂x
|ψ〉
)
= p0|ψ〉. (2.9)
From eq. (2.9), we are able to verify that the momentum is p0 when it is in the state described by
eq. (2.7). It is possible to say that the momentum has a real physical value for eq. (2.7). However,
if eq. (2.6) is not true, then it is not possible to discuss if Aˆ has a given value or not. This occurs
when we need to know where the particle is. The corresponding operator, say rˆ, is the multiplication
operator to xˆ, hence,
〈rˆ|ψ〉 = 〈xˆ|ψ〉 6= a|ψ〉. (2.10)
As we can see in eq. (2.10), the position given by xˆ is not equal to the constant a. According to
quantum mechanics, we can only determine its relative probability (its set of coordinates) of being
measured within [a, b] as
P (a, b) =
∫ b
a
〈ψ∗|ψ〉 =
∫ b
a
dx = b− a. (2.11)
In eq. (2.11), as the probability does not directly depend on a, but on the difference between
b − a, meaning all values are equally alike. In eq. (2.11), ψ∗ is wavefunction’s conjugate, ψ. It isn’t
possible to get an exact value for the particle’s position in a given state, unless we directly measure
over that state. The problem in measuring is that we disrupt the system and inevitably changing its
state. After determining its state, the particle is no longer in the state given by eq. (2.7). This means
that we are only able to determine the position or momentum of a particle, not both, according to
quantum mechanics, therefore it does not have any physical reality. However, any measurement made
over a quantum system is affected by a intrinsic uncertainty, oblivious to the experimental setup.
Represented mathematically, being written as,
∆x∆p ≤ ~
2
. (2.12)
Eq. (2.12) is known as the Heisenberg Uncertainty Principle. In eq. (2.12) it is expressed in
the position and momentum of a given object, but can also be expressed using any pair of correlated
quantities. This uncertainty means that if we know the location of a given object, we don’t know at
what speed it is traveling, considering that the momentum of an object is,
p = mv : v = v0 + ∆v, (2.13)
where p is the momentum of a given object, m its mass and v its velocity, with ∆v the velocity’s
uncertainty. This means that no matter how good our experimental setup is, we will always have
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an uncertainty between two correlated quantities for every measurement that is made. In quantum
mechanics, two correlated physical quantities, say A and B, cannot comute,
∴ AˆBˆ 6= BˆAˆ. (2.14)
From eq. (2.14) we can claim that the exact knowledge of one physical quantity implies not knowing
the other, so they are mutually disjoint prepositions. This shows that quantum mechanics does not
completely describe our true reality, according to Einstein et al (considering EPR’s standards), being
incomplete and this is obviously demonstrated by the failure in trying to determine the value of two
correlated physical quantities, in a exact and precise way. This has direct implications on locality
issues. Einstein et al believed that when we measure a state of a given system, we should determine
it with null precision, theoretically, any physical quantity of the system [31,32].
To make a clearer illustration of the effects the EPR paradox has in the optical domain, consider
the creation of a two-photon state with null angular momentum, by four-wave mixing (this process is
discussed in section 2.1.1), for example,
|ψ〉 = 1√
2
(|H1〉|H2〉+ |V1〉|V2〉). (2.15)
In eq. (2.15), the two photons are parallely polarized (1 being the photon 1 and 2 photon 2).
From eq. (2.15), we reach the Jone’s matrix J for state j = 1, 2 of the polarized photons, which are
linearly polarized, considering horizontal polarization (|H〉) over the abscissæaxis (xx) and vertical
polarization (|V 〉) over the ordenate axis (yy) as
Jj =
〈aˆ†jxaˆjx〉 〈aˆ†jxaˆjy〉〈
aˆ†jyaˆjx
〉 〈
aˆ†jyaˆjy
〉 = 1
2
[
1 0
0 1
]
(j = 1, 2), (2.16)
where aˆ† and aˆ are the creation and annihilation operators, respectively, with j labelling the photons.
Now, considering a simple entanglement setup, like shown in fig. 2.3, polarizers at angles θ1 and θ2 in
the x-direction are placed between photon detectors of Alice and Bob. Let Pj(θj) be the probability
of a photon being detected in arm j, and P12(θ1, θ2) be the joint probability of both photons being
detected when both polarizers are in position. To relate the dynamical variables aˆjx and aˆjy, before
and after the polarizers are placed,
aˆj = aˆjx cos(θj) + aˆjy sin(θj) (j = 1, 2). (2.17)
Considering that the amplitude of an electromagnetic field can be written as,
Aˆ(k) = aˆxx + aˆyy, (2.18)
with Aˆ being the field’s amplitude and k the wave vector, propagating in the z-axis direction, while
x and y are the polarization versors. Now we focus light on the polarizer itself. The effect of an
eliptic polarizer on the overall polarization can be represented by the transmission matrix,
T(θ, δ) =
[
cos2(θ) cos(θ) sin(θ)e−ıδ
cos(θ) sin(θ)eıδ sin2(θ)
]
, (2.19)
where θ is the angle between the major axis of the elipse and the x-axis, while δ is the eccentricity.
When δ is 0, we reach a linear polarizer whose polarizing direction is at angle θ. The amplitude of
our wave is,
Aˆ′ = Tij aˆij (i, j = x, y). (2.20)
Now writing out eq. (2.20) we get,
Aˆ′ = (cos2(θ)aˆx + cos(θ) sin(θ)eıδaˆy)x + (cos(θ) sin(θ)e−ıδaˆx + sin2(θ)aˆy)y
= (cos(θ)aˆx + sin(θ)eıδaˆy) + (cos(θ)x + sin(θ)e−ıδy)
= aˆ′′.
(2.21)
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However, (cos(θ)x + sin(θ)e−ıδy) is the complex polarization versor, which characterizes the
polarizer used, so the coeficient ′ is the field amplitude aˆ′ after the polarizer, reaching eq. (2.17) for
our particular case. With the equation presented in (2.17) we are able to estimate the expectations of
the field after the polarizer in terms of dynamical variables and we can calculate the average number
of photons with 〈aˆ′†aˆ′〉 which depends on the correlation properties of the incident light. Let α1 and
α2 be the quantum efficiencies of two given detectors.
We determine the probabilities P1(θ1) and P2(θ2), which are the probabilities that a particular
photon be detected in one arm or the other (we define two arms, say arm 1 and arm 2), considering
that eq. (2.17) takes well in account the projective properties of each polarizer and also preserves the
commutations relations. Therefore,
P1(θ1) = α1〈ψ|aˆ†1aˆ1|ψ〉 =
1
2
α1
P2(θ2) = α2〈ψ|aˆ†2aˆ2|ψ〉 =
1
2
α2,
(2.22)
and the joint probability P12(θ1, θ2) is given by,
P12(θ1, θ2) = α1α2〈ψ|aˆ†1aˆ†2aˆ1aˆ2|ψ〉
=
1
2
α1α2
[
sin2(θ1) cos2(θ2) + sin2(θ2) cos2(θ1)− 2 sin(θ1) cos(θ2) cos(θ1) sin(θ2)
]
=
1
2
α1α2(θ1 − θ2).
(2.23)
As we can see in eq. (2.23), P12(θ1, θ2) depends on the settings of both polarizers. Hence, the condi-
tional probability of detecting photon 2, given the detection of photon 1 is
P (θ2|θ1) = P12(θ1, θ2)/P1(θ1) = α2 sin2(θ1 − θ2). (2.24)
If the detector used is perfect, the probability when
θ1 − θ2 = ±pi2 (2.25)
should be unity and zero when,
θ1 = θ2 (2.26)
This shows that photon 2 is polarized at right angles to photon 1, yet the polarization of photon
1 was chosen freely by the orientation of polarizer 1. This means the outcome of the measurement on
photon 2 is influenced by the orientation of polarizer 1, in spite of the two photons being well separated
at the time of measurement. This is certainly a nonlocal paradox. However, it does not follow that an
observer located near the first detector (A) can influence the outcome of a measurement made near
the second detector (B) by adjusting the angle θ1 of polarizer 1. The reason why this happens is that
by setting polarizer 1 at angle θ1 does not generally garantee the polarization of photon 1 in arm 1,
except in the special case when photon 1 emerges from the polarizer at θ1. The joint probability of
photon 2 emerges from the polarizer at θ2 and that photon 1 emerges from the polarizer at θ1 is shown
in eq. (2.23) when α1 = α2 = 1. Lets consider that ’+’ denotes the emergence of a photon from the
polarizer and ’−’ the non emergence of a photon. Now we use eq. (2.23), considering the latter in
eq. (2.24) by incrementing θ1 and θ2 by pi2 , we reach
P (+, θ2,+, θ1) = P (−, θ2,−, θ1) = 12 sin
2(θ1 − θ2). (2.27)
In an analagous form, the joint probability that photon 2 emerges from the polarizer 2 at θ2 and that
photon 1 does not emerge from the polarizer 1 at θ1 is
P (+, θ2,−, θ1) = P (−, θ2,+, θ1) = 12 cos
2(θ1 − θ2). (2.28)
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It is obvious that setting polarizer 1 at θ1 does not garantee the outcomes +, θ1 or −, θ2. We reach
the probability P (+, θ2|θ1) that photon 2 emerges from polarizer 2 when polarizer 1 is set at θ1 by
adding the terms P (+, θ2,+, θ1) and P (+, θ2,−, θ1), and using eqs. (2.27) and (2.28) we obtain
P (+, θ2|θ1) = P (+, θ2,+, θ1) + P (+, θ2,−, θ1) = 12 , (2.29)
and as we can see this result is independent of θ1, meaning that the setting of polarizer 1 has no
influence over the outcome of the measurement made in arm 2. Einstein et al commented on this
phenomenon, calling it a "Spooky action at a distance" which is shown in our example (on p. 14),
when we change the orientation of polarizer 1 and this event affects the polarization of photon 2.
The effect that leads to this result is known as entanglement. Causality is preserved, despite the
nonlocality of our system. This somewhat reinforced Bohr’s view [33].
However, Niels Bohr answered to Einstein et al ’s paper, by presenting a new concept, known by
complementarity. Bohr’s arguments were that the problems raised were not in the theory, but in the
different ways to analyze the physical phenomena’s behavior described by quantum mechanics. He
focuses on the influence that experimental setups had over the measurements and on the Heisenberg
uncertainty, being that it is not possible to transfer momentum instantaneously. This has deep
implications in the special theory of relativity, that states nothing can travel faster than light. Einstein
et al calls on the concept of physical reality, meaning that any measurement made "should not affect
or distrub the system at hand". These are the necessary conditions for any description of physical
behavior to be complete, explaining a physical reality. However, Bohr didn’t understand how this
lead to Einstein, Podolsky and Rosen assuming that quantum mechanics is incomplete. Bohr to
justify his standpoint used some simple experiments as examples to clarify several misconceptions
mentioned by Einstein et al. The experiments were based on the phenomenon of diffraction, which
uses an aperture [34]. This type of experiment can performed with any kind of particles or radiation,
considering the de Broglie wavelength,
λ =
h
p
, (2.30)
and assuring that
a ≈ λ. (2.31)
Eq. (2.30) is known as the de Broglie wavelength, which relates to wave-particle duality, that
states that any object has both a wave and particle behavior. Eq. (2.31) is simply the fundamental
diffraction condition, i.e., where the radiation’s wavelength being approximately the same size as the
slit. A few years later Bohm fetched de Broglie’s idea, theorizing and completing the argument started
by Bohr [35–37].
These and many other details become obvious when we discuss the implications that the Bell
inequalities have in quantum mechanics and the possibility of quantum mecahnics being local.
2.2.2 Bell Theory
In this section, we focus on the main ideas needed to consider locality in quantum mechanics,
namely the true nature of physical reality. John S. Bell completed the theory suggested by Einstein
et al, discussed in section 2.2.1, with his mathematical description of the hidden variable assumption.
With this came Bell’s famous inequalities, which did not agree with quantum menchanics, as many
results were not statistically forseen by the theories used at the time. With Bell’s work, emerging
many other works to prove the existence of hidden variables and of these inequalities, and of ways to
work around them.
Bell Theorem
Bell presented his local variable theory in his 1964 paper entitled "On the Einstein Podolsky Rosen
Paradox", considered by many as one of the most profund papers in science. This paper supports what
Einstein et al claimed, presenting a theorem (which would there on be known as Bell’s theorem) [38].
Bell’s theorem is based on nonlocality terms, while the locality theory is based on two assumptions:
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1. All objects have to be in a definite state from which the values of all other physical quantities
can be determined, such as the position or momentum of an object.
2. The effects of local actions, such as measurements, cannot travel faster than the speed of light
(as a result of special relativity). If the observers are sufficiently far apart, the measurement
made by one will have no effect on the one done by the other.
The formulism used by Bell comes from his use of classic probability theory2 and in this way,
he proved that correlations between measurements are linked in a way that infringes the causality
condition imposed by local realism, if the Bell theorem is not upheld. In assumption 1. is adressed
the issue of locality and in assumption 2. the separability criterion. This formulism suggests the
existence of hidden variables, as the Bell theorem be shown as [38,39],
E(a, b) =
∫
λ∈Λ
p(λ)A(a, λ)B(b, λ)dλ, (2.32)
where λ represents the so called hidden variables. In eq. (2.32) E is our expected value as a result of
the measurements A and B, over axes a and b. The paramter p(λ) is the probability density function
of all hidden variables. The values of λ can be a unique variable, a set of variables or a set of functions.
The parameter Λ is the probability space, where λ ∈ Λ and represents the quantities/variables that
are unknown but are needed to understand our physical reality. Parameters A e B are the results
from the measurements performed over two generic particles, labeled particles 1 and 2, respectively.
Parameters a and b are the axes over which our given quantities are projected , or in this particular case,
polarization orientations in which measurements are made. Supose A was a polarization measurement.
Then a would be the projection axis of the photon. The same goes for B and b. The values of A and
B for this sort of statistics are between −1 and 1. By this, we mean that
|A(a, λ)| ≤ 1 ∧ |B(b, λ)| ≤ 1. (2.33)
Eq. (2.33) comes from all measurements being considered independent events, considering it apro-
priate by local reality. Although not much is known about the true form of these variables and less
the impact they may have over the functions A and B, they can be included in this theory as long
as the mean states density is considered, p(λ). In probability theory, a series of measurements made
over a given system are regarded as the sampling of random variables. Let’s consider two independent
parties, one named Alice and the other Bob, whom carry out a Bell experiment. Alice can choose
setup A(a) or A(a′) and Bob can choose setup B(b) or B(b′). The measurements made by Alice and
Bob may be correlated in certain way, but Bell’s inequalities impose that the correlation is due to
local hidden variables and that there are boundaries to the degree of correlation that is evidenced.
In section 2.2.2 we introduce Bell’s inequalities, that are a consequence of Bell’s theorem and
what these inequalities mean.
Bell Inequalities
In Bell’s 1966 paper, he indulged us with his work, which had an inequality and as a result of
his theorem that confirmed Einstein, Podolsky and Rosen’s nonlocality theory. In both his articles,
which were based on von Neumann [40] and Bohm’s work [41,42], whom suggested that the existence of
hidden variables explained many quantum phenomena. The original inequality is as follows,
1 + C(b, c) ≥ |C(a, b)− C(a, c)|, (2.34)
where C is the correlation between particles and a, b and c are setup parameters of the devices used
to measure such correlation. This inequality has some level of practicability, only valid for systems
with 2 possible outcomes and not 3 (value of −1 for C is possible, besides 0 and 1) as real world
experiments are. Besides this, the fact that this particular form of the inequality can only be used
2 As is expressed classic probability theory, a variable x is defined probabilistically as
P (x) =
Z
x∈X
f(x)dx,
considering X a space that include all values of x, P (x) the probability of variable x and f(x) a function of x.
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on a small number of cases based on the local hidden variable theory, namely those that the result is
always anticorrelated when the analyzers are (//) agreeing with quantum mechanics. This form of
the Bell inequality is limited, with its perception obviously simple.
Source
φ
Alice Bob
xA
yA
45◦
yB
xB
Figure 2.3: A simple Bell experiment. This experiment can be performed with several types of
particles, from fractionary-spined particles, like electrons (1/2) to ions. The source (φ) sends two
particles: one to site Alice over arm 1 and the other to Bob over arm 2.
As can be seen in fig. 2.3, we have two sites with two observers, Alice and Bob. Having two different
measurement basis: Alice (0◦, 90◦) and Bob (−45◦, 45◦). The original form of the Bell inequality did
not include the case of anticorrelated data. In fig. 2.3 the source (in blue) generates a pair of singlets,
one sent do Alice and the other sento to Bob. This type of experiments have a common procedure:
measuring the polarization of the entangled particles (usually photons) over a given axis. Between
the source and the sites are a pile of plates, for polarization purposes. The most common experiments
use a photon source, with Alice and Bob measuring the polarization of the incoming particles over
the same axis. When the angle between polarization measurements is (0◦), the results of both parties
are 100% the same. When Alice or Bob measures orthogonally (90◦), they have oposite results. Alice
and Bob measure photon polarizations using polarization analyzers. When the polarization basis are
parallel (0◦), their correlation is 1, i.e., they’re correlated. If the basis are orthogonal (90◦), their
correlation is −1, i.e., they’re anti-correlated. If the basis are oblique (45◦), their correlation is 0,
meaning they’re not correlated. Considering this, another form was presented:
S = |E(a, b)− E(a, b′) + E(a′, b) + E(a′, b′)| (2.35)
where S is between
−2 ≤ S ≤ 2 (2.36)
Now with formulated in eq. (2.35), with S as expressed in eq. (2.36), the correlation between the
related particles is [43]
|C(a, b)− C(a, b′) + C(a′, b) + C(a′, b′)| ≤ 2, (2.37)
and it is obvious that the formulation used is analogue to eq. (2.34). This inequality is known as the
CHSH inequality (from Clauser, Horne, Shimony and Holt). The correlation of observables can be
defined as
C(X,Y ) = E(XY ), (2.38)
where X and Y are a pair of observables, E the expectancy of these obsevables and C their respec-
tive correlation. This is due to classic probability theory, more specifically considering testing the
assumptions made on a given experiment, using a joint probability distribution of all probable events,
P (A,B|a, b), (2.39)
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with A and B the outcome, while a and b originating these outcomes. In eq. (2.39) is the probability
of obtaining results A and B from a and b. Suposing that these outcomes are correlated, meaning
that both outcomes are interdependent,
P (A,B|a, b) 6= P1(A|a)P2(B|b), (2.40)
meaning that these events are not independent. Now, let us consider two events, A and B, which
can be the reception of a signal at a detector, the orientation of a dipole, it does not matter. What
matters is they are correlated events of some kind. Consider that we are measuring particles’ spins of
a given system. A means that the spin is up and B that it’s down. We are only going to consider
these two orientations. Of course, this kind of experiment may be afected by many external factors
(temperature, humidity, electric field, etc . . . ). We represent these factors as λ and, a and b, being
internal experimental parameters. Hence,
P (A,B|a, b, λ) 6= P1(A|a, λ)P2(B|b, λ), (2.41)
where we used a similar logic introduced in eqs. (2.39) and in (2.40), just adding the unknown effect of
external factors. As the effect of these factors maybe a bit impredictable in some situations, we have
to consider a probability distribution over these complementary variables and its average probability
should be
P (A,B|a, b, λ) =
∫
f(λ)P (A|a, λ)P (B|b, λ)dλ. (2.42)
Eq. (2.42) is similar to eq. (2.32), known as Bell’s theorem. But the form presented in eq. (2.42) is
not adequate for any given function. Considering our example, the function would have to be
E(a, b) =
(
P (up,up|a, b) + P (down,down|a, b)
−P (up,down|a, b)− P (down,up|a, b)
)
, (2.43)
where E is the expectancy of a given event. The expectancy can also be expressed as
E(a, b) =
∫
{P1(up|a, λ)− P1(down|a, λ)}, {P2(up|b, λ)− P2(down|b, λ)}f(λ)dλ
=
∫
A¯(a, λ)B¯(b)f(λ)dλ, (2.44)
where A¯ and B¯ are the value differences of A and B. As P1 and P2 are probabilities,
0 ≤ P1 ≤ 1 ∧ 0 ≤ P2 ≤ 1. (2.45)
Therefore, values A¯ and B¯ are within
|A¯(a, λ)| ≤ 1 ∧ |B¯(b, λ)| ≤ 1, (2.46)
analogue to eq. (2.33). From eq. (2.44),
E(a, b)± E(a, b′) ≤
∫
A¯(a, λ)[B¯(b, λ)± B¯(b′, λ)], (2.47)
and due to eq. (2.46)
|E(a, b)± E(a, b′)| ≤
∫
|B¯(b, λ)± B¯(b′, λ)f(λ)|dλ, (2.48)
and likewise
|E(a′, b)∓ E(a′, b′)| ≤
∫
|B¯(b, λ)∓ B¯(b′, λ)f(λ)|dλ. (2.49)
Using eq. (2.46) once more,
|B¯(b, λ)± B¯(b′, λ)f(λ)| + |B¯(b, λ)∓ B¯(b′, λ)f(λ)| ≤ 2, (2.50)
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and with ∫
f(λ)dλ = 1, (2.51)
finally, we reach
|E(a, b)± E(a, b′)|+ |E(a′, b)∓ E(a′, b′)| ≤ 2. (2.52)
Eq. (2.52) is CHSH inequality using expectancy values. To reach eq. (2.34) through the relation in
eq. (2.38) [44], it was necessary to estabilish a series of relations.
However, quantum mechanical predictions violate the Bell inequalities, considering the generic
observables X and Y represented as self-adjoint operators in the Hilbert space. To determine the
correlation between observables X and Y , we consider them as matrices in a finite dimensional space,
and that they commute. If we perform measurements of a given observable (X or Y , in our case)
over a series of identical systems in state |Ψ〉, these measurements should produce a distribution of
real values. By assuming that these observables are finite matrices, the distribution is discrete. The
probability of observing λ is nonzero if, and only if λ is an eigenvalue of matrix X or Y , with a
probability
P = ‖E(λ)Ψ‖, (2.53)
where E(λ) is the projection of the eigenvalue λ on state |Ψ〉. The system’s state imediately after a
measurement is
|Ψ〉 = ‖E(λ)Ψ‖−1E(λ)Ψ. (2.54)
Using what is stated in eq. (2.54), we can show that the correlation between X and Y in a pure state,
say ψ, is
C(X,Y ) = 〈XY ψ|ψ〉 (2.55)
Let us consider this fact in the context of the EPR argument. If we consider a typical Bell
experiment (as shown in fig. 2.3), we have a setup with two different sites, A and B. At either site,
the spin measurements perfomed can have two different polarizer settings, a or a′ and b or b′, for A
and B, respectively. These settings determine if we are measuring the spins of a given set of particles
along x or the z-axis. We can represent the spin observables by a pair of Pauli matrices:
σx =
[
0 1
1 0
]
σz =
[
1 0
0 −1
]
. (2.56)
In eq.(2.56), σx and σz are the normalized Pauli matrices, with determinants equal to 1 and −1. The
eigenvectors are denoted as
|ek〉 | − ek〉, (2.57)
where ek is an eigenvector over axis k. If we consider a singlet state of an EPR pair, we reach the
following vector state:
|Ψ〉 = 1√
2
(|x〉| − x〉 − | − x〉|x〉). (2.58)
This state is similar to the one presented in eq. (2.15). From quantum mechanics, the expectancy
values for the CHSH inequality are:
E(a, b) = E(a′, b) = E(a′, b′) =
1√
2
and E(a, b′) = − 1√
2
, (2.59)
and from eq. (2.59), we reach the Shannon entropy value of
|E(a, b)− E(a, b′) + E(a′, b) + E(a′, b′)| = 1√
2
−
(
− 1√
2
)
+
1√
2
+
1√
2
=
4√
2
= 2
√
2 ≥ 2. (2.60)
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As we can see, quantum mechanical predictions violate Bell’s inequalities, as proved above [45,46].
There are other approaches regarding locality and realism. As can be seen, if the value of S > 2, then
the Bell inequality is violated, leading to the unexistence of local realism in physical reality. With this
outcome, we show the existence of "an action at a distance" phemenon or entanglement.
We have left out some of the details regarding the mathematical proof of eq. (2.38) and of Bell’s
inequalities, considering it unimportant for our current discussion, since we can use expectancy values
instead of correlation values, in the form presented in (2.52). Bell’s inequalities can be separated in
two different categories: homogeneous and heterogenous. This is result of Clauser et al paper [43],
after Clauser and Horne rendered the Gedankenexperiment (CH74) [47], from Clauser’s previous work.
In section 2.2.2, we present several experiments to test the correlation between particles and also the
truth that the Bell inequalities have in the predictions of quantum mechanics.
Bell Experiments
These experiments were performed in order to test Bell’s inequalities and prove the correlation of
photons by entanglement in quantum mechanics, through these inequalities. To make things clear in
our explaination, we reintroduce two parties: Alice (A) and Bob (B). We return to the theoretical
layout, dicussed in the experiment at fig. 2.3 by explaining a bit more.
In these experiments, the Bell theorem estabilishes a linear limit for the hidden variable model. In
the case that the particles are identical, they go from correlated to anti-correlated. However, quantum
mechanical predictions for entangled particles make this limit impracticable. Considering fig. 2.3, we
can estabilish the following set of polarizations, presented in tab. 2.1:
Table 2.1: Polarizations.
’++’ ’+−’ ’−+’ ’−−’
In tab. 2.1 we represent the four possible polarization combinations of our pairs. This symbology
is used in codifications systems of qubits related to photon polarization. It depends on the protocol
used (BB84, E91, SARG04 or other) [14]. This notation is also used to describe the axis basis while
measuring the results of incoming photons, with ’+’ we measure parallel to the basis used, while ’−’
we measure orthogonally.
Loopholes Loopholes are problems that experimentalists come upon, mostly of experimental origin,
which can comprimise the validity of results withdrawn from a Bell test. There are several loopholes,
with main ones being:
• Efficiency or fair sampling
• Local reality
The most damaging of these is the efficiency or the fair sampling loophole. The efficiency loophole
is related to the detection efficiency being less than 100%, which happens in optical experiments. This
problem was initially approached by Pearle [48]. Clauser et al ’s experiments tried to work around this
problem [47,49]. The inequalities used needed to be ajusted due to this loophole.
To evaluate the photon generation count, we determine a parameter known as interference visibility:
V = |C(n)|√
p−(n)p+(n)
, (2.61)
where C(n) is the number of correlated events, with p−(n) and p+(n) the probabilities of being in a
given state, withdrawn
p±(n) = |〈n| ± ψ〉|2
C(n) = 〈ψ|n〉〈n| − ψ〉. (2.62)
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With the interference visibility (V), we are able to evaluate the performance of our setup.
It is not possible to guarantee that an experiment is performed under fair sampling, this only
being an assumption. However, these parameters are needed to garantee a true violation of the
CHSH inequality. Other loopholes exist, which are the folowing:
• rotational invariance failure
• double detections
• locality
Rotational Invariance Failure The existence means that the values of all hidden variables are the
same (this related to the description of the states of emitted pairs).
Generally, Bell tests don’t consider rotational invariance, however there are several experiments that
are analyzed based on a simpler version [43,49]. This may lead to a wrong analysis of the results due
to rotational invariance failure of the hidden variables present in these experiments.
Double Detections In most experiments, counts ’+’ or ’−’ can’t occur at both outputs of a polarizer,
which only one of them is detected.
This is also not possible according to quantum mechanics, although by the generalized wave theory,
the omission of these matches makes room for a scenario.
Locality Locality or the "light cone" loophole. This problem is due to the fact that the communication
between two different sites is not possible.
This problem can be overcome by simply assuring that no light speed communications are allowed,
by separating the sites over an adequate distance. No experiment that does not account for this
detail cannot test a local reality theory. The necessary mechanism needs to be able to explain the
entanglement phenomenon and has to obviously agree with quantum mechanics.
In spite of all of the loopholes discussed till now, all of them being of experimental nature, there
is one of theoretical origin. This loophole is known as superdeterminism.
Superdeterminism This loophole provides a deterministic perspective to a theory. It simply states
that all our actions and forecasts are predetermined. According to this, there is no such thing
as free will, like our choices, say the measurements we make and how they are done are already
layed down by the laws of physics.
Even if it is possible to overcome all the loopholes discussed till now, superdeterminism is impos-
sible to overcome, due to its own definition, always allowing a local theory explaination agree with
experimental results. In spite of this, Bell early discredited this possibility, discarding it from any
possible explaination.
These loopholes emerge due to the fact that our experimental setups are not perfect (excluding
the superdeterminism loophole), which may have several sources, with the most common being:
• flaws in the light source
• flaws in the optical polarizer
• errors in the detector or in the detector’s settings
Several kinds of problems can occur, in the case of loopholes. When there are flaws in the light
source, multiple emissions or rotational invariance failure may be present. Rotational invariance failure
is due to light emitted from source has a preferential polarization, leading to rotational variance. When
there are multiple emissions, this means the source may send several pairs simultaneously, leading to
detection errors.
In the case of flaws in the optical polarizer, i.e., imperfections in the polarizer may affect light
transmission, changing its amplitude or phase, amongst others.
When there are flaws in the detector, it may not be able to detect 2 photons simultaneously at the
inputs ′+′ or ′−′ of a given setup. If the source is able to send more than one pair at a time, and if that
time slot is short enough, it may cause detection errors. There maybe flaws in the detector, causing
the detector to miscount the incoming pairs, not counting all pairs or counting inexistent pairs, even
when the source is off (due to noise in the detector).
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Experimental Setup
In this chapter, it is discussed the experimental setup to test Bell’s inequality. A detailed de-
scription of our setup is given and how experimental results are obtained. We start by giving a brief
overview of the workflow of our setup. After this general description, we describe each component
individually, namely its function and purpose in our setup. To finish this chapter, we focus on the
main issues and problems that occured during our experimental trials.
3.1 Entanglement Setup
In this section we present our experimental setup and explain how we create entangled photon
pairs. The setup is presented in fig. 3.1.
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Figure 3.1: Experimental setup to conduct particle pair entanglement creation and measurement.
In fig. 3.1, a pump centered at 1550.918 nm from a Tunable Laser Source (TLS), passes through
an optical circulator and a FBG, then into an optical isolator. With this part of the setup, we try to
eliminate (or at least minimize) the TLS side bands, by using the FBG to filter the pump’s sidebands
and the optical isolator holding back these wavelengths. After the optical circulator, the photons go
into a Polarization Controller (PC), namely PC1, to control the photons’ polarization and, with this,
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garanteing maximally polarized photons. At the output port, we retrieve the pump’s peak frequency,
which is reflected by the FBG, to the MZ.
TheMZ modulator is connected to aDC voltage source and a pattern generator. TheDC voltage
source supplies the MZ, while the pattern generator is used to create the pulse shape and control
its repetition rate (using a specific data matrix, it can also match the optical and electrical paths in
our setup). At the output of the MZ is an Erbium Doped Fiber Amplifier (EDFA), which we use
to amplify the pump’s optical power. After the EDFA, there is a filter (Filter). The filters (mostly
bandpass filters) used in this setup are flat, with a FWHM of 100 THz, filtering the noise added by
the EDFA.
After this filtering, the photons encounter another PC (PC2) and afterwards a Linear Polarizer
(LP). The LP forces the pump’s polarization to be linear, in our case tilted at 45◦, before entering
the PBS at port 3. The loop shown in fig. 3.1 is called a Sagnac fiber loop. By entering the PBS
with this specific polarization, it enables us to create entangled photon pairs. The Sagnac fiber loop
is composed by two PC’s, PC3 and PC4, and a fiber. By the fiber being single-mode in this spectral
region helps us avoid intermodal dispersion. All 3 frequencies (pump and the 2 generated within the
fiber, signal and idler photons) come out at port 4 of the PBS generating an entangled photon pair,
in the superposition state,
|ψ〉 = 1√
2
(|Hs〉|Hi〉+ |Vs〉|Vi〉), (3.1)
where from port 1 are generated the vertical states (|V 〉) and at port 2 are generated the horizontal
states (|H〉), for both the signal and idler photons. There are pump photons at the output of the
PBS, due to the entanglement generation efficiency not being 100%. The 3 frequencies encounter a
second Filter, that removes the pump field, with the signal and idler photons being reflected, coming
to an AWG, which sends one signal photon to one path (to filter Fs) and an idler photon down
the other (to filter Fi). The AWG functions as a demultiplexer, separating the signal and idler
wavelengths while passing through a single fiber. On the signal photon’s path are a Quarter Wave
Plate (QWP), a Half Wave Plate (HWP) and a rotating linear polarizer (l), named RLP. On the
idler’s photon path is about much the same. At the end, the photons reach our single-photon detectors
(APDs), for the signal and idler photons (APD1, APD2), respectively, which are connected to a
Time Interval Analyzer (TIA) for time tagging purposes. These and many other details are explained
in the following sections.
As can be seen in fig. 3.1, we generate, send and detect entangled photon pairs. We can separate
our setup into several different parts or stages:
• source;
• filtering;
• modulation;
• amplification;
• polarization;
• entanglement;
• detection.
Combining these stages we reach the setup in fig. 3.1 and we are ready to generate, transmit and
detect entangled photon pairs.
3.1.1 Source
In order to create our entangled photon pairs, we need a source of some sort. In our case, we use
a Tunable Laser Source (TLS) as our pump with a wavelength centered at 1550.918 nm. The TLS
is a very stable laser with a maximum output power of 13.5 dBm.
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Figure 3.2: Tunable laser source spectrum.
In fig. 3.2 is the TLS spectrum, with P being the optical power and λ the wavelength. We can see
that the peak power is at the center wavelength of 1550.918 nm, in our case. The TLS has a spectral
band 1527.411− 1567.133 nm, with a power range of 10.5− 13.5 dBm.
3.1.2 Filtering
In this section we address an essential step in our setup: filtering. Although we have different
filtering stages throughout our setup. The first two filtering components: optical circulator and the
Fiber Bragg Grating (FBG).
Circulator
The circulator used in our setup is a single-mode optical circulator type wideband (C+L band).
It has an operating wavelength of 1470 ∼ 1610 with insertion losses: port 1 to 2 - 1.15 dB and port
2 to 3 - 1.10 dB. The maximum optical power it can bear is 300 mW with an operating temperature
from 0◦C to 70◦C.
Port 1 red CIR− 3
Port 2 blue
Port 3 white
Figure 3.3: Circulator diagram.
The pump enters the circulator at port 1, with all photons coming out at port 2. However, since
there is a FBG at the output of port 2, part of the photons are reflected (in our case the pump peak
frequency), come out at port 3, while the other photons (the pump’s sidebands) come out at port 2
and go to the optical isolator.
Fiber Bragg Grating (FBG)
We use a 25 GHz athermal FBG. The FBG is used to filter the TLS’s sidebands. In our case it
is used as a drop filter, reflecting the pump’s peak power and fowarding the pumps sidebands to the
isolator.
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Figure 3.4: Reflectivity of the FBG.
As can be seen in fig. 3.4, the reflectivity of the FBG used. We verify that our FBG has high
reflectivity (R) for our operating wavelength. With these characteristics, our FBG minimizes the
power loss due to absorption [50–52].
Isolator
After the FBG, the sidebands of the pump go into the optical isolator. The optical isolator works
as drop filter, retaining all wavelengths (in our case, withholding the TLS’s sidebands, which are not
reflected by the FBG).
IN
Figure 3.5: Isolator diagram.
In fig. 3.5 is the schematic symbol of an optical circulator. Its main component is a Faraday
rotator, which uses the Faraday effect. The Faraday effect is a magneto-optic effect, where the
magnetic field H, applied to the Faraday rotator causes the rotation of the light’s polarization.The
imposed polarization rotation angle is given by
ϑ = µ0Hvd, (3.2)
where ϑ is the angle of rotation, µ0 the magnetic permeability of vacuum, H the magnetic field, v is
the Verdet constant of the material which the rotator is made of and d is the length of the rotator.
The optical isolator used is polarization independent [53].
Filters
In our setup we use several filters. The filters used are basically the same kind, except for the target
wavelength. The filters are mostly bandpass filters, with a narrow passband. The only exception is the
filter following the fiber loop, which is a bandstop, more specifically a notch filter. These filters have
a total loss around 0.2 dB, with a maximum working temperature of 70◦C and withstand a maximum
power of 300 mW.
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Figure 3.6: Filtering spectrum.
As shown in fig. 3.6, the passbands of the filters are very narrow, just over a nanometer and with
very low loss in the passband region. The filters used are based on mulilayered thin films, with the
passband region laser engraved on the film. The first filter is to remove the noise added by the EDFA
and is centered at 1550.918 nm, as shown in fig. 3.6, while the bandstop filter following the fiber loop
is to remove the pump frequency. Filters Fs and Fi are the same, except their passband. For Fs it
is around 1547.718 nm and for Fi it is around 1554.134 nm, given by the phase matching conditions
(from eq. (2.4)) [54].
Arrayed Waveguide Grating (AWG)
Usually, an arrayed waveguide grating is used for optical multiplexing. We use the AWG to
separate the signal and idler photons. The AWG has 44 channels with 100 GHz channel spacing,
using channels 25 to 33, without temperature stabilization.
As shown in fig. 3.7, the insertion loss for all 44 channels:
Figure 3.7: AWG spectrum [55].
As shown in fig. 3.7, the insertion loss is pratically the same for almost all channels over a broad
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spectrum, with each channel having a specific wavelength. AnAWG have unique properties regarding
optical multiplexing, namely dispersion and free spectral range [55,56].
3.1.3 Modulation
To be able to detect our entangled photon pairs in the most efficient manner, we have to modulate
our pulse. In order to do that, we need three devices: a Mach-Zehnder modulator (MZ), a pattern
generator and a DC voltage source. Signal modulation is needed, due to the fact that the detectors
operate in the gated Geiger mode.
Mach-Zehnder modulator (MZ)
With the Mach-Zehnder modulator (MZ), we modulate our signal. The MZ modulates our pulse
with a frequency of 1.1 MHz (set by the pattern generator) and with a pulse width at half maximum
of ∼ 785 ps. The MZ has an insertion loss of 4.3 dB and with a operating wavelength range of
1525-1580 nm [57].
LiNbO3
V+
LiNbO3
V−
Figure 3.8: Mach-Zehnder modulator (MZ) diagram.
In fig. 3.8 is a diagram of a typical MZ. A light source (in orange) sends a beam (orange arrow)
into the MZ. Light is divided into two beams (blue and red arrows), with the same optical power and
in each arm is a LiNbO3 crystal. Our modulation is based on the electro-optic effect, where applying
an electric field to the crystal, changing its refractive index, adding a delay between the two beams
which can be represented by a phase difference. It uses a simple drive circuit, which the a voltage
source supplies to create the electric field, and uses DC source for the voltage bias. To each crystal,
we apply a voltage (V ), with one at a voltage level V+ and the other at V−. As the speed of light is
dependent on refractive index of the media it is passing [58,59],
v =
c
n
, (3.3)
where v is the speed of light in a given medium, c the speed of light in vacuum and n is the refractive
index. From eq. (3.3), the phase shift increases as
∆φ ∝ (n− 1) · l, (3.4)
where ∆φ is the phase shift and l is the distance traveled. This can lead to constructive or destructive
interference patterns, depending on the phase. Usually a MZ has simetric voltages applied to each
arm, for a more efficient modulation [60].
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Figure 3.9: Signal modulation diagram.
In fig. 3.9 is the signal modulation diagram. As the MZ modulates the pulses amplitude (using
the electro-optic effect), there is a voltage value for which the pulse’s amplitude is maximum. This
value is known as Vpi. The resulting pulse in our case,
5 5.5 6 6.5
x 10−8
0.217
0.218
0.219
0.22
0.221
0.222
0.223
0.224
0.225
t (s)
V 
(V
)
Mach−Zehnder Modulator
 
 
FWHM ∼ 785 ps
Figure 3.10: Modulated pulse.
The pulse modulated by the MZ is shown in fig. 3.10. The MZ repetition rate was 1.1 MHz and the
resulting pulse has a Full Width at Half Maximum (FWHM) of ∼ 785 ps.
Pattern Generator
The pattern generator is used to set the trigger for the APDs, as well as define pulse’s width and
repetition rate (it also may equal the optical and electrical paths in our setup). Our pattern generator
(HP 70841B) has an operating range from 100 Mbps to 3 Gbps. The pattern generator has several
patterns and we created a pattern of 210 elements (polynomial D15 +D14 + 1 = 0) [61].
DC voltage source
The DC voltage source is needed for the MZ to control the voltage bias. The source controls the
amplitude which the pulse is modulated with, for a more efficient modulation. The MZ doesn’t need
the DC source to modulate a signal, although when using it, modulation is much easier to control.
3.1.4 Amplification
Due to low power regime of our laser (the maximum optical power of the TLS is 13.5 dBm) and
due to the inherent loss over the optical path in our setup, we need to raise the power of our pump.
We use an EDFA to accomplish this. An EDFA is used to amplify an input signal through its
interaction with the doping ions of the fiber’s core.
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Figure 3.11: Amplified Spontaneous Emission (ASE) spectrum.
In fig. 3.11 is shown the optical spectrum of the EDFA without an input signal, which used an input
power of 5 dBm (ASE power). The EDFA is very useful in our case, giving us the extra power that
we need. However, we always try to use the lowest power possible, due to the noise added to our
pump from the EDFA.
3.1.5 Polarization
To be possible the phenomenon of entanglement, the polarization of our photons should not change
after they become entangled. There are many components that control and analyze the polarization
of light.
Polarization Controller (PC)
The polarization controllers (PCs) are used to stabilize and maximize the power for a given
polarization. The PCs used are as a set retarders (or wave plates) in the following order: a quarter
wave plate, a half wave plate and again another quarter wave plate. By shifting the PCs’s plates, we
obtain maximally polarized photons. This is achieved because since a PC is made of 3 waveplates
(QWP, HWP and QWP), by shifting the plates, we change the photon’s polarization from one
arbitrary state to another arbitrary state, aligning its polarization with say, a linear polarizer [62,63].
Linear Polarizer (LP)
We use a linear polarizer to garantee that our photons have linear polarization after passing through
an LP. The LP in our setup assures us that the photons’ polarization is linear at the input of the
polarizing beam spliter.
Polarizing Beam Splitter (PBS)
A polarization beam spliter separates the pump into two beams: one with horizontal polarization
(0◦) and the other with vertical polarization (90◦). In our case, we have a 4-port PBS, where the
pump goes into port 3, the fiber at input port of the PBS has its axis at 45◦, which is why the pump
is divided in its horizontal and vertical components after going through the PBS, before arriving at
the fiber. In fig. 3.12 is a simple diagram of the workflow in the PBS, and how the beams are splited.
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Figure 3.12: PBS diagram.
In our case the pump enters port 3 and each component leaves ports 1 and 2. The entangled photon
pairs come out of port 4. The beam spliting is at the heart of our experiment [64].
Fiber to Fiber Coupler (FFC)
To place our wave plates, we need to use a free space permanent pigtailed fiber to fiber coupler
(FFC). The FFC has an operating wavelength of 1550 ± 50 nm, with an insertion loss of 0.6 ± 0.3
dB. The FFC also comes with permanent pigtails, linked using a Single-Mode Fiber (SMF), holding
up to 5 plates and is thermally and mechanically stable, witholding up to 3 W [65].
Waveplates (WP)
In our setup, we use two kinds of wave plates: half waveplates and quarter waveplates. With a half
waveplate there is a phase shift of half a wavelength, while with quarter waveplates the phase shift is
only quarter of a wavelength. Both the HWP and QWP have insertion losses of 0.1 dB and have a
compound plate design using crystal quartz and MgF2. The apertures of both waveplates are ∅ 0.4
mm, based on 360◦ rotation and 1.5◦ precision. Both waveplates are able to withstand high optical
intensities (2 MWcm−2 in Continous Wave (CW) and a 2 Jcm−2@10 ns pulse) with beam deviations
less than 10 arcsec and a wavefront error less than a quarter wavelength [62,66].
Rotating Linear Polarizer (RLP)
A rotating linear polarizer is not much different from a normal linear polarizer, except that we can
change the angle of the linear polarization to our needs. TheRLP is made of a thin film linear polarizer
AR coated film between the glass plates. It has an extinction ratio of 10 000 : 1 with a wavefront error
< /10. It has a 2.5 mm clear aperture with a 360◦ rotation and 1.5◦ measurement precision, capable
of withstanding 500 mW spread over the aperture. In fig. 3.13 is shown the polarization curves for
different angles [67].
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Figure 3.13: Count frequency vs polarization angles of the RLP.
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Fig. 3.13 are data we obtain at the APDs when we rotate our polarizers with an incoming light.
With the rotation of the RLPs, we observe a change in the count frequency, detected by the APDs,
which appears as a sinusoid (as expected, due to the law of Malus). The count rate at the input of
the RLP is around 10× 104 Hz, and the minimum is close to zero, hailing a V ≈ 100%. As shown in
3.13 the visibility (in eq. (2.61)) is pratically unaltered with the placing of RLPs in our optical path,
meaning very low loss when placed.
3.1.6 Entanglement
To generate entangled photons, we use a Sagnac fiber loop. The key component of the fiber loop
is the optical fiber that is used. We used two different types of fiber: a DSF and a HNLF.
Dispersion-Shifted Fiber (DSF)
A dispersion-shifted fiber is a fiber that has zero-dispersion wavelength at around 1.5µm. At this
particular wavelength the fiber loss is very low and the chromatic dispersion is null, near 1550 nm.
Due to long interaction distance and high optical power, there is the uprising of nonlinear effects,
such as SPM, XPM or FWM, among others (in our case we are concerned with SpFWM). The
DSF is used as our generation source of entangled photon pairs. Since the DSF is in a loop, both
propagating and counter propagating interfere with each other. This is known as the Sagnac effect.
The nonlinear parameter for is DSF γDSF ∼ 2.1 W−1km−1. This is explained better in the part
refered to the Sagnac Effect [68].
Highly Nonlinear Fiber (HNLF)
In our experiment we also used a Highly Nonlinear Fiber (HNLF). We used the same method and
approach as used for the DSF. As already known, optical signals propagating in single mode fibers
are influenced by Group Velocity Dispersion (GVD). This is due to the wavelength dependence of the
fiber’s refractive index, resulting from the single propagation of the fundamental mode. This problem
is common in most types of optical fibers. What is special about a HNLF is its high nonlinearity,
given by the parameter
γ =
2pin2
Aeff
, (3.5)
where γ is the nonlinear parameter, n2 is the Kerr coeficient and Aeff is the effective area of mode
propagation. For the HNLF used, the nonlinear parameter is γHNLF = 10.5 W−1km−1. The Kerr
effect arises from the third order nonlinerity in optical fibers. The Kerr coeficient can be obtained by
expanding over the refractive index:
n = n0 +
P
Aeff
n2. (3.6)
We can see that γ increases with the increase of n2 and by decreasing Aeff . By decreasing the Aeff ,
we increase the light’s confinement, increasing the optical intensinty, giving rise to several nonlinear
effects. We can increase the nonlinearity of our fiber with higher doping of Ge of the core. However,
this can lead to many undesired side effects. With higer doping also comes higher fiber loss and the
variation of n2 for pratical index values is low. This problem can be described by eq. (3.7):
Leff =
1
α
(1− e−αL), (3.7)
where Leff is the effective length, α is the fiber loss and L is the fiber length. The HNLF is used to
increase the entanglement generation efficiency of our setup, since with the DSF it was not sufficient
for our purpose [69,70].
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Sagnac Effect
To create our entangled photon pairs we use a Sagnac fiber loop, using an optical fiber. Using a
PBS at the input of the fiber, with the PBS input port at 45◦, we separate our pump wave in two,
one with vertical polarization |Vp〉 coming out of port 1 and the other with horizontal polarization
|Hp〉 coming out of port 2. To start the SpFWM process, we use the Sagnac effect. The Sagnac
effect or Sagnac interference consists in having two light beams interfering with one another, moving
in oposite directions, with a certain angular frequency, ωr. If we consider a circular geometry, the
time difference between optical pathways will be [71]
t =
2piR±∆L
c
, (3.8)
where ∆L is the pathway difference, R the radius of the ring and c the speed of light. Considering,
∆L = Rωrt, (3.9)
we can eliminate ∆L from eq. (3.8) and, considering clockwise and counter-clockwise propagation
motion, we reach:
t′ =
2piR
c(1− Rωrc )
t′′ =
2piR
c(1 + Rωrc )
. (3.10)
In eq. (3.10), we can see that the linear velocity v,
v = Rωr ≪ c, (3.11)
and now using the binomial approximation1 , we arrive at
∆t =
4piR2ωr
c2
, (3.12)
with light pulses shorter than ∆t exibiting no interference. Due to this time difference between beam,
there’s a phase shift,
∆φ =
2pic∆t
λ
, (3.13)
with λ being the photons’ wavelength. This leads to uprising of SpFWM in the fiber loop. At
the input port of the PBS, the pump is divided in two: at port 1 (90◦), the vertical component of
the pump and at port 2 (0◦), the pump’s horizontal component. When the propagating and counter-
propagating photons reach the fiber in the loop, there occurs Sagnac interference, leading to SpFWM
process. After the input port (port 3), we have the following state [72]:
|ψ〉 = 1√
2
(|Vp〉+ |Hp〉) , (3.14)
where |Vp〉 and |Hp〉 are the vertical and horizontal components of the pump, with the factor 1√2 due
to the fiber axis in the PBS being at 45◦. Each component goes into the fiber separately (different
optical paths). Inside the fiber occurs Sagnac interference, due to the interference of the propagating
beams. This leads to the spontaneous four-wave mixing (SpFWM) inside the fiber loop. Considering
the phase-matching condition, eq. (2.4), we reach the analogue
|ψp〉 = |ψs〉|ψi〉, (3.15)
where |ψj〉 is a given polarization state, with j = p, s, i regarding the pump, signal and idler photons.
For the vertical component,
|Vp〉 = |Vs〉|Vi〉, (3.16)
1 If x ≈ 0 with x, α ∈ R, then
(1 + x)α ≈ 1 + αx.
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and analogue, the horizontal component
|Hp〉 = |Hs〉|Hi〉. (3.17)
Since we are generating entangled photons, meaning that they are correlated, the nature of the
interference inside the loop is constructive, leading to
|ψ〉 = 1√
2
(|Vp〉+ |Hp〉)
=
1√
2
(|Vs〉|Vi〉+ |Hs〉|Hi〉)
(3.18)
In eq. (3.18) is the superpostion state of our entangled photon pairs. As can be seen, we cannot describe
one without the other. Mathematically, it describes the dependency between the two photons.
3.1.7 Detection
An important stage in our setup is detection. It is crucial that we are able to conveniently detect
our entangled photon pairs. Two very important devices: the avalanche photodiode detectors (APDs).
These devices allow us to detect incoming photons at a very high rate. Another important device is
the TTM8. With this apparatus we are able to time tag our photons, meaning we can time their
arrival at each detector, gathering coincidence counts.
Avalanche Photodiode Detector (APD)
The detectors used in our setup are InGaAs−InP avalanche photodiodes. The semiconductor
alloy InGaAs has a bandgap of 0.73 eV and lattice matched with InP substrate provides single-
photon sensitivity from 900 to 1700 nm. An avalanche photodiode (APD) is a p-i-n junction diode
specifically designed for an internal current gain mechanism. When an APD is reverse biased, it is
able to sustain a large electric field across the junction. With this, an incoming photon is absorbed,
creating an electron-hole pair. The charge carriers are then swept through the junction and are
accelerated by a strong electric field. With this acceleration, the carriers gain enough energy to create
secondary electron-hole pairs through impact ionization. In turn, these new pairs are accelerated and
new electron hole pairs are generated. This multiplication phenomenon is known by avalanche.
In the case of InGaAs−InP APDs the photons are absorbed in a narrow bandgap of the InGaAs
layer. The photogenerated hole is then injected into the wider bandgap of the InP multiplication layer.
Separate absoption and multiplication layers are designed to optimize the avalanche phenomenon and
decrease the excess noise factor associated. This ensures that the tunneling breakdown in the narrow
bandgap occurs at lower field values than the avalanche threshold does, not impairing its function.
Due to the bandgap difference between InGaAs and InP, a graded quartenary layer of InGaAsP is
used to smooth the band discontinuity, which could otherwise trap charge carriers and slow down time
response [73,74].
The detectors APD1 and APD2 are from id Quantique R© and operate in the so called gated
Geiger mode [20]. Detector APD1 (id200) has a dark count probability per time gate (tg= 2.5 ns) of
Pdc< 5 × 10−5 ns−1 and a quantum detection effiency, ηD= 10% [75]. Detector APD2 (id201) has a
dark count probability per time gate (tg = 2.5 ns) of Pdc < 5 × 10−6 ns−1 and a quantum detection
effiency, ηD = 10% [76]. The dead time of our detectors was set to 10µs, in order to avoid possible
afterpulses.
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Figure 3.14: The gate used by the APDs. The gate width is 2.5 ns.
Fig. 3.14 shows the gate of our detectors, which is of 2.5 ns wide. This time defines the interval which
the detector is able to detect photons.
Time Tagging Module 8 (TTM8)
To select true coincidence counts from false or accidental counts we use the Time Tagging Module
8 (TTM8). We connect our two APDs to the TTM8 and it registers the counts of both detectors.
The TTM8 uses fast TTL technology with Field Programmable Gate Arrays (FPGA) to register
the signals given by the APDs. We used two channels of the TTM8, using I-mode continous, with
82.3045 ps time resolution. With the TTM8 we are able to create time bin histograms to determine
the true coincidence counts.
(a) TTM Viewer. (b) Event Timing.
Figure 3.15: The TTM8 module interface.
In fig. 3.15 are pictures of the TTM8’s user interface software. In (a) we can see the cummulative
number of counts and the count frequency. In the graph are the counts over time for the two channels.
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In red is stop 1 and in green is stop 2. In our case we use a channel per detector. In (b), we see the
frequency histograms created for the time events. In blue is the local delay, meaning it is the delay of
a bin size, while in rede is the global delay or the total delay till that instant [77].
3.2 Issues
In the previous sections we explained the workflow of our setup and the role of each device.
However, this is not as simple as it seems. Before reaching the final configuration of our setup, we
faced several problems and setbacks. The most annoying problems were power loss and the noise
level. In the first configuration of our setup we used a TLS as our pump, a PC at its output, followed
by a MZ, an EDFA, two sets consisting of a circulator, a FBG and an isolator, another PC and
a LP, before reaching the PBS. At PBS ports 1 and 2 we had two PCs, before reaching the fiber
(we initially used a DSF). At the output of the PBS (port 4) we had an isolator and a FBG
to filter the pump, before reaching the AWG. At the output of the AWG, we had two filters for
each output channel (for the signal and idler photons), followed by two RLPs and two Polarization
Analyzerss (PAs) and two APDs, respectively. For pulse modulation purposes, we had the MZ
connected to a pattern generator and DC voltage source.
Due to one of our major issues (power loss), we removed the second set of the circulator, FBG
and isolator, since there was not enough photons reaching the APDs. However, one set of these
components revealed itself inefficient to filter noise from the previous stage, so we added a passband
filter, centered at the pumps wavelength to remove the pump’s sidebands and the noise added by
the EDFA. After the PBS, we replaced the FBG and isolator with a notch filter, centered at the
pump’s wavelength, to remove the remaining pump photons from this stage of the setup. Using this
configuration, we still experienced problems due to excessive noise, so we added an Optical Multiplexer
(MUX), following the bandpas filter. In spite of these changes, the noise problem persisted. Our
next change was to place our first filtering stage (circulator, FBG and isolator) before the MZ and
the EDFA, avoiding the noise being amplified by the EDFA. Near the detection stage, in the signal
arm, we replaced the RLP with a HWP and the PA with a LP. In the idler arm, we replaced
the RLP with a PC. The changes made at the detection stage were for seeking a better analysis of
the polarization of the incoming photon pairs. Next, we made a minor change, placing the first PC
after the first filtering stage, instead of right after the TLS. Since the TLS has a very stable output
and emits fairly polarized light, there is no need of a polarization controller following the TLS. By
changing the position of the MZ and the EDFA, the noise level was substantially decreased and
since we noticed that we had a low photon count, regarding entangled photon pairs, we removed the
MUX, since its insertion loss was very high (∼ 4 dB). Since we were still having trouble in conveniently
detecting our entangled photon pairs, we replaced the PC in the idler arm with a HWP, alike the
signal arm. Before reaching the APDs, there is a RLPs in each arm. We still continued suffering
problems in the detection stage, we realised that we need to garantee that the entangled photons’
polarization have are the same before arriving at the LPs, which are used to analyze the photon’s
polarization. To fix this problem, we added in each arm two QWP, to garantee this condition. The
placing sequence of the WP is: QWP, HWP and QWP. Still experiencing difficulties in achieving
our goal and the having trouble in matching the pair’s polarization, we removed a QWP.
In the beginning of our project, we used the master-slave approach, which consisted in the output
of one the APDs being connected to the input of the other. This scheme consists in one of the
APDs as master, which receives all possible incoming photons (clicks) and the other as slave, which
only detects a photon when the master APD clicks. This scheme was intended to detect coincidence
counts, which were the counts registered by the slave APD [78]. However, this approach revealed
itself inadequate due to the time resolution of our detectors not being high enough to collect photon
matches. To solve this problem we added to our setup a time interval analyzer or in our case, a time
tagging module (TTM8).
The TTM8 is an apparatus which was devised to measure tiny delays (time tags) between de-
tector counts. Connecting the TTM8 to the outputs of each detector, we were able to increase the
time resolution of our data, making it easier to distinguish true coincidence counts. Although this
was a major improvement compared to the master-slave scheme, there was still some problems in
separating true coincidence counts from accidental ones. To further improve our view, we used a
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digital osciloscope to help us with this distinction.
Figure 3.16: Osciloscope screen.
In fig. 3.16 are the photon counts registered by the TTM8. In channel 1 (yellow), we see on the left
a coincidence count, then a time gap (10µs), which is the detector dead time. In this time interval, our
detectors are not register any photon counts, with this occuring after a photon count. Both detectors
have the same dead time. As we can see in channel 2 (green), during the detector’s dead time, there
were suposedly many registered photon counts, corresponding to accidental coincidence counts.
With all the changes made, we were able to sucessfully peform the proposed Bell test and violate
the CHSH inequality.
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Results
In this chapter we present the experimental results gathered and the models needed to determine
the expectancy values, as well as the Bell entropy. An important step is the Sagnac interference that
occurs in the fiber loop, leading to our entangled state. The Sagnac effect and the arising entangled
state are described in section 3.1.6.
4.1 Experimental validation
As refered, the Sagnac effect is essential for the creation of our entangled state. However, this is
only part one. To show the complete dependency between the two photon states, we rely on the Bell
Theory, namely the Bell inequalities, introduced in chapter 2.
To calculate the Shannon entropy (S) for a given set of data, which in optical experiments are
based on photon counting, we need to estabilish certain rules. The set of angles usually used when
regarding the violation of the Bell inequalities are the angles of maximum violation,
∠ :
{
−pi
4
, 0 ;
pi
8
,
3pi
8
}
.
With these four angles we are able to calculate the expectancy values for the crossing pairs. The
expectancy for each pair can be defined as
E(A,B) =
N++ +N−− −N+− −N−+
N++ +N−− +N+− +N−+
, (4.1)
where A =
{−pi4 , 0} and B = {pi8 , 3pi8 } and N is the related coincidence count rate for each pair. The
+ and − refer to if we consider a parallel (//) or orthogonal basis (⊥), respectively.
After calculating the expectancy values for each pair, we can calculate the parameter S, given by
eq. (2.35) and see if the value of S violates the inequality given in eq. (2.37), which is the CHSH
inequality. Knowing the value of S, we can calculate the error of each expectancy value, to then
calculate the error regarding S. Since we are in studying entangled photon pairs, their states are
correlated, the distribution that best suites our data is a Poissson distribution [33]. The Poisson
distribution is
f(k, λ) =
λke−λ
k!
. (4.2)
In eq. (4.2), k is the number of occurences of a given event (in our case coincidences), with its
probability of occuring, defined by a given function f and λ is the expected number o occurence
during a given time interval. This distribution has peculiarity, when compared with other statistical
distributions,
x¯ = λ σ2 = λ (4.3)
meaning that the mean (x¯) and variance (σ2) of the Poisson distribution are the same, equal to λ.
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To calculate the error for each expectancy value by calculating the true standard deviation of the
mean,
sN = ∆E(A,B) =
√
|E(A,B)|
N
. (4.4)
Hence, the error of the Bell entropy is
∆S =
∑
∆E(A,B), (4.5)
where ∆S is the error of S. Another estimator, used when studying Bell inequalities is the deviation
regarding the maximum value of S,
|S| ≤ 2. (4.6)
To claim, statistically, without any doubt that the Bell inequality has been violated we have to exclude
any statistical fluctuations that may occur during this study, estimating the confidence interval
σS =
|S − S|
∆S
, (4.7)
and this value, σs > 3 to be valid statistically. In eq. (4.7), S is the maximum value for the CHSH
inequality, under the Bell theory and S is the experiamental value of the Bell entropy. We consider a
normal or Gauss distribution with a confidence interval of 99.7%, we can with utmost certainty state
the values reached experimentally are not due to random statistical fluctuations, but indeed violate
the CHSH inequality [46].
Another parameter was introduced, regarding the validity of our results: interference visibility.
V = Nmax −Nmin
Nmax +Nmin
, (4.8)
With the previous statistical study and the estimation of these parameters we can evaluate the validity
of our results and the overall performance of our setup. For a further analysis of the violation, we fit
our data using eq. (4.9)
N(α, β) =
A
2
[1 + cos(2α) cos(2(β − θ))]. (4.9)
In eq. (4.9) N is the number of coincidence counts, A is the amplitude, α the ellipticity, β our angle
set and θ are the angles over which we rotate our RLP.
4.2 Entanglement Results
In this section we present the results obtained with our setup and the relevant parameters regarding
the Bell inequality violation. Regarding our results, we used two different fibers to try to achieve our
goal. We used a Dispersion-Shifted Fiber (DSF) and Highly Nonlinear Fiber (HNLF). We present
the results in the following sections.
4.2.1 Master-Slave Scheme
As explained in chapter 3, the DSF is a very common type of fiber in the telecommunications
field. The TLS power was 13.5 dBm and the EDFA’s input power was 3 dBm. In the following
sections were present regarding the DSF. In this section we present data regarding the master-slave
approach [78]. We use a DSF with 596 m and an aquisition time of 20 s per trial.
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(a) Master - id 200, Slave - id 201 ({0◦, 45◦}).
The blue line is a fit for θ1 = 0◦, while in red is
θ1 = 45◦, using eq. (4.9).
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(b) Master - id 201, Slave - id 200 ({22.5◦, 67.5◦}). The blue
line is a fit for θ1 = 22.5◦, while in red is θ1 = 67.5◦,using
eq. (4.9).
Figure 4.1: Results of the Bell tests for the master-slave approach, using a DSF of 596 m.
Fig. 4.1 shows the 4 Bell curves for our data. The gray circles are our single counts (signal single
counts for detectors id 200 and id 201, in fig. (a) and (b), respectively), which are approximately
constant during our experiment (except for electronic fluctuations in the photon counters), while the
black circles are our coincidence counts. In fig. (a) and (b) we use id 200 as the master detector and id
201 as the slave and, vice-versa. The curves in blue and red are a fit using eq. (4.9), for θ1 = {0◦ 45◦}
and θ2 = {22.5◦ 67.5◦}, respectively. In tab. 4.1 are the polarizer angles θ1 and θ2, and the single
counts for the signal (N1) and idler (N2), while C are the coincidence counts.
Table 4.1: Single and Coincident Counts for Polarizer Angles (θ1,θ2).
θ1 θ2 N1 N2 C
0◦ 22.5◦ 129424 145534 445
45◦ 22.5◦ 128029 145663 680
0◦ 67.5◦ 128803 145258 325
45◦ 67.5◦ 129670 144043 648
0◦ 112.5◦ 130638 145202 245
45◦ 112.5◦ 128953 145889 205
0◦ −22.5◦ 129942 144757 473
45◦ −22.5◦ 130030 144305 177
90◦ 22.5◦ 130840 144243 301
−45◦ 22.5◦ 128235 144390 153
90◦ 67.5◦ 130260 146394 633
−45◦ 67.5◦ 130152 144463 187
90◦ 112.5◦ 128049 145720 600
−45◦ 112.5◦ 129450 145544 664
90◦ −22.5◦ 128010 145640 286
−45◦ −22.5◦ 128805 145250 647
With the values presented in tab. 4.1, we are now able to determine the expectancy values for all
angle pairs (θ1, θ2). We present their values in tab. 4.2.
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Table 4.2: Expectancy values and respective errors for the CHSH inequality.
E(A,B) E(0◦, 22.5◦) E(0◦, 67.5◦) E(0◦, 112.5◦) E(0◦,−22.5◦)
Value 0.3355 -0.2800 0.5858 0.6101
Error 0.0146 0.0131 0.0186 0.0196
With the values presented in tab. 4.2 and their respective errors, we reach:
S = 1.8114± 0.0659 (4.10)
As can be seen, the value of S does not serve our purpose. In the following section we use the same
type of fiber (DSF), but we use a slightly different method. For these results, we obtained an overall
visibility of V = 70.64%.
4.2.2 Dispersion-Shifted Fiber (DSF) Results
In this section, we present the results obtained with a DSF. We used a fiber length of 596 m, with
two different sets of data. The TLS power was 13.5 dBm and the EDFA’s input power was 3 dBm,
as in section 4.2.1.
DSF (596 m)
We present the data obtained using a 596 m long DSF and an aquisition time of 20 s.
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(a) Polarization angles (θ1 = {−22.5◦, 22.5◦}).
The blue line is a fit for θ1 = −22.5◦, while in red is
θ1 = 22.5◦, using eq. (4.9).
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(b) Polarization angles (θ1 = {67.5◦, 112.5◦}. The blue
line is a fit for θ1 = 67.5◦, while in red is θ1 = 112.5◦,
using eq. (4.9).
Figure 4.2: Results of the Bell tests for the DSF of 596 m.
As can be seen in fig. 4.2, the 4 Bell curves for our data. The gray circles are our single counts
(signal and idler single counts in fig. (a) and (b), respectively), which are approximately constant
during our experiment (except for electronic fluctuations in the photon counters), while the black
circles are our coincidence counts. Fig. (a) and (b) are for the angle pairs θ1 = {−22.5◦, 22.5◦} and
θ1 = {67.5◦, 112.5◦}. The curves in blue and red are a fit using eq. (4.9). In tab. 4.3 are the polarizer
angles θ1 and θ2, and the single counts for the signal (N1) and idler (N2), while C are the coincidence
counts.
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Table 4.3: Single and Coincident Counts for Polarizer Angles (θ1,θ2).
θ1 θ2 N1 N2 C
0◦ 22.5◦ 40540 44540 174
45◦ 22.5◦ 40960 46840 187
0◦ 67.5◦ 40640 46420 55
45◦ 67.5◦ 40020 45740 183
0◦ 112.5◦ 41380 46500 54
45◦ 112.5◦ 42020 46940 59
0◦ −22.5◦ 40240 44840 183
45◦ −22.5◦ 41480 46620 51
90◦ 22.5◦ 40580 45180 64
−45◦ 22.5◦ 41780 47260 52
90◦ 67.5◦ 40060 44880 186
−45◦ 67.5◦ 41780 47780 63
90◦ 112.5◦ 41280 47440 181
−45◦ 112.5◦ 41980 47160 189
90◦ −22.5◦ 40260 45020 56
−45◦ −22.5◦ 40360 47380 182
With the values presented in tab. 4.3, we are now able to determine the expectancy values for all
angle pairs (θ1, θ2). We present their values in tab. 4.4.
Table 4.4: Expectancy values and respective errors for the CHSH inequality.
E(A,B) E(0◦, 22.5◦) E(0◦, 67.5◦) E(0◦, 112.5◦) E(0◦,−22.5◦)
Value 0.2149 -0.3164 0.3879 0.0321
Error 0.0217 0.0270 0.0306 0.0093
With the values presented in tab. 4.4 and their respective errors, we reach:
S = 0.9513± 0.0889 (4.11)
As can be seen, the value of S does not serve our purpose. For these results, we obtained an overall
visibility of V = 44.14%. Since photon generation rate is low, we performed another trial. In the
following trial we increased the aquisition time to 60 s, hoping to gather more coincidence counts.
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(a) Polarization angles (θ2 = {0◦, 45◦}).
The blue line is a fit for θ2 = 0◦, while in red is
θ2 = 45◦, using eq. (4.9).
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(b) Polarization angles (θ2 = {90◦,−45◦}. The blue line
is a fit for θ2 = 90◦, while in red is θ2 = −45◦, using
eq. (4.9).
Figure 4.3: Results of the Bell tests for the DSF of 596 m.
As can be seen in fig. 4.3, the 4 Bell curves for our data. The gray circles are our single counts
(signal and idler single counts in fig. (a) and (b), respectively), which are approximately constant
during our experiment (except for electronic fluctuations in the photon counters), while the black
circles are our coincidence counts. In fig. (a) and (b) are for the angle pairs θ2 = {0◦, 45◦} and
θ2 = {90◦,−45◦}. The curves in blue and red are a fit, using (4.9). In tab. 4.5 are the polarizer angles
θ1 and θ2, and the single counts for the signal (N1) and idler (N2), while C are the coincidence counts.
Table 4.5: Single and Coincident Counts for Polarizer Angles (θ1,θ2).
θ1 θ2 N1 N2 C
0◦ 22.5◦ 40960 46840 178
45◦ 22.5◦ 42020 46940 140
0◦ 67.5◦ 40640 46420 72
45◦ 67.5◦ 40240 44840 119
0◦ 112.5◦ 40020 45740 103
45◦ 112.5◦ 41480 46620 61
0◦ −22.5◦ 40540 44540 178
45◦ −22.5◦ 41380 46500 61
90◦ 22.5◦ 41780 47260 76
−45◦ 22.5◦ 41980 47160 66
90◦ 67.5◦ 40060 44880 107
−45◦ 67.5◦ 40260 45020 93
90◦ 112.5◦ 41780 47780 99
−45◦ 112.5◦ 40360 47380 148
90◦ −22.5◦ 40580 45180 61
−45◦ −22.5◦ 41280 41280 74
With the values presented in tab. 4.5, we are now able to determine the expectancy values for all
angle pairs (θ1, θ2). We present their values in tab. 4.6.
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Table 4.6: Expectancy values and respective errors for the CHSH inequality.
E(A,B) E(0◦, 22.5◦) E(0◦, 67.5◦) E(0◦, 112.5◦) E(0◦,−22.5◦)
Value 0.5772 -0.3493 0.5207 0.5240
Error 0.0349 0.0262 0.0328 0.0331
With the values presented in tab. 4.6 and their respective errors, we reach:
S = 1.9510± 0.1270 (4.12)
As can be seen, the value of S does not serve our purpose, once again. For these results, we obtained
an overall visibility of V = 77.27%.
Regarding the DSF, we were not able to obtain a violation of the Bell inequality, probably due to
the fact that the entangled photon pair generation rate was low (low nonlinear parameter, γDSF ) and
due to a high noise level, mainly from Spontaneous Raman Scattering (SpRS).
In the following section we use the same type of approach using a HNLF.
4.2.3 Highly Nonlinear Fiber (HNLF) Results
As explained in chapter 3, the HNLF is a very special type of fiber in the telecommunications
field, due to its high nonlinear parameter, γHNLF . The TLS power was 13.5 dBm and the EDFA
was 2 dBm. In this setion we present the results obtained with a HNLF. We used two different fiber
lengths: 150 m and 500 m.
HNLF (150 m)
We present the data obtained using a 150 m long HNLF and an aquisition time of 60 s.
−20 0 20 40 60 80 100 120 140 160 180 200
0
1
2
3
4
5
x 104
θ2 (°)
Si
ng
le
 C
ou
nt
s
HNLF 150 m − θ1
0
50
100
150
200
250
Co
in
cid
en
ce
s
(a) Polarization angles (θ1 = {0◦, 45◦}).
The blue line is a fit for θ1 = 0◦, while in red is
θ1 = 45◦, using eq. (4.9).
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(b) Polarization angles (θ1 = {90◦,−45◦}. The blue line
is a fit for θ1 = 90◦, while in red is θ1 = −45◦, using
eq. (4.9).
Figure 4.4: Results of the Bell tests for the HNLF of 150 m.
In fig. 4.4, we present 4 Bell curves for our data. The gray circles are our single counts (signal
and idler single counts in fig. (a) and (b)), which are approximately constant during our experiment
(except for electronic fluctuations in the photon counters), while the black circles are our coincidence
counts. In fig. (a) and (b) are for the angle pairs θ1 = {0◦, 45◦} and θ1 = {90◦,−45◦}. The curves in
blue and red are a fit, using (4.9). In tab. 4.7 are the polarizer angles θ1 and θ2, and the single counts
for the signal (N1) and idler (N2), while C are the coincidence counts.
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Table 4.7: Single and Coincident Counts for Polarizer Angles (θ1,θ2).
θ1 θ2 N1 N2 C
0◦ 22.5◦ 40956 46842 151
45◦ 22.5◦ 42019 46941 133
0◦ 67.5◦ 40638 46423 26
45◦ 67.5◦ 40242 44843 127
0◦ 112.5◦ 40024 45742 39
45◦ 112.5◦ 41481 46621 17
0◦ −22.5◦ 40543 44541 148
45◦ −22.5◦ 41383 46501 41
90◦ 22.5◦ 41781 47261 40
−45◦ 22.5◦ 41984 47160 31
90◦ 67.5◦ 40062 44880 135
−45◦ 67.5◦ 40260 45020 29
90◦ 112.5◦ 41780 47780 138
−45◦ 112.5◦ 40360 47380 135
90◦ −22.5◦ 40580 45180 31
−45◦ −22.5◦ 41280 41280 131
With the values presented in tab. 4.7, we are now able to determine the expectancy values for all
angle pairs (θ1, θ2). We present their values in tab. 4.8.
Table 4.8: Expectancy values and respective errors for the CHSH inequality.
E(A,B) E(0◦, 22.5◦) E(0◦, 67.5◦) E(0◦, 112.5◦) E(0◦,−22.5◦)
Value 0.5460 -0.6545 0.6962 0.5732
Error 0.0396 0.0445 0.0148 0.0418
With the values presented in tab. 4.8 and their respective errors, we reach:
S = 2.4699± 0.1408 (4.13)
Using the HNLF, we obtain a value of S, shown in (4.13), with 3.34 standard deviations. For these
results, we obtained an overall visibility of V = 87.86%. Comparing this result with the one presented
in (4.11) and (4.12), we have achieved the goal proposed considering the experimental validation
presented in section 4.1, using a HNLF.
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HNLF (500 m)
We present the data obtained using a 500 m long HNLF.
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(a) Polarization angles (θ1 = {0◦, 45◦}).
The blue line is a fit for θ1 = 0◦, while in red is
θ1 = 45◦, using eq. (4.9).
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(b) Polarization angles (θ1 = {90◦,−45◦}. The blue line
is a fit for θ1 = 90◦, while in red is θ1 = 45◦, using
eq. (4.9).
Figure 4.5: Results of the Bell tests for the HNLF of 500 m.
As can be seen in fig. 4.5, the 4 Bell curves for our data. The gray circles are our single counts (signal
counts), which are approximately constant during our experiment (except for electronic fluctuations
in the photon counters), while the black circles are our coincidence counts. In fig. (a) and (b) are for
the angle pairs θ1 = {0◦, 45◦} and θ1 = {90◦,−45◦}. The curves in blue and red are a fit using (4.9).
In tab. 4.9 are the polarizer angles θ1 and θ2, and the single counts for the signal (N1) and idler (N2),
while C are the coincidence counts.
Table 4.9: Single and Coincident Counts for Polarizer Angles (θ1,θ2).
θ1 θ2 N1 N2 C
0◦ 22.5◦ 41780 46840 166
45◦ 22.5◦ 42120 47260 173
0◦ 67.5◦ 42180 47960 47
45◦ 67.5◦ 41620 47480 178
0◦ 112.5◦ 41140 45940 52
45◦ 112.5◦ 40780 47780 58
0◦ −22.5◦ 42040 46900 158
45◦ −22.5◦ 41380 46500 52
90◦ 22.5◦ 41980 46220 46
−45◦ 22.5◦ 42120 44720 41
90◦ 67.5◦ 41060 46900 164
−45◦ 67.5◦ 41720 47520 53
90◦ 112.5◦ 41480 45940 174
−45◦ 112.5◦ 40980 47940 150
90◦ −22.5◦ 42140 45800 51
−45◦ −22.5◦ 45780 40560 160
With the values presented in tab. 4.9, we are now able to determine the expectancy values for all
angle pairs (θ1, θ2). We present their values in tab. 4.10.
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Table 4.10: Expectancy values and respective errors for the CHSH inequality.
E(A,B) E(0◦, 22.5◦) E(0◦, 67.5◦) E(0◦, 112.5◦) E(0◦,−22.5◦)
Value 0.5550 -0.5640 0.5273 0.5707
Error 0.0357 0.0366 0.0373 0.0346
With the values presented in tab. 4.10 and their respective errors, we reach:
S = 2.217± 0.1142 (4.14)
Using the HNLF, we obtain a value of S, shown in (4.14), with 1.5 standard deviations. Comparing
this result with the one presented in (4.12), we are much closer to reaching our goal by using the
HNLF. For these results, we obtained an overall visibility of V = 77.27%. In the final chapter we
will explain what this means.
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Final Remarks
In this chapter we will state our closing arguments and the conclusions that can be withdrawn
from this project. We also present some prospects for the future.
5.1 Conclusion
Throughout this thesis, we have tried to show the potential of quantum cryptography in telecommu-
nications. We stated the main differences between conventional cryptography and quantum cryptogra-
phy, presenting both their advantages and their setbacks. After laying out the theoretical groundwork
for the understanding of the several processes that can lead to the creation, transmission and detec-
tion of entangled photon pairs, which are the foundation of modern quantum information theory, we
analyzed several generation processes, focusing on one in particular: Four-Wave Mixing (FWM). In
our case we used Spontaneous Four-Wave Mixing (SpFWM) to generate our entangled photon pairs.
We present several results, using a Sagnac fiber loop to generate our entangled photon pairs and to
seek the violation of the CHSH inequality. By violating this inequality, we show that quantum me-
chanical predictions are correct and that quantum mechanics’ nature is nonlocal. This has significant
impact in our research, mainly on the present project. This means we are able to send information
via quantum media that is totally secure and unvulnerable to most of the attacks sought out by third
party eavesdroppers. In our experiment we used two different types of fibers: a Dispersion-Shifted
Fiber (DSF) and a Highly Nonlinear Fiber (HNLF). With the DSF, we did not reach the results
expected, not being able to violate the proposed inequality. With these results, we changed the fiber
in use in the Sagnac loop of our setup to the HNLF. With this fiber, the generation efficiency was
increased, generating more entangled photon pairs. With the DSF, the efficiency was low consid-
ering the noise level observed, due to Spontaneous Raman Scattering (SpRS) [79]. We can conclude
that using the HNLF, we need less power to generate more photon pairs, with a much lower noise
level. With the HNLF we obtained some interesting results, regarding the violation of the CHSH
inequality and the visibilities of our data. With the values reached for the Shannon entropy (S), with
a value of S = 2.4699, we observed a violation of the CHSH inequality, by 3.34 standard deviations.
Although the results reached are de facto impelling, there are some details that need to be reviewed.
In spite of this aparent violation, the error of S is somewhat high, leading to a small deviation with
respect to the theoretical limit imposed by the CHSH inequality. The visibilities reached also were
not as high as reported in several papers with similar setups and using the the same entanglement
process.
Probably the main reason for these shortcomings are large fluctuations in entangled photon counts
due to an unstable generation rate provided by our overall setup and due to significant loss over
the optical path of our setup. In spite of some problems, the goals proposed for this project were
accomplished and we hope that in the near future a substantial improvement of the results reported.
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5.2 Future Work
For future work, related to this project, among improving the results obtained, reenforcing the
validity of our results is to setup a pratical implementation of a standard (and futurely a nonstandard)
encoding protocol. With this implementation, we can further evaluate the performance of our setup,
regarding telecommunication purposes and perform minor adjustments, if necessary, to make data
transmission possible. Another proposal for a future assignment would be to take our setup to the next
level, using a free-space link or creating a possible local network based on quantum key distribution.
Several other ideas are under development.
Another possibility is using different types of highly nonlinear fibers, such as:
• microstructed fibers;
• tapered fibers;
• photonic crystal fibers.
These kinds of fibers, especially tapered fibers could produce some interesting effects and increase
the entangled photon pair rate, improving the overall collection efficiency of our setup and perhaps
increasing the optical processing performance.
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