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1. INTRODUCTION 
Projected depletion rates of nonreplenishable fossil fuels demand 
that we direct our talents and efforts toward development of new sources 
of energy and reduction of energy use. Of the energy consumed in the U.S., 
approximately 30% is attributable to the operation of buildings (1).^ 
Estimated reductions in energy consumption in new building design range 
from 10% to 60% (2). Recent estimates indicate that modifications to 
existing buildings can achieve similar reductions (3). Since the primary 
source of fuel supply to buildings is in the form of fossil fuels, these 
estimated reductions should encourage us to develop and use techniques to 
accomplish these savings. Identification of building energy character­
istics and studies of dynamic interactions among the energy character­
istics are essential to develop techniques which are effective in reducing 
energy consumption in buildings. 
A building energy characteristic may be defined as a parameter, or a 
set of factors, that can affect energy consumption in a building (4). 
Four basic building energy consumption characteristics can be identified: 
human comfort conditions, climatic variables, building envelope charac­
teristics and heating, ventilating and air conditioning (HVAC) systems. A 
fifth factor, life style, can also be identified, but is harder to quanti­
fy unless identical environments are used as a setting in which life 
styles are compared. 
Numbers in parentheses refer to references. 
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Human comfort has been defined as "that state of mind which expresses 
satisfaction with the thermal environment" (5). Six different variables, 
dry bulb air temperature, mean radient temperature (MRT), humidity, rela­
tive air velocity, thermal resistance of clothing and activity level, 
interact with each other to define comfort conditions which can be quanti­
fied by a single index called Standard Effective Temperature (SET*) (6). 
The most influential climatic variable is the temperature, with 
insolation and wind as secondary, but important parameters. The effect of 
insolation and wind, and the penetration of both will be dictated by the 
envelope characteristics. Therefore, the building envelope is an impor­
tant factor that determines how temperature differential, insolation and 
infiltration affect the human comfort and energy consumption in a building. 
The building envelope can be defined as the surface which separates 
the enclosed spaces from the external elements that influence human com­
fort. Orientation, size and shape, siting and landscaping, fenestration 
and construction of opaque structures are important characteristics of the 
envelope which influence energy consumption and comfort inside the enve­
lope. 
Finally, performance characteristics, configuration and selection of 
HVAC components and control systems have a significant influence on the 
energy consumption and the comfort conditions in a building. 
1.1 Problem Statement 
All the factors identified above interact with each other dynamically 
and result in a complex transfer of energy between interior and exterior 
environments. In the past, design and analysis of buildings have been, and 
3 
in general still are, based on steady state considerations. HVAC systems 
are designed and selected on maximum load requirements and are often over­
sized, energy intensive and their optimal performance factors are seldom 
obtained (7). 
Primarily because of the present and expected future cost of the 
energy used by building environmental control systems, it is necessary to 
understand the dynamic responses of building systems. The problem is that 
reliable dynamic models to predict the performance of a building system 
have not been developed so far and the development of the dynamic models 
is the subject matter of this dissertation. 
1.2 Research Objectives 
The objectives of the research work reported in this dissertation 
were : 
1. To analyze the physics of dynamic processes involved in operating a 
building system. 
2. To develop dynamic models to predict building performance. 
3. To experimentally validate the dynamic models. 
4. To determine the effects of control dynamics on energy consumption. 
5. To develop a design criterion based upon dynamic performance. 
1.3 Background 
An extensive literature search was made to review the work done in 
the past on dynamic performances of building envelopes, HVAC components, 
4 
control systems or on dynamic interactions between climate, envelope, HVAC 
components, internal loads and control systems. Findings are reported 
here in the same order. Summaries of literature review on the dynamic 
performance of envelopes, HVAC components and control systems, and of 
dynamic interactions of building energy characteristics are given in 
Table 1.1, Table 1.2 and Table 1.3, respectively. 
Historically, interest in dynamic thermal performance of materials 
can be traced back to as early as 1822 when Fourier explained the basic 
mathematics for transient heat transfer in solids (8). Applications of 
analytical techniques to predict transient thermal response of building 
envelopes started in 1944 (9) and research efforts in this area were of 
academic interest only for the subsequent 25 years (10-13). With the 
advent of high speed digital computers, efforts were initiated to analyze 
actual building structures for dynamic performance. In 1967 Mitalas and 
Stephenson initiated the response factor method (14-15) . In 1969 Kasuda 
extended the calculations of response factors to multi-layer structures of 
various curvatures (16). Stephenson and Mitalas further developed the re­
sponse factor method by using Z-transforms for the inversion (17). 
Since 1973 many computer programs have been developed which make use 
of thermal response factor methods, consider systems, internal loads and 
compare alternative methods for meeting the energy requirements of a 
building based on economic analysis. However, these programs, such as 
TRACE (by Trane Co.), E-Cube (by American Gas Association), NECAP (by 
NASA), AXCESS (by American Air Filter), use algorithms for HVAC systems 
simulation which were developed from steady state (18). 
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During the past 35 years, dynamic behavior of building envelopes has 
also been of interest to control engineers who have been investigating 
analog passive circuits simulations (19-24). Nelson applied analog com­
puter techniques to simulate a one-story house and its associated heating 
and air-conditioning plant (25). Models of an on-off thermostat, a first 
order heating plant and an instantaneous cooling plant were used in his 
studies. He compared the predicted results with measured data and re­
ported that analog passive circuit simulation of the envelope accurately 
predicts dynamic conditions in a building. Application of an analog com­
puter has also been reported by Magnussen to simulate an air-conditioning 
system in a commercial building (26). Kaya converted a thermal circuit of 
one zone of the multi-zoned commercial building simulated by Magnusses to 
an equivalent transfer function (27). Analysis using control theory was 
introduced by him. However, validation of this technique has not been 
reported. 
Few people have directed their research efforts during the past years 
to establish dynamic responses of HVAC components and their control sys­
tems. Zelenski, Lund, Harrison and Sowls investigated a closed-loop sys­
tem for duct air temperature control loop (28) . Room dynamics were ex­
cluded from this loop. Dynamics of the heat exchanger, valve, actuator, 
controller and transducer were lumped together in the forward block and it 
was concluded that it could be approximated by a dead time and a time 
constant. It was shown that the system containing one slow and other fast 
components exhibits a transient response of a first order corresponding to 
the dominant time constant while the fast elements simply introduce a 
delay or a dead time. Stoecker et al. have also studied the dynamic 
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characteristics of an air temperature control loop to find the limiting 
value of gain of the loop for stability (29). This effort also excluded 
the room dynamics. Models used for the valve included the effects of 
hysteresis. An important finding was that a nonlinear model for the con­
troller had to be used to correlate experimental data with theoretical 
predictions, whereas Stenger et al. (30) showed that a linear model for 
the controller was quite satisfactory. Another finding by Stoecker et al. 
was that an extremely simple model for the heating coil was adequate, 
whereas other cited literature revealed that an extensive research effort 
was directed during the past 15 years to develop a dynamic model for a 
heat exchanger (31-46). All these efforts regarding dynamic performances 
of HVAC components and control systems were concerned mainly with finding 
the limiting gain of the loop to keep the system stable while achieving 
minimum steady-state deviation or offset. 
With the energy shortages experienced after the oil embargo of 1973, 
studies of the dynamics of air-temperature control loops began considering 
energy consumptions. Hamilton, Leonard and Pearson investigated the 
dynamic responses near full load and part heating load of a discharge air 
temperature control system (47). This research effort did not include the 
envelope in the loop. Models for individual elements like controller, 
heat exchanger and valve were discussed. The project became bogged do\fn 
in the complexities of valve dynamics. It was concluded that a valve size 
criterion should take into account the dynamics of the heat exchanger. It 
was demonstrated that a design criterion based on the dynamics of the com­
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ponents of the loop should be developed to aid the designer in selecting 
components for HVAC systems. 
Very few research efforts have been devoted in the past to develop 
models which describe dynamic interactions of weather, envelope, internal 
loads, HVAC components and control systems. Harrison et al. applied the 
techniques of classical control theory to predict room temperature re­
sponse to sudden heat disturbance inputs (48-49). The emphasis of their 
effort was to illustrate an approach and as such no data were taken on an 
actual system. Individual dynamic characteristics of various elements 
like amplifier, controller, valve, heat exchanger or duct were not taken 
into consideration. Initially the room was modeled as a first order sys­
tem assuming perfect air mixing and neglecting capacitance of walls, floor 
and furniture. Later work by Harrison, Hansen and Zelenski considered the 
case of no mixing of air and included the capacitance of walls, floor and 
furniture in the development of a room transfer function (50). They con­
cluded that these considerations did not change the basic first order 
character of the transfer function for the room though assumptions of no 
mixing of air inside the room introduce a "dead time" which could be 
significant if the air changes per hour are low. 
Recent increases in depletion rates of natural resources and the 
corresponding increase in fuel costs have led the American Society of 
Heating, Refrigeration and Air Conditioning Engineers (ASHRAE) to direct a 
major portion of its future research efforts toward the study of dynamic 
responses of building systems. Project RP212 was sponsored in 1976 to 
study the effect of room and control system dynamics on energy consumption 
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(51). A workshop on dynamic response applications and research plans was 
conducted by ASHRAE at Purdue University on March 13-15, 1979. A seminar 
on the same subject was held during ASHRAE Annual Meeting at Detroit, 
Michigan on June 24-28, 1979 and a symposium is planned in Los Angeles on 
February 3-7, 1980. The objectives of the Task Group on Dynamic Responses 
are to develop within ASHRAE an understanding of the role dynamic charac­
teristics play in the use of energy by the environmental control processes 
of buildings and to determine the research necessary to make consideration 
of dynamic characteristics a part of the design and operation of building. 
A multi-million dollar research program is under formulation by ASHRAE 
(52). As shown by this literature review, this dissertation is a timely 
effort through which a cost effective method has been developed for pre­
dicting dynamic performances of building systems. 
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Table 1.1. Summary of literature review on dynamic performance of build­
ing envelopes 
Year(s) Author(s) Comment(s) 
Part A: Analytical techniques 
1822 Fourier (8) 
1944-63 MacKey and Wright (9, 
10), Hill (12) and 
Muncey (13) 
1967-71 Mitalas and Stephenson 
(14,15), Kusuda (16), 
Stephenson and Mitalas 
(17) 
1971-79 Trane Co., AGA, NASA, 
American Air Filter, 
etc. Based on 
Stoecker's simulations 
(18) and cited by Cuba 
(53). 
1965 
1970 
1976 
Explained basic mathematics for heat 
transfer in solids. 
Published research papers giving solu­
tions of Heat Conduction equation 
under different boundary conditions. 
Developed Thermal Response Factor 
Method and Weighting Factor Method. 
Developed computer programs which make 
use of thermal response factor meth­
ods, consider systems, internal loads 
and compare alternative methods for 
meeting energy requirements of build­
ings based on economic analysis. Pro­
grams use algorithms for HVAC systems 
simulation which were developed on 
steady state operation basis. 
Part B: Analog passive circuits simulations 
1942-56 Paschkis (19), Willcox 
et al. (20), Nottage 
and Parmelee (21,22), 
and Buchberg (23,24) 
Nelson (25) 
Magnussen (26) 
Kaya (27) 
Developed analog passive circuits for 
dynamic thermal performances of walls, 
roofs or building envelopes. 
Simulated one-story house and its 
associated heating and air-condition­
ing plant. 
Simulated a commercial building and an 
air conditioning system on an analog 
computer. 
Converted a thermal circuit of one 
zone of the multi-zoned commercial 
building to an equivalent transfer 
function. 
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Table 1.2. Summary of literature review on dynamic performances of HVAC 
components and control systems 
Year(s) Author(s) Comment(s) 
1939-77 Cohen and Johnson 
(31), Masubuchi (32), 
Larsen (33), Hampel 
(34), Gartner and 
Harrison (35,36), 
Gartner and Daane 
(37), Gartner (38), 
Pearson and Leonard 
(39), Tobias (40), 
Bhargave et al. (41), 
Pearson et al. (42), 
Goodman (43), Elmahdy 
(44), Elmahdy and 
Mitalas (45,46) 
1968 
1974 
1975 
1978 
Zelenski et al. (28) 
Hamilton et al. (47) 
Stenger et al. (30) 
Stoecker et al. (29) 
Developed dynamic models for heat 
exchangers. 
Investigated a closed-loop system for 
duct air temperature excluding room 
dynamics. 
Investigated the dynamic responses 
near full load and part load of a dis­
charge air temperature control system. 
Studied the behavior of a discharge 
air temperature control system ex­
cluding room dynamics. 
Studied the dynamic characteristics of 
an air temperature control loop to 
find the limiting value of gain of 
loop for stability. Room dynamics 
were not included. 
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Table 1.3, Summary of literature review on dynamic interactions of build­
ing energy characteristics 
Year(s) Author(s) Comment(s) 
1965-66 
1968 
1976 
1979 
1979 
Zermuehlen and 
Harrison (48), 
Zelenski and 
Harrison (49) 
Harrison et al. (50) 
ASHRAE (51) 
Thompson and Chen 
(51) 
Chapman (52) 
Predicted dynamic response of room 
temperature due to sudden heat dis­
turbance. 
Developed room transfer function model 
for short term transient response. 
Sponsored Research Project RP212 to 
study the effect of room and control 
system dynamics on energy consumption. 
Reviewed literature for ASHRAE Re­
search Project RP212. 
ASHRAE is formulating multi-million 
dollar research program on dynamic re­
sponse applications. Workshop at 
Purdue University, March, 1979. 
Seminar at Annual Meeting, June, 1979. 
Symposium at Los Angeles, February, 
1980. 
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2. REVIEW OF COMFORT CRITERIA 
Because in most cases reasons for controlling building environments 
involve people, we are ultimately interested in the human reaction to the 
controlled variables. Therefore, a review of human comfort criteria is in 
order before proceeding with analyses of building systems. The quality of 
a controlled environment in a space intended for human occupancy can be 
assessed for human comfort in terms of thermal and mass air quality, 
lighting and noise levels. 
2.1 Human Thermal Comfort 
During the past 20 years, several studies of temperature regulation 
and heat exchange between man and the environment were conducted (54). 
During the sixties, the incentive for this widening interest was the ex­
tension of man's living environment to space and undersea and the need to 
predict human performance in those extreme environments before actual 
human tests. The stimulus to extend the studies during the seventies has 
been the necessity to reduce energy consumption in buildings. The objec­
tive of the present review is to identify those models which can be used 
to predict the occupant's thermal and physiological responses to the en­
vironments in buildings. These models can be useful in assessing the 
consequences on occupant acceptability of any energy saving scheme that 
affects the thermal environment of an occupied space. 
In general, the study of heat exchange between man and the environ­
ment during temperature regulation falls into two major categories: 
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A. The Passive System 
1) Heat flow from the skin surface to the environment. Of concern is 
the exchange of heat by the processes of conduction, radiation, and 
convection. 
2) Heat flow from the central core to the skin surface. Of concern is 
the vascular mechanism within the skin layer periphery that trans­
ports heat from the heat producing areas within the body to the 
skin surface. 
B. The Control System 
Of concern is the neural control of skin blood flow, sweating, and 
shivering necessary for maintaining normal body temperature. 
Studies of heat exchange between man and the environment during 
temperature regulation have led to the development and use of various en­
vironmental indices which can be used to assess the effect of thermal en­
vironment on man. These indices may be classified as: 1, direct; 2, 
rationally derived; and 3) empirical. 
The first single temperature scale, which was used to measure the 
thermal comfort of the environment, was developed by Houghten and Yaglou 
(55) for ASH&VE in 1923. By a series of carefully chosen experimental 
conditions, they were able to predict loci of constant temperature sensa­
tion expressed in terms of dry bulb, air movement and humidity. This 
scale has shown the importance of humidity and dry bulb in judging com­
fort and has been used as a temperature standard for working condi­
tions in many occupations (56-57). This scale overemphasizes the effect 
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oi humidity in cooler and neutral conditions, underemphasizes its effect 
in warm conditions, and does not fully account for air velocity under hot-
humid conditions. 
In the 1950's, ASHRAE decided to reevaluate its Effective Temperature 
Scale. Studies of Koch et al, (58) in 1960 showed humidity had negligible 
effect on comfort until 60% rh and 18 C (65 F) dry-bulb were reached. 
Below these levels, dry bulb temperature alone was the governing factor. 
In 1966, Nevins et al. (59) extended this study for ASHRAE. Using 720 
subjects wearing similar light clothing, they obtained high statistical 
validity. Their new comfort line as affected by humidity proved to be 
between the earlier data of Houghten (55) and of Koch et al. (58). 
The early success of the Effective Temperature Scale stimulated new 
research to establish a rational physiological and physical basis for it 1 
Tens of thousands of thermal sensation responses have been obtained from 
subjects over the years (54-93). These responses have been empirically 
related to air temperature, thermal radiation, humidity, air movement, 
activity and clothing insulation. They have also been related to physio­
logical factors. From the experimental results mathematical models have 
evolved to rationally account for the occupant's responses. These models 
can be used to thermally simulate people in a wide variety of conditions. 
Human simulation models essentially apply an energy balance to a 
person and, from the energy exchange mechanisms and certain physiological 
parameters, predict the thermal sensation and comfort response of the 
person. The general energy balance relating physiological response to a 
thermal environment can be expressed as (5-6): 
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S = M - W + E + C + R  ( 2 . 1 )  
where 
S = time rate of change in intrinsic body heat 
M = metabolic heat production rate 
W = rate of accomplishing mechanical work 
E = rate of evaporative heat loss from diffusion, respiration and 
sweating 
C = rate of convective heat loss from body surface and respiration 
R = rate of radiant heat loss to the surrounding surfaces 
A summary of energy exchange mechanisms of equation (2.1) for three 
of the many human simulations models is given in Table 2.1. The three 
models are those deemed most useful for comfort applications. They were 
in the chronological order of their development. 
1. The Fanger Comfort Model 
2. The Pierce Two Node Model 
3. The Kansas State University T\-/o Node Model 
2.1.1 Comparison of comfort models 
The three comfort models reviewed (Table 2.1) are similar in that 
they all use the heat balance equation together with some physiological 
parameters to predict sensation of a person in an environment. The Fanger 
model used heat transfer deviations from the comfort state. The two node 
and KSU models coupled the energy balance with an active physiological 
thermal regulatory model. The Pierce model for sedentary situations con­
verted the actual environment to a standard one that would produce the 
equivalent physiological strain. The thermal sensation was then predicted 
from the temperature and humidity of the standard environment with the 
Table 2.1. Review of comfort models 
Parameter Fanger's Model 
a) M and W 1. Defined external mechanical 
efficiency n = W/M. 
2. Values of M derived from 
Bioastronautics Data Book, 
NASA, 1964 (60). 
b) E 1. For diffusion losses, used 
experimental data from stud­
ies by laouye et al. (61) 
to determine the permeance 
coefficient of skin concern­
ing evaporative loss for 
sedentary subjects under 
comfort conditions. 
2. For respiration losses, cor­
related pulmonary ventila­
tion rate to the metabolic 
heat production using data 
reported by Asmussen and 
Neilsen (62) . Difference 
in humidity ratio between 
expired and inspired air 
Pierce Two Node Model KSU Two Node Model 
Used Gagge's simple lumped 1. Same as in Pierce 
parameter model considering two node model, 
man as two concentric ther­
mal compartments represent­
ing the skin and core of 
body (6). 
Distinguished between the 
metabolic rate in the core 
of the body and part of the 
metabolic heat transferred 
at the skin taking into 
account the changes in core 
temperature and skin tem­
perature (6) . 
Introduced skin wettedness 1. 
factor as the ratio of heat 
loss due to sweating to the 
maximum evaporative heat 
loss from the skin. 2. 
Maximum evaporative heat 
loss from the skin was cal­
culated from relations re­
ported by Gagge et al. (67) 3. 
and by Ibamato and Nishi 
(68). Permeation of cloth­
ing to water vapor was taken 
into account (69). 
Diffusion heat loss was 
taken to be 6% of maximum 
evaporative loss from skin 
Diffusion losses 
were calculated 
using Fanger's 
model. 
Maximum evapora­
tive losses were 
calculated using 
Pierce model. 
Respiration heat 
losses were calcu­
lated using 
Fanger's model. 
Table 2.1. (Continued) 
Parameter Fanger's Model 
was calculated by the rela­
tion developed by McCutchan 
and Taylor (63). 
3. For heat losses due to 
evaporation of sweat, ex­
perimental data were used 
to correlate evaporative 
heat loss to the meta­
bolic rate including data 
available from McNall et 
al. (64). 
c) C and R 1. For free convection, heat 
transfer coefficients re­
ported by Nielsen and 
Pedersen (65) from their 
studies on clothed sub­
jects and a manikin were 
used. 
2. For forced convection heat 
transfer coefficients re­
ported by Winslow et al. 
(66) from their studies on 
clothed subjects were 
used. 
3. The effective radiation 
area of the clothed body 
was obtained from DuBois 
area (the surface area of 
a nude body) by multiply­
ing it by a correction 
factor for clothing and 
Pierce Two Node Model KSU Two Node Model 
and a correction for skin 
wettedness factor was ap­
plied . 
Respiration heat losses were 
calculated using Fanger's 
model. 
Convection and radiation 1. Same as in Pierce M  
heat transfers are ex- two node model, ^ 
pressed as a function of 
dry heat transfer coeffi­
cient from nude body h = 
(he + hr), the Burton 
clothing efficiency factor 
Fcl (72), and the differ­
ence between the mean skin 
temperature and the^ opera­
tive temperature (t , -
to). 
Operative temperature to is 
the uniform temperature of 
an imaginary enclosure with 
which man will exchange the 
same dry heat by radiation 
and convection (R + C) as 
in the actual environment. 
Table 2.1. (Continued) 
Parameter Fanger's Model 
by shape factors. Values 
of shape factors were de­
termined experimentally 
and correction factors for 
clothing were taken from 
work reported by Nielsen 
and Pedersen (65). 
d) Time Steady-state considera­
tions only. 
e) Physio- 1. The skin temperature and 
logical sweat rate are linearly 
model used related to a person's 
activity level. 
Pierce Two Node Model KSU Two Node Model 
Capable of describing 1. 
dynamic effects. 
Gagge's two node model was 1. 
used which considers meta­
bolic rates during shiver­
ing, blood flow rates, 
rates of changes in core 
temperature and skin tem­
perature. 
2 .  
Quasi-steady-state 
considerations. 
Physiological 
strain was meas­
ured from changes 
in skin thermal 
conductance and 
skin wettedness 
from those at neu­
trality (77) . 
Skin thermal con­
ductance is a com­
posite index for 
tissue conductance 
and blood flow 
rate from core to 
skin and is de­
rived empirically. 
Table 2.1. (Continued) 
Parameter Fanger's Model Pierce Two Node Model KSU Two Node Model 
f) Envi­
ronmental 
indices 
developed 
and/or 
used 
1 .  
2 .  
g) Vari­
ables in 
the model 
Predicted Mean Vote (PMV) , 
Predicted Percentage of 
Dissatisfied (PPD). 
1. 
2 .  
3. 
4. 
5. 
Metabolic heat production 
rate. 
External mechanical effi­
ciency. 
Water vapor pressures at 
ambient temperature and 
mean temperature of 
clothing. 
Mean radiant temperature. 
Convection heat transfer 
coefficient for surface 
of clothing. 
1. Effective temperature scale 1. 
(ET*). 
2. Standard effective tempera- 2. 
ture (SET*). 
3. Index of skin wettedness. 3. 
4. Operative temperature. 
5. Mean radiant temperature. 4, 
6. Thermal sensations on a 
seven point scale. 
1. Standard effective tempera- 1. 
ture (SET*). 
2. Skin temperature. 2. 
3. Water vapor pressure at skin 
temperature, at dewpoint, 
and at SET*. 
4. Dry heat transfer coeffi­
cient from nude body. 
5. Operative temperature. 
6. Convection heat trasnfer 
coefficient for skin. 
7. Burton's clothing efficiency 
factor. 
Skin thermal con­
ductance. 
Index of skin wet­
tedness. 
Mean radiant tem­
perature. 
Thermal sensations 
on a nine point 
scale. 
Thermal conduct­
ance of skin. 
Skin wettedness. 
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correlation based on extensive subject testing in the standard environ­
ment. For higher activity levels and transients an adjusted skin tempera­
ture was used to predict thermal sensation. The KSU model predicts ther­
mal sensation from changes in thermal conductance between core and skin in 
cool environments and from skin wettedness in warm environments. As con­
ditions deviate from neutral the more accurate predictions are given by 
the KSU and the Pierce models. The KSU and Pierce models also have 
transient capabilities. 
There are other considerations as well. The Fanger model predictions 
can be made from prepared tables and graphs. This model also predicts the 
percentage of dissatisfied persons in the environment. The KSU and two 
node models, though, give a rather complete prediction of the thermal 
physiological response or state of a person, providing sweat rate, skin 
and core temperatures and skin wettedness. This information is often 
essential for heat and cold stress environment applications. Two-node 
model also predicts the discomfort response of an individual. The dis­
comfort and thermal sensation responses are very similar in cold environ­
ments but in warm environments the thermal sensation increases faster 
with temperature than does discomfort. 
2.1.2 Temperature and humidity fluctuations 
Fluctuations in temperature and humidity can have a decided effect on 
a person's thermal acceptability by influences on physiological and 
sensory responses which show differential effects between sexes and age 
groups. Thermal transients usually occur when a person changes location 
and moves from one place to another, cooler or warmer (78). In other 
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cases, a person stays in the same place but air temperature or humidity 
vary either as ramp increases or decreases over time, or with 
cyclic changes. A literature review revealed that little work has been 
done to study the effects of thermal transients with drifts in dry bulb 
temperature and humidity while the subject's stay at one place, and 
occupant acceptability of such procedures is unclear (79-83). 
Studies by Sprague and McNall (79) showed that allowable fluctuating 
limits stated in ASHRAE Comfort Standard 55-66 were conservative. In a 
study by Griffiths and Mclntyre (81) subjects were exposed to slow one-
directional temperature changes of 0, 0.5 and 1.5°C/hour, centered about 
23°C, over 6 hour periods. The clothing was in the 0.7 to 0.9 Clo range. 
From the mean thermal sensation votes of the subjects, Griffiths and 
Mclntyre determined the corresponding Predicted Percent Dissatisfied (PPD) 
using the relationship developed by Fanger (5). Based on the predicted 
percent dissatisfied they have recommended a maximum rate of temperature 
change of 0.75°C/hr with a maximum deviation from the mean comfort temper­
ature of 2.25°C. Berglund and Gonzalez (85) have reported a study on the 
effects of thermal transients in which direct subjective judgments of ac­
ceptability were evaluated. Dry bulb temperature was changed over a 4.5 
hour period in morning experiments at rates of change in space temperature 
of ±0.5, 1.0 and 1.5°C/hr from a 25°C neutral point, while humidity was 
constant to 10 Torr. Subjects were unacclimated and wore clothing direct­
ly evaluated (86). These studies have shown that for sedentary persons, 
the slower temperature changes (±0.5°C/hr) from a neutral/comfort point 
were indistinguishable from the constant temperature conditions. The 
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neutral point was determined by the clothing levels of the subjects. In 
these studies a ±0.5°C/hr rate of change from a base temperature of 25°C 
was acceptable to 80% of the subjects. 
Gonzalez and Berglund have used the data available from studies re­
ported by Wyon et al. (87), Griffiths and Mclntyre (81), Mclntyre and Gon­
zalez (88) and Nevins et al. (82) to calculate thermal sensitivity (change 
in warmth sensation per unit change in space temperature) and concluded 
that the apparent sensitivity is much greater for a falling temperature 
than for a rising one (89). A second study has been reported by Gonzalez 
and Berglund in which air temperature was allowed to rise at +0.6°C/hr over 
a 8-hour working day (89). Summer clothing was worn by the subjects and 
two levels of elevated, but constant, humidity were employed. It has been 
reported from this study that there was no sign of decrements in thermal 
acceptability for low rates of chante (£ ±0.6°C/hr) as long as air tem­
perature level is less than 28°C or dew point temperature is below 20°C 
for normal summer clothing. It has also been shown in this 8 hour test 
study that humidity level was a less important consideration than dry bulb 
temperature. In another study by Gonzalez et al. (89), direct thermal ac­
ceptance was judged by subjects. Four males and 3 females were each ex­
posed randomly to slow humidity changes over a 4.5 hour period (-10% rh 
per hour) at each of two dry bulb temperatures: 25°C and 27°C. The drift 
changes corresponded to a dew point change of 2.5°C per hour. Subjects 
were summer acclimated and wore clothing estimated at 0.4 and 0.8 Clo. 
Humidity increases at dry bulb temperature levels of 25°C and 27°C and 
0.4 Clo did not cause significant decrements in thermal acceptability, 
although at higher Clo values there were marked decrements in accepta­
bility. Griffiths and Mclntyre have also reported that at 28°C a low 
humidity was preferred and 50%-75% rh were considered by their subjects 
as "more oppressive and uncomfortable" (90). 
In another study made by Gonzalez (91), humidity was elevated 
each hour over a 3-hour period at 27°C; thermal sensation and warm discom­
fort were assessed in 3 groups of individuals: young males, young fe­
males, and older females in which half were older than 60 years. No sig­
nificant differences were evident in thermal sensation values for the 
groups, or for individual changes within a group, at each humidity level. 
In some male and female subjects, in which skin temperatures and core 
temperatures were measured, humidity levels of 40%, 60% and 80% rh at 27°C 
that did not affect mean skin temperature, which stayed constant within 
±0.2°C throughout a 3-hour period. Core temperature was also not elevated 
more than ±0.1°C. So temperature sensation, as judged by psycho-physical-
ly by the subjects, is associated with skin temperature. It, in turn, is 
governed by ambient temperature and not modified by humidity level, as 
long as skin temperature is higher than dew point temperature. This re­
sponse was as expected since relative humidity exerts little effect on 
the loss of heat by evaporation when the body is in the zone of vasomotor 
regulation (78). 
Other current laboratory and field data (82,91-93) also indicate that 
in the range of dry bulb temperature of 22.8°C to 25°C, variations in 
relative humidity from 20 to 60% do not have any appreciable effect on 
comfort sensations for sedentary, normally clothed individuals. However, 
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ASHRAE Standard 55-74 guidelines are too broad; they specify that rate of 
change of rh should not exceed 20% per hour, if peak to peak variation in 
humidity is 10% rh or greater (84). 
Table 2.2 summarizes the various studies discussed on the effects of 
temperature and humidity fluctuations on comfort. 
2.2 Mass Air Quality 
Indoor air quality is affected by permeation, infiltration, ventila­
tion and indoor generation. Much work has been reported in literature 
regarding thermal comfort, but less has been reported regarding the com­
fort range associated with gaseous and particulate concentrations within 
indoor environments. The ASHRAE Standard 62-73 specifies minimum and 
recommended ventilation air quantities for the preservation of human 
health, safety and well-being in spaces intended for human occupancy (94). 
This standard also defines "acceptable outside air" as air which meets or 
exceeds the conditions listed in Table 2.3. 
The levels listed are met by ambient outdoor air in many major 
cities, or will be met by such outdoor air when passed through minimal air 
treatment systems (containing suitable combinations of heaters, coolers, 
humidifiers, etc.; and including roughing particulate filters). Conformi­
ty of user's local air to these concentrations may be determined by 
reference to the Storage and Retrieval of Aerometric Data System (SORAD) 
of the National Air Pollution Control Administration. 
Further, air for ventilation is considered unacceptable if it con­
tains any contaminant concentration greater than one-tenth the Threshold 
Table 2.2. Effects of drifts in temperature and humidity on comfort, acceptability and health 
Year Investigators Conditions of test: Findings: Reference(s) 
Temperature Drifts 
1970 Sprague and 
McNall 
1) 78 males and 78 females 
(age group (17.8-23.0 years) 
with Clo values of 0.6 were 
used in tests on thermal 
drifts. Test periods were 
3 hours each. 
2) In another study, 16 dif­
ferent tests on temperature 
drift of fluctuation periods 
varying from 1/2-1 hr, ampli­
tudes 0.56-3.33°C, fluctua­
tion rates 1.67-10.94°C/hr. 
In practical air conditioned 
spaces where dry bulb air tem­
perature fluctuates, no serious 
occupancy complaints should 
occur due to temperature fluc­
tuations if (AT^xCPH)<4.63 AT is 
the peak to peak amplitude of 
the temperature fluctuation (°C) 
and CPH is the cycling frequency 
(cycles/hour). 
79 
1974 Griffiths and 
Mclntvre 
Subjects were exposed to slow 
one-directional temperature 
changes of 0, 0.5, and 1.5°C/ 
hour, centered about 23°C, 
over 6 liour period. The 
clothing was in the 0.7 to 
0.9 Clo range. 
A maximum rate of temperature 
change of 0.75°C/hr with a 
maximum deviation of 2.25°C 
from the mean comfort tempera­
ture was recommended. 
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1978 Berglund and 
Gonzalez 
Subjects were exposed to space 
temperature changes of ±0.5, 
1.0, and 1.5°C/hr from a 25°C 
neutral point (determined from 
Clo values) while humidity was 
constant at 10 Torr. Test 
periods were of 4.5 hr dura­
tion. 
For sedentary persons, a ±0.5°C/ 
hr rate of change from a base 
temperature of 25°C was accepta­
ble to 80% of the subjects. 
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Table 2.2. (Continued) 
Year Investigators Conditions of test: Findings: Reference(s) 
1979 Gonzalez and 
Berglund 
Humidity Drifts 
1970 Sprague and 
McNall 
Subjects were exposed to space 
temperature change of +0.6°C/hr 
over a 8-hour working day. 
Summer clothing was worn by 
the subjects and two levels of 
elevated but constant humidity 
were employed. 
1) Number of both males and fe­
males in humidity drift test 
was 48 each (age group 18.4-
21.6 years). 
2) 9 different tests on 
humidity drifts of periods 
1/2-1 hour, amplitude 3-14% 
rh, fluctuation rates of 10-
42% rh/hour were conducted. 
There was no sign of decrements 
in thermal acceptability for 
±0.6°C/hr as long as air tem­
perature is below 28°C or dew 
point temperature is below 25°C 
for normal summer clothing. 
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1) In practical air conditioned 
spaces where relative humidity 
variations can be expected, no 
serious occupancy complaints 
should occur if specifications 
of ASHRAE Standard 55-65 Section 
3.2.2 on fluctuating relative 
humidity are followed. Fluctua­
tions more severe than those 
allowed by ASHRAE Standard may 
not be objectionable but more 
research efforts were recommended 
before the standard is relaxed. 
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1973 Griffiths and 
McIntyre 
Subjects were exposed to dif­
ferent rh values at constant 
dry bulb temperature of 28°C. 
At 28°C a low humidity was pre­
ferred and 50%-75% rh was con­
sidered by the subjects to be 
"more oppressive and uncomforta­
ble. " 
90 
Table 2.2. (Continued) 
Year Investigators Conditions of test: Findings: Reference(s) 
1977 Gonzalez 1) 3 groups of individuals: 
young males, young females, 
and older females (50% older 
than 60 years) were subjected 
to humidity increases each 
hour (40%, 60% and 80% rh) 
for a 3-hour period at 27°C. 
1) No significant differences 
were evident in thermal sensa­
tion values for the groups, or 
for individual changes within a 
group, at each humidity level. 
2) Mean skin temperatures were 
constant within ±0.2°C and core 
temperatures were constant ±0.1°C 
at all humidity levels. 
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1979 Gonzalez and 
Berglund 
Four males and three females 
were each exposed randomly to 
slow humidity changes over a 
4.5 hour period (~10% rh per 
hour) at each of two dry bulb 
temperatures of 25°C and 27°C. 
The drift was equivalent to a 
dew point change of 2.5°C per 
hour. Subjects were summer 
acclimated and wore 0.4-0.8 
Clo. 
Humidity increases at dry bulb 
temperature levels of 25°C and 
27°C at 0.4 Clo did not cause 
significant decrements in thermal 
acceptability, although at higher 
Clo values there were marked decre­
ments in acceptability. 
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Table 2.3. Maximum allowable concentrations for ventilation air in ASHRAE Standard 62-73 (94) 
Short-term level 
Annual average (not to be exceeded more Averaging 
(arithmetic mean) than once a year) period 
Contaminant yg/m^ pg/m^ (h) 
Particulates 60 150 24 
Sulfur oxides 80 400 24 
Carbon monoxide 20,000 30,000 8 
Photochemical oxidant 100 500 1 
Hydrocarbons 
(not including methane) 1,800 4,000 3 
Nitrogen oxides 200 500 24 
Odor 200 Essentially unobjectionable^ 
^Federal criteria for U.S. by 1975. 
^Judged unobjectionable by 60% of a panel of 10 untrained subjects. 
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Limit Value (TLV) currently accepted by the American Conference of Govern­
ment Hygienists (1974) (94). If acceptable outside air is unavailable 
and/or economics of energy savings likely to be achieved through treatment 
of indoor air for mass air quality are attractive, filtration or other air 
treatment methods must be incorporated in HVAC systems. 
2.3 Sound Control 
Sound control, the maintenance of an acoustical environment compatible 
with the intended function of a room or space, is an important part of 
building design. Today it ranks equally with the control of proper 
thermal and luminous environments. 
Noise is unwanted or objectionable sound and can be produced by 
people, machines, traffic, air conditioning and air distribution equip­
ment. Sound becomes noisy when it is loud, when its frequency is objec­
tionable, or when there is a combination of both effects. Noisy environ­
ments prevent satisfactory communication, are fatiguing, distract workers 
and affect productivity and tolerance. Extreme noise levels can impair 
hearing through physical damage. 
Loudness (level) of sound is measured in terms of decibels (dB). The 
weakest sound that can be heard by a person with very good hearing, in an 
extremely quiet location, is assigned the value of 0 dB. At 140 dB, the 
threshold of pain is reached. In between is the noise level in a large 
office, usually between 50 and 60 dB. 
Frequency (or pitch) is another important, yet subtle, part of noise 
and hearing. Our ears discriminate naturally against low-frequency 
sounds. Therefore, we can tolerate more low-frequency noise than high-
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frequency noise. When we begin to lose our hearing, our ears usually be­
come less sensitive at first to the higher frequencies. 
Sound pressure level cannot be taken at face value as an indication 
of loudness, because the frequence (in hertz) of a sound has quite a bit 
to do with how loud it sounds. The frequency effect leads to the concept 
of weighting network. Weighting networks are the sound-level meter's 
means of responding more to some frequencies than to others, with a preju­
dice something like that of the human ear. Acoustical standards have 
established 3 weighting characteristics, designated A, B, and C. The 
primary differences among them are that very low frequencies are discrimi­
nated against quite severely by the A network, moderately by the B net­
work, and hardly at all by the C network. Therefore, if the measured 
sound-level of a noise is much higher on C weighting than on A weighting, 
much of the noise is probably at low frequencies. Curves for the A, B and 
C weighting networks are shown in Figure 2.1 which is adopted from 
reference (95). 
Although the A-scale provides a simple, single-number rating or 
screening measurement, it gives no real information on the spectrum con­
tent of the sound. A single-number method of providing information on the 
spectrum content employs Noise Criteria Curves and the resulting NC num­
bers (96). These curves. Figure 2.2, were constructed from loudness and 
speech interference data and have been related to acoustical comfort or 
desired noise levels in various spaces. Design goals have been formulated 
by ASHRAE (54) and representative values are shown in Table 2.4 (97). 
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Figure 2.1. Curves for the A, B and C weighting networks (95). 
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Table 2.4. Ranges of indoor design goals for air conditioning system 
sound control (97) 
Ranges of NC 
Area curves (dB) 
Private homes 25-35 
Apartments 30-40 
Hotel sleeping rooms 30-40 
Lobbies 35-45 
Executive offices 30-40 
Open offices 35-50 
Concert halls 20-25 
Libraries 30-40 
Classrooms 30-40 
Supermarkets 40-55 
2.4 Lighting Control 
Light impinging upon the eye enters through the pupil, the size of 
which is controlled by the iris, thereby controling the amount of light 
entering the eye. The lens focuses the image on the retina from which the 
optic nerve conveys the visual message by electric impulse to the brain. 
There are four basic characteristics of each visual task with which 
the eye is confronted; size, brightness, contrast, and time exposure of 
the object or area being viewed. The basic visual tasks are the percep­
tion of low contrast, fine detail, and brightness gradient. These abili­
ties are all dependent on the 4 stated basic characteristics. 
Visual activity is generally proportional to the physical size of the 
object being viewed given fixed brightness, contrast, and exposure time. 
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Since the actual parameter is not physical size but subtended visual 
angle, visual ability can be increased by bringing the object nearer the 
eye. 
The candela (candle power), Cd, is the unit of luminous intensity 
(time rate of luminous energy per unit solid angle). It is analogous to 
pressure in a hydraulic system. An ordinary wax candle has a luminous 
intensity horizontally of approximately one candela (candlepower) whence 
the name. A source of one candela intensity produces a total light output 
in all directions of A T T  lumens. The lumen, Im, is the unit of luminous 
flux (time rate of luminous energy). It is analogous to flow in hydraulic 
systems and is a measure of the amount of light generated by a luminous 
source. The footcandle or lux, fc (Ix), is the unit used to measure the 
density of luminous flux and is therefore equal to lumens per square foot 
2 (m ) (time rate of luminous energy per unit area). Tables 2.5 and 2.6 
give values of required footcandles for some tasks in occupied spaces and 
has been adopted from lES Lighting Handbook (98). For good contrast, the 
brightness of the task should be the same as that of the background, but 
ratios up to 3 to 1 are acceptable in most circumstances. 
Registering a meaningful visual image is not an instantaneous proc­
ess, but one that requires finite amounts of time. Higher the illumina­
tion, shorter is the amount of time. 
To conclude, the luminance, contrast, size and exposure are the four 
basic factors that affect the visual performance. Generally, exposure 
time and size are not readily controllable parameters, leaving luminance 
and contrast to be manipulated by the lighting designer in such a way as 
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Table 2.5. Typical Blackwell illumination data (98) 
Required 
Task footcandles 
School 
1. Sample of ink writing 1.4 
4. 6-point text type 3.0 
57. Average of 8 samples of spirit duplicated 
material—(difficult) 684.0 
Office 
8. Sample of shorthand copy with #3 pencil 76.5 
11. Typed carbon, 5th copy 133.0 
13. Thermal reproduced copy, poor quality 589.0 
49. White line on blueprint, tracing paper 
overlay 5,090.0 
Garment Industry 
15. White chalk mark on blue serge cloth 10.0 
20. Gray stiching on gray silk 
vertical stitching 4,160.0 
horizontal stitching >10,000.0 
Store Tasks 
29. Price tag, pencil 241.0 
30. Price tag, ink 3.1 
to give a comfortable and efficient visual environment. Such an environ­
ment must be efficient in the sense that it provides for optimal perform­
ance of a given task, and comfortable in the sense that this visual task 
performance takes place with minimum fatigue, whether conscious of it or 
not. 
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Table 2.6. Current footcandle recommendations for specific visual tasks 
(98) 
Primary task plane 
Seeing task footcandles® (Dekalux) 
Dining 15 (16) 
Grooming, shaving, make-up 50 (54) 
Handcraft 
Ordinary seeing tasks 70 (75) 
Difficult seeing tasks 100 (110) 
Very difficult seeing tasks 150 (160) 
Critical seeing tasks 200 (220) 
Ironing (hand and machine) 50 (54) 
Kitchen duties 
Food preparation and cleaning 
(at sink, range and counter) 
Involving difficult seeing tasks 150 (160) 
Serving and other noncritical tasks 50 (54) 
Laundry tasks 
Preparation, sorting, inspection 50 (54) 
Tub area-soaking, tinting hand wash 50 (54) 
Washer and dryer areas 30 (32) 
Reading and writing 
Handwriting, reproductions, and poor copies 70 (75) 
Books, magazines, and newspapers 30 (32) 
Reading piano or organ scores 
Advanced (substandard size) 150 (160) 
Advanced 70 (75) 
Simple 30 (32) 
Sewing 
Hand (dark fabrics) 200 (220) 
Hand (medium fabrics) 100 (110) 
Hand (light fabrics) 50 (54) 
Hand (occasional—high contrast) 30 (32) 
Sewing 
Machine (dark fabrics) 200 (220) 
^Minimum on the task plane at any time. These levels are based on 
young eyes with 20-20 vision. Older eyes, even when properly corrected by 
glasses, have reduced visual acuity, a longer period of adaptation and de­
creased resistance to glare. To state it simply, older persons need more 
light, and special precautions against glare. 
Table 2.6. (Continued) 
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Primary task plane 
Seeing task footcandles (Dekalux) 
Machine (medium fabrics) 100 (110) 
Machine (light fabrics) 50 (54) 
Machine (occasional—high contrast) 30 (32) 
Study 70 (75) 
Table games 30 (32) 
Table tennis 20 (22) 
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3. DYNAMICS OF AN OCCUPIED SPACE 
3.1 Dynamic Performance vs. Steady State Performance of a System 
A building system is made up of three physical components as shown in 
Figure 3.1, i.e., envelope, HVAC system, and equipment (boilers, chillers, 
cooling towers, etc.). These three components interact with each other 
through controllers. Figure 3.2 shows the major components and the con­
troller (thermostat) for a residential heating system. The response of 
components in the system to various inputs is of extreme importance in 
control work. For example, the components of the system shoim in Figure 
3.2 constantly receive input signals due to variations in climatic varia­
bles, and their response to these inputs must be known in order to achieve 
a satisfactory system. Prediction of the responses of physical components 
requires the ability to write and solve mathematical models for the compo­
nents. A summary of the methodologies used for modeling and analysis of 
physical systems is shown in Figure 3.3. 
Complete solution of the mathematical model for the physical compo­
nent (s) is made up of complementary solution and particular solution. Com­
plementary solution decreases in magnitude with increasing values of time 
and ultimately vanishes. These functions are transient in nature and de­
scribe the dynamic performance of the component(s). The particular solu­
tion is not modified by the time, and in addition, yields the ultimate 
value (time <») of the complete solution. This part of the solution is 
given the name steady state solution and describes the steady state per­
formance of the component(s). 
WEATHER 
ENVELOPE CONTROL H VAC SYSTEM CONTROL EQUIPMENT 
Figure 3.1. Physical components of a building system and weather inputs. 
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Figure 3.3. Methodologies for systems analysis. 
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To illustrate the definitions of dynamic and steady state performance 
of components in a building system, a hot water generator used to supply 
hot water is analyzed. A sketch of such a heater is shown in Figure 3.4. 
The tank is insulated to reduce heat loss to the surrounding air. The 
input variables to the heater are mass flow rate of cold water and the 
heat transfer from the resistance coil. The output variable is the tem­
perature of hot water. The necessary simplifying assumptions are as 
follows : 
1. Heat storage in the insulation is negligible. This is valid 
since the specific heat of the insulation is small and the water 
temperature variation is small. 
2. All of the water in the tank is at a uniform temperature. This 
requires perfect mixing of the water. 
Definitions of the system parameters and variations are as follows: 
Q = rate of energy transfer from resistance coil (for dimensions of 
these quantities, see List of Nomenclature) 
Qj. = rate of change of stored energy of water in tank 
Q q = rate of energy out due to hot water leaving tank 
= rate of energy in due to cold water entering tank 
= rate of energy lost through tank insulation 
T = temperature of water in tank 
T^ = temperature of water entering tank 
T^ = temperature of air surrounding tank 
C = thermal capacitance of water in tank 
R = thermal resistance of insulation 
m = mass flow rate of water from tank 
w 
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Figure 3.4. Electric water heater. 
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S = specific heat of water 
An energy balance on the hot water generator yields: 
ôt + So - + Qg = q (3.1) 
where 
Qo = 
Qi = 
T-T 
Qe = -IT^ 
Substituting these quantities in equation (3.1) gives 
C - V = q (3-2) 
There are four variables in this equation: T, T., T , and m . Three of 
^ 1 a w 
them must be specified in order to solve the problem. For the special 
case in which m is a constant and T = T., equation (3.2) can be simpli-
w a 1 
fied. In terms of 0, which now is the temperature above the reference T^, 
the equation is 
Rm S+1 
D0 + ( )9 = Q/C (3.3) 
or 
D0 + KB = Q/C (3.4) 
where 
RSm +1 
The complementary function 0^ for the solution of equation (3.4) is 
obtained by solving the associated homogeneous equation 
D9 + K0 = 0 = 0(p + K) 
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The characteristic equation and its roots are 
p + K. = 0 and p = -K 
Therefore, 
ec - . C,e-K8 
If the input is a step function of constant magnitude Q at t 0, the par­
ticular integral can be assumed to be constant; 6^ = A and the derivative 
d0p/dt = 0. Substituting in equation (3.4): 
KA = Q/C 
A = Q/KC 
The complete solution is 
0 = 6 +6 = C,e"^^ + 6/KC 
c p 1 
For the initial conditions 0=0 when t = 0 
0 = + Q/KC 
= -Q/KC 
Therefore 
0 = Q/KC(1 - e"^^) (3.5) 
A graphical representation of the response of the hot water generator 
given by equation (3.5) is shown in Figure 3.5. The complementary func­
tion 
â£!! 
KC 
decreases with increasing values of time and ultimately vanishes. This 
function describes the short term dynamics of the process. The value of 
time which makes the exponent of e equal to -1 is called the time constant 
T. Thus the time constant for the water heater is given by 
Q/KC 1.000 
Q/ K C = 0.FI6S 
C 
lU 
UJ 
3X 0 2 r. It 
TIME. Z 
Figure 3.5. Graphical representation of equation (3.5). 
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W 
The time constant is dependent upon the parameters of the system and is 
an important characteristic of the dynamic performance of the system. 
Particular integral (Q/KC) is not modified by the time and yields the 
ultimate value of water temperature as t This part of the solution 
describes the steady state performance of the water heater. 
3.2 Mathematical Model of Occupied Space 
Now that we have reviewed the end use requirements of controlled 
variables in occupied spaces in Chapter 2 and distinguished between steady 
state vs. dynamic responses, models to predict dynamic responses of the 
occupied space will be developed. Though the review has revealed that 
comfort depends upon thermal factors, mass air quality, sound levels, and 
lighting levels, the scope of the present work is restricted to models to 
predict short term dynamics of temperature inside buildings. 
Applications of analog computer techniques which simulate the dy­
namic conditions (temperature) inside a building have been reported by 
Nelson (25) and Magnussen (26). Analog computer methods were preferred 
over analytical methods because of the complexity of analytical tech­
niques. However, the analog computer methods restricted the use of ana­
lytical optimization techniques. Realizing the deficiencies of analog 
computer methods, Kaya has reported the development of analytical models 
based upon analog passive circuits (27). However, the validity of ana­
lytical models developed from analog passive circuits has not been 
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examined so far. Hence one of the efforts of this dissertation was 
to test the validity and to evaluate the suitability of analytical models 
to predict dynamic conditions inside a building. 
3.2.1 Analytical closed-loop model from analog passive circuits 
Consider the temperature control loop (Figure 3.6) which is similar 
to those in Figures 5, 6 and 2a of references 25, 26 and 27, respectively. 
Figure 3.7 shows the thermal circuit of one zone of multizone commercial 
building which is similar to Figure 1 of references 26 and 27. A block 
diagram of the thermal circuit is shown in Figure 3.8 which is similar to 
Figure 2(B) of reference 27. Transfer functions reported for these blocks 
in reference 27 are shown in Table 3.1 and the mathematical model of the 
same reference is reproduced in Figure 3.9. Actual controller used in the 
commercial building simulated by Magnussen was a thermostat switch with 
on-off operation, so the nonlinear (NL) block in Figure 3.9 is replaced 
with a transfer function of K = 1 for "on" operation and K = 0 for "off" 
operation and the simplified block diagram is shown in Figure 3.10. Block 
diagram algebra is used in Figure 3.10 to derive the following closed loop 
transfer function 
T(s) = 
(R(s) -D^(s)KG(s) +D,(s)G(s)(l + KH^(s)) 
( 3 . 7 )  
1 + KH^(s) - KH(s)G(s) 
where 
0^(5) = 
0.567M2(S)(0.923S+1)(0.909S+1) 
( 3 . 8 )  [(0.909S+1) + 0.135(0.192S+1)](0.909S+1)(20S+1) 
^2^5) (1.35S+1) 
0.32M^(S)(4S+1)(2.8S+1) 
( 3 . 9 )  
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Figure 3.6. Temperature control loop. 
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Figure 3.8. Block diagram of thermal circuit (same as Figure 2B of reference 27). 
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Table 3.1. Transfer functions of blocks of thermal circuit (same as Table 
3 of reference 27) 
_ , , _ 0.0045 
O^s) (6.67S+1) R = 7700 
Dg(s) = 10 
- 6  
(303S+1) 
, . 0.025(0.13+1) 
(1.25S+1)(0.333S+1) 
D^(s) 
»w(s) 
DpCs) 
0 . 0 2  
(0.714S+1)(0.028S+1) 
0 . 0 2  
(3.85S+1) 
0.005 
(6.25S+1) 
CgCs) 
C].(s) 
Cw(:) 
10"^(0.562)(0.2S+1) 
(285.75+1)^(1.3895+1) 
0.596 
(0.5555+1)(0.02865+1) 
0.126(0.1525+1) 
(0.4555+1)(2.6325+1) 
Dp(s) 
0.158(25+1) 
(0.675+1) Ca(s) 
0.025(0.125+1) 
(31.255+1)(3.1255+1) (0.5265+1) 
H(s) = 0.094(55+1) (4.55S+1) CpCs) 
0.813(0.1675+1) 
(2.86S+1) 
C = 0.04 0.135(0.1925+1) 
(0.9095+1) 
Performance of the control system shown in Figure 3.10 can be veri­
fied by taking inverse Laplace Transform of the right hand side polynomial 
of equation (3.7). Figure 3.11 is an oscillograph recording of system 
variables recorded by Magnussen for the last 2 days of January and the 
first day of February, 1955. Using variables like outside air temperature 
and solar radiation from Figure 3.11 as inputs to the analytical closed 
loop model of equation (3.7), values of space temperature can be pre­
dicted. Comparison between the predicted results from the analytical 
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Figure 3.9. Mathematical model of temperature control system of a zone in a multizone system 
(same as Figure 4A of reference 27). 
CONTROLLER PLANT =  Gis i  
T.si Ris) 
HEAL EXCHANGER Z O N E  D U C  1  
SENSOR 
3 0000 0.0013 
I0.909S4I llZOStI) 
0.567(0.823S + \) 
Figure 3.10. Simplified mathematical model of temperature control system shown in Figure 3.9. 
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model with those simulated values by analog computer model should lead to 
conclusions about the validity of analytical model. However, such an 
analysis of closed loop transfer function is limited due to the following 
difficulties : 
1. The analytical model is based on the thermal circuit of one zone 
15' by 15' by 8' in height. The analog computer simulation shown 
in Figure 3.11 considers the entire building (30' x 90' x 8') to 
be a single zone. So the zone block in Figure 3.9 is not the 
same as simulated in Figure 3.11. 
2. The analog computer model (Figure 3.11) simulates a single-story 
single zone building 30' wide by 90' long by 8' in height. The 
building is assumed to have a one stage heating and one stage 
cooling system incorporating an air economizer. The analytical 
model (Figure 3.9) assumes a furnace of suitable capacity for a 
single zone. Thus the heat exchanger block in Figure 3.9 is not 
the same as simulated in Figure 3.11. 
3. Duct and sensor blocks in Figure 3.9 are also different from 
those simulated in Figure 3.11 because the two models use differ­
ent HVAC systems. 
Even if the systems had been similar, substituting the transfer func­
tion for individual blocks of Figure 3.10 in the closed loop transfer 
function in equation (3.7), it is shown in Appendix A that the analytical 
model for closed loop transfer function will involve solving 14 poly­
nomials and some of them are of the 10th order. So even if the analog 
computer simulation and the analytical model were for one zone employing 
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the same HVAC system, validation of the analytical model would have in­
volved complex algebraic calculations. If the analytical models were to 
be developed for all the 12 different zones in the building, the analyti­
cal solution would require a difficult mathematical analysis and would not 
be suitable for engineering purposes, 
3.2.2 Analytical model for occupied space from analog passive circuits 
It has been shown in section 3.2.1 that the validity of the tech­
nique proposed by Kaya (27) cannot be tested on the basis of the data 
available from the analog computer experiments by Magnussen (26) when the 
HVAC system is operating. An examination of simulation results reported 
by Magnussen (26) in Figure 3.11 reveals that on the first day as well as 
on the third day of simulation, weather conditions for certain periods 
were such that no heating or cooling was required. For such periods of 
time when HVAC system is off, difficulties described in section 3.2.1 due 
to differences in HVAC systems of Figures 3.9 and 3.11 are eliminated. 
Thus an open loop transfer function derived for the system shown in Figure 
3.10 will be based on Kaya*s technique (27) and should describe the re­
sponses of the zone to the inputs from disturbances [^(s) due to weather 
which can be compared with the data shown in Figure 3.11 for periods when 
HVAC plant is off. 
So, substituting K = 0 in equation (3.7) for off period of HVAC 
system, 
T(s) - D2(S)G(S) 
Substituting for 02(5) and G(s) in equation (3.10) 
lO.OlM^ 
(0.45S+1) (3.11) 
(3.10) 
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where 
M (s) = D^(s)T (s) + D„(s)T.(s) + D^(s)T^(s) + D (s)I (s) 
1  O O  U  U  1  1  W W  
+ Dj^(s)I^(s) + Dp(s)Ip(s) (3.12) 
where 
T^(s) = Laplace Transform of outdoor temperature function 
Tg(s) = Laplace Transform of ground temperature function 
T^(s) = Laplace Transform of temperature function of space adjacent 
to interior walls 
I (s) = Laplace Transform of solar radiation function incident on 
external wall 
I (s) = Laplace Transform of solar radiation function incident on 
^ roof 
Ip(s) = Laplace Transform of solar radiation passing through window 
and incident on floor. 
All the D's are the transfer functions given in Table 3.1. Substitution 
of (3.12) into (3.11) yields 
= (o'°5S+l) + Dg(s)Tc(s) + Dj(s)Tj(s) + D^(s)I„(s) 
+ Da(s)I%(s) + Dp(s)Ip(s)] (3.13) 
Substituting D's from Table 3.1 
0.0045T 10"V 0.021, 
T(S) = TTr^ tirr L,. + i 
Or 
(0.45S+1) 'S(6.67S+1) s(303S+ l ) -  S(0.714S+1)(0.028S+1) 
0 . 0 2 1 ^  0.0051^  0.158( 2 S + l)IP 
S ( 3 . 8 5 S + Ï )  +  5 ( 6 . 2 5 3 . ^ ) 3  +  S ( 0 . 6 7 S « )  '  
O.OISTQ 2.4229 x 10~^ °T^  
S ( S + 2 . 2 2 2 2 ) ( S + 0 . 1 4 9 9 )  s ( S + 2 . 2 2 2 2 ) ( S + . 0 0 3 3 ) -
22.25331, 0.11551 
I + 
S(S+2.2222)(S+1.40G6)(S+35.7143) S(S+2.2222)(S+0.2597) 
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0.00051^ 10.4914(3+0.5)1^ 
R + . F 
S(S+2.2222)(S+0.16)^ S(S+2.2222)(S+1.4925) 
+ T ^ 2.215 X 10"^^ 
S(S+2.2222)(S+0.1499) G' S (S+2.2222) 
3.3090 X 10"^ 1 X 10"^ T ^ ^ r0.1980 ^  0.3638 
o /oj_n J + I c (S+O.0033)" (S+0.0033) ' "I ' S (S+2.2222) 
5 2 
0.5634 _ 54.2157 x 10 ^  , 0.1155 , 
(S+1.4006) (S+35.7143) ^ w ^5(8+2.2222)(S+0.2597)^ 
.5490 X 10~^ 2.5650 x lO"^ _ 150 x 10~^ _ 870 x lO"^ 
^ ^ (S+2.2222) (S+0.16)3 (S+0.16)^ 
-5 3 
5336 X 10 ^ , r (S+0.5) , 
(S+0.16) ' iu.43i4ip ^S(S+2.2222)(S+1.4925) ^ 
Therefore, taking the inverse Laplace transform: 
T(t) = T [0.04503 - 0.04829e"0'1499t o.00326e"2'2222t] + T [lO"^ 
- 2.215 X ICT^^e'-'-^ZZc _ 3,3039 x lO'^te"®"^®^^^ 
- 10"^e"°'°°33^] + T^[0.1980 + 0.3638e"^ " 
- 0.5634e"l'4000Gt - 54.2157 x + I [0.20014 
w 
- 0.22662e"°'2597t + Q. 02648e"^'+ I [5490 x 10~^ 
R 
+ 2.565 X icr^e"2'2222t _ 75 ^  ^ ^-5^2^-0.16t _ gyg 
X lO'^te'O'lGt _ 5336 % 10"^e"°"] + Ip[l.58163 
See Appendix B for partial fractions of coefficient of T^. 
2 
See Appendix C for partial fractions of coefficient of T^, 
3 
See Appendix D for partial fractions of coefficient if 
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+ 9.56104e _ ii,i4268e 2-2222t^ (3.14) 
Equation (3.14) can be solved for the inputs of T , T , , I , I„ 
o u 1 w K 
and Ip to get the responses of the occupied space at desired intervals of 
time t. The responses of the occupied space are calculated in the next 
section. 
3.2.3 Dynamic responses of the analytical model 
To determine the dynamic responses of the occupied space of Figure 
3.10 from its analytical model described by equation (3.14), values of the 
input weather data are taken from Figure 3.11 for those periods of time 
when the HVAC system is off. These data include the adjustments for the 
dimensions of the zone and are shown in Tables 3.2 and 3.3. Variations in 
space temperatures AT are calculated at intervals of 0.10 hour each using 
equation (3.14) and weather inputs shown in Tables 3.2 and 3.3. Average 
values of increments in space temperature for one hour are used to predict 
the space temperature at the end of each hour. Predicted increments and 
space temperatures from the analytical model (equation 3.14) are shown in 
the last two columns of Tables 3.2 and 3.3. Plots of predicted space 
temperatures and actual outdoor air temperature are shown in Figures 3.12 
and 3.13 assuming the heating and cooling system was not operational. 
It is seen from Figure 3.12 that the analytical model predicts space 
temperatures to be higher than the outdoor air temperatures until about 
4:30 PM. These predictions are compatible with the analog computer simu­
lations of Magnussen (26) as plotted in Figure 3.11 where the heating 
system was predicted to be off and the outdoor air damper was predicted to 
be 100% open until 4:30 PM. In Figure 3.12, analytical model predicts the 
1. 2  
To 
°F 
58 
58 
62 
64 
64 
66 
66 
62 
60 
Input and output data for analytical model for a day when free cooling is possible 
TG 
Input weather data taken from Figure 3.11 
IR 
'F B/hr B/hr B/hr 
IF ATO ATG ATI AI„ AIR 
'F 
AIT 
B/hr B/hr B/hr 
Predicted out­
puts of ana­
lytical model 
AT 
°F 
i-space 
°F 
61 70 690 26041 0 0 +330 4 5209 
61 70 1020 31250 +4 +4 0 +210 +2081 +16.36 86.36 
65 70 1230 33333 0 +2 +2 
67 70 1350 33333 0 0 0 
0 +120 0 0 
0 -5000 0 
67 70 1350 28333 0 +2+2 0 -120 -6667 0 
69 70 1230 21666 0 
69 70 1020 20833 0 
0 0 0 -210 -833 0 
—4 —4 
65 70 690 10833 0 -2 -2 
0 -330 -10000 0 
0 -450 -10833 0 
+8.75 95.11 
+3.39 98.50 
-6.77 91.73 
-12.41 79.32 
-7.05 72.27 
-22.85 49.42 
cr> 
M 
63 70 240 0 0 
i.3 
To 
°F 
58 
58 
68 
70 
71 
73 
73 
71 
70 
Input and output data for analytical model for a day when free cooling 
TG 
°F 
Input weather data taken from Figure 3.11 
Tl 
°F 
Iw Ir 
B/hr B/hr 
IF 
B/hr 
ATo 
°F 
ATG ATI AIW AIR Alp 
°F °F B/hr B/hr B/hr 
61 70 690 8333 0 0 +330 +8333 
61 70 1020 16666 +10 +10 0 +210 +10417 
71 70 1230 27083 0 +2 +2 0 +120 -6250 
73 70 1350 20833 0 +1 +1 0 0 +4167 
74 70 1350 25000 0 +2 +2 0 -120 0 0 
76 70 1230 25000 0 0 0 0 -210 -2084 
76 70 1020 22916 0 - 2  -2 0 -330 -8333 
74 70 690 14583 0 -1 -1 0 -450 -8333 
73 70 240 6250 0 
12 2 
26 7 <00 
700 21.1 
O 
LL 
lU 
UJ 
10.0 f-UJ fûo 
l»00 17-00 rooo 1200 
TIME OF THE DAY 
Figure 3.12. Analytically predicted space temperatures for the outdoor temperatures shown in 
Figure 3.11 for the first day. 
o u_ 
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Figure 3.13. Analytically predicted space temperatures for the outdoor temperatures shown in 
Figure 3.11 for the third day. 
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space temperature to be higher than 21.1°C in between 11:00 AM and 4:00 
PM whereas the outdoor air temperature during this period is lower than 
21.1°C which can be used for free cooling and hence the outdoor air damper 
should be 100% open as predicted by Magnussen (26). Crossover point for 
the analytically predicted space temperature and the outdoor air tempera­
ture occurs at about 4:30 PM in Figure 3.12 which agrees with the predic­
tions by Magnussen that at 4:30 PM the heat was turned on. It is seen 
from Figure 3.13 that the analytical model predicted space temperatures on 
the third day to be higher than the outdoor air temperatures throughout 
the day (11:00 Aîl to 5:00 PM). These predictions are again in agreement 
with the analog computer simulations of Magnussen (Figure 3.11) which 
predict the outdoor air damper to be in the minimum ventilation position 
and the cooling system in operation during this time. In Figure 3.13, it 
is seen that the space temperatures predicted from the analytical model 
during 11:00 AM to 5:00 PM are higher than 26.7°C whereas the outdoor air 
temperatures were higher than the desired indoor temperature (21.1°C). 
Hence outdoor could not be used for free cooling and the cooling plant was 
operating during this period as predicted by Magnussen (26). 
The validation of analytical model which was derived from transfer 
functions of Table 3.1 (27) would have been more powerful, if measured 
data on floating temperatures of the space were available. Moreover, the 
development of an analytical model from the transfer functions revealed 
that for an environmental control system, this technique will lead to a 
very high order model leading to complex mathematical analysis (Appendix 
A). Therefore, for practical use, simple low order analytical models 
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should be developed and validated on the basis of actual measured data in 
a test facility. 
3.3. Rational^ Model from Energy Balance 
The thermal processes involved in heating an occupied space exist in 
time and space and as such should be described in terms of dynamically 
distributed parameters. Mathematical models of these processes lead to 
partial differential equations involving time and space coordinates as 
independent variables. Exact simultaneous solutions of these equations 
under different boundary conditions make the model quite complex. Shaviv 
and Shaviv (99) have reported that computer time for one simulation run 
was approximately 4 hours for a typical house. This simulation was for four 
consecutive days and nights only. Moreover, it is clear from the analysis 
in Section 3.2 that a model of reduced complexity is needed for design 
analysis. To meet this need, a rational model of reduced complexity has 
been derived from energy and mass balance considerations (100). The 
thermal processes required to control the thermal environment within an 
occupied space of Figure 3.14 are shown in Figure 3.15. The following 
assumptions are made: 
1. The properties of the thermal process involved in heating the 
occupied space are "lumped" at the location at which the occu­
pants experience the controlled conditions. This assumption 
permits us to describe the process with ordinary linear differ­
ential equations instead of partial differential equations. 
^The word "rational" is used to distinguish the analytical models 
from empirical models. 
Ôout 
—1 
CONTROLLER 
i l 
ROOM TEMPERATURE DESIRED-
ROOM 
TEMPERATURE 
OCCUPIED 
SPACE 
SENSOR 
FURNACE 
Figure 3.14. Block diagram for a two position residential heating system. 
cond 
OCCUPIED SPACE 
I AMBIENT 
TEMPEHATUREL int 
-go— m 
Figure 3.15. Thermal processes to describe heat transfers to an occupied space. 
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2. Storage effects of the structure are neglected due to their slow 
dynamic responses. 
3. Changes in the stored energy of space air are assumed only due to 
changes in dry bulb temperatures and those due to humidity 
changes are considered negligible. 
4. Heat transfer by radiation is not included in this analysis. 
5. Uniform mixing of air in the occupied space is assumed. 
6. Infiltration losses are assumed to be a function of supply air 
flow rate, occupant activity, internal heat sources, room tem­
perature, and construction details in a given occupied space. 
An energy balance on the occupied space of Figure 3.15 yields: 
Rate of energy in = Rate of energy out + rate of change in stored 
energy 
or 
•  •  •  •  •  •  •  HT Q r  +  m  c  T . + Q  + Q . ^ = m c  T  +  Q  ,  +  Q . - + M c  ^  
f a pa 1 occ int a pa cond inf a pa dt 
If we define (3.15) 
Q - Qf + (3.16) 
and 
"cond = (3.17) 
then we may rewrite equation (3.15) as 
f ^ <"i - - "To ^ "-w 
a pa a pa a pa a pa 
For most applications, relatively small fluctuations in net heat gains and 
space temperature will be experienced within the occupied space. For this 
reason, only small perturbations about the operating or setpoint will be 
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considered. The operating point may be found by setting the time deriva­
tive contained in equation (3.18) to zero. 
A—\ (Y _ Y) - ——^ 
M c M c ^ i ' M c M c 
= 0 (3.19) 
a pa a pa a pa a pa 
Equations (3.18) and (3.19) may be combined to yield an equation in terms 
of perturbations about the operating point: 
+ [(?! - V - (T - T)] - UA[(T - T) 
a pa a pa 
- "a - Ta" -
'"inf - Qj.f) 
M c 
a pa 
(3.20) 
Equation (3.20) may be rewritten as 
^ (AT, - AT) - (AT - AT ) -UA dt M c M c 1 
a pa a pa 
M c 
a pa 
AQinf 
a' M c 
a pa 
(3.21) 
From Assumption (4), we may write 
Qlnf = f(Q'T) ( 3 . 2 2 )  
Linearizing equation (3.22) about the operating point yields: 
AQlnf - KlAS + K2AT ( 3 . 2 3 )  
The constants and are defined as follows and are evaluated at the 
operating point: 
T = constant 
( 3 . 2 4 )  
K = 
2 9T ( 3 . 2 5 )  Q = constant 
^Bar (-) notations indicate values at the operating point. 
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Substituting equation (3.23) into (3.21), taking the Laplace transform, 
and rearranging, we obtain for step inputs: 
K-AQ(s) K^_AT^(S) AT^(s) 
= S(1 + T^gS) + 8(1^+ To;S) + S(1*+ T,gS) (3-2*) 
where 
" nTc + UA + K (3.27) 
a pa 2 
m c 
K = — T Pf . (3.28) 
^i 
4 
a 
m c + UA 
a pa 
+ 
^2 
UA 
m c + UA 
a pa 
+ 
^2 
M c 
a pa 
OS m c + UA + K_ 
a pa 2 
( 3 . 2 9 )  
( 3 . 3 0 )  
A block diagram representation of equation (3.26) is shown in Figure 
3.15. It may be noted that the time constant of the occupied space, 
is a function of the enclosed mass of air, the mass flow rate of air, the 
envelope characteristics and infiltration. Equation (3.26) can be gener­
alized to take into account more than one ambient temperature, as is the 
case with a floor or partition walls. Equation (3.26), represented by the 
block diagram of Figure 3.16, is in a form which can be coupled to the 
models of other elements in a control system to yield an overall transfer 
function for the building system. Once this overall transfer function is 
available for the building system, it should be possible to apply root 
locus, frequency response, sensitivity analysis, or other techniques of 
classical control theory to guide the designer of the system. 
S 
1  +  T S  
PERTURBATION ABOUT 
ROOM TEMPERATURE 
3a— 
ACT - T SETPOINT ro 
Figure 3.16. Block diagram presentation of mathematical model. 
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To conclude, the concepts of dynamic performance of a system as com­
pared to the steady-state performance have been introduced in this chap­
ter. Analytical models were derived for a commercial building from its 
transfer functions based on analog thermal circuits as reported in the 
literature. An open-loop model was used to predict dynamic performance of 
one zone in the commercial building and the results compared favorably 
with those of analog computer experiments found in the literature. A 
closed-loop model was derived from thermal analog circuits for one zone in 
a commercial building. The closed-loop model could not be applied to 
predict dynamics inside a zone of the commercial building firstly, because 
no closed-loop experimental data were available for the zone and secondly, 
because the model was too complex for analysis. Thus, a need to develop 
models of reduced complexity was identified. Recognizing this need a 
rational model of reduced complexity was derived from an energy balance 
on an occupied space. 
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4. MATHEMATICAL MODELS OF COMPONENTS FOR ENVIRONMENTAL CONTROL 
The block diagram for the mathematical model of an occupied space, 
shown in Figure 3.15, can be coupled to mathematical models of other com­
ponents for environmental control such as sensors, controllers, valves, 
actuators, heat exchangers and ducts. Mathematical models for these com­
ponents will be developed in this chapter. 
4.1 Terminology 
Since many environmental control systems function as feedback control 
systems, terminology used in feedback control systems (101) is introduced 
in this section. Figure 4.1 shows a block-diagram representation of a 
feedback control system containing the basic elements. Terms shoifn in 
Figure 4.1 are defined in accordance with the ISA Standard (101). 
4.1.1 Definitions; Variables in the system 
The command (v) is the input which is established by some means 
external to and independent of the feedback control system. 
The reference input (r) is derived from the command and is the actual 
signal input to the system. 
The controlled variable (c) is the quantity that is directly measured 
and controlled. It is the output of the controlled system. 
The primary feedback (b) is a signal which is a function of the con­
trolled variable and which is compared with the reference input to obtain 
the actuating signal. 
The actuating signal (e) is obtained from a comparison measuring de­
vice and is the reference input minus the primary feedback. This signal, 
CONTROLLER 
C0)-4FT(AH0 
ntftHtHce 
INPUT ELEMENT 
, ACTUATIN5 
RkhENENCE SIGNAL 
Gv 
CONTROL 
ELEMENTS Gl 
PRIMARY 
FEEOUACK 
b  FEEDBACK 
ELEMENTS 
1 
MANIPULATE! . 
VARIABLE 
m  
> 
DISTURBANCE U 
CONTROL LED 
SYSTEM 6Î 
COH-TROLIEO 
VARIABLE 
'-J Ul 
Figure 4.1. Block diagram of a feedback control system containing all basic elements. 
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usually at a low energy level, is the input to the control elements that 
produce the manipulated variable. 
The manipulated variable (m) is that quantity obtained from the con­
trol elements which is applied to the controlled system. The manipulated 
variable is generally at a higher energy level than the actuating signal 
and may also be modified in form. 
The disturbance (U) is the unwanted signal that tends to affect the 
controlled variable. The disturbance may be introduced into the system at 
many places. 
4.1.2 Definitions; System components 
The reference input elements (Gv) produce a signal proportional to 
the command. 
The control elements (G^) produce the manipulated variable from the 
actuating signal.^ 
The controlled system (G^) is the device that is to be controlled. 
2 
This is frequently a high-power element. 
The feedback elements (H) produce the primary feedback from the con­
trolled variable. This is generally a proportionality device but may also 
modify the characteristics of the controlled variable. 
Control elements can include amplifiers, switches, actuators, 
valves, etc. 
2 
"A heat exchanger is an example of the controlled system. 
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4.2 Feedback Elements 
In a control loop, the actions of the control are completely de­
pendent on the static and dynamic responses of the sensor (feedback ele­
ment) . The ideal response of a sensor is a signal which is proportional 
to the controlled variable. 
In the case of a thermal sensor, an element, at best, can only indi­
cate its o\fn temperature. This temperature is a function of the location 
of the sensor within the space, the thermal capacity of the sensor, and 
the surrounding heat transfer conditions. 
4.2.1 Thermal sensor as a first order element 
For a thermal sensing element at a uniform temperature, T^, immersed 
in a fluid of temperature T, the internal energy of the sensor, , is 
a product of its mass, specific heat and temperature: 
"int = (4-
where the element is assumed to be cylindrical in shape and 
d is the diameter 
1 is the length 
p is the density 
c is the specific heat 
If T^ changes with time, the rate of change of stored energy is 
AQ. ,2 dT (4.2) 
From the law of conservation of energy, this change in stored energy must 
be equal to the amount of heat transferred to the surroundings 
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AQ. . 
—^ = h(Trd)l(T - Tg) (4.3) 
where h is the heat transfer coefficient. Then combining (4.2) and (4.3) 
(•^ lp)c - h(lid)l(T - ip 
or 
dT^ ,, 
Equation (4.4) is a first order differential equation and its solution 
gives the temperature of the sensor at time, t. An expression for the 
time constant of this sensor may be obtained by rearrangement of 4.4: 
or 
T  S-^ + 1^ = 1 (4.5) 
where 
1 
is the time constant = (4.6) 
Taking Laplace Transform of equation (4.5) 
S 
For a small change in fluid temperature, AT, about an operating point, the 
change in the temperature of the sensor may be expressed as 
^For any other shape where surface area is A, the time constant T 
= pcV/hA. ® 
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AT 
-t/T 
=  K s ( l  -  =  S) = Hg(s) ( 4 . 8 )  
Equation (4.8) expresses the transfer function of a sensor as a first 
approximation. 
4.2.2 Factors affecting the response of thermal sensors 
Temperature sensing elements such as expansion bulbs, thermocouples, 
and resistance elements possess appreciable lag because of the heat trans­
fer characteristics of the surrounding medium and the heat capacity of the 
materials of construction. Thermal capacity of the sensor depends upon 
the mass and specific heat of the components. Heat is transferred to the 
thermal element by conduction, convection and radiation. Conduction is 
usually small compared to convection and radiation if the temperature of 
the sensor tends to be uniform. 
A bare thermocouple or bare bulb installed in a rapidly moving fluid 
has almost first-order response. In this case, the element time constant 
can be calculated if all the material and fluid characteristics are knoim. 
The time constant was derived in equation (4.6) and expressed as pcV/hA. 
Therefore, a short time constant requires element characteristics of low 
mass, large surface area, and low specific heat. 
The forced convection heat transfer coefficient can be calculated for 
a fluid flowing at right angles to a cylindrical thermal element. 
where 
Nu = Nusselt number = h^d/k^ 
h = convection coefficient 
c 
Nu = n(Pr)^'^(Re)'" ( 4 . 9 )  
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d = diameter of tube 
= thermal conductivity of fluid 
m = a constant given below 
n = a constant given below 
Pr = Prandtl number = c^y/k^ 
Cg = specific heat of fluid 
y = absolute viscosity 
V = kinematic viscosity (y/p^) 
= fluid density 
Re = Reynolds number (V^d/v) 
= velocity of fluid 
The constants in equation (4.9) depend upon Reynolds number as follows 
(102): 
Re n m 
40 - 4,000 0.68 0.47 
4,000 - 40,000 0.19 0.62 
40,000 - 400,000 0.026 0.80 
The velocity of fluid flow is a very important response factor. 
Equation (4.9) shows that the thermal-element time constant (l^ = pdc/4h) 
should vary inversely as the 0.62 power of velocity for Reynold Nos. 
4,000 - 40,000. 
The characteristics of the fluid surrounding the element are also 
important. Equation (4.9) indicates 
^0 7 0.3 0.62 
"c = /o.32 (4.10) 
SO that high thermal conductivity, high specific heat, high density, and 
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low viscosity of the fluid are necessary for fast response. For example, 
sensors immersed in air will have slow response than if immersed in water. 
In natural convection, the heat transfer coefficient will be governed by 
the expression Nu=C(GrPr)^ and thus is influenced greatly by fluid proper­
ties . 
For radiation heat trasnfer to a thermal element from a black body 
source, the heat flow is given by (103) 
T T 
^r ^ creA[ (IOQ) - ^ (^-11) 
where 
O = radiation constant 
£ = emissivity of thermal element material 
A = surface area of thermal element 
= temperature of source 
= temperature of receiving element 
This is a nonlinear equation and may be replaced by 
= h^A(T^ - T^) (4.12) 
if the coefficient of radiation transfer h is defined by 
r •' 
tir = x^=4a£0^ (4.13) 
where 0 is the average of the source and element temperatures in deg R/ 
100. When radiation is significant, the expression, h, in equations (4.3) 
through (4.6) must represent the combined heat transfer coefficient (h^ + 
hp. The time constant for a thermal element responding to radiation heat 
transfer depends greatly upon the average operating temperature 0. As 
equation (4.13) indicates, the time constant should vary inversely as the 
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cube of the temperature. The emissivity of the thermal element material 
should also be large to decrease the time constant. 
If the capillary tube connecting the sensor to the control elements 
is sufficiently long, heat transfers along the length of the tube can 
cause delay time and attenuation of the temperature. The mathematical 
model to predict the delay time and attenuation of temperature is de­
veloped in Section 4.7.1. 
In an electric circuit consisting of a capacitance C and a resist­
ance R, the time constant is RC. Similarly, in a thermal circuit, the 
time constant may be expressed as R^C^ where R^ is the thermal resistance 
to heat flow and is the thermal capacity of the bulb of a thermal 
sensor. 
From the expression for time constant 
= Vf (4-5) 
where 
Rg = (1/hA) 
= pcV 
The variation in h has the most significant effect on the value of 
the time constant T^, since it is subject to the widest possible range of 
9 2 
values, e.g., of the order of 5.68 W/m~°C for air, 56.78 W/m °C for oil, 
2 2 
up to 283.90 W/m °C for water, and up to 5678.3 W/m °C for boiling water. 
Thus, for the same sensor, the value of h, determined by heat transfer 
conditions between the sensor and the measured fluid, can cause to vary 
by a factor of 1,000. 
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4.2.3 Thermal sensor as a composite assembly 
Dynamic responses of a sensor, when the sensor is a composite assem­
bly of a well and a bulb (Figure 4.2), can be studied under the following 
two assumptions: 
A. The capacitance of the well is small compared to that of the 
bulb. 
B. The capacitance of the well is significant compared to that of 
the bulb. 
If the capacitance of the well is small, the value of may be 
approximated by 
where 
is the thermal resistance between the fluid and well 
R is the thermal resistance of the pocket between the well and the 
r 
bulb 
C is the thermal capacitance of the bulb 
Therefore, 
2 
1 In ID TI/D, TTD, _  
well F 
where ID is the internal diameter of well and D, is the diameter of 
well bulb 
the sensor. 
As an example, if the bulb and the well are made of steel, and 
Obulb = 0-012? m 
IDwell = 0-0190 m 
OD „ = 0.0222 m 
well 
E U .  
I. Dwell 
)  w e l l  D  b u l b  
///./// 
B U L B  
'T 'T 'T 'T "î" 
FLUID 
POCKET 
FJLLED WITH 
A.MEDIUM OF 
THERMAL CONDUCTIVITY KC 
Figure 4.2. Thermal sensor as a composite assembly. 
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h = 113.566 W/m^°C 
c = 509.96 J/Kg'C 
p = 7848.79 Kg/m^ 
For a sensor with the above data, the time constant is of the order 
of 21.84 minutes, 3.85 minutes, and 1 minute when the pocket is filled 
with air, oil or silicon jelly (G641, General Electric), respectively. So 
the resistance of the air space is the controlling resistance and must be 
reduced. A pocket filled with silicon jelly G641 represents a reduction 
of nearly 22 times in the value of the time constant, x^, when compared to 
the value of air in the pocket. 
If the capacitance of the well is not negligible, the sensor can be 
modeled as a second order system (104). 
d^T dT 
T  T  — +  ( T  +  T  )  +  T  =  T  ( 4 . 1 5 )  
w s , ^ 2  w  s  d t  s  dt 
where 
T = time constant of the well 
w 
T = time constant of bulb (sensor) 
s 
T = temperature of fluid 
A solution to equation (4.15) has been reported in reference (104) 
o max ° 
where 
AT = momentary difference between the indicated and actual tem­
peratures 
AT = difference between temperature of fluid and sensor tempera-
max ^ r, ture at t = 0 
86 
From equation (4.16), it can be seen that as the time constant of the well 
is increased, the overall lag is increased. 
The time constant of the well depends upon the thermal capacity of 
the well and the thermal resistance between the fluid and the well. The 
time constant of the sensor depends upon the thermal capacity of the bulb 
and the thermal resistance of the pocket fluid. Therefore the sensor as 
a composite assembly will have a fast response when: 
1. A close fit exists between the bulb and the well. 
2. The pocket is filled with a fluid of high thermal conductivity. 
3. The well material has a low specific heat. 
4. The fluid flows past the well at high velocity. 
4.3 Control Modes 
A control element can provide the manipulated variable from the 
actuating signal in many modes. Mathematical models for the different 
control modes are developed in this section. 
4.3.1 Two position control 
Two-position control is a type of control action in which the 
manipulated variable is quickly changed to either a maximum or minimum 
value depending upon whether the controlled variable is greater or less 
than the set point. The minimum value of the manipulated variable is 
usually zero (off). 
The equations for two-position control are 
m = M^ when e > 0 
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m = M when e < 0 ( 4 . 1 7 )  
o 
where 
= maximum value of manipulated variable 
MQ = minimum value of manipulated variable 
A differential or dead-band in two-position control causes the 
manipulated variable to maintain its previous value until the controlled 
variable has moved beyond the set point by a predetermined amount. In 
actual operation this action may be compared to hysteresis as shown in 
Figure 4.3. 
A differential may be intentional as is common in domestic thermo­
stats when employed for the purpose of preventing rapid operation of 
switches and solenoid valves and to enhance the life of the system. 
Two position control is simple and inexpensive but it suffers from 
inherent drifts. Rapid changes of the controlled variable are possible 
with .this type of control. Compared with other types of control actions, 
two position control can be more energy intensive. Some examples of 
applications of two position control include residential heating/cooling 
systems and roof top units in commercial buildings. 
4.3.2 Proportional control 
Proportional action is a type of control in which there is a con­
tinuous linear relation between values of the actuating signal and the 
manipulated variable. For purposes of flexibility, an adjustment of the 
control action is provided and is termed proportional sensitivity. Pro­
portional control may be described as: 
m = K e + M 
c 
(4.18) 
M, 
î m 
•e +  
Me 
(a) Two position control action. 
Figure 4.3. Two position control action. 
M 
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where 
K = proportional sensitivity 
M = a constant 
and other terms as defined previously. 
The proportional sensitivity, K^, is the change of output variable 
caused by a unit change of input variable. 
The constant M in equation (4.18) may be termed as the calibration 
constant because the selection of a value for M determines the normal 
(zero actuating signal) value of the manipulated variable. The operation 
of proportional control action is illustrated in Figure 4.4. 
For a unit step change in actuating signal 
e = 0 t < 0 
e = E t > 0 (4.19) 
where E is a constant; substituting in (4.18) 
m - M = K^E (4.20) 
The change in manipulated variable corresponds exactly to the change in 
deviation with a degree of amplification depending upon the setting of 
proportional sensitivity K^. Thus, a proportional controller is simply an 
amplifier with adjustable gain. 
Proportional control is more sensitive to the error signals compared 
to two position control and is capable of taking minor corrective actions. 
Proportion control is the least expensive out of continuous type controls 
but is more expensive compared to the two position control. Calibration 
procedures are more difficult for proportional control compared to the two 
a 
LLimt 
Kc X 1 
.UNIT STEP CHANGE 
OF e 
0 
T I M E  t  
Figure 4.4. Proportional control action. 
Kc m ) / 
-4 b 
o 
o 
91 
position control. Proportional control is used in air distribution sys­
tems, hydr.onic systems and in central systems for commercial buildings. 
4.3.3 Integral control 
Integral action is a type of control action in which the value of the 
manipulated variable m is changed at a rate proportional to the actuating 
signal. Thus, if the actuating signal is doubled over a previous value, 
the final control element is moved twice as fast. When the controlled 
variable is at the set point (zero actuating signal), the final control 
element remains stationary. 
Mathematically integral control may be expressed as 
m = —^— e (4.21) 
int 
or, in integrated form 
m = —^— / e dt + M (4.22) 
int 
where 
M = constant of integration 
t^^^ = integral time (defined as the time of change of manipulated 
variable caused by a unit step change of e) 
The operational form of the equation is 
m = —^ e (4.23) 
int 
and is shown in Figure 4.5. 
For a step change of actuating signal 
e = 0 t < 0 
e = E t > 0 (4.24) 
STEP CHANGE 
OF e 
1 / tint S 
T IME t 
riniirti 4.5. OiuM.iiliin of intoi'.ral (Hintrol action. 
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where E is a constant. Substituting in equation (4.22) and integrating 
m - M = —^ Et (4.25) 
int 
Thus, the manipulated variable changes linearly with time and "inte­
grates" the area under the actuating signal function. For a unit step 
change of actuating signal (E = 1.0), the slope of the line is inverse of 
integral time (Figure 4.5). 
Integral control has the advantage over proportional control that it 
tends to zero the offset, but it requires more expensive calibration pro­
cedures. Its maintenance is more difficult. Some applications of inte­
gral control include control of boilers, solar storage systems and meat 
processing plants. 
4.3.4 Proportional-derivative control 
Derivative control action may be defined as a control action in which 
the magnitude of the manipulated variable is proportional to the rate of 
change of actuating signal. This control mode has many synonyms such as 
"pre-set," "rate," "booster," and "anticipatory control" action. Deriva­
tive control response is always used in conjunction with the proportional 
mode. It is not satisfactory to use this response alone because of its 
inability to recognize a steady-state actuating signal. 
Mathematically a proportional-derivative (PD) control action is de­
fined by 
+ M (4.26) 
derivative 
m = K e 
c 
+ 
propor­
tional 
where t^ = derivative time and other variables as described previously. 
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PD is the simple addition of proportional control and rate control action 
as shown by the operation equation 
m = K (1 + t S)e 
c a 
Proportional-derivative action is not adequately described by em-
plying a step change of actuating signal because the time derivative of a 
step change is infinite at the time of change. Consequently, a linear 
(ramp) change of actuating signal must be used: 
e = Et (4.27) 
where 
E = a constant 
t = time 
Substituting equation (4.27) and its first time derivative into equation 
( 4 . 2 6 )  
r a - M = K E ( t + t j )  
c d 
The actuating signal is defined at time t, whereas the manipulated 
variable is defined at (t + t^)• The net effect is to shift the manipu­
lated variable ahead by time t^, the derivative time. As shown in Figure 
4.6, the controller response leads the time change of actuating signal. 
Derivative time is defined as the amount of lead, expressed in units of 
time, that the control action is given. In other words, derivative time 
is the time interval by which the rate action advances the effect of pro­
portional control action. 
Proportional-derivative control has the advantage of a rapid response 
to the magnitude and to the rate of change in loads. However, PD control 
can become unstable easily because it has no zeroing capability. This 
PROPORT 1 OH + DERIVATIVE 
COflTHOL ACTION TO A 
RAMP DERIVATION 
R A-PROPOHTION TO A RAMP 
ACTUATING SIGNAL 
TIME t 
Figure 4.6. Proportional-derivative control action. 
> ) ® Î Kc( It-trfs) m \ / > 
b 
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control is useful for controlling environments in buildings with large 
variations in occupancy. 
4.3.5 Proportional-integral control 
Integral control action is often combined additively with proportion­
al control action. The combination is termed proportional-integral or 
proportional plus reset control and is used to obtain advantages of both 
control actions. 
Proportional-integral control action is defined by the following 
differential equation 
, K dm c 
.  + " ^ 0  3 #  
integral 
( 4 . 2 8 )  
proportional 
or, in integrated form 
^ ° ^ ' ""'integral + 'Kc * + «Iproportlonal 
where terms are as previously described. These equations illustrate the 
simple addition of proportional and integral control actions. In opera­
tional form: 
m = K (—^ + 1) e (4.30) 
^ ^int^ 
where the system function K^/(t^^^S) identifies the integral action and 
the system function identifies the proportional action. 
Proportional-integral (PI) control action has two adjustment parame­
ters, the proportional sensitivity and integral time t^^^. The propor­
tional sensitivity is defined the same as for the proportional control 
action. With the integral response turned off (t^^^ ->• =°) , the proportion­
al sensitivity is the number of units change in manipulated variable in 
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per unit change of actuating signal e. As clear from equation (4.30), 
the proportional sensitivity affects both the proportional and integral 
parts of the action. 
The integral action adjustment is achieved through integral time. 
For a step change of actuating signal e, the integral time, t^^^, is the 
time required to add an increment of response equal to original step 
change of response as shoifn in Figure 4.7. Another terra used with this 
type of control is reset rate, defined as the number of times per minute 
that the proportional part of response is replicated. Reset rate is 
therefore called "repeats per minute" and is the inverse of integral time. 
For a step change of deviation 
e = 0 t < 0 
e = E t > 0 (4.31) 
Substituting in equation (4.28) 
m - M = K E(—^ + 1) (4.32) 
^ int 
This is the equation for a straight line. The first term, t/t^^^, is 
the integral response, and the second term is the proportional response. 
The latter is indicated by dotted line of Figure 4.7. 
PI control has the advantage that it can compensate for changes in 
input in addition to compensating the deviations in the controlled varia­
ble. High cost of maintenance is a disadvantage with this type of con­
trol. 
PROPORTIONAL 
4 INTEGRAL , 
PROPORTIONAL ONLY 
Kc STEP change 
O F  e 
T IME t 
Figure 4.7. Operation of proportional-integral control. 
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4.3.6 Proportional-integral-derivative control 
The additive combination of proportional action, integral action, and 
derivative action is termed proportional-integral-derivative action. It 
is described by the differential equation 
K 
m = 
'int 
+ K e 
c 
integral 
+ K t ,e 
c d 
proportional 
(4.33) 
derivative 
or 
K 
m = 
'"int 
/ e dt + K e + M 
c 
integral 
+ K t ,e 
c d 
proportional 
The operational equation is 
m = K (-^— + 1 + t\S)e 
^ Stint d 
derivative 
(4.34) 
(4.35) 
Proportional-integral-derivative (PID) control action is illustrated in 
Figure 4.8 in which the change of manipulated variable is shovm for a ramp 
function of the actuating signal. 
e = Et (4.36) 
Substituting this ramp function and its time derivative into equation 
(4.34): 
m - M = K E(—^ / t dt + t + t J 
c 'int ^ 
Integrating the first term 
2 
(4.37) 
m - M = K E( (4.38) 
The proportional part of the control action repeats the change of actuat­
ing signal (lower straight line) in Figure 4.8. The derivative part of 
—  P R O P O H r i û M A L  O E n i V A T I v e  I N T E G R A L  
--pRÛfORTlOHM OtnWAllVE 
lli 
_  I  
m 
- ^ - - f R O P o n r t o r u i  O M I Y  
m Kc((l/tmlS) + U {dS J 
iji 
T I M F. 1 
Figure 4.8. Operation of proportional-integral-derivative control. 
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the control action adds an increment of manipulated variable proportional 
to the area under the deviation line and as Figure 4.8 shows, the incre­
ment increases because the area increases at an increasing rate. The 
combination of proportional, integral, and derivative actions may be made 
in any sequence, because these actions are described by linear differen­
tial equations. 
PID control action has many advantages. It can compensate for magni­
tude and rate of change in input. It zeroes the deviation in controlled 
variable and is the most energy efficient. However, it is the most ex­
pensive of all the controls and is difficult to calibrate. It is very 
hard to help PID control stable and requires frequent calibration checks. 
PID control is applied in environmental control chambers for scientific 
research, and in variable air volumne HVAC systems. 
4.4 Actuators 
An actuator is a device which converts the output of a control ele­
ment into an input signal for the final control elements such as valves 
and dampers. In many cases an actuator incorporates an amplifier. The 
actuator must provide an accurate output position proportional to the 
input signal in spite of various forces acting on the output member. The 
most important forces are: 
1. Inertia forces caused by the mass of moving parts. 
2. Static friction forces during impending motion of two adjacent 
surfaces. 
3. Thrust forces caused by weight and unbalanced fluid pressure. 
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Thus the actuator is often required to employ a power-amplifiying 
mechanism. The actuator may be powered by electric, pneumatic or hydraul­
ic means. 
4.4.1 Electrical actuators 
Electrical actuators are commonly used in HVAC systems to control air 
flow. Mehta (105) has reported a mathematical model for an electrical 
actuator which can be used as a damper motor. Kirchhoff's laws were ap­
plied to model the electric motor. The shaft assembly was modeled as a 
mass and damper. The model reported can be expressed as 
R(T + 1) (M.S" + B S) 
mot 1 
where 
Ay is the change in output (displacement) 
AE is the change in input (voltage) 
B is the flux density of the field of motor 
d is the diameter of the moving motor coil 
N is the number of turns in the motor coil 
R is the resistance of the motor coil 
T is the time constant for the motor 
motor 
is the mass of the shaft 
B^ is the effective damping 
4.4.2 Pneumatic actuators 
A pneumatic actuator may be modeled as a spring-mass-damper combina­
tion. Forces applied to include the hysteresis and flow force on the 
item. The relation between the output (displacement) and the input 
(pressure) may be expressed as (106) 
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Ay(a) A AF^(s) + AF„(s) 
+ »act= + Kacc) + »act= + '^act' 
(4.40) 
The second term on the right hand side of equation (4.40) adds a non­
linear term and equation (4.40) can be used to describe the performance of 
the actuator for small changes in variables about an operating point. De­
tails of symbols used in equation (4.40) are as follows: 
Ay = small change in output (displacement) 
AP = small change in input signal (pressure) 
A = area of piston 
= mass of moving members 
B ^ = effective damping 
act 
= effective spring action 
AFp = small change in frictional forces 
AF^ = small change in hysteresis forces 
4.4.3 Hydraulic actuators 
Hydraulic actuators are used only when large power levels are needed. 
Mehta (105) has derived a mathematical model for an hydraulic actuator 
from pressure flow relations and force balance considerations. His model 
is reproduced below 
AC(s) ^a' + 'S. 
XactKcKjS' + (Kc^dBact " "act'^e'^d " 
+ + Wact - + ^ Wact " V 
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The performance of the hydraulic actuator is also described by a 
nonlinear model and equation (4.41) is a linearized form valid for small 
changes about an operating point. Symbols used in equation (4.41) are as 
follows: 
AC = small change in output (displacement) 
AZ = small change in input (displacement from pre-amplifier) 
= mass of moving parts 
B ^ = effective damping 
act 
K = constants involving the physical dimensions of various parts 
4.5 Final Control Elements 
Final control elements convert the outputs of actuators (displace­
ment) to manipulated variables, e.g., flow of a fluid. A control engineer 
has a variety of arrangements and characteristics of these devices from 
which to choose, with the choice dependent upon such items as fluctuations 
in pressure drop across the valve, the accuracy with which the device can 
be sized and the process characteristics. So the mathematical model for 
the control device will vary from one application to the other. As valves 
and dampers are the primary types of final control elements found in HVAC 
systems, basic characteristics of fluid flow through these devices are 
given here: 
m^ = CjA/2g(h^ - h^) (4.42) 
where 
m^ = fluid flow rate 
C^ = coefficient of discharge 
A = area open to flow 
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= upstream static head of flowing fluid 
h^ = downstream static head of flowing fluid 
The area of port opening of the final control element will be assumed 
proportional to stem position so that 
CA = KAC (4.43) 
a 
where 
K = an overall coefficient 
AC = change in stem portion or lift 
Combining equations (4.42) and (4.43) 
Am^ = [K/2g(h^ - hg)]AC (4.44) 
This equation illustrates that the change in fluid flow rate Am^ 
through the final control element, i.e., valve, is directly proportional 
to lift Ac if (1) the differential head (h^ - h^) is constant and (2) the 
overall coefficient K is constant. In practice these two conditions rarely 
prevail and it is necessary to modify the mathematical model for the con­
trol valve expressed by equation (4.44) according to the prevailing condi­
tions . 
These conditions should include the effect of series resistance which 
may result from the pipe line or duct work, orifices, hand valves, heat 
exchangers, or other equipment installed in series with the final element. 
For example, in practice the valve exists in a pipe line whose pressure 
drop varies with the flow according to the Darcy-Weisbach equation 
f  D (4-45) 
where 
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= head loss of flowing fluid 
F = friction coefficient (from Moody diagram) 
L = equivalent length of pipe 
D = inside diameter of pipe line 
V = velocity of flow 
The head loss therefore depends upon flow rate. Equation (4.45) may 
be written in terras of flow rate 
gD 
Modifying equation (4.44) due to pipe resistance 
Am = [K/2g(H„ - H_ - AHITIAC (4.47) 
W U Z L 
Equation (4.47) gives the modified mathematical model for a final control 
element which includes the head loss due to pipe or duct resistance. 
Similarly, modifications to K in equation (4.44), depending upon the 
relationship between A and AC, should be incorporated. Relationship be­
tween A and AC will depend upon the type of valve (quick opening linear or 
equal percentage). These flow characteristics are often supplied by the 
manufacturers. 
4.6 Controlled Devices 
Over the past several years much work has been done on the dynamics 
of heat exchangers (31-37,39,41-43). These papers set forth a very com­
plex method of analysis. Recently, a simple relationship for the dynamics 
of heat exchangers has been pursued (38,40,29). A simple model which 
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describes the dynamics of a heat exchanger is reported here which follows 
the development in reference (29). 
The heat exchanger is modeled as a simple tube in crossflow (Figure 
4.9). The coil tube is envisioned to be a block of metal (copper tube 
plus aluminum fins) that has a uniform temperature throughout, although 
this temperature changes with respect to time. The following symbols 
apply to the model: 
t^^ = temperature of inlet air 
t^^ = temperature of outlet air 
t^^ = temperature of inlet water 
t^^ = temperature of outlet water 
t = mean water temperature t . + t /2 
w wi w 
t^^ = temperature of coil at water inlet 
t^^ = temperature of coil at water outlet 
t = mean temperature of coil = t . + t /2 
C CL CO 
m = flow rate of water 
w 
m = flow rate of air 
a 
C = specific heat of water 
pw 
C = specific heat of air 
pa 
Further specifications of the dynamic model of the coil includes the 
proposal that the rate of heat transfer from the water to the coil can be 
represented by the equation 
where 
^ = rate of heat transfer between water and coil 
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Figure 4.9. Model of a coil as a single tube in crossflow. 
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A = water side heat transfer area of coil 
w 
h = water side heat transfer coefficient 
w 
The potential for heat transfer assumed in equation (4.48) is the differ­
ence of the mean water temperature and the mean coil temperature. The 
equation for the heat-transfer rate from the coil to the air is 
'c-a • - ''al 
where 
0 = rate of heat transfer from the coil to the air 
"c-a 
A = air side heat transfer area of coil 
a 
h = air ride heat transfer coefficient 
a 
The final three equations are energy balances on air, water, and 
coil, respectively. 
Air: Q = m C (t - t .) (4.50) 
c-a a pa ao ai 
dt 
Water; mC (t.-t )=Q +MC —r~ (4.51) 
w pw wi wo w-c w pw dt 
where 
M = mass of water in coil 
w 
t = time 
coil: <''•=2) 
where 
M C = thermal capacity of coil 
c c 
Substituting for Q and Q from equations (4.48) and (4.49) into 
w—c c—a 
equations (4.50), (4.51) and (4.52): 
- ("ai + Cao'/Z] » " 'al' 
dt 
m  C  ( t . - t  )  =  A  h  ( t  - t ) + M C  - r r  ( 4 . 5 4 )  
w  p w  w i  w o  w w w  c  w  p w  d t  
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c (4.55) 
c c dt 
Simultaneous solution of equations (4.53), (4.54) and (4.55) de­
scribes the dynamics of the heat exchanger. 
Values of heat transfer coefficients in these equations (4.53-4.55) 
will be functions of the operating point. Moreover, it would seem neces-
corporate the effect of fin efficiency. Information on products of heat 
transfer coefficients and areas of the coil at various operating points 
can be obtained experimentally by plotting Wilson's plots (107) for the 
coil. Once this information is available changes in air temperature at 
the outlet due to changes in water flow rate can be calculated from equa­
tions (4.53-4.55). Experimental studies reported in reference (29) show 
that the dynamics of a heat exchanger can be described by a first order 
system and the transfer function can be expressed as: 
Components used to transport fluids such as ducts, pipes, fans and 
pumps are modeled in this section. 
4.7.1 Ducts and pipes 
Ducts and pipes carrying fluids may be modeled as shown in Figure 
4.10. Taking an energy balance for a control volume of the conduit of 
unit length with constant and uniform air temperature surrounding it (40), 
it can be written: 
sary to specify whether is prime or extended surface and also to in-
(1 + TyS) (4.56) 
4.7 Distribution Components 
Ill 
Figure 4.10. Model of a duct. 
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36 38 
Pa^cCpa IhT + inf + ^ 1(^3 " 8=) = 0 (4.57) 
38 
w  C  +  h  0  -  h . 0  = 0  ( 4 . 5 8 )  
c c o t o c i a  
where 
= density of supply air 
A = area of cross section of conduit 
c 
= specific heat of supply air 
6^ = temperature of supply air above ambient 
t = time 
m^ = mass rate flow of supply air 
h^ = conduit inside heat transfer coefficient 
h = conduit outside heat transfer coefficient 
o 
6^ = temperature of conduit above ambient 
w^ = weight of conduit per unit length 
= specific heat of conduit material 
Performance of interest is the response of temperature at any place 
in the conduit to changes of inlet temperature. The transfer function can 
be derived by taking Laplace Transform and solving for 
0 (s) T S 
Gq(S) = Q = e(-aLs)e(-3L)e(-aL(^ g+^) (4.59) 
where 
a = p A /m 
a c a 
L = length of duct 
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The first exponential term is the delay time, the second is the 
attenuation of the air temperature due to transfer of heat to the duct, 
and the third exponential function is a phase shift and attenuation due to 
transfer of heat from duct to the surrounding air. For short ducts as in 
residences, unity gain with zero delay and zero phase shift may be assumed 
(51). 
4.7.2 Fans and pumps 
Only a part of the electrical energy used by the motor of the fan 
(pump) is converted to useful shaft work and the rest of it is dissipated 
in the form of heat in the drive system. The efficiency of an electrical 
motor (ri) used in a fan (pump) may be defined as the ratio of the energy 
delivered to the shaft to the total electrical energy input to the motor. 
The efficiency of the fan (pump), n^,may be defined as the ratio of the 
energy imparted to the fluid to the energy delivered to the shaft. The 
energy imparted to the fluid is used in the following ways: 
a. To impart kinetic energy to the fluid. 
b. To increase static pressure. 
c. To directly heat the fluid by friction and turbulence. 
Static efficiency of the fan (pump), may be defined as the ratio 
of the energy used to increase the static pressure to the energy delivered 
to the shaft. Assuming kinetic energy to be small compared to other com­
ponents, the temperature change of the fluid across the fan (pump) can be 
expressed as 
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or for small changes in flow rates 
Am (s) n(rif - n ) _ 
ÂwfiT- TC, 
where 
AT = the temperature increase of the fluid 
W = the electrical energy input to fan (pump) 
= the maximum flow rate of fluid 
Cg = the specific heat of the fluid 
Values for the efficiency will vary with system loads and character­
istic curves or experimental data will be required to solve 4.60 for 
dynamic conditions. 
4.8 Occupant as a Control Loop Component 
Mathematical models to predict the occupant's responses to a thermal 
environment were reviewed in Section 2.1 (Table 2.1). Simulating a 
building's thermal behavior can be given an added dimension if the occu­
pant's thermal responses can be coupled to those of other components in a 
building system. To accomplish this coupling, the following two steps are 
required; 
a. To identify those thermo-physical variables in comfort models 
which can be used as control signals for HVAC systems. 
b. To identify a transfer function of the occupant. 
4.8.1 Identification of thermo-physical variables 
Variables in different comfort models were summarized in part (g) of 
Table 2.1. Variables in Fanger's model which can be used as control 
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signals to HVAC system are water vapor pressure at indoor environment con­
ditions, indoor air dry bulb temperature, mean radiant temperature, con-
vective heat transfer coefficient as a function of air velocity, and ac­
tivity level as a function of CO^ concentration levels in the occupied 
space while constant Clo values are assumed. 
In Pierce Two Node Model, water vapor pressure at dew point, opera­
tive temperature and convection heat transfer coefficient are functions of 
room air dry bulb temperature, humidity, and air velocity. They can be 
used as control signals at constant clothing. 
The KSU model predicts thermal sensation from changes in thermal con­
ductance between core and skin in cool environments and from skin wetted-
ness in warm environments. These two factors are functions of room air 
dry bulb temperature, humidity, mean radiant temperature, air velocity, 
metabolic activity and thermal properties of clothing. Again room air dry 
bulb temperature, humidity, air velocity and mean radiant temperature can 
be transduced to signals to control the operation of HVAC systems. Meta­
bolic activity rate can be used as a control signal by sensing CO^ concen­
trations in the occupied space at constant clothing. 
4.8.2 Transfer function of the occupant 
The mechanisms by which man and other homiotherms maintain a rela­
tively uniform body temperature under varying environmental thermal loads 
have been under active study since 1884 (108). Over the years, a good 
deal of insight into temperature regulation by man has been gained by 
comparison of his responses with those of physical control systems used by 
engineers. Hardy (109) made an extensive literature search on control 
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systems in physiological temperature regulation and concluded that thermo­
regulatory control system can be modeled as a proportional-derivative 
controller. Input variables identified by them were: 1) level and rate 
of change in hypothelamic temperature, 2) level and rate of change in skin 
temperature, and 3) level and rate of change of deep sub-dermal tempera­
tures. Three major outputs during regulation at constant environmental 
temperatures were: 1) increased metabolism (shivering and nonshivering 
heat production) in response to cold, 2) vasomotor responses to heat, and 
3) sweating (panting) responses to heat. 
If the occupant is considered as a control loop component in a HVAC 
'system, he may desire to change the set point on the thermostat rather 
than a change in metabolic rate or vasomotor regulation. A modified dia­
gram for the two position residential heating system of Figure 3.14 is 
shown in Figure 4.11 which includes the occupant as a second feedback 
element. The mathematical model for the second feedback element is (refer 
to equation (4.27)) 
AV (s) 
= K (1 + t.S) (4.61) 
AT(s) occ d*" 
where AV^(s) is the desire to change reference temperature and AT is the 
change in space temperature. 
In this chapter, mathematical models of various components in an 
environmental control system have been developed. The occupant has been 
treated as one of the components of the system. The mathematical models 
developed in this chapter can be coupled together to develop a mathemati­
cal model for a particular environmental control system. This procedure 
will be the subject of the next chapter. 
CHANCE IN 
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IJIPUr ELEMENT 
Figure 4.11. Block diagram for a two position residential heating system including the 
occupant. 
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5. MATHEMATICAL MODELS OF SYSTEMS FOR ENVIRONMENTAL CONTROL 
Mathematical models developed for occupied spaces (Section 3.3) and 
for components for environmental control (Chapter 4) can be coupled to 
derive models for HVAC systems. To show the flexibility of the method, 
models have been developed for the following cases: 
1. A forced air heating system for a single family residence. 
2. A fan coil heating system for a class room. 
3. A constant volume dual duct heating and cooling system for an 
office building. 
5.1 A Heating System for a Single Family Residence 
A schematic representation of a forced air heating system for a 
single family residence is shown in Figure 5.1. A block diagram repre­
sentation of a heating system for a single family residence is shown in 
Figure 5.2. Transfer functions of the various blocks shown in Figure 5.2 
are as follows; 
Transfer function of the two position controller: 
K(s) = 0 (off) 
K(s) = 1 (on) 
Transfer function of the occupied space for inputs from furnace, occupants 
and internal sources (see equation (3.26)); 
FURNACE FAN 
cond 
OCCUPIED SPACE 
THERMOS TAT 
(AWBIENT 
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Figure 5.1. Schematic representation of a forced air heating system for a single family 
residence. 
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Figure 5.2. Block diagram of a heating system for a single family residence. 
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m C , 
P , V _ x-u _ a pa 1 
2^3/ (1 + T s) (m C + UA + K.) (1 + T S) 
a pa O S  
R ( \ 4A UA 1 
(1 + T  S) ( m  C + UA + K.) (1 + T  S) 
OS ' " a pa 2 
Transfer function of the feedback element 
Ks's) • (1 +% S) 
O S  
Time constant of the occupied space (see equation (3.30)) 
M C 
a pa 
O S  (m C + UA + K„) 
a pa 2 
In the transfer functions described above, and are described by 
equations (3.24) and (3.25), respectively: 
T=const 
Q=const 
Transfer function of the occupant as a feedback element 
H (s) = K (1 + t.S) 
occ occ d 
To derive the closed-loop transfer function, it can be written from 
Figure 5.2 
AT(s) = G^(s)[(ATg2^ - Hg(s)AT)K(s) + AQ^(s) + AQ^^^(s) + AQ^^^(s)] 
+ G2(s)AT^ + G2(s)A T^ 
Rearranging 
AT(s) = 
K(s)G^(s) 
AT 1 + K(s)G^(s)Hg(s) set 
G^^s)(Aq2(s)+AQQ^^(s)+AQin^(s)) 
1 + K(s)G^(s)H (s) 
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+ GgCsiAT^fs) + 0^(3)^X^(3) (5.1) 
To couple the occupant as a second feedback component, substitute in 
equation (5.1): 
ATset = GR(s)H,cc(s)AT 
K(s)G (s)G (s)H ( 3 )  G (s) 
" 1 + K(s)G^(s)Hg(s) 1 + K(s)G^(s)Hg(s) 
+ AQo^^(s) + AQ.^Js)) + G2(s)AT.(s) + G3(s)AT^(s) 
or rearranging: 
G (s)[l+K(s)G.(s)H ( 3 ) ] [AQ . ( 3 ) + AÔ ^^(s )+AQ. fs)] 
AfM _ -L i. S 1 occ int. 
[l+K(s)G^ (s)H (s)] [l+K(s)G/s)H (s)-K(s)Gt (s)G„(s)H ^^(3)] 
X S X S X OCC 
+ G,(s)AT^(s) + G^(3)AT^(S) (5.2) 
Equation (5.2) describes the closed-loop transfer function of a heating 
system for a single family residence which is coupled to the occupant. 
The derivation is relatively simple because the dynamics of the duct and 
supply fan have not been included. The exclusion is justified in the case 
of a residential facility since the duct lengths are not very long and rate of 
supply air is fairly constant. Absence of a mechanical air ventilation 
system has kept the derivation of the closed-loop transfer function rela­
tively simple. 
5.2 A Fan Coil System for a Class Room 
A schematic representation of a fan coil system with mechanical 
ventilation for a class room is shown in Figure 5.3. A block diagram 
representation of the fan coil system is shown in Figure 5.4. 
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Figure 5.4. Block diagram of a fan coil system for a class room. 
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Transfer functions of the occupied space for heat exchanges from the 
heat exchanger, occupants and internal sources G^(s), for the mixed air 
temperature input G^Cs), and for the ambient temperature inputs G^Cs) are 
described by equation (3.26). 
Transfer functions of the sensor H^(s), the occupant the 
controller G^(s), the actuator G^(s), the valve G^(s), the heat exchanger 
G (s), the fan G (s) and the duct G have been discussed in Chapter 4. 
To derive the closed-loop transfer function, the basic equations 
associated with Figure 5.4 may be expressed as: 
(5.3) 
(5.5) 
(5.4) 
Therefore 
AT(s) = G^(s)(AQ% + + AQ.^^) + G3(s)AT^(s) (5.6) 
(5.7) 
AT^(s) = G2(S)AT^(S) (5.8) 
m AT + m AT 
AT^(S) - GP(S)ATP(S) - GP(S) [• oa a ra (5.9) 
m 
a 
Combining equations (5.8) and (5.9): 
^To(s) - G2(s)Gp(s)[ 
m~ 
a 
(5.10) 
Also 
Am^ = G^(s)G^(s)G^(s)(Ap^^^(s) - H^(s)AT(s)) (5.11) 
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Substituting (5.10) and (5.11) in (5.7) and then substituting (5.7) in 
(5.6) and on rearrangement (see Appendix E for detailed calculations); 
AT(S) . 
G^fs) 
+ xTsi- (AQocc + AQin;) 
, (5.12) 
m  X ( s ) ;  " a  
where: 
G (s)G (s)G (s)G (s)m C 
X(s) = [1 - (— ^+ G^(s)G^(s)G^(s)G^(s) 
a 
To couple the occupant as a second feedback component, substitute in 
equation (5.12) 
Afseefs) = G^(s)H^^^(s)AT(s) 
Rearranging (see Appendix E for detailed calculations): 
G, . . m G_ - GLGuG-G^m C 
' • X(s) - Y(3) "«O=C + '"INT* + ° \(S) - YI) "  
where; G's are in Laplace Domain and, 
Y(s) . G^(s)C„(s)G^(s)G^(s)G_^(s)Cp^(e_^^ - t„^)G^(s)G„^^(s) 
Equation (5.12) describes the closed-loop transfer function of a fan 
coil heating system with mechanical ventilation for a classroom without 
occupants coupling. Equation (5.12) is similar to equation (5.1) derived 
for a forced air heating system for a residence. The derivation of equa­
tion (5.12) has been complicated due to the inclusion of the dynamics of 
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controller, actuator, valve, and heating coil. The mechanical ventilation 
loop has added to the complexities of the model. The effect of the me­
chanical ventilation subsystem can be seen by comparing the inputs in 
equations (5.1) and (5.12). The mixed air temperature, T^, has been de­
scribed in terms of space temperature T and ambient temperature T^ due to 
the mixing process. Equation (5.13) is the closed loop transfer function 
of the fan coil heating system to which the dynamics of the occupant have 
been coupled and is similar to equation (5.2). The increased degree of 
complexity discussed for equation (5.12) also applies to equation (5.13). 
5.3 Constant Volume Dual Duct System for an Office Building 
A schematic representation of a constant volume dual duct heating and 
cooling system is shown in Figure 5.5. A block diagram for the constant 
volume dual duct system is shown in Figure 5.6. Block numbers 1, 2, 3,4, 5 
and 6 represent room system, mixed air control system, steam humidifier 
system, hot deck system, cold deck system and mixing box system, respec­
tively. Block numbers will be used as subscripts for various parameters 
in describing the system. The following notation is used for different 
transfer functions in Figure 5.6. The symbols in capital letters repre­
sent Laplace Transform domain, and the Laplace variable (s) is implied. 
H: transfer function of a feedback element 
G: transfer function of a controller 
P; transfer function of a duct 
R: transfer function of occupied space 
C: transfer function of a coil 
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Figure 5.5. Schematic representation of a constant volume dual duct system for an office 
building. 
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K: transfer function of an actuator, a damper motor or of a valve 
B: transfer function of a fan 
To derive the closed-loop transfer function, it is recognized that 
there are four feedback loops in the block diagram of Figure 5.6. The 
feedback loops are in blocks 1, 2, 3 and 4. The performance of any feed­
back loop is dependent upon the performance of other loops. Three typical 
equations are required to describe the coupling between subsystems, a mass 
balance, an energy balance and a control equation. This is in line with 
the technique used in deriving the transfer functions of a heating system 
for a single family residence and of a fan coil heating system. Fan coil 
heating system had one extra subsystem (mechanical ventilation system) 
compared to the residential heating system and the coupling of mechanical 
ventilation required a mass balance equation and an energy balance equa­
tion to derive equation (5.9). The coupling equations for the various 
subsystems in Figure 5.6 have been derived under the assumption that the 
infiltration rates in the room system do not change with time. Further, 
it is assumed that the mass flow rate of return air is constant with re­
spect to time and is equal to the mass flow rate of supply air for the 
room. 
For the coupling of room, mixing box and cold deck systems, the 
equations may be expressed as: 
Mass balance: 
AM , = AM., , + AM. . = 0 (5.14) 
ol ih6 ic6 
Energy balance: 
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&olAhaol + + R[Ah,, 
+ AQocc + AQlnt + Mol(haii- hao^)] 
(5.15) 
AMic6haic6 = AMicshaicS + (5.16) 
^^ihô^ihô "*" ^^aic6^aic6 " ^b6^^a06 " ^ aih6^ 
^ic6^^aic6 ~ \ic6^ 
(5.17) 
Control equation: 
AKih6 ' (AS?! - Aha.lHl)GlE6 
ASP, = GrK.cc&h,,i (5.19) 
For the coupling of room, mixed air control and humidifier subsys­
tems, the equations may be expressed as: 
Mass balance: 
"ol • "l3 • \2 (5-2°) 
"i3 • K.  + "„a (5-21) 
"oa ° ".l(i - « <5-22) 
whçre 
^  -  Ka 'Kl  
Energy balance: 
"ol'-aol + "oa'-ao + + «s»s2 ' "oa^aoa + ^ oZ^Kol " "aoa' 
"oa^aol "02'^» - "I.) (5.23) 
A^il^aoZ * " "03^03 (5.24) 
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Control equations: 
- (ASP, - Ah^^jH3)G3K3 (5.25) 
AX = (ASPj - (5.26) 
For the coupling of mixing box, hot deck and humidifier subsystems, the 
equations may be expressed as: 
Mass balance: 
AM., , = AM.„ + Am (5.27) ihb ij s 
AM „ = AM.„ + Am (5.28) 
oi IJ s 
Energy balance: 
^^^03^303 ^"^wh^\ih ~ ^ woh^^4 " ^"o4^ao4 ^^'io3^^ai4 " ^ai4^ 
(5.29) 
Control equation: 
• (ASP4 - '^''ao4«4>=4>^4 
Simultaneous solution of equations (5.14-5.30) describes the closed-
loop performance of the constant volume dual duct heating/cooling system 
shown in Figure 5.6. It is observed that as the number of subsystems and 
control loops in HVAC systems increase, the analysis gets more and more 
complex. In a fan-coil heating only one additional subsystem (mechanical 
ventilation) was added compared with the residential heating whereas five 
additional subsystems and three additional control loops have been added 
for the constant volume dual duct system. The addition of subsystems and 
control systems requires more mass balance energy balance and control 
equations and, as such, a computer solution of the equations is more de­
sirable. A computer program written to solve equations (5.14-5.30) can 
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also provide the flexibility of calculating outputs to one or more inputs 
at a time. 
To conclude, modular models developed in Chapters 3 and 4 for the 
components of environmental control systems have been coupled for three 
different HVAC systems in this chapter. The basic approach of writing 
mass balance, energy balance and control equations has been stressed. The 
added complexities due to additional subsystems and control loops have 
been identified. 
134 
6. EXPERIMENTAL VALIDATION OF A SYSTEM 
FOR ENVIRONMENTAL CONTROL 
Mathematical models to predict dynamic conditions inside an occupied 
space were developed in Chapter 3. Development from analog passive cir­
cuits was reported in Section 3.2. In Section 3.2.3 experimental data 
available from the work done by Magnussen (26) were used to validate the 
dynamic responses predicted from analog thermal circuits model. It was 
concluded there that models from analog thermal circuits can accurately 
predict dynamic conditions inside a building. However, it was shown there 
that the technique can lead to a very complex mathematical analysis, is 
limited in its applications and is expensive in terms of time and money. 
So a rational model to predict dynamic conditions inside a building was 
proposed in Section 3.3 and in reference (100). Experimental validation 
of the rational model is undertaken in this chapter using the Iowa State 
University Energy Research House (ERH) as an experimental facility. 
6.1 Objectives 
The objectives of the experimental efforts are to evaluate ex­
perimentally the validity of the rational model both in open loop and in 
closed loop mode to predict dynamic conditions inside a building. 
6.2 Purpose 
The purpose of this evaluation is to obtain a valid open-loop trans­
fer function for occupied spaces and to test its coupling to the transfer 
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functions of other components in heating, ventilating and air-conditioning 
(HVAC) systems to carry out closed-loop analysis. 
6.3 Open-Loop Mode 
First, the rational model was tested in the open-loop mode. 
6.3.1 Theory 
The rational model for an occupied space derived from energy balance 
methods was described by equations (3.26)-(3.30) which are reproduced here 
in modified form for ready reference; 
K-AQ(S) K_ AT (s) K_. AT (s) 
s ( i  +  T sT  ^  s ( i  +  T sT  s ( i  +  T sy  
OS OS OS 
where 
\ " mTc + ZUA + K (G.2) 
a pa 2 
m C 
S:i " + ZUA + K (G.3) 
a pa 2 
^ EUA 
^a m C + ZUA + K (^.4) 
a pa 2 
M C + C r 
a pa Tur pf 
OS m C + SUA + K„ 
a pa 2 
(6.5) 
In equations (6.2)-(6.5), the term UA has been replaced by ZUA to 
account for the different types of construction for walls and roof of ERH 
as per details given in Appendix F. Similarly the terra ^(Mpu^Cp^) (sura of 
the products of mass and specific heat for various furniture items inside 
ERH) has been added to the numerator in equation (6.5) to account for the 
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changes in stored energy of furniture with variations in indoor air tem­
perature as per details of furniture given in Appendix G. 
In equations (6.2)-(6.5) 
K, . 
and 
1 3Q 
2 3T 
(refer to equation 3.24) 
T=constant 
(refer to equation 3.25) 
Q=constant 
For open-loop conditions when no energy transfer takes place from the 
heat exchanger, no changes in number of occupants and no changes in in­
ternal heat gains, AQ = 0 and equation (6.1) can be written as 
le iT (s) Kr.aT (s) 
+ T S) + S(1 % T S) 
OS OS 
To validate equation (6.6) for the Iowa State University Energy Re­
search House, the values of and as per equations (6.3)-(6.5) 
need to be calculated. Parameters of the house envelope and furniture re­
quired to solve these equations can be taken from the calculations shown 
in Appendices F-G. Equations (6.3)-(6.5) are also expressed in terms of 
Kg described by equation (3.25). To evaluate , substitute in equation 
(3.25) 
"inf = "ainfV - V 
where 
m . r = mass flow rate of infiltered air 
ainf 
T^ = outside air temperature 
Therefore, 
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>^2 - à - Ta" 
or 
dT 
^2 ®ainf*^pa " ™ainf%a dT 
6.3.2 Procedures 
Values of and dT^/dT to be used in equatioi. '6.8) were deter­
mined experimentally. Details of procedures used are given in Sections 
6.3.2.1 and 6.3.2.2. 
6.3.2.1 Temperatures 
1. Copper-Constantan thermocouples were manufactured using #24 gauge wire 
and one each was installed in the northwest bedroom, southwest bed­
room, living room, greenhouse, soil (depth of 26", 80" and 134") and 
basement. Outputs from these thermocouples were calibrated using an 
ice bath. Thermocouples were protected from direct radiations using 
radiation shields. These thermocouples were located at least 2 feet 
above the floors and were equidistant from the walls. One of the 
special purpose stands built to install thermocouples is shown in 
Figure 6.1. 
2. Temperatures at the locations of the thermocouples were scanned and 
recorded by a programmable data logger. Model 2240B data logger 
manufactured by John Fluke Mfg. Co. was used and is shown in Figure 
6.2. Model 2240B data logger can scan and record data according to 
the programmed sequences and intervals. 
3. Weather data were collected by connecting wind translator (P/N 
1-0161-1), wind sensor (P/N100108), radiation translator (P/N100144), 
temperature dew point translator (P/N100483), temperature/dew point 
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Figure 6.1. Photograph of a stand used to install thermocouples. 
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Figure 6 . 2 .  Photograph of a programmable data logger (Model 2240B, 
Fluke Co.). 
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shield (P/N100325-1), temperature sensor (P/N100093), and dew point 
sensor (P/N100743) to the main frame (Model No. 100081) and power 
supply (Model No. 100074) unit of Modular Meteorological System sup­
plied by Climatronics Corp., New York and shown in Figure 6.3. The 
sensors were located at the northwest corner of the roof of ERH. Out­
puts from the weather data transducers were scanned and recorded on 
Model 2240B data logger. 
4. For open-loop validation, no heating/cooling system was operating at 
the time data were being taken. 
5. To eliminate changes in the number of occupants, door openings, 
internal heat gains, etc. data were recorded during nights so that 
ERH was available to other researchers working on different projects 
during the day time. 
6.3.2.2 Infiltration rates 
1. A nondispersive infrared (NDIR) gas analyzer ANARA.D Model was used to 
monitor the concentrations of methane to measure infiltration rates at 
ERH at the time data on temperatures were being recorded. The output 
of the gas analyzer was recorded on a Cole-Palmer Model 282/MM strip 
chart recorder. A picture of the set up is shown in Figure 6.4. 
2. On every night of taking data, the gas analyzer and the strip chart 
recorder were turned on and allowed to warm up for about 20 minutes. 
After that the pump on the analyzer was switched on and zero gas (room 
air) was fed to the analyzer. With zero adjustment, digital meter 
reading was made to read zero ppm. 
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Figure 6.4. Photograph of ANAEAD gas analyzer and Cole-Palmer strip chart 
recorder used in infiltration measurements at ERH. 
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3. Calibration switch was turned on and the digital meter was adjusted to 
read 1000 ppm with the adjustment of span control. 
4. Calibration switch was turned off and again zero setting was checked. 
Zero and span adjustments were checked in turn until both readings 
were stabilized. 
5. Flow rate of methane gas required to charge ERH with a concentration 
of 500 ppm of methane was calculated as follows: 
3  
Inside volume of ERH = 480 m 
= 480 X (100)^ litres 
1,000 
Therefore, volume of methane gas to give concentration of 500 ppm 
If flow of methane gas volume is to be accomplished in 15 minutes, 
r  r .  r  . 480 X (100)3 500 1 
rate of flow of methane gas per minute = —^ x —g- x 
= 16 litres/minute 
6. From calibration curve for methane gas flowmeter (Figure 6.5), it was 
found that the SS ball should be 44 divisions of scale on flowmeter. 
7. Instrument grade (99.7%) methane gas was allowed to flow through the 
flowmeter (Figure 6.6) with SS ball adjusted to 44 divisions for 15 
minutes into the discharge side of the main blower of HVAC system. 
8. Return air from the duct was continuously pumped into the gas analyzer 
for recording concentrations of methane gas in ERH at different times. 
ilili IfliliiliSililiii 
FLOW RATE /MIN.  AT 760 mm. Hg.  & 21®C. ST,sr, FLOAT 
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Figure 6.6. Photograph of flowmeter to monitor the rate of flow of in­
strument grade (99.7%) methane gas into ERH for infiltration 
studies. 
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9. Records of concentration of methane vs. time were obtained from the 
recordings on the strip chart recorder. One such record is shown in 
Figure 6.7. 
6.3.3 Data analysis 
Experimental data are analyzed for infiltration rates, temperatures 
and other parameters in the following sections. 
6.3.3.1 Infiltration rates Using the methane leakage curve in 
Figure 6.7 data on methane concentration as a fraction of total charge are 
tabulated in Table 6.1. Same data are shown on a semi-log paper in 
Figure 6.8. We can write 
Concentration C = e ^^^leak (6.9) 
where t is the time elapsed after charging and T is the time constant of 
methane leakage process. 
From equation (6.9) 
^leak = ^ (6.10) 
Using the method of least' squares for curve fitting, it can be written 
n n n 
n( E x . t  )  -  (  E X . ) (  E t . )  
' r ' 
n( E xT) - ( Z x.)^ 
i=l ^ i=l ^ 
where n is the total number of data points in Table 6.1. 
_ 15(2697.30) - (18.38)(1800) 
1 S3.1c 9 
15(26.37) - (18.38)^ 
= 127.76 minutes 
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Figure 6.7. Strip chart recorder plot for methane leakage (night of July 
26-27, 1979). Maximum charge; 500 ppm; chart speed: 4 cms/ 
hour; status: fan on, open—loop mode tests. 
akage (night of July 
chart speed: 4 cms/ 
3ts. 
METHANE CONCENTRATION (FRACTION OF TOTAL CHARGE) 
8 S 5 o jg o S s S 
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Table 6.1. Methane concentration and time elapsed after charging (July 
26-27, 1979) 
S. No. 
Methane concentration C 
(fraction of total charge) 
In C 
(x) 
Time (minutes) 
t 
1 0.69 -0.37 15 
2 0.59 -0.53 30 
3 0.51 -0.67 45 
4 0.46 -0.78 60 
5 0.41 -0.89 75 
6 0.37 -0.99 90 
7 0.33 -1.11 105 
8 0.30 -1.20 120 
9 0.26 -1.35 135 
10 0.24 -1.43 150 
11 0.21 -1.56 165 
12 0.19 -1.66 180 
13 0.16 -1.83 195 
14 0.14 -1.97 210 
15 0.13 -2.04 225 
In 127.76 minutes, leakage = 0.632 
In 60 minutes, leakage = 60 x 0.632 
127.76 
= 0.30 
Hence infiltration rate = 0.30 air changes/ hour; therefore, 
m. r = 16950 X 0.30 x 0.074 
inf 
= 376.29 Ibm/hour (170.69 kg/hr) (6.12) 
6.3.3.2 Temperatures Data on inside temperatures and weather 
conditions obtained on the night of July 26-27, 1979 according to the 
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procedures described in Section 6.3.2.1 are given in Table 6.2. Measured 
average indoor air temperatures and measured average outdoor air tempera­
tures are computed from the data in Table 6.2 and are shown in Table 6.3. 
From the data given in Table 6.3, we can calculate dT^/dT by least squares 
method as 
dT n „ n _ 
n( Z Tp - ( E T,)^ 
i=l i=l 
where n is the total number of points in Table 6.3. 
H T  
a _ 20(11766.97) - (567.98)(414.27) 
20(16130.54) - (567.98)2 
= 4.4464 (6.13) 
6.3.3.3 Other parameters Substituting the values of m^^^^ from 
eauation (6.12) and of dT /dT from equation (6.13) into equation (6.8) 
•( ^ 
K, = -311.24 (6.14) 
Using this value of K^, and the data on ERH in Appendices F and G, 
we find from equations (6.3)-(6.5) 
1704.96 
... _ = 0.91 
i 
4 
a 
1704 .96 + 480. 01 - 311. 24 
480. 01 
1704 .96 + 480. 01 - 311. 24 
1995. 38 
OS 1704.96 + 480.01 - 311.24 
= 1.06 hrs 
Also from equation (6.6), we get by taking inverse Laplace Transform 
(1 - e't/Tos) 
AT(t) AT (t) (6.15) 
1 - K^/l - e" '^os) 
Table 6.2. Data sheet on experimental validation of rational model (open-loop mode); date, July 
26-27, 1979; remarks, 1) fan on, 2) HVAC system off, 3) temperature in °C 
SW NW 
Soil Outdoor Green­ bed­ bed­ Living Base­temperatures L 
Wind air house room room room ment 
26" 80" 134" velocity temp temp temp temp temp temp 
Time deep deep deep miles/hr °C °C °C °C °C °C 
01:00 19.7 21.7 24.7 6.550 22.5 23.4 29.3 28.8 28.3 27.9 
01:15 19.7 21.7 24.7 6.476 21.7 23.1 29.2 28.8 28.4 28.0 
01:30 19.7 21.7 24.7 6.470 21.1 23.2 29.2 28.8 28.4 28.0 
01:45 19.7 21.7 24.7 6.396 20.6 22.6 29.2 28.8 28.4 28.0 
02:00 19.7 21.7 24.7 6.338 20.2 22.3 28.2 28.8 28.4 28.0 
02:15 19.7 21.7 24.7 6.319 19.8 21.9 29.2 28.8 • 28.3 27.9 
02:30 19.7 21.7 24.7 6.341 19.6 21.7 29.1 28.8 28.4 28.0 
02:45 19.7 21.7 24.7 6.292 19.4 21.6 29.0 28.8 28.3 27.9 
03:00 19.7 21.7 24.7 6.248 19.1 21.2 29.0 28.8 28.2 27.9 
03:15 19.7 21.7 24.7 6.277 18.9 21.1 28.9 28.7 28.2 28.0 
03:30 19.7 21.7 24.7 6.267 18.7 21.0 28.9 28.7 28.1 27.9 
03:45 19.7 21.6 24.7 6.271 18.5 21.8 28.8 28.7 • 28.1 27.9 
04:00 19.7 21.8 24.7 6.187 18.3 20.5 28.6 28.7 28.1 27.9 
04:15 19.7 21.7 24.7 6.221 18.2 20.5 28.7 28.6 28.1 27.9 
04:30 19.7 21.7 24.7 6.181 18.3 20.7 28.7 28.6 28.1 27.8 
04:45 19.7 21.7 24.7 6.169 18.1 20.6 28.6 28.5 28.1 27.8 
05:00 19.7 21.7 24.7 6.194 17.8 20.4 28.6 28.6 28.0 27.8 
05:15 19.7 21.7 24.7 6.180 17.6 20.3 28.6 28.5 28.0 27.8 
05:30 19.7 21.7 24.7 6.154 17.5 20.2 28.5 28.5 28.0 27.7 
05:45 19.7 21.7 24.7 6.146 17.4 20.0 28.5 28.5 27.9 27.8 
06:00 19.7 21.7 24.8 6.138 17.4 20.0 28.5 28.5 27.9 27.7 
06:15 19.7 21.7 24.8 6.130 17.5 18.9 28.4 28.4 27.9 27.7 
Table 6.3. Comparison of predicted and measured indoor air temperatures as a function of ambient 
air temperature at ERH on July 26-27, 1979 
ATa = 
AT +AT 
Average measured GH oA Calculated Average measured Predicted 
ambient temp 2 AT indoor air temp indoor air 
Time (°C) (°C) (°C) T (°C) temp (°C) 
01:15 22.28 -0.25 -0.02 28.60 28.56 
01:30 22.11 -0.55 -0.04 28.60 28.52 
01:45 21.74 -0.35 -0.02 28.60 28.50 
02:00 21.51 -0.40 -0.03 28.60 28.47 
02:15 21.24 -0.20 -0.01 28.55 28.46 
02:30 21.11 -0.15 -0.01 28.57 28.45 
02:45 21.01 -0.35 -0.02 28.50 28.43 
03:00 20.78 -0.15 -0.01 28.48 28.42 
03:15 20.68 -0.15 -0.01 28.45 28.40 
03:30 20.58 -0.20 -0.01 28.40 28.40 
03:45 20.43 -0.25 -0.02 28.38 28.38 
04:00 20.29 +0.10 +0.01 28.33 28.39 
04:15 20.34 0.00 0.00 28.35 28.39 
04:30 20.34 -0.15 -0.01 28.30 28.38 
04:45 20.24 -0.25 -0.02 28.25 28.36 
05:00 20.08 -0.15 -0.01 28.25 28.35 
05:15 19.98 -0.10 -0.01 28.23 28.35 
05:30 19.91 -0.15 -0.01 28.18 28.34 
05:45 19.81 -0.00 -0.00 28.18 28.34 
06:00 19.46 -1.10 -0.07 28.15 28.25 
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6.3.3.4 Results Using the values of and measured 
values of AT^(t) in equation (6.15), predicted values of AT(t) and indoor 
air temperatures were calculated. These values are tabulated in Table 
6.3 for July 26-27, 1979, and in Table 6.4 for August 1-2, 1979. Compari­
son of predicted and measured values of indoor air temperatures for these 
dates is shown in Figure 6.9. Sample calculations based on equation (6 .15) 
are shown in Appendix H where the data for August 1-2, 1979 are also analyzed. 
6.4 Closed-Loop Mode 
Mathematical models to describe the closed-loop performance of sys­
tems for environmental control were derived in Chapter 5. Analysis of 
experimental data carried out in Section 6.3 has validated the rational 
model in open-loop mode with an accuracy of ±0.16°C. So work is pursued in 
this section to test the validity of the rational model in a closed-loop 
mode. 
6.4.1 Theory 
The mathematical model derived in Section 5.1 describes the dynamic 
performance of a heating system for a single family residence. Facilities 
available at the Iowa State University Energy Research House were used to 
validate the model of the heating system for a single family residence 
described by equation (5.1) which does not couple the responses of the 
occupant. Use of equation (5.1) is valid because no action was taken in 
response to the desired of the occupant to change set point. Equation 
(5.1) is reproduced below: 
Table 6.4. Comparison of predicted and measured indoor air temperatures as a function of ambient 
air temperature at ERH on August 1-2, 1979 
Time 
Average measured 
ambient temp 
Ta (°C) 
ATa = 
ATcH+AToA 
2 
(°C) 
Calculated 
AT 
(°C) 
Average measured 
indoor air temp 
T (°C) 
Predicted 
indoor air 
temp (°C) 
23:30 21.53 -0.10 -0.01 27.43 27.39 
23:45 21.47 -0.25 -0.02 27.43 27.38 
00:00 21.30 -0.15 -0.01 27.43 27.37 
00:15 21.20 -0.40 -0.03 27.43 27.34 
00:30 20.93 -0.20 -0.01 27.40 27.33 
00:45 20.79 -0.25 -0.02 27.38 27.31 
01:00 20.63 -0.05 -0.01 27.35 27.31 
01:15 20.60 -0.10 -0.01 27.35 27.30 
01:30 20.53 -0.40 -0.03 27.35 27.27 
01:45 20.40 -0.10 -0.01 27.30 27.27 
02:00 20.37 -0.10 -0.01 27.33 27.27 
02:15 20.30 -0.20 -0.01 27.25 27.25 
02:30 20.17 -0.15 -0.01 27.23 27.24 
02:45 20.07 -0.15 -0.01 27.25 27.23 
03:00 19.97 -0.15 -0.01 27.18 27.22 
03:15 19.87 -0.10 -0.01 27.15 27.22 
03:30 19.83 -0.30 -0.02 27.13 27.20 
03:45 19.63 -0.30 -0.02 27.10 27.18 
04:00 19.43 -0.40 -0.03 27.10 27.15 
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Figure 6.9. Predicted and measured indoor air temperatures under open-loop conditions at ERH 
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(KK.)(1 + T S) 
S[(l + T S)(l + T S) + KK'K ] 
OS s Q s 
Kqfi + TsS) 
^ (AQ + AQ. + AQ. J 
S[(l + TggS)(l + TgS) + KK'Kg] '^occ ^int 
4i % 
AT,(s) + c,. A T ( S) (5.1) S(1 + T S) / S(1 + T S) "a 
OS OS 
Under the conditions 
ATsec(s) = 0 
ASocc(s) " ° 
AQ. (s) =0 
int 
Equation (5.1) is reduced to 
KA(1 +  T s )  
" s[(l + T S)(l + T S) + KKsK ] ^9(s) 
OS s Q s 
+ Sa?T S) ATi(s) + S(1?T S) ATa(s) 
OS OS 
Equation (6.16) is used to predict the dynamic responses of temperature 
inside ERH. 
6.4.2 Procedures 
1. Instrumentation and procedures used for measurements of inside tem­
peratures and weather conditions were the same as used for open-loop 
validation and described in Section 6.3.2.1. 
2. Instrumentation and procedures used for simultaneous measurements on 
infiltration rates were the same as used for open-loop validation and 
described in Section 6.3.2.2. 
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3. Experimental data were taken during night times for reasons mentioned 
in Section 6.3.2.1. 
4. On the night of test, HVAC system of ERH was switched to the electric 
resistance heating mode and time was recorded when the electric heat 
was turned on. 
5. Time was recorded when the space temperature was equal to the set 
point. After that the system was allowed to cycle automatically and a 
record was maintained of ON and OFF periods for the system. A record 
for the test on July 23-24, 1979 is shown in Table 6.5. The methane 
leakage curve for the same night is shown in Figure 6.10. During the 
ON-OFF cycling, temperatures were recorded every half a minute. Data 
on indoor air temperatures and weather conditions at every change of 
status of furnace during ON-OFF cycling are given in Table 6.6. 
6.4.3 Data analysis 
Experimental data are analyzed for infiltration rates, temperatures 
and other parameters in the following sections. 
6.4.3.1 Infiltration rates Using the methane leakage curve in 
Figure 6.10, data on methane concentration as a fraction of total charge 
are tabulated in Table 6.7. Using the method of least squares, it can be 
written 
n n n 
n( Z X t ) - ( Z X )( Z t.) 
Tleak = __i=l irl (6.17) 
n( Z _ ( % X )2 
i=l i=l 
where n is the total number of points in Table 6.7. 
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Table 6.5. Record of status of furnace operation during cycling on July 
23-24, 1979 
Time at which furnace Time at which furnace 
turned ON turned OFF 
1 01:39:30 01:46:30 
2 01:59:00 02:03:30 
3 02:17:00 02:23:00 
4 02:35:00 02:41:30 
5 02:54:00 02:59:30 
6 03:11:30 03:19:00 
7 03:31:30 03:38:30 
8 03:51:30 03:57:00 
9 04:11:30 04:17:00 
^ 14(2241.78) - (16.34)(1533) 
ipflk 9 
14(23.12) - (16.34)-
= 111.78 minutes 
In 111.78 minutes, leakage = 0.632 
in 60 minutes, leakage = 60 x 0.632 
11.78 
= 0.34 
Hence infiltration rate = 0.34 air changes/hour 
in m . r = 16950 x 0.34 x 0.074 
ainf 
= 426.46 Ibm/hour (193.41 Kg/hour) 
6.4.3.2 Temperatures Measured average indoor air temperatures 
and measured average outdoor air temperatures for the first ON cycle of 
the furnace were computed and are shown in Table 6.8. From the data given 
in Table 6.8, we can calculate dT /dT by the method of least squares as 
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Figure 6.10. Strip chart recorder plot for methane leakage (night of Julv 
23-24, 1979). Maximum charge: 500 ppm; chart speed: 4 
cms/hour; status: closed-loop mode test. 
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Table 6.6. Data sheet on experimental validation of rational model; date, July 23-24, 1979; 
remarks, 1) electric heat on, 2) automatic cycling of the furnace 
SW NW 
Soil Outdoor Green­ bed­ bed­ Living Base­temperatures L 
Wind air house room room room ment 
26" 80" 134" velocity temp temp temp temp temp temp 
Time deep deep deep miles/hr °C °C °C °C °C "C 
01:39:30 19.3 21.3 24.4 6.591 23.6 24.3 30.2 30.1 30.9 29.2 
01:46:30 19.3 21.3 24.4 6.601 23.5 24.6 31.1 30.5 32.1 29.9 
01:59:00 19.3 21.3 24.4 6.594 23.4 24.5 30.2 30.1 31.0 29.4 
02:03:30 19.3 21.3 24.4 6.592 23.5 24.4 31.0 30.5 32.0 29.8 
02:17:00 19.3 21.3 24.4 6.596 23.4 24.5 30.3 30.2 30.9 29.3 
02:23:00 19.3 21.3 24.4 6.595 23.3 24.2 31.2 30.6 32.1 29.9 
02:35:00 19.3 21.3 24.4 6.579 23.2 24.3 30.2 30.2 30.9 29.4 
02:41:30 19.3 21.3 24.4 6.573 23.3 24.3 31.1 30.7 32.1 30.5 
02:54:00 19.3 21.3 24.4 6.544 23.2 2U.2  30.3 30.2 30.9 29.5 
02:59:30 19.3 21.3 24.4 6.535 23 .2  24.1 31.2 30.7 32.1 29.9 
03:11:30 19.3 21.3 24.4 6.469 23.0 24.0 30.3 30.3 30.8 29.5 
03:19:00 19.3 21.3 24 .4  6.431 23.0 24.1 31.2 30.7 32.1 30.5 
03:31:30 19.3 21.3 24 .4  6.458 23.0 24.1 30.3 30.3 30.8 29.6 
03:38:30 19.3 21.3 24.4 6.458 22.9 24.1 31.0 30.7 32.0 30.3 
03:51:30 19.3 21.3 24.4 6.455 22.1 23.4 • 30.3 30.4 30.9 29.6 
03:57:00 19.4 21.3 24 .4  6.445 22.0 24.1 31.2 30.9 32.3 30.4 
04:11:30 19.3 21.3 24.4 6.416 21.8 23.8 30.3 30.4 30.9 29.6 
04:17:00 19.3 21.3 24.4 6.424 21.8 23.7 31.2 30.9 32.1 30.3 
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Table 6.7. Methane concentration and time elapsed after charging (from 
Figure 6.10 for the night of July 23-24, 1979, closed-loop 
test) 
Methane concentration C In C Time (minutes) 
Point No. (fraction of total charge) (x) t 
1 0.88 -0.13 12 
2 0.63 -0.46 27 
3 0.56 -0.58 42 
4 0.48 -0.73 57 
5 0.41 -0 .89  72 
6 0.35 -1.05 87 
7 0.32 -1.14 102 
8 0.28 -1.27 117 
9 0.25 -1.39 132 
10 0.22 -1.51 147 
11 0.20 -1.61 162 
12 0.18 -1.71 177 
13 0.15 -1.90 192 
14 0.14 -1.97 207 
dT 
a _ 1=1 1=1 1=1 
dT n „ "9 
n( E tJ) - ( Z T,)-
i=l i=l 
^ 12(8335.71) - (342.75)(292.06) 
12(9820.26) - (342 .75)2  
= -0.2053 (6.18) 
6.4.3.3 Other parameters Substituting the value of from 
equation (6.17) and of dT^/dT from equation (6.18) into equation (6.8): 
K, = 123.36 (6.19) 
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Table 6.8. Measured ambient and indoor air temperature during the first 
ON cycle of furnace at ERH on July 23-24, 1979 
Average measured Average measured 
ambient temperature indoor air temperature 
Time Tg (°C) T (°C) 
21:30:00 24.96 25.08 
21:45:00 24.86 26.55 
22:00:00 24.56 27.30 
22:15:00 24.49 27.80 
22:30:00 24.36 28.25 
22:45:00 24.40 28.53 
23:00:00 24.33 29.05 
23:15:00 24.22 29.45 
23:30:00 24.10 29.73 
00:00:00 24.03 30.03 
00:15:00 23.89 30.35 
23.86 30.63 
From Table 6.5 it can be seen that for the period 01:39:30 to 
04:17:00 (2.63 hours), furnace was on for 0.92 hours. Therefore, from 
equation (3.24) 
^ f^inf ^ 2.63 X 102.35(87.10 - 73.10) 
1 dQ~ 0.92 X 43102.5 
= 0.09 (6.20 
Using the values of K^, and the data on ERH in Appendices F and G, and 
from equations (6.2)-(6.5) 
" 1704.96 + 480.01 + 123.36 " 0.0003 
= =  =  0 .79  
1704. 96 + 480.01 + 123 .36 23.08.33 
480.01 480.01 
1704. 96 + 480.01 + 123 .36 2308.33 
1995.35 1995.35 
. "oA nn 100 oz: = oonA 00 = 0.21 
'os 1704.96 + 480.01 + 123.36 " 2308.33 " hours (6.21) 
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and K = 1 for furnace ON. 
6.4.3.4 Results Predicted values of AT calculated from equation 
(6.16) using the parameters of equation (6.21) at the end of 9 different 
ON cycles of the furance are tabulated in Table 6.9. Actual measured in­
door air temperatures and predicted indoor air temperatures at the end of 
each ON cycle are plotted in Figure 6.11. Comparison of measured and 
predicted values of indoor air temperatures reveals that the mathematical 
model can predict the dynamic conditions of indoor air temperature within 
±0.1°C. Average measured indoor air temperatures fluctuated between 
30.10°C to 31.20°C while the predicted values of indoor air temperature 
fluctuated between 30.10°C to 31.13°C. Thus, the mathematical model can 
predict the peaks and excursions of indoor air temperatures within 
±0.07°C. The capability of the model to accurately predict the peaks and 
excursions of indoor air temperatures accurately can be used to predict 
the differential and the cycling patterns of a residential heating system. 
To conclude, the rational model was validated both in the open loop 
and closed loop modes in this chapter. It was shown that for the ISU 
Energy Research, the rational model can predict space temperatures with a 
maximum deviation of ±0.16°C. Conversely, if the propagation of uncer­
tainties in the parameters used to calculate space temperatures are con­
sidered as shown in Appendix H, the predicted space temperatures can have 
±10% uncertainty in their values. Thus, for the ERH, predicted space tem­
peratures should be within 0.35°C of the measured values for accepta­
bility. 
Table 6.9. Comparison of predicted and measured indoor air temperatures as a function of ambient 
air temperature at ERH at the end of 9 ON cycles in closed-loop operation on July 23-24, 
1979 
Average measured Calculated Average measured Predicted Indoor 
Furnace ambient temperature AT^ AT indoor temperature air temperature 
status Time T^ (°C) (°C) (°C) T (°C) T (°C) 
ON 01:39:30 23.19 -0.07 30.10 
OFF 01:46:30  23.15 -0.04 +0.89 30.90 30.99 
ON 01:59:00 23.19 +0.04 30.18 
OFF 02:03:30 23.19 0.00 +0.56 30.83 30.74 
ON 02:17:00 23.19 0.00 30.18 
OFF 02:23:00 23.06 -0.10 +0.75 30.95 30.93 
ON 02:35:00 23.06 0.00 30.18 
OFF 02:41:30 23.09 +0.03 +0.83 31.10 31.01 
ON 02:54:00 23.01 -0.08 30.23 
OFF 02:59:30 22.99 -0.02 +0.70 30.98 30.93 
ON 03:11:30 23.56 +0.57 30.23 
OFF 03:19:00 22.92 +0.36 +1.00 31.13 31.23 
ON 03:31:00 22.92 0.00 30.25 
OFF 03:38:30 22 .89  -0.03 +0.85 31.00 31.10 
ON 03:51:30 22.39 -0.50 30.30 
OFF 03:57:00 22.59 +0.20 +0.83 31.20 31.13 
ON 04:11:30 22 .42  -0.17 30.30 
OFF 04:17:00 22.39 -0.03 +0.83 31.13 31.13 
»2.0 -
MEASURED PREDICTED 
-L 
_L a. 
_L J. 
0 I : JO OZiOO 02:30 OVOQ 
T 1 M E ( JULY 23 24, 197 9 ) 
0\>10 0(00 Ot-30 
Figure 6.11. Predicted and measured indoor air temperatures in closed-loop mode (July 23-24, 1979). 
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7. BUILDING SYSTEMS PERFORMANCE ANALYSIS 
Rational model to predict dynamic conditions was proposed in Section 
3.3 and the experimental validation of a rational model was presented 
in Chapter 6. The experimental validation showed that the model can pre­
dict dynamic conditions inside ERH within ±0.16°C. Some applica­
tions of the model to analyze building systems performance have been dis­
cussed in this chapter. 
7.1 Effects of Control Dynamics on Energy Consumption 
The rational model, developed in Section 3.3, has been used in this 
section to determine the effects of control system dynamics on energy con­
sumption in buildings. The residential heating system shown in Figure 
3.14 and Figure 7.1 was analyzed using the following assumptions: 
1. The control mode was two position. As the boundary of the occu­
pied space in Figure 7.1 is drawn across the furnace, the dy­
namics of the safety switches were considered to be included as 
a part of two position controller. 
2. Energy was transferred to the occupied space only by the furnace, 
Qf 
3. Heat was transferred from the occupied space to the surroundings 
through the envelope. Solar radiations, infiltration and in­
ternal loads generated by occupants and lights were all con­
sidered as modifiers to a net heat load term, Q 
' ^out 
4. Changes in stored energy were only due to changes in the dry bulb 
temperature of occupied space. 
BOUNDARY OF OCCUPIED SPACE 
Qout 
Qout 
Û cond 
ccupont FURNACE 
( Qoccupodts Qint -f- Qtolnr ) — (Qcond -f- Qiftf + ô-flue )| 
when (Qcond -f- Qinf t Qflut ) ^  (Ùoccupant 4- Oint + Qsolar ) 
• [( ^occupants -f ûint •+ Qsolar ) — (Qcond 4 Qint + Qllue )] 
v/hcn (Qoccuportl-s-f- Qint 4- Qsolar ) ^ (Qcond + Qint 4- Q-fluc ) 
Figure 7.1. Thermal processes to describe heat transfers in equation (7.1). 
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5. Storage effects of structure were neglected due to their slow 
dynamic responses. 
6. Storage effects of furniture were considered to be a part of 
changes in stored energy of the air mass in an occupied space. 
From the above assumptions, equation (3.15) may be simplified: 
Qf • %ut * "aV S 
or 
(—•) = ~ ^ OUt ps 
dt Furnace M c " 
ON 
(—) = (7 3) 
dt Furnace M c 
OFF ^ 
So, for a given thermostat differential, the rate of increase or decrease 
of indoor air temperature depends on the heating load, , which varies 
throughout the heating season. Results are sho;m in Table 7.1 and Figure 
2 7.2 for an average dwelling of floor area 139.2 m , using two different 
thermostat differentials (2.22°C and 3.33°C); two heating loads, one at 
the design temperature (-23.33°C) and the other at 50% of the maximum 
heating load; and three different furnace capabilities (38.0 MJ/hr, 26.4 
MJ/hr, and 21.1 MJ/hr). Results include total ON period, total OFF period 
and the cycles per day of the system. A sample calculation is shown in 
Appendix I. 
7.1.1 Effects of over-capacity and part load operation on cycling and 
energy consumption 
For a thermostat differential of 2.22°C, it can be seen from Figure 
7.2 that with a furnace capacity of 21.1 MJ/hr (25% over-capacity), the 
Table 7.1. A sensitivity analysis derived from a simple dynamic model 
Differential 
AT, 
Furnace 
capacity 
Qg(J/hr) 
Heating 
load 
Minutes 
on per 
cycle 
Minutes 
off per 
cycle 
Time 
period 
minutes 
Hours 
on per 
day 
Hours 
off per 
day 
Cycles 
per 
day 
2.22=0 
3.33°C 
3.80x10 
2.64x10 
2.11x10 
7 r 
I  0 . 8 4  
' i :  
' i :  
f 3.80x10 
690x10 
5x10 
1.690x10 
845x10 
690x10 
845x10 
7 f 1" 
.64x10 i 
l o .  
{;: k. 2.11x10 
1.690x10 
845x10 
690x10 
845x10 
690x10 
845x10 
2.58 
1.84 
5.73 
3.04 
12.91 
4.30 
3.87 
2.77 
8 . 6 1  
4.56 
19.36 
6.45 
3.23 
6.45 
3.69 
6.45 
3.23 
6.45 
4.84 
9.68 
5.54 
9.68 
4.84 
9.68 
5.81 
8.29 
9.42 
9.50 
16.16 
10.75 
8.71 
12.45 
14.15 
14.25 
24.20 
16.13 
10.66  
5.33 
14.66 
7.68 
19.17 
9.60 
10.66 
5.34 
14.64 
7.68 
19.20 
9.60 
13.34 
18.67 
9.40 
16.33 
4.83 
14.40 
13.34 
18 .66  
9.36 
16.32 
4.80 
14.40 
248 
174 
152 
152 
90 
134 
165 
116 
102 
101 
60 
80 
170 
PERCENT OVER-CAPACITY, PERCENT 
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250 
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CJ 
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FURNACE CAPACITY, MJ/h 
Figure 7.2. Furnace cycles per day as a function of heating load, furnace 
capacity and thermostat differential. 
171 
number of cycles increases from 90 cycles/day to 134 cycles/day when the 
heating load is reduced to 50% of the design value. Increased cycling at 
part load operation due to lower installed capacity (25% over-capacity) 
has been considered by the designers (25) to be detrimental to the system 
and the practice is to install a furnace with higher over-capacity (100%-
200%) so that cycling reduces at part load operation. Certain "rules of 
thumb" have been devised to size furnaces with over-capacity to reduce 
cycling at part load operation. 
One rule of thumb used by contractors in the midwest is to use about 
3 3 
0.113 MJ/hr m for above ground space and 0.09 MJ/hr m for basement 
space. Using this rule, the installed furnace capacity for the example 
shown in Table 7.1 should be 38.0 MJ/hr (125% over-capacity). At this 
capacity (125% over-capacity), the cycling rate reduces from 248 cycles/ 
day at 100% load to 174 cycles/day at 50% load. However, with 25% over­
capacity the actual number of cycles at 50% load would have been 134 
cycles/day instead of 174 cycles/day. Thus, the current design practice 
fails to achieve the real objective of having fewer cycles/day at part 
load operation. 
Bonne et al. (110) have reported that the seasonal efficiency of a 
residential combustion heating system is dependent upon the cycling pat­
terns. Based upon their model HFLAME, they have reported an efficiency 
for a residential furnace of 60.97% at 72 cycles/day and only 58.42% at 
240 cycles/day. Thus, a properly sized furnace (having over-capacity to 
the left side of the crossover in Figure 7.2) can result in lower cycles/ 
day (compared to the over-capacity to the right side of the crossover in 
Figure 7.2) which means higher seasonal efficiency and lower energy con­
sumption. 
7.1.2 Effects of thermostat differential on cycling and energy con­
sumption 
For a furnace with over-capacity to the left side of the crossover in 
Figure 7.2, the number of cycles/day increases at part load operation. 
Thus, the seasonal efficiency will be expected to reduce at part load 
operation though it is still higher than a furnace with over-capacity to 
the right of the crossover. It can be seen from Figure 7.2 that for a 
given over-capacity, on the left side of the crossover, the percent in­
crease in cycles/day at part load operation reduces if the thermostat 
differential is increased from 2.2°K to 3.3°K. Thus, a reduction in part 
load efficiency on the left side of the crossover can be compensated to 
save fuel by increasing the differential of the thermostat. However, fuel 
saving strategies based on variations of thermostat differential or 
changes in number of cycles/hour must include considerations of the occu­
pant's dynamic responses which were discussed in Section 2.1.2. 
7.2 New Control Strategies for Energy Conservation 
In Section 7.1 it has been shown that the dynamics of a control sys­
tem have a significant influence on the efficiency and hence the energy 
consumption of a residential heating system. For the two-position control 
system, it was shown that for certain conditions increasing the differen­
tial of the thermostat can be used to advantage to reduce cycles per day 
and to increase the efficiency of a residential heating system. Review of 
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different studies on the effects of thermal transients in Section 2.1.2 
indicates that wide variations in dry bulb temperatures, relative humidi­
ties, and their respective rates of change are acceptable factors to occu­
pants at normal levels of activity and clothing. The studies reviewed in 
Section 2.1.2 do not include any information on the dynamics of occupant 
as a feedback component as identified in Section 4.8. Moreover, no infor­
mation is available on the influences of clothing or activity level on the 
dynamics of the occupants. So it is suggested that future research 
efforts should be directed in the area. The limited information available 
from reviews in Section 2.1.2 can be used at present as a basis from which 
specific energy management program can be developed. In particular, the 
following control strategies may be derived from the discussions in Sec­
tions 2.1.2 and 7.1. 
7.2.1 Thermal strategies 
Thermal strategies to be derived from the discussions in Sections 
2.1.2 and 7.1 may be divided into a) active control strategies and b) 
passive control strategies. 
7.2.1.1 Active control strategies For energy efficient design of 
new residential heating systems, the following procedures are suggested: 
1. Calculate the design heat load and for the maximum acceptable 
temperature fluctuations (4.5 K - a conclusion drawn from the 
studies by Giffiths and Mclntyre (81) Table 2.2), determine the 
crossover point as in Figure 7.2. 
2. Size the furnace capacity with over-capacity less than the cross­
over point. 
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3. A furnace selected on the criteria of steps 1 and 2 will have 
increased cycling at part load operation and thus will tend to be 
less efficient at part load operation than at full load opera­
tion. However, the part load efficiency resulting from a selec­
tion based on steps 1 and 2 would still be more efficient at part 
load operation compared to one with over-capacity greater than 
the cross-over point. 
4. To compensate for the loss of efficiency in part load operation 
as discussed in step 3, redesign the anticipator heater in the 
thermostat so that at increased cycling due to part load opera­
tion, the differential of the thermostat is automatically in­
creased up to 4.5°K. Alternatively, thermostats with adjustable 
differentials may be marketable. 
For existing residential heating systems, the following procedures 
are suggested: 
1. Calculate the design heat load, and for a differential of 4.5°K, 
determine the crossover point for over-capacity as in Figure 7.2. 
2. If the installed furnace capacity is greater than the crossover 
point, replace the existing burner with one sized to have over­
capacity lower than the crossover point. 
3. Install a thermostat with a wider differential (up to 4.5°K). 
7.2.1.2 Passive control strategies The parameter as described 
by equation (3.25) can be applied to develop criteria to evaluate energy 
consumption characteristics of envelopes within a given category of build­
ings. For example, a number of single family residences with equal floor 
areas can be compared to study the influence of different types of 
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structures, shapes, infiltration characteristics and life styles of the 
occupants on energy consumption. Such studies can be used to derive pas­
sive control strategies for energy conservation. To illustrate this 
application, it may be recalled that 
Q = Const. 2 3T 
(3 .25 )  
Qlnf = ^ainfCpa^"^ " 
Under the conditions when heating or cooling is not required: 
dT 
>^2 = "ai„£%a ' "ainfSa'# 
Therefore, the value of depends upon the mass flow rate of infil­
tration air and the factor (dT^/dT). Factor dT^/dT depends upon the 
the type of construction of the house (heat transfer and infiltration 
characteristics) and under passive conditions can have a value any^jhere 
from (+1) to (+33) as shown in Figure 7.3. A value of (+1) for dT^/dT 
means a very loose construction from infiltration point of view or no re­
sistance to heat transfer across the envelope. Substitution of these two 
extreme values of (dT^/dT) in equation (6.8) reveals that can vary from 
0 (no envelope) to-=» (perfect envelope) for a building with passive con­
trol. The numerical value of is one single parameter which combines 
the elements of infiltration and heat transfer characteristics of a struc­
ture. If the infiltration losses can be defined to include losses due to 
door openings or window openings the numerical value of becomes a 
parameter which can be used to compare life styles. To use as a 
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Figure 7.3. Relationships between ambient and indoor temperatures for 
passive design. 
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criterion to evaluate energy consumption characteristics of envelopes with 
a category of buildings, the following procedures are suggested. 
7.2.1.2.1 Procedures for existing buildings 
1. Select buildings within the same category on equal floor area 
basis. 
2 .  During spring or fall when heating or cooling is not needed, re­
cord hourly indoor temperatures and outdoor air temperatures. 
3. Measure infiltration rates at the time the temperatures are being 
measured using procedures described in Section 6.3.2.2. 
4. Calculate the values of using procedures described in Sec­
tion 6.3.3. 
5. Structures within the same category designed to provide equal 
floor areas and which have equal number of air changes per hour 
will be more energy intensive as the value of [K^l decreases. 
Occupants in structures with equal floor areas, identical enve­
lope characteristics and designed for same number of air changes 
per hour will be identified as having more energy intensive life 
styles as the value of IK^I decreases. In structures with equal 
floor areas but with different number of air changes per hour, 
the one will be more energy intensive as the value of (dT^/dT) 
decreases. Some corrective steps to control energy intensive 
p a s s i v e  b u i l d i n g s  a r e  s u g g e s t e d  i n  t h e  d i s c u s s i o n  o n  u s e  o f  | |  
for energy efficient passive design for new buildings. 
7.2.1.2.2 Procedures for energy efficient passive design It 
was shown in Section 7.2.1.2.1 that for energy efficient passive design. 
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[Kg I should be as large as possible. In the limit [Kg I has to be less 
than (m C + ZUA) because a value of IK-| equal to (m C + ZUA) yields 
a pa ' 2' a pa 
an infinite value of the time constant for the occupied space (equation 
(3.30)). Physically an infinite time constant of an occupied space to 
inputs from weather, internal sources or from heat exchanger has no mean­
ing and hence a limit on the maximum value of |k^| is shomi in Figure 7.3. 
Thus, codes should be developed to specify maximum and minimum value of 
[Kg I for health, comfort and safety, and energy considerations. The fol­
lowing procedures are suggested to maximize the value of || within the 
limits shown in Figure 7.3. 
1. Increase the thermal mass of the structure. The results will be 
shown by increased values of (dT^/dT) and of 1%^]. 
2. Reduce over-capacity of the heating source. 
3. Use space temperature reset whenever possible to reduce the tem­
perature difference between indoor and outdoor temperatures. 
The result will be shown by increased values of (dT^/dT) and 
4. Reduce infiltration losses by incorporating self-closing doors and 
tight fitting windows. 
5. Increase air supply rates at constant values of (ZUA). This re­
sults in increased value of (m C ) and hence an increase in 
a pa 
IK^I. However, increased air supply rates should take into con­
siderations the points discussed in the next section. 
7.2.2 Air movement strategies 
It has been suggested in Section 7.2.1.2.2 (paragraph 5) that in­
creases in air supply rates can improve the energy consumption character­
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istics of the envelope. Woods (111) has shown that an increase in whole-
body air movement must be accompanied by an increase in SET* to keep 
constant comfort levels. Calculations in reference (111) indicate that, 
for air movement in the range of 0.2 to 1.0 m/sec, a shift of 1°C is re­
quired for an increase of 0.38 m/sec to keep the same comfort level. How­
ever, when air movement is less than 0.2 m/sec (i.e., still air), the 
calculated shift is significantly greater: 1°C for an increase of 0.04 
m/sec. So a very low velocity of air should be aimed at for winter condi­
tions to provide comfort at lower space temperatures to save energy. 
Alternatively, high air velocities in summer can permit higher space tem­
peratures resulting in reduced air conditioning loads and energy savings. 
Thus, air movement strategies derived from comfort considerations are in 
agreement with those derived from energy efficient passive design con­
siderations for summer conditions whereas they conflict for winter condi­
tions. Figure 7.4 has been constructed using equations (6.3)-(6.5) and 
can aid the designer to seek an optimum solution. The following steps are 
suggested; 
1. For a certain design load and a desired space temperature, T, 
select the supply air temperature, T^, so that m^ calculated from 
the following equation: 
\ (7 -4 )  
lies to the right of line XY in Figure 7.4. This step will en­
sure that a very high value of is not picked up which means 
an optimum combination of SUA, m^ and . 
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Figure 7.4. Calculated effects of air supply rates on the dynamics of 
occupied space. 
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2. Find out the outlet air velocity for the proposed diffuser from 
the equation 
m = A V p (7.5) 
a e o 
where A = effective area of the outlet. 
e 
3. Calculate the local velocity at the location of the occupants, 
V^, in the occupied space from (97) 
e X 
where 
X = distance of the location of the occupants from the 
outlet 
K = constant of proportionality 
4. Calculate the effective draft temperature, 0^, from the equa­
tions: 
= (T - T^) - 7.66(V^ - 0.15) (7.7) 
= (T - T^) - 0.07(V^ - 30) (7.8) 
depending upon the units of velocity 
a) equation (7.7) to be used for m/sec 
b) equation (7.8) to be used for ft/mt 
5. Values of 6^ should be between (-1.67) to (+1.11) when velocities 
are m/sec.and temperature in °K and between (-3) to (+2) for 
velocities in ft/minute and temperature (°F). 
6. If the calculated values in step 4 do not fall within the limits 
in step 5, choose a new effective area for the diffuser and re­
peat steps 1-5. 
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A design criteria based on steps 1-6 should coordinate load cri­
teria, dynamic performance criteria and air diffusion performance index 
(ADPI) criteria which is the number of points in the occupied space at 
which the draft temperatures satisfy the comfort criteria expressed as a 
percentage of the total points measured. 
7.3 Stability of Control Loops in HVAC Systems 
Dynamic analysis of physical systems seeks information about the 
response of the system to some inputs. The response characteristics of 
interest are expressed in terms of its time behavior. One parameter of 
response evaluation is the magnitude from output variable after a long 
period of time has elapsed since the application of input. If the system 
achieves a finite output, it is said to be stable. Dynamic analysis is 
generally thought to be useful for stable systems, whereas the responses 
of unstable systems are thought to be of no practical value. In reality, 
unstable building systems do exist sometimes and stability analysis can be 
used to improve their stability. 
Stability of a building system depends upon the dynamic responses of 
individual components viz. occupied space, sensors, controllers, valves, 
actuators, heat exchangers, ducts and occupants. Mathematical models for 
these components have been developed and reported in Chapters 3 and 4. 
These models can be used to derive open-loop or closed-loop transfer 
functions for the system. Techniques of control theory viz. Routh's 
criteria. Root Locus Methods, Bode's Plots, etc., can be applied to these 
transfer functions to test stability of the system (112). Applications of 
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these techniques can aid the designer in finding the limiting overall gain 
which provides stable system while achieving minimum steady-state devia­
tion of the controlled variable. In building systems, however, an in­
crease in the gain of the controller can reduce the energy requirements in 
some HVAC systems such as dual duct and terminal reheat systems (28). In 
other HVAC systems where proportional controllers are used, applications 
of control theory for stability analysis can be helpful in designing 
limited-stable systems where the controlled variable is allowed to oscil­
late within predetermined bandwidths. 
To illustrate the application of control theory to the transfer 
functions derived from mathematical models developed in Chapters 3 and 4, 
a closed-loop transfer was derived for the electric heating mode of the 
Iowa State University ERH. This transfer function was described by equa­
tion (5.2) and is reproduced here for analysis of inputs from the furnace: 
K-(l + T  S)-AQ ( s )  K 
" S[(l + T  S) (1 + T  S) + KK'K ] S(1 + T  ^  A T ( s )  
O S  s Q s O S  
(7 .9 )  
or 
fll(3) Kp'l + + V 
Âîj .Cs )  [ (1  +  T  S ) ( l  +  T  S)  +  KK-K ] [S (1  +  T  S)  -  K_J  
L  O S  S  S  O S  J .  X  
Substituting the values of various parameters from equation (6.21): 
AT(s) ^ 0.0003(1 + .0083S)(1 + 0.8644S) 
AQr(s) [(1 + 0.8644S)(1 + .0083S) + 0.0003 x 0.00134] 
X [S(l + 0.8644S) - 0.7386] (7.10) 
From equation (7.10), the Characteristic Equation can be written as: 
[(1 + 0.8644S)(1 + 0.0083S) + 4 x lO"^] x [(0.86445^ + S) - 0.7386] = 0 
or 0.0062S* + 0.84805^ + 1.8318S~ + 0.2816S - 0.7386 = 0 
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or + 136 .778^ + 295.458^ + 45.42S - 119.13 = 0 (7.11) 
From the Characteristic Equation (7.11), the Routhian array can be 
written as 
,4 
S 
,3 S" 
.0 
1 295.45 -199.13 
136.77 45.42 
295.12 -119.13 
100.63 -119.13 
230.25 
Since there is no change of sign in the first column of the Routhian 
array, it can be concluded that there are no roots with positive real 
parts and hence the system is stable. Had there been any sign change in 
the first column indicating roots with positive real parts. Root Locus 
methods could have been applied to detect the gain value marking the 
borderline of stability and instability, Pole-Zero diagram analysis could 
also have been used to compensate the system by adding more dominant 
roots. 
7.4 Sensitivity Analysis 
The design and selection of an optimal HVAC system must include con­
sideration of the interplay among a large number of parameters which de­
scribe the thermal responses of the building. An important feature of any 
technique or model used in design is its ability to predict the effect of 
variations in the parameters on the response of the building system. 
These predictions can then be used to draw conclusions about the design, 
selection, and operation of HVAC systems. Examples of the use of analog 
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computers in parametric studies for buildings appear in the literature 
(25-26). 
However, it was shown in Section 3.2 that analog computer experiments 
can be very expensive in terms of money and time. As a result, mathemati­
cal models for the components of building systems have been developed in 
Chapters 3 and 4. The mathematical models have been validated experi­
mentally as reported in Chapter 6. In Section 7.3 it has been shown that 
the mathematical models can be used to apply the techniques of control 
theory to yield information on the stability of a proposed system. The 
intent of the present section is to examine the suitability of the mathe­
matical model as a basis for sensitivity analysis. 
7.4.1 The sensitivity equation 
To develop the sensitivity equation, the mathematical model described 
by equation (3.15) may be expressed as 
F(T,T,t,q^) = 0 (7.12) 
where q^ may be any parameter of interest for sensitivity analysis such as 
Q, M^, m^ or U. 
The general solution of differential equation (7.12) may be expressed 
as 
T = T(t,q^) (7.13) 
If the parameter of interest q^ is varied by a small amount, Aq^, 
equation (7.12) can be rewritten as: 
F(T,T,t,q^ + Aq^) = 0 (7.14) 
and its solution as 
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T = T(t,q^ + Aq^) (7.15) 
Using equations (7.13) and (7.15), a measure of sensitivity can be ob­
tained: 
T(t,q + Aq ) - T(t,q ) 
Ai (7-16) 
o 
If identity (7.16) has a limiting value as Aq approaches zero, 
lim + Aq^) - T(t,q^) 3T(t,q^) 
Aq ->0 Aq 3q 
o ^o ^o 
(7.17) 
and 
3T(t,q ) 
-g- =u(t,q^) (7.18) 
o 
The function u(t,q^) is called the sensitivity coefficient of the dynamic 
system (113). 
The partial derivative of equation (7.12) is: 
If-^+11 + ° (7-19) 
0 o o 
Substitution of equality: 
3T 3 ,3T, 
35" " IT < sT' " " 
O ^O 
into equation (7.19) results in equation (7.20): 
i f  "  +  (7 -20)  
o 
Equation (7.20) is a differential equation with u as a dependent variable 
and is the required sensitivity equation. Thus, the solution of this 
equation should lead to a method of expressing u as a function of time. 
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7.4.2 Solving the sensitivity equation 
In order to solve equation (7.20), it is recognized that 
1. Equation (7.20) is a linear differential equation with constant 
coefficients, or 9F/9T and 3F/3T are not functions of u. 
2. In deriving equation (7.20), we assume that the solutions of 
equation (7.12) are analytically dependent on the parameters. 
Insofar as Aq^ represents parametric variations which do not 
change the order of equation (7.12), the condition for analytical 
dependence holds. 
3. In deriving the sensitivity equation (7.20), no reference has 
been made to the initial conditions. So let us consider the 
following two cases. 
Case A: If the initial conditions of equations (7.12) and (7.14) are 
identical, then at t = 0, there is no deviation between the two systems 
and all the initial conditions for equation (3.15) are zero. 
u(0) = 0 
u(0) = 0 (7.21) 
Case B: If initial conditions of equations (7.12) and (7.14) are 
different, then the differences for T(0) are not zero. Say 
T(0) = a for equation (7.12) 
T(0) = a + Aa for equation (7.14) 
The integral of equation (7.12) can be written as 
T(t) = a + (T,t,q^) dt (7.22) 
so that equation (7.22) fulfills the desired initial condition for equa­
tion (7.12), i.e., when t = 0, T(0) = a. 
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Differentiating equation (7.22) with respect to a 
^ - 1  ( 7 . 2 3 )  
Therefore, initial conditions for equation (7.20) are: 
u(0) = 1 
6(0) = 0 (7.24) 
If some other initial condition plays the role of a variable parameter for 
t = 0, then by analogy its derivative will also be equal to 1, 
When more than one parameter is to be considered, mixed derivatives 
2 
of the type 3 T/3q^3q^ will be required. In order to calculate the de­
rivatives of higher order, equation (7.20) may be differentiated: 
+ (7.25) 3T9q 3T 3q 3T3q 3T 3q „ 2 
o ^o ^o o 3q 
o 
Substituting 
o ^o 
where 
9" = V 
II V + II V - - Û - glg^- u = -X (7.27) 
3q^ o o 
Comparing equations (7.20) and (7.27), we find chat the homogeneous parts 
are identical. 
So, the partial or mixed derivatives of arbitrary order with respect 
to a parameter q^ of the dynamic system have the same homogeneous part as 
equation (7.20). Since the nonhomogeneous terms in equation (7.27) 
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contain derivatives of lower order, a solution of the sensitivity equation 
(7.20) exists under all initial conditions of Case A and Case B. There­
fore, the mathematical model as expressed by equation (7.20) is suitable 
for sensitivity analysis. 
7.4.3 Procedures for sensitivity analysis 
It was shoim in Section 7.4.1 that a sensitivity equation can be set 
up for a physical system from its mathematical model. It was proved in 
Section 7.4.2 that a solution does exist for the sensitivity equation. 
Procedures have been described below to perform the sensitivity analysis 
for a mathematical model. 
Step 1. Identify the inputs and the outputs of interest for sensi­
tivity analysis. For example, the output variable of 
interest in the mathematical model of the occupied space 
(equation (3.15)) could be space temperature, T, and its 
sensitivity to inputs like Q , , T., m , M , Q. ., C , 
^ occ f 1 a a inf pa' 
Q , and Q. ^ may be desired. 
cond int ^ 
Step 2. Find the sensitivity coefficient (equation (7.18)) for each 
one of the input variables. For example, the sensitivity 
coefficient of the mathematical model of equation (3.15) 
with respect to Q will be 
occ 
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9T 
M occ 
= M c ^ — + m C LJ f\ r\ A » III O rs A 
a pa otoQ a pa oQ 
occ occ 
Q^=const 
T^=const 
m =const 
a 
M =const 
^a 
Qi^f-const 
C =const 
.pa 
Qcond=c°"st (7.28) 
Determine equations similar to equation (7.28) for the other seven inputs. 
Step 3. Derive other terras required to set up the sensitivity equa­
tions (7.20), one each for every input variable to which 
sensitivity of the output is desired. For example, the 
sensitivity equation of the space temperature T in equation 
(3.15) to an input from occupants has been derived to be: 
(2M^C^ + M m ^ + (3M m C + m^C" ) _ — 
a pa a a pa g^2g' a a pa a pa dtdQ^^^ 
occ 
occ 
Determine equations similar to equation (7.29) for the other 
seven sensitivity coefficients. 
Step 4. Find the boundary conditions for each of the eight sensi­
tivity equations derived in step 3. For example, boundary 
conditions for the input from occupants may be 
t - to. T . and " % 
t . t^. T - and . Q, 
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Step 5. Solve all the eight sensitivity equations derived in step 3 
with their respective boundary conditions for sensitivity 
analysis. 
To conclude, some applications of the mathematical models of building 
systems performance analysis have been described in this chapter. The 
rational model has been applied to study the effects of environmental 
control dynamics on energy consumption and to derive some new control 
strategies. The new control strategies have been identified as thermal 
and air movement strategies. The closed-loop transfer function derived 
for a heating system for a single family residence has been subjected to 
Routh's Stability Criteria and was shown to be stable. It has been shown 
that mathematical models for dynamic analysis of buildings can be used to 
formulate sensitivity equation. Procedures to perform sensitivity analy­
sis have been described. 
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8. BUILDING SYSTEMS ECONOMIC ANALYSIS 
The mathematical models of the building systems developed in Chapters 
3, 4 and 5 can be used to apply the techniques of control theory as demon­
strated in Chapter 7 for improved designs. Once a proposed design meets 
comfort, functional and technical criteria and is technically feasible, it 
must stand alone on its financial merits to the owner of the building 
system. The purpose of the present chapter is to identify those methods 
of economic analysis which are suitable to compare the financial merits of 
alternative designs. 
8.1 Economic Criteria 
In general, economic analysis of alternatives involving engineering 
considerations may be based on one or more of the following criteria: 
a. Benefit/cost ratio 
b. Pay back period 
c. Life cycle cost analysis 
Benefit/cost ratio is useful in analyzing governmental expenditure 
for different purposes such as control of natural resources, providing 
economic services, protection to citizens and cultural development. Pay 
back period is used in practice in making a large percentage of business 
decisions. However, Smith (114) recommends that the use of pay back 
period should be restricted to a supplementary, special purpose criteria 
and should be avoided for final acceptance-rejection decisions due to the 
following reasons. 
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1. Cash flows beyond the pay back year are neglected, thus the cri 
teria fails to give weight to cash flows that occur after the 
date of payout. 
2. The timing of cash flows within the payback period is neglected 
3. The "test" is not a uniform one; it discriminates against long-
lived projects. 
4. Users tend to use shorter and shorter payoff requirements until 
few investments, if any, can pass the test. 
5. Payback method assumes an interest rate of zero. 
6. Payback does not provide for return on debt or equity capital. 
7. Payback ignores the time value of money. 
8. The method does not provide for income taxes or investment 
credits. 
9. Payback ignores inflation and elements of cost that escalate at 
rate greater than the rate of inflation. 
8.2 Life Cycle Cost Analysis 
Life cycle cost analysis for building systems can be used to deter­
mine whether a particular alternative affords an economic incentive. Th 
following major steps constitute a life cycle cost analysis. 
1. Specification of economic objectives and constraints. 
2. Identification of alternate technical solutions. 
3. For each alternative, identification of relevant cost variables 
and their values over time. 
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4. Adjustment of cash flows to an equivalent basis. 
5. Calculation of life-cycle costs and comparison of costs for 
alternatives. 
Because investments in building systems involve expenses and savings 
that spread over the life of the system, it is important to use an evalua­
tion method, such as life-cycle costing, which incorporates all important 
cash flows over the life period. To calculate an owner's life-cycle costs 
for an alternative, the following variables are relevant and their evalua­
tion demands a conscientious effort on the part of those supplying data 
for an economic analysis. 
A. Economic life: Life of a property is the number of years of 
service over which the prudent user expects to retain the property in use 
for its stated purpose (114). Care should be taken while using any 
available data (115) on physical lives for building system components for 
an input to an economic model. Economic life is that which will produce 
minimum cost and it can be less than the physical life. Moreover, income 
tax considerations in an economic analysis somewhat reduce the impact of 
errors in the estimation of economic life, especially when the life in­
volved is more than 14 years and these considerations can change the per­
centiles reported in reference (115). Considerations of interest rates 
can change the optimal service interval for equipment. An increase in 
interest rate means an increase in economic life. The prospect of infla­
tion either can accelerate or can retard replacement. Moreover, economic 
considerations may not favor the purchase/installation of brand new equip-
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ment and thus the data on economic lives in an economic model should be 
based on optimal service interval rather than on physical lives. 
B. Acquisition costs: These costs are incurred in identifying and 
designing the system, in purchasing, delivering, and installing the sys­
tem, and in modifying the building to receive it. 
C. Maintenance costs: These costs include system repair costs, 
insurance premiums and routine maintenance costs. 
D. Operating costs: These costs include those for fuel, property 
taxes, and other operating requirements. 
E. Salvage values: The net salvage value is the gross resale value 
less such costs as those required for restoration, removal, selling com­
missions, delivery charges, or demolition. 
In assessing costs it is also important to take into account the 
impact of property and income taxes as well as the effect of any state or 
federal government incentive programs such as business energy credits. 
When financing of an energy saving measure is in part by borrowing, the 
tax sheltered after-tax rate of return, i , should be calculated. De-
a 
preciation is the allocation of (first cost-salvage) over the life of the 
asset, as determined for income tax purposes. A suitable method such 
as straight-line, sum-of-the-years or short-life write-off method should 
be used to account for depreciation. Finally, anticipated inflation rates 
may be different from the rate of future change in the cost of the various 
fuels and as such may be treated separately. Since fuel cost savings will 
be the main source of reduction in operating costs among the building 
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system alternatives analyzed, the economic analysis should be sensitive to 
fuel prices and projected fuel price increases. 
Literature review reveals that the theme with various researchers has 
been to report life cycle cost analysis models for special applications 
(116-117). The intent of the present chapter is not to develop or report 
an economic analysis model under particular specifications and con­
straints. Instead, fundamental relationships between operating revenues 
and return on debt and equity (114) are reported which can be used for 
life cycle cost analysis under different specifications and constraints. 
These relationships are described by the following equations: 
PEC = PEN + [B - V(p/f)^^ - t(PED)]/(l - t) 
AEC = AEM + [B(a/p)iG - V(a/f)^^ - t(AED)]/(l - t) 
n n 
PEX = (PER - PEM)(1 - t) - B + V(p/f)^^ + t(PED) 
AEX = (AER - AEM)(1 - t) - B(a/p)^^ + V(a/f)^* + t(AED) 
\ - fd^le 
° - "d^d * - Ofd^d + - fd'^e 
i, = BTRR = r i + (1 - r,)i /(I - t) = i /(I - t) 
b da de a 
The following definitions apply to these equations: 
PEC = present equivalent cost 
PEM = present equivalent cash operating costs 
B = first costs 
V = salvage value 
8.1) 
8 . 2 )  
8.3) 
8.4) 
8.5) 
8 . 6 )  
8.7) 
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(p/f)^^ = single payment present worth factor 
t = effective combined federal and state income tax rate 
FED = present equivalent tax depreciation allocations 
AEC = annual equivalent cost 
AEM = annual equivalent cash operating cost 
13, (a/p)n = capital recovery factor 
(a/f)^ = sinking fund factor 
AED = annual equivalent tax depreciation allocations 
PEX = present equivalent excess of revenues minus costs 
AEX = annual equivalent excess of revenues minus costs 
i^ = composite cost of capital 
i^ = rate of return required on debt capital 
i^ = annual effective after tax rate of return required on equity 
capital 
i = tax-sheltered after-tax rate of return 
a 
i, = effective annual before-tax rate of return 
b 
rj = debt ratio = debt/(debt + equity) 
8.3 Decision Procedures in Life Cycle Cost Analysis 
Several methods are available in which the same economic results 
be displayed. Each method has its own set of advantages and disadvan­
tages. The methods include: 
a. Annual equivalent cost comparisons of different alternatives 
(comparison of outputs of equation (8.2)). 
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b. Present equivalent cost comparisons of different alternatives 
(comparison of outputs of equation (8.1)). 
c. Rate of return comparisons of different alternatives. Rates of 
return are calculated by equating equation (8.3) or (8.4) to zero 
to calculate i^. If only one compound interest factor is in­
volved, the problem can be solved directly. When two or more 
factors are involved, the method of solution is one of trial and 
error. 
For the economic analysis of building systems, the rate of return 
method offers some advantages over the annual equivalent cost and present 
equivalent cost methods. Rate of return method gives an accurate ranking 
of independent alternatives if the objective is to maximize rate of re­
turn. In AEC and PEC analysis, savings are maximized at a stipulated rate 
of return. Although AEC and PEC methods of analysis are appropriate for 
mutually exclusive alternatives, the correct choice will not always be 
evident for independent alternatives. The investor runs the risk of 
choosing the alternative with a lower rate of return even though savings 
appear to be maximized. 
After the rate of return is calculated from equations (8.3) or (8.4) 
for the various alternatives, the optimum choice must be made among them. 
Procedures for optimum choice vary depending on whether the rates of re­
turn refer to independent measures over present conditions, to mutually 
exclusive alternatives, or a combination of the two. 
The decision procedure for independent measures over present condi­
tions is as follows; 
199 
1. Rank projects in descending order of prospective rate of return. 
2. Approve projects according to rank until funds are exhausted or 
the rate of return is less than the minimum acceptable rate of 
return (MARR). 
Network diagrams and choice tables are very helpful in making deci­
sions on mutually exclusive alternatives. These methods are cited in 
reference (114). 
8.4 Dynamics of the Economic Model 
A review of the list of relevant costs/terms described in Section 
8.2 reveals that each category is subject to time variation and uncer­
tainty. This is the case in almost every investment decision. However, 
it is worthwhile to point out the problem areas and some examples of 
sources of information as related to building systems. 
The rate of future annual increases in fuel costs is the dominant 
component in life-cycle cost calculations. Estimating this rate involves 
reliance on fuel industry projections, uncertain national and interna­
tional government policies, and possible costs of newly developing tech­
nologies in the energy field. The uncertain pace of development of new 
technologies creates difficulties in choosing a suitable period of eco­
nomic life. The pace of developing technologies also leaves uncertain 
that proportion of the building's energy load which can be reduced. 
Future maintenance costs depend on the reliability of the products as well 
as estimates of cost increases for parts and labor. Finally, the investor 
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must decide upon a realistic, acceptable rate of return to use in deciding 
whether the given project is worth undertaking. 
One method of dealing with such uncertainties is the use of Sensi­
tivity Analysis similar to that discussed in Section 7.4. This procedure 
allows the analyst to determine how the economic outcome will vary as a 
function of one or more factors while all others are held constant. For 
example, an energy saving technique will be economically attractive if it 
results in a sufficient reduction in fuel costs. Thus, it might be 
appropriate to compare the results when the size of the annual fuel cost 
increase is varied while all other data remain unchanged. The investor 
can then determine whether he considers the percent increase which makes 
the investment worthwhile to be a realistic estimate. Sensitivity analy­
sis indicates relationships such as follows (114) for a more costly energy 
conserving technique. 
1. A longer period of economic life produces larger net benefits. 
2. Lower costs of acquisition and maintenance bring about greater 
net benefits. 
3. Under some circumstances the cost penalty of a parameter being x 
units less than its expected value is different from the cost 
penalty caused by it being x units greater than expected value. 
4. Variability can be treated implicitly if MARR used is greater 
than the required ROR. The difference takes care of the uncer­
tainty (variability) of parameters. 
5. Variability can be treated explicitly if statistical expected 
values of the parameters are employed with equal cost penalty or 
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an unlikely but possible serious outcome is insured and its cost 
is explicitly treated in the economic model 
6. Simultaneous variation of more than one parameter sometimes 
offers several advantages as follows: 
a. This approach is more realistic than varying one parameter at 
a time. 
b. This approach may signal the possibility of a disastrous out­
come when input variations have a multiplicative rather than 
compensating effect. 
The disadvantages in simultaneous variation of more than one parameter are 
of course too many calculations. For example, if two parameters are tri-
valued, nine sets of calculations in the application of an economic model 
(equation (8.3) or (8.4)) are needed. Under such circumstances, use of 
computers or special techniques such as Monte Carlo Simulation (114) can 
be used for sensitivity analysis. 
To conclude, it is recommended that Sensitivity Analysis using simple 
economic models such as equation (8.3) or (8.4) should be undertaken as a 
future research project to identify the most significant economic parame­
ters. This information can lead to identifying areas of technical re­
search where the future stress should be to generate data on energy 
savings in buildings. 
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9. GENERAL APPLICATIONS, CONCLUSIONS AND 
RECOMMENDATIONS FOR FUTURE WORK 
9.1 General Applications 
Institutional mechanisms which will use the results of the research 
work reported in this dissertation are identified in Figure 9.1 which is 
a chart showing the principal paths by which technology moves from concept 
to construction practices. Blocks A to F of Figure 9.1 illustrate the 
flow of technology from the concept stage to incorporation of test 
methods and performance requirements into specifications, codes and regu­
lations. Blocks G to J of Figure 9.1 illustrate the use of the research 
results in modeling, product and system development, construction practice 
and design practice. 
Research reported in this dissertation fits Blocks A, B, C, G and H 
of Figure 9.1. One contribution of this research is that the problem of 
predicting dynamic behavior of building systems has been reduced to 
manageability. Analytical models developed and reported are simple, 
modular, accurate and powerful. The power of the mathematical models to 
yield useful information to the designer has been demonstrated in Sections 
7.1 and 7.2 where they have been very successfully applied to study the 
effects of environmental control dynamics on energy consumption and to 
derive some new control strategies for energy conservation. It has been 
shown in Sections 7.1 and 7.2 that a design criterion based upon dynamic 
considerations can easily be coordinated with comfort criteria, load cri­
teria and air diffusion dynamics (ADPD) criteria. 
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Figure 9.1. Flow of technology from concept to application. 
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It has been shown in Chapter 5 that the reported analytical models 
can be coupled to each other to derive overall closed-loop transfer func­
tions for different types of HVAG systems. These transfer functions can 
also be used by the designer to obtain useful information. For example, 
it has been shown in Sections 7.3 and 7.4 that the transfer functions de­
rived from the analytical models of Chapters 3 and 4 can be subjected to 
the techniques of control theory. Such methods are rather powerful be­
cause digital computers can conveniently be applied to include even non-
linearities in the light of Popav stability techniques (118). Thus, all 
the developments in modern control theory have been put at the disposal of 
the designer for optimal design of HVAC systems. 
9.2 Conclusions 
From the literature review it has been found that the dynamic charac­
teristics and interactions of different components in a building system 
(envelope, HVAC system and equipment) have not been investigated in detail 
in the past. The emphasis on steady state has been reflected in the de­
termination of occupant comfort conditions also. However, primarily be­
cause of the present and expected future cost of energy used by building 
environmental control systems, an urgent need to understand the dynamic 
responses of building systems has been identified. ASHRAE is currently in 
the process of formulating a multi-million dollar research program to meet 
this need in the coming five years. This dissertation is a timely effort 
through which cost effective mathematical models have been developed and 
validated to predict dynamic performance of building systems. 
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To achieve the first two objectives as stated in Chapter 1, mathemat­
ical models to predict dynamic conditions inside an occupied space were 
developed both from analog thermal circuits and energy balance methods. 
Applications of the models derived from analog thermal circuits were shown 
to be complex and expensive in terms of time and money. A rational model 
derived from energy balance has proved to be simple, accurate and was 
shown to be less complex, yet accurate and powerful in its applications. 
The rational model rendered itself in a form to which the analytical mod­
els of the other control systems elements and of controlled systems can be 
coupled. The rational model was used to develop three models of environ­
mental control systems: a heating system for a single family residence, a 
fan-coil system for a classroom and a constant volume dual duct system for 
an office building. 
To accomplish the third objective, the concept of the rational model 
was subjected to experimental validation, in the Iowa State University 
Energy Research House, both in the open-loop and closed-loop modes. For 
the open-loop mode, the results predicted by the mathematical model were 
within ±0.16°C of the measured value. For the closed-loop mode, the math­
ematical model predicted nine cycles of furnace operation with an accuracy 
of ±0.13°C for space temperatures. 
To achieve the fourth objective, the rational model was applied to 
study the effects of environmental control dynamics on energy consumption 
and to derive some new control strategies for energy conservation. The 
new control strategies were identified as thermal strategies and air move­
ment strategies. Thermal strategies included both active control strate­
gies and passive control strategies. Finally for the fifth objective of 
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this dissertation, derivation of thermal strategies led to the identifica­
tion of a single parameter which can be used to compare the energy char­
acteristics of building envelopes in a given category and to improve pas­
sive designs for energy efficient buildings. Derivation of air movement 
strategies showed that a design criteria based upon dynamic considerations 
can easily be coordinated with comfort criteria, load criteria and air 
diffusion dynamics (ADPI) criteria. 
The closed-loop transfer function derived for a heating system for a 
single family residence was subjected to Routh's stability criteria and 
was found to be stable. It was shorn that mathematical models for dynamic 
analysis of buildings can be used to formulate sensitivity equations for 
sensitivity analysis and the techniques of modern control theory can be 
applied to optimize design. 
Techniques of life cycle cost analysis were reviewed which may be 
used to evaluate those design alternatives which meet the comfort criteria 
and are technically feasible. Potential problems in economic analysis of 
building systems were identified. Institutional mechanisms which will use 
the results of the research reported in this dissertation were identified 
and their relationship to other mechanisms, needed to move the research 
concepts to construction practices, were shoim. 
9.3 Recommendations for Future Work 
The objectives of the present research project to develop cost effec­
tive mathematical models to predict dynamic performance of building sys­
tems have been met. However, many more research projects will have to be 
carried out before the building systems technology can move from the con-
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cepts and results of the research presented in this dissertation to the 
construction practices. All the tasks indicated in the Blocks C to F and 
H to J of Figure 9.1 will have to be accomplished. Different obstacles on 
the feed-forward and feed-back paths connecting the blocks of Figure 9.1 
will have to be overcome. To be specific, accomplishment of the tasks of 
Blocks A, B, C and G (subject matter of this dissertation) can be further 
strengthened through the following future research projects. 
1. A research project should be undertaken to validate the mathematical 
models reported in this dissertation to perform the sensitivity analy­
sis on an existing facility like the Iowa State University Energy Re­
search House. All the sensitivity equations as outlined in Section 
7.4.3 should be derived. A computer program should be developed to 
solve the sensitivity equations. Experimental data will be needed to 
establish some boundary conditions for the sensitivity equations and 
that is the reason that work on an existing facility is recommended. 
Computer solutions of the sensitivity equations should be made availa­
ble in graphical and tabular form. The potential use of the solutions 
of the sensitivity equations in the graphical or tabular form by the 
designers should be examined to optimize the building design. 
2. Some research efforts should be directed to apply the theoretical 
techniques of modern control theory such as frequency response methods 
to examine the possibility of predicting seasonal performance of HVAC 
systems without using hour by hour data as required for analysis in 
time domain. Mathematical models developed in this dissertation have 
been described in Laplace Transform variables and can be readily 
adopted for frequency response methods. 
208 
3. Experimental research efforts should be pursued to calibrate the 
models for more environmental control systems. Setting up of an in­
expensive experimental facility may be a laboratory model, for a fan-
coil heating system is recommended to accomplish this goal. 
4. Experimental work should be undertaken to verify the effects of 
furnace over-capacity and its part load operation on cycling patterns 
as predicted by the rational model in section 7.7.1. It is recom­
mended that some existing facility should be used for this purpose. 
This project should include studies on the effects of thermostat 
differential on cycling and energy consumption to test the validity of 
new control strategies as recommended in this dissertation. Studies 
of the effects of changes in differential on the occupant's accepta­
bility should be a part of the project. Work should be pursued to 
determine the gain and time constants of the occupant when used as a 
feedback component. 
5. A data base should be developed on different parameters used in eco­
nomic analysis of building systems. Techniques should be developed 
to specify the confidence with which the building owners, design 
engineers, contractors and manufacturers can use these data. 
9.4 Closure 
An effort has been made to add a new dimension to the concept of de­
sign practice for building systems. The message is that future design 
practices for building systems should include dynamics criteria if they 
are to make use of various available energy saving strategies. Dynamic 
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considerations can also help to create new energy saving strategies. Pro­
jected depletion rates of nonreplenishable fossil fuels demand that we 
direct our talents and efforts to reduce energy use and this dissertation 
is an effort made in that direction with a life long commitment to con­
tinue the effort. 
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11. APPENDIX A: CLOSED-LOOP TRANSFER FUNCTION FOR 
THE SYSTEM SHOWN IN FIGURE 3.10 
= fR _ r0.813(.167S+l) 0.025(.12S+1) 
(2.86S+1) R (31.25S+1)(3.125S+1)"(.526S+1) ^ 
0.596 0.126(.152S+1) 
(.555S+1)(.0286S+1) w (0.455S+1)(2.632S+1) I 
0.025(0.18+1) 10~^(0.562)(0.2S+1) , 
(1.25S+1)(.333S+1) G (285.78+1)^(1.3893+1) ° 
0.567(.823S+1) 
(.9098+1)(208+1) . ,30,000.,0.8(1.353+1).. .0013 . 
 ^  ^ .135(.192S+1)' ^ ^  48+1 (2.88+1) "'*'(.458+1)'' 
(.9098+1) 
+ (r 0-0045 J + IP'S T ^ T 
^1(6.673+1) o (3035+1)2 ^ (.7148+1)(.0288+1) I 
0.02 0.005 .158(28+1) 
(3.858+1) w 258+1)3 ^  (.678+1) 
7,700 ,30,000. ,.8(1.353+1) ,.0013 .. .^ 
" ,30,000.,.8(1.358+1) ^  ^  48+1 ^ ^  (2.88+1) '458+1^ 
48+1 2.88+1 
1 (T^S+l) J 
1 H (T^S+1) 
0.567(.8238+1) ,30,000. ,.8(1.353+1). , .0013 . 
(0.9098+1) (203+1) ^  4S+1 ^ (2.83+1) ^^(.458+1)^ 
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12. APPENDIX B: PARTIAL FRACTIONS OF THE COEFFICIENT OF T^ 
F(s) = 
S(S+2.2222)(S+.0033)^ 
F(s) = ^  + 
S (S+2.2222) (s+,0033)2 (S+.0033) 
A = [SF(s)] „ = ^ = 41322.7272 
(2.2222)(.0033) 
B = [ (S+2.2222)F(s)]g^_2_2222 
S(S+.0033)2 
(-2.2222)(4.9235) 
S=-2.2222 
= -0.0914 
C . [(S+.0033)2F(s)]g_ _ „ „ 3 3  
S(S+2.2222) 
= -136.5679 
S=- 0033 (-.0033)(2.2222 - .0033) 
^ dS [(S+.0033) F(s)]g^__oo23 
— r 1 1 
dS ^8(5+2.2222) ^S=-.0033 
^ Q (2S+2.2222) 
^ (5^+2.22225)2 
^ -2.2156 
(0.00005362) 
= -41322.6358 
5=-.0033 
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_ 41322.7272 _ 0.0914 136.5679 _ 41322.6358 
FIS) S (S+2.2222) " (5+0033)2 (S+.0033) 
Therefore: 
2.4229 X 10"^°TGF(S) 
^^-10.100120.8357 0.2215 330.8904 100120.6145, 
X lU l g - (S+2.2222) " 0033)2 " (S+.0033) ^ 
rloZi 2.215x10"^^ 3.3089x10"^ _ lO"^ . 
S ~ (S+2.2222) " (g+ 0033)% (S+.0033)J 
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13. APPENDIX C: PARTIAL FRACTIONS OF THE COEFFICIENT OF T^ 
F(s) = 
5(8+2.2222)(S+1.4006)(S+35.7143) 
A ^  B C D 
= — + 
S (S+2.2222) (S+1.4006) (S+35.7143) 
A = SF(s) 1 S=0 (2.2222)(1.4006)(35.7143) 
B = (S+2.2222)(F(s) 
= 0.0089 
C = (S+1.4006)F(s) 
S=-2.2222 (-2.2222)(-2.2222+1.4006)(-2.2222+35.7143) 
= 0.016354 
S=-l 4006 " ( -1.4006)(2.2222-1.4006)(35.7143-1.4006) 
= -0.025325 
D = (S+35.7143F(s)' S=-35.7143 (-35.7143)(2.2222-35.7143)(1.4006-35.7143) 
= -2.4363 X 10"^ 
^ 0.0089 0.01635 0.025325 _ 2.4363xl0~^ 
S (S+2.2222) " (S+1.4006) (S+35.7143) 
Or: 
0.1980T. 0.3638T^ 0.563454T^ ,„-5 
on ocoo T ^ 1 , L_ I 54.2157x10 
I ^ / S (S+2.2222) ~ (S+1.4006) " (S+35.7143) 
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14. APPENDIX D: PARTIAL FRACTIONS OF THE COEFFICIENT OF I R 
F(s) = 
S(S+2.2222)(S+0.016) 
B , C 
+ 
S (S+2.2222) (5+0,16)3 (S+O'L*) 
A = SF(s) 
^ ° (2.2222)(.16)3 
= 109.8643 
B = (S+2.2222)F(s) 
S 2.2222 (-2.2222)(0.16-2.2222)^ 
= 0.0513 
C (S+0.16) F(s)L (-0.16)(2.0622) = -3.0307 
S=-0.16 
-(-0.32+2.2222) 
(.16^-2.2222x0.16)2 
-1.9022 
(.0256-0.3555)' 
= -17.4779 
-1.9022 
0,1088 
E " i j:2 l(S+0.16)3F(s)]s__o I S  
= i A r-(2S+2.2222), 
^ (5^+2.2228)2 S=-0.16 
^ 1 ,-(8^+2.2228)2 + (2S+2.2222)(2)(S^+2.222S)(2S+2.222) 
O I 
(8^+2.2228)4 S=-0.16 
1 ,-2+2(28+2.2222) 1 
2 L 9 3 J (8"+2.22228) S=-0.16 
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r(28+2.2222)2-1 
(8^+2,22225)^ 8=-0.16 
_ (2.2222-0.32)2-1 
2 3 (.16 -2.2222x0.16) 
= -106.72 
, . ^  109.8643 0.0513 3.030 _ 17.4779 _ 106.72 
- S (S+2.2222) " (s+o.i6)3 " (g+Q ia)2 " (S+0.16) 
O.OOOSI F(s) 
.0.0549 2.5650x10"^ _ 0.0015 _ 0.-087 _ 0.05336 , 
- R S (S+2.2222) '  (g+Q.!*)] " (8+0.16)2 " (8+0.16)^ 
,5490x10"^ 2.5650x10"^ _ 150xl0~^ _ 870x10"^ _ 5336x10"^ 
R S  (8+2 .2222)  ( s+0 .16 )^  (8+0 .16)^  (8+0 .16)  
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15. APPENDIX E: DERIVATIONS FOR FAN COIL HEATING SYSTEM 
All transfer functions are in Laplace Transform. Substituting 
equations (5.10) and (5.11) into (5.7): 
AQ„ = [G G G (AP - H AT)C (t . - t ) 
H  v a c  s e t  s  p w  w i  w o  
m AT + m AT 
a 
Substituting AQ in equation (5,5) 
n 
All • " 'wo' pw 
m AT + m AT 
+  V p a V r ' "  \ " '°H 
a 
+ %cc + ASinc' 
Substituting for AT^ and AT^ (equation (5.4)) in equation (5.3): 
AT = G,G„G G G AP ^C (t . - t ) - G,G„G G G H ATC (t . - t ) 1 H va c set pw wi wo 1 H v a c s pw wi wo 
^ ^ '^lVpa'^2'=F"ra 
m m 
a a 
+ + AQinc) + GgATa 
Rearranging: 
G- G GrtG—in C 
AT[1 ——. - G G G G G H C (t . - t )] 
m 1 H V a c s pw wi wo 
a ^ 
= =AWc<=p""^"l - two'Afsac + <=lW«occ + 
+ ,°'a'^ 3 " '^ l°H°2°r°'oa'^ pa 
m a 
a 
or 
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G,G G G G C (t . - t ) 
" • 0 . cl- "c' ' 
(: - ' A '  + °l=HVa=c«s'=PW<Vl - 'wo'l> 
^ _ GlCAQ.cc + AQlnt) 
G, GLG.G_m C 
(: - [ '  T " + «^iVv^a^c-'s^pw''»! - '„o'" 
re ^ 
^ ("^3 - °l°H°2°F''oa°pa'^^a 
+ '=lSVa-=c»sSw''"i -
a 
To couple the occupant to the system, substitute in (15.1) 
AP ^ = G„G AT 
set R occ 
G,G G G G C (t . 0 t )GLG 
Am rn 1 H V a c pw W1 WO R OCCt 
- X(s) ^ 
)/aG3 -
(15.1) 
X(s) occ int X(s) a 
where 
G, G G G_m C 
X(s) - (1 - + WvWp„('„i -
a 
or 
" X(s) - G G G G G C (t . - t )G G ^^^occ ^^int^ 1 H V a c pw wi WO R occ 
m G„ - G-G G^G m C 
+ Ê_j 1 H 2 F oa pa , ,.5 
X(s) - G.G G G G C (t . - t )GLG a ^ ' 1 H V a c pw wi WO -R occ 
or 
• X(s) - Y(s) (AQ.cc + ASlnt» 
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where: 
Y(s) = 
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16. APPENDIX F: DATA ON THE ISU ENERGY RESEARCH HOUSE 
The data reported in this appendix were taken from the record files 
maintained at ERH. Data on the sensor were received from GTE. 
3 3 1. Volume of air enclosed = 16950 ft (480 m ) 
2. Total floor area = 2385 ft^ (221.6 m^) 
3. Below grade areas 
a. Floor area = 730 ft^ @ U = 0.063 B/hr ft^°F 
b. West wall = 378 ft^ 0 U = 0.047 B/hr ft^°F 
c. North wall (156 + 162) = 318 ft^ @ U = 0.047 B/hr ft^°F 
d. East wall (i) = 127 ft^ @ U = 0.047 B/hr ft~°F 
730 X .063 + 378 x .047 + 318 x .047 + 127 x .047 „ „„ . 2„_ 
"BG = 730 + 378 + 318 + 127 = 0.0545 B/hr ft °F 
4c = 1553 ft? 
"BG-^BG • 84.67 B/hr"F 
Ugg = 0.0545 B/hr ft^°F 
4. Above grade areas 
a. Roof area = 730 ft^ @ U = 0.029 B/hr ft^°F 
b. West wall = 405 ft^ @ U = 0.048 B/hr ft"°F 
c. North wall = 450 ft" @ U = 0.048 B/hr ft^°F 
d. East wall (i) = 500 ft^ @ U = 0.048 B/hr ft"°F 
(il) = 168 @ U = 0.35 B/hr ft^^F 
= 730 X .029 + 405 x .048 + 450 x .048 + 500 x .048 + 168 x .35 
AG 730 + 405 + 405 + 500 + 168 
A^ g = 2253 ft- = 0.0644 B/hr ft^ °F 
\GG = "ACG • 0-35 B/hr ft^-F 
Z^AG^AG • 187.09 B/hr-F 
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5. Partition wall 
= 535 ft^ @ = 0.35 B/hr ft"°F 
Ap^ = 350 ft^ @ Up^ = 0.06 B/hr ft"°F 
SApj^Up^ = 208.25 B/hr "F 
6. m C = 1704.96 Btu/hr°F 
a pa 
7. ZUA = 480.01 B/hr°F 
8. M C = 301.03 B/°F 
a p 
9. Time constant of sensor = 30 secs 
10. Gain of sensor = 0.00134/°F (source—correspondence with GTE 
Sylvania Inc., Metal Laminates Div., 1704 Barnes Street, Reidsville, 
NC 27320 
230 
APPENDIX G; DETAILS OF FURNITURE ITEMS IN THE ISU ENERGY 
RESEARCH HOUSE AND THEIR THERMAL CAPACITIES 
Item 
Total 
mass 
Units (Ibm) 
1. Basement chairs 4 160 
2. Table (36"x36"x29") 1 80 
3. Easy chair 1 120 
4. Table (27"x27"xl6") 1 20 
5. Sofas 2 400 
6. Table (22"x22"xl7") 2 80 
7. Wall cabinet (35"x 3 675 
76"xl8") 
8. Table (17"x59"x27") 1 100 
9. Chair 1 30 
10. Ladder 1 30 
11. Cylinder base 1 150 
12. Cylinder 1 150 
13. Maytag washer 1 240 
14. Maytag dryer 1 180 
15. Dining table 1 150 
16. Chairs 4 160 
17. Sofa set (3 pieces) 1 set 475 
18. Table (18"xl8"xl6") 2 40 
19. Table (25"x25"x20") 1 50 
20. Stove Tappan 1 160 
21. Refrigerator Amana 1 300 
22. Dishwasher Maytag 1 150 
23. Cooking range Amana 1 100 
24. Kitchen cabinets 7 1750 
25. NW bedroom bed 1 250 
Materials 
Thermal 
Specific heats capacity 
(B/lbm°F) (B/°F) 
steel (140), wicker (8) 0.17, 0 .3, 0.3 29.80 
leather (12) 
oak(80) 0.3 24.00 
steel (105), wicker (6), 0.17, 0 .3, 0.17 21.20 
urethane foam (9) 
steel (15), glass (5) 0.17, 0 .2 5.50 
leather (30) , wood (120), 0.33, 0 .33 , 0.17 92.00 
urethane (250) 
oak (80) 0.30 24.00 
oak (675) 0.30 202.50 
oak (100) 0.30 30.00 
steel (10) + wood (20) 0.17, 0 .33 8.30 
wood (30) 0.33 9.90 
steel (150) 0.17 25.50 
steel (150) 0.17 25.50 
steel (240) 0.17 40.80 
steel (180) 0.17 30.60 
glass (50), steel (100) 0.2, 0. 17 27.00 
steel (140), wicker (8), 0.17, 0 .3, 0.3 29.80 
leather (12) 
cotton (375), wood (100) 0.31, 0 .33 149.25 
glass (20, brass (20) 0.20, 0 .09 5.80 
steel (40, glass (10) 0.17, 0 .20 8.80 
steel (160) 0.17 27.20 
steel (300) 0.17 51.00 
steel (150) 0.17 25.50 
steel (100) 0.17 17.00 
wood (1750) 0.33 577.50 
steel (200), cortex (50) 0.17, 0 .3 49.00 
Total Thermal 
Item Units 
mass 
(Ibm) Materials 
Specific heats 
(B/lbm°F) 
capacity 
(B/°F) 
26. Chart 2 240 glass (120), wood (120) 0.2, 0.33 63.60 
27. SW bedroom bed 1 125 wood (80) + cortex (40) 0.33, 0.31, 0.17 39.65 
+ urethane (5) 
28. Table 1 100 Formica (50) , wood (50) 0.28, 0.33 30.50 
29. SE bedroom bed 1 125 wood (80), cortex (40), 0.33, 0.31, 0.17 39.65 
urethane (5) 
TOTAL 1545.85 
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18. APPENDIX H: CALCULATIONS, DATA ANALYSIS FOR 
EXPERIMENTAL VALIDATION AND PROPAGATION 
OF UNCERTAINTIES 
15.1 Infiltration rate 
Using the methane leakage curve in Figure 18.1 data on methane con­
centration as a fraction of total charge are tabulated in Table 18.1. From 
the data in Table 18.1, using least squares method 
n n n 
n( Z  x.t.) - ( T. X.) (Et.) 
T ,  , =  1=1 '  (18.1) 
leak n « n „ 
n( Z X,) -  ( Z x.)^ 
i=l i=l 
where n is the total number of data points in Table 18.1. 
= 10(1167.24) - (12.29)(735.00) 
Ipflk 2 
10(18.89) - (12.29) 
= 88.34 minutes 
In 88.34 minutes, leakage = 0.632 
In 60.00 minutes, leakage will be = 0.43 
OO • JH 
Hence infiltration rate = 0.43 air changes/hour 
m . . = 16950 X 0.43 x 0.074 
ainf 
= 539.35 Ibm/hour (244.60 Kg/hour) (18.2) 
18.2 Temperatures 
Data on inside temperatures and weather conditions obtained on the 
night of August 1-2, 1979 according to the procedure described in Section 
6.3.2 is given in Tables 18.2 and 6.4. Using the method of least squares 
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Open-loop test; fan on. 
lane leakage (August 1-2, 
chart speed: 4 cms/hour; 
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Table 18.1. Methane concentration and time elapsed after charging (August 
1-2, 1979) 
Methane concentration C In C Time (minutes) 
S. No. (fraction of total charge) (X) t 
1 0.86 -0.15 6 
2 0.59 -0.53 21 
3 0.46 1 o
 
00
 
36 
4 0.39 -0.94 51 
5 0.32 -1.14 66 
6 0.26 -1.35 81 
7 0.22 -1.51 96 
8 0.18 -1.71 111 
9 0.14 -1.97 126 
10 0.11 -2.21 141 
a 1=1 1=1 1=1 /Io 
-dl'- —, n :  
n( Z t , )  -  ( Z t . )^ 
i=l i=l 
where n is the total number of points in Table 5.4. 
dT 
a ^ 19(10618.01) - (518.57)(388.99) ^  ^  04 (18 4) 
19(14153.66) - (518.57)" 
18.3 Other parameters 
Substituting the values of from equation 18.2 and of dT^/dT from 
equation (18.4) into equation (6.8), we get 
K = -522.95 (18.5) 
Using this value of , and the data on ERH in Appendices F and G, we find 
from equations 5.1.3.3-5.1.3.5 
Table 18.2. Data sheet on experimental validation of rational model; date August 1-2, 1979; remarks, 
1) Tan on, 2) HVAC system off, 3) temperatures in °C 
SW NN 
Soil Outdoor Green­ bed­ bed­ Living Base­temperatures (J 
Wind air house ment room room room 
26" 80" 134" velocity temp temp temp temp temp temp 
Time deep deep deep miles/hr °C °C °C °C °C *C 
23:30:00 20.2 22.3 24.7 06.399 20.8 21.4 28.3 27.7 27.0 26.7 
23:45:00 20.2 22.3 24.7 06.609 20.5 21.5 28.3 27.7 27.0 26.7 
00:00:00 20.2 22.3 24.7 06.558 20.2 21.3 28.3 27.7 27.0 26.7 
00:15:00 20.2 22.3 24.7 06.565 19.8 21.4 28.2 27.8 27.0 26.7 
00:30:00 20.2 22.3 24.7 06.386 19.4 21.0 28.2 27.7 27.0 26.7 
00:45:00 20.2 22.2 24.7 06.460 19.1 20.9 28.1 27.7 27.0 26.7 
01:00:00 20.2 22.3 24.7 06.451 18.9 20.6 28.0 27.7 27.0 26.7 
01:15:00 20.2 22.3 24.7 06.429 18.7 20.7 28.0 27.7 27.0 26.7 
01:30:00 20.2 22.3 24.7 06.397 18.6 20.6 28.0 27.7 27.0 26.7 
01:45:00 20.2 22.3 24.7 06.370 18.2 20.6 27.9 27.7 26.9 26.7 
02:00:00 20.2 22.3 24.7 06.326 18.2 20.5 27.9 27.7 27.0 26.7 
02:15:00 20.2 22.3 24.7 05.905 18.1 20.4 27.8 27.6 28.9 26.7 
02:30:00 20.2 22.3 24.7 05.907 17.8 20.3 27.7 27.6 26.9 26.7 
02:45:00 20.2 22.3 24.7 05.985 17.7 20.1 27.8 27.6 26.9 26.7 
03:00:00 20.2 22.3 24.7 05.:61 17.3 20.2 27.7 27.5 26.8 26.7 
03:15:00 20.2 22.3 24.7 05.946 17.1 20.1 27.6 27.5 26.8 26.7 
03:30:00 20.2 22.3 24.7 05.934 17.0 20.1 27.5 27.5 26.8 26.7 
03:45:00 20.2 22.3 24.7 05.864 16.8 19.7 27.5 27.5 26.8 26.6 
04:00:00 20.3 22.3 24.7 05.815 .16.5 19.4 27.5 27.5 26.8 26.6 
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K , , .  „ .  1 . 0 3  
= 0.29 
1704 .96 + 480.01 - 522. 95 
480.01 
1704 .96 + 480.01 - 522. 95 
1995.38 
'os 1704.96 + 480.01 - 522.95 ^ours 
Using these values of ^a' ^os equation (6.15), predicted values 
are calculated as follows: 
For row (2) of Table 6.4 (Time = 23:45) 
AT = -0.25°C 
a 
Therefore, from equation (6.15): 
0.29 X 0.19 (_o.25) = -0.02°C 
1 - 1.03 X 0.19 
Adding AT = -0.02°C to the indoor air temperature predicted at 23:30 hours 
(27.40°C), predicted indoor air temperature at 23:45 hours is 27.38°C as 
shown in Table 6.4. These calculations are repeated at intervals of 0.25 
hours to tabulate predicted indoor air temperatures in Table 6.4. The 
predicted indoor air temperatures tabulated in Table 6.3 for July 26-27, 
1979 were also calculated the same way. 
18.4 Sample calculations for Table 6.9 
Substituting equation (6.21) into equation (6.16) and taking inverse 
Laplace Transform: 
ATW = 0.000259(1 -
[1 - K (1 - e-C/ToS)] 
i 
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(1 -
+ 177^  (t) (18.6) 
[1 - K (1 - e t/Tos)] a 
i 
For the first ON cycle in Table 6.9, substituting t = 7 minutes; AT^ = 
-0.07°C (-0.13°F); AQ(t) = 43102.50 B/hr, and from equation 
i a 
(6.21): AT = +0.89°C, which was added to the operating point of 30.10°C 
to calculate the predicted space temperature of 30.99°C shown in Table 
6.9. These calculations were repeated for 9 cycles shown in Table 6.9. 
18.5 Uncertainty analysis for predicted space temperatures 
Predicted space temperatures were calculated from: 
K? (1 - eT^/Tos) 
A T ( t )  =  - 7 -  AT (t) (6.15) 
1 - K (1 - E-T/TOS) 
i 
The parameters and T included uncertainties (errors) 
a i 
in their values and these errors were propagated in the calculated values 
of space temperatures. For an analysis of the propagation of uncertain­
ties, the propagation-of-error equation can be expressed as (119): 
1 1 2  2  n  n  
In equation (18.7), R represents the calculated quantity and x^, x^, 
... x^ represent the independent parameters used to calculate the quantity 
R so that R = f(x^, x^, ... x^). The uncertainty W can be the percent er­
ror or any other precision index can be used as long as the same type of 
precision index is used in each term. 
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Equation (18.7) was applied to equations (3.28-3.30) and to equation 
(6.7) to determine the uncertainties propagated in K^, and 
a i 
with the error values shown in Table 18.3. 
Table 18.3. Errors in the parameters 
Parameter Error (percent) Source 
U ±7.5% Determined from the data given in 
reference (54). 
m ±0.5% Determined from the values of 
accuracies given for the different 
types of flowmeters in reference 
(104). 
m . ^ ±20% Determined from the data reported in 
reference (120) . 
T ±1% Determined from the values of 
accuracies given for the different 
types of thermocouples in reference 
(104). 
As a sample calculation, application of equation (18.7) to equation 
(6.7) yields: 
dT 
a 
2 Solution of equation (18.8) yielded W = 28.09. Similarly, it was found 
2 
that = 0.0032, = .0051, = .0181. Using the values of W , 
Tos *7 *7. ^2 
^ 1 2 
W , W , W and applying equation (18.7) to equation (6.15), W. was 
^ OS 
a 1 
calculated to be 0.0105 or = ±0.10. 
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19. APPENDIX I: SAMPLE CALCULATION FOR TABLE 7.1 
Consider an average dwelling 15.25 m x 9.14 x 2.44 m at a location 
where the outside design temperature is -23°C. The inside temperature is 
21°C. 
Sample Calculations: 
1. Heating Load; For an energy efficient house, assume that the design 
2 2 
heat loss is 0.121 MJ/hr per m floor area (i.e., 10.7 Btu/hr ft ). 
Then the design heating load is 
= (0.121 -^) (9.14 m x 15.23 m) = 16.9 MJ/hr 
hrm 
2. Net Heat Transfer to the Room Air Q 
net 
^net = Qf -  ^out 
= (15.23 X 9.14 X 2.44)m^(0.113 - 16.9 MJ/hr 
m 
=21.1 MJ/hr 
3. On and OFF lines for the furnace; 
For furnace ON period ^  = +51.67 °C/hr dt M c 
a pa 
_Q 
For furnace OFF period 4r = = -41.32 °C/hr dt M c 
a pa 
For a thermostat differential AT, = 2.22°C 
h 
Furnace ON time = °C/hr = 2.58 min. 
Furnace OFF time = hr = 3.23 min. 
Time period for one cycle = 5.81 rain. 
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Cycles/day = x 60 x 24 = 248 cycles/day 
These calculations are repeated for two loads, three different furnace 
capacities, two different thermostat differentials. The results have been 
tabulated in Table 7.1. 
