The paper proposes a two-factor model to capture retail portfolio probability of default (PD) 
Introduction
The credit risk Basle II capital requirement (C) is set equal to the difference between the unexpected (UL) and expected credit loss (EL), calculated on the account level as C = UL-EL = (UDR-PD)LGDEAD, where PD is a bank's estimate of the expected default rate, UDR=UDR(PD) a specific regulatory function estimating unexpected default rate from the PD parameter, LGD a bank's estimate the expected percentage loss conditional upon default, and EAD an estimate of the expected exposure of the loan at default. The regulatory approach (BCBS, 2006 or CRD, 2006 applies the Vasicek (1987) formula to get the unexpected default rate that is based on a single factor asymptotic model. The default of each obligor is assumed to depend on a systematic factor and on an idiosyncratic factor. The idiosyncratic factors are assumed to be diversified away in a large portfolio and to obtain a quantile of the overall frequency of default we just need the quantile of the systematic factor transformed by an appropriate formula. On the other hand, the LGD parameter is required very vaguely by the 2 regulation to reflect downturn economic conditions (BCBS, 2005) and may be simply calculated just as a long term default weighted average under relatively normal circumstances.
The regulation where LGD is not sufficiently stressed and where the formula does not reflect a possible correlation between the rate defaults and the level of losses given default has been criticized by many practitioners and researchers (see Altman, 2004 , Schuermann, 2004 .
It has been empirically shown in a series of papers by Altman et al. (2004) , Gupton et al. (2000) , Frye (2000b Frye ( , 2003 , Acharya et al. (2007) , etc. that there is not only a significant systemic variation of recovery rates but moreover a negative correlation between frequencies of default and recovery rates, or equivalently a positive correlation between frequencies of default and losses given default. Consequently the regulatory formula could significantly underestimate the unexpected loss on the targeted confidence probability level (99.9%) and in the considered time horizon (one year). Nevertheless, the empirical studies were done only on bond default data and, as far as we know, there is no study confirming positive correlation on retail data. Some authors (see e.g. Frye, 2000ab, Pykhtin, 2003 , Dullmann and Trapp, 2004 , Tasche, 2004 ,Gupton, 2005 , Kim, 2006 have proposed alternative unexpected loss formulas incorporating the impact of recovery risk variation.
The empirical studies either estimate just the sample correlation given observed PD and LGD time series or use a single systematic factor model fitted to empirical data (Frye, 2000b ). The
Frye model assumes that LGD depends on the same systematic factor as PD and on an idiosyncratic factor independent on the PD idiosyncratic factors. We argue in Section 2 that this model can be reasonably fitted to empirical data only if the number of defaults is low. If the number of defaults is large then the LGD idiosyncratic factors diversify away and we end up in the situation when the large portfolio PD and LGD depend only on the one systematic factor. Consequently the correlation will be close to one whatever the estimated parameters of the transformation functions are. Hence it is natural to extend the model with a second systematic factor that is assumed to impact the LGD itself. The two-factor model has not been used in the literature to our knowledge. The model and the proposed MCMC estimation procedure are described in Section 2. In Section 3 we use default and recovery data on a retail portfolio obtained from a large Czech bank to test the proposed methodology. The results are summarized and final remarks are made in Section 4.
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One and Two Factor Models
We are firstly going to give an overview of the single systematic factor models of Frye (2000a Frye ( , 2000b , Pykhtin (2003) , Tasche (2004) , and others that have been in a general form described in Witzany (2009b) . Let us consider a (percentage) loss function of a given receivable in a time horizon. We assume that it is an increasing function of one systemic factor X and of a vector  becomes more complex. It is natural to define the event of default by the condition 0 L  and to decompose the unexpected loss into two parts corresponding to the default rate and the loss given default:
Tasche, Frye, and Pykhtin One-factor Models
The simplest version of a single-factor model is probably the model proposed by the Tasche 
The Pykhtin (2003) LX is expressed by (2) as in the Frye's model. The approach enables us to model the fact that the loss in case of obligor's default is determined not only by the value of the assets and the obligor's specific financial situation at the time of default but also by a workout/bankruptcy specific process.
The three single-factor models can be used to model separately the PD and LGD, or the account level correlation between the event of default and subsequent loss given default. The 5 models are however inappropriate to model correlation of a large (asymptotic) portfolio
and the loss given default LGD is obviously close to 1 whatever are the slopes of the two functions, i.e. whatever are the sensitivities to the systematic factor X estimated from given data.
Let us consider for example the Frye model. The first function () gxis just the Vasicek's formula employed by Basel II (see Witzany, 2009a) :
is given by the overall expected probability of default Frye (2000b) empirically fits the data on defaults and recoveries from a Moody's bond database using the single factor model. He uses the asymptotic formula (4) to fit the PD correlation and to imply the systematic factors and then fits the non-asymptotic
LGD model with an assumption of recovery rates normality. The limited number of averaged idiosyncratic factors creates a second "systematic" factor allowing to estimate the remaining coefficients. The model however does not yield a reasonable estimate of the mutual PD and
LGD correlation and becomes inconsistent as the number of defaults in the individual observed periods becomes large. In fact the portfolio PD/LGD correlation implied by the model depends on the number of defaults.
Proposed Two-Factor Model
The conclusion is that we need to propose an extended model and the natural choice we plan to investigate is the model defined by the equations: is now composed of the PD systematic factor and an additional systematic factor 2 X characterizing possibly changing economic conditions during the recovery period, changes in the organization and efficiency of the workout process, etc. The model (copula) correlation between the PD systematic factor and the LGD systematic factor is parameterized by  . We allow [ 1, 1]   as the correlation could be in general negative. The correlation of the transformed portfolio PD and LGD given parameters of the model must be again calculated numerically, but we expect a value close or at least proportional to  .
In practice we need to formulate the model in terms of time series. We observe a times series of default rates pd( ), 1,..., t t T  and a time series of loss given default rates lgd( ), 1,...,
The PDs and LGDs are measured over certain time periods (e.g. quarterly, monthly, or annually) and on a large product portfolio, e.g. of consumer loans, or mortgages etc.
According to our model the defaults and account level
LGDs are driven by certain latent factors in the form of (6) (4) and (5), while the independent idiosyncratic factors 12 , diversify away, i.e.
1 2 12 pd( ) ( ( )), 1,..., ,
The function g depends on the unknown correlation parameter 1  and the default level with mean zero and variance one. We assume stationarity but we have to admit a possible autocorrelation since the systematic factors are supposed to represent some sort of macroeconomic variables. In general, we will assume ARMA(p,q) specification for the both time series, i.e.
,, 10
are the ARMA coefficients and
(with pre-sample values set equal to the mean values, i.e. 0 (0) ( 1) 
Estimation of the Model
 since the total likelihood can be decomposed as
Here we are using the model assumption according to which pd( ) t may depend only on the previous PD values while lgd( ) t generally depends on the previous LGD values and on the PD values up to the time t . Note that the residuals () k u t are implied by the observed data and the 9 model parameters. They have the standard normal distribution and moreover are independent on the previous or in fact any other values. Thus to get the likelihood function we just need to look how the residuals are transformed to the observed PD and LGD values. According to (7) and (8) (9)
Note that the expression (8) 
Similarly we may proceed to get the conditional likelihood of
The only difference is that we also have to differentiate the argument of h with respect to 
Finally we get
The likelihood function is conditional upon the parameters
To make the estimation feasible we need to specify the account level LGD distribution. Our model assumes that there is a general (through the cycle) distribution of account level LGD.
Observed average LGDs at different time period are lower or higher than their mean due to changing economic conditions. Our dataset needs to contain not only a time series of average (Johannes, Polson, 2003) .
The conditional probabilities are typically obtained applying the Bayes theorem to the likelihood function and a prior density, e.g.
We will use uninformative priors, so for simplicity, further on we assume that 
It is again shown (see Johannes, Polson, 2003) 
,
In practice step 1B is implemented by sampling a 
Unexpected Loss Implied by the Model
Once the parameters, based on the historical PD and LGD values, have been estimated, the model may be used to obtain the distribution of the future losses. I.e. given pd( ), 1,..., t t T  and lgd( ), 1,..., t t T  we want to find the distribution of the relative loss pd ( 1)·lgd ( 1) TT  in the future time period. Given the estimated parameters we know the functions g and h specified by (4) and (5) ( ( 1) pd ( 1)·lgd ( 1) )· ( ( 1) (
we just need to sample iid 12 ( 1), ( 1)
and calculate 12 ( 1), ( 1) x T x T  according to the ARMA specification (8). A Monte Carlo simulation then yields a distribution of losses which can be used to estimate unexpected loss  () UL  on a given probability level  .
If the time step is shorter than one year, e.g. one month, and we need to estimate the one year unexpected loss, then we perform a simulation of the two processes 12 steps ahead up to 
Empirical Study Data description
We are going to apply the methodology described above on a dataset containing default and loss given default information on a portfolio of unsecured retail loans obtained from a large
Czech bank. The dataset covers 57 months over the period 2002-2008, i .e. 57 T  and we will work with monthly periods. The number of accounts in the portfolio goes from 250 000 up to more than 700 000 accounts at the end of the observed period. We are given the numbers of non-defaulted accounts () Nt at the beginning and the number of defaulted accounts at the end of each month, ( ), 1,..., n t t T  . The development of the monthly observed rate of default time
, is shown in Figure 2 and its basic descriptive statistics in Table 1 . The long term annualized probability of default is calculated as the observation weighted average of the monthly time series 
PD time series
LGD time series Regarding LGD we are just given a representative subsample of the 91 202 observed defaults.
The original full database contains a recovery cash flows and other specific information on each of the accounts. Because of size the exported dataset is limited only to 4 000 randomly selected defaulted cases. The monthly number of defaults with observed LGD ranges from 39 to 108 which is not optimal but can be still considered as sufficient to obtain the monthly sample average values with a reasonable precision. The recovery rates and the complementary
LGDs are calculated by the standard formula
where ( , ) RR a i are the monthly recovery cash flows (net of recovery costs) recorded from the time of default of an account a , r is a discount rate set by the bank (usually the product interest rate), and () EAD a the exposure at default. The average exposure in the portfolio is around 50 000 CZK. Our empirical study however focuses only on observed relative LGDs.
The development of the observed monthly average LGD time series, i.e. lgd( ), 1,..., t t T  , is shown in Figure 2 and its basic descriptive statistics again in Table 1 .
The banking sector generally did not systematically recovery data and lacks sufficiently long
LGD time series. A particular problem is the fact that in-house recovery processes usually take a long time and so to calculate the ultimate recovery rates according to (15) we need 36 months or even longer recovery history (from the time of default). If we want to use data on relatively recent defaults some sort of extrapolation must to be applied (see Witzany et al, 2010) . In order to get almost 5 year long time series (as required by Basel II) we have limited the recovery process length to 36 months, i.e. 6 ( 3 ) ta  in (15), and moreover extrapolated using the technique described in Rychnovsky (2009) . The histogram of the observed account level LGDs is shown in Figure 3 and the basic descriptive statistics in Table 2 . Table 2 . Descriptive statistics of the account level LGD data set
The histogram shows that the real data rather deviate from our expectation of the LGD distribution, i.e. a beta distribution on the interval [0,1] . The distribution is not even bimodal, but rather tri-modal. The medium mode should be however accounted to the extrapolation procedure which tends to assign average values to accounts with only partial recovery history.
The high values (up to 127%) correspond to situations when there are relatively significant recovery costs but no actual recovery amounts collected. On the other hand, the negative observed
LGDs (down to -203%) are realized when the debtors decide to pay all the obligation including late fees and sanction interest with discounted total significantly exceeding the initial exposure at default. Figure 3 shows the  -shaped beta distribution fitted the first two moments of the data. Since it deviates significantly from the observed distribution we will use the (tri-modal) kernel smoothed empirical distribution k Q , as in Witzany (2009d) calculated in the MATLAB application using the ksdensity function (the optimal normal kernel widths has been set to 0.0753 u  ).
In order to specify the ARMA(p,q) models we need to inspect the autocorrelation and partial autocorrelation charts of the PD and LGD series. In both cases we also apply the Ljung-Box Q-test. The ACF and PACF patterns of the PD series in Figure 4 indicate that it is an MA (5) with lag 5 significant nonzero autocorrelation only. This also confirmed by Ljung-Box Q-test which shows lag 5 autocorrelation as the first that significantly differs from zero (on the 95% probability level). However due to flexibility of the MCMC estimation approach we will be also able to test and compare the result in case of AR(6) specification (only with lag 6 coefficient nonzero).
Although the ACF and PACF functions do not exhibit strong lag 1 autocorrelations we will also look at AR(1) models for both PD and LGD systematic factors. The reason is that the systematic factors are supposed to represent different states of the economy fluctuating over the cycles. Thus the monthly values should show a significant persistence. Low significance of the lag 1 autocorrelations might be explained by a too short observed time series that unfortunately does not go through the cycles.  respectively in order to achieve recommended acceptance rate between 30% and 40% (see Lynch, 2010) . Note that the lag 0 coefficient is always calculated by indicates that the PD x LGD correlation is positive but we cannot confirm that is differs from zero even on the 95% probability level. 
Par
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We have also run the MCMC procedure for alternative ARMA specifications of the LGD systematic factor AR(6) or MA(6), or for AR(1) specification for both PD and LGD factors.
The differences, in terms averages and confidence intervals of the estimated parameters, were relatively negligible.  is set equal to a fixed value (around its mean). 

Unexpected Loss Estimation
Finally, we are able to simulate the distribution of losses during the next 12 months conditional on the last observed PD and LGD values as described at the end of Section 2. To simulate the PD and LGD processes 12 months ahead we firstly use the average estimated parameters from Table 3 . The smoothed simulated distribution based on 100 000 simulations is shown in Figure 9 . The unexpected loss on 99.9% probability level, i.e the 99.9% quantile of the simulated distribution  (0.999 30 
Conclusions
The goal of the paper was to formulate a two-factor model for PD and LGD that, if observed on a large portfolio over time, show significant and according to many empirical studies equal to the regulatory value and with the estimated LGD and PD x LGD correlations then the regulatory formula turns out to underestimate significantly the modeled unexpected loss. Our conclusion is that regulators and researchers should continue studying of the LGD and mutual PD x LGD correlations, which are not sufficiently captured by the regulatory formula, but may cause significant additional unexpected losses. We believe that the presented model and the proposed estimation methodology contribute to this effort.
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