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We investigate the relationship between slope aspect, subsurface hydrology, and critical 
zone (CZ) structure in a montane watershed by examining the orientations of foliation and 
fracturing and thicknesses of weathered material on north- and south-facing aspects. Weathering 
models predict that north-facing slopes will have thicker and more porous saprolite due to colder, 
wetter conditions, which exacerbate frost damage and weathering along open fractures. Using 
borehole imaging and seismic refraction, we compare the seismic velocity and anisotropy of 
north- and south-facing slopes with the orientation of fracturing. Fracturing occurs in the same 
dominant orientations across slopes, but the north-facing slope has more developed and slightly 
thicker soil as predicted, while the south-facing slope has thicker and more intact saprolite that is 
highly anisotropic in the direction of fracturing. Our data support hypotheses that subsurface 
flow is matrix-driven on north-facing slopes and preferential on south-facing slopes. We attribute 
thicker saprolite on south-facing slopes to heterogeneity induced by competition between 
infiltration, topographic stress, and permafrost during Pleistocene glaciation. We provide new 




TABLE OF CONTENTS 
ABSTRACT .................................................................................................................................. iii 
LIST OF FIGURES ........................................................................................................................ vi 
LIST OF TABLES ...................................................................................................................... viii 
ACKNOWLEDGMENTS .............................................................................................................. ix 
CHAPTER 1 GENERAL INTRODUCTION ................................................................................. 1 
CHAPTER 2 GEOPHYSICAL CONSTRAINTS ON CRITICAL ZONE ARCHITECTURE 
AND SUBSURFACE HYDROLOGY OF OPPOSING MONTANE HILLSLOPES ................... 7 
2.1  Abstract ............................................................................................................................... 7 
2.2  Introduction ........................................................................................................................ 8 
2.3  Site Characterization ........................................................................................................ 10 
2.3.1  Geology and erosional regime ................................................................................... 11 
2.3.2  Regional and Topographic Stress .............................................................................. 12 
2.4  Seismic Imaging ............................................................................................................... 13 
2.4.1  Seismic Anisotropy of Fractured media .................................................................... 13 
2.5  Methods ............................................................................................................................ 14 
2.5.1  Drilling ...................................................................................................................... 14 
2.5.2  Optical Borehole Imaging ......................................................................................... 15 
2.5.3  Seismic Refraction ..................................................................................................... 16 
2.5.4  Seismic Data Processing ............................................................................................ 18 
2.6  Results .............................................................................................................................. 20 
2.6.1  Foliation ..................................................................................................................... 20 
2.6.2  Fractures .................................................................................................................... 21 
2.6.3  Seismic Results .......................................................................................................... 23 
2.7  Discussion ......................................................................................................................... 26 
2.7.1  Comparison of seismic data across hillslopes ........................................................... 26 
2.7.2  Comparison of Borehole and Seismic Data ............................................................... 27 
2.7.3  Implications for Critical Zone Structure and Unsaturated Flow ............................... 28 
2.7.4  Implications for Critical Zone Evolution .................................................................. 29 
 v 
2.8  Conclusions ...................................................................................................................... 30 
2.9  Acknowledgments ............................................................................................................ 31 
CHAPTER 3 FUTURE WORK .................................................................................................... 32 
3.1  Increased Spatial Coverage .............................................................................................. 32 
3.2  Prevalence and timing of freezing .................................................................................... 32 
APPENDIX A ............................................................................................................................... 34 
APPENDIX B ................................................................................................................................ 41 





LIST OF FIGURES 
 
Figure 1.1  Conceptual model of the critical zone—the layers between the vegetation canopy 
and the top of bedrock ............................................................................................. 1 
 
Figure 1.2  North-facing slopes in Rocky Mountain watersheds retain snowpack longer than 
south-facing slopes. ................................................................................................. 2 
 
Figure 1.3  According to weathering models, soil and saprolite units will be thicker on north- 
vs. south-facing slopes due to colder surface temperatures and increased 
infiltration (after Anderson et al., 2013). ................................................................ 3 
 
Figure 1.4  A seismic transect depicting a thicker weathering zone (warmer colors) on a 
north-facing slope as opposed to a south-facing slope (from Befus et al., 2011). .. 5 
 
Figure 1.5  A seismic transect showing surface-parallel weathering (warm colors) and 
consistent bedrock depths (blue; from St. Clair et al., 2015). ................................. 6 
 
Figure 2.1   Geologic map of the Boulder Creek watershed showing the three watersheds 
within the BcCZO, including Gordon Gulch ........................................................ 12 
 
Figure 2.2   Variation of p-wave velocity with direction for a theoretical solid with (A) dry 
fractures and (B) saturated fractures propagating in the same direction. (after 
Garbin and Knopoff 1973; Crampin 1978)  Unfractured p-wave velocity is 
assumed to be 4000 m/s (dotted line), and crack densities are 0.2 (blue), 0.1, (red), 
and 0.05 (yellow). 0° angle of incidence is normal to crack direction; 90° is 
tangential to crack direction. ................................................................................. 15 
 
Figure 2.3  The flattened borehole image displays dipping planes as a sinusoid. The phase 
angle correlates with the dip-line azimuth, and the amplitude correlates with the 
dip angle [From ALT, 2011]. ................................................................................. 16 
 
Figure 2.4  LiDAR image of Upper Gordon Gulch watershed showing borehole and seismic 
transect locations on each aspect. .......................................................................... 17 
 
Figure 2.5  Examples of (A) a seismic record with manually picked first arrivals shown (red 
crosses) and (B) travel times for the same record. The shot location is at geophone 
#1 and distance = 0 m. ........................................................................................... 19 
 
Figure 2.6  Foliation planes on the north-facing (blue) and south-facing (orange) slopes. ..... 21 
 
Figure 2.7  Distribution of strike and dip for fractures observed in boreholes on the north-
facing (N) and south-facing (S) slopes in Gordon Gulch. Clusters A and B on the 
south-facing slope are identified. Planes indicate mean strike/dip of statistically 
 vii 
significant clusters of fracture orientations, which are outlined in heavy black 
lines ........................................................................................................................ 22 
 
Figure 2.8   Polar plots of seismic velocities from short surveys conducted on the north-facing 
(A-B) and south-facing (C-D) slopes of Gordon Gulch. Dashed lines refer to soil 
velocity, and solid color lines refer to saprolite velocity. Shaded regions represent 
one standard deviation from the mean. Black arrows indicate strike direction of 
mean fracture clusters in Figure 2.7. ..................................................................... 25 
 
Figure 2.9  Conceptual model of critical zone structure in Gordon Gulch, showing soil 
(white), saprolite (grey), and bedrock grading from fractured (grey) to fresh 
(black). ................................................................................................................... 28 
 
Figure A-1  Seismic equipment: A) GEODE, B) seismic cable, C) geophones, D) battery, E) 
battery cable, F) data cable, G) PC Cable, H) hammer and metal plate, J) trigger 
and trigger extension cable. ................................................................................... 35 
 
Figure A-2  The shot coordinate window ................................................................................. 39 
 
Figure A-3  The home window. The survey parameter window displays relevant information 
about the current shot. The noise monitor provides a live view of the seismic 
activity at each geophone. The shot record shows the recorded data. Every 10 
channels are blue, and red channels indicate data that saturated the display and 
were truncated. This is not a concern, as the true data are still recorded. The setup 




LIST OF TABLES 
 
Table 2.1   Descriptive statistics of fracture attitudes for significant clusters of fractures on 
north- and south-facing slopes, and total fractures on both slopes. Colored cells 
correspond to mean strike/dips plotted in Figure 2.7. Strike and dip are given 
according to right-hand rule. ................................................................................. 22 
 
Table 2.2   Results of short seismic surveys, including azimuth of velocity, soil velocity (v1), 
saprolite velocity (v2), and average depth of soil/saprolite boundary. .................. 24 
 







This project would not have been possible without the support of many people. My 
advisor, Kamini Singha, guided this project and provided constant support along the way. 
Without her wisdom and advice, this project would not have happened. I would also like to 
acknowledge my committee members, Paul Santi and Andrei Swidinsky, who provided feedback 
throughout the process and helped to shape this final paper. I would also like to thank my 
primary co-contributor, Charlie Magill, who drilled and logged the boreholes. Without Charlie’s 
dedication to the early phase this project, this thesis would not be possible. Additionally, support 
was gained from a long and informative conversation with Bob Anderson at CU Boulder, who 
helped me contextualize my results within ongoing projects at the BcCZO. I gained a great deal 
of technical support from Justin Rittgers, who provided the Matlab script to plot, pick, and export 
p-wave first arrivals, as well as a crash-course on the hammer seismic equipment. I would also 
like to acknowledge Jackie Randell, who provided logistical support with field equipment and 
data collection. There were numerous individuals who assisted with fieldwork. First and 
foremost, Stacy Hendricks provided field and laboratory assistance throughout the summer field 
season. I would also like to acknowledge the ongoing field support from Megan Doughty and 
Curtis Weller, as well as additional help from Zack Walter, Nicole Pond, and Barbara Thunder. 
Finally, there were dozens of individuals who assisted in the heavy labor of moving and running 
the drill rig. 
I would also like to acknowledge funding sources. The Boulder Creek CZO is funded 
under NSF grant 1331828. My advisor, Kamini Singha, provided funding for a semester and a 
summer field season in the form of a research assistantship and a fellowship. Finally, I would 




CHAPTER 1  
GENERAL INTRODUCTION 
This thesis investigates the relations between slope aspect, near-surface structure, and 
critical zone evolution. The critical zone is defined as the region between the vegetation canopy 
and the top of bedrock (Figure 1.1), and it is so named because of its importance in maintaining 
critical life-sustaining services such as the fluxes of water, gas, sediment, and biota (Banwart et 
al., 2013). The balance of these critical zone processes controls ecosystem health and diversity 
(Millennium Ecosystem Assessment, 2005). Across different landscapes, the dominant controls 
on critical zone evolution differ depending on variables such as elevation, topography, climate, 
and land use (Rasmussen et al., 2011). The Critical Zone Observatories, a global network of field 
research sites which encompass a broad variety of critical zone regimes, allow for long-term 
observation and modeling of critical zone processes in pursuit of theories of critical zone 
evolution (e.g. Anderson et al., 2012; Brantley et al., 2015). These efforts are aimed at 
constraining the global and local heterogeneity of the critical zone, and advancing knowledge of 
the potential impacts of a changing climate on critical zone services at these scales. 
 
Figure 1.1 Conceptual model of the critical zone—the layers between the vegetation canopy and 
the top of bedrock (http://criticalzone.org/national/about/media-kit-1national/) 
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One important critical zone service is the delivery of water to the subsurface for uptake 
by vegetation, development of soil, and cycling of nutrients. Not only does this process vary 
considerably across different geographic and climatic regimes, it can also vary on opposite sides 
of the same stream (Hinckley et al., 2014). Slope aspect has been shown to control density and 
diversity of vegetation, organic content in soil, distribution of frost, and timing of infiltration 
(e.g. Seyfried and Wilcox, 1995; Swanson, 1996; Gong et al., 2008). In the northern hemisphere, 
north-facing slopes receive less solar radiation than south-facing slopes, and therefore tend to be 
colder, moister, more organic, and more vegetated. Where elevation and temperature permit, 
such as in montane watersheds of the Rocky Mountains, slope aspect drives differences in the 
timing of infiltration, and this can have a profound impact on the weathering of bedrock, the 
development of soil, and the cycling of nutrients like nitrogen and carbon (e.g. Bazilevskaya et 
al., 2013; Hinckley and Barnes, 2014).  These differences in infiltration are due to temperature 
and radiation, which allow snow to accumulate on north-facing slopes throughout the winter, as 
opposed to on south-facing slopes where snow melts shortly after accumulation (Figure 1.2). As 
a result, north-facing slopes receive a high flux of infiltrating water in the springtime, while 
south-facing slopes remain dry throughout the year, never receiving enough infiltrating water to 
saturate the soil (Hinckley et al., 2014). 
 
 




 The differences between north- and south-facing slopes at the surface drive differences at 
depth due to the saturation of north-facing slopes during spring snowmelt and the colder average 
surface temperature. The delivery of meteoric water to the subsurface drives the transformation 
of rock into soil, as oxygen- and carbon-dioxide-rich water causes chemical reactions that 
breakdown the minerals in bedrock (Dixon et al., 2009; Langston et al., 2011). Additionally, 
sub-freezing surface temperatures lead to frost damage in rock, where the repetitive freezing and 
thawing in cracks causes a physical widening of these cracks, thus allowing for easier access and 
greater surface area for reactive meteoric water (Matsuoka, 2001).  Models such as Figure 1.3 
show that on north-facing slopes, colder temperatures lead to more pervasive frost damage than 
on south-facing slopes (Anderson et al., 2013). Additionally, persistent saturation during spring 
flux in conjunction with more pervasive frost damage leads to greater contact time with meteoric 
water and a higher rate of chemical breakdown of bedrock, which causes the north-facing slope 
to be more porous and granulated than south-facing slopes (Langston et al., 2015). By contrast, 
south-facing slopes are likely more intact. These models also suggest that weathering processes 
directed downward from the surface at varying rates will drive differences in the subsurface 
architecture. Specifically, models suggest that bedrock tends to be deeper on north- vs. south-




Figure 1.3 According to weathering models, soil and saprolite units will be thicker on north- vs. 
south-facing slopes due to colder surface temperatures and increased infiltration (after Anderson 
et al., 2013). 
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While weathering models predict that more intense physical and chemical weathering on 
north-facing slopes will lead to deeper bedrock and more porous saprolite (in situ weathered rock 
that retains its original fabric), recent investigations in watersheds have shown that depth to 
bedrock can also depend on topographic stress, which arises from regional tectonic stress and 
gravitational forces (Miller and Dunne, 1996; St. Clair et al., 2015).  In basins of low tectonic 
compression, fracturing in bedrock will occur parallel to the surface, while in zones of higher 
compression, bedrock fracturing will mirror the surface, such that fracturing occurs deeper 
beneath ridges and shallower beneath valleys (St. Clair et al., 2015). Since bedrock fractures act 
as conduits for meteoric water, topographic stress can control weathering similarly to frost 
cracking (Slim et al., 2014), though topographic fracturing occurs upwards from the top of 
bedrock, whereas frost damage occurs downwards from the surface.  
This study aims to further investigate the relationships between slope aspect, subsurface 
hydrology, and critical zone architecture, and takes place in Gordon Gulch, a subcatchment 
within the Boulder Creek Watershed and a field site within the Boulder Creek Critical Zone 
Observatory (BcCZO) in the Rocky Mountains. The near-surface architecture and hydrology of 
Gordon Gulch has been the subject of much recent research, as Gordon Gulch is a snow-
dominated catchment that consists of a north- and south-facing slope. Tracer tests have 
demonstrated that water moves more rapidly through the south-facing slope than the north-facing 
slope, and this is attributed to the dominance of preferential flow along fractures on the south-
facing slope, as opposed to matrix flow on the north-facing slope (Hinckley et al., 2014). This 
suggests that the north-facing slope is more porous and weathered than the south-facing slope, 
which is supported by the weathering models described above. Additionally, soil pits dug on 
both slopes suggest that the north-facing slope is more weathered, as evidenced by easier digging 
and deeper depth of investigation than on the south-facing slope (Anderson et al., 2011; Befus et 
al., 2011). Seismic refraction showed that the depth to bedrock on the north-facing slope is 
approximately 10-15 m, as opposed to 5-10 m on the south-facing slope Figure 1.4, and this 
lends further support the hypothesis that north-facing saprolite is thicker due to exacerbated 
weathering processes. However, recent seismic investigation suggests that depth to bedrock is 
consistent across hillslopes due to topographic stress in a low-compression tectonic regime (St. 




Figure 1.4 A seismic transect depicting a thicker weathering zone (warmer colors) on a north-
facing slope as opposed to a south-facing slope (from Befus et al., 2011). 
 
Here, we utilize surface and borehole geophysical methods to compare p-wave velocity 
and anisotropy with the density and orientation of fracturing. Seismic waves travel faster through 
intact rock than through weathered rock and soil, and this allows us to compare the relative 
porosities of layered geologic material, as lower-velocity material tends to be more porous. 
Additionally, a seismic wave will propagate faster in the direction of a set of fractures than it will 
across fractures (Crampin, 1978), and we use this relationship in conjunction with ground-truth 
information from borehole images to discuss the extent to which fracturing controls the 
permeability of north- and south-facing slopes. A highly anisotropic material may be indicative 
of fracture-dominated flow, while an isotropic material may indicate unfractured rock, or 
depending on the velocity, a highly weathered rock in which fracturing no longer induces 
significant anisotropy. The goal of this study is to constrain the near-surface architecture and 
hydrology of Gordon Gulch by comparing the seismic velocity and anisotropy of saprolite across 
north-facing slopes, as well as the orientation of fractures and depth of bedrock.  In doing so, we 
provide ground-truth data for future critical zone evolution models. We also aim to further 
investigate controls on critical zone evolution and conceptualize the degree to which slope 











Figure 1.5 A seismic transect showing surface-parallel weathering (warm colors) and consistent 





CHAPTER 2  
GEOPHYSICAL CONSTRAINTS ON CRITICAL ZONE ARCHITECTURE AND 
SUBSURFACE HYDROLOGY OF OPPOSING MONTANE HILLSLOPES 
A paper to be submitted to Hydrological Processes  
Aaron Bandler1, Charlie Magill1, Stacy Hendricks2, Kamini Singha3 
2.1 Abstract 
We investigate the relationship between slope aspect, subsurface hydrology, and critical 
zone structure in a montane watershed by examining the thicknesses of weathered material and 
orientations of foliation and fracturing on north- and south-facing aspects. Based on a series of 
seismic refraction surveys, we compare the seismic anisotropy of the subsurface soil, saprolite, 
and bedrock with the distribution of fractures and foliation observed in 7 borehole logs. 
Weathering typically occurs fastest along rock fractures, which provide conduits for reactive 
meteoric water, so we examine fracturing on north- and south-facing slopes via the relationship 
between fracture orientation and seismic velocity. While fracture orientation is similar across 
north- and south-facing slopes, the degree of weathering of both soil and saprolite is higher on 
the north-facing slope as evidenced by slower and more isotropic p-wave velocities than the 
south-facing slope, where soil velocities are slightly faster and saprolite velocities are 
substantially faster and highly anisotropic. The direction of fastest p-wave velocity on the south-
facing slope is consistent with the dominant direction of fracturing observed in boreholes, and 
we interpret saprolite on the south-facing slope as consisting of intact rock that has weathered 
along fractures. By contrast, we interpret saprolite on the north-facing slope as consisting of 
volumetrically weathered rock that is more porous. The saprolite thicknesses vary across 
hillslopes, where south-facing saprolite is slightly thicker (~10 m) than north-facing saprolite 
(~8 m). These observations are in contrast to the predicted thicknesses based on weathering 
models, which show that in the absence of other processes, north-facing saprolite will tend to be 
considerably thicker than south-facing saprolite due to colder, wetter surface conditions. We 
attribute thicker saprolite on south-facing slopes to heterogeneity induced by competition 
                                                
1 Graduate Student, Colorado School of Mines, Golden, CO 
2 Undergraduate Student, Rocky Mountain College, Billings, MT 
3 Associate Professor, Colorado School of Mines, Golden, CO 
 8 
between infiltration, topographic stress, and permafrost during Pleistocene glaciation. Our data 
suggest, as others have before, that vadose zone flow is matrix-dominated on the north-facing 
slope and preferential along fractures on the south-facing slope. We provide new constraints on 
subsurface architecture to inform future models of CZ evolution. 
2.2 Introduction 
The critical zone, the region between the tallest trees and the deepest groundwater, is 
linked together by the complex interplay of climate, topography, hydrology, and tectonic stress 
(e.g. Anderson et al., 2012; Bazilevskaya et al., 2013; St. Clair et al., 2015). Critical zone 
evolution hinges on the ability of landscapes to transmit meteoric water through the subsurface, 
as oxygen- and carbon-dioxide-rich water is a crucial driver in the transformation of rock into 
soil (e.g. Dixon et al., 2009; Langston et al., 2011; Brantley et al., 2013). The availability of 
subsurface water has far-reaching ecological effects that include the health and diversity of 
vegetation (Molotch et al., 2009; Hinckley et al., 2014) and the biogeochemical cycling of 
nitrogen and carbon (e.g. Mulholland, 1990; Williams et al., 1998; Hinckley and Barnes, 2014).  
Constraining the relationship between climate and subsurface hydrology represents a primary 
scientific focus among critical zone scientists, as it represents a key link between atmospheric 
and subterranean processes (Anderson et al., 2008). 
Topography is also an important factor in critical zone evolution, as it can control the 
delivery of water to the surface and subsurface (Hinckley et al., 2014). In particular, slope aspect 
plays an important role in landscape evolution, as it controls the amount of incoming radiation 
received by a hillslope, which can have far-reaching affects on local biology, geology, and 
hydrology. Studies in arctic regions show that slope aspect can control the distribution of 
permafrost and organic-rich soil, where north-facing soils will tend to be colder, wetter, more 
frozen, and more organic, while south-facing slopes will tend to be warmer, dryer, and more 
mineral (Krause and Wilde, 1959; Swanson, 1996). Similarly, vegetation diversity, density, and 
productivity can differ with aspect, as south-facing slopes will tend to be water-limited due to a 
higher evaporative demand (Stephenson, 1998; Gong et al., 2008). Aspect also controls 
hydrology in snow-dominated regions, where north-facing slopes will retain snowpack much 
longer than south-facing slopes (Seyfried and Wilcox, 1995; Hinckley et al., 2014), and this is 
believed to drive differences in geomorphic weathering and the development of saprolite—
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weathered rock that retains its original fabric—and soil (e.g. Dixon et al., 2009; Bazilevskaya et 
al., 2013; Brantley et al., 2013). 
Previous work has identified a number of mechanisms that relate slope aspect to bedrock 
weathering. Anderson et al. (2013) modeled frost damage on opposing hillslopes and showed 
that in the absence of other weathering processes, colder average surface temperatures drive frost 
cracking deeper (~9m) on north-facing slopes in the northern hemisphere, while on south-facing 
slopes, frost damage only occurs in the upper 5m. These model results demonstrate that over 1 
Ma, north-facing slopes develop thicker saprolite than south-facing slopes. Langston et al. 
(2015) highlighted similar depths of weathering with aspect using chemical weathering models, 
and showed that persistent saturation and sustained surface water input during spring melt on 
north-facing slopes exacerbate chemical weathering, leading to thicker saprolite. 
Architectural investigations of the critical zone with soil pits (Anderson et al., 2011) and 
geophysical techniques (Befus et al., 2011; Holbrook et al., 2014; St. Clair et al., 2015) have 
further explored the subsurface structure. Anderson et al. (2011) dug nine soil pits in Gordon 
Gulch, a montane catchment at the rain-snow transition in the Rocky Mountains and part of the 
Boulder Creek Critical Zone Observatory (BcCZO), and observed, by relative ease of digging, 
that saprolite on the north-facing slope is more weathered than on the south-facing slope. Befus 
et al. (2011) conducted shallow seismic refraction (SSR) surveys across the same catchment and 
identified, based on p-wave velocity, a four-layer geologic structure consisting of soil and mobile 
regolith (disaggregated weathered material), saprolite, fractured bedrock, and fresh bedrock. 
Additionally, Befus et al. (2011) demonstrated in certain transects across Gordon Gulch that 
saprolite on the north-facing slope was as thick as 15 m, while material with similar p-wave 
velocity on the south-facing slope was only 5-10 m thick. Subsequent SSR analysis by St. Clair 
et al. (2015) in Gordon Gulch identified similar geologic layers, but found no difference in 
saprolite thickness across north- or south-facing slopes. While Befus et al. (2011) attributed the 
observed difference in saprolite thicknesses to slope aspect, St. Clair et al. (2015) suggested that 
the depth to fresh bedrock is primarily controlled by topography, which causes perturbations to 
the regional tectonic stress field and controls bedrock fracturing below the influence of surficial 
weathering (e.g. Miller and Dunne, 1996; Owen et al., 2007; Slim et al., 2014).  
The relationship between slope aspect, surface water input, the development of soil and 
saprolite, and the movement of subsurface water is incredibly complex (Anderson et al., 2012). 
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Hinckley et al. (2014) used tracer tests to show that groundwater along north-facing slopes flows 
more slowly than along south-facing slopes, and concluded that flow on north-facing slopes 
occurs primarily via a connected pore matrix, as opposed to preferential flow paths on south-
facing slopes. These conclusions suggest that north-facing slopes experience more pervasive 
weathering than south-facing slopes, as an increase in pore space indicates the advance of the 
chemical and physical breakdown of parent material (e.g. Sousa et al., 2005; Navarre-Sitchler et 
al., 2013). While different weathering rates may be present on opposing slopes, studies also 
suggest that topographic stress plays a role in the breakdown of rocks (Owen et al., 2007; St. 
Clair et al., 2015) by inducing open fractures that can act as conduits for groundwater (e.g. Long 
et al., 1991; Miller and Dunne, 1996; Berkowitz, 2002; Slim et al., 2014).  
 Here, we build on these previous studies to investigate the relationships between slope 
aspect, topographic stress, and saprolite development to constrain the near-surface critical zone 
architecture and provide insight into subsurface hydrology and critical zone evolution. We 
evaluate the subsurface structure of north- and south-facing slopes using surface and borehole 
geophysical techniques in Gordon Gulch within the BcCZO, where much of the aforementioned 
research has taken place. Using SSR anisotropy coupled with a borehole drilling campaign 
coupled with optical televiewer logging allows us to conceptualize the thicknesses of north- and 
south-facing saprolites and draw conclusions as to the dominant fracture directions and fracture 
density, and thus groundwater flow mechanisms and weathering processes. Furthermore, 
development of critical zone models relies on measurements of important variables such as 
groundwater hydrology and soil properties at a few locations (Brantley et al., 2015); this study 
aims to provide necessary architectural and hydrological constraints that can be used to inform 
future all-encompassing models of critical zone evolution.   
2.3 Site Characterization 
Gordon Gulch, part of the BcCZO (Figure 2.1), is a 3.65 km2 basin in the Colorado Front 
Range. It is set within the Boulder Creek Watershed, approximately 4.5 miles northeast of 
Nederland, Colorado. Elevations in Gordon Gulch range from 2446 m to 2737 m, and the 
maximum hillslope incline is approximately 14° (Anderson et al., 2013). North-facing slopes are 
dominated by moderate to dense Lodgepole pine (Pinus contorta), while south-facing slopes are 
dominated by sparse Ponderosa pine (Pinus ponderosa; Peet, 1981). Gordon Gulch is a snow-
dominated watershed, and has a mean annual surface soil temperature of approximately 4°C 
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(Anderson et al., 2011). Gordon Gulch is located approximately 5 km east of the maximum 
extent of Pleistocene glaciers (Madole, 1986; Dühnforth and Anderson, 2011), and therefore was 
likely periglacial throughout most of the Quaternary period (Anderson et al., 2011). During the 
last glacial maximum approximately 18 ka, mean annual temperature ranged from 4.5-6°C cooler 
than today’s 4°C (Dühnforth and Anderson, 2011) and would have supported permafrost in 
Gordon Gulch (Anderson et al., 2011). Today, the mean annual temperature during the coldest 
month of the year is -4°C (Barry, 1973), suggesting that frozen soil conditions may persist during 
the winter.  
In the Rocky Mountains, ~85% of hydrologic inputs come from snowmelt, but the timing 
and volume of this snowmelt varies significantly with slope aspect (Hinckley et al., 2014). 
North-facing slopes experience ~50% less solar radiation than south-facing slopes. As a result, 
snow accumulates on north-facing slopes throughout the winter season, leading to a period of 
sustained recharge during spring melt. In contrast, south-facing slopes experience intermittent 
snow accumulation followed by rapid melting, and thus remain dry throughout most of the year 
(Hinckley et al., 2014). 
2.3.1 Geology and erosional regime 
 Gordon Gulch is set within paleoproterozoic biotite gneiss intrusions, which were 
uplifted during the Laramide Orogeny (Bird, 1998; Cole and Braddock, 2009; Anderson et al., 
2012), a period of crustal compression lasting from 75-35 Ma (Bird, 1998).  Since the end of 
Laramide Uplift, Gordon Gulch has experienced minimal tectonic perturbation, and therefore 
demonstrates a steady weathering and erosional regime (Anderson et al., 2012). The surface of 
Gordon Gulch consists of soil and bedrock outcrops. Anderson et al. (2012) describe the one-
dimensional profile of Gordon Gulch as consisting of surficial soil units underlain by mobile 
regolith, saprolite, and fresh crystalline rock. Mobile regolith is defined as unconsolidated 
material that is capable of moving laterally along hillslopes, and differs from saprolite, which is 
in situ weathered material that retains its original rock fabric. Crystalline rock outcrops 
demonstrate pervasive fracturing along biotite sillimanite foliation planes (Eldam, 2016), which 
trend east-west and plunge to the north. Estimates of the depth to saprolite and average at 
approximately 3.3 m and 8 m, respectively, but bedrock depths can range from 0-30 m based on 
observations from drill logs and road cuts (Dethier and Lazarus, 2006). Geophysical 
investigations estimate similar saprolite depths, but suggest that bedrock on north-facing aspects 
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is approximately 15 m deep, compared to 5-10 m on south-facing slopes (Befus et al., 2011). 
Ongoing geochemical investigations by Eldam (2016) suggest that the north-facing aspect is 
more intensely weathered than the south-facing aspect, as evidenced by a higher overall 
Chemical Alteration Index (CIA; Nesbitt and Young, 1982) with depth in a series of boreholes. 
However, in contrast to Befus et al. (2011), Eldam (2016) also observes that weathering on the 
north-facing slope ceases at approximately 8.5 m below ground surface, while it persists to as 
deep as 14 m on the south-facing slope. 
 
Figure 2.1  Geologic map of the Boulder Creek watershed showing the three watersheds within 
the BcCZO, including Gordon Gulch (from http://czo.colorado.edu/html/sites.shtml) 
 
2.3.2 Regional and Topographic Stress 
 Recent investigations by St. Clair et al. (2015) suggest that bedrock depth in Gordon 
Gulch is controlled by regional and topographic stress. Estimates of the regional stress field for 
Gordon Gulch indicate the maximum horizontal principle stress is neutral to weakly compressive 
(0-1 MPa) in the N-S direction (St. Clair et al., 2015). Topographic stress is given by the ratio of 
tectonic to gravitational stresses (Miller and Dunne, 1996). The weak compression in Gordon 
Gulch contributes to a low topographic stress, which causes bedrock fracturing parallel to 
topographic features. This will lead to surface-parallel weathering of uniform depth, regardless 
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of slope aspect (St. Clair et al., 2015), as open fractures will conduct groundwater and exacerbate 
chemical weathering (Owen et al., 2007). 
2.4 Seismic Imaging 
 Seismic imaging methods provide a noninvasive tool for characterizing the subsurface. A 
seismic wave will propagate faster through intact rock than it will through saprolite and soil, and 
this enables investigators to distinguish geologic materials of varying degrees of weathering. 
Saprolite has a reduced velocity from crystalline rock due to both the increase in porosity caused 
by weathering and the alteration of feldspar minerals to clays (Olona et al., 2010; Holbrook et 
al., 2014). Befus et al. (2011) gives estimates of seismic velocities at the BcCZO for soil (<700 
m/s), saprolite (700-2,000 m/s), weathered bedrock (2,000-3,000 m/s), and fresh crystalline rock 
(>3,500 m/s). Many studies have recently made links between seismic methods and 
hydrogeology.  For example, Holbrook et al. (2014) used seismic refraction in conjunction with 
electrical resistivity and a rock physics model to demonstrate that seismic velocities can be used 
to estimate minimum water storage potential. McClymont et al. (2011) used seismic refraction 
coupled with electrical resistivity tomography to image preferential groundwater flow paths via 
velocity discrepancies in fractured rock. Numerous other studies have used seismic imaging 
methods to examine the hydrogeological characteristics such as permeability of the near surface 
(e.g. Hyndman et al., 1994; Hyndman and Gorelick, 1996; Gallardo and Meju, 2003; Heincke et 
al., 2010). 
2.4.1 Seismic Anisotropy of Fractured media 
Decades of research in the oil and gas industry have focused considerable effort on 
characterizing seismic anisotropy, which may be used to map the direction of fluid flow through 
fractured media (Garbin and Knopoff, 1973; Crampin, 1978; Schoenberg, 1995). For example, 
Bradford et al. (2013) applied this principle to a study of a glacier to infer water content and 
constrain the dominant direction of fracturing.  In this study, we utilize overlapping SSR surveys 
to infer the dominant direction of fracturing in the near surface, basing our analysis on the 
anisotropy models of Garbin and Knopoff (1973) and Crampin (1978).  
In fractured rock, seismic velocity changes as a function of crack density and the angle of 
incidence of wave propagation with respect to fracture direction (Garbin and Knopoff, 1973; 


















Vp = p-wave velocity (L/T) 
V!!
= p-wave velocity in the unbroken solid (L/T) 
ℇ = crack density (unitless) 
θ  = angle of propagating wave with respect to the fracture (0° = normal, 90° = tangential). 
 
When propagating normal to a dry fracture, the p-wave velocity will be lower than when 
propagating tangential to a dry fracture (Figure 2.2a). For saturated fractures, the anisotropy is 
reduced, and p-wave velocities normal and tangential to fractures are equal, and slowest along a 
45º angle of incidence (Figure 2.2b). The p-wave velocity of a dry, cracked solid is given by 
equation 1.1. For saturated cracks, the double-bracketed term in equation 1.1 is omitted. Seismic 
anisotropy can therefore be used to determine whether fractures propagate in a preferred 
direction, and potentially to help distinguish whether water flows preferentially through 
subsurface material (Crampin, 1978; Bradford et al., 2013). 
2.5 Methods 
We used optical borehole imaging and shallow seismic refraction surveys on both north- 
and south-facing slopes. Borehole images allow for the visual observation of subsurface 
structural features such as fractures and foliation, and seismic imaging allows for the estimation 
of p-wave velocity, an important parameter in distinguishing between soil, saprolite, and 
bedrock. 
2.5.1 Drilling 
To image bedrock fractures in Gordon Gulch, boreholes were drilled using a Portadrill 
Mini drill rig: an air-rotary drill with a diesel-powered rotor to which 1.5-m drill string sections 
are attached. A total of seven boreholes were drilled in Gordon Gulch along a transect trending 
approximately northwest-southeast. Five holes were drilled on the south-facing aspect and two 
holes were drilled on the north-facing aspect. Accessibility was the main decision for drilling 
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location. The upper meter of each hole was drilled using a 10-cm tri-cone drill bit and 
subsequently cased with PVC, and the remainder of the hole was drilled with a 7.6-cm tri-cone 
bit and left uncased. 
 
 
Figure 2.2  Variation of p-wave velocity with direction for a theoretical solid with (A) dry 
fractures and (B) saturated fractures propagating in the same direction. (after Garbin and 
Knopoff 1973; Crampin 1978)  Unfractured p-wave velocity is assumed to be 4000 m/s (dotted 
line), and crack densities are 0.2 (blue), 0.1, (red), and 0.05 (yellow). 0° angle of incidence is 
normal to crack direction; 90° is tangential to crack direction. 
 
2.5.2 Optical Borehole Imaging 
 Each borehole was logged using a Mount Sopris OBI-40 optical borehole imager (OBI) 
to obtain 360-degree images of the borehole walls. The OBI consists of LEDs to illuminate the 
borehole walls, and a digital image sensor with a fisheye lens to gather optical data. 
Accelerometers and magnetometers incorporated into the imaging tool allow it to track 
orientation and deviation of the borehole so the image is accurately oriented with respect to true 
north. A 2-mm sampling resolution was used in each borehole. 
 Borehole images were imported to Advanced Logic Technology’s WellCAD, which was 
used to determine fracture orientation, aperture, and density, as well as foliation trend and 
plunge. Planar features that intersect the borehole form a sinusoid in the borehole image when it 
is flattened into a 2-D plane (Figure 2.3). The phase angle of the sinusoid indicates the dip-line 
azimuth of the feature, while the sinusoid’s amplitude defines the dip angle. 
(A)  (B) 
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2.5.3 Seismic Refraction 
To assess architecture and anisotropy of soil and saprolite units, we performed four shallow 
seismic refraction surveys, two on each hillslope, each consisting of four short (22 m) transects 
in varying orientations (Figure 2.4). To assess deeper architecture of saprolite and bedrock, we 
investigated along four long (one 66- and three 69-m) transects, three on the south-facing and 
two on the north-facing slope. For both short and long surveys, we used a Geometrics Geode 
seismometer.  The seismic source consisted of a 3.6-kg sledgehammer struck against a 15-cm 
diameter, 4-cm thick steel disk. 
 
 
Figure 2.3 The flattened borehole image displays dipping planes as a sinusoid. The phase angle 
correlates with the dip-line azimuth, and the amplitude correlates with the dip angle [From ALT, 
2011]. 
 
 Short surveys consisted of four 22 meter-long transects in which 23 vertical channel 
geophones were spaced 1 m apart. A total of 16 shots were triggered for each transect: one every 
2 m at the location of every other geophone starting with the first geophone along the transect, as 
well as additional shots 2 m and 4 m off each end of each transect. Each shot record consisted of 
four stacked traces to reduce noise and amplify the seismic signal. We conducted a total of four 
surveys, two each on the north-facing (N-A and N-B; Figure 2.4) and south-facing (S-A, S-B; 
Figure 2.4) slopes of Gordon Gulch, and each survey consisted of 4 individual lines. Two lines 
were oriented roughly in the north-south (cross-valley) and east-west (down-valley) directions, 
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and two lines were oriented in the intermediate northeast-southwest and southeast-northwest 
directions. A single geophone near the center of the line was chosen as a pivot point for each 
survey, and this geophone remained in place throughout the survey while we rotated the cable 
around it to collect data in four orientations.  Difficult conditions such as the presence of dense 
trees, rock outcrops, and fallen timber prevented each survey from having identically oriented 
lines and an identically positioned pivot point. Depending on the surface conditions, the pivot 
point was located at either the 12th, 13th, or 14th geophone. 
 
 
Figure 2.4 LiDAR image of Upper Gordon Gulch watershed showing borehole and seismic 
transect locations on each aspect. 
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We conducted long surveys to delineate the depth and velocity of fresh bedrock. One long survey 
was located on each slope, and each of these consisted of two overlapping transects. (N-C, S-C; 
Figure 2.4). All of these transects were 69-m long and consisted of 24 geophones spaced 3 m 
apart except for one survey on the north-facing slope, which was 3 m shorter due to a broken 
geophone. Unlike the short surveys, we were unable to pivot the cable around a common 
geophone due to the length of each survey. Instead, we selected individual transects based on the 
ability to layout a 69-m cable in a straight line. Shots were triggered at every geophone for the 
first and last three, and every third geophone in between. For all long surveys, each shot record 
consisted of eight stacked traces. 
2.5.4 Seismic Data Processing 
First arrivals for each seismic trace were picked in MATLAB. First arrivals were 
manually defined by the first instance of negatively polarized energy observed on the filtered 
seismic records (Figure 2.5a). In both the short and long surveys, two layers were evident (Figure 
2.5b). Based on the spacing of geophones, the short surveys were used to resolve the boundary 
between soil and saprolite, while the long surveys were used to resolve the boundary between 
saprolite and bedrock. Using the arrival times from the first 4-6 stations following the shot point 
on short survey transects, we calculated the velocity of the uppermost soil unit using shot records 
from the first three and last three meters of each transect. We averaged all of these values 
together to estimate the average soil velocity. We calculated the velocity of the second layer 
according to the plus-minus method (Hagedoorn, 1959), also known as the Conventional 
Reciprocal Method (Palmer, 2011). While there have been modifications to this method 
specifically aimed at better characterizing lateral heterogeneity along longer (i.e. > 24 geophone) 
transects (Palmer, 1981), this simple method remains very common (Palmer, 2011) and is still 
useful for petroleum (e.g. Dufour and Foltinek, 1996) and hydrological (e.g. Ge, 2012) 
applications. According to this method, the travel time along a refractor is determined by using 
reciprocal shot records, that is, a “forward” record and a “reverse” record. The forward record 
consists of the shot record using a shot location at, for example, the first geophone along a 
transect, and the reverse record consists of the shot record in which the shot is located at the last 
geophone along the same transect. 
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Figure 2.5 Examples of (A) a seismic record with manually picked first arrivals shown (red 
crosses) and (B) travel times for the same record. The shot location is at geophone #1 and 
distance = 0 m. 
 
By identifying first arrivals from the same refractor on two reciprocal shot records, it is possible 





�!" − �!" + �!"        (1.2) 
where 
tv is the refracted velocity analysis function (T); 
tFG is the arrival time of the forward shot at point G (T); 
tRG is the arrival time of the reverse shot at point G (T); 
tFR is the arrival time of the forward shot at the location of the reverse shot (T). 
 
When the values of tv are plotted against distance, the velocity of the refractor can be determined 
by the inverse of the linear regression of tv. This assumes that the subsurface consists of layered 
units that increase in seismic velocity with depth, and that the planar interfaces between units are 
surface-parallel. 
For the short surveys, we applied the plus-minus method to shot record pairs with 
forward shot locations at the first and second geophones. We calculated the refractor velocity for 
both sets of reciprocal shot records for a given transect, and averaged the two values together to 
estimate our velocity values. For long surveys, only reciprocal shot records from the first and last 
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geophones were used, as these were the only records that provided enough overlapping traces to 
use the plus-minus method. 
To delineate the depths to refractors using the plus-minus method, we first calculate the 
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where tg is the time model function (T) and the other variables are the same as in equation 1.2. 
The time model can be converted to depth by applying equation 1.4: 
 










z = depth (L) 
V2 = velocity of lower layer (L/T) 
V1 = velocity of upper layer (L/T). 
2.6 Results 
In total, 139 fractures and 124 foliation planes were identified from the optical televiewer 
logs in the 5 boreholes on the south-facing slope. 42 fractures and 21 foliation planes were 
identified in the 2 boreholes on the north-facing slope. None of the seven boreholes contained 
water at the time when the wells were drilled and logged. We were not able to observe the depth 
to fresh bedrock in the borehole images, but seismic observations revealed the thicknesses of soil 
and saprolite units, as well as the dominant direction of fracturing in saprolite. 
2.6.1 Foliation 
Foliation data include depth, dip vector, and dip angle. We did not observe any 
significant trends of foliation with depth. The dip vector and dip angle of all identified foliation 
planes were plotted in stereographic projection using the program Stereonet (Cardozo and 
Allmendinger, 2012; Allmendinger et al., 2013), and are shown in Figure 2.6. The foliation 
planes dip northward along a mean azimuth of 10°, and at an average angle of 56°. The data in 
Figure 2.6 are contoured according to the Kamb (1959) method, which allows for the 
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determination of the statistical significance of clustered data in stereographic projection (Kamb, 
1959; Marshak and Mitra, 1988). Each contour represents 2σ, where σ is the standard deviation 
of the distribution of points, assuming they would be uniformly distributed in a random setting. 
Kamb (1959) defines statistical significance as clusters of points within 3σ of one another—
meaning there is a statistical unlikelihood that these points would be clustered by pure chance. In 
Figure 2.6, all planes except two are part of a statistically significant geometry. 
 
 
Figure 2.6 Foliation planes on the north-facing (blue) and south-facing (orange) slopes. 
 
2.6.2 Fractures 
Fracture data include fracture depth in the borehole, strike, dip angle, and aperture. We 
did not observe any significant trends in fracture aperture with depth or slope aspect. Using the 
Kamb (1959) method described above, we contoured the fracture data and identified significant 
fracture orientations on each hillslope. We identified two significant fracture orientations on the 
south-facing slope, referred to as A and B in Figure 2.7. Cluster A consists of 54 fractures and 
has mean strike of 283° and a mean dip of 52°. Cluster B consists of 40 fractures, and has a mean 
strike of 54° and a mean dip of 40°. On the north-facing slope, we identified a statistically 
significant cluster of fracture orientations, which consists of 27 fractures (out of a total 42 
fractures identified on the north-facing slope). The mean strike and dip of this cluster are 282° 
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and 52°, respectively, similar to that on the south-facing slope. Descriptive statistics of the 




Figure 2.7 Distribution of strike and dip for fractures observed in boreholes on the north-facing 
(N) and south-facing (S) slopes in Gordon Gulch. Clusters A and B on the south-facing slope are 
identified. Planes indicate mean strike/dip of statistically significant clusters of fracture 




Table 2.1  Descriptive statistics of fracture attitudes for significant clusters of fractures on north- 
and south-facing slopes, and total fractures on both slopes. Colored cells correspond to mean 












North A  27  282  286  29  52  51  11 
South A  54  283  282  12  52  53  9 
South B  40  54  58  27  40  36  14 
Total 
North  42                   
South  139                   
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2.6.3 Seismic Results 
Data attained from short seismic surveys on the north- and south-facing slopes indicate two 
distinct layers, which we identify as soil and mobile regolith (the upper layer; hereafter referred 
to simply as soil) and saprolite (the lower layer). The velocities of the soil and saprolite for both 
short surveys on each hillslope are plotted with respect to polar direction in Figure 2.8 and listed 
in Table 2.2. On the north-facing slope, mean soil velocity was 440 m/s ± 100 m/s and mean soil 
thickness was 2.3 m ± 0.76 m. On the south-facing slope, mean soil velocity was 490 m/s ± 
130 m/s and mean soil thickness was 2.0 m ± 0.80 m. While these values for soil velocity and 
depth appear similar, we were unable to show with statistical certainty that they have same 
distributions based on t and F tests (p-value = 0.32 and 5.3 x 10-5, respectively). Saprolite, on the 
other hand, exhibits very clear differences between hillslopes. On the north-facing hillslope 
(Figure 2.8a-b; Table 2.2), saprolite velocities range from 810 m/s to 1,500 m/s and have a mean 
of 1100 m/s. On the south-facing slope (Figure 2.8c-d; Table 2.2), saprolite velocities range from 
1,200 m/s to 2,000 m/s and have a mean of 1600 m/s.  The long (66- and 69-m long) seismic 
transects also demonstrate a two layer system. We identify the upper layer as a combination of 
soil and saprolite, which appears as a single layer due to low resolution near the surface of a 
seismic survey with 3-m geophone spacing. The velocity of the upper layers was of little interest 
in long surveys, as it was estimated with higher resolution through the short surveys. However, 
we did observe that all soil and saprolite velocities calculated from long surveys fell between 850 
and 1400 m/s, similar to the short survey results. 
 Two long transects from the north-facing slope show that bedrock velocity ranges from 
approximately 3,500 m/s to 4,000 m/s (Table 2.3). On the south-facing slope, results from two 
transects show that bedrock velocity ranges from about 3,700 m/s to 4,400 m/s. These values 
represent the best estimates from a single set of reciprocal shot records. Due to the depth of the 
refractor and the geophone spacing, which was the maximum possible spacing with the 
equipment used, we were only able to calculate one value for bedrock velocity on each long 
survey, and therefore cannot estimate the error of these values. The average depth to bedrock on 
the north-facing slope is 8.7 m ± 1.3 m. On the south-facing slope, average depth to bedrock is 
about 10.9 m ± 3.6 m. We conducted one additional long survey that showed dramatically 
different results from the others, and this exemplifies the role of heterogeneity in bedrock depth 
and seismic velocity, as well as a caveat associated with the size of this dataset. In one long 
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survey on the south-facing slope, seismic velocity was calculated at approximately 2,700 m/s, 
although there were no apparent refractors in this shot record, meaning we were unable to 
calculate a bedrock depth. Based on the proximity of part of this transect to the uphill side of a 
large rock outcrop, we interpret this result as the product of a transect that partially traversed 
either surface outcrop, or a large corestone. This would hamper our ability to determine vertical 
layering, as the major velocity contrast is lateral. The other surveys conducted herein were 
deliberately placed in areas where it was possible to conduct a 69 m-long survey.  
 
Table 2.2  Results of short seismic surveys, including azimuth of velocity, soil velocity (v1), 
















S‐A  047  460  65  1500  180  2.4  0.58 
S‐A  085  460  140  2000  580  1.9  0.59 
S‐A  114  480  75  1500  110  2.1  0.73 
S‐A  353  460  150  1200  140  2.0  0.58 
S‐B  043  530  89  1400  150  3.3  0.84 
S‐B  073  440  66  1900  190  2.0  0.64 
S‐B  103  610  190  2000  130  2.3  0.56 
S‐B  330  510  170  1400  8.7  2.5  0.73 
N‐A  022  410  130  810  130  2.8  0.52 
N‐A  072  390  50  960  64  2.2  0.61 
N‐A  114  470  120  1100  39  2.0  0.51 
N‐A  344  400  37  950  38  2.6  0.55 
N‐B  004  410  70  880  260  1.3  1.1 
N‐B  040  490  170  1300  120  1.5  0.81 
N‐B  087  530  140  1500  92  2.1  0.46 






Figure 2.8 Polar plots of seismic velocities from short surveys conducted on the north-facing (A-
B) and south-facing (C-D) slopes of Gordon Gulch. Dashed lines refer to soil velocity, and solid 
color lines refer to saprolite velocity. Shaded regions represent one standard deviation from the 




Table 2.3 Results of long seismic surveys, including azimuth, bedrock velocity, and depth to 
bedrock. 
Survey Azimuth (°) Bedrock Velocity (m/s) Depth (m) 
N-C 030 ~4,000 8.5 ± 1.0 
N-C 108 ~3,500 8.9 ± 1.6 
S-C 039 ~4,300 9.7 ± 0.50 
S -C 343 ~3,700 12 ± 4.7 
 
2.7 Discussion 
We used a two-sample Kuiper Test (Kuiper, 1960) from CircStat a Matlab toolbox for circular 
statistical analysis (Berens, 2009), and determined that within 90% confidence, strikes of 
fractures on the north- and south-facing slopes are similarly distributed (p-value > 0.1). We used 
t- and F-tests and determined that within 90% confidence, dips of fractures on both slopes are 
also similarly distributed (p-value = 0.19 and 0.26, respectively). Due to small sampling, the 
north-facing slope only demonstrates one statistically significant cluster of fracture attitudes, and 
the mean strike and dip of this cluster is 282° and 52°, respectively. These correspond closely 
with one of the statistically significant structural clusters observed in the south-facing slope, 
which had a mean strike and dip of 283° and 52°, respectively. Additionally, we identified a 
cluster of fracture attitudes on the south-facing slope with mean strike and dip of 54° and 40°, 
respectively. While we do not identify a statistically significant cluster of similar attitudes on the 
north-facing slope, we do identify a sparse cluster of similarly oriented fractures on the north-
facing slope (Figure 2.7), and based on a two sample Kuiper test, we can say with confidence 
that fracturing on north- and south-facing slopes is similar.  Additionally, foliation data show that 
foliation on both hillslopes trends northward and plunges at approximately 56°. Based on this 
observation, as well as visual observation of outcrops, it is apparent that fractures tend to occur 
along foliation planes. 
2.7.1 Comparison of seismic data across hillslopes 
We were unable to find statistical evidence that velocity and thickness of soil are 
similarly distributed across north- and south-facing slopes (p-value = 0.32 and 5.3 x 10-5, 
respectively). However, according to the velocity values presented by Befus et al. (2011), soil 
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can be described as having a p-wave velocity of less than 700 m/s, and the upper layers of both 
north- and south-facing slopes do have velocities in this range. According to our observations, 
soil on north-facing slopes is slightly slower and thicker than on south-facing slopes (Table 2.2). 
The differences between soil velocity and thickness across hillslopes are slight, and either reflect 
a limitation due to the small sample size of this study, or suggest that soil properties differ across 
hillslopes. The latter could be explained by more organic soil on north-facing slopes vs. more 
mineral soil on south-facing slopes, a theory first put forward by Krause et al. (1959). 
With regard to saprolite, distinct differences between north- and south-facing slopes are 
present in the seismic data. Most notably, both surveys conducted on the south-facing slope 
demonstrate pronounced anisotropy, wherein seismic waves propagate much more quickly in 
east-west, rather than north-south directions. This anisotropy is less obvious in the north-facing 
seismic traces. On the north-facing slope, one survey displays more isotropic velocities of 
approximately 1,000 m/s, while the other survey displays slight anisotropy in the NE direction, 
though this anisotropy is less pronounced than on the south-facing slope. While we did not 
observe statistical similarity between the thicknesses of saprolite across hillslopes (p-value = 
0.02 and 1.1 x 10-4, respectively), neither did we observe a dramatically thicker saprolite on 
north- versus south-facing slopes, as models and geophysical data have previously suggested 
(Befus et al., 2011; Anderson et al., 2013; Langston et al., 2015). In fact, we observed slightly 
thicker saprolite on south-facing slopes—the opposite of the predicted result. While our dataset 
cannot adequately explain the entire field area due to limited extent, our results are corroborated 
by ongoing geochemical investigations by Eldam (2016), who showed similar differences in the 
thicknesses of chemical weathering zones on north- and south-facing aspects in Gordon Gulch.   
2.7.2 Comparison of Borehole and Seismic Data 
Comparing the mean fracture directions from borehole data with seismic anisotropy 
(Figure 2.8) suggests that there is a relationship between mean fracture direction and direction of 
fastest velocity on the both slopes. This fits with the model shown in Figure 2.2a, which 
describes the relationship between seismic anisotropy and fracture direction for a dry, cracked 
solid. Because none of our boreholes contained water at the time they were logged, we believe 
that the fracturing observed in the borehole records can explain the pronounced anisotropy 
observed in seismic records, especially on the south-facing slope. However, there is also a 
relationship between direction of fastest p-wave propagation and foliation. We cannot, therefore, 
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attribute all anisotropy to fracturing, as foliation can also produce seismic anisotropy in the 
absence of fracturing (Brosch et al., 2000). However, given that fractures generally occur along 
foliation, and both are observed with abundance in borehole images, we attribute seismic 
anisotropy to the combined contributions of both foliation and fracturing. 
2.7.3 Implications for Critical Zone Structure and Unsaturated Flow 
Our interpretation of critical zone structure, based on our seismic and borehole 
observations, is provided in Figure 2.9. Foremost, we observe that saprolite composition differs 
across north- and south-facing slopes, while bedrock depth does not differ. In our data, the most 
striking difference between north- and south-facing slopes is the magnitude and direction of 
seismic anisotropy observed within the saprolite units, especially considering the lack of distinct 
structural differences observed in the borehole records. 
  
 
Figure 2.9 Conceptual model of critical zone structure in Gordon Gulch, showing soil (white), 
saprolite (grey), and bedrock grading from fractured (grey) to fresh (black). 
 
In accordance with Hinckley et al. (2014), our data indicate that preferential groundwater 
flow may dominate on the south-facing slope, while matrix-driven flow may dominate on the 
north-facing slope. These differences in flow mechanisms are attributed to different saprolite 
compositions, specifically that the south-facing slope consists of more intact, fractured saprolite, 
while the north-facing slope consists of more porous, granulated saprolite. The faster and more 
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anisotropic p-wave velocities on the south-facing slope as opposed to the slower and more 
isotropic velocities on the north-facing slope lend further support this hypothesis, as do 
geochemical observations, which show that the north-facing saprolite is more intensely 
weathered (Eldam, 2016).  
2.7.4 Implications for Critical Zone Evolution 
One important finding of this study is the dissimilar depth to fresh bedrock on both 
hillslopes. While our depth values are drawn from a small sample and are thus not well-
constrained, the relative thicknesses of saprolite that we observe across north- and south-facing 
slopes does not support weathering models that predict thicker saprolite on north-facing slopes 
(Langston et al., 2011; Anderson et al., 2013). We observe that saprolite thickness is 
approximately 8 m on the north-facing slope, and 10 m on the south-facing slope. These values 
are similar to those obtained from borehole and roadcut investigations (Dethier and Lazarus, 
2006), which estimate saprolite in Gordon Gulch to be an average of 8.8 m thick. 
One outcome of this study is the ability to make connections between different 
mechanisms of critical zone evolution. The frost-cracking models (Anderson et al., 2013) predict 
a difference in saprolite thickness across hillslopes, but ignore all weathering processes other 
than those attributed to frost. Alternatively, the topographic stress models (St. Clair et al., 2015) 
predict consistent saprolite thickness across hillslopes, and ignore weathering and climatic 
processes in an effort to better compare regions with varying climatic conditions. The data 
presented in this study provide evidence that both of these processes may coexist and likely 
apply at different depths, and can also be used to suggest additional mechanisms of critical zone 
evolution. 
 Our borehole observations show that the orientation of fracturing occurs similarly across 
hillslopes, and this can be explained by the direction of foliation, the regional tectonic setting, or 
topographic stress models (St. Clair et al., 2015). Our saprolite observations suggest that the 
north-facing slope is more disaggregated than the south-facing slope, which suggests that slope-
aspect exerts the primary control on the structure and composition of the upper subsurface units. 
However, we are unable to thoroughly explain the slightly thicker saprolite on the south-facing 
slope. According to topographic stress models, we would expect to see identical saprolite 
thickness; according to weathering models, we would expect to see thicker north-facing 
saprolite. Our results highlight the importance of constraining lateral heterogeneity of saprolite 
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depth, as the minor difference in saprolite depth across hillslopes in this study (compared to 
Befus et al., 2011) suggests that topographic stress exerts more control than slope aspect on the 
lower boundary of the critical zone, but heterogeneity in the subsurface obscures our ability to 
test this with a small sampling of data. On the other hand, the slightly thinner north-facing 
saprolite could be evidence of another variable in saprolite development—the distribution of 
permafrost during the life cycle of saprolite (e.g. Busby et al., 2016), as well as persistently 
frozen saprolite during winter months which limits the penetration of surface water especially on 
colder north-facing slopes.  
 Variation in subsurface temperature throughout cycling glacial and interglacial periods 
provides a possible explanation for the shallower-than-expected bedrock observed on the north-
facing slope. The estimated mobile regolith development rate for Gordon Gulch is 3.1 cm/ka 
(Foster et al., 2015). Using our observed value of approximately 8-10 m for saprolite and mobile 
regolith thickness, this suggests the saprolite residence time for Gordon Gulch is on the order of 
105 years. During much of the Quaternary period, Gordon Gulch was periglacial, and likely 
supported permafrost (Anderson et al., 2011; Dühnforth and Anderson, 2011). Due to the low 
hydraulic conductivity of permafrost (Lundin, 1990), vertical penetration of water would be 
limited, thus limiting the rate of bedrock weathering and increasing lateral unsaturated flow . 
Under these circumstances, saprolite development would be significantly slower, and the 
contribution of infiltrating water to baseflow would be higher. Therefore, we would expect to 
observe shallower bedrock than predicted by pure weathering models. Even in the current 
climate, if frozen soil persists on the north-facing slope throughout the winter and into the spring, 
this could limit the vertical penetration of water during spring flux, inhibit the development of 
saprolite, and increase streamflow.  
2.8 Conclusions 
We maintain that slope aspect exerts a first-order control on critical zone development as 
opposed to fracturing, given the pronounced differences in saprolite composition across north- 
and south-facing hillslopes.  We note that saprolite on the north-facing slope is more granulated 
and therefore weathered than the south-facing slope based on our seismic data, and this result is 
supported by previous observations of surface water input, groundwater residence time, and 
geochemical weathering (Hinckley et al., 2014; Langston et al., 2015; Eldam, 2016). However, 
geophysical observations do not show that saprolite is thicker on north-facing vs. south-facing 
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slopes as weathering models predict (Anderson et al., 2013; Langston et al., 2015). There are a 
few possible explanations for this, which are not mutually exclusive: (1) topographic and 
regional tectonic stress, applied equally across both hillslopes, control the lower boundary of the 
critical zone (St. Clair et al., 2015) leading to a more consistent bedrock depth across hillslopes, 
(2) frozen subsurface inhibits weathering on the north-facing slope during spring melt; and (3) 
saprolite development occurred much more slowly during Pleistocene glaciation, thus limiting 
the depth of the weathering front today.  
No study has yet produced an all-encompassing model of critical zone evolution that 
takes into account climatic, biological, hydrological, and stress-induced contributions. As such, 
there is not yet a widely accepted view of how these various processes are interrelated. The data 
presented in this study provide ground-truth observations that may be used to inform future 
subsurface hydrology and critical zone evolution models. 
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CHAPTER 3  
FUTURE WORK 
This project was successful in imaging subsurface architecture, especially saprolite, and 
constraining it with ground-truth data from boreholes. However, significant questions remain as 
to the explanations for the architecture observed in the field, and addressing these questions will 
be important for furthering modeling efforts of critical zone evolution in Gordon Gulch. Two 
areas for future investigation are outlined below, including increased spatial coverage of seismic 
bedrock depth observations, and prevalence and timing of subsurface freezing. 
3.1 Increased Spatial Coverage 
This project was limited by the small sample of seismic data. While we were able to 
clearly image saprolite architecture on both slopes with repeated overlapping short transects, we 
were unable to image bedrock depth with much resolution, and were left to speculate as to the 
degree of heterogeneity therein. Conducting additional long seismic surveys with greater spatial 
coverage throughout Gordon Gulch can offer more resolution as to the heterogeneity of bedrock 
depth. This is the third study that has provided seismic data for Gordon Gulch after Befus et al. 
(2011) and St. Clair et al. (2015), and all three studies have observed different depths to bedrock. 
We expect that there is a pattern to bedrock depth in Gordon Gulch, but with the limited datasets 
in each study so far, no pattern has yet emerged. Once we identify statistically significant 
bedrock depths in Gordon Gulch, we can engage in a deeper discussion on the controls of 
bedrock weathering. 
3.2 Prevalence and timing of freezing 
The role of frozen soil has not been accounted for in any study thus far in Gordon Gulch, 
and it presents an opportunity to investigate whether seasonally freezing and thawing soil 
contributes meaningfully to saprolite development. Currently in Gordon Gulch, mean annual 
temperature is 4°C (Dühnforth and Anderson, 2011), but mean temperature during the coldest 
month is -4°C (Barry, 1973). This suggests that at least on the colder north-facing slope, the 
subsurface is frozen during part of the year. If spring melt on the surface occurs prior to thawing 
of the subsurface, then infiltrating water will not be limited by bedrock depth, but rather by frost 
depth, due to the low hydraulic conductivity of permafrost (Lundin, 1990). 
 33 
 Future geophysical investigations could use electrical resistivity methods throughout the 
year to assess seasonal variation in frost depth. Frozen soil has very low conductivity, and thus 
images well with electrical resistivity tomography (Hilbich et al., 2008). Comparing frost depth 
with infiltration timing can provide insight into the role of frost in confining the vertical 
migration of saprolite. This can then be applied to a landscape evolution model, which takes into 
account glacial-interglacial cycling, in order to assess how the Pleistocene climate may have 






HAMMER SEISMIC HOW-TO GUIDE 
A step-by-step guide to setting up and collecting seismic refraction data with a Geometrics 
GEODE. 
 
Equipment (shown in figure A-1): 
• GEODE control unit (A) 
• Seismic cable (B)  
• Geophones (C) 
• PC laptop (not shown) 
• 12 V battery for GEODE (D) 
• GEODE power cable (E) 
• Data acquisition cable (F) 
• PC Connector cable (G) 
• Sledgehammer and metal plate (H) 
• Trigger and extension cable (I) 
• 12 V battery for computer (not shown) 
• DC inverter to connect PC to 12 V battery (not shown) 
• Electrical tape (not shown) 
• Pliers (not shown; optional) 
• GPS (not shown) 
• Pin flags (not shown) 
 
Arriving on site: 
1. Bring a friend 
2. Decide line placement 




Figure A-1 Seismic equipment: A) GEODE, B) seismic cable, C) geophones, D) battery, E) 




1. Pull out cable. Orientation of the cable does not matter. 
When removing takeout caps, don’t twist them, as it can damage the metal 
contacts. Instead, pull caps off. Use pliers if needed. Be sure to put caps on if 
dragging the cable. Orient takeouts toward the reel before dragging—this will 
keep them from snagging. 
2. Place geophones. 
Try to keep geophones along a straight line as much as possible. Use a tape 
measure to get accurate distances between each geophone. Make sure the 
geophones are firmly in place and will not move as a result of wind. Plug 
geophones into cable takeouts. 
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3. Record GPS coordinates of first and last geophones. 
4. Take photos because processing often occurs long after collection. 
5. Take detailed notes: 
a. Line number 
b. Line orientation (cardinal direction of geophone 1, or azimuth of line) 
c. Notes about geophone locations (i.e. is it off the plane of the others? In rocky soil, 
next to a large tree/rock?) 
Note on assembling the seismometer: Each cable connection is unique, and it is therefore 
only possible to correctly assemble the equipment one way. Do not force any connections, as 
this could damage the ports/cables.  
6. Plug seismic cable into seismograph (yellow box). 
Hold the end of the cable against its corresponding port, and give a few gentle 
turns of the cuff at the end of the cable; don't push the cable into the port. After a 
few gentle turns, the cable should easily connect to the seismograph. 
7. Assemble trigger. 
There are two trigger cables, and these are the skinniest cables. The small 
cylindrical end on the shorter cable is the actual trigger. The other end of this 
cable connects to the other trigger cable, which is in turn connected to the 
seismograph via the port with the hammer icon. 
a. Connect long trigger cable to seismograph (hammer icon) 
b. Connect short trigger cable to other end of long trigger cable 
c. Tape trigger firmly to top of hammer handle, just below hammer head 
8. Connect battery to seismograph using the battery cable. 
9. Connect the data acquisition cable 
This cable has a circular pin connector on one end, an Ethernet cable on the 
other end, and a small white box connecting the two cables together. This box is 
not meant to be removed from the two cables. The circular connector fits a 
corresponding port on the seismograph, and the Ethernet connector fits into the 
PC. 




1. Launch Geometrics Seismodual Controller, the refraction acquisition software. 
If the software is not registered, click cancel and select “2. Single Geode”. Give a 
name for the survey. 
Note: If you are not prompted to complete the next steps, it means that the 
parameters from the previous user have been saved and will be applied. Go to 
C:\\GeometricsSurveysAndSettings\SurveyParameters\SC and delete the files in 
the SC folder. 
2. Auto-stack vs. replace:  
This is the setting for whether each successive shot will automatically create 
stacked data, or replace the most recent shot. For most refraction surveys, choose 
auto-stack. 
3. Stack limit: 
This tells the computer how many stacks you will do for each shot record—that is, 
how many times will you hit the hammer for each record? This can be varied and 
will generally need to be higher for longer surveys because further stations will 
have more noise. 3-5 is usually good for 1-m geophone spacing, 8-10 is probably 
necessary for a 3-m spacing. 
4. Stack polarity positive: 
Set to on for refraction. When stack polarity is positive, stacked waves are added 
together. When stack polarity is negative, waves are subtracted. 
5. Display intermediate stacks: 
This asks whether you want to visually inspect each stack before continuing to the 
next one by manual input. Turn this on so that you can reject bad data when 
necessary. 
6. Unstack delay: 
How long would you like to delay each stack before the computer automatically 
advances to the next stack? 3 s is a good amount of time to visually confirm data 
quality. 
7. Sample interval:  
This is the rate at which the analog signal is digitized. 0.5 ms is good to prevent 
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aliasing. 
8. Record length: 
This is how long the seismometer is listening after each shot. 0.5 s is good for 
most surveys. 0.25 s may be too short for a longer survey. 
9. Delay: 
This is the amount of time between when the trigger is fired and the seismometer 
begins to record. Set to 0 s to avoid truncating first arrivals.  
10. Acquisition: 
This determines what filters you will apply to your data on acquisition. Set both 
to filter out to collect raw data, as per geophysics best practices (i.e. don’t filter 
your data before you look at it—this can always be done later!) 
11. Geophone interval: 
How far apart are your receivers (in meters)?  
12. Set all low gain. 
13. Shot coordinate (Figure A-2): 
Where relative to point zero (first geophone) is the shot in meters? If the first shot 
is off the end of the line, this should be the negative distance from the first shot. 
a. A receiver set to ‘data’ means it will record. A receiver set to ‘inactive’ means it 
will not record. Use keys 1-4 to toggle through receiver settings. 
b. If there is the need to turn on/off or change the location of a given geophone, 
uncheck “ripple” to edit an individual geophone. Checking “ripple” updates all 
subsequent geophones after making a change.  
14. Storage parameters: 
a. Give the files sequentially numbered names. Starting at 10 ensure the data will 
remain sequentially ordered in the directory. 
15. Trigger options 
a. Accept default trigger options. 
b. Trigger holdout turns off the trigger between shots so you don’t accidentally 
trigger the seismometer to record. 




Figure A-2 The shot coordinate window 
 
16. The home screen (Figure A-3) 
• The waterfall noise monitor displays the live trace of each geophone. Pressing the down 
arrow key increases gain, which increases the amplitude of waves on each trace. 
• Before collecting data, have someone walk the cable length and touch each geophone 
while another person watches the waterfall noise monitor. This will help to figure out 
which trace is which, and to make sure all geophones are connected. 
• If channels are backwards, go to system > channel remapping. Check reverse channel 
order.  
• When the bar at the bottom of the screen is green, the system is armed. 
o Press the 1-key to disarm/arm. 
o Press the 2-key to clear the memory in current shot 
• When hammering, keep the cable behind your back and keep enough slack. Avoid getting 
the cable in the way of the falling hammer! 
• After each stack, you will be prompted to accept or reject the data. This prompt will 
display for the duration of the “unstack delay” time you selected in setup. Use Y/N keys 
to reject the data and re-record the stack (Y), or to retain the data and continue to the next 
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stack (N). If you press nothing, the prompt will disappear after the “unstack delay” time 
as passed, and the data will be saved.  
• After all stacks for a given record, manually adjust the shot coordinate. 
Navigate to the “Do Survey” menu at the top of the home screen (or press 
ALT 7). Select “Shot Locations” (hotkey 3), and manually increase the shot 
coordinate to the next location. 
• Data are automatically saved in sequentially numbered .DAT files. After finishing a line, 
immediately copy your data to your directory of choice (not the working directory) to 
avoid recording over your data on your next transect. 
 
 
Figure A-3 The home window. The survey parameter window displays relevant information 
about the current shot. The noise monitor provides a live view of the seismic activity at each 
geophone. The shot record shows the recorded data. Every 10 channels are blue, and red 
channels indicate data that saturated the display and were truncated. This is not a concern, as the 





SEISMIC PROCESSING SCRIPTS 
The following scripts are attached to this thesis as electronic appendices: 
• P-wave picker and related function (written by Justin Rittgers, Colorado School of Mines 
Geophysics Department): 
o This script and related functions reads, plots, and exports manual picks of p-wave 
first arrival time for raw data files from the GEODE.  
 
• Plus-Minus Method for short surveys and polar plot function: 
o This script reads in the travel time vs. position dataset created by the p-wave 
picker, and applies the plus minus method to calculate V1 and V2. The polar plot 
function plots V1 and V2 with respect to azimuth. 
 
• Plus-Minus Method for long surveys: 
o This script performs similarly to the above script, but processes long survey data 
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