Cauchy problems for a class of linear differential equations with constant coefficients and Riemann-Liouville derivatives of real orders, are analyzed and solved in cases when some of the real orders are irrational numbers and when all real orders appearing in the derivatives are rational numbers. Our analysis is motivated by a forced linear oscillator with fractional damping. We pay special attention to the case when the leading term is an integer order derivative. A new form of solution, in terms of Wright's function for the case of equations of rational order, is presented. An example is treated in detail.
Introduction
The aim of this paper is to find solutions to the equation We will assume that α 0 = 0 and that α 0 < α 1 < α 2 < ... < α m−1 < α m . If all α i are rational numbers, this equation will be transferred to the one with integer derivatives. If at least one of the α i is irrational number, the method of solving equation (1.1) is quite different. For classical and distributional solutions in the case when irrational derivatives appear in (1.1), see for example, [1] , [6] , [7] , [13] , [17] , [21] , and [22] . Our analysis is motivated by the problem of linear fractionally damped oscillator, see, for example [4] , and [24] . Actually the main references for (1.1) are Luchko and Gorenflo [17] and Diethelm and Ford [7] . We will comment our results with respect to these papers. In Remark 1 part (2) we explain relations of the problem considered here with the problem with Caputo's derivatives. For the existence and regularity of solutions in the case of equation (1.1) with Caputo fractional derivatives, see Diethelm [8] and [9] ; Bazhlekova [5] and Li and Yamamoto [16] .
In the first part of our paper we treat (1.1) in the general case α i ∈ R with various cases concerning the initial data and leading order of equation, while in the second part we treat the case when all α i are rational numbers and all initial data are equal to zero.
In Section 3, we investigate (1.1) with at least one irrational number derivative together with all initial data equal to zero and find necessary condition for f in order to have a unique solution. Then in Subsections 3.1 and 3.2 we treat equations having irrational derivatives but with the leading term being integer order derivative. In both cases we have solutions to (1.1) in the open interval (0, ∞) satisfying the initial data. Considering them on R in the sense of distributions, we have that solutions y are bounded continuous functions having Cauchy data initial values of the derivatives equal zero up to the first one different from zero; higher order derivatives (up to n m ) contain linear combination of derivatives of delta distribution. In Subsection 3.1, with α m = p ∈ N, we find solution y ∈ C p ((0, ∞)), so that the distributional derivative y (p) is a sum of delta distribution multiplied by a constant and a continuous function having the value zero at 0 + . In Subsection 3.2 we have a solution y ∈ C p ((0, ∞)), y (p−1) as a sum of a multiple of δ and a continuous function having the value at 0 + while y (p) is a sum of multiples of δ, δ and a continuous function having the value at 0 + . We apply our results to an equation given in Subsection 3.3.
In the case of all rational α i , i = 1, ..., m, and initial data equal to zero, we use the Wright functions and obtain in Section 4 the explicit form of the solution, see also [29] , [28] and [25] . A special property of the Wright function is given in Proposition 3. Proposition 4 gives the explicit form of such solution. We demonstrated the procedure on a specific example and obtained the solution in the form (4.27). We believe that our results presented in Section 4 are new and efficient.
The results of one of us [25] are the basic ones for our investigations of the case of rational α i , i = 1, ..., m, and since one can not find article [25] so easy, we repeat some results of this paper in Subsection 4.1. The method proposed here is simple for the application. One has to find the characteristic polynomial P (s) for the corresponding equation, then to find the inverse Laplace transform of Q = 1/P : L −1 Q(t) = R(t), t > 0 and, at the end, to apply a simple formula connecting R and y. We demonstrate this in Subsection 4.3, where we have considered the equation of Subsection 3.4 with special values of derivatives and coefficients. The numerics for the solution is compared with the known one in the literature.
Equation of the type (1.1) with Caputo fractional derivatives was analyzed in Luchko and Gorenflo [17] . In that paper the results are obtained by a different method. The authors first develop an operational calculus of Mikusinski type for the Caputo fractional differential operator. The solutions to the considered equation are given in terms of elements of the constructed fields and expressed trough Mittag-Leffler type functions. We are, primarily, interested in the equations with R-L fractional derivatives in the case of homogeneous initial data. We have discussed in Subsections 3.1-3.3 non-homogeneous initial data. One can see that non-homogeneous initial data bring a lot of difficulties and this is the reason for the use of the Caputo derivatives, as in [17] . But this does not mean that the interest to the R-L-derivatives should be ignored, and actually there exists a rich literature where one uses Laplace transform method or some other method to study equations with R-L fractional derivatives. For another type of multiterm differential equations (of the so-called hyper-Bessel type) to which the case of all rational orders of derivatives can be reduced, and the corresponding solutions expressed in terms of special functions, we refer to Kiryakova [14] .
Our approach is based on the use of the Laplace transform and Prüss Proposition [3] . The main result of Luchko and Gorenflo [17] 
while Theorem 4.1 of [17] gives
where g is continuous for t > 0. This shows that our method based on the use of Laplace transform is powerful enough for the analysis of equations with the R-L fractional derivatives. Especially, our Theorems 2 and 3 show the advantages of our direct Laplace-transform method in investigations of (1.1) with the less restrictive conditions at the point zero. We point out that the results of Theorems 2 and 3 are not included in any result known to us. The main point of Diethelm and Ford [7] is the approximation of irrational order equations by a rational order ones. Since we are treating equations with rational order derivatives, our solution presented in Section 4 may be used, in principle, as an approximation (in the sense of [7] ) to the systems with irrational orders.
We give additional remarks concerning some previous results. The results presented in [19] , [12] , [17] and [15] are interesting from the point of view of the use of operational calculus for solving differential equations with fractional derivatives. The ideas of these works are analyzed and extended later in many works; we refer to the monograph of Kilbas-Srivastava-Trujillo [13] , Part 5.2 and a rich literature presented there. Equations of the type (1.1) were also treated in the following works: [6] with the generalized matrix exponential method, [11] with the variational iteration method, [2] with the differential transform method and [27] where the use of α-exponential functions is presented.
For the case of rational order of derivatives a new form of solution, in terms of Wright's function is presented in Section 4 (see (4.4)). Distributional solutions to (1.1) will be treated in a separate paper. The solutions to (1.1) considered in this paper show that finding explicit solutions in the case of general f and general initial data involves the distributional framework. The change of variables given in Remark 2 (2) shows this, and this is a problem which will be treated in a future work.
Laplace transform
) and let f be of exponential growth ω which means that |f (t)| ≤ Ce ωt , t > t 0 , for some C > 0, ω > 0 and t 0 > 0. Then the Laplace transform is defined by
In this case we say that f is Laplace transformable; we refer to [26] for a more general definition of Laplace transformable function or distribution.
It is an analytic function in the domain {s ∈ C; s > ω} and we will assume that Lf is its analytic continuation.
Let n ∈ N and b > 0. We denote by
are the left Riemann-Liouville (R-L) fractional derivative and (R-L) integral of order α, respectively. We have the following properties of (R-L) fractional derivative: Let y ∈ AC n ([0, ∞)) be of exponential growth ω. Relations between the distributional Laplace transform of the distribution (yH) (n) on R and the classical Laplace transform of y (n) (t), t > 0, are given through the formula
If y ∈ AC n ([0, ∞)) and the finite limits
exist, then, assuming additionally that y is of exponential growth ω, one has
. By definition, Lf is the Laplace transform of this extension. Our aim is to solve equation (1.1) by the use of Laplace transform so that we transfer this equation to the one in the space of Laplace transformable distributions (cf. [26] ) supported by [0, ∞). Then, we show that this solution has ordinary derivatives up to the order of the initial data.
Equation with derivatives of real order
First, we recall in a scalar version (Banach space X equals C) a part of Corollary 2.5.2 of [3] , obtained by Prüss, since it will be used several times in the sequel.
Moreover in the proof of Corollary 2.5.2 in [3] it is shown that G(t) ≤ Ct, t > 0.
We state our first result as follows:
Moreover, y (j) are bounded functions up to the order n m equal zero at zero.
then the solution to equation (1.1) , with initial data
This solution belongs to C nm ([0, ∞)) and has bounded derivatives up to the order n m equal zero at zero.
P r o o f. First note that conditions (3.1) and (3.2) imply
Suppose that a solution y to (1.1) with assumed homogeneous initial data satisfies y ∈ AC nm ([0, ∞)). Then for this solution
We will show that conditions (3.4) and (3.5) imply that there exists a unique y so that all the derivatives up to order n m of
are bounded in [0, ∞) and equal to zero at zero.
In order to prove the claim, we have to apply Proposition 1 as follows: Recall from this proposition that if conditions (3.4) hold for j = 1, then the inverse Laplace transform is a bounded continuous function with the value zero at zero. Now we repeat the same arguments applied to sf (s), use j = 2 in conditions (3.4) and obtain that f is a bounded continuous function with value zero at zero. Thus repeating this argument n m + 1 times, we obtain that y ∈ C nm ([0, ∞)) has bounded derivatives up to order n m which are equal zero at zero. Moreover this implies that d dt
It follows that the inverse of (3.6) is a unique solution to the given equation.
and this implies, with
By the same arguments as in part a), by the use of the corresponding conditions (3.5), one obtains that (3.3) is the solution. 2
The same proof as of Theorem 1, a) gives the next proposition.
Proposition 2. Let the assumption (i) of Theorem 1, a) hold for P and let f satisfy both conditions
Then equation (1.1) with initial data y (j) (0 + ) = 0, j = 1, ..., n m − 1, has a unique solution in C nm ((0, ∞)),
Moreover, y (j) are bounded functions up to the order n m − 1 equal zero at zero while the n m -th derivative of y is a continuous function with the property that
where g is continuous for t > 0 so that g(0) = 0.
P r o o f. We have to prove just the last part of the assertion. This is also a consequence of the proof of Corollary 2.5.2 of [3] , where it is explicitly written in case j = 1, and here transferred for the analysis of y (nm−1) . 2 It is clear that one can reformulate Theorem 1, b) in a similar way. Remark 1.
(1) As we noted in Introduction, the results of Proposition 2 are of the type presented in [17] . Namely, Theorem 4.1 of [17] gives y (nm) (t) =
, α < 1, while our Proposition 2 gives another form of y nm .
(2) Assume that y (j) (0 + ) = a i , j = 1, ..., n m − 1 where not all a i equal zero. Then we put
(where t i + = H(t)t i ) and substitute this into (1.1). We obtain an equation of the type (1.1) for Y with Y (j) (0 + ) = 0, j = 1, ..., n m − 1 with a new
Thus, in that case we have on the right hand side distributions and our assertions for the homogeneous case can not be used. Equations with the non-homogeneous initial data will be considered in the next three subsections. Although we do not consider the most general cases, these equations show the essential problems that exist for such cases.
The leading term is an integer order derivative
Consider (1.1) and assume that f satisfies (ii) of Theorem 1, a). Moreover, assume that
7) and that
(3.8)
Our aim is to find a solution in C p ((0, ∞)) so that y (p−1) has the jump y (p−1) (0 + ) and that lower order derivatives equal zero at zero. We will show the distributional derivative y (p) is a sum of delta distribution multiplied by a constant and a continuous function having the value at 0 + . By the use of (2.3), we have
Note that the inverse Laplace transform of
is a function with bounded derivatives up to order p − 1 all equal zero at zero. Condition (ii) of Theorem 1, a) on f and the differentiation give
This implies that the right hand side tends to y (p−1) (0 + ) as t → 0 + . By the use of Proposition 1, we have that
is a continuous function having value zero at zero. This is the classical derivative of order p of y in (0, ∞).
One can see that the p-th distributional derivative of y has Cδ as an addend. This proves the following theorem.
Theorem 2. Assume condition (ii) of Theorem 1, a) for f . Then equation (1.1), with the assumptions (3.7), (3.8), has the solution in C p ((0, ∞)) (satisfying equation (1.1) in (0, ∞)), equals to the inverse Laplace transform off
(s)
This solution has the the property that y, y , ..., y (p−1) are bounded continuous functions on [0, ∞).
Two leading terms are integer order derivatives
Now we consider (1.1), where we assume that f satisfies (ii) of Theorem 1, a) and that
Our aim is to find a solution in C p ((0, ∞)) so that y (p−2) has the jump y (p−2) (0 + ) and that lower order derivatives equals zero at zero. We will show that the distributional derivative y (p−1) is a sum of a multiple of δ and a continuous function having the value at 0 + while y (p) is a sum of multiples of δ and δ as well as of a continuous function having the value at 0 + .
The application of the Laplace transform in the sense of distributions (2.3) on this equation gives
This implieŝ
Condition (ii) of Theorem 1, a) on f leads to
which implies that the right hand side gives y (p−2) (0 + ). Similarly, we have
but we see that on the right hand side δ distribution appears because of the member s p /P (s). So we have to extract this part and then to differentiate once more to obtain, after one more extraction of a multiple of delta, the classical right p − th derivative of y at zero.
This implies the following theorem.
Theorem 3. Assume (ii) of Theorem 1, a) for f . Then equation (1.1) , with the assumption (3.9) , (3.10) , has the solution belonging to C p ((0, ∞)) which is equal to the inverse Laplace transform of f (s)
This solution has bounded continuous derivatives on [0, ∞) up to the order p − 2.
Remark 2. The same calculation with the assumption that both y p−1 (0 + ) and y (p−2) (0 + ) are different from zero shows that one can not obtain solution to this equation with initial data y p−1 (0 + ) and y (p−2) (0 + ) different from zero. One should compare this result with the one obtained in [17] .
An application
Consider the forced linear oscillator with fractional damping of real order α ∈ (0, 1),
with m > 0. The initial conditions are
We refer to [4] and [20] for other methods applied to this equation. Our considerations in previous subsections show that we can take α 3 = 2, 
Moreover, if one consider the initial data y 0 = 0 (and neglect the condition on y ), then there exist a bounded continuous solution on (0, ∞) to equation (3.11) if (3.13) holds for j = 1, 2.
Remark 3. As a special case, we consider the case of homogenous equation. Thus, let f = 0 in (3.11) and suppose that y 0 = 0, v 0 = 0. We make the change of dependent variable y = Y + y 0 and obtain
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with the initial conditions
Now we apply to (3.14),(3.15) the results of Theorem 1. Thus by usinĝ
, we conclude that conditions (3.13) are satisfied so that the solution to (3.11) with f = 0 and y 0 = 0, v 0 = 0 exists and is a bounded continuous function as well as its derivative on (0, ∞).
Equations with derivatives of rational order
In this section we solve (1.1) with α i , i = 1, ..., m, being positive rational numbers and with Cauchy data
We shall use the Wright function to express the solution.
Wright's function
First we recall some properties of the Wright function (cf. [29] , [28] )
As a matter of fact, we use the function
We quote some properties of F ν (cf. [25] , and [23] , Chapters 2 and 3):
where C and γ are positive constants;
Proposition 3. (cf. [25] , and [23] , p.76) Let f be of exponential growth and 0 < ν < 1. Then for ω ∈ R, depending on f , there holds
Explicit form of the solution
Suppose that in (1.1) we have
Supposing y ∈ AC nm and (4.1), we have
A i s β i , s ∈ C, be the polynomial associated to (1.1) and Q 0 (s) = 1/P 0 (s), where s ∈ C\H, and where H is the set of zeros of P 0 and R 0 (t) = L −1 Q 0 (t), t ≥ 0. By Proposition 3 we have, for t ≥ 0:
where
and the solution y to equation (1.1) has the form
where 
f . We will show that our assumptions on f imply that 0 D α i t y exist for all i = 1, ..., m and that they are all equal to zero at zero. By the assumptions on ϕ, it follows (cf. [10] , p.119, Satz 13):
Now, it remains to prove that y (nm−1) ∈ AC([0, ∞)). We start with
and ϕ (nm−1) (0) = 0, we have
We show that φ 1/q (·, R 0 ) is a continuous function for t > 0. Let us start with 
where E 1/q is the Mittag-Leffler function.
where r p are the zeros of P 0 (z) and k ps are theirs multiplicities,
Finally by (4.7) and (4.8) we have We consider the forced oscillator (3.11) in a concrete form: We take μ = 1/2, and ω 2 = 1. Then P 0 has the form P 0 (z) = z 4 + 0.5z + 1. In order to characterize the behavior of y at zero and infinity, we use the property φ 1/2 (σ, R 0 ) → In order to compare our results with the known ones, we present the solution to (4.11), (4.12) obtained by a method presented in [4] . From the results of [4] it follows that the solution to (4.11), (4.12) is given as Table 1 
Conclusion
In this work we analyzed the fractional differential equation of the form (1.1). Our main results are the following:
1. For the case of real order derivatives the solution exist and has the properties specified in Theorem 1.
2. For the case when the leading derivatives, or two leading derivatives are of integer order the solution has the properties given in Theorems 2 and 3, respectively.
3. In the case when all derivatives are of rational order the explicit form of the solution to (1.1) is given in Proposition 4. This is a new form of solution in terms of Wright's function. 4 . One specific example is treated and the obtained solution is (numerically) compared with the series solution obtained by different method.
