Missing data are a recurring problem that can cause bias or lead to inefficient analyses. Statistical methods to address missingness have been actively pursued in recent years, including imputation, likelihood, and weighting approaches. Each approach is more complicated when there are many patterns of missing values, or when both categorical and continuous random variables are involved. Implementations of routines to incorporate observations with incomplete variables in regression models are now widely available. We review these routines in the context of a motivating example from a large health services research dataset. While there are still limitations to the current implementations, and additional efforts are required of the analyst, it is feasible to incorporate partially observed values, and these methods should be used in practice.
INTRODUCTION
Missing data are a frequent complication of any real-world study. The causes of missingness are often numerous, some due to design, and some to chance. Some variables may not be collected from all subjects, some subjects may decline to provide values, and some information may be purposely excised, for example to protect confidentiality. While the use of complete case methods that drop subjects missing any observations are commonly seen in practice, this approach has the disadvantage of being inefficient as well as potentially biased.
The development of methods for analysis of data with incomplete values has been an active area of research. Models that incorporate partially observed predictors are of particular interest in many real-world settings, since missingness of just a few percent on each of a number of covariates may lead to a large number of observations with some missing information. The exNicholas J. Horton is Assistant Professor, Department of Mathematics and Statistics, Clark Science Center, Smith College, Northampton, MA 01063-0001 (Email: nhorton@email.smith.edu). Ken P. Kleinman is Associate Professor, Department of Ambulatory Care and Prevention, Harvard Medical School and Harvard Pilgrim Health Care, Boston, MA. Helpful comments and assistance regarding details of the software implementations were provided by Frank Harrell, Jr., Krista Kilmer, Gary King, Patrick Royston, Pralay Senchaudhuri, Stef van Buuren, and Yang Yuan. We thank Suzanne Switzer for assistance with the review of missing data methods in the New England Journal of Medicine and James Carpenter, Amy Herring, as well as Owen Thomas for useful comments. We are grateful for the support provided by NIMH grant R01-MH54693 and the Smith College Picker Program. cellent textbooks by Little and Rubin (2002) , Schafer (1997) , and Allison (2002) provide a comprehensive overview of methods in this setting, focused primarily on multiple imputation. Although somewhat dated, Little (1992) describes a hierarchy of approaches to account for missing predictors, including the maximum likelihood approach of Ibrahim (1990) . Publications by Meng (2000) and Raghunathan (2004) provide a general introduction, and the paper by Ibrahim et al. (2005) reviews recent developments in a comprehensive fashion, though their application (cancer dataset) features incompleteness on only one variable. A useful online annotated bibliography provides a comprehensive reading list (Carpenter 2006a) .
In this article, we update the prior review of Horton and Lipsitz (2001) and apply methods described by Ibrahim et al. (2005) to the logistic regression analysis of a dataset with incompleteness on four variables (both categorical and continuous) using a variety of software packages. We discuss modeling assumptions, approaches, and compromises required for estimation within current implementations. In Section 2, we briefly review methods for incorporating incomplete observations in regression models then summarize findings of two surveys of how missing data methods are used in practice in Section 3. We describe our motivating example (which features a large dataset with high proportion of missing values with a nonmonotone pattern) in Section 4, detail support for missing data software in Section 5, then apply these methods to the motivating dataset in Section 6. We contrast the strengths and limitations of these packages in practice, and suggest improvements for the future.
We focus on methods to incorporate partially observed predictors; different issues arise when some outcomes are not fully observed. We also do not consider longitudinal or clustered outcomes, for which other complications arise (e.g. Laird 1988; Robins, Rotnitzky, and Zhao 1995; and Jansen et al. 2006 ).
INCOMPLETE DATA REGRESSION METHODS

Notation and Nomenclature
We begin by introducing notation that will be used throughout, assuming that data are collected on a sample of n subjects and that primary interest relates to the parameters governing the conditional distribution f (Y i |X i , β β β). To simplify exposition, we suppress the subject indicator. For a given subject we can partition X into components denoting observed variables (X obs ) and those that are missing for that subject (X mis ). We denote by R a set of response indicators (i.e., R j = 1 if the j th element of X is observed, and equals 0 otherwise), governed by parameters φ φ φ. Little and Rubin (2002) introduced a nomenclature for missingness in terms of probability models for R. The missing completely at random (MCAR) assumption is defined as where in addition φ φ φ and β β β are presumed distinct. Note that this depends on an assumed relationship between R and the unobserved and unknowable X mis . Heuristically, this assumption states that missingness is not related to any factor, known or unknown, in the study.
It may be more plausible to posit that missingness is missing at random (MAR), which assumes that
This assumption states that the missingness depends only on observed quantities, which may include outcomes and predictors (in which case the missingness is sometimes labeled covariate dependent missingness (CDM)). The assumption regarding the lack of association with unobserved quantities (X mis ) remains. We note that at first glance, the meaning of the term "missing at random" can be confusing, since missingness can actually be predicted (but is random after controlling for missingness due to observed quantities).
Researchers have noted that by including a relatively rich set of predictors in the model, the MAR assumption may be made more plausible (Collins, Schafer, and Kam 2001) . Others have noted that incorporation of information regarding the outcome improves estimation of missing predictors (Moons et al. 2006) .
It is possible to formally test the MCAR assumption against the alternate hypothesis of MAR (Little 1988; Diggle et al. 2002) .
Finally, if the missingness law P (R|Y, X) cannot be simplified (i.e., it depends on unobserved quantities), the process is termed nonignorable (abbreviated NINR [nonignorable nonresponse] or MNAR [missing not at random]). In a NINR setting, the correct specification of the missingness law must be given to yield consistent estimates of the regression parameters. Researchers have addressed issues in the NINR setting (Diggle and Kenward 1994; Little 1994) . NINR models are particularly useful in assessing the sensitivity of results to deviations from MAR missingness (Carpenter, Kenward, and Vansteelandt 2006) . Without additional information, it is inherently impossible to test whether MAR holds (Little and Rubin 1987) .
Another important concept regarding missing data, particularly where there are multiple variables with missing values, relates to the pattern of missing data. If the data matrix can be rearranged in such a way that there is a hierarchy of missingness, so that observing a particular variable X b for a subject implies that X a is observed, for a < b, then the missingness is said to be monotone. Figure 1 displays two hypothetical datasets. The left hand dataset has been rearranged to create a monotone ("stairstep") pattern, though this is not possible in the right hand side of the figure. When missingness is nonmonotone, models for the missingness of one variable may include covariates which are also missing values. Simpler methods can be used if the pattern is monotone, though a monotone pattern is uncommon in most realistic settings (including our motivating example).
Complete Case Method
The simplest method for the analysis of incomplete data regression models involves the analysis of the set of observations with no missing values. When missingness is MCAR, then the complete case (CC) estimator is unbiased. The main drawback of Figure 1 , only data from pattern 1 is included, though partial information is available from the other patterns (e.g., the joint distribution of f (Y, X 1 , X 2 ) can be estimated from pattern 2). The efficiency losses of the complete case estimator can be substantial (Little and Rubin 2002, p. 42) .
"Ad-hoc" Methods
A series of "ad-hoc" methods have been suggested to address missing data. One approach for continuous variables involves recoding missing values to some common value, creation of an indicator of missingness as a new variable, and including both these variables along with their interaction in the regression model. A similar approach for categorical variables involves the creation of an additional category for missing values. These adhoc approaches have the potential to induce bias and are not recommended (Jones 1996; Greenland and Finkle 1995) .
A second approach involves dropping variables from the analysis that have a large proportion of missing values. This is not attractive, since it may lead to the exclusion of important factors in the regression model, with consequent bias or unnecessarily large standard errors.
Two other approaches involve imputation of missing values using mean imputation (average of the observed values) or for longitudinal studies, the last observed value (also known as last value carried forward, LVCF or last observation carried forward, LOCF). Both methods have the potential of inducing bias as well as understating variability and are not recommended (Carpenter et al. 2004; Cook, Zeng, and Yi 2004; Jansen et al. 2006 ).
Multiple Imputation
Multiple imputation is a three-step approach to estimation of incomplete data regression models due to Rubin (1976) . First, plausible values for missing observations are created that reflect uncertainty about the nonresponse model. These values are used to "fill-in" or impute the missing values (using an assumption of MAR). This process is repeated, resulting in the creation of a number of "completed" datasets. Second, each of these datasets is analyzed using complete-data methods. Finally, the results are combined, which allows the uncertainty regarding the imputation to be taken into account. Typically 5-10 imputations are created, though more are computationally feasible and better characterize the variability introduced into the results due to the imputation process.
The method of multiple imputation was first proposed in a public use survey data setting. Multiple imputation remains ideally suited to this setting, since the creators of the dataset can use auxiliary confidential and detailed information that would be inappropriate to include in the public dataset (Rubin 1996) . Given the completed datasets, users may utilize existing software to analyse each of the datasets. Given the results for each analysis, an overall summary is straightforward to calculate.
Multiple imputation is, however, more commonly used in a setting where the imputer and the analyst are the same person. An extensive literature on the topic exists (Rubin 1987; Glynn et al. 1993; Rubin 1996; Schafer 1999; Barnard and Meng 1999; van Buuren et al. 1999; Allison 2000; Kenward and Carpenter in press) as do implementations in general purpose statistical software. A useful guide to software implementations can be found at the multiple-imputation.com Web site (van Buuren 2006) .
The key issue for the analyst is the appropriate specification of the imputation model, since if this is misspecified, there is the potential for bias. Often a multivariate normal model has been used, as it is computationally tractable (since only the mean vector and variance-covariance matrix needs to be estimated). This model has been used even when some of the variables are not Gaussian, though this complicates analyses and if imputed values are rounded, can lead to bias (Horton, Lipsitz, and Parzen 2003; Allison 2005; Bernaards, Belin, and Schafer in press ). These issues are particularly salient when multiple categorical and continuous variables have missing values, as the joint distribution may be complicated. Finally, note that the analysis should not use a richer model than that used for imputation (Little and Rubin 2002 ).
We will now review a number of methods that have been proposed for imputation models for categorical and continuous variables.
Conditional Gaussian
One approach to imputation when there are both continuous and discrete missing values is the Conditional Gaussian approach, popularized by Schafer (1997) . A log-linear model (Bishop, Fienberg, and Holland 1975) is specified for the discrete random variables, and conditional on this distribution, a multivariate normal distribution is assumed for the continuous variables. This general location model (Olkin and Tate 1961) can be fit as a saturated multinomial with separate means and shared covariance, but this may lead to a proliferation of parameters in real-world applications with multiple categorical variables. As a result, simplification of the log-linear model is required in practice. This approach has been implemented in the MIX programs of Schafer (assuming a form of monotonicity) as well as S-Plus missing data library.
Chained Equations
An alternative approach involves a variable-by-variable approach using chained equations (van Buuren et al. 1999; Raghunathan et al. 2001; van Buuren et al. 2006; van Buuren in press ). The imputation model is specified separately for each variable, involving the other variables as predictors. At each stage of the algorithm, an imputation is generated for the missing variable, then this imputed value is used in the imputation of the next variable. This process repeats, imputing missing values using a Gibbs sampling procedure until the process reaches convergence. Separate chains are used to generate the multiple imputations.
For continuous variables, the model may involve a linear regression model or use predictive mean matching (where the imputed variables takes on the value of one of a set of nearest observed value in the dataset). For dichotomous variables, logistic regression can be fit, while polytomous models are needed for categorical variables. Implementations of the chained equation approach are available in the MICE library (for R and S-Plus), ICE (for Stata), IVEware (for SAS or standalone) or aregImpute (for R and S-Plus).
One problem with the chained equation approach is that it may not converge to a sensible stationary distribution if the separate models are not compatible with a multivariate distribution (Raghunathan et al. 2001 ), though van Buuren et al. (2006 show in a series of simulation studies that reasonable imputations were obtained even when the separate models were incompatible. Additional work is needed to further establish the validity of the approach.
Methods for Monotone Datasets
A number of approaches are implemented in SAS PROC MI for datasets with monotone missing structure. The predictive mean matching method can be used to impute a value randomly from a set of observed values whose predicted values are closest to the predicted value from a specified regression model. This process is straightforward when imputing a continuous random variable, but more complicated when imputing a categorical variable with more than two levels. The process begins with the observations with only one missing value, and then uses those values in the imputation of the observations with two missing values, and so on. Analysts are warned that Allison (2000) found that predictive mean matching approaches led to biased results when applied to missing predictor models.
Similarly, regression or propensity score models can be used to impute missing values.
One disadvantage of these approaches is that for datasets with nonmonotone missingness, some observations need to be dropped from the analysis, or some "ad-hoc" procedure used. As an example, consider the hypothetical nonmonotone patterns in Figure 1 (p. 80). It is possible to create a monotone dataset by only including patterns (1, 2, 3), (1, 3, 6), (1, 3, 4), or (1, 5, 6). In practice, however, in addition to being highly arbitrary, creation of a dataset with monotone missingness may exclude a large number of observations and be inefficient as well as potentially biased.
The analyst may be able to creatively exploit patterns of missing values in a particular dataset. Consider, for example, using patterns (1, 2, 3) to estimate f (X 2 , X 3 |Y, X 1 ), and using patterns (1, 4) to estimate f (X 2 |Y, X 1 , X 3 ). We pursue this type of strategy to avoid dropping observations in our motivating example.
Other Issues With Imputation
There are many additional imputation issues that are beyond the scope of this article. For example, there may be bounds on imputed values which need to accounted for (e.g., as only zero values for years smoking are plausible for a nonsmoker) (Raghunathan et al. 2001) . Similar issues arise when missing values are known to be within a certain range (e.g., between three and four on a five-point Likert scale), or when variables require transformations. While important issues, we do not further consider them.
Likelihood-Based Approaches
Maximum likelihood is an alternative approach which also assumes that missingness is MAR. Typically, primary interest relates to the regression parameters governing the conditional distribution: f (Y |X, β β β). When some of the predictors are missing, however, Ibrahim (1990) suggested that information can be reclaimed by estimating the distribution of the covariates: f (X|γ γ γ ). The joint distribution f (X, Y |β β β, γ γ γ ) is maximized, typically through use of the EM (expectation-maximization) algorithm (Dempster, Laird, and Rubin 1977) . For each observation with missing data, multiple entries are created in an augmented dataset for each possible value of the missing covariates, and a probability of observing that value is estimated given the observed data and current parameter estimates (E-step). The augmented complete-data dataset can then be used to fit the regression model, accounting for these weights. Figure 2 displays a hypothetical dataset with a completely observed outcome (Y ) and three dichotomous covariates that are sometimes missing (X 1 , X 2 , and X 3 ). Observation 3 is missing X 3 , so two entries are created in the augmented dataset, with w 31 + w 32 = 1, w 31 = P (X 3 = 0|Y = 1, X 1 = 1, X 2 = 0, β β β, γ γ γ ). For observation 7, there are 8 entries in the augmented dataset. Horton and Laird (1999) reviewed this methodology in detail, while Ibrahim et al. (2005) compared and contrasted it with other approaches.
One of the complications of this method is the need to model the nuisance distribution of the covariates. In some settings with only a few categorical variables a saturated multinomial distribution can be fit. When there are more variables, some simplification of the joint distribution is often necessary. Lipsitz and Ibrahim (1996) suggested a conditional approach where
where each of the marginal models typically involve only main effects. Further complications arise with continuous covariates, since some form of MCEM (Monte Carlo EM) is required (Ibrahim, Chen, and Lipsitz 1999) . Another complication for maximum likelihood relates to the calculation of the standard errors of estimates. Implementations of maximum likelihood that address these complications are available in LogXact version 7, the S-Plus missing data library and in SPSS (von Hippel 2004).
Weighting Methods
Another approach to accounting for missing predictor data is the use of weighting methods (Robins et al. 1995; Xie and Paik 1997; Horton and Lipsitz 1999; Carpenter et al. 2006) . In this approach, a model for the probability of missingness is fit, and the inverse of these probabilities are used as weights for the complete cases. Weighting approaches can be fit in software that allows for weights (e.g., Stata, SUDAAN, or SAS). This approach is detailed for a single missing predictor in Ibrahim et al. (2005) and Carpenter et al. (2006) , but becomes considerably less tractable with multiple missing variables, particularly when they are nonmonotone. Due to this limitation, and the fact that our motivating example is decidedly nonmonotone, we do not further pursue estimation using weighting methods.
Bayesian Approaches
While multiple imputation was derived from within a Bayesian framework (sampling from the posterior distribution of interest), Bayesian approaches have been applied more generally. Ibrahim et al. (2005) described estimation with a prior distribution on the covariates, and the close relationship between the Bayesian approach and ML and MI methods. In part because these methods are so flexible, specific coding of prior distributions and model relationships with a package such as WinBugs is required for estimation. Such coding is relatively straightforward, and examples of missing data models are available (Carpenter, Pocock, and Lamm 2002; Carpenter 2006b ), however we do not further discuss these approaches.
SURVEYS OF MISSING DATA METHODS USE IN PRACTICE
Despite the existence of principled methods for the analysis of incomplete data regression models, there is some evidence that their use in applied settings remains limited. We base this statement on two recent studies of statistical methods used in medical research. Burton and Altman (2004) reviewed the reporting of missing covariate data in 100 cancer prognostic studies published in 2002. Extensive detective work by the authors determined that 81% of the articles had missing data (though the status was unclear for 4 articles, and 13 had availability of data as an inclusion criteria). Of the 81 articles with missing data, 32 stated methods for the analysis of incomplete observations (several articles used more than one method). A total of 12 papers used a complete case approach, 12 available case, 6 omitted between one and four variables, 4 used a missing indicator approach, 3 used an ad-hoc single imputation procedure, and only 1 paper used multiple imputation. In responses to these limitations, they proposed a set of guidelines for the reporting of studies with missing covariate data ( Figure 3 ). In closing, Burton and Altman (2004) noted that:
We are concerned that very few authors have considered the impact of missing covariate data; it seems that missing data is generally either not recognised as an issue or considered a nuisance that is best hidden (p. 6). Horton and Switzer (2005) reviewed the use of statistical methods in original research articles published during an 18 month period of [2004] [2005] in The New England Journal of Medicine, a widely read and highly cited medical journal. Of the n = 331 papers that were reviewed, 26 (8%) reported some form of missing data methods. For the purposes of this article we further reviewed those 26 manuscripts, finding that 12 used a variant of last value carried forward, 13 used an ad-hoc imputation strategy (e.g., mean imputation), and 2 undertook sensitivity analyses where missing values were replaced by worst case values. Two papers used multiple imputation (Smith et al. 2004; van de Beek et al. 2004 ). The entire description of this strategy in Smith et al. (2004) was that "missing values were estimated by multiple multivariate imputation" and a citation was given to the MICE approach of van Buuren et al. (1999) . The article by van de Beek et al. (2004) noted that only 320 of the 696 patients had complete data, and all predictors were used to impute missing values (using a multivariate normal model, though some of the variables were categorical). Neither of these two papers provided the information suggested by Burton and Altman (2004) that would be sufficient to replicate this analytic approach.
Both reviews indicate that there is a considerable gap between statistical methodologies and methods that are commonly used in practice. Flexible comprehensive implementations of these methods may spur their use.
MOTIVATING EXAMPLE: KIDS' INPATIENT DATABASE
These methods are demonstrated using the Healthcare Cost and Utilization Project (HCUP) KIDS' Inpatient Database (KID) for the year 2000 (HCUP Kids' Inpatient Database (KID) 2000). This dataset, which is publicly available for a fee from the Agency for Healthcare Quality and Research, collects data from states on child hospitalizations to improve the quality of health care. We investigated what factors predicted whether a pediatric subject with a psychiatric or substance abuse diagnosis had a routine discharge from the hospital.
More specifically, we included all 10-20 year-old subjects with a Clinical Classifications Software (CCS) category for primary, secondary or tertiary diagnosis equal to (66) alcoholrelated mental disorders, (67) substance-related mental disorders, (68) senility and organic mental disorders, (69) affective disorders, (70) schizophrenia and related disorders, (71) other psychoses, (72) anxiety; somatoform; dissociative; and personality disorders; (73) pre-adult disorders, (74) other mental conditions, or (75) personal history of mental disorder; mental and behavioral problems; observation and screening for mental condition.
The outcome in our model was routine discharge versus nonroutine discharge (including transfer to a short-term hospital, other facility, release to home health care, dying in hospital or leaving against medical advice).
Predictors in the logistic regression included an indicator of gender (FEMALE, 1=female, 0=male), AGE (in years), length of stay (LOS, in days), admission type (ATYPE, 1=emergency, 2=urgent, 3=elective), admission month (AMONTH, used to derive season of admission, NSEASON), admission on weekend (WEEKEND, 1=Saturday or Sunday, 0=otherwise), number of diagnoses on original record (NDX), race/ethnicity (RACE, 1=white, 2=black, 3=hispanic, 4=other), and total charges (TOTCHG, in dollars). Table 1 provides descriptive statistics for the observed data from the KID dataset. More than four-fifths of the sample were discharged in a routine fashion, one-fifth during the weekend, with more than half female and two-thirds white/caucasian. The average age was 16 years, and the length of stay, total charges and number of diagnoses were all skewed to the right.
Descriptive Statistics
Missing Data
A total of 133,774 observations were recorded. Data were complete for the ROUTINE, FEMALE, AGE, LOS, WEEK-END, and NDX variables.
There were missing values for TOTCHG (4% of dataset), ATYPE (11% of dataset), RACE (16% of dataset), and NSEA-SON (12% of dataset). AMONTH and ATYPE were missing by design since some states restrict the availability of information to minimize the possibility of inadvertent reidentification of subjects in smaller hospitals, while some states prohibited reporting data on RACE. A total of 79,574 (59%) of observations had complete data.
Because LogXact requires variables with missing values to have no more than 5 levels (coded 0, 1, . . . , 4), the variable AMONTH was recoded into a variable ASEASON where winter was defined as months December, January, or February, spring as months March, April, or May, and so on. Figure 4 displays the pattern of missing data using routines within Stata; a similar presentation can be created with SAS, R or S-Plus.
Results
Table 2 displays the results from the complete case estimator (n = 79,017). However, the use of the complete case estimator means that incomplete observations are excluded from the analysis, even though for almost all subjects, complete data on the outcome as well as all but one or two predictors are available. We now review software implementations to incorporate these incomplete observations. 
SOFTWARE PACKAGES
Amelia II
Amelia II (Honaker, King, and Blackwell 2006 ) uses a bootstrapping-based EM algorithm (e.g., EMis, King et al. 2001) that is both fast and robust. It includes features for imputing cross-sectional surveys, time series data, and time-series/crosssectional data. The package allows users to put priors on individual missing cell values in the data matrix, when that knowledge is available. The article by provides additional description of the package.
Amelia II performs the imputation step. Separate analyses and combination of results can either be undertaken in R using the Zelig (Imai, King, and Lau 2006) software, or in a separate statistics package (e.g., SAS or Stata). The code to install Amelia and Zelig within R or S-Plus can be found in Figure  A .1 (Appendix), along with the code to combine the multiple imputations. A screenshot of AmeliaView() can be found in Figure A .3 (Appendix) while the output is displayed in Figure  A .4 (Appendix).
In addition, a self-install package is available which allows a user to install Amelia II without any knowledge of, or even directly running, R. If this route it preferred, Amelia can output datasets for analysis and combination in another package. . net from http://www.indiana.edu/˜jslsoc/stata . net install spost9_ado . misschk 
Variables examined for missing values # Variable # Missing % Missing -------------------------------------------
. -------------+----------------------------------- _2___
-------------+-----------------------------------
Total | 134,774 100.00 
------------+-----------------------------------
Total | 134,774 100.00 Figure 4 . Description of missing data (using Stata misschk function).
Hmisc
The aregImpute function with the HMisc package (Harrell 2006) for R and S-Plus supports predictive mean matching with optional weighted probability sampling from similar cases. Predictive mean matching works for binary, categorical, and continuous variables, without the need for computing residuals or constraining imputed values to be in the range of observed values. This approach takes all aspects of uncertainty into account by using the bootstrap to approximate the full Bayesian predictive distribution for imputations. There is also support for regression imputation within HMisc.
The packages is available for download from CRAN (the Comprehensive R Archive Network). 
ICE/Stata
Patrick Royston's ICE (imputation using chained equations), implemented within Stata, provides support for categorical missing values (Royston 2005) . Binary variables are predicted from other variables using logistic regression, while categorical variables with more levels using either a multinomial or ordered logistic regression. Some housekeeping is needed when using indicator variables to represent the multiple levels of a categorical variable. Figure A .8 (Appendix) displays the code to analyze the KID dataset using ICE.
The software can be installed over the Internet from within Stata (lines 1-2) . Much of the syntax involves the creation of (Stata) . logistic routine age nseas1 nseas2 nseas3 aweekend r2 r3 r4 female a2 a3 los totchg3 ndx Logistic regression Number of obs = 79017 LR chi2 (14) = 1100.68 Prob > chi2 = 0.0000 Log likelihood = -30802.402
Pseudo R2 = 0. 0176  -------------------------------------------------------------------------- 
Number of obs = 79017 LR chi2(14) = 1100.68 Prob > chi2 = 0.0000 Log likelihood = -30802.402
Pseudo R2 = 0.0176 IVEware (http:// www.isr.umich.edu/ src/ smp/ ive) by Raghunathan et al. is a SAS version 9 callable routine built using the SAS macro language or a standalone executable. In addition to supporting chained equations, it extends multiple imputation to support complex survey sample designs.
IVEWARE
Installation of the SAS-callable version is straightforward, as it consists of 19 SAS command files. The distribution includes an example dataset to help verify the installation. Figure A .11 (Appendix) displays the code to fit the logistic regression imputation model while Figure A .12 (Appendix) provides the output.
LogXact
LogXact is a standalone package for the analysis of generalized linear models. LogXact version 7 incorporates support for the likelihood methodology of Ibrahim (1990) for up to 10 categorical covariates with missing values (each with up to five levels). There is no practical limit on the number of fully observed predictors. The software functions via a graphical interface. Since our motivating example had a predictor (TOTCHG, or total charges) that was continuous, we had to drop observations where TOTCHG was not observed (approximately 4% of the dataset). One of our missing predictors was month of admission; because only five levels were allowed we coded this into a SEASON variable with four levels. We ran into some precision or collinearity issues related to the range of TOTCHG (when this variable was divided by 1,000 the models worked, as well as when we fit the untransformed variable using only complete cases). There was also a minor bug in the display routines (Cytel reports that these bugs have been fixed and will ship in the next release). The requirement that categorical variables take on values starting from zero in sequence to a max of four required some tedious recoding.
Although there was an option to display the variancecovariance matrix of the regression parameters, there were fatal memory errors on the testing machine when these were checked. Access to the variance covariance matrix is needed to calculate functions of the regression parameters, or to conduct multiple-df tests.
MICE
MICE (Multiple Imputation by Chained Equations) is a library for S-Plus and R. The package is available from the Comprehensive R Archive Network. A variety of imputation models are supported, including forms of predictive mean matching and regression methods, logistic and polytomous regression, and discriminant analysis. In addition, MICE allows users to program their own imputation functions. In theory, this could facilitate sensitivity analyses of different (possibly nonignorable) missingness models. The imputation step is carried out using the mice() function.
We note that a bug initially yielded incorrect inferences from the logistic regression model. A patch is now available for release 1.14. Figure A. 14 (Appendix) displays the code from mice for reading in the dataset (lines 1-9), imputation (lines 10-11), and combination of results (lines 12-14) . Figure A .15 (Appendix) displays the output and results.
SAS PROC MI
Analysis using multiple imputation in SAS/STAT is carried out in three steps. First, the imputation is carried out by PROC MI. Then, complete data methods are employed using any of the SAS procedures for complete data analysis (e.g., PROC GLM, GENMOD, PHREG, or LOGISTIC); the "BY" statement repeats the analysis for each completed dataset. Finally, the results are combined using PROC MIANALYZE. No additional installation was needed for PROC MI/PROC MIANALYZE, since it is part of the SAS/STAT product.
PROC MI incorporates a number of different imputation methods. For nonmonotone missing data patterns, the MCMC statement can be used either for all missing data or to impute enough data so that the remaining missing data is monotone. At present only continuous variables (those not specified in the CLASS statement) can be included for MCMC imputation. Extensive control and graphical diagnostics of the MCMC methods are provided.
For monotone data, the MONOTONE statement is used to describe the imputation method. Continuous variables can be imputed using multivariate regression, regression using predictive mean matching (each of these assuming normality), or via propensity scores. Categorical variables, specified in the CLASS statement, can be imputed via logistic (or ordinal logistic) regression, discriminant analysis (only continuous predictors allowed) or propensity scores. The approaches can be combined in the same PROC MI, allowing, for example, regression, propensity score, and discriminant analysis to be used in completing a single dataset.
The propensity score approach fits a logistic regression model predicting the missingness indicator, then orders the observations by predicted probability of missingness. Next, the ordered observations are split into G equal-sized groups. Loosely, the imputed value is then chosen at random from among the observed values in the same one of the G groups as the missing observation Lavori et al. (1995) ; G can be chosen by the user.
The logistic (or ordinal logistic) regression approach is the standard one proposed by Rubin (1987) . Analogous to the logistic regression approach, the discriminant analysis approach creates a probability of each level of a categorical variable, then draws a random uniform variate and assigns an imputed level based on this. The distinction is that the probabilities are based on discriminant analysis, rather than logistic regression. The user has some control over details of the process used. The advantage of this approach is that nominally valued variables can be imputed, rather than the ordinal values required for ordinal logistic regression.
The code to fit PROC/MI using a two-stage imputation is displayed in Figure A .16 (Appendix), with output in Figure A .17 (Appendix) . This approach exploits the particular patterns observed in the motivating example. Because so few observations were missing for TOTCHG (approximately 4% missing), 20 imputed datasets were created as a function of the fully observed variables (lines 1-5 [48] [49] [50] [51] [52] . The logistic regression model is fit for each imputed dataset (lines 56-61) and the results are consolidated using MIANALYZE (lines 72-76).
The three-stage approach used in SAS highlights the notion of using different software to impute, analyze, and combine methods. For example, if a desirable imputation package does not exist in one's preferred analysis package, one could impute using a stand-alone imputation package, save the resulting completed datasets, and import them for data analysis. The analyses could then be exported to a third package for combining the results. This approach is demonstrated using Amelia for imputation and SAS for analysis in Figure A .2 (Appendix).
Missing Data Library for S-Plus
S-Plus version 7.0 includes a missing data library that extends S-Plus to support model-based missing data models using the methodology of Schafer (1997) , by use of the EM algorithm (Dempster et al. 1977) , and data augmentation (DA) algorithms (Tanner and Wong 1987) . DA algorithms can be used to generate multiple imputations. The missing data library provides support for multivariate normal data (impGauss), categorical data (impLoglin) and conditional Gaussian models (impCgm) for imputations involving both discrete and continuous variables. Infinite values were created for four observations with missing TOTCHG, which led to nonconvergence of the EM algorithm. These values were dropped in the imputations. This anomaly was reported to Insightful Technical Support, though resolution is unknown as of press time.
Other Packages and Routines
Other packages which provide support for imputation include Joseph Schafer's free software (macros for S-Plus and standalone windows package NORM), SOLAS, and SPSS. Schafer's software routines are an excellent companion to his book, but they do not support general-purpose regression modeling and more modern implementations are available in S-Plus. SOLAS is designed specifically for the analysis of datasets with missing observations, and version 3.0 was reviewed previously (Horton and Lipsitz 1999) . Because the current version of SOLAS (3.2) does not support estimation of logistic regression models, we did not fit models using the package. Support for missing data is included in the SPSS version 12.0 missing value library, reviewed by von Hippel (2004). 
MISSING DATA MODELING IN KID DATASET
We now return to the analysis of the motivating example. Table  4 displays the results (in terms of log OR and SE) for several of the regression parameters for the complete case and incomplete data logistic regression models.
In general, the parameter estimates for the FEMALE and TOTCHG are quite similar for all missing data models relative to the complete case estimator. For the WEEKEND parameter, the 95% confidence interval for the complete case estimator would not include zero, which is not the case for the other models. The differing results for the WEEKEND parameter may indicate a selection bias due to discarding all the partially observed observations. The standard error estimates for the complete case estimator are as much as 30% larger than those of the missing data models.
CONCLUSION
It is critically important to address missing data, as it arises in almost all real-world investigations. Accounting for incomplete observations is particularly important for observational analyses with many predictors. In our motivating example, no predictor was missing more than 16% of the time, yet 41% of observations had at least one missing value. Dropping all these observations and fitting a model to only the complete cases would be hugely inefficient and potentially biased.
In this article, we have briefly described a series of principled methods that can be fit logistic regression models with incomplete data, reviewed their implementation in general purpose statistical software, and applied them to our motivating example.
We found that it is feasible to fit imputation models in practice, though there are some limitations, complications and shortcomings of current implementations. Additional time and effort is needed to specify models in addition to the primary focus of inference, further assumptions are required and compromises may sometimes be necessary. However, the value of this additional work is often justified by the potential increase in efficiency and decrease in bias.
While not a focus of our article, sensitivity analyses are an important component of modeling when some data are missing, and should be routinely conducted. Such additional analyses require effort, but allow insight into the impact of missing data assumptions.
Reviews of methodologies used to account for missing values in practice indicate that for prognostic studies of cancer and research articles in the New England Journal of Medicine, use of principled approaches is relatively rare. Despite some of their limitations, the existence of these implementations should help to foster increased use of missing data methods in practice.
APPENDIX
Figures describing code for analysis and results can be found at http:// www.math.smith.edu/ muchado-appendix.pdf .
