This undergraduate-level thesis investigates the Lorenz Attractor and its associated statistical properties. Chaos is discussed in order better to understand the mathematics and physics behind this attractor, as it displays chaotic statistics. These statistics are analyzed numerically and graphically. The results are compared with statistics for a couple of other strange attractors. Some statistical and probabilistic formulas are provided. In addition, there is mention of the physical quantities that are very roughly modeled by the Lorenz Attractor and how Edward Lorenz became fascinated with chaos in the first place. Indeed, as turbulence in fluids is one of the most conspicuous displays of chaotic behavior in our everyday lives, fluids are a topic of interest. The discussion of fluids, turbulent or not, at the beginning of this paper gives an example of the difference between chaotic and nonchaotic behavior.
The attitude expressed by de Broglie and Feynman in the statements above suggests that physicists are very eager to seek initial conditions that they can plug into initial-value problems once they have solved the associated differential equations. This alone is not necessarily a problem. The problem is that physicists inevitably make many approximations in their measurements and calculations. At first glance, one would consider these approximations to be quite innocuous, as they yield numbers that are close to the exact values. Naturally, the solutions to diffferential equations could not vary a lot by using slightly different initial conditions--or could they?
Indeed, for non-chaotic systems, these approximations are truly acceptable for developing the solutions to the differential equations. However, chaotic systems display a unique and puzzling property called sensitive dependence on initial conditions. This means that changing the values for the initial conditions ever so slightly could greatly influence the resulting solution to an initial-value problem. Evidently, if one were to find the equations for a chaotic phenomenon and to plug in approximate initial values, then it is possible that the resulting solution would have nothing to do with the actual solution for the exactly desired initial conditions. This could be quite frustrating from the perspective of someone who wishes to develop computer simulations of data based on initial conditions that are measured in experiments, as there always exist uncertainties in measurement due to the imperfect precision of instruments.
Nonetheless, chaos is actually remarkably beautiful. This will become evident through the graphs of a few attractors in the sections on computer simulations and cumulant expansions. In addition, chaos is actually necessary in order to sustain life on this planet. This will be discussed briefly in the section on chaos, the atmosphere, and the oceans.
Chaos theory has many applications to the real world, including biology and economics. 3 In physics. chaos theory is applicable to the motion of certain pendula. For example, the motion of a double pendulum (a pendulum hanging from another pendulum) and the motion of a pendulum held by a support that is oscillating via a driving force are chaotic.
Fluid Mechanics
Let us begin by considering many properties of non-turbulent fluid flow. This will help us better to understand what makes turbulent fluid flow chaotic in nature.
Force, Shears, And Pressures in Fluids
A shear stress exerted on a fluid is the force per unit area exerted tangent to the fluid. A pressure stress exerted on a fluid is the force per unit area exerted normal to the fluid. The pressure within a fluid might not be constant throughout. In that case, there is a pressure gradient force such that if f is the pressure gradient force per unit volume, then
where p is the pressure. In hydrostatics, the study of fluids at rest, there are no shear stresses, so the pressure gradient force plays an important role. 
Viscosity
The primary difference between a fluid and a solid is that a fluid cannot withstand shear stresses. Qualitatively, viscosity tells us how well the fluid can withstand shear stresses. Fluids with high viscosities (like molasses) are better at withstanding shear stresses than are fluids with low viscosities (like water).
Quantitatively, consider two parallel plates of area A at a distance d from each other. Suppose we exert a force F on the top plate so as to move it at a constant speed v 0 relative to the other plate. Then
where η is the viscosity. Let the shear stress F / A be denoted by τ . If we consider the case of infinitessimal relative speed dv and distance dy between the two plates, then we have
Now we can consider the molecular formulation of viscosity. Given a fluid, one can calculate the arithmetical average speed of its constituent particles, denoted here by 〈v〉 . As the particles move throughout the fluid, they sometimes collide with one another. As is the case in neutron transport, for example, the mean free path λ of the molecules is defined as
where N is the number of particles per unit volume and σ is the cross-section. According to the molecular formulation,
where ρ is the density of the fluid. Making the assumption that the molecules are all of the same mass m , we can claim that ρ = mN .
Thus, by direct correspondence between (3) and (5), combined with our expressions for mean free path (4) and density (6), we conclude that the viscosity is
One last thing to note about viscosity is that for gases, it generally increases with temperature, whereas for liquids, it generally decreases with temperature. 
Types of Fluids
In this section, we will discuss the different classifications of fluids. Certain equations are applicable only to certain types of fluids, so it would behoove us at this point to know the physical characteristics of each type of fluid.
Dry water is a generic term for fluids with zero viscosity. Since viscosity is effectively the cause of shear stresses in fluids and, therefore, arises in the equation of motion for fluids, neglecting it, in general, prevents us from gaining a true physical understanding of the fluids. The flow of dry water is called inviscid flow. Wet water, then, is a term for fluids with nonzero viscosity.
Incompressible fluids have constant density throughout them. In general, if the speed of sound in a fluid is much greater than the flow velocity of the fluid, then we can safely treat it as incompressible. Compressible fluids have density as a function of pressure. With the exception of the following section, we will not talk about compressible fluids very much in this paper. 
A Qualitative Discussion of Propagation of Disturbances
An interesting fact about fluids is that the velocity of a fluid at a boundary with a solid is zero (relative to the motion of the boundary itself). Consider a small fan that is turned on in a large room. The ambient air sticks with the fan at its surface while it is in motion. Meanwhile, the air that is separated from the fan, but still close, starts to swirl around in a flow pattern. At a significant distance from the fan, air particles are virtually unaffected by the fan's breeze. The region in space from the fan itself to where we can approximately say that the fan has not affected the air is called the boundary layer. The fan's movement has caused a disturbance, and the boundary layer is where we observe it. According to the Fundamental Principle of Fluid Mechanics, a fluid particle's motion changes as a result of the propagation of pressure waves that travel at a speed greater than or equal to the speed of sound in the fluid. We know that the speed of sound a in a fluid is a = dp dρ .
In the case of an incompressible fluid, since density is constant with respect to pressure, 1 / a is zero, and a is infinite. Thus, these pressure waves are fully propagated instantaneously in incompressible fluids. Therefore, the richness of the topic of pressure wave propagation lies with compressible fluids. However, there is a very important equation in fluid mechanics (the Navier-Stokes equation) that applies only to incompressible fluids, and as this equation is useful in the analysis of turbulence, at this point, we are going to leave the topic of compressible fluids. 
The Navier-Stokes Equation And the Reynolds Number
The general equation of motion for an incompressible fluid is as follows:
where v is the velocity of the fluid. The vector Ω is called the vorticity, where
This equation of motion is the Navier-Stokes equation, expressed in terms of vorticity.
Now consider a scaling factor L of convenient length for a given fluid flow. For example, if one were to consider a fluid flowing over a cylinder, one would likely choose the diameter of the cylinder as this scaling factor. We want to convert lengths into units of L . In these new units, the old spacial coordinates are divided by L . Now suppose that the velocity of the fluid at infinity is V . Then we need to divide the old values of velocity by V to obtain the velocities in terms of V . To obtain the time coordinate in these new units, we would need to multiply the old time by V / L . Replacing the old units in the Navier-Stokes equation with the new units, we obtain the equation
According to our new system of units, all of the coordinates (spacial and temporal) are measured simply as numbers. We have ensured that all dependence on viscosity, density, V , and L has been coalesced into the coefficient on the right-hand side of the equation. This coefficient is the reciprocal of the Reynolds number R , defined as
Qualitatively, varying the Reynolds number is like varying the turbulence of the fluid. 3 Chaos And Turbulence
Effects of the Reynolds Number on Fluid Flow Patterns
In the last section, we developed a form of the Navier-Stokes Equation in terms of the Reynolds number:
We 
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Consider fluid flow over an infinite cylinder. If we start with a rather low Reynolds number and gradually increase its value, then a couple of interesting things occur. Kármán vortex streets appear for values of R around 100. These "vortex streets" are basically rows of alternating vortices that look like commas. This is easily contrasted with the smooth, continuous flows of lower Reynolds numbers. Once the Reynolds number surpasses some threshold value, the fluid's flow becomes chaotic. This threshold value is dependent upon the solid surfaces against which the fluid flows. The flow then appears to blend into a quasi-uniform blob of turbulence. Visually, this seems to resemble the appearance of a cloud. 
Turbulence, Chaos, And Fluid Mechanics
Since most of the fluids that we encounter in everyday life are turbulent (and, therefore, chaotic), turbulence plays an important role in fluid mechanics. There are two primary types of turbulence in fluids. Kinetic turbulence is described by the Reynolds number. The Reynolds number actually represents the ratio of force of inertia to force of viscosity in a fluid. So kinetic turbulence is effectively caused by kinetic energy and is damped by viscous friction. Convective turbulence is described by the Rayleigh number.
Convective turbulence occurs in zones where fluid particles have low average speeds and lower densities than the ambient fluids. Density stratification is often caused by varying concentrations of components of mixtures and vertical temperature gradients. As an example, consider the atmosphere-ocean system. Most of the kinetic turbulence that occurs there is along the interface between the air and the oceans. Convective turbulence, however, can occur at great depths in the sea and at great altitudes in the air. When kinetic and convective turbulence are both important contributors to fluid flow, it is convenient to use the Reynolds number and the Richardson number, which is defined to be the negative of the ratio of convective turbulence production to kinetic turbulence production. turbulent fluid flows down streams or pipes, then the average velocity of the flow decreases. If a turbulent fluid flows without rigid boundaries, then its turbulent stresses will be much greater than its viscous friction. This dampening also increases energy dissipation.
The characteristics of measurements of chaotic systems can make turbulence a very challenging field of study. It is difficult accurately to measure fluid properties like velocity, pressure, density, temperature, and (if applicable) concentration in the case of turbulence. One gathers statistics in order to find the most probable values for measurements. This is the reason that statistics are so heavily employed in computer simulations of chaotic attractors. However, we get a bonus: statistical properties are actually not sensitive to initial conditiions, even for flows where the flow properties themselves are very sensitive. 
Chaos, the Atmosphere, And the Oceans
Fluids can transfer heat. For fluids with high Reynolds numbers (chaotic fluids), the fraction of the kinetic energy of the fluid particles that is dissipated by friction as heat is small. Thus, the air that is most adept at transporting heat ought to be turbulent.
It is thanks to this turbulent air that we are alive today. Air's thermal conductivity is low, so when the Earth is heated by the Sun during the day, it does not emit much of this heat into the air via conduction. If winds (and, therefore, convective turbulence) did not exist, then the Earth would have a lot of excess thermal energy each day and would eventually burn us, as surface temperatures could easily reach 373 K! Another example of how turbulence protects us pertains to carbon dioxide. Since carbon dioxide is the heaviest component of the atmosphere, if the air were motionless, then all of the carbon dioxide in the atmosphere would hover at very low altitudes, poisoning us all. However, there is turbulence, and there are winds, so the carbon dioxide is kept dispersed throughout the atmosphere.
4 Weather
Wind is indeed the flow of a fluid, namely the air, and is a key factor in weather conditions. As weather is directly applicable to each of us on Earth, it would behoove us to take a moment to consider this specific application of fluid flow, especially as most atmospheric flows are turbulent.
Wind
Winds are caused by the sum of internal and external forces on the air. Air experiences a gravitational force downward. Under calm conditions, the air is held roughly at the same altitude because the pressure gradient force (1) counteracts the gravitational force. Whenever the magnitude of the pressure gradient force varies significantly from that of the gravitational force, then a wind begins to blow. The air pressure varies with altitude such that
where z is the altitude, R is the universal gas constant, and M is the molar mass of air in kilograms. Temperature gradients with respect to altitude tend to be rather small, so at relatively high altitudes, we can claim that the temperature is roughly constant over changes in altitude that are not very large. In that case, we can say that
where p 0 is the air pressure at the Earth's surface. Here the temperature is usually assumed to be about 250K. Under calm conditions, the resulting pressure gradient force should be roughly equal in magnitude and opposite in direction to the gravitational force.
Unbalanced pressure gradient forces in horizontal directions lead to wind development just as they do in the vertical direction. 
The Butterfly Effect
We have already considered wind development in general. Now let us discuss briefly what may be the source of the development of winds as fierce as those in a hurricane. The answer is quite surprising.
According to the butterfly effect, a butterfly's flapping its wings today in Tokyo could cause the development of storm systems in a month or two in Chicago. Likewise, this means that if a butterfly flaps its wings in western Africa today, then there could be a resulting hurricane that strikes North Carolina a month later. There is nothing special about these geographic locations. Neither are butterflies' wings magical. The point is that extremely slight disturbances in the atmosphere can lead to serious changes in the atmosphere later on. This is, in a nutshell, sensitive dependence on initial conditions.
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15 See [6] , pp. 50-52 and [8] , pp. 38-40. 16 See [9] , p. 8.
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5 The Lorenz Attractor
Edward Lorenz's Toy Weather
Edward Lorenz was a meteorologist at MIT. He had a computer called a Royal McBee that he programmed to produce simulated weather conditions. This toy weather system ran based on a system of twelve linear differential equations. Lorenz provided initial conditions, and the toy weather provided the subsequent progression of the weather, described by a series of rows of numbers printed out on paper. The computer produced data to six decimal places, but it only printed out the first three, in order to save space. Lorenz's colleagues were stunned by the utter power of his toy weather model since its creation in 1960.
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The following is Edward Lorenz's account of what happened on a curious day in 1961:
"At one point I decided to repeat some of the computations in order to examine what was happening in greater detail. I stopped the computer, typed in a line of numbers that it had printed out a while earlier, and set it running again. I went down the hall for a cup of coffee and returned after about an hour, during which time the computer had simulated about two months of weather. The numbers being printed out were nothing like the old ones. I immediately suspected a weak vacuum tube or some other computer trouble, which was not uncommon, but before calling for service I decided to see just where the mistake had occurred, knowing that this could speed up the servicing process. Instead of a sudden break, I found that the new values at first repeated the old ones, but soon afterward differed by one and then several units in the last decimal place, and then began to differ in the next to last place and then in the place before that. In fact, the differences more or less doubled in size every four days or so, until all resemblance with the original output disappeared somewhere in the second month. This was enough to tell me what had happened: the numbers that I had typed in were not the exact original numbers, but were the rounded-off values that had appeared in the original printout. The initial round-off errors were the culprits; they were steadily amplifying until they dominated the solution. In today's terminology, there was chaos."
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Such small deviations from initial conditions were like the equivalent of adding puffs of air in the real world. Naturally, one would expect that these puffs of air would not have any significant effects on the weather conditions. Nonetheless, Lorenz's printouts proved otherwise; there was sensitive dependence on initial conditions, and butterflies could completely alter the weather by flapping their wings.
What Is the Lorenz Attractor?
Lorenz went on to consider other chaotic systems. In 1963, he developed a convective flow problem. Consider a two-dimensional fluid cell that is heated from underneath and cooled from above. This creates convection that can be modelled by a single partial differential equation. The variables in this equation are expanded into an infinite number of modes, and all but three of them are set identically to zero, a drastic approximation. This yields the following system of equations: horizontal temperature variation, and z is the vertical temperature variation. As for the parameters, r is proportional to the Rayleigh number, and b is dependent on the geometry of the cell. The parameter σ is proportional to the Prandtl number 19 , which is the ratio of the fluid viscosity to the thermal conductivity for a given fluid. Fluids that easily undergo convection tend to have low Prandtl numbers. 20 For the Earth's atmosphere, typical values for parameters are σ = 10 and b = 8 / 3.
For certain values of the three parameters, the solution to the system will be chaotic. In that case, there will be a set of points to which the solution will be attracted over time. This attracting set is the Lorenz Attractor. Because solutions to the Lorenz equations for these parameter values exhibit chaos, the Lorenz Attractor is complicated and is considered to be a strange attractor. 
Mathematical Properties of the Lorenz Equations
If we vary all three parameters in the Lorenz equations, we will find many different types of solutions. For some sets of parameters, the solution will exhibit preturbulence, which is where trajectories oscillate chaotically for a while before reaching a stable stationary or periodic behavior. Others yield intermittent chaos, which is where trajectories alternate between chaos and stable periodic behavior. Still others lead to noisy periodicity, which is where trajectories are very close to being in non-stable periodic orbits. Such trajectories appear chaotic, but they are not.
The parameter values that lead us to the Lorenz Attractor have trajectories that display several properties of turbulence. First, they are non-periodic. In fact, they never intersect themselves when plotted in three dimensions. If they did, then they would start over again with the same initial condition, and the trajectory would be periodic. They also never approach periodic or stationary behavior. However, what is particularly interesting about these plots is that their general (rough) geometric form is independent of initial conditions, while the exact form (details) displays sensitive dependence on initial conditions. 22 See Figure 1 below.
One last interesting aspect of the Lorenz Attractor is that its associated trajectories are deterministic. This means that given an exact set of initial conditions, there is only one possible trajectory. Thus, if you were to use exactly the same initial conditions several times, you would be able to reproduce your results.
The mathematical properties discussed in this section are applicable not only to the Lorenz Attractor, but to strange attractors in general. There exist many other strange attractors. We shall consider a couple of them later in this paper. Figure 1 . Displayed are the plots of two trajectories for the Lorenz Attractor projected onto the x-y plane. They have initial conditions that are very close in value, as can be seen by the position of the first point plotted for each trajectory. Nonetheless, their paths are not the same. The first (light blue) path appears more often in the third quadrant, whereas the second (orange) path appears more often in the first quadrant. However, the two paths clearly form some sort of distorted dumbbell shape overall. 14 6
Direct Numerical Simulations
We have already seen a couple of computer simulations of the Lorenz Attractor in Figure 1 . Both of these simulations were done using a method called direct numerical simulation, or DNS for short. In this method, we have chosen to plot a point every 0.01 seconds. Each point represents the position of the trajectory at that time. Although they were omitted from Figure 1 , each simulation also displayed a set of statistics. Figure 2 shows the statistical results for a sample simulation. The 2nd cumulants make up a matrix Z such that
where x 1 = x , x 2 = y , and x 3 = z . In a direct numerical simulation, for a function g(t) , we have
where T is the current time. This time average is calculated simply by taking the sum of the measured values of g(t) at different times and by dividing that sum by the total number of measurements taken. For the DNS method, the equations of motion are solved using a numerical integration technique called the 4th-Order Runge-Kutta Method.
Approximate Probability Density Functions
A probability density function P(x) is a function that, roughly speaking, describes the probability that the random variable X will be of a value x . Technically, for continuous distributions of X , the probability that X is any single value is zero. So for continuous 15 distributions, it is really more useful to think of a probability density function in terms of
Since X has to be some real number, we have the normailization condition
We would like to calculate the probability density function for the Lorenz Attractor. That is, in what region is the trajectory most likely to land? We can begin by making the approximation that the probability density function is Gaussian in form:
where B is a normalization constant, and the A ij are elements of the A matrix. To simplify the notation, let
To simplify the notation even further, let
The normalization condition, generalized to three coordinates, is
Performing this integration yields
Probabilistically, the expected value of a function g(x, y,z) is
Note that if
then
where
It turns out that
where the A ij −1 are the elements of the A −1 matrix. Combining (31) and (17), we have
This is a delightfully convenient result! What this means is that we can construct an approximate probability density function for the Lorenz Attractor simply by reading off the values of the cumulants once the statistics have stabilized. We use the second cumulants to calculate the elements of the A matrix, and then we use the first cumulants to convert X , Y , and Z into expressions in terms of x , y , and z . Now our simulation program has the capability to graph only in two-dimensions (in the x-y plane). So in order to display our probability density function graphically, we need to calculate and plot P(x, y) . According to probability theory, because x , y , and z are independent random variables, we know that
Performing this integral yields, in its most general form, our approximate, two-dimensional probability density function, equation (34):
We can plot this function on our simulation graph by painting over our background in some different color and by varying that color's opacity. High opacities indicate high values for the probability density function, and low opacities indicate low values for the probability density function. We can apply this method not only to the Lorenz Attractor, but to others as well. See Figure 3 below for some examples of images.
17 Figure 3 (Past Two Pages). The first two plots above are for the Lorenz Attractor, and the last two are for the Rossler Attractor. For each attractor, the green region that is plotted is a representation of the probability density function, normalized so that an opacity of one corresponds to maximal probability density. The probability density functions seem generally to correspond relatively nicely with the actual trajectories, especially in the case of the Rossler Attractor. These probability density functions were calculated via the DNS statistics.
Third-Cumulant Probability Density Function Approximations
Suppose that we had first considered a one-dimensional Gaussian before tackling the three-dimensional case in the previous section. That is, let
where both A and α are constants. Once again, let X = x − 〈x〉 . Also, let
Then
It is known that
Therefore,
If we were to generalize the constant A to a matrix, and if we were to generalize this single second cumulant < X 2 > to a Z matrix, then we would be back where we were at the end of the last section! That is, by considering the one-dimensional case of our approximate probability density function, we could deduce what the relationship was between A and Z in the three-dimensional case.
Our approximate probability density function in the last section was based on only a second-cumulant approximation. Now let us consider an approximation to 3rd order in the cumulants. Let
where A , B , and C are all constants, and X has its usual meaning. This probability density function cannot be integrated analytically. However, if B is small, then we can make a Taylor series approximation:
We would naturally expect that B can be expressed in terms of third-order cumulants and A . So we need to find 〈X 3 〉 . Using integration strategies similar to those used above, we find that
Unfortunately, this is clearly not a very pleasant relationship with which to work. The bad news is that things only get worse from here. In the generalization to three-dimensions, we are dealing with a B ijk tensor. There are no simple algebraic relations that we can easily convert into the language of linear algebra and matrices. Attempts at analytical calculations here result in an overwhelming number of algebraic terms in extended Taylor series expansions. We seem finally to have reached a dead end here. This is where we have Mathematica do the work for us.
7 Cumulant Expansion

The Hopf Equation
Consider the equation of motion
where the dot denotes a time derivative. The characteristic function is defined to be
It can be verified that for the above equation of motion,
If we now consider the equation
then we have the Hopf equation for this equation of motion. 23 In this case, we define the ith cumulant c i (t) as
for all i ≥ 2 . We define the first cumulant as
We can approximate the expected value of the characteristic function to be
If we approximate this expression by a Taylor series expansion that includes all terms with an order of x no greater than two, then we obtain
Recall that 23 See [1] , Section 9.5.1.
If we use a Taylor expansion of ψ to second order in x here, then this also yields (50). Thus, (49) is indeed a reasonable approximation.
If we plug our approximate 〈ψ 〉 into (46), then we see that
Here O(c 3 ) is a function of the third cumulant. It does not explicitly appear in this calculation, but it will if we extend the exponent of our approximate 〈ψ 〉 to include the third cumulant:
Using a method similar to that used above, if we approximate this by a Taylor expansion that includes all terms with an order of x no greater than three, then we obtain the corresponding 〈ψ 〉 from the Taylor expansion of ψ to third order in x . Plugging this approximate 〈ψ 〉 into the Hopf equation yields
Evidently, the term O(c 3 ) resulting from our second-cumulant approximation was just 2c 3 .
We can obtain O(c 4 ) in (53) likewise by considering the approximation
Thus, we have developed a method for generating differential equations that can be solved to yield cumulants. This method is known as the cumulant expansion method. Equation (49) is the basis for the second-order cumulant expansion, while Equation (53) is the basis for the third-order cumulant expansion.
A similar procedure may be used to generate the Hopf equation and the resulting cumulant expansion for the Lorenz equations. In that case, the systems of differential equations for the cumulants may be solved numerically using the 4th Order Runge-Kutta Method, which is the same method that we used earlier to solve the equations of motion in the DNS method.
Comparison of Results for DNS And Cumulant Expansion
In the previous section, we discussed how cumulants may be calculated via the cumulant expansion method. However, we did not address the statistical meaning of these cumulants. Suppose that we choose a gargantuan number of distinct initial conditions, say one trillion of them. We observe each of the resulting solutions to the given equation of motion by plotting points. Each time that we plot a trillion of these points (one per initial condition), we take the ensemble average over all of these points. These ensemble averages are equal to the values of the cumulants calculated by the cumulant expansion at a given time. However, the cumulant expansion does not actually do these calculations. Thus, it is clear that the cumulants calculated by the cumulant expansion are ensemble averages for the system and are much less costly computationally than the more direct method for calculating these ensemble averages.
The Lorenz Attractor is believed to exhibit ergodicity. This means that the time and ensemble averages calculated for it should be roughly equal. Recall that the DNS method generates statistics via time averages. Therefore, we would expect to see a direct correspondence between the stabilized DNS statistics and those for the cumulant expansion. Recall from Section 6.2 that we can plot probability density functions for the Lorenz Attractor based on generated statistics. Since these plots are based on the calculated statistics, if there is a perfect correspondence between the stabilized statistics for the DNS and the cumulant expansion, then the plots of their stabilized probability density functions ought to be identical. Let us now consider plots of such probability density functions. See Figure 4 below. Figure 4 . The first and second plots above are the probability density functions for the Lorenz Attractor for the DNS and cumulant expansion, respectively. The third is a superposition of the probability density function for the cumulant expansion (blue) on top of the corresponding one for the DNS (red).
As we can see, the probability density functions are of roughly the same geometric shape, only the plot for the cumulant expansion appears somewhat narrower than the plot for the DNS.
The Lorenz Attractor is not the only strange attractor that is believed to exhibit ergodicity. The Rossler Attractor is another such attractor. Let us now compare the probability density functions from the cumulant expansion and DNS methods for the Rossler Attractor. 25 Evidently, in this case, the correspondence between the DNS and the cumulant expansion is quite good.
Another strange attractor to consider is the Henon-Heiles Attractor. However, we cannot really compare the DNS and the cumulant expansion for this attractor, as the cumulant expansion breaks down. This is because the solutions to this attractor's associated system of equations are unstable for initial conditions that are far from the origin: Figure 6 . The first image is an example trajectory for the Henon-Heiles Attractor, along with the corresponding probability density function. The second image is an unstable trajectory. This demonstrates the instability of this system for initial conditions far from the origin.
Finally, there is the Orszag Dynamical System. Here we may once again compare the DNS results with those of the cumulant expansion:
28 Figure 7 . The first image combines the DNS trajectory and probability density function for the Orszag Dynamical System. The second image is the probability density function generated by the cumulant expansion. The third is of the same type as the third image in Figure 4 and Figure 5 .
This yields strikingly good correspondence between the two statistical methods.
Please note that the probability density functions shown for the Henon-Heiles and Orszag attractors are intended specifically for the initial conditions that were used in the above demonstrations. The appropriate probability density function for a given trajectory for each of these systems is actually a function of the initial conditions.
Also note that while the Lorenz Attractor and the Rossler Attractor live in three dimensions, the Henon-Heiles Attractor lives in four dimensions, and the Orszag Dynamical System lives in five dimensions.
To summarize, of the three attractors that we may analyze graphically here, the Orszag attractor shows the nicest correspondence, followed by the Rossler Attractor, then the Lorenz Attractor. Note that the Lorenz equations have more nonlinear terms than do the Rossler equations, and the Orszag system has more nonlinear terms than the Lorenz equations do. Thus, we cannot automatically draw a correlation between the number of nonlinear terms in a given system and how nicely it displays ergodicity. However, if we consider the numerical results for the statistics, we can see for which cumulants there is the greatest disagreement. The following The Hopf Flow method listed here refers to a method similar to that of the cumulant expansion. The difference is that in the Hopf Flow method, we use a different expression for the approximate expected value of the characteristic function.
From the table, we can see that the agreement between the DNS statistics and the cumulant statistics is quite good outside of 〈y 2 〉 and 〈z 2 〉 . We can also see that the Hopf Flow method yields results that correspond more nicely with those of the DNS for all of the expected values calculated above.
At this point, it is clear that there is indeed some sort of correspondence between the DNS statistics and the cumulant statistics, but that the correspondence is not perfect. This is because our cumulant expansion was truncated. The method used here to generate cumulant statistics was the third-order cumulant expansion. Our assumption of ergodicity could be verified more clearly, perhaps, if we were to use a much higher-order cumulant expansion. This is something to consider in future research.
8 Conclusion
With regards to fluids, this paper has been like an odyssey. We began with a discussion of fluid mechanics in general. Then we classified various types of fluids and flows and went more deeply into the study of those that could undergo turbulence. We discussed turbulence and chaos in general and how they were related to fluid flows via several parameters. Then we saw how winds, weak and mighty, developed as an example of everyday turbulence, bridging the gap between theory and experience. Next we saw how weather itself was what made Edward Lorenz discover chaos in the first place. His subsequent convection problem, which led to the Lorenz Attractor, was still clearly related to fluid flow in some indirect way. Finally, we considered the statistical aspects of strange attractors like the Lorenz Attractor and how we could predict where trajectories were most likely to go. We can still improve our approximations for probability density functions, but we have not yet succeeded in doing so. We also considered the ergodicity of the Lorenz Attractor and of a few other attractors. Research still needs to be done at higher-order cumulant expansions in order to verify ergodicity for these attractors. Effectively, we have been dealing with fluids all the way through; it's just that we have been aproaching them from numerous angles.
The most important thing, however, is that chaos is here to stay. It will forever haunt us for our imperfections as human beings. We are not God, and we will never be able to become God, even if we are able to create toy weather models with which we can choose our own weather conditions.
Appendix
The majority of the work that I have done for my thesis this year has been in computer programming. Professor Marston had already developed a program in Objective-C with Cocoa for simulating the Lorenz Attractor, the Rossler Attractor, the Henon-Heiles Attractor, and the Orszag Dynamical System. It offered three methods for producing the simulations: DNS, cumulant expansion, and the Hopf Flow Equation approach. My contribution was to plot the probability density functions for which I had obtained general solutions analytically. For the cumulant expansion and Hopf Flow methods, the plots were generated internally; that is, I did not actually read off statistical values and input them myself, but rather had the numbers that were calculated get sent directly into the probability density functions. For these methods, functions were generated every few seconds or so in time. The user was able to freeze the evolution and keep a function for running the trajectory on top of it via the DNS. In the case of the DNS, to plot the functions, I waited for the statistics to stabilize, then did read off numbers, and plotted a single function. These are the probability density functions shown in Figure 3 . For a given attractor, the DNS's probability density function plot was always the default plot. Users could return to this function's plot if so desired even after using a function via the cumulant expansion or Hopf Flow method for a while; all that was necessary was to click on a CLEAR button.
The following are the names of the methods that I added to Professor Marston's code for his view in order to achieve the final simulation program for the attractors:
-(void)setAinvMatrix; This method takes values for cumulants from the program and uses them to calculate the A −1 matrix.
-(void)constructAMatrix; This method inverts the matrix produced in the previous method.
-(void)dnsLorenzPdf; -(void)dnsRosslerPdf; -(void)dnsHenonHeilesPdf; -(void)dnsOrszagPdf; The above methods set up the A −1 matrix for their respective (single) probability density functions plotted for the DNS. They then plot the corresponding probability density functions.
-(void)latestOrGreatestPdf; This method allows users to choose whether they would like the stabilized DNS's probability density function or the latest function generated from the cumulant expansion or Hopf Flow as the background probability density function over which the DNS plots points.
-(void)evolvePdf; This method ensures that the probability density functions for cumulant expansions and Hopf Flows evolve as time goes on.
-(void)pdfDraw; This method actually plots each probability density function (in green). 
