Flexible Planung mit DecisionPro by Grob, H.L. (Heinz) & Schultz, M.B. (Martin)
  
 
 
 
 
 
  C O M P U T E R G E S T Ü T Z T E S  
 CONTROLLING 
 
 
 
 
 
 
 
 
 
 
 
ARBEITSBERICHTE 
 
 
 
 
 
 
 
 
 
 
   
              
 
 
HERAUSGEBER:  
PROF. DR. HEINZ LOTHAR GROB 
INSTITUT FÜR WIRTSCHAFTSINFORMATIK 
WESTFÄLISCHE WILHELMS-UNIVERSITÄT MÜNSTER 
 
STEINFURTER STR. 109, 48149 MÜNSTER, TEL. (0251) 83-38000, FAX (0251) 83-38009 
     E-MAIL: Grob@wi.uni-muenster.de, 
Nr. 14 
 
Heinz Lothar Grob 
Martin B. Schultz 
 
Flexible Planung mit DecisionPro 
 
 
 
Oktober 2000WWW: http://www-wi.uni-muenster.de/aw 
Inhalt  
1 Problemstellung 1 
2 Datensituation des Fallbeispiels 2 
3 Erstellung und Berechnung des Entscheidungsbaumes 3 
4 Analysemethoden 9 
4.1 Überblick 9 
4.2 Risikodiagramme 10 
4.3 Expected Value of Perfect Information 11 
4.4 Sensibilitätsanalysen 14 
4.5 Variation der unterstellten Nutzenfunktion 15 
4.6 Risiko-Chancen-Analyse 16 
5 Schlussbetrachtung 19 
Literatur 20 
 
 
 
 
Die Erstellung, Berechnung und Analyse eines Entscheidungsbaumes im Rahmen der flexib-
len Planung stellt insbesondere bei komplexeren Entscheidungsproblemen ein mitunter lang-
wieriges und kompliziertes Unterfangen dar. In diesem Beitrag soll anhand eines Fallbei-
spiels aufgezeigt werden, wie diese Aktivitäten computergestützt erfolgen können. Zu diesem 
Zweck wird die Funktionalität des Softwaretools DecisionPro vorgestellt und einer kritischen 
Würdigung unterzogen. 
Computergestütztes Controlling, Flexible Planung, DecisionPro, Entscheidungsbaum, Sensi-
bilitätsanalyse, Risiko-Chancen-Analyse.   
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1 Problemstellung 
Die flexible Planung ist ein Verfahren für mehrstufige Entscheidungsprobleme unter Unsi-
cherheit, das zu deren Lösung Entscheidungsbäume verwendet.1 In einem Baum werden sämt-
liche sich dem Planenden eröffnenden Entscheidungsmöglichkeiten, sofern sie nicht domi-
niert sind und von vornherein ausgeschlossen werden können, sowie alle Zufallsereignisse 
dargestellt. Die Bewertung des Entscheidungsbaumes erfolgt im Roll-back-Verfahren ausge-
hend von den Endknoten.2 Dabei werden nach und nach alle dominierten Äste ausgeschlos-
sen, bis ein vollständiger bedingter Plan unter Berücksichtigung zukünftiger Zufallsereignisse 
erstellt wurde. Bei der Bewertung findet im Allgemeinen das Risikoneutralität unterstellende 
Erwartungswertkonzept Anwendung. In die flexible Planung lässt sich jedoch prinzipiell jede 
Entscheidungsregel (z. B. Bernoulli-Prinzip, µ-σ-Prinzip oder auch Minimaxprinzip) integrie-
ren.  
Die Vorgehensweise der flexiblen Planung wird häufig insbesondere bei größeren Entschei-
dungsproblemen als zu aufwändig und zu rechenintensiv kritisiert.3 In der Literatur wird aus 
diesem Grund konstatiert, dass es sich bei der flexiblen Planung weniger um eine praktikable 
Planungstechnik, sondern vielmehr um eine reine Art der Denkrichtung handelt, die die Ab-
hängigkeit der Qualität einer Entscheidung von einer später zu treffenden Folgeentscheidung 
verdeutlichen soll.4 Zuweilen werden Entscheidungsbäume sogar mit Weinreben verglichen: 
„They are productive only if they are vigorously pruned“.5 Vor dem Hintergrund der sich ra-
sant entwickelnden Rechnerleistungen sind diese Argumente gegen die flexible Planung neu 
zu hinterfragen. Im Folgenden soll als Beispiel zur computergestützten Lösung eines mehrstu-
figen Entscheidungsproblems unter Unsicherheit das Softwaretool DecisionPro der Firma 
Vanguard6 eingesetzt werden. DecisionPro zeichnet sich gegenüber vergleichbaren Software-
lösungen wie z. B. der Decision Programming Language (DPL) von ADA Decision Systems 
durch besonders hohe Anwenderfreundlichkeit und eine erweiterte Funktionalität aus.7 Ziel 
dieses Beitrages ist es, die Leistungsfähigkeit eines neuen computergestützten Analyseinstru-
mentes vor dem Hintergrund der an der flexiblen Planung geäußerten Kritik zu untersuchen.   
                                                 
1  Vgl. zur flexiblen Planung z. B. Magee (1964a); Magee (1964b); Bühlmann, Loeffel, Nievergelt (1969); 
Jochum (1969); Laux (1971); Hax, Laux (1972); Eisenführ, Weber (1993); Adam (1996), S. 287-305; vgl. zu 
Entscheidungsbäumen Strebel (1989). 
2  Vgl. Magee (1964a), S. 132 ff. 
3  Vgl. z. B. Schneider (1971), S. 838 und S. 851; Dinkelbach (1989), Sp. 511; Strebel (1989), Sp. 381. 
4  Vgl. Adam (1996), S. 539. 
5  Brealey, Myers (2000), S. 282. 
6  Vgl. http://www.vanguardsw.com. 
7  Vgl. zu DPL z. B. Grob, Weigel (1996) und Grob (1993). 
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2 Datensituation des Fallbeispiels  
Dieser Beitrag basiert auf einer Fallstudie, die bereits 1982 veröffentlicht wurde.1  
Ein Unternehmen steht vor dem Entscheidungsproblem, zur Herstellung eines neuen Produk-
tes entweder eine Produktionskapazität von 100 ME/Jahr (Alternative 1) oder von 70 ME/Jahr 
(A2) aufzubauen. Investitionszeitpunkt ist der 01.01. des ersten Jahres. Die Anlage mit der 
höheren Kapazität führt zu einer Anschaffungsauszahlung von 70000 €, das Aggregat mit der 
niedrigeren Kapazität zu 55000 €. Die Zahlung des Anschaffungspreises ist zu Beginn des 
ersten Jahres (t=0) fällig. Die zur Investition erforderlichen finanziellen Mittel stehen in Form 
von Eigenkapital zur Verfügung. Das Produkt kann zum Preis von 600 €/ME verkauft werden. 
Die variablen Produktionsauszahlungen pro ME betragen bei der Anlage mit der höheren 
(niedrigen) Kapazität 100 € (110 €). Die zeitliche Entwicklung der fixen Auszahlungen für 
Wartung und Instandhaltung ist aus Tab. 1 abzulesen. Aus organisatorischen Gründen ist eine 
Lagerhaltung zwischen den Perioden nicht möglich. 
 t=1 t=2 t=3 t=4 
Anlage mit einer Jahreskapazität von 100 ME 10000 11000 12000 13000 
Anlage mit einer Jahreskapazität von 70 ME 7000 8000 9000 10000 
Tab. 1: Auszahlungen für Wartung und Instandhaltung in € 
Über die Entwicklung der Nachfrage besteht Unsicherheit. Mit einer Wahrscheinlichkeit von 
0,7 wird im Jahr t=1 mit einer starken Nachfrage (Umweltsituation U1) von 100 ME und mit 
0,3 mit einer schwachen Nachfrage (U2) von 50 ME gerechnet. Falls sich die Nachfrage im 
ersten Jahr als stark herausstellen sollte, wird für t=2 bis t=4 mit einer Wahrscheinlichkeit von 
0,6 mit einer zufriedenstellenden Entwicklung auf etwa gleichem Niveau gerechnet (U3/U1); 
mit einer Wahrscheinlichkeit von 0,4 wird jedoch eine ungünstigere Weiterentwicklung 
(U4/U1) erwartet (vgl. Tab. 2). Falls sich die Nachfrage im Jahre t=1 als schwach erweisen 
sollte, wird davon ausgegangen, dass sie auch in den Folgejahren nicht mehr belebt werden 
kann (U5/U2). Die Schätzungen belaufen sich unter dieser Annahme auf 40 ME in t=2 sowie 
jeweils 30 ME in t=3 und t=4. 
 
 t=2 t=3 t=4 
günstige Entwicklung der Nachfrage [ME] 100 100 80 
ungünstige Entwicklung der Nachfrage [ME] 60 60 50 
Tab. 2: Mögliche Nachfrageentwicklung 
Bei der Entscheidung ist zu beachten, dass bei der kleineren Anlage am Ende des ersten Jah-
res ein Ausbau der Kapazität möglich ist (Ausbau: A3, Nichtausbau: A4); am Ende des Jahres 
                                                 
1  Zur ausführlichen (manuellen) Lösung des Entscheidungsproblems vgl. Grob (1982). 
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t=1 kann die Anlage mit der Anfangskapazität von 70 auf 100 ME/Jahr ausgebaut werden. Die 
Kapazitätserweiterung führt zu einer Auszahlung von 15000 €, die zu Beginn des Jahres t=2 
fällig ist. Die fixen Auszahlungen des ausgebauten Systems belaufen sich in den Jahren t=2, 
t=3 und t=4 auf 12000 €, 13000 € und 14000 €; die variablen Auszahlungen pro ME werden 
durch den Ausbau von 110 € auf 105 € gesenkt.  
Als Zielsetzung ist „Erwartungswertmaximierung des Risikonutzens des Endvermögens“ un-
ter Berücksichtigung von Risikoneutralität anzunehmen. Zur Ermittlung des zusätzlichen 
Endwertes zum 31.12. des Jahres t=4 soll ein Kalkulationszinsfuß von 10 % verwendet wer-
den. Sämtliche Zahlungen sind auf das Ende der jeweiligen Periode zu beziehen. 
3 Erstellung und Berechnung des Entscheidungsbaumes 
Zur Handhabung des Problems kann die Erstellung eines Entscheidungsbaumes mit Decisi-
onPro auf zwei Arten erfolgen. Zum einen ist ein Hilfsprogramm („Build Wizard“) nutzbar, 
das für den Planenden in Form eines Workflow-Systems über eine Reihe von Menüs einen 
Entscheidungsbaum generiert (vgl. Abb. 1 und Abb. 2). Bemerkenswert ist, dass zunächst 
durch eine Abfrage der der flexiblen Planung zugrundeliegenden Prämissen geprüft werden 
kann, ob das zu untersuchende Problem überhaupt durch die unterstützten Methoden gelöst 
werden kann (vgl. Abb. 3). Zum anderen besteht die Möglichkeit, einen Entscheidungsbaum 
auf direktem Wege unter Verwendung der DecisionPro Modeling Language (DPML) zu 
erstellen.1 Diese bietet sich insbesondere bei größeren Problemen an. Bei dieser Vorgehens-
weise sind im Wesentlichen nur zwei Befehle der recht umfangreichen DPML erforderlich: 
Der MAX-Befehl wird für die Erstellung von Entscheidungsknoten verwendet. Die Bewer-
tung eines solchen Knotens erfolgt, indem der maximale Wert der von ihm abgehenden Kan-
ten an den Knoten übergeben wird: z. B. Knoten 1=MAX(Entscheidung 1; Entscheidung 2). 
Der zweite Befehl lautet EMV (Economic Monetary Value). Dieser Befehl wird verwendet, 
um in einem Entscheidungsbaum Ereignisknoten zu generieren. Er repräsentiert das Erwar-
tungswertkonzept, das zur Bewertung eines Ereignisknotens Verwendung findet: z. B. Knoten 
2=EMV(60%; Umweltsituation 1; 40%;  Umweltsituation 2). Die Prozentsätze bezeichnen die 
Wahrscheinlichkeit des Eintreffens der entsprechenden Umweltsituation. 
                                                 
1  Vgl. Vanguard Software Corporation (1998) S. 203 ff. 
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Abb. 1: Der Build Wizard von DecisionPro 
 
Abb. 2: Menü zur Eingabe von Entscheidungsalternativen im Build Wizard 
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Abb. 3: Integrierte Prämissenprüfung im Build Wizard 
Den im Modell zu erstellenden Knoten müssen nach einigen Vorberechnungen die aus der 
Aufgabenstellung hervorgehenden monetären Konsequenzen zugeordnet werden. Die in den 
Entscheidungsbaum zu übernehmenden Werte gehen aus Tab. 3 hervor.1 Anzumerken ist, 
dass zur Verkürzung des Entscheidungsbaumes die unmittelbaren Zufallsknoten nach dem 
Multiplikationssatz der Wahrscheinlichkeitstheorie im Ast von Alternative 1 zu einem Knoten 
reduziert wurden:  
( )
( )
( ) 30,013,0)2U/5U(w)2U(w5U2Uw
28,04,07,0)1U/4U(w)1U(w4U1Uw
42,06,07,0)1U/3U(w)1U(w3U1Uw
=⋅=⋅=∩
=⋅=⋅=∩
=⋅=⋅=∩
 
Für die Erstellung des gesamten Entscheidungsbaumes sind nur neun Befehlszeilen notwen-
dig; um das Vorgehen transparenter zu machen wurden ausführliche Knotenbezeichnungen 
gewählt: 
− Root=MAX(A1 Kauf der großen Anlage; A2 Kauf der kleinen Anlage) 
− A1 Kauf der großen Anlage=-102487//EMV(42%; starke Nachfrage in t1 und günstige 
Entwicklung in t2 bis t4; 28%; starke Nachfrage in t1 und ungünstige Entwicklung in t2 
bis t4; 30%; schwache Nachfrage in t1 und fehlende Belebung in t2 bis t4) 
                                                 
1  Vgl. detailliert Grob (1982), S. 183-141. 
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− A2 Kauf der kleinen Anlage=-80526//EMV(70%; starke Nachfrage in t1; 30%; schwache 
Nachfrage in t1) 
− starke Nachfrage in t1=36336//MAX(A3 Ausbau der Kapazität; A4 Nichtausbau der Ka-
pazität) 
− schwache Nachfrage in t1=23293//MAX(A3 Ausbau der Kapazität_; A4 Nichtausbau der 
Kapazität_) 
− A3 Ausbau der Kapazität=-19965//EMV(60%; günstige Nachfrageentwicklung in t2 bis 
t4; 40%; ungünstige Nachfrageentwicklung in t2 bis t4) 
− A4 Nichtausbau der Kapazität=EMV (60%; günstige Nachfrageentwicklung in t2 bis t4_; 
40%; ungünstige Nachfrageentwicklung in t2 bis t4_)  
− A3 Ausbau der Kapazität_=-19965//EMV (100%; keine Belebung in t2 bis t4) 
− A4 Nichtausbau der Kapazität_=EMV (100%; keine Belebung in t2 bis t4_) 
 
 Endwert in t=4
Anschaffungsauszahlung große Anlage -102487 
Einzahlungsüberschuss U1∩U3 (Nachfrage stark in t=1 und günstig in 
t=2 bis t=4) 169230 
Einzahlungsüberschuss U1∩U4 (Nachfrage stark in t=1 und ungünstig 
in t=2 bis t=4) 108030 
Große 
Anlage 
(A1) 
Einzahlungsüberschuss U2∩U5 (Nachfrage schwach in t=1 und un-
günstig in t=2 bis t=4) 36155 
Anschaffungsauszahlung kleine Anlage -80526 
Anschaffungsauszahlung der Erweiterung -19965 
Einzahlungen in t=1 bei starker Nachfrage 36336 
Einzahlungen in t=1 bei schwacher Nachfrage 23293 
ohne Ausbau 83953 Einzahlungsüberschüsse U1∩U3 (Nachfrage stark in 
t=1 und günstig in t=2 bis t=4) von t=2 bis t=4 mit Ausbau 111125 
ohne Ausbau 62834 Einzahlungsüberschüsse U1∩U4 (Nachfrage stark in 
t=1 und ungünstig in t=2 bis t=4) von t=2 bis t=4 mit Ausbau 50537 
ohne Ausbau 25006 
Kleine 
Anlage 
(A2)  
Einzahlungsüberschüsse U2∩U5 (Nachfrage schwach 
in t=1 und ungünstig in t=2 bis t=4) von t=2 bis t=4 mit Ausbau 12323 
Tab. 3: In den Entscheidungsbaum zu übernehmende Werte 
Außerdem müssen den Endknoten noch die zugehörigen Endwerte aus Tab. 3 zugewiesen 
werden: z. B. keine Belebung in t2 bis t4_=25006//. Die Verwendung der Unterstriche wird 
zur Differenzierung der Knoten benötigt; DecisionPro sieht alle gleich bezeichneten Knoten 
als identisch an, so dass keine Zuweisung unterschiedlicher Werte mehr möglich wäre. Der 
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Doppel-Slash (//) ist eine Anweisung, die eine Kumulation der Werte aller einem Endknoten 
vorgelagerten Knoten bewirkt. Auf diese Weise kann ein Endknoten nach der Berechnung des 
Baumes mit demjenigen Betrag bewertet werden, der ihm zuzuweisen wäre, würde der Ent-
scheidungs- bzw. Zufallspfad in diesem Knoten enden. Im vorliegenden Fall wurden die den 
einzelnen Knoten zuzuordnenden Werte direkt in die Formel integriert. Da für die Errechnung 
dieser Werte teilweise umfangreiche Finanzpläne aufgestellt werden müssen, bietet sich hier-
für die Verwendung eines Tabellenkalkulationsprogramms an. Mit Hilfe von Dynamic Data 
Exchange (DDE), einem Standardprotokoll für den Datenaustausch Microsoft Windows-
basierter Applikationen, sind Zellverweise z.B. auf Microsoft Excel-Tabellen möglich, die 
direkt in die Formeln für die Erstellung eines Knotens eingefügt werden können. Die Berech-
nung des Entscheidungsbaumes erfolgt durch Aktivierung der Anweisung „Calculate“ in der 
Menüleiste des Programms. Der vollständig berechnete Entscheidungsbaum ist in Abb. 1 
wiedergegeben. 
DecisionPro verwendet die auch in der Literatur üblichen Elemente bei der Darstellung eines 
Baumes: Entscheidungen werden durch Vierecke, Ereignisse durch Kreise und die Ast-Enden 
durch Dreiecke symbolisiert.1 Der einem Knoten nachgelagerte Kanten erhält über dem Strich 
die diesem Knoten zugeordnete monetäre Konsequenz; für die Alternative 3 – Ausbau der 
kleinen Anlage – ist dies beispielsweise der Endwert der Anschaffungsauszahlung der Erwei-
terungsinvestition: -150001,103 = -19965 [€]. Der Wert unter dem Kanten stellt die im Roll-
back-Verfahren ermittelte Bewertung des entsprechenden Astes dar; für die Alternative A1 
(„Kauf der großen Anlage“) ergibt sich ein Betrag in Höhe von 9684,5 €, der wie folgt be-
rechnet wurde: 0,42169230+0,28108030+0,3036155-102487 = 9684,5 [€].  
Die Handlungsempfehlung für den Planenden ist im Entscheidungsbaum unmittelbar ables-
bar: Am Anfang des ersten Jahres sollte in die Anschaffung der kleinen Anlage (Alternative 
2) investiert werden, dieser Ast des Baumes hat im Vergleich zu Alternative A den größeren 
Erwartungswert des Endwertes. Unabhängig von der Nachfrageentwicklung im ersten Jahr 
sollte die Kapazität der kleinen Anlage nicht aufgestockt werden. Die möglichen Endwerte 
der Investition sind 39763, 18644 bzw. -32227 €. 
Als Zwischenergebnis kann festgehalten werden, dass die Erstellung und Berechnung eines 
Entscheidungsbaumes unter Verwendung von DecisionPro auf einfache Weise, auch ohne 
Kenntnisse der zugrundeliegenden Modellierungssprache, möglich ist. Selbst umfangreiche 
Entscheidungsbäume mit mehr als 100 Knoten lassen sich relativ komfortabel modellieren. 
Reicht der Baum über den Bildschirm des Planenden hinaus, ermöglicht eine Navigations-
funktion das Bearbeiten des Baumes (vgl. Abb. 5). Die Berechnungszeit eines derart umfang-
reichen Baumes liegt bei einem Rechner mit 700 MHz Taktfrequenz unter einer Sekunde. 
                                                 
1  Vgl. Bühlmann, Loeffel, Nievergelt (1969); Eisenführ, Weber (1993), S. 36-42. 
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Abb. 5: Benutzeroberfläche von DecisionPro mit Navigationsfunktion 
4 Analysemethoden 
4.1 Überblick 
Mit der Generierung einer optimalen flexiblen Strategie durch die Erstellung und Berechnung 
eines Entscheidungsbaumes sollte die Entscheidungsvorbereitung noch nicht abgeschlossen 
sein. Der Baum beinhaltet zahlreiche weitere Informationen, die dem Planenden wichtige An-
haltspunkte für seine Entscheidung geben können. Grundsätzlich lassen sich zwei Klassen 
von Analysemethoden unterscheiden: Bei der statischen Analyse ist der optimierte Entschei-
dungsbaum Ausgangspunkt der Betrachtungen. Es werden im Entscheidungsbaum bereits 
enthaltene Informationen, die jedoch unter Umständen nicht ohne weiteres ersichtlich sind, 
extrahiert und anschließend für die Auswertung visualisiert. Dieser Gruppe ist die Erstellung 
von Risikodiagrammen und die Berechnung des Expected Value of Perfect Information zuzu-
ordnen.  
Bei den dynamischen Analysen werden Variationen des ursprünglichen Entscheidungsbaumes 
vorgenommen, um Informationen über das Verhalten des Modells bei Änderungen des Ent-
scheidungsfeldes zu gewinnen. Hierzu sind Sensibilitätsanalysen, Risiko-Chancen-Analysen 
sowie die Variation der unterstellten Nutzenfunktion zu zählen. Im Folgenden werden ver-
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schiedene durch DecisionPro unterstützte Analysemethoden dieser beiden Klassen unter Be-
zugnahme auf das Fallbeispiel erläutert. 
4.2 Risikodiagramme 
Bei der Erstellung des Entscheidungsbaumes wird durch die Verwendung des Erwartungs-
wertkonzeptes Risikoneutralität des Planenden unterstellt.1 Die einzelnen Äste eines Ent-
scheidungsbaumes bergen jedoch ein unterschiedliches Risiko, das im Planungskalkül nicht 
unberücksichtigt bleiben sollte. Risikodiagramme ermöglichen eine Visualisierung des einem 
Entscheidungsbaum inhärenten Risikos. Alle möglichen Endwerte der optimalen Eventual-
strategie („Wahl der kleinen Anlage und Nichtausbau der Kapazität“) sind mit ihren Ein-
trittswahrscheinlichkeiten in Abb. 6 dargestellt. Es wird ersichtlich, dass mit einer Wahr-
scheinlichkeit von 70 % ein positiver und mit der Gegenwahrscheinlichkeit von 30 % ein ne-
gativer Endwert erzielt wird. Durch die Auswahl bestimmter Endknoten lassen sich alle mög-
lichen Strategien nicht nur grafisch, sondern auch in Tabellenform transparent machen. Je 
verästelter der Entscheidungsbaum ist, desto sinnvoller erscheint die Erstellung von Risiko-
diagrammen. Insbesondere bei großen Entscheidungsbäumen kann der Planende ohne eine 
entsprechende Visualisierung leicht den Überblick über die dem Entscheidungsproblem 
zugrundeliegende Risikostruktur verlieren.  
Endwert
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Abb. 6: Risikodiagramm 
                                                 
1  Vgl. zum Erwartungswertkonzept z. B. Adam (1996), S. 238-241. 
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4.3 Expected Value of Perfect Information 
Das Erlangen von Informationen über die Zukunft verursacht Kosten, die z. B. durch Progno-
serechnungen, Marktumfragen, Expertengutachten oder durch einen höheren Zeitbedarf bei 
der Planung hervorgerufen werden können. Das Unternehmen steht also vor dem Entschei-
dungsproblem, den erwarteten Nutzen und die Kosten aus zusätzlichen Informationen zum 
Ausgleich zu bringen. Unterstellt man in einem Modell, dass es möglich wäre, einen voll-
kommenen Informationsstand zu erlangen, so lässt sich dieser Wert als Expected Value of 
Perfect Information (EVPI) quantifizieren.1 Der EVPI stellt die Preisobergrenze dar, die ein 
Unternehmen beim Zukauf einer vollkommenen Information nicht überschreiten sollte. Ein 
umfassenderes Modell ist auf der Basis des Bayes’schen Theorems möglich, mit dem Infor-
mationsgewinnungsentscheidungen mit unvollkommenem Informationsstand unterstützt wer-
den können. Dies würde jedoch eine Ausweitung des Entscheidungsbaumes um eine weitere 
Stufe – die der Informationsbeschaffung – erfordern. 
Bei der vorliegenden Entscheidungssituation könnte der Entscheidungsträger an der Höhe des 
EVPI bezüglich der Information, ob die Nachfrage in t=1 stark oder schwach wird, interes-
siert sein. DecisionPro unterstützt die Lösung eines derartigen Problems durch ein EVPI-
Tool. Dazu ist in einem Menü der Anfangsknoten des Baumes und der zu bewertende Ereig-
nisknoten einzugeben. Das Programm ermittelt dann automatisch den EVPI. Nachteilig ist, 
dass diese Berechnung vom Planenden nicht ohne weiteres nachvollzogen werden kann; das 
Programm macht die Vorgehensweise nicht transparent, sondern verwendet eine „Black 
Box“. Auch im Handbuch gibt es nur rudimentäre Erläuterungen zur Ermittlung des EVPI.2 
Demnach transformiert das Berechnungsmodul intern den vorliegenden Entscheidungsbaum 
in einen neuen Baum, der die Situation der vollständigen Information widerspiegelt. An-
schließend werden beide Zielwerte miteinander verglichen; deren Differenz ist der EVPI. 
Diese Funktion zur Ermittlung des EVPI weist in DecisionPro allerdings deutliche Mängel 
auf. Der EVPI lässt sich nur für relativ einfache Entscheidungsbäume bestimmen, deren Teil-
äste nicht – wie im vorliegenden Fall – logische Verknüpfungen miteinander aufweisen. So ist 
es im Beispiel sowohl beim Kauf der kleinen als auch beim Kauf der großen Anlage relevant, 
ob in der ersten Periode die Nachfrage stark oder schwach ausfällt. Ferner finden sich die drei 
möglichen Ereignisse „günstige und ungünstige Entwicklung in t=2 bis t=4“ sowie „keine 
Belebung in t=2 bis t=4“ sowohl im unteren als auch im oberen Ast. Da DecisionPro jedoch 
eine unterschiedliche Bezeichnung der Ereignisse erfordert, dies wird durch die oben verwen-
deten Unterstriche deutlich, erkennt das Programm auch nicht, dass eine stochastische Ab-
hängigkeit zwischen den Teilästen vorliegt. Die Information darüber, ob die Nachfrage in t=1 
stark oder schwach ist, übt auch Einfluss auf die Entscheidung aus, ob in eine große oder eine 
kleine Anlage investiert werden soll. Grundsätzlich lassen sich mit dem EVPI-Tool nur Ent-
                                                 
1  Vgl. Marschak (1957). 
2  Vgl. Vanguard Software Corporation (1998), S. 115 f. 
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scheidungsbäume geringer Komplexität untersuchen, deren Teiläste zudem ausschließlich 
individuelle Ereignisse aufweisen.   
Gleichwohl kann DecisionPro bei der EVPI-Berechnung unterstützend eingesetzt werden. 
Durch die relativ einfache Möglichkeit, den Entscheidungsbaum zu verändern, kann der Pla-
nende die oben aufgeworfene Frage nach dem Wert der Information über die Nachfrage in t=1 
beantworten. Dazu ist der Baum so zu verändern, dass der erste Knoten nun keine Entschei-
dung mehr, sondern das zu bewertende Ereignis darstellt. Erst nach dem Eintreten des Ereig-
nisses wird somit die Entscheidung über den Kauf der kleinen oder der großen Anlage rele-
vant. Durch diese Baumkonstruktion wird impliziert, dass der Planende zum Zeitpunkt seiner 
ersten Entscheidung den Ausgang des Ereignisses bereits kennt, er also bezüglich dieses Er-
eignisses vollständige Information besitzt. Der justierte und berechnete Entscheidungsbaum 
ist Abb. 7 zu entnehmen. Für den Fall, dass die Nachfrage in t=1 stark wird, ist der Kauf der 
großen Anlage sinnvoll. Wird die Nachfrage in t=1 schwach, dann ist weder der Kauf der 
kleinen noch der Kauf der großen Anlage zu empfehlen; beide Entscheidungen rufen negative 
Zielbeiträge hervor. Der Zielwert des modifizierten Entscheidungsbaumes beträgt 29584,1 €. 
Der EVPI beträgt somit 29584,1-12252,68 = 17331,42 [€]. Dieser Betrag stellt die Preisober-
grenze für vollständige Informationen über die Nachfrageentwicklung der Periode 1 dar.  
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4.4 Sensibilitätsanalysen 
Sensibilitätsanalysen ermöglichen die Beantwortung der Frage, wie stark Variablen eines Ent-
scheidungsproblems variieren dürfen, ohne die bestehende Optimallösung zu verändern. Ziel 
ist es, sogenannte kritische Werte zu bestimmen, bei deren Realisation die Optimallösung 
gerade noch stabil bleibt. Im vorliegenden Fall könnte sich der Planende beispielsweise die 
Frage stellen, wie hoch die Wahrscheinlichkeit für eine günstige Nachfrageentwicklung in t=2 
bis t=4 höchstens sein darf, damit der Nichtausbau der Kapazität der kleinen Anlage nach wie 
vor sinnvoll bleibt. Derartige Fragestellungen kann man mit Hilfe der Zielwertsuche  („Goal 
Seek“) von DecisionPro lösen (vgl. Abb. 8). Dazu fügt man in die relevanten Knotenbezeich-
nungen für den zu untersuchenden Parameter eine Variationsvariable ein. Bei mehr als zwei 
Ästen kann durch Formulierung von Restriktionen eine Annahme über das Verhältnis der 
Wahrscheinlichkeiten der Pfade zueinander getroffen werden. Im Fallbeispiel wird die bislang 
explizit quantifizierte Wahrscheinlichkeit durch eine Variable P und die Gegenwahrschein-
lichkeit durch eine Variable 1-P ersetzt: 
− A3 Ausbau der Kapazität=-19965//EMV(P; günstige Nachfrageentwicklung in t2 bis t4; 
1-P; ungünstige Nachfrageentwicklung in t2 bis t4) 
− A4 Nichtausbau der Kapazität=EMV(P; günstige Nachfrageentwicklung in t2 bis t4_; 1-P; 
ungünstige Nachfrageentwicklung in t2 bis t4_) 
 
Abb. 8: Menü der Zielwertsuche 
Der Entscheidungsbaum wird durch das Programm automatisch um zwei Äste für die Variab-
le P ergänzt. Dort kann als Startwert die ursprüngliche Wahrscheinlichkeit von 0,6 eingetra-
gen werden. Mit Hilfe des Zielwertsuche-Tools wird nun diejenige kritische Wahrscheinlich-
keit ermittelt, bei der die beiden oben veränderten Knoten den gleichen Wert aufweisen. Dies 
ist bei einer Wahrscheinlichkeit von 81,74 % der Fall (vgl. Abb. 9). Der Nichtausbau der Ka-
pazität ist somit bis zu einem Prozentsatz der günstigen Nachfrageentwicklung in t=2 bis t=4 
von 81,74 % sinnvoll. Würde diese Eintrittswahrscheinlichkeit höher eingeschätzt, sollte die 
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Kapazität erweitert werden. Durch die Betrachtung der kritischen Werte kann der Planende 
abschätzen, wie genau er einzelne Parameter des Entscheidungsmodells prognostizieren soll-
te. Liegt ein Parameter relativ nahe an seinem kritischen Wert, erscheint eine Vergrößerung 
des Prognoseaufwandes angebracht, um durch genauere Angaben die Stabilität der Optimallö-
sung abzusichern.  
Ein anderer, für den Entscheidungsträger interessanter kritischer Wert ist z. B. die Höhe des 
Einzahlungsüberschusses bei starker Nachfrage in t=1 und günstiger Entwicklung in t=2 bis 
t=4, bei der ein Kauf der großen Anlage gerade vorteilhaft würde. Dies wäre der Fall, wenn 
der Endwert in t=4 statt 169230 € eine Höhe von 175345 € aufwiese.       
  
Abb. 9: Teilbereich des Entscheidungsbaumes nach der Zielwertsuche 
4.5 Variation der unterstellten Nutzenfunktion 
Das Entscheidungswertkriterium geht von der Annahme der Risikoneutralität des Entschei-
dungsträgers aus. Mit Hilfe des Risk Aversion-Tools von DecisionPro kann die unterstellte 
Nutzenfunktion variiert werden (vgl. Abb. 10). Das Tool erweitert den im Entscheidungs-
baum verwendeten EMV-Befehl um eine Exponentialfunktion; bei jeder Berechnung des 
Baumes werden die veränderten Nutzenpräferenzen bei der Bewertung der Knoten berück-
sichtigt. Auf diese Weise kann der Einfluss des unterstellten Risikoverhaltens des Entschei-
dungsträgers auf die optimale Lösung des Problems untersucht werden. Sowohl Risikofreude 
als auch Risikoscheu lassen sich betrachten. Im vorliegenden Fall wird ab einem gewissen 
Grad der Risikofreude der Kauf der großen Anlage vorgezogen. Dies liegt an der Verteilung 
der Einzahlungsüberschüsse bei Alternative 1. Ein risikofreudiger Entscheidungsträger bewer-
tet die betragsmäßig hohen Gewinnaussichten bei A1 trotz des Risikos, einen relativ hohen 
Verlust zu erleiden, als vorteilhafter als die Wahl von A2 mit den geringeren Erfolgsbeiträgen 
und Verlustgefahren. Umgekehrt würde ein risikoscheuer Investor noch stärker zum Kauf der 
kleinen Anlage tendieren, als dies selbst für einen risikoneutralen Entscheidungsträger der 
Fall ist. Ab einem bestimmten Punkt der Risikoscheu, dieser ist iterativ berechenbar,  würde 
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er jedoch ganz auf ein Investment verzichten und die Finanzmittel in die risikolose Opportuni-
tät lenken.  
Im Beispiel wird die Alternative 1 dann für den Entscheidungsträger vorteilhaft, wenn er den 
Nutzen, mit 50%iger Wahrscheinlichkeit 100000 € zu erhalten, dem einer sicheren Einzah-
lung in Höhe von rund 53000 € gleichsetzt (vgl. Abb. 10). Letzterer Betrag bezeichnet das 
sogenannte Sicherheitsäquivalent. Ist dieses größer als der Erwartungswert der unsicheren 
Alternative, so liegt Risikofreude, andernfalls Risikoscheu vor.1 Der Zielwert des Entschei-
dungsbaumes beträgt in diesem Fall 13396 €.  
 
Abb. 10: Menü zur Variation der unterstellten Nutzenfunktion 
4.6 Risiko-Chancen-Analyse 
Die Risiko-Chancen-Analyse geht auf das von Hertz entwickelte Verfahren zur Handhabung 
von Unsicherheit in Planungsproblemen zurück.2 Bei diesem Verfahren werden bei den als 
unsicher klassifizierten Ausgangsdaten nicht isolierte Einzelwerte, sondern Wahrscheinlich-
keitsverteilungen in die Analyse integriert. Das Ergebnis der Risiko-Chancen-Analyse ist 
dementsprechend kein einzelner Zielwert, sondern eine Häufigkeitsverteilung der Zielwerte. 
Da sich in Theorie und Praxis analytische Verfahren, insbesondere bei der Verwendung von 
individuell abgeleiteten Verteilungsformen, als unpraktikabel erwiesen haben, wird die Ziel-
wertverteilung mit Hilfe der Monte-Carlo-Simulation erzeugt.3 Deren kumulierte Darstellung 
                                                 
1  Vgl. Eisenführ, Weber (1993), S. 210 ff.; Adam (1996), S. 244 f. 
2  Vgl. Hertz (1964), S. 95-106. 
3  Vgl. zur Monte-Carlo-Simulation z. B. Brealey, Myers (2000), S. 268 ff. 
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wird als Verteilungsfunktion bzw. als inverses Risiko-Chancen-Profil bezeichnet und dient als 
Grundlage der Entscheidung. Die in der Literatur1 üblicherweise verwandte nicht-inverse 
Form des Profils ist in DecisionPro nicht darstellbar.  
Zur Entscheidungsfindung muss ein Sicherheitsniveau vorgegeben werden. Das inverse Risi-
ko-Chancen-Profil zeigt an, welcher Zielwert bei diesem Sicherheitsniveau höchstens zu er-
reichen ist.2 Die Entscheidungsgrundlage ist damit aussagekräftiger als die alleinige Berück-
sichtigung nur eines einzelnen Zielwertes, weil zusätzlich verdeutlicht wird, ab welcher 
Wahrscheinlichkeit der angestrebte Zielwert über- oder unterschritten wird. 
DecisionPro ermöglicht es, bei einem oder mehreren beliebigen Knoten des Entscheidungs-
baumes statt Einzelwerten Wahrscheinlichkeitsfunktionen zu integrieren. Dazu kann der An-
wender aus einer Galerie unterschiedlicher Verteilungsfunktionen auswählen und deren Pa-
rameter bestimmen (vgl. Abb. 11) . Nach der Definition des zu untersuchenden Zielwertes, 
sinnvoller Weise die Wurzel des Baumes, und dem Start der Monte-Carlo-Simulation werden 
automatisch die statistischen Daten des Simulationslaufes, wie z. B. Mittelwert, 
Standardabweichung, Median sowie die Häufigkeitsverteilung und das inverse Risiko-
Chancen-Profil des Zielwertes generiert. Im Beispiel wurde für alle Endknoten eine 
Gleichverteilung unterstellt, mit einer vom bisherigen Wert um jeweils 10 % abweichenden 
Unter- bzw. Obergrenze. Die resultierenden Ergebnisse nach 50000 Simulationsläufen sind in 
Abb. 12 und Abb. 13 dokumentiert. Die relativ ungleichmäßige Struktur der Diagramme 
resultiert aus den durch die Simulation hervorgerufenen Änderungen des optimalen Pfades 
des Entscheidungsbaumes. Das inverse Risiko-Chancen-Profil ist wie folgt zu interpretieren: 
Mit einer Wahrscheinlichkeit von z. B. 50 % wird höchstens ein Endwert in Höhe von 50000 
€ erreicht.  
Die Risiko-Chancen-Analyse kann dem Entscheidungsträger wertvolle Informationen über 
das Modellverhalten unter Unsicherheit offenbaren. Es ist jedoch stets zu berücksichtigen, 
dass diese Analyseform eine häufige Wiederholung der Investitionsentscheidung unterstellt, 
obwohl diese in der Regel einmalig ist. Dieser Einwand gilt indes auch für das Erwartungs-
wertkonzept.     
                                                 
1  Vgl. z. B. Eisenführ, Weber (1993), S. 185 ff.; Adam (1996), S. 271 ff. 
2  Vgl. Grob, Mrzyk (1998), S. 125. 
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Abb. 11: Menü zur Auswahl einer Verteilungsfunktion 
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Abb. 12: Häufigkeitsverteilung des Endwertes nach 50000 Simulationsläufen 
Flexible Planung mit DecisionPro  19 
Höchst-Endwert
W
ah
rs
ch
ei
nl
ic
hk
ei
t
-40000 -20000 0 20000 40000 60000 80000 100000
0
0,2
0,4
0,6
0,8
1
 
Abb. 13: Inverses Risiko-Chancen-Profil des Endwertes 
5 Schlussbetrachtung 
Die flexible Planung wird durch den Einsatz geeigneter Softwareprodukte erheblich erleich-
tert. Zum einen ist die Erstellung und Berechnung auch von umfangreichen Entscheidungs-
bäumen komfortabel und zeitsparend zu bewerkstelligen. Durch die Verwendung von DDE ist 
zudem ein einfacher Zugriff auf die unter Umständen in einer Tabellenkalkulation durchge-
führten Berechnungen möglich. Zum anderen bieten computergestützte Analysemethoden 
vielfältige Möglichkeiten, das Entscheidungsproblem und dessen Prämissen eingehend zu 
untersuchen. Der Planende erhält auf diese Weise einen besseren Einblick in die Struktur des 
zugrundeliegenden Entscheidungsfeldes. Durch die Computerunterstützung wird die Durch-
führung der flexiblen Planung mithin effizienter, der Berechnungs- und Analyseaufwand auch 
für umfangreiche Probleme wird beherrschbar. Insofern ist die in der Literatur vorgebrachte 
Kritik an diesem Planungsverfahren nicht mehr uneingeschränkt gerechtfertigt.  
Fraglich ist allerdings nach wie vor, ob die flexible Planung wegen ihres erheblichen Daten-
bedarfs geeignet ist, Planungsprobleme der Praxis zu lösen. Die kritische Würdigung der fle-
xiblen Planung muss daher zukünftig verstärkt an deren Fähigkeit zur Abbildung realer Prob-
leme ansetzen; die Durchführung der flexiblen Planung ist wegen der Computerunterstützung 
kein vertretbarer Kritikpunkt mehr. Tendenziell lässt sich konstatieren, dass die flexible Pla-
nung durch die Computerunterstützung durchaus auch in der Praxis eine Renaissance zur 
Durchdringung und Visualisierung von mehrstufigen Entscheidungsproblemen erleben könn-
te. Im Rahmen der computergestützten Hochschullehre (cHL) wird das hier beschriebene 
Konzept bereits eingesetzt. 
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