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Phase coexistence in nuclei
F. Gulminelli1,*
Abstract
In this work the general theory of first order phase transitions in finite systems is
discussed, with a special emphasis to the conceptual problems linked to a ther-
modynamic description for small, short-lived systems de-exciting in the vacuum
as nuclear samples coming from heavy ion collisions. After a short review of the
general theory of phase transitions in the framework of information theory, we
will present the diﬀerent possible extensions to the field of finite systems. The
concept of negative heat capacity, developed in the early seventies in the con-
text of self-gravitating systems, will be reinterpreted in the general framework
of convexity anomalies of thermostatistical potentials. The connection with the
distribution of the order parameter will lead us to a definition of first order phase
transitions in finite systems based on topology anomalies of the event distribu-
tion in the space of observations. A careful study of the thermodynamic limit will
provide a bridge with the standard theory of phase transitions and show that in a
wide class of physical situations the diﬀerent statistical ensembles are irreducibly
inequivalent. In the second part of the paper we will apply the theoretical ideas
developed in the first part to the possible observation of a liquid-to-gas-like phase
transition in heavy ion collisions. The applicability of equilibrium concepts in a
dynamical collisional process without boundary conditions will first be critically
discussed. The observation of abnormally large partial energy fluctuations in
carefully selected samples of collisions detected with the MULTICS-Miniball and
INDRA array will then be reported as a strong evidence of a first order phase
transition with negative heat capacity in the nuclear equation of state.
1. LPC Caen (IN2P3-CNRS/Ensicaen et Université), 14050 Caen Cedex, France.
* Member of the Institut universitaire de France
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Résumé
Coexistence de phase dans les noyaux
Ce papier présente une revue de la théorie générale des transitions de phase
du premier ordre dans les petits systèmes, avec une attention particulière aux
problèmes conceptuels liés à une description thermodynamique des systèmes ou-
verts, à petit nombre de degrés de liberté et courte durée de vie tels les systèmes
nucléaires issus d’une collision d’ions lourds. Après une revue rapide de la théorie
générale des transitions de phase dans le cadre de la théorie de l’information, nous
discutons les diﬀérentes extensions au domaine des systèmes finis. Le concept
d’une capacité calorifique négative, introduit dans les années 70 dans le contexte
des systèmes autogravitants, est re-interprété dans le cadre plus général des ano-
malies de courbure de potentiels thermodynamiques généralisés. La connexion
avec la distribution du paramètre d’ordre conduit alors à une définition des tran-
sitions de phase du premier ordre dans les systèmes finis, basée sur les anomalies
topologiques de la distribution des événements dans l’espace des observations.
Une étude détaillée de la limite thermodynamique fournit un pont avec la théorie
standard des transitions de phase, et montre que dans une large classe de situa-
tions physiques les ensembles statistiques sont irréductiblement non équivalents.
Dans la deuxième partie de cet ouvrage nous appliquons les idées théoriques
développés dans la première partie à la possible observation d’une transition de
phase du type liquide gaz dans les collisions d’ions lourds. La possibilité d’ap-
pliquer des concepts d’équilibre dans un processus dynamique collisionnel avec
continuum non lié est discuté de façon critique. L’observation de fluctuations
d’énergie partielle anormalement grandes dans des échantillons sélectionnées de
collisions étudiées à l’aide de détecteurs MULTICS-Miniball et INDRA est repor-
tée et interprétée comme une évidence expérimentale forte d’une transition de
phase du premier ordre avec capacité calorifique négative dans l’équation d’état
des noyaux.
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Phase transitions in finite systems
1. Equilibrium and information
1.1. States and observables [1,2]
Modern physics associates to every physical system two diﬀerent types of objects:
observables that characterize the measurable physical quantities and states whose
knowledge allows to predict the result of experiments. From the microscopic point
of view, single realizations of systems with N degrees of freedom are characterized
by a pure state (or microstate), that is a wave function |ΨN〉 in quantum mechan-
ics or a point in the 2N-dimensional phase space s = (q1, q2, ..., qN; p1, p2, ..., pN),
with qi and pi the position and momentum of each degree of freedom, in classical
mechanics. If systems are suﬃciently complex, the exact state is in general im-
possible to define and each actual realization corresponds to a microstate (n) with
the probability p(n). In such a realistic case, one rather speaks of mixed states (or
macrostates) described by the density
D̂ =
∑
n
∣
∣
∣ψ(n)
〉
p(n)
〈
ψ(n)
∣
∣
∣ or D̂ (s) =
∑
n
δ
(
s − s(n)
)
.
Observables are operators defined on the Hilbert space or classically real functions
of 2N real variables. The information that can be associated to the system is the
ensemble of expectation values of the observables Âl on the state, i.e. the ensemble
of observations 〈Âl〉 = ∑n p(n)A(n)l where A(n)l is the actual result of a measurement
on the realization (n). In the quantum case 〈Âl〉 = ∑n p(n)〈ψ(n)|Âl|ψ(n)〉 = Tr(D̂Âl).
Both for pure and mixed states, if the information on the system is complete at the
initial time, this stays true at any time because the dynamical evolution of states
is governed by the deterministic Liouville Von Neumann equation ∂tD̂ = {Ĥ, D̂}
where Ĥ is the Hamiltonian of the system and where {., .} is the commutator
divided by i in quantum mechanics which reduces to the usual Poisson bracket at
the classical limit. However in the case of complex systems, the initial conditions
are in general incompletely known and an exact solution of the Liouville Von
Neumann equation is out of reach. In general only a small set of pertinent
observables is known at any time which is suﬃcient to determine the state (i.e.
the totality of the p(n)) because of the complexity of the density operator.
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1.2. The fundamental postulate of statistical mechanics [1,2]
Let us consider an experiment that can lead to Ntot diﬀerent outcomes, each of
them associated to a (a priori unknown) probability of occurrence p(i), i = 1, . . . ,Ntot.
If the Ntot possible outcomes are grouped into m families of n results each, Ntot =
m × n, the prediction of the outcome of the experiment can be divided into two
successive steps: first find out to which family out of the m possible ones the result
belongs, then determine the actual outcome out of the n elements of the chosen
family.
The incompleteness of the available information can be measured through the
lack of information or statistical entropy S.
Let us enumerate some fundamental properties of S:
• the lack of information must grow with the number of possible results
S(N1) > S(N2) ∀ N1 > N2;
• the information cannot depend on the number of steps through which it is
collected S (Ntot) = S(m × n) = S(m) + S(n).
It is easy to show that the ensemble of these properties can only be fulfilled within
a constant by the function
S = −
∑
n
p(n) ln p(n) = −Tr
(
D̂ ln D̂
)
. (1)
It may be interesting to know that if the additivity property of the information
is relaxed, it is possible to construct a non-extensive extension of the Shannon
theory based on the so-called q-statistics which has interesting applications in out
of equilibrium situations as in the case of turbulent flows [3]. In the following we
will limit ourselves to the standard Shannon entropy introduced above (but we
will briefly come back to the problem of the information kernel in Chap. 3).
Once the missing information is defined through equation (1), the fundamen-
tal postulate of statistical mechanics can be expressed as follows: “The statistical
distribution of microstates usually called the equilibrium is the one which max-
imizes the statistical entropy within the external constraints (i.e. the pertinent
information) imposed to the system”.
Indeed any other distribution would introduce an extra piece of information,
in contrast with the statement that all the available information is given by the
constraint.
It is important to remark that this postulate, though certainly intuitive and
elegant, does not necessarily imply that the theory has any predictive power:
the fact that we have only a limited amount of information on a system does
not necessarily mean that the information contained in the system is objectively
limited. In the following we shall anyway keep the fundamental postulate as the
only reasonable working hypothesis in a complex system, and we will come back
to its possible justifications from the dynamics in the second part of this work.
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The fundamental postulate of statistical mechanics allows to determine the
equilibrium values of the state probabilities p(n). This task is easily accomplished
with the method of Lagrange multipliers.
1.3. Equilibrium and statistical ensembles [4]
Let us use the method of Lagrange multipliers to maximize the statistical entropy
S = −TrDˆ ln Dˆ under the constraint of a given set of L observations 〈Aˆl〉.
This situation corresponds to the L constraints TrDˆAˆl = 〈Aˆl〉 plus the extra
constraint of the normalization of probability TrDˆ = 1 which can be incorporated
as an additional observable Aˆ0 = 1. We can define an auxiliary function Y as
Y = −TrDˆ ln Dˆ −
L∑
l=0
λlTrDˆAˆl.
The extremum corresponds to δY = 0, with no restrictions on the variation δDˆ
of the density matrix Dˆ, leading to the condition ln Dˆ + 1 +
∑L
l=0 λlAˆl = 0. The
solution is the density matrix at equilibrium, which is a function of the Lagrange
multipliers λl,
Dˆ0 =
1
Z
exp


−
L∑
l=1
λlAˆl


, (2)
where we have already taken care of the normalization constraint by introducing
the partition sum
Z = Tr exp


−
L∑
l=1
λlAˆl


. (3)
The link between a constraint 〈Aˆl〉 (or observation, or extensive variable) and the
associated Lagrange multiplier λl (or thermodynamically conjugated intensive
variable) is given by an equation of state,
〈
Aˆl
〉
= −∂ ln Z
∂λl
· (4)
It is also possible to express λl as a function of 〈A〉 by inverting the equation
of state. Indeed the equilibrium corresponding to the considered constraints is
associated to a value for the statistical entropy
S = TrDˆ0 ln Dˆ0 =
∑
l
λl
〈
Aˆl
〉
+ ln Z. (5)
This last equation, known as a Legendre transform, gives the relation between the
entropy and the partition sum and implies for the Lagrange multipliers
λl =
∂S
∂
〈
Aˆl
〉 · (6)
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It should be noticed that while D0 and Z are functions of the intensive vari-
ables (λl), the Legendre transform S is a function of the associated extensive
variables 〈Aˆl〉.
Using equations (2–4) the whole thermodynamics of the system can be calcu-
lated if the constraints 〈Aˆl〉 are known. It is important to remark that this formalism
is completely general in the sense that it can be applied for an arbitrary number
of bodies with no need of a thermodynamic limit, and that all observables (and
not only variables conserved by the dynamics) can play the role of constraints.
Moreover the maximization of entropy as a tool to deal with the general problem
of missing information can be extended in dynamical situations and has shown
to be a fruitful approach in the field of stochastic quantum transport [5].
The usual ensembles of standard thermodynamics can also be obtained as
applications of this general theory. Let us consider for example the case where
the only constraint is the energy 〈E〉 = Tr(Dˆ0Hˆ) = ∑n pnE(n) associated with
the Lagrange multiplier β. The probability of the nth energy eigenstate is then
p0n = (1/Zβ) exp(−βE(n)) while the energy probability distribution reads pβ(E) =
(W(E)/Zβ) exp(−βE) where W(E) is the number of states corresponding to an en-
ergy E. The Lagrange multiplier β has the physical meaning of the inverse of the
temperature T = β−1. The relation between the average energy and the tempera-
ture is given by the equation of state 〈E〉 = −∂β ln Zβ and the Legendre transform
S(〈E〉) = ln Zβ + β〈E〉 represents the well known relation between the canonical
entropy and the free energy FT = −β−1 ln Zβ.
The microcanonical ensemble can also be obtained from this general theory
considering that in the absence of any constraint (except the normalization of
probabilities) all states must be equiprobable. The microcanonical entropy is
then obtained as the expression of the Shannon entropy within the equilibrium
distribution p0i = 1/W(E), S(E) = −
∑W
i=1 W
−1 ln W−1 = ln W.
2. Generalities about phase transitions
Generally speaking, for a given value of the control parameters (or intensive variables)
λl, the properties of a substance are univocally defined, i.e. the conjugated extensive
variables 〈Aˆl〉 have a unique value unambiguously defined by the corresponding
equation of state. For instance the volume occupied by n moles of an ideal gas
at a given pressure P and temperature T is given by V = nRT/P. In reality we
have seen in the previous chapter that extensive variables, being by definition
expectation values of operators, are associated with a probability distribution,
unless the system is described by a pure state. The intuitive expectation that
extensive variables at equilibrium have a unique value therefore means that the
probability distribution is narrow and normal, such that a good approximation
can be obtained by replacing the distribution with its most probable value.
In this case, as we will see in Section 2.1 (Chap. 1), the Legendre transform gives
an exact mapping between the standard intensive ensembles in which the control
parameter is intensive (or equivalently only the average of the extensive variable
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is known), and the more exotic extensive ensembles where an extensive variable is
controlled event by event, demonstrating the equivalence between the diﬀerent
statistical ensembles. In the following we will often take as a paradigm of intensive
ensembles the canonical ensemble for which the inverse of the temperature β−1
(or equivalently the average energy 〈E〉) is controlled, while the archetype of the
extensive ensemble will be the microcanonical one for which the energy is strictly
conserved on an event by event basis.
The normality of probability distributions is usually assumed based on the
central limit theorem that we will briefly review in Section 2.2 (Chap. 1). How-
ever some situations exist in which the probability distributions of extensive
variables are abnormal, and for example bimodal: in this case two diﬀerent prop-
erties (phases) coexist for the same value of the intensive control variable. A
first elementary description of phase coexistence using this intuitive bimodality
argument will be given at the end of Section 2.2 (Chap. 1).
The topological anomalies of probability distributions and the failure of the
central limit theorem in phase coexistence imply that in a first order phase transi-
tion the diﬀerent statistical ensembles are in general not equivalent and diﬀerent
phenomena can be observed depending on the fact that the controlled variable is
extensive or intensive. This general statement will be developed in great detail in
Section 4 (Chap. 1) and its far reaching consequences will be analyzed in Section 6
(Chap. 1).
2.1. The difference between Laplace and Legendre
We have seen in the last section that the relation between the diﬀerent ther-
mostatistical potentials is given by the Legendre transform. It is important to
distinguish between transformations within the same statistical ensemble as the
Legendre transform (which gives for instance the link between the canonical
partition sum and the canonical entropy) and transformations between diﬀerent
ensembles which are instead given by non linear integral transforms. Let us
consider energy as the extensive observable and temperature as the conjugated
intensive one. The definition of the canonical partition sum is
Zβ =
∑
n
exp(−βE(n)),
where the sum runs over the available eigenstates n of the Hamiltonian. If energy
can be treated as a continuous variable this equation can be written as
Zβ =
∫ ∞
0
dE W(E) exp(−βE), (7)
which is nothing but a Laplace transform between the canonical partition sum and
the microcanonical entropy SE = ln W(E). If the integrand f (E) =W(E) exp(−βE)
is a strongly peaked function, the integral can be replaced by the maximum f (E¯)
Zβ ≈W(E¯) exp(−βE¯), (8)
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which can be rewritten as
ln Zβ ≈ SE¯ − βE¯, (9)
or introducing the free energy FT = −β−1 ln Zβ
FT ≈ E¯ − TSE¯.
Equation (9) has the structure of an approximate Legendre transform, and shows
that in the saddle point approximation equation (8) the ensembles diﬀering at the
level of constraints acting on a specific observable (here energy) diﬀer only by a
simple linear transformation. We will see in the next section and in more details in
Section 6 (Chap. 1) that however the saddle point approximation equation (8) can
be highly incorrect close to a phase transition. In particular, when the canonical
distribution of energy is bimodal, a unique saddle point approximation becomes
inadequate. In this case equation (9) cannot be applied, and equation (7) is the
only possible transformation between the diﬀerent ensembles.
To summarize one should not confuse
• the link between the thermodynamic potential of the intensive and of the
extensive ensemble which is given by a Laplace transform. This Laplace
transform may lead to an approximate Legendre transformation only if the
distribution is normal;
• the exact Legendre transform between the entropy of the intensive ensemble
and the corresponding thermodynamic potential.
This simply corresponds to the fact that the microcanonical and canonical en-
tropies can be very diﬀerent.
2.2. The central limit theorem and phase coexistence
The typical representation of the probability distribution of any generic random
variable depending on a not too small number of degrees of freedom is a Gaussian
distribution. The very general validity of the Gaussian is due to one of the
most important theorems of statistics, the Laplace central limit theorem. Let us
consider an extensive observable E (i.e., energy) that can be written as the sum of
I independent contributions (i.e. the energy of the diﬀerent particles constituting
the system) E =
∑I
i ei, where the ei follow an arbitrary probability distribution
with the unique requirement that the global variance σ2E =
∑I
i(〈e2i 〉 − 〈ei〉2)/I is
finite. Then the central limit theorem states that the distribution of E tends
to a Gaussian distribution with a width linearly decreasing with the number of
degrees of freedom
lim
I→∞p(E) =
1√
2πσ2/I
exp
(
− (E − 〈E〉)
2
2σ2/I
)
· (10)
According to the central limit theorem, at the thermodynamic limit the distribu-
tion of an extensive variable p(E) tends to a δ-function, implying, as we have
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mentioned at the beginning of the section, that the properties of the system
are univocally defined by the value of the intensive parameter that controls the
asymptotic value of 〈E〉 through the appropriate equation of state.
In most cases a few tens of particles are enough for the Gaussian approximation
to be correct, meaning that the limit appearing in equation (10) can be neglected
in practical applications. Another consequence of the central limit theorem is
that the Laplace transform becomes equivalent to a Legendre transform as we
have discussed in the preceding section, leading to the equivalence of statistical
ensembles.
However a situation can occur, in which the probability distribution is bimodal
and never tends to a Gaussian. Such a situation is called a first order phase
transition. This patent violation of the central limit theorem is due to the fact that
phase transitions are associated to long range correlations and the independence
hypothesis between the diﬀerent degrees of freedom breaks down.
Let us illustrate the standard picture of phase coexistence within a simple ex-
ample. Consider a molecular system in the canonical ensemble characterized by
the free energy F = −T ln Z = 〈E〉 − TS. As we have demonstrated in Section 1.3
(Chap. 1) the maximization of the statistical entropy with the energy constraint is
equivalent to the minimization of the free energy. At low temperature a minimiza-
tion of F is approximately equivalent to a minimization of 〈E〉: the equilibrium
state of the system will be given by a compact configuration (a crystal or a liquid)
with free energy FL(A,V). On the other side at high temperature the minimiza-
tion of F corresponds to a maximization of the canonical entropy, which will be
achieved by a disordered rarefied state (a gas phase) with free energy FG(A,V).
Phase coexistence means that at an intermediate temperature the two free energy
solutions are allowed, giving for the total free energy
F(A,V) = FL(AL,VL) + FG(AG,VG), (11)
where AL,VL (AG,VG) are the fractions of total number of molecules A and volume
V belonging to the ordered (disordered) phase
A = AL + AG; V = VL + VG.
The equilibrium sharing of A and V is given by the minimization of the free energy
∂F
∂AL
=
∂FL
∂AL
− ∂FG
∂AG
= 0;
∂F
∂VL
=
∂FL
∂VL
− ∂FG
∂VG
= 0,
implying the equality for the intensive variables conjugated to the mass number
and the volume, namely the chemical potential and the pressure
pL = pG; µL = µG.
This procedure can be generalized to any statistical ensemble. If we consider for
example the microcanonical ensemble, the absence of constraints means that the
thermostatistical potential is directly the microcanonical entropy
S(A,E,V) = ln W(A,E,V) = SL(AL,EL,VL) + SG(AG,EG,VG), (12)
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with the extra conservation law E = EL + EG. The extremization of S respect to V
and A gives again the equality of the chemical potential and pressure for the two
coexisting phases, while the derivative respect to the energy gives
TL = TG,
where we have defined the microcanonical temperature as T−1 = ∂ES in anal-
ogy with the canonical Legendre transform β = ∂〈E〉Sβ (the justification of the
physical meaning of ∂ES as an inverse temperature is postponed to Sect. 4,
Chap. 1). Equilibrium between the two phases is characterized by the equal-
ity of the temperatures.
On the other hand, the conjugated extensive variables are diﬀerent in the two
phases EL < EG. This means that at the transition temperature Ttr = TL = TG the
energy is discontinuous at the phase transition (latent heat).
To summarize, in this standard view first order phase transitions are charac-
terized by
• the presence of two phases in contact;
• a discontinuity in (one ore more) first order derivatives of the thermostatis-
tical potential (energy, volume, mass number...).
To obtain this result we have written the thermostatistical potential as a simple
sum of the contributions of the two phases (Eqs. (11, 12)). This is true only if the
free energy (or entropy) of the interface between the two phases is negligible, i.e.
for large systems interacting through short range forces.
In the next sections we will illustrate this standard view of first order phase
transitions within the Ising model.
The additivity hypothesis of the thermostatistical potential breaks down for
finite systems, and even in the thermodynamic limit if the forces are long ranged.
The far reaching consequences of dropping this approximation will be developed
in Section 4 (Chap. 1).
2.3. The Ising model and its relation to lattice gas
Let us consider an ensemble of N classical spins which can take one of the two
values sk = ±1 on a lattice under the influence of an external magnetic field h and
a constant coupling J between neighbouring sites according to the Hamiltonian
HIS = −h
N∑
k=1
sk − J2
N∑
k j
sksj, (13)
where the second sum extends over closest neighbours.
The Ising model (Eq. (13)) has been originally introduced to give a simple
description of ferromagnetism. In reality the phenomenon of ferromagnetism
is far too complicated to be treated in a satisfactory way by this oversimplified
Ann. Phys. Fr. 29 • No 6 • 2004
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Hamiltonian; however the fact that the Ising model is exactly solvable in 1D and
2D and that very accurate numerical solutions exist for the three dimensional case
makes this model a paradigm of first and second order phase transitions. The
other appealing side of the Ising model is its versatility: introduced to explain
magnetic phase transitions, it is also well adapted to describe fluid phase transi-
tions. Indeed we can show that a close link exists between the Ising Hamiltonian
(Eq. (13)) and the lattice gas Hamiltonian, which is the simplest modelization of
the liquid-gas phase transition
HLG =
1
2m
N∑
k=1
pk2nk − ε2
N∑
k j
nknj. (14)
In the lattice gas model, the same N lattice sites in D dimensions are characterized
by an occupation nk = 0, 1 and by a D components momentum vector 
pk.Occupied
sites (particles) interact with a constant closest neighbour coupling ε.
Because of the transformation nk = (sk + 1)/2, the Ising Hamiltonian HIS can
be mapped into the interaction part HintLG of the lattice gas Hamiltonian HLG. In-
deed let us consider the interaction part of the Lattice Gas partition sum in the
grancanonical ensemble
ZintLG =
∑
n1=0,1
...
∑
nN=0,1
exp(−β(HintLG − µA)),
where A =
∑N
k nk is the total number of particles and β, µ are Lagrange multi-
pliers. With the identification J = ε/2 and h =
(
zε + µ
)
/2, it is easy to show
that the grancanonical partition sum of the lattice gas interaction Hamiltonian is
isomorphous to the canonical partition sum of the Ising model in an external field
β
(
HintLG − µA
)
= βHIS + K,
where K is a constant. This result implies that all results obtained within the
Ising model concerning magnetic transitions can be translated in terms of fluid
transitions and vice-versa. In particular the magnetization m =
〈∑
k sk
〉
/N is related
to the matter density ρ =
〈∑
k nk
〉
/N by m = 2ρ − 1.
3. Mean field approximation and Metropolis
sampling
Even for simplified models such as Ising no analytical solution exists for a number
of dimensions D > 2. This is the reason why mean field solutions have been
developed. The idea of the mean field approximation is to replace the intractable
N-body problem with an approximately equivalent analytical one body problem.
Ann. Phys. Fr. 29 • No 6 • 2004
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Let us illustrate this method on the Ising case. If the Hamiltonian is composed of
one body terms solely
H1b = −
N∑
k=1
hksk, (15)
with hk a generic one body operator, the thermodynamics of the system is solved
in one line. Indeed the partition sum in the canonical ensemble reads
Z1b =
∑
s1= ±1
...
∑
sN= ±1
exp
(−βH1b) =
N∏
k=1
zk =
(
exp
(−βh) + exp (βh))N , (16)
where the last equality holds if hk = h ∀k, and is promptly generalized to the
non-local case.
To reduce the Hamiltonian to a one body interaction, the correlations among
the diﬀerent sites have to be neglected, such that the interaction on a given site de-
pends only of the coordinates of the site. The first part of this section is devoted to
one of the possible applications of this approximation to the Ising model (Sect. 3.1,
Chap. 1) and its consequences for the problem of first order phase transitions in
fluids (Sect. 3.2, Chap. 1). We will see that an equivalent one body problem can be
formulated, and the two body character of the force results in a self-consistency
problem for the equations of state which have to be solved iteratively.
It is important to stress that all mean field approaches are approximations
which, because of the intrinsic lack of correlations, are especially bad in phase
coexistence. In the recent years, the enormous progress of computing machines
has allowed the numerical solution of three dimensional models without any
approximation with Monte-Carlo based methods (Sect. 3.3, Chap. 1). These exact
solutions clearly show the inherent limitations of mean field approaches, as it will
be discussed in Section 4 (Chap. 1).
3.1. Mean field approximation for the Ising model
The interaction acting on the k-th site in the Ising model (Eq. (13)) is hk = h +
J
∑
j sj, where the sum extends over the first neighbours of site k. The simplest
way to obtain a one body term is to assume the spin of the q neighbouring
sites sj constant all over the lattice and equal to the average magnetization sj ≈
〈s〉 = m. With this simplest version of the mean field approximation the exact
interaction is approximated by the interaction the site would experience if the
spin distribution was uniform. The Ising Hamiltonian can then be written as a
one body Hamiltonian
HMF = −
N∑
k=1
hksk + K = −
N∑
k=1
(
h + Jqm
)
sk + K, (17)
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within a constant K which has to be determined by imposing that the expectation
value of HMF is equal to the mean field energy
EMF = −hNm + EintMF = −N
(
hm +
Jq
2
m2
)
, (18)
where the last equality is obtained by writing the interaction energy as
Eint = − J
2
N∑
k=1
∑
jk
〈sksj〉 ≈ − J2
N∑
k=1
∑
jk
〈sk〉〈sj〉 = − J2Nqm
2,
which shows once again that the eﬀect of the mean field approximation is the
neglect of two body correlations. The comparison of equation (18) with the
expectation value of equation (17) leads to the definition of the constant K as
K = JNqm2/2. In fact this energy correction exactly compensates the double
counting of the two-body interaction due to the introduction of the average inter-
action of each spin with all its neighbours. The mean field partition sum, as for
equation (16), is factorized in the product of the individual partition sums of the
diﬀerent sites
ZMF =
∑
s1=±1
...
∑
sN=±1
exp
(−β(HMF)) = zN, (19)
where
z =
∑
s= ±1
exp
(
−β
(
− (h + Jqm) s + Jq
2
m2
))
= 2 exp
(
−β Jq
2
m2
)
ch
(
β
(
h + Jqm
))
,
which leads to a self-consistent equation for the magnetization
m = tanh
(
β
(
h + Jqm
))
. (20)
Equation (20) is represented in Figure 1 in the subcritical, critical and supercritical
regime. If the behaviour of the equation of state for T ≥ Tc = Jq is qualita-
tively similar to the celebrated exact Onsager solution of the two-dimensional
Ising model [6], in the first order phase transition regime the mean field solu-
tion shows a backbending behaviour with a negative susceptibility χ−1 = ∂hm
region. To understand the physical meaning of the backbending, the free energy
F = −β−1 ln ZMF is shown as a function of magnetization in Figure 2 in the h = 0
and h > 0 case. From this figure one can see that the backbending corresponds to
a maximum of the free energy, i.e. an instability. Indeed the coexistence between
the two phases at diﬀerent magnetization cannot be obtained in a mean field
calculation, because of the intrinsic homogeneity hypothesis m = 〈s〉 = const. The
backbending therefore reflects the instability of the homogeneous mean field so-
lution with zero magnetization, respect to the separation into two distinct phases
at m = ± m0. At non zero field the magnetization oriented in the direction of the
Ann. Phys. Fr. 29 • No 6 • 2004
14 Phase coexistence in nuclei
-m0
m
h
-1
1
m0
-m0
m
h
-1
1
m0
T>Tc
T<Tc
T=Tc
T>Tc
T<Tc
T=Tc
A
B
Figure 1. Left side: relation between the average magnetization and the magnetic field at
subcritical, critical and supercritical temperature for the three dimensional Ising model in
the mean field approximation. Right side: Maxwell construction modifying the subcritical
magnetization curve.
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Figure 2. Mean field free energy as a function of magnetization at zero (upper part)
and positive (lower part) magnetic field, for a supercritical (left) and a subcritical (right)
temperature.
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field has the minimum free energy, therefore it will correspond to the unique equi-
librium solution. In the zero field case the two solutions have the same energy.
This implies that every linear combination of these solutions
m(h = 0,T < Tc) = αm0 + (1 − α)(−m0); 0 < α < 1 (21)
will have the same free energy; such a linear combination represents the coex-
istence between the two solutions as we have discussed in Section 2 (Chap. 1),
and corresponds to an horizontal straight line in the F −m and in the h −m plane
(tangent construction), as shown in the right part of Figure 1.
If the lack of correlations of the mean field is cured by allowing a mixed phase
according to equation (21), the usual shape of the phase transition is recovered
(discontinuity in the first derivative of the thermodynamic potential).
To conclude this section we would like to comment the diﬀerence between
a self consistent approach as the mean field approximation and a genuine one
body Hamiltonian as in equations (15, 16). We have shown in Section 1 (Chap. 1)
that the thermodynamics of a system is completely determined once the partition
sum is known, since all thermodynamic quantities can be calculated as successive
derivatives of ln Z. The Hamiltonian entering the mean field approximation of the
partition sum equation (19) diﬀers from the mean field approximation of the Ising
Hamiltonian, because of the constant K which we have been forced to add for the
Hamiltonian to have the correct expectation value. The constant K in the partition
sum represents more than a trivial shift in the energy scale, since K depends on m
which in turn is calculated from ln Z showing the self-consistent character of the
approach. Following equations (15, 16) one could be tempted to define from the
mean field approximation to the Ising Hamiltonian a one body partition sum as
Z1b =


∑
s= ±1
exp
(−β(h + Jqm)s)


N
,
and the question arises whether thermostatistical observables can be obtained
from the successive derivatives of Z1b.
To answer to this question one has to use the formalism of Section 1 (Chap. 1)
and explicitly calculate the statistical entropy
SMF = −
∑
i
pi ln pi = −
∑
i
(
pi
(
−βH(i)1b − ln Z1b
))
= β 〈H1b〉 + ln Z1b,
since the probability distribution for the mean field problem reads pi =
exp(−βH(i)1b)/Z1b. The expectation of H1b is readily calculated as
〈H1b〉 = −N
(
hm + Jqm2
)
= −hNm+ 2EintMF. (22)
The general relation between entropy and free energy −βF ≡ ln ZMF = SMF − βEMF
finally leads to
ln ZMF = ln Z1b + βEintMF. (23)
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Equation (23) shows that, because of the two body interaction, the partition sum is
diﬀerent from the one body partition sum even in the mean field approximation.
In fact the diﬀerence comes from the double counting of the two-body interaction
if the energy is calculated as 〈H1b〉 .
The best way to understand the mean-field approach is to consider mean-field
solutions as a trial state to maximize the entropy completed by the constraints
(S − β 〈E〉), i.e. to variationally estimate the free energy F = −β−1 (S − β 〈E〉) . Then
only the mean-field free energy can be considered as a good approximation of the
exact free energy leading toβF = − ln Z1b−βEintMF which is nothing but equation (23).
3.2. Implications for the liquid-gas transition
We have seen in Section 2.3 (Chap. 1) that the isomorphism between the Ising
model and the lattice gas model implies that all physical results concerning mag-
netic transitions can be easily translated in the fluid language, and applied within
minor modifications to the liquid-gas transition. To this aim the Ising canonical
partition sum Zcan, or free energy F = −β−1 ln Zcan, has to be transformed into the
lattice gas grand-canonical partition sum ZGC, or grand potentialΩ = −β−1 ln ZGC.
If we only focus on the interaction part of the lattice las model, this leads to
exp
(−βΩLG) = exp (−βFIS) exp
(
βN
(
Jq
2
+
µ
2
))
·
In the mean field approximation FIS = −β−1 ln ZMF is given by equation (19), giving
for the lattice gas grand potential
ΩLG
N
=
Jq
2
m2 − 1
β
ln
(
2ch
(
β
(
h + Jqm
))) − Jq
2
− µ
2
·
The total number of lattice sites in the lattice gas framework represents the volume
of the fluid N = V. The equation of state p = β−1∂V ln Z allows to access the
pressure
pLG = −ΩLGV = −εqρ
2 + β−1 ln
1
1 − ρ, (24)
where the last equality is obtained using the magnetization equation of state
(Eq. (20)) and the substitutions m = 2ρ − 1, J = ε/2. Figure 3 shows some
selected isotherms of the fluid equation of state. At subcritical temperatures
T < Tc equation (24) predicts a backbending, which reflects the instability of the
homogeneous mean field solution respect to the separation into distinct phases as
in Figure 1 above. Once again, if a linear interpolation of the liquid and gas volume
solutions is imposed, the usual plateau of the Maxwell construction is recovered
(Fig. 3). The critical point is defined as the ending point of the coexistence zone, i.e.
the point at which the first as well as the second derivative of the equation of state
are zero. Substituting in equation (24) we get ρc = 1/2, Tc = Jq, pc = Tc (ln 2 − 1/2).
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Figure 3. Isotherms in the
pressure versus volume (in cell
units b) plane for the three-
dimensional lattice gas model
in the mean field approxi-
mation with a Maxwell con-
struction of the mixed phase.
The coexistence zone is also
indicated.
3.3. Metropolis simulations
The exact solution of three dimensional Ising-based models can only be achieved
through numerical simulations. The basic principle of a standard Metropolis
simulation can be summarized as follows. Let us consider for simplicity a sin-
gle Lagrange multiplier (i.e. the inverse of a temperature β) with its associated
extensive variable (i.e. an energy E). An exact sampling of the partition sum
Zβ =
∑
n exp(−βE(n)) requires the diﬀerent lattice configurations (or microstates) n
to be sampled with the probability pn = exp(−βE(n))/Zβ, where E(n) is the expecta-
tion value of the corresponding operator on the state (n), here the total energy of
the lattice. Starting with an arbitrary configuration (1) of the spins si, i = 1, . . . ,Ntot,
a second configuration (2) is generated by flipping randomly one of the Ntot spins
of the lattice. If configuration (2) does not violate a conservation law (total mass
conservation if we work in the canonical ensemble), it is accepted according to
the weight
p(2)
p(1)
= exp
(
−β
(
E(2) − E(1)
))
.
The thermodynamics of the model can then be calculated from a direct evaluation
of the partition sum Zβ via an iterative procedure [7]). At a temperature T = β−1,
the number of sampled realizations of the system with an energy E is
N(E) = N
1
Zβ
W(E)e−βE, (25)
where W(E) is the degeneracy of the state and N the total number of sampled
states. An example for a cubic three dimensional lattice gas model in the canon-
ical ensemble with periodic boundary conditions is given in the left part of Fig-
ure 4 [8]. From the comparison of the occupation probabilities at two diﬀerent
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Figure 4. Left: distributions of the canonical events at two temperatures (full lines) as
a function of the energy for a cubic lattice of size L = 6 compared to a random sampling
(dashed line). Right: estimation of the temperature from equation (27) (see text). The
coupling constant  has been fixed to 5.5 MeV.
temperatures T1,T2 one then has
Z1 = Z2
N1(E)
N2(E)
e
−E
(
β2−β1
)
≡ z1(E), (26)
which is valid for all the diﬀerent energy bins.
In order to profit from all the available data, we can compute the partition sum
as a weighted average of the above relation over the various energy bins
Z1 =
∑
E z1(E)
√
N2(E)N1(E)
∑
E
√
N2(E)N1(E)
·
Then, Z1 is obtained iteratively with an initial normalization to the infinite tem-
perature limit where the partition sum is analytical. Indeed if we have A particles
and M lattice sites (canonical ensemble), the β = 0 partition sum is simply
Z0 =
∑
E
W(E) =
M!
A!(M − A)! ·
A check of the precision of this method is shown in Figure 4: once the partition
sum is known, equation (25) can be inverted leading to an a posteriori estimation
of the temperature
T−1 =
1
E
(
ln Z0 − ln Zβ − ln
Nβ(E)
N0(E)
)
≡ βcalc(E), (27)
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via a comparison (presented in the left part of Fig. 4) of the occupation Nβ(E)
at temperature β−1 with the occupation in the infinite temperature limit N0(E),
which is given by a random sampling. Equation (27) is again valid for all energy
bins. The fact that the calculated temperature β−1calc = Tcalc for each energy bin
is independent of E is a strong test of the numerical sampling of the canonical
ensemble, and is demonstrated in the right part of Figure 4. Moreover the fact
that the a posteriori estimation of the temperature Tcalc is statistically consistent
with the input one T, shows the precision of the calculation of the partition sum
that can be achieved with the Metropolis method.
4. Finite systems: getting more from pushing less
In the preceding sections we have defined a first order phase transition as a
discontinuity in the first derivative (or order parameter) m of the thermodynamic
potential F as a function of the control parameter. Such a discontinuity can exist
only in the thermodynamic limit since
• this discontinuity corresponds to phase coexistence according to the equa-
tion (see Sect. 2.2, Chap. 1)
F(αm1 + (1 − α) m2) = αF(m1) + (1 − α) F(m2),
which holds if the free energy per particle is independent of the number of
particles, i.e. if surface can be neglected respect to volume, which is only
possible if the volume goes to infinity;
• if the system is finite the partition sum is a sum over a finite number of
configurations, i.e. an analytic function. As a consequence, its first or-
der derivative 〈m〉 according to the corresponding equation of state cannot
present discontinuities.
For these reasons, it is often stated that phase transitions are only defined for
infinite systems. Following this viewpoint, finite systems can present only smooth
phase changes (cross-overs); to demonstrate the asymptotic existence of a phase
transition a careful study of the behaviour of thermostatistical variables with the
size of the system (finite size scaling [9]) has to be performed; in this context,
finite size scaling is also the only way to determine the order of a transition if one
believes that in finite systems all transitions are smooth.
These considerations are based on analyses where the intensive variable as-
sociated with the order parameter is controlled (i.e. the order parameter is only
measured in average). In such a case, indeed the equation of state are always
smooth in finite system. But what happens in other statistical ensembles?
A fundamental theorem in statistical mechanics, the Van Hove theorem, dem-
onstrated in the next section, guarantees the equivalence between diﬀerent sta-
tistical ensembles at the thermodynamic limit. However, it tells nothing about
finite systems except that the theorem cannot be demonstrated. If this equivalence
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between statistical ensembles would be a good approximation even for finite sys-
tems, an experiment where the order parameter is controlled event by event (e.g.
for the Ising model all events in the statistical sample share the same value of
the magnetization) would lead to the same equation of state as the one obtained
when the conjugated field is imposed to the system, but the magnetization re-
mains free to fluctuate. Then the sudden jump of the magnetization observed in
infinite systems would be replaced by a smooth variation. If this would be true,
the existence of the transition in the finite system could only be proved through
finite size scaling techniques.
This is in fact not the case.
In the next sections we will show that the Van Hove theorem is violated in
first order phase transitions if the system is finite, and this violation can persist
up to the thermodynamic limit in the case of long range forces. A consequence
of that is that it will be possible to give a rigorous definition of phase transitions
even in finite systems, with the prediction (and in some case the experimental
evidence, see Chap. 2) of fancy phenomena as negative heat capacities, negative
compressibilities and negative susceptibilities.
The non-equivalence of statistical ensembles has also important conceptual
consequences. It implies that the value of thermodynamic variables for the very
same system depends on the type of experiment which is performed (i.e. on the
ensemble of constraints which are put on the system), contrary to the standard
thermodynamic viewpoint that water heated in a kettle is the same as water put
in an oven. This point will be discussed in Section 6 (Chap. 1).
4.1. The Van Hove theorem
Let us consider a classical system of distinguishable particles in a volume V.
Let us divide V = mV0 + V1 in m equal boxes separated by a “corridor” of
width b larger than the range of the force such that the interactions among par-
ticles in diﬀerent boxes can be neglected, (see Fig. 5). Let us calculate the grand
Figure 5. Schematic representation of the Van Hove theorem demonstration (left) and the
corresponding inter-particle interaction (right).
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potentialΩ = −T ln Z
Zβµ(V) =
∑
n
exp
(
−β
(
H(n) − µN(n)
))
,
where the sum extends over all the possible configurations of the system. Here
H(n) = K(n)+U(n) (N(n)) represents the energy (number of particles) of the system in
the configuration (n), and β, µ are the associated Lagrange multipliers, the inverse
temperature and the chemical potential respectively. The partition sum results
Zβµ(V) =
∞∑
N=0
αNzNk
1
N!
∫
V
d3Nr exp
(−βU) =
∞∑
N=0
αNzNk Zβ(N,V), (28)
with α = exp(βµ), zk =
(
2mπ/h2β
)3/2
and the canonical partition sum Zβ(N,V) =
(1/N!)
∫
V
d3Nr exp
(−βU) . In the thermodynamic limit N → ∞, V → ∞, V0 → ∞,
V/N → v = cte, the volume of the corridor V1 ∝ mV2/30 can be neglected respect
to the total volume. The contribution to the partition sum of the particles in the
corridor can be neglected too if the interaction is short range, such that only a finite
number of particles (b/a)3 can interact with a given particle. Then if we define the
auxiliary partition sums Z˜β(N,V) and Z˜βµ(V), obtained under the constraint that
no particle is in the corridor, it is easy to demonstrate [10] that asymptotically
Zβµ(V) −→
V →∞
Z˜βµ(V)
Zβ(N,V) −→
V →∞
Z˜β(N,V).
Using once again the fact that the force is short ranged, the grancanonical partition
sum can be factorized as Z˜βµ(V) = (Zβµ(V0))m giving
ln Zβµ(V)
V
−→
V →∞
ln Zβµ(V0)
V0
,
and a similar relation can be established [10] in the canonical case
ln Zβ(N,V)
N
= fN
(V
N
)
−→
N →∞
f (v). (29)
This demonstrates that a thermodynamic limit exists for these systems. Indeed if
the thermodynamic potential per unit volume tends to a constant independent of
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the volume (or the number of particles), the observables distributions PN (A) will
also tend to an asymptotic function
lim
N→∞PN
(A) = p˜
(A
N
)N
·
Equation (29) also implies that in the thermodynamic limit ensembles are equiv-
alent. Indeed if ω = Zβµ(Vi)/Vi for an arbitrary subsystem Vi, this implies that
reduced extensive variables are intensive, i.e. that the asymptotic distribution
p˜(A/N)N has a vanishing width in agreement with the central limit theorem
(Sect. 2.2, Chap. 1). Since ensembles diﬀer at the level of fluctuations, this shows
the equivalence between ensembles.
This equivalence can be demonstrated explicitly by showing that the equation
of state which is defined both in the grancanonical and in the canonical ensemble,
namely p = −∂V ln Z, is the same in the two ensembles [10]. Indeed let us consider
a single box containing n particles. The auxiliary partition sum can be written as
Z˜β(N,V) =
N∑
n=0
Zβ(n,V0)Z˜β(N − n,V − V0). (30)
In the limiting situation in which Z˜β can be confused with Zβ we can write
ln Zβ(N − n,V − V0) = (N − n) fN
(V − V0
N − n
)
≈ (N − n) fN
(V
N
)
+
(
n
V
N
− V0
)
∂v fN
(V
N
)
,
where the expansion to the first order in n is justified by the short range repulsion
of the interaction which guarantees that, if the volume V0 is let to infinity slower
than the total volume V, n is asymptotically small respect to N. Replacing this
expression in equation (30) we get
Z˜β(N,V) = exp
(
N fN(v)
)
≈ exp (N fN − V0∂v fN)
∞∑
n=0
Zβ(n,V0) exp
(
n(v∂v − 1) fN) ,
which gives an implicit equation for ∂v fN
exp
(
V0∂v fN
) ≈
∞∑
n=0
Zβ(n,V0) exp
(
n(v∂v − 1) fN) ,
and finally the equation of state
∂ ln Zβ(N,V)
∂V
=
∂ fN(v)
∂v
=
ln
∑∞
n=0 α
nZβ(n,V0)
V0
=
∂ ln Zβµ(V)
∂V
· (31)
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This demonstrates the equivalence of the equation of state for all values of the
extensive variable V.
An additional problem arises in first order phase transitions, since in this case
the coexistence region is not accessible to the intensive ensemble, and therefore
the right hand side of equation (31) is not defined.
In this case one may wonder whether the ensemble inequivalence may be
preserved up to the thermodynamic limit. We now show that this is not the case,
if the forces are short ranged.
Explicitly let us show that, at the thermodynamic limit, the jump in the ex-
tensive variable observed at the transition point of the intensive ensemble (here
grancanonical) must correspond to a plateau in the corresponding extensive en-
semble (here canonical). We have just demonstrated (Eq. (31)) that in the thermo-
dynamic limit a canonical ensemble (with partition sum Zβ(N,V)) can be seen as
a collection of a number m, eventually going to infinity, of grancanonical ensem-
bles (with partition sum Zβµ(V0)) at equilibrium, i.e. characterized by the same
temperature, pressure and chemical potential. Indeed for a given box i of volume
V0 the ensemble of the other m− 1 boxes can be seen as a particle reservoir (recall
V0 goes to infinity slower than V), leading to a fluctuating number of particles in
the ith box under the constraint of the global conservation law
∑m
i=1 Ni = N. Let
us consider for the global canonical system a density value ρt = N/V lying inside
the coexistence region. This value is inaccessible to the grancanonical ensemble
for which the density jumps at the transition pressure from the ordered phase
value ρL = NL/V0 to the disordered value ρG = NG/V0. The only possibility to
get a total density between ρL and ρG combining grancanonical systems at the
transition pressure and respect the conservation laws, is to mix the pure states ρL
and ρG in linear proportion, i.e. to perform a Maxwell construction.
This shows that the straight line construction in Figure 3 is the physical be-
haviour expected for a first order phase transition in the thermodynamic limit also
if the total number of particles is controlled. This completes our demonstration
of the asymptotic equivalence between statistical ensembles.
It is important to stress that the thermodynamic limit is essential throughout
the whole demonstration, and therefore the equivalence is not guaranteed for
finite systems. In the next section we will show that the violation of the Van
Hove theorem in finite systems leads to the emergence of new thermodynamic
phenomena in first order phase transitions of mesoscopic systems.
4.2. Convexity anomalies and phase transitions
Let us consider the thermodynamics of a first order phase transition in an extensive
ensemble, i.e. in the physical case where the order parameter is a controlled
variable.
A schematic representation of the liquid gas phase transition in the canonical
ensemble is given in Figure 6. Here the order parameter is the particle density
ρ = A0/V. The mean field solution for the free energy f = F(A0,V)/A0 (upper left,
dashed line) at a given temperature shows two minima in the spirit of Landau
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Figure 6. Schematic representation of the liquid-gas phase transition in the canonical
ensemble for an infinite system (left side) and a finite system (right side). The physical
result is given by the full lines. Dashed lines: mean field approximation.
theory, corresponding to a gas-like solution at low density and a liquid-like so-
lution at high density. A tangent construction (upper left, full line) corresponds
to the inclusion in the partition sum of mixed partitions, given by linear combi-
nations of the two solutions. This linear interpolation is only possible in infinite
systems for which we can neglect the role of the interface (the “corridor” be-
tween the two phases); this leads to a plateau in the conjugated intensive variable
µ = ∂F/∂A0 (left part, lower panel). If the system is finite (right part of Fig. 6),
the free energy per particle of the liquid fraction is higher than in the case of
the pure liquid solution because of the increased surface tension; as a result the
free energy of the mixed configuration (upper right) is higher than the tangent
construction, i.e. is a concave function of ρ, giving rise to a backbending in the
chemical potential (lower right) and a negative susceptibility χ−1 = ∂A0µ.
This intuitive reasoning is demonstrated for the lattice gas model in Figures 7
and 8 that show the free energy, chemical potential and pressure obtained from
a canonical three dimensional Monte Carlo simulation for a linear dimension
L = 6 and diﬀerent values of the temperature [8, 11]. The diﬀerent quantities
are calculated as numerical derivatives of the canonical partition sum that is
evaluated from the iterative procedure (Eq. (26)). The convexity anomaly of
the partition sum is observed in the particle density ρ = A0/L3 direction which
represents the order parameter of the transition; ρ can be seen both as a variable
number of particles at fixed volume or as an inverse number of lattice sites at fixed
number of particles. For this reason the same anomalous backbending presented
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Figure 7. Free energy, chemical potential and pressure for a 6 × 6 × 6 lattice gas at
a subcritical temperature. Dashed lines: mean field approximation; symbols: exact
results.
Figure 8. Chemical potential as a function of pressure at diﬀerent temperatures for
a 6 × 6 × 6 lattice gas. Dashed lines: mean field approximation; symbols: exact
results.
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Figure 9. Pressure versus density equations of state for a 6 × 6 × 6 lattice gas exactly
(symbols) and in the mean field approximation (dashed lines). Solid line: coexistence
curve obtained from the loop of the µ(p) diagrams of Figure 8. The coupling constant  has
been fixed to 5.5 MeV.
by the chemical potential is observed in the p(V) equation of state as shown in
Figure 9. All isotherms up to the critical temperature backbend, i.e. show a region
of negative compressibility. In Figures 7, 8 and 9 the dashed lines represent the
mean field approximation discussed in Section 3 (Chap. 1). Not surprisingly, the
mean field badly fails in the phase transition region, while it is close to the exact
result for supercritical temperatures. In particular the Van der Waals loop is still
present (see Fig. 8) at temperatures at which the two phases have merged into one
in the exact calculation. This means that the critical temperature is overestimated
by the mean field approximation because of its intrinsic lack of fluctuations.
It is important to stress that the physical origin of the backbendings and loops
is completely diﬀerent in the exact calculation and in the mean field. In the former
the system inside coexistence presents inhomogeneous partitions that are stable
equilibrium solutions with negative compressibility and susceptibility, while in
the latter the backbending reflects the instability of the homogeneous mean field
solutions respect to phase separation (tangent constructions).
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Figure 10. Schematic representation of a first order phase transition in the microcanonical
ensemble.
The same reasoning as in Figure 6 can be done for the microcanonical en-
semble as schematically shown in Figure 10 [12, 13]. If energy is controlled, the
appropriate thermostatistical potential is the microcanonical entropy. A first or-
der phase transition can be viewed as the sudden opening of a new disordered
phase at a certain threshold energy. The number of states of the disordered phase
grows much faster with energy than the one associated to the ordered phase, and
this creates a convex intruder in the total microcanonical entropy. This convexity
anomaly cannot be cured by a conventional tangent construction because of the
non negligible surface entropy at the interface between the two phases. This
phenomenon is in fact observed in a Monte Carlo simulation of the lattice gas
model in the isobar microcanonical ensemble as shown in Figure 11 [14, 15]. The
convex intruder implies a backbending in the temperature T−1 = ∂ES and a neg-
ative branch for the heat capacity C−1 = ∂ET between two divergences. Density
being the order parameter of the liquid gas phase transition, since the number of
particles is fixed in this calculation (A0 = 216), the volume has to increase with
energy to allow the system explore the partitions belonging to the disordered
phase. To this aim, the calculation shown in Figure 11 are performed at constant
pressure, where pressure is here defined as the Lagrange multiplier conjugated
to the system volume. In this calculation the system volume is assumed to be the
average cubic radius (see Sects. 6.4, Chap. 1 and 1.2, Chap. 2). The corresponding
caloric curves at constant pressure and constant volume are shown in Figure 12.
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Figure 11. Entropy, temperature
and heat capacity for 216 parti-
cles in the microcanonical lattice
gas model at a subcritical pres-
sure. The coupling  is fixed to
5.5 MeV.
Figure 12. Caloric curves at constant pressure (show-
ing a backbending up to the critical pressure) and
at constant volume (monotonically increasing) for
216 particles in the microcanonical lattice gas model.
The isobaric curves show a backbending up to the critical pressure giving a clear
definition of the coexistence zone.
To summarize, we have shown through some selected examples that a first
order phase transition in a finite system is associated to a convexity anomaly
in the appropriate thermostatistical potential; the direction of the anomaly in
the space of observables can be defined as the order parameter of the transition
and the conjugated intensive variable shows a backbending in the coexistence
zone; energetic considerations confirm that this backbending transforms into a
plateau (standard first order phase transition) if surfaces are negligible in the
global energetic of the infinite system in agreement with the Van Hove theorem.
In particular in the microcanonical ensemble adding energy to the system
can cause its temperature to decrease, and we have intuitively associated the
observation of negative heat capacity with the sudden opening of a disordered
collective channel [16]. To clarify the link between channel openings, phase
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transitions and negative heat capacities, in the next sections we will consider
some simple analytical equilibrium models that exhibit negative heat capacity.
4.3. Interacting particles in harmonic potentials: the classical
case
To see the link between the opening of a channel and negative heat capacity, let us
consider the simple example of A classical particles in two harmonic oscillators
of diﬀerent frequency ω1, ω2 such that the particles in the first oscillator interact
all with a constant coupling ε, while they are free in the second one. This model
can be seen as a schematic representation of the liquid-gas phase transition. The
Hamiltonian reads
H =
∑
i=1,2
Ai∑
k=1
p2k
2m
+
1
2
kix2k + εA1 (A1 − 1) , (32)
where Ai is the number of particles in the ith oscillator. The entropy of such
a system is exactly calculable. Indeed the number of states with energy e ≤ E
accessible to a particle in an harmonic oscillator with frequency ω =
√
k/m is
Ω(E) =
∫
σ(E)
dxdp
h
=
2πE
hω
,
where σ(E) is the surface in phase space defined by the iso-energy curve p2/2m +
kx2/2 = E. Similarly the number of states with energy e ≤ E accessible to A
particles will be given by
ΩA(E) =
( 2
hω
)A
V2A
(√
E
)
,
where Vn(x) is the volume of an hypersphere in n dimensions with radius x. The
state density W(E) = dΩ/dE results
WωA(E) =
( 2π
hω
)A EA−1
(A − 1)! ·
This formula can be generalized to the case of A1 (A2) particles in the oscillator
at frequency ω1 (ω2) such that the total sum gives A, i.e. the case (32) with no
interaction, ε = 0 :
ΩA(E) =
A∑
A1=0
A!
A1!(A − A1)!
( 2
hω1
)A1 ( 2
hω2
)A−A1
V2A
(√
E
)
WA(E) =
(2π
h
)A EA−1
(A − 1)!
( 1
ω1
+
1
ω2
)A
, (33)
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which is equivalent to a unique oscillator at an eﬀective frequency,ω−1e f = ω
−1
1 +ω
−1
2 .
The entropy of this model S(E) ∝ ln(E) is a regular function of positive concavity.
Equation (33) shows that the possible existence of the system in two configurations
of diﬀerent density does not imply a phase transition. However if we introduce
an interaction in the first oscillator (ε  0), the situation drastically changes.
Indeed in this case to have a total energy E, the energy of the A1 +A2 independent
particles that enters the hypersphere volume has to be E − εA1(A1 − 1) and the
sum in equation (33) becomes
WεA(E) =
A∑
A1=0
(
A
A1
) (
ω1
ω2
)A−A1
Wω1A (E − εA1 (A1 − 1)) . (34)
If the second oscillator is suﬃciently soft, the microcanonical entropy presents a
convex intruder leading to a backbending of the caloric curve and negative heat
capacity as shown in Figure 13. The same anomaly observed in the density of
states is present in the average kinetic energy (dashed line in Fig. 13), showing
Figure 13. Temperature and heat capacity for the classical two oscillator model in the
subcritical regime. Full curves: derivatives of the entropy. Dashed curve: average kinetic
energy per degree of freedom.
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that the convex intruder corresponds indeed to a physical cooling of the system
(see Sects. 4.7 and 7.4, Chap. 1 for a deeper discussion on this subject).
From this analytical example of the occurrence of a negative heat capacity, we
can come to the following conclusions:
1. negative heat capacity is not an artifact of imperfect numerical simulations:
a C < 0 system can be thermodynamically stable;
2. the existence of two diﬀerent kinds of states for a system appears as a phase
coexistence only if their respective level densities are suﬃciently diﬀerent
(for instance particles interacting only in the low energy phase (ε > 0) and a
much higher volume (ω1/ω2 large) available for the high energy phase) so
that their addition presents a concavity anomaly;
3. if the average energy of the two phases is not the same (i.e. energy is an
order parameter) a finite isolated system in equilibrium at phase coexistence
presents a negative heat capacity.
4.4. Interacting particles in harmonic potentials: the quantum
case
In the classical model we have studied, the presence of a back bending in the caloric
curve is indisputable. However, one may worry about the generality of such a
statement. Do such anomalies also exist in quantum systems, or is this definition of
phase transition restricted to classical systems? In order to address this question,
we can solve the quantum analog of the model of Section 4.3 (Chap. 1). Let
us consider again A particles which can jump from one harmonic oscillator to
another. In the first one all particles interact while in the second one they are free.
The curvature of the second well plays the role of a confining potential, similar to
a pressure. The corresponding Hamiltonian reads
Hˆ = ω1
(
Nˆ1 − A12
)
+ ω2
(
Nˆ2 − A22
)
− ε
(
Aˆ21 − A2
)
with the operators
Nˆi =
A∑
n=1
δiin
(
ana+n
)
Aˆi =
A∑
n=1
δiin
where in is the harmonic well occupied by the particle i, and we have neglected for
simplicity the energy shift εAˆ1. Using this Hamiltonian we can compute the level
density and its associated entropy. To simplify the calculation we have chosenω1,
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Figure 14. Microcanonical entropy, temperature and heat capacity for the two quantum
oscillators model in the subcritical regime.
ω2 and ε to be commensurable, ω2 = ω1/λ and ε = ω1/µ. The energy results
E
ε1
= N1 − A12 +
A2 − A21
µ
+
N2
λ
− A − A1
2λ
· (35)
In a harmonic oscillator the number of states associated with N1 quanta carried
by A1 particles is
(
N1 − 1
A1 − 1
)
so that for the double oscillator system this corre-
sponds to
WA (E) =
(
A
A1
) (
N1 − 1
A1 − 1
) (
N2 − 1
A − A1 − 1
)
.
Then, we can compute the temperature and the associated heat capacity (see
Fig. 14). We observe that the system indeed presents an anomaly in the curvature
of the entropy. Back-bending and negative heat capacities automatically follow.
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4.5. Phase transitions versus channel openings
In the last section we have associated a phase coexistence in the bulk, to the
existence in the finite system of (at least) two kinds of states that diﬀer in their
respective level densities. If the microscopic origin of a first order phase transition
can always be traced back to the opening of a new channel as a function of the
order parameter (see Sect. 6.8, Chap. 1 for a formalization of this statement), it
is however important to observe that not all channel openings are associated to
phase transitions in the thermodynamic limit. A typical example in molecular and
cluster physics is given by isomerization, that may lead to accidents in the con-
cavity of the entropy without being connected to a phase change in the bulk [17].
In order to clarify the physics involved in the backbending of the caloric curve,
let us consider the simplest possible case: the state change from one dimer to two
monomers. This is a system with only two particles in a box of volume V, which
can exist in two states:
• a bound system of mass 2m bounded by an energy −with a state density
Wbound (e) =
π3/2
(
3
2
)
!
V
h3
(4m(e + ))3/2 θ(e + );
• a state with two free monomers corresponding to
Wfree (e) =
π3
3!
(V
h3
(2me)3/2
)2
θ(e).
The total density of states is Wtot =Wbound+Wfree. As it can be seen from Figure 15,
at suﬃciently low density (i.e. large volume) the microcanonical entropy presents
a convex intruder characteristic of a first order phase transition.
The extension of this model to a larger and eventually infinite number of
constituents is straightforward. Indeed, if only two body bounds are allowed in
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Figure 15. Entropy as
a function of the volume
and the total energy for
the state change from one
dimer to two monomers.
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a system of N particles, we can write for the density of states
Wtot(e) =
N/2∑
k=0
(
N
2k
) (
2k
2
)
c3kc3(N−2k)wN−2km,V (e + k)w
k
2m,V(e + k)θ(e + k),
where c2n = πn/n! and wm,V(e) = V(2me)3/2/h3. As it can be seen from Figure 16,
the anomaly in the entropy disappears going towards the thermodynamic limit,
similarly to the ionization phenomenon which is known to present a smooth
cross-over from a dimer gas to a plasma without going through a phase transition
region. This behaviour is due to the fact that the distance between the succes-
sive thresholds (measured in energy per particle) is a decreasing function of the
number of constituents.
20 15 10 5 0 5 10
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Figure 16. Entropy as a func-
tion of energy for the state
change from one dimer to two
monomers for V = 200 and a
number of constituents N =
22. Thin lines: channels cor-
responding to the breaking of
each pair; thick line: total en-
tropy.
If, on the other hand, we allow many body correlations connecting together
an arbitrary number of particles to form a polymer (or liquid-like state), the state
change observed in the two body system would converge to a liquid gas phase
transition. From this simple example we can get an intuitive understanding of
the microscopic origin of phase transitions. A channel opening in a finite system
corresponds to a phase transition in the bulk if
• it is sudden enough to lead to a convex intruder in the entropy,
• and the corresponding order parameter is an observable collective enough
to scale linearly with the number of constituents.
A more rigorous demonstration of this point will be given in Section 6.8 (Chap. 1).
4.6. Surface tension and negative heat capacity
We have seen that C < 0 is a generic feature of finite systems at coexistence, and
is expected to disappear at the thermodynamic limit (at least if the interactions
are short-ranged, see Sect. 5, Chap. 1). One can ask how much this behaviour is
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confined to the microscopic world: how small a system has to be, for the convex
intruder to be sizeable? To answer to this question, let us consider the macroscopic
analytical example of a liquid drop in equilibrium with its vapour [18].
The bulk free energy of an incompressible liquid can be parametrized in the
spirit of the Landau theory as F = F0+Nk(v−v0)2/2, where k is the compressibility,
v the reduced volume v = V/N = ρ−1 and v0 the saturation point. For a finite liquid
drop one needs to introduce an additional term coming from the surface tension
σ, leading to the free energy per particle of the drop fL = f0+k(v−v0)2/2+σsN−1/3,
where the surface coeﬃcient s = SN−2/3. The free energy of the vapour can
be analytically calculated under the approximation that the vapour is an ideal
classical monatomic gas. For N indistinguishable non interacting particles in a
volume V we have Z = zN/N! with the single particle partition sum
z = V
1
h3
∫
d3p exp
(
−β p
2
2m
)
= V
(
m
2πβ2
)3/2
,
which finally gives for the free energy per particle
fG = −T ln v − 32 T ln T + K.
The free energies of the two phases are schematically shown in Figure 17. Phase
coexistence implies the equality between the two partial pressures ∂v fL = ∂v fG
which gives the usual tangent construction (dashed line). The finiteness of the
system appears in the constraint of mass conservation. As we increase v we dive
Figure 17. Schematic representation of the free energy of a liquid drop of diﬀerent sizes
(parabolic curves) in equilibrium with its vapour.
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inside coexistence with an increased proportion of the vapour fraction respect to
the liquid fraction; this leads to an overall increase of the free energy of the drop,
and a consequent increase of the slope of the tangent construction as a function
of v. The net result is a convexity anomaly of the free energy, i.e. a negative
compressibility. The backbending in the p(v) equation of state can be analytically
calculated using the Clapeyron equation
dp
dT
=
∆h
(vG − vL) T ,
where the enthalpy of vaporization per particle is given by ∆h = ∆h0 − 3csvL/r, cs
is the surface energy coeﬃcient, and r = r0A1/3 is the drop radius. Assuming the
bulk vaporization enthalpy ∆h0 as well as the specific volume of the drop vL as
constant, the Clapeyron equation can be directly integrated giving
p = pbulk exp
(3csvL
rT
)
, (36)
which grows as the drop radius decreases (and consequently the specific volume
increases), showing that the compressibility is negative at coexistence even for
macroscopic droplets, while the plateau is recovered in the bulk limit. The equality
between the liquid pressure (Eq. (36)) and the vapour pressure p = T/vG gives
p0 exp
(
−∆h0
T
+
3csvL
r0A1/3T
)
=
T(Atot − A)
V − AvL ,
where A is the mass number of the droplet and Atot is the total mass of the system
(droplet plus vapour) and a strict mass conservation has been implemented. If
we introduce the vapour fraction x = 1 − A/Atot and the reduced temperature
τ = T/∆h0, the relation between τ and x (which is monotonically correlated to the
energy) at constant volume can be written as
c1 − 1τ +
c2
τ(1 − x)A1/3tot
= log τ + log
x
1 − c3(1 − x) · (37)
Here c1 = log(p0/ρ∆h0), c2 = 3csvL/r0∆h0, c3 = ρvL contain the specific features
of the physical system under study and are linked to its bulk pressure, surface
properties and to the system volume respectively. In the thermodynamic limit
Atot → ∞ the relation between the temperature and the vapour fraction (i.e. the
caloric curve) equation (37) is monotonic in the physical domain 0 < x < 1 for
all physical values of the constants as expected. For finite systems the equation
of state can present a backbending with an amplitude depending on the value of
the parameters c1, c2, c3. An example is given in Figure 18 for c1 = 1, c2 = 0.25,
c3 = 0.1. The quantity c1 represents a global shift and does not influence the
monotonic character of the equation of state. The quantity c2 governs the speed of
convergence towards the thermodynamic limit while the influence of c3 is shown
in the right part of Figure 18. The backbending progressively decreases with the
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Figure 18. Equation of state of a liquid droplet in equilibrium with its vapour from
equation (37). Left side: reduced temperature as a function of the vapour fraction for
diﬀerent sizes of the system. Right side: vapour fraction interval of the negative heat
capacity region as a function of the size of the system. Full line: same total density as in
the calculation of the left panel; dashed (dotted) line: higher (lower) density.
increasing size of the system, but this phenomenon is not specific of very small
droplets only. In order to quantify the evolution towards the thermodynamic limit
one may study the variation of the extension of the backbending region with the
size of the system. To this aim, we have represented the vapour fraction interval
corresponding to the slope inversion of the equation of state in the right part
of Figure 18. The monotonous correlation between the energy and the vapour
fraction assures that the backbending in x corresponds to a backbending in energy,
i.e. the adimensional quantity ∆x is directly correlated to the energy jump in the
backbending region. The clear power law behaviour as a function of the total mass
of the system shows that the energy jump goes to zero only at the thermodynamic
limit.
This schematic example shows that, even in standard first order phase tran-
sitions (here we have a volume jump at the transition pressure in the thermody-
namic limit, see Eq. (36)) we can observe transient backbending behaviours (here
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the caloric curve Fig. 18) that converge to a monotonous equation of state [19].
More important, the convexity anomalies associated to first order phase transi-
tions can be relevant even on a mesoscopic scale. An interesting consequence of
that is that the value of physical observables can be drastically diﬀerent in the
diﬀerent ensembles still at a mesoscopic scale. As an example, a caloric curve is
always by definition monotonic in the canonical ensembles while we have seen
that temperature can decrease for increasing excitation if the system is isolated.
Of course the quantity called temperature is not defined in the same way
in the two ensembles; as long as ensembles are not equivalent and β  ∂E ln W
we can wonder whether ∂E ln W still represents the physical temperature of the
system: does the anomaly that we have analytically recognized in the density of
states really imply that pumping energy out of a system heats it up, or is it rather
a mathematical curiosity? This question, addressed in the next section, can of
course be generalized to any intensive variable conjugated to an order parameter
in a generic first order phase transition.
4.7. What is temperature? (I)
We all know that the second law of thermodynamics states that temperature
measures the increase rate of entropy, dS = δQ/T where Q is the (disordered)
thermal energy we have called E in these lectures. Let us show that the rate of
entropy is indeed the response of a thermometer loosely coupled to the system
under study. In such a case, loosely coupled means that the states of the total
system are the independent tensorial products of the states of the thermometer
times the one of the system. Moreover, the total energy is also simply the sum of
the two partial energies.
From a macroscopic point of view, the equilibrium between the system and the
thermometer requires the total entropy Stot = Ssys + Stherm to be a maximum under
the constraint of the total energy Etot = Esys + Etherm. The definition T−1 = dS/dE
leads then to the equality of temperatures for the system and the thermometer,
Tsys = Ttherm in agreement with the zeroth’s law of thermodynamics.
However we have also seen in the first chapter that starting from the same
Shannon information kernel many diﬀerent entropies exist, according to the dif-
ferent constraints that define the equilibrium under study. The various entropies
only converge toward a unique quantity at the thermodynamic limit, if this latter
exists. On the other side the quantity that backbends is only the microcanonical
temperature T−1 = d ln W/dE. We therefore ask the question whether a physical
thermometer applied to an isolated system measures the microcanonical temper-
ature, i.e. whether the negative heat capacity discussed above is a real measurable
physical phenomenon. A thermometer by definition loosely interacts with the
system. This means that if a thermometer (of energy Etherm) is put into a sys-
tem (of energy Esys), Etherm and Esys can be considered as independent variables.
The ensemble of system plus thermometer is isolated with a total energy Etot,
therefore the equiprobability of microstates and the factorization of the Hilbert
space into the system and thermometer parts, leads to the equilibrium probability
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distribution for the thermometer energy
pEtot(Eth) =
Wth(Eth)Wsys(Etot − Eth)
Wtot(Etot)
, (38)
where Wth (Wsys) is the number of states of the thermometer (system) and where
Wtot(Etot) =
∫
dEthWth(Eth)Wsys(Etot−Eth) is the number of states of the total system
(thermometer + system). Temperature is then defined as the response of the
thermometer in the most probable state; if we maximize the probability (38) we
get
d ln Wth
dEth
=
d ln Wsys
dEsys
, (39)
which shows that the quantity shared at the most probable energy partition, is
indeed the microcanonical temperature.
This result is not in contradiction with the standard idea that for a thermostat,
the physical temperature is the intensive variable conjugated to the energy, i.e. the
(inverse of the) β Lagrange multiplier. Indeed if we consider a thermometer inside
a thermal bath, its most probable energetic state will be given by the maximum
of the canonical distribution of energies
p(Eth) =Wth(Eth) exp(−βEth)/Zβ,
which gives an energy Eth such that ∂E ln Wth
(
Eth
)
= β.
Equation (38) shows that from a microscopic point of view the temperature
is indeed an ensemble property: the properties of a thermometer fluctuate from
event to event. Only at the thermodynamic limit (for both the system and the
thermometer) the fluctuations will be reduced to zero, and the distribution of
thermometer responses to a unique value.
An example of thermometer is given by the kinetic energy: indeed for a
classical system (Eq. (38)) holds with Esys = Epot and Eth = Ekin. Equation (39)
then implies that the most probable kinetic energy measures the microcanonical
temperature.
5. A “typical” finite system: the explosion
of a supernova
In the previous chapter we have shown that negative heat capacities systematically
occur in first order phase transitions of finite systems, when energy is an order
parameter. From an historical point of view however, the problematics linked
to negative heat capacity has started in the early seventies in a very diﬀerent
context, namely as a specificity of self-gravitating systems. Indeed a star that has
exhausted its nuclear fuel radiates (i.e. loses energy) and heats up because of the
gravitational contraction, i.e. behaves as a negative heat capacity system. Such a
thermodynamic interpretation of the last steps of stellar evolution was considered
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as a triviality by the astronomers and as a absurdity by thermodynamicists. Let
us summarize the two opposite arguments here.
• The astronomers’ point of view. If we consider an isolated system with a
potential energy ∝ r−n, the virial theorem states
2Ekin + nEpot = 0. (40)
In the case of the gravitational potential n = 1 and we get for N particles
Etot = −Ekin = −3/2NT which implies C = −3/2N < 0, showing that a
self-gravitating object has always C < 0.
• The thermodynamicists’ point of view. For a generic equilibrated system in
the canonical ensemble
C = −β2 d〈E〉
dβ
= β2
〈
(E − 〈E〉)2
〉
> 0, (41)
showing that the heat capacity corresponds to the energy fluctuation which
cannot be negative.
In the following sections we will show that both statements are incorrect, and
that negative heat capacity in macroscopic self-gravitating systems is a physical
equilibrium phenomenon exactly equivalent to the first order phase transitions in
finite systems studied in the last chapter.
Indeed a mesoscopic boiling droplet and an collapsing (or exploding) star are
very similar in the sense that in both cases the size of the system is comparable to
the range of the force.
5.1. C < 0 in self-gravitating systems and the gravothermal
catastrophe
The confusion arising from the two contradictory arguments about the sign of the
heat capacity was increased by the famous gravothermal catastrophe predicted
first by Antonov [20] from the study of the extrema of the microcanonical entropy
of a self-gravitating object in the mean field approximation as a function of the
one body matter density. The one body Shannon entropy reads
S = −
∫
d3rd3p f (
r, 
p) ln f (
r, 
p).
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The microcanonical equilibrium can be found as usual, by maximizing the entropy
in a fixed volume V under the particle number and energy constraint (see Sect. 1,
Chap. 1)
0 = dS − αdN − βdE
N =
∫
d3rd3p f (
r, 
p)
E =
∫
d3rd3p
p2
2m
f (
r, 
p) − Gm
2
2
∫
d3rd3pd3r′d3p′
f f ′
∣
∣
∣
r − 
r′
∣
∣
∣
·
The result is a self-consistent equation for the equilibrium one body matter density
ρ(
r) =
∫
d3p f (
r, 
p) that can be solved to give the density contrast ρc/ρe between
the center and the surface of the box. The result is that the density contrast is an
increasing function of the volume. Figure 19 shows an exact calculation of this
problem by Lynden-Bell for the case of identical hard spheres [21]. For extremely
large volumes ρc/ρe > 709 the extremum of the entropy is a minimum meaning
that no equilibrium solution exists in this case (Antonov gravothermal catastro-
phe). This result looks particularly strange since the instability provoked by the
gravitational potential does not appear when the box is too small (and the inter-
action energy is strong) but when the box is too large (and the interaction energy
is loose). Moreover for intermediate boxes 32.2 < ρc/ρe < 709 the extremum is a
maximum, i.e. the solution is stable, but the heat capacity contains a pole and a
negative branch, which traditionally was associated to an instability (see Sect. 3,
Chap. 1).
Figure 19. Microcanonical heat capacity as a function of the density contrast for hard
spheres with gravitational interactions. Reprinted by permission from Blackwell Pub-
lishing Ltd [D. Lynden-Bell, Monthly Not. Roy. Astr. Soc. 138, 495 (1968)], copyright
2005.
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5.2. Solution of the Antonov paradox
The disagreement between the gravothermal catastrophe and equation (41) clearly
implies that the Van Hove theorem (see Sect. 4.1, Chap. 1) is violated. This can
only be due to the long range of the force. The incoherence with the virial theorem
(Eq. (40)) can be explained by considering that if we are dealing with N particles
the density of states (see Sect. 4.3, Chap. 1)
W ∝
∫
d3Nr


E −
∑
i j
mimj
rij


3N/2
diverges unless a short range cut-oﬀ and a constraining potential (or boundary
condition) are introduced. This means that the virial theorem has to be corrected
for the short range repulsion and for the boundary condition. A schematic mod-
elization of this problem has been proposed by Thirring as a constant interaction
among all particles inside a volume V0 < V and no interaction outside [22]. This
model is equivalent to the two coupled harmonic oscillator problem proposed in
Section 4.3 (Chap. 1). The finite liquid drop of Section 4.3 (Chap. 1) is now an
infinite star, while the saturated vapour corresponds to the star atmosphere. As
for the model (Sect. 4.3, Chap. 1), for the two boxes model a C < 0 is found [22]
whenever the diﬀerence between the two volumes is important, i.e. for big total
volumes, in agreement with the Lynden-Bell result [21]. Following the reason-
ing of Section 4 (Chap. 1), we can then associate the C < 0 regime to a phase
coexistence between the star and its atmosphere that stabilizes the stellar nuclear
plant, and the gravothermal catastrophe to a first order phase transition when the
nuclear fuel is exhausted.
If we consider the generic case for the interaction in the dense phase E = εNγ
we can study the eﬀect of the range of the force on the heat capacity in the ther-
modynamic limit. The resulting caloric curves are given in Figure 20 [22]. In
agreement with Section 4 (Chap. 1), we can see that the negative heat capacity
disappears at the thermodynamic limit for short range interactions (γ = 1) but all
ranges γ > 1 lead to a backbending that is preserved when N → ∞, i.e. this phe-
nomenon is not specific of the gravitational interaction. We can also understand
why the same phenomenology appears in self-gravitating macroscopic systems
and in small short ranged systems, as long as the range of the force is comparable
with the linear dimension of the system.
5.3. Thermal contact between C < 0 systems
Phase coexistence in standard macroscopic thermodynamics is a trivial phe-
nomenon: the tangent construction implies that the thermodynamic properties
of phase coexistence are completely determined by the properties of the corre-
sponding pure phases. On the other hand if surfaces cannot be neglected respect
to bulk properties (i.e. if the system is finite or the interaction is long range), new
unexpected phenomena peculiar to the coexistence phase appear, as negative
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Figure 20. Caloric curves in the subcritical regime for diﬀerent ranges of the interaction.
From W. Thirring [Z. Phys. 235, 339 (1970)], reprinted with kind permission of Springer
Science and Business Media.
compressibility or negative heat capacity. The peculiar thermodynamic proper-
ties of the coexistence phase can be better understood if we consider in some
detail the problem of thermal contact between C < 0 systems.
Let us consider a system with C1 < 0 in thermal contact with a second system
with a heat capacity C2. Let us distinguish some diﬀerent cases.
1. If C2 < 0 no equilibrium is possible between the two systems. Indeed if
T2 > T1 energy will be transferred from system (2) to system (1) and system
(2) will get even hotter while (1) becomes even cooler. This implies that it
is not possible to divide a C < 0 system into two parts each with C < 0; in
other words C < 0 systems are not extensive.
2. A thermal equilibrium is possible if the C1 < 0 system is in contact with a
C2 > 0 system small enough such that C2 < |C1|. In this case the temperature
increase of the initially slightly hotter system (1) is compensated by sys-
tem (2) which has positive heat capacity and receives energy, and therefore
increases its temperature more rapidly; a final equilibrium state will then
be achieved with Teq > max (T1,T2). In particular if the two systems are
independent, we can write for the microcanonical distribution of energy E1:
ln PE (E1) = S1(E1)+S2(E2)−Stot(E) where E = E1+E2. The stability condition
(i.e. the curvature of ln P around the extrema) can then be written as
d2Stot
dE21
= − 1
2T2
( 1
C1
+
1
C2
)
< 0, (42)
where T1 = T2 = T is the equilibrium temperature (the microcanonical
temperature associated with the most probable energy partition). This is
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the case of a living star: the central part has C1 < 0, the surface has C2 > 0,
the global system (or coexistence phase) has C = C1 + C2 < 0 and is stable,
since the core transfers energy to the atmosphere in the form of radiation.
The gravothermal catastrophe occurs when C = 0 (see Fig. 19), when the
gravitational contraction cannot be stopped by nuclear reactions leading to
the whole well-known phenomenology of stellar collapse [23, 24].
3. A C < 0 system cannot reach thermal equilibrium with a thermostat. Indeed
if (1) is much smaller than (2) (Eq. (42)) is violated and the total entropy is
a minimum. This implies that a negative heat capacity is impossible in the
canonical ensemble coherently with equation (41): the C < 0 system in con-
tact with a thermal bath stops to hesitate between the two coexisting phases
and jumps to its stable equilibrium state, i.e. makes a phase transition. These
considerations allow to gain an intuitive understanding of the fact that the
C < 0 of a boiling liquid drop (see Sect. 4, Chap. 1) transforms into a plateau
when a water kettle is put on a gas cooker in the macroscopic world. Indeed
any microscopic portion of the boiling portion once isolated would appear
as a microcanonical C < 0 system; the thermal contact with the rest of the
system (which can be considered a thermostat because of the short range of
the interaction) forces the otherwise stable C < 0 system to choose between
the liquid and the gas solution, giving rise to the Maxwell construction.
All we have discussed in this chapter has been presented in the early seventies;
it may be surprising then that negative heat capacity has not been recognized
at this time as a general paradigm of phase coexistence in non-extensive (finite
or infinite) systems. Indeed it is only in the recent years, following the success
of the experimental application of these ideas to mesoscopic systems (see the
second part of this work) that these concepts have been developed further. The
conceptual diﬃculty of accepting a stable equilibrium with negative heat capacity
is due to diﬀerent reasons.
First, the inhomogeneity of the star makes it diﬃcult to consider it as a single
thermodynamic object; following the reasoning of Section 4 (Chap. 1) we however
understand that on the contrary this inhomogeneity is an essential feature of the
thermodynamics of coexisting phases.
Moreover the fact that the energy exchange between the star and the atmo-
sphere consists in radiation (taking their energy from nuclear reactions) makes
the problem an out of equilibrium transport problem.
Most important, the fact that it is not possible to define a canonical equilibrium
for a C < 0 system means that the validity itself of such an equilibrium is not easy to
understand: how can one speak of temperature in the absence of thermal contact,
and what is in this case the meaning of a temperature decrease with increasing
energy? We have already discussed the problem of the physical meaning of the
microcanonical temperature in Section 4.7 (Chap. 1); let us just recall here that if a
C < 0 cannot be put in contact with a thermostat, on the other hand a thermometer
put in a C < 0 system is perfectly well defined, and measures the microcanonical
temperature. This is the case 2 of the discussion above (with C1 < 0 and C2 < |C1|).
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6. Abnormal topology of event distributions
In most textbooks the equivalence between the diﬀerent statistical ensembles is
either postulated or demonstrated at the thermodynamic limit through the Van
Hove theorem (see Sect. 4.1, Chap. 1).
In the previous chapters we have shown that ensembles may not be equiv-
alent. For finite systems, two ensembles which put diﬀerent constraints on the
fluctuations of the order parameter lead to very diﬀerent equations of states close
to a first order phase transition. As an example, the microcanonical heat capacity
may diverge to become negative while the canonical one remains always positive
and finite (see Sect. 4.2, Chap. 1). In Section 5 we have moreover seen that such
inequivalences may survive at the thermodynamic limit for systems involving
long range forces.
In this chapter we will try to formalize all these findings looking at the general
properties of the order parameter distribution. This will allow us to propose a
definition of phase transitions in finite systems also for intensive ensembles (i.e.
ensembles where the order parameter is not controlled on an event by event basis)
based on topology anomalies of the event distribution in the space of observations.
We will show in the next sections that this generalizes the definitions based on
the curvature anomalies of thermostatistical potentials presented in Section 4
(Chap. 1). Such a definition gives a clear understanding of the physical meaning
of an order parameter as the best variable to separate the two maxima of the
distribution, and can be directly used experimentally (see Sect. 4.1, Chap. 2).
In Sections 6.7, 6.8 and 6.9 (Chap. 1), we will come back to the problem of the
thermodynamic limit. If the order parameter is suﬃciently collective, the topo-
logic anomaly represented by the state change of the finite system may survive
until the infinite volume and infinite number limit. Looking at the distribution
of zeroes of the partition sum in the complex Lagrange parameter plane we will
demonstrate in Section 6.8 that this requirement is equivalent to the Yang Lee
unit circle theorem [25] that connects the finite size state density anomaly to the
bulk phase transition. Finally in Section 6.9 we will briefly analyze the conceptual
consequences of an ensemble inequivalence preserved up to the thermodynamic
limit as in the case of the gravitational interaction: based again on the topo-
logic properties of the order parameter distribution, a suﬃcient condition will be
worked out for the failure of standard macroscopic thermodynamic approaches
to first order phase transitions.
6.1. Negative heat capacity and bimodal energy distributions
Let us first concentrate on finite systems. To begin we will consider the specific
example of the microcanonical and the canonical ensemble, characterized by the
energy E and the temperature β−1 respectively.
Ann. Phys. Fr. 29 • No 6 • 2004
46 Phase coexistence in nuclei
In Section 4.7 (Chap. 1) we have shown that the extrema of the probability
distribution in the canonical ensemble
Pβ(E) = exp(S(E) − βE − log Zβ)
are given by the equation
T−1 ≡ ∂ES
(
Eβ
)
= β. (43)
If this extremum is unique, we can perform a saddle point approximation around
the most probable energy Eβ leading to the average energy
〈E〉β =
∫
dEEe−
(E−Eβ)2
2C gβ(E − E), (44)
with gβ(x) = c0 + c3x3 + c4x4 + . . . If Pβ is symmetric, 〈E〉β = Eβ and T−1(〈E〉) = β
meaning that the microcanonical caloric curve T(E) exactly coincides with the
canonical one β−1(〈E〉). If the distribution is not symmetric some corrective terms
arise: 〈E〉β = Eβ + δβ, where δβ =
∫
dx x exp(−x2/2C)g˜β(x) = 3c3
√
2πC5 + . . . with
g˜β the series of the odd terms of gβ. However, the shift δ is in most cases small, so
that when Pβ has a unique maximum the ensembles are almost equivalent even
for a finite system. The same approximation can be applied to the partition sum,
which is linked to the entropy by an exact Laplace transform
Zβ =
∫
dE W(E)e−βE
leading to
Zβ ≈W(E)e−βE ≈W(〈E〉)e−β〈E〉,
which corresponds to a simple linear transformation between the thermodynamic
potentials, i.e. an approximate Legendre transform
ln Zβ ≈ ln W(〈E〉) − β〈E〉·
As we have already mentioned in Section 2.1 (Chap. 1), this expression has not to
be mixed up with the true (and exact) Legendre transform ln Zβ = Sβ(〈E〉) − β〈E〉
which gives the relation between the partition sum and the Shannon entropy
within the canonical ensemble.
However in first order phase transitions Pβ has a characteristic bimodal shape
(see Sect. 2.2,Chap. 1) [26–28] with two maxima E
(1)
β , E
(2)
β that can be associated with
the two phases and a minimum E
(0)
. These three solutions of equation (43) imply
a backbending for the microcanonical caloric curve. Indeed a minimum of Pβ
corresponds to a convexity of the entropy according to d2E ln Pβ = d
2
E ln W. A single
saddle point approximation is not valid in this case; however it is always possible
to write Pβ = m
(1)
β P
(1)
β + m
(2)
β P
(2)
β with P
(i)
β mono-modal normalized probability
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distribution peaked at E
(i)
β . The canonical mean energy is then the weighted
average of the two energies
〈E〉β = m˜(1)β E
(1)
β + m˜
(2)
β E
(2)
β , (45)
with m˜(i)β = m
(i)
β
∫
dEP(i)β (E)E/E
(i)
β  m(i)β , the last equality holding for symmetric dis-
tributions P(i)β . Since only one mean energy is associated with a given temperature
β−1, the canonical caloric curve is monotonous. In particular in the backbend-
ing region the mean energy is an interpolation between the two energies E
(1)
β ,
E
(2)
β associated with the considered β, the weighting factor being the probability of
each phase m˜(i)β .
If instead of looking at the average 〈E〉βwe look at the most probable energy Eβ,
this (unusual) canonical caloric curve is almost identical to the microcanonical one
(see Eq. (43)) up to the transition temperature β−1t for which the two components
of Pβ (E) have the same height. At this point the most probable energy jumps from
the low to the high energy branch of the microcanonical caloric curve. The most
probable canonical energy is still a monotonic curve, but it presents a plateau at
β−1t . Therefore the diﬀerence between the canonical and microcanonical caloric
curves remains when one is looking at the most probable energy instead of the
average.
The connection between the canonical energy distribution and the microcanon-
ical equation of state is presented for the three dimensional lattice gas model in
Figure 21. The bimodality of the canonical energy distribution as well as the
discontinuity in the most probable energy value are definitions of the phase tran-
sition exactly equivalent to the convexity anomaly of the entropy discussed in
Section 4 (Chap. 1) and clearly defined even for very small system (216 particles
are considered for the calculation of Fig. 21).
6.2. Definition of the transition point
In the previous section we have seen that the transition temperature for the finite
system can be unambiguously recognized from the energy jump of the most
probable canonical energy as a function of temperature. In Sections 6.7 and 6.8
(Chap. 1), we will show that this definition has the correct asymptotic limit and
is a necessary and suﬃcient condition for the occurrence of a first order phase
transition in the bulk.
It is also easy to show that the energy jump at βt is equivalent to a tan-
gent construction for the microcanonical caloric curve. Indeed defining βt as the
inverse temperature at which the two maxima have the same height, ln Pβ(E
(1)
β ) =
ln Pβ(E
(2)
β ), this implies for the entropy diﬀerence between the two phases
S
(
E
(2)
β
)
− S
(
E
(1)
β
)
= β
(
E
(2)
β − E
(1)
β
)
,
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Figure 21. Canonical thermodynamics of 216 particles in the isobar lattice gas model.
Upper part: energy distributions for diﬀerent temperatures. Lower part: caloric curve
from the average (dashed line) and the most probable (grey line and circles) energy. Full
black line: microcanonical temperature.
which means for the microcanonical temperature
∫ E
(2)
β
E
(1)
β
dE
T
= β
(
E
(2)
β − E
(1)
β
)
.
This shows that, to be compatible with a tangent construction, at the transition
temperature the two peaks must have the same height. In a finite system the
widths are not negligible and a single phase is represented by the globality of each
distribution and not only by its most probable value. Therefore at the transition
temperature of a finite system the two phases do not necessarily have the same
probability of occurrence, since this last property should require the equality of
the surfaces rather than of the maxima.
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Figure 22. Event distribution in the energy versus magnetization plane for a 6× 6× 6 Ising
model with zero field at a subcritical, critical and supercritical temperature.
6.3. Convexity anomalies and bimodal probability
distributions
This discussion can be generalized to any couple of extensive/intensive ensemble.
Figure 22 shows the example of the Ising model at zero field. The bimodal
structure in the m direction corresponds to a negative susceptibility in a constant
magnetization ensemble. In this case the projection on the energy axis does
not show anomalies: the microcanonical heat capacity remains positive and the
energy is not an order parameter. At Tc the distribution presents a curvature
anomaly only on the high energy side respect to the maximum. Therefore at this
point the curvature passes through zero signalling a second order phase transition.
Since in finite systems the canonical distribution for any β, h (µ) allows a complete
exploration of the microcanonical entropy surface (in the limit of the total number
of events analyzed), the whole microcanonical phase diagram can in principle be
drawn from any single canonical temperature using the fact that the distribution
is in fact the entropy
S(E) = log Pβ,h=0(E,M) + ln Zβ,h=0 + βE.
As an example, the “croissant” shape of the distribution at Tc not only defines
the critical energy ec and magnetization mc of the second order phase transition
but also allows to infer the coexistence line where the first order phase transition
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takes place. Indeed a constant energy cut of the distribution above ec directly
represents the entropy as a function of magnetization and has a bimodal shape.
6.4. Liquid gas phase transition and volume fluctuations
Let us now take the example of the liquid-gas phase transition in a system of n
particles for which the volume is not controlled on an event by event basis but is at
best known in average. In such a case, we can define an observable Bˆ1 as a measure
of the size of the system; for example the cubic radius Bˆ1 = (4π/3n)
∑
i rˆ
3
i ≡ Vˆ
where the sum runs over all the particles. Then a Lagrange multiplier λV has to
be introduced which has the dimension of a pressure divided by a temperature,
p = λVT. In a canonical ensemble with an inverse temperature β we can define
diﬀerent distributions which are illustrated in Figure 23. A complete information
is contained in the distribution PβλV (E,V) = W¯ (E,V) Z
−1
βλV
exp−(βE + λVV) since
events are sorted according to the two thermodynamic variables, E and V. This
leads to the density of states W¯ (E,V) with a volume V and an energy E. One
can see that in the first order phase transition region the probability distribution
is bimodal. In the spirit of the principal component analysis we can look for
an order parameter Qˆ = xHˆ + yVˆ which provides the best separation of the two
Figure 23. Event distribution in the volume versus energy plane for 216 particles in
the isobar canonical lattice gas model and projection over the two axes. Bottom right:
projection of the distribution over the direction separating at best the two distributions.
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phases. A projection of the event on this order parameter axis is also shown in
Figure 23. Not surprisingly, the order parameter in this example is identified as
the free enthalpy H = E + pV (this is by the way the variable that has been used
for the event sorting in Fig. 21 above). On the other hand if we cannot measure
both the volume V and the energy E, we are left either with
PβλV (E) = W¯λV (E) Z
−1
βλV
exp(−βE),
giving access to the microcanonical partition sum W¯λV (E) at constant λV; or with
the probability
PβλV (V) = Z¯β (V) Z
−1
βλV
exp(−λVV),
leading to the isochore canonical partition sum Z¯β (V) . Since both probability
distribution PβλV (E) and PβλV (V) are bimodal, the associated partition sum have
anomalous concavity intruders, i.e. negative heat capacity as well as negative
compressibility.
As a general statement, we can define a first order phase transition for any
number of particles as a bimodality in the probability distribution of an arbitrary
observable; any observable that allows to separate the two maxima of the event
distribution can then be considered as an order parameter.
6.5. A mesoscopic example: negative magnetic
susceptibility
To better explore the connection between the distribution of the order parameter
and the equation of state, let us consider the Ising model at fixed magnetiza-
tion [19]. The partition sum can be written as
Zβ(m) =
∫
dE W(E,m) exp(−βE),
where m =
∑N
i si/N is the magnetization per site. The equation of state h˜(m) =−β−1∂mN ln Zβ(m) in the constant magnetization ensemble can be calculated from
an iterative evaluation of the partition sum Zβ(m) according to equation (26).
As shown in Figure 24, the phase transition is signalled by a backbending (full
black line in the right part of Fig.24) that replaces the discontinuity in the equation
of state 〈m〉(h) of the standard Ising model with partition sum
Zβh =
∫
dmdE W(E,m) exp(−β(E −mNh)).
Note that in the case of this specific model finite size correction are particularly
small, and an almost perfect jump is observed already for a 3D lattice size of
linear dimension L = 6. Indeed the average (full grey line) and the most probable
(dashed line) Ising magnetization are almost indistinguishable on the right part
of Figure 24 (see the discussion on finite size corrections in Sect. 6.1, Chap. 1).
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Figure 24. Left side: magnetization distribution in a 6 × 6 × 6. Ising model at a subcritical
temperature for three diﬀerent values of the external field. Right side: equation of state for
Ising and for the constant magnetization ensemble (backbending curve).
This same information concerning a negative magnetic susceptibility can be
obtained by looking at the magnetization distribution of the standard Ising model
with zero field
Pβh(m) =
1
Zβh
∫
dE W(E,m) exp(−β(E −mNh)) = Zβ
Zβh
exp(βmNh). (46)
From equation (46) we can see that ∂2/∂2m ln Pβh = ∂
2/∂2m ln Zβ. This shows that
a minimum in the magnetization distribution (left part of Fig. 24) implies a con-
vexity anomaly in the constant magnetization partition sum (symbols in the right
part of Fig. 24) i.e. a negative magnetic susceptibility for mesoscopic ferromagnets
sorted in constant magnetization bins.
Note also the very good agreement between the two independent calculations
of ∂/∂m ln Pβh − βNh (symbols) and ∂/∂m ln Zβ (full line). In the first case the Ising
sampling at zero field populates with negligible probability the microstates with
m = 0, while these are the only existing microstates for the calculation in the fixed
magnetization ensemble, yet the two results coincide. This demonstrates the
quality of our numerical sampling, and at the same time shows that the thermo-
dynamics of an ensemble constrained by a conservation law can be inferred from
the thermodynamics of the ensemble in which the conservation law is relaxed. In
particular the observation of a bimodal probability distribution in an ensemble
where the order parameter is not strictly fixed allows to conclude about the order
of the phase transition in the corresponding extensive ensemble without explicitly
observing or simulating it. This is true even in the transition region where the
inequivalence between the ensembles does not concern only fluctuations, but is
visible even at the level of mean values.
The connection between the bimodality of the magnetization distribution and
a negative susceptibility is valid for all finite sizes up to the thermodynamic limit.
Therefore, the well known fact that the Ising bimodality converges to a finite jump
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in the thermodynamic limit guarantees that the corresponding phase transition in
the fixed magnetization Ising model is also first order up to the thermodynamic
limit (see Sect. 4.1, Chap. 1).
Concerning the physical meaning of the equation of state in the Ising model
with fixed magnetization, it is important to stress that h˜(m) is not a mathematical
artifact but represents the physical magnetic field which, applied to standard
Ising, gives m as the most probable response. Indeed in the presence of an
external field h, the most probable magnetization should fulfill
∂ log Pβh(m)
∂m
=
∂ log Zβ(m)
∂m
+ βNh = βN(h − h˜(m)) = 0, (47)
i.e. the (most probable) response is m if the applied field is h˜(m). This is true as long
as the system is not undergoing a phase transition i.e. as long as equation (47) has
only one solution. In the transition region equation (47) has three solutions, two
maxima and a minimum in between. This corresponds to the subcritical temper-
atures for which the Ising distribution Pβh(m) is bimodal in a region around h = 0.
In this regime the interval ∆˜h(m) associated with the backbending corresponds
exactly to the interval ∆h for which Pβh(m) is bimodal.
6.6. Effect of the constraints on the order parameter
Within this topologic definition of first order phase transitions, we have already
observed that the order parameter is not unique, nor necessarily connected to
a quantity conserved by the dynamics [13]: any observable O which allows to
separate the two phases, i.e. such that if events are sorted as a function of O, they
split into two components separated by a minimum of the distribution function
can be used as an order parameter (see Sect. 6.4, Chap. 1).
It is important to stress that this definition is valid only if (at least one of) the
order parameters is free to fluctuate. If the order parameters are constrained by a
conservation law, bimodalities have in general not to be expected. Let us consider
for example the case of energy as an order parameter. In the microcanonical en-
semble, the energy distribution being a δ-function it cannot obviously be bimodal.
Because of the loose correlation between the diﬀerent observables in finite system
where fluctuations are not negligible, we cannot a priori exclude that a bimodality
may survive in some other observable loosely correlated with the energy. Indeed
some models have been reported where the kinetic energy plays the role of an ad-
ditional order parameter and shows a bimodal distribution in the microcanonical
ensemble [29] (see Sect. 6.9). However in the general case the constraint of the
conservation law on an order parameter reduces the variance of all observables
correlated to it, such that the bimodalities are most often suppressed. In this case
the first order character of the transition can only be recognized from the back-
bending of the equation of state relating the order parameter to its conjugated
intensive variable as discussed in Section 4 of Chapter 1 (a backbending of the
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Figure 25. Distribution of the biggest fragment produced in every event as a function
of the system temperature for a 6 × 6 × 6 grancanonical lattice gas model at the critical
chemical potential.
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Figure 26. Distribution of the biggest fragment produced in every event as a function of
the system temperature for a 6 × 6 × 6 canonical lattice gas model at the critical density.
caloric curve in a microcanonical model, a negative susceptibility in a constant
magnetization model, etc.).
An example is given in Figures 25 and 26 that show, in the standard iso-
chore Lattice Gas model as a function of temperature, the behaviour of the size
of the largest connected domain Amax, here defined with the Coniglio-Klein algo-
rithm [30] in its simplified version proposed by Campi and Krivine [31]. It is clear
from Figure 25 that Amax is an order parameter: the event distribution splits into
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two separated components for all subcritical temperatures (here Tc ≈ 1.12 ≈ 6.5).
This is not surprising since with the particular cluster definition employed Amax
is very well correlated to the total number of particles Atot which is the natural
order parameter of the liquid gas phase transition in the isochore ensemble.
On the other hand because of this very same correlation, the implementation
of a total mass conservation law in Figure 26 suppresses the bifurcation in the Amax
direction which characterizes the first order phase transition in the grancanonical
ensemble. Still the correlation between Amax and Atot is suﬃciently loose to allow
to recognize the critical point from the maximum of the fluctuation and the jump
in the mean value of Amax.
These figures also illustrate the fact that a first order phase transition in a
finite system can be seen as a bifurcation in the observable plane defined by the
control variable (here the temperature) and (one of) the order parameter(s) [32],
provided that the order parameter is not constrained by a conservation law in the
considered sample.
6.7. Topologic anomalies and the thermodynamic limit
The definition of phase transition proposed in Section 6.3 can be applied to a wide
range of situations even out of equilibrium [32], and can be directly implemented
on experimental data (see Sect. 4.1, Chap. 2). However we have already stressed
in Section 4.5 (Chap. 1) that not all topological anomalies will survive up to the
bulk limit and give rise to a conventional thermodynamic phase transition. The
transition between two isomeric states, the breaking of a Cooper pair, ionization,
are all examples of state changes that do not lead to discontinuities in the bulk limit,
i.e. do not converge to a thermodynamic first order phase transition. It is therefore
of extreme interest to study the thermodynamic limit of the order parameter
distributions. Since we have seen that the diﬀerent statistical ensembles are in
general not equivalent, the thermodynamic limit has to be considered separately
for the intensive (say, canonical) and extensive (say, microcanonical) ensemble.
As we have already discussed in Section 4.1 (Chap. 1), the thermodynamic
limit can be expressed as the fact that the thermodynamic potentials per particle
converge when the number of particles N goes to infinity: fN,β = β−1 log Zβ/N → f¯β
and sN(e) = S(E)/N → s¯(e) where e = E/N. Let us also introduce the reduced
probability pN,β(e) = (Pβ(N,E))1/N which then converges towards an asymptotic
distribution pN,β(e) → p¯β(e) where p¯β(e) = exp(s¯(e) − βe + f¯β). Since Pβ(N,E) ≈
(p¯β(e))N one can see that when p¯β(e) is normal the relative energy fluctuation in
Pβ(N,E) is suppressed by a factor 1/
√
N. At the thermodynamic limit Pβ reduces
to a δ-function and the ensemble equivalence is recovered (see Sect. 2.2, Chap. 1).
To analyze the thermodynamic limit of a bimodal distribution pN,β (e), let us
introduce β−1N,t, the temperature for which the two maxima of pN,β (e) have the same
height. Let us suppose that β−1N,t converges to a fixed point β¯
−1
t as well as the two
maximum energies e(i)N,β → e¯(i)β . For all temperature lower (higher) than β¯−1t only
the low (high) energy peak will survive at the thermodynamic limit since the
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diﬀerence of the two maximum probabilities will be raised to the power N. This
means that if e¯(1)β  e¯
(2)
β , the asymptotic canonical temperature β¯
−1
t corresponds
to a discontinuity in the state energy, i.e. to a first order phase transition. This
shows that the thermodynamic limit of a bimodal distribution is a first order
phase transition, if the anomaly survives with increasing number of particles.
Let us now turn to the analysis of the microcanonical ensemble. For all canon-
ical temperatures β−1  β¯−1t the distribution pN,β (e) is asymptotically normal,
meaning that the canonical and microcanonical caloric curves coincide in the ther-
modynamic limit for all energies below e¯(1)β and above e¯
(2)
β (see Sect. 6.1). However
the canonic jump at β¯−1t is independent of the behaviour of the entropy between
e¯(1)β and e¯
(2)
β . This means that the backbending microcanonical caloric curve can
a priori present any asymptotic behaviour in the canonical coexistence zone and
does not necessarily converge to a plateau. In the particular case of short range
interactions however, the Van Hove theorem discussed in Section 4.1 (Chap. 1)
ensures that the backbending does indeed converge to a plateau; the case of long
range interactions is postponed to Section 6.9.
6.8. Equivalence between bimodalities and the Yang Lee
theorem
A more rigorous demonstration of the relation between bimodalities and first
order phase transitions in the thermodynamic limit can be done with the help of
the Yang Lee unit circle theorem [33]. The Yang Lee theorem [25] considers the
distribution of the zeroes of the partition sum Zβ in the complex β plane. Under
very general conditions it is possible to demonstrate [25,34] that a first order phase
transition corresponds to a distribution of zeroes for the partition sum of the finite
system of size N, that asymptotically forms a line parallel to the imaginary axis
and cuts across the real axis with a density increasing with the number of particles
of the system, leading to a vanishing imaginary part for N → ∞ (and to a non
analyticity at a definite real value of β).
Let us first show that a bimodal distribution corresponds to a partition sum
fulfilling the Yang Lee theorem in the double saddle point approximation [28,35].
The partition sum for a complex parameter λ = β + iη is nothing but the Laplace
transform of the probability distribution Pβ0 (e) for any temperature parameter
β0 [35, 36]
Zλ =
∫
deZβ0 Pβ0 (e) e
−(λ−β0)e ≡
∫
de pβ (e) e−iηe, (48)
where we have defined a (non normalized) distribution pβ(e) = ZβPβ(e). In order
to study the thermodynamic limit (when it exists), if pβ (e) is monomodal we can
use a saddle point approximation around the maximum e¯ giving Zλ = eφλ(e¯), with
φλ (e) = log pβ (e) − iηe + 12η
2σ2 (e) +
1
2
log
(
2πσ2(e)
)
,
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where σ−2 = −∂2e log pβ (e). However, if the density of states W¯ (e) = Z0P0(e)
has a curvature anomaly it exists a range of β for which the equation
∂e log Pβt (e) − (β − βt) = 0 has three solutions e1, e2 and e3. Two of these extrema
are maxima so that we can use a double saddle point approximation which will
be valid close to thermodynamic limit [35]
Zλ = eφλ(e1) + eφλ(e3) = 2eφ
+
λ cosh
(
φ−λ
)
,
where 2φ+λ = φλ (e1)+φλ (e3) and 2φ
−
λ = φλ (e1)−φλ (e3). The zeros of Zλ then corre-
spond to 2φ−λ = i (2n + 1)π. The imaginary part is given by η = (2n + 1)π/ (e3 − e1)
while for the real part we should solve the equation
(
φ−λ
)
= 0. In particular, close
to the real axis this equation defines a β which can be taken as βt. If the bimodal
structure persists when the number of particles goes to infinity, the loci of zeros
corresponds to a line perpendicular to the real axis with a uniform distribution as
expected for a first order phase transition.
We can also work out the necessary condition and show that a uniform distri-
bution of zeroes perpendicular to the real axis with a density linearly increasing
with the number of particles N implies a bimodal probability distribution [33]. Let
us denote zeroes as λn = β0 + i(2n+ 1)(π/Nδ) such that the interval 2π/δ contains
N uniformly distributed zeroes in agreement with the unit circle theorem [25].
Since all the zeroes of Zλ are periodically distributed one can define an analytic
function f (λ) such that
Zλ = 2 cosh
((
λ − β0)Nδ/2) f (λ). (49)
On the line of zeroes, relation (49) reduces to Zβ0+iη = 2 cos
(
ηNδ/2
)
f (β0+iη).Using
the fact that the partition sum along the line of zeroes is the Fourier transform of
the reduced probability distribution at the transition point β0 (Eq. (48)), we can
write for the distribution
pβ0 (e) = gβ0 (e +Nδ/2) + gβ0 (e −Nδ/2) , (50)
where
gβ(e) =
1
2π
∫
dη f (γ) eiηe
is a distribution. Indeed if we compute pβ(e) a little above β0, β = β0 + ε we get
pβ0+ε (e) = e
εNδ/2gβ0+ε
(
e +
Nδ
2
)
+ e−εNδ/2gβ0+ε
(
e − Nδ
2
)
·
For large N only the first term survives
pβ0+ε (e)  eεNδ/2gβ0+ε
(
e +
Nδ
2
)
≡ p(1)β0+ε (e) ,
which is the first term in the distribution at the transition point (Eq. (50)). If we
conversely compute pβ(e) a little below the transition point we get
pβ0−ε (e)  eεNδ/2gβ0−ε
(
e − Nδ
2
)
≡ p(2)β0−ε (e) ,
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which is the second term in the transition point distribution (Eq. (50)). At the
transition point pβ0 (e) is the sum of two shifted (identical) distributions. If gβ is a
normal (i.e. monomodal) distribution, the central limit theorem guarantees that
for a large number of particles its width will scale as
√
N, i.e. will grow slower
than the distance between the two peaks that scales as N. This implies that (for not
too small N) pβ0 (e) is bimodal, the distance δ between the two peaks representing
asymptotically the latent heat per particle.
This demonstration can be extended to account for more important finite size
eﬀects [33], when zeroes λn are already periodic but not yet uniformly distributed
on a straight line [35, 37].
In this section we have demonstrated that the asymptotic bimodality of the
order parameter distribution function is a necessary and suﬃcient condition for a
first order phase transition in the thermodynamic limit. There is however a very
important diﬀerence between finite systems and the thermodynamic limit: in the
latter case the probability distribution is bimodal only at the transition point β0
while in finite systems, an interval ∆β of non-zero measure exists where the two
phases coexist, i.e. the distribution is bimodal, each peak being associated with
a phase having a finite probability of occurrence. As we will see in Section 4.1
(Chap. 2), the extension of the transition point to a finite transition region makes
a direct measurement of phase coexistence possible [38], contrary to the common
belief that phase transitions would only be loosely defined out of the thermody-
namic limit. Moreover, the fact that the distribution is non zero between the two
maxima in the case of small systems implies that microstates can be accessed that
do not exist at the thermodynamic limit in the intensive ensemble. These states
are specific of the coexistence region and can lead to spectacular phenomena
as negative heat capacity [12] and negative compressibility [11] in the extensive
ensemble.
6.9. Ensemble inequivalence up to the thermodynamic limit
Let us now investigate the more general situation when the system size goes to
infinity and the Van Hove theorem (Sect. 4.1, Chap. 1) does not necessarily ap-
ply. We have already observed in the last section that the asymptotic behaviour
of an ensemble that explores the coexistence region of a first order phase tran-
sition cannot be predicted from the thermodynamic limit of the corresponding
intensive ensemble, for the simple reason that this latter is not defined inside
coexistence. In particular the microcanonical caloric curve in the phase transi-
tion region may either converge towards the Maxwell construction, or keep a
backbending behaviour, since a negative heat capacity system can be thermody-
namically stable even in the thermodynamic limit if it is isolated. Indeed we have
shown in Section 5 (Chap. 1) that if the interaction is long ranged, the topological
anomaly leading to the convex intruder in the entropy is not cured by increasing
the number of particles [21, 39, 40].
Within our approach based on the topology of the probability distribution of
observables [28], we have demonstrated that ensemble inequivalence arises from
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fluctuations of the order parameter. Ensembles putting diﬀerent constraints on the
fluctuations of the order parameter lead to diﬀerent thermodynamics. In the case
of phase transitions with non-zero latent heat, the total energy usually plays the
role of an order parameter except if energy fluctuations are forbidden; therefore,
the microcanonical ensemble is expected to present a diﬀerent thermodynamics
than the other (canonical) ensembles. This diﬀerent behaviour may remain at the
thermodynamic limit, and this frequently occurs for Hamiltonians containing a
kinetic energy contribution: in this case we will show that the microcanonical
caloric curve can present at the thermodynamic limit a temperature jump in
complete disagreement with the canonical ensemble [41].
Let us consider a finite system for which the Hamiltonian can be separated
into two components E = E1 + E2, that are statistically independent (W(E1,E2) =
W1(E1)W2(E2)) and such that the associated degrees of freedom scale in the same
way with the number of particles; we will also consider the case where S1 = log W1
has no anomaly while S2 = log W2 presents a convex intruder which is preserved
at the thermodynamic limit. A typical examples of E1 is given by the kinetic
energy for a classical system with velocity independent interactions. For other
similar one-body operators see reference [39].
The probability to get a partial energy E1when the total energy is E is given by
PE (E1) = exp (S1 (E1) + S2 (E − E1) − S (E)) . (51)
The extremum of PE (E1) is obtained for the partitioning of the total energy E
between the kinetic and potential components that equalizes the two partial tem-
peratures T1−1 = ∂E1S1(E1) = ∂E2 S2(E − E1) = T2−1. If E1 is unique, PE (E1) is
mono-modal and we can use a saddle point approximation around this solution
to compute the entropy S (E) = log
∫ E
−∞ dE1 exp (S1 (E1) + S2 (E − E1)). At the low-
est order, the entropy is simply additive so that the microcanonical temperature
of the global system ∂ES(E) = T
−1
is the one of the most probable energy par-
tition. Therefore, the most probable partial energy E1 acts as a microcanonical
thermometer. If E1 is always unique, the kinetic thermometer in the backbending
region will follow the whole decrease of temperature as the total energy increases.
Therefore, the total caloric curve will present the same anomaly as the potential
one.
If conversely the partial energy distribution is double humped, then the equal-
ity of the partial temperatures admits three solutions, one of them E
(0)
1 being a
minimum. At this point the partial heat capacities C−11 = −T
2
∂2E1S1(E
(0)
1 ) and
C−12 = −T
2
∂2E2S2(E − E
(0)
1 ) fulfill the relation
C−11 + C
−1
2 < 0. (52)
This happens when the potential heat capacity is negative and the kinetic energy
is large enough (C1 > −C2) to act as an approximate heat bath: the partial energy
distribution PE (E1) in the microcanonical ensemble is then bimodal as the total
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energy distribution Pβ (E) in the canonical ensemble. The bimodality of PE (E1)
implies that the kinetic energy is an order parameter of the transition in the
microcanonical ensemble. This is almost a paradox since in any other ensembles
in which no total energy conservation is imposed the kinetic energy has a trivial
perfect gas behaviour, while in the microcanonical ensemble it becomes an order
parameter with the specific bimodal structure at the phase transition.
In this case, performing a double saddle point approximation around the two
maxima leads to a microcanonical temperature given by a weighted average of
the two estimations from the two maxima of the kinetic energy distribution
T = ∂ES(E) =
P
(1)
σ(1)/T
(1)
+ P
(2)
σ(2)/T
(2)
P
(1)
σ(1) + P
(2)
σ(2)
, (53)
where T
(i)
= T1(E
(i)
1 ) are the kinetic temperatures calculated at the two maxima,
P
(i)
= PE(E
(i)
1 ) are the probabilities of the two peaks, and σ
(i) their widths. At the
thermodynamic limit (Eq. (52)) reads c−11 + c
−1
2 < 0, with c = limN→∞ C/N. If this
condition is fulfilled the probability distribution PE (E1) presents two maxima for
all finite sizes and only the highest peak survives at N = ∞. Let Et be the energy
at which PEt(E
(1)
1 ) = PEt (E
(2)
1 ). Because of equation (53) at the thermodynamic
limit the caloric curve will follow the high (low) energy maximum of PE (E1) for
all energies below (above) Et; there will be a temperature jump at the transition
energy Et.
Let us illustrate the above results with two examples for a classical gas of inter-
acting particles. For the kinetic energy contribution we have S1(E) = c1 ln(E/N)N
with a constant kinetic heat capacity per particle c1 = 3/2. For the potential part
we will take two polynomial parametrizations of the interaction caloric curve
presenting a back bending which are displayed in the left part of Figure 27. If
the decrease of the partial temperature T2(E2) is steeper than −2/3 (Fig. 27a) [21],
equation (52) is verified and the kinetic caloric curve T1(E − E1) (dot-dashed line)
crosses the potential one T2(E2) (full line) in three diﬀerent points for all values of
the total energy lying inside the coexistence region. The resulting caloric curve
for the whole system is shown in Figure 27b (symbols) together with the thermo-
dynamic limit (lines) evaluated from the double saddle point approximation (53).
In this case one observes a temperature jump at the transition energy. If the tem-
perature decrease is smoother (Fig. 27c) the shape of the interaction caloric curve
is preserved at the thermodynamic limit (Fig. 27d).
This patent violation of ensemble equivalence means that, contrary to the
physical intuition based on macro-systems, the equations of state explicitly de-
pend on the characteristics of the considered ensemble of events i.e. on the state
variables, namely the fluctuating observables and the conserved quantities im-
posed by the dynamics or by the sorting technique. This implies the impossibility
to define a unique thermodynamics, i.e. a unique equation of state, for systems
undergoing a first order phase transition.
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Figure 27. Left panels: temperature as a function of the potential energy E2 (full lines)
and of the kinetic energy E − E2 (dot-dashed lines) for two model equation of states of
classical systems showing a first order phase transition. Symbols: temperatures extracted
from the most probable kinetic energy thermometer from equation (51). Right panels:
total caloric curves (symbols) corresponding to the left panels and thermodynamic limit of
equation (53) (dashed lines).
7. First order phase transitions and abnormal
fluctuations
In the previous section we have seen some model cases in which the kinetic en-
ergy is bimodal in the coexistence region of the microcanonical ensemble. Indeed
the potential energy is an order parameter for phase transitions with non zero
latent heat; the microcanonical constraint creates a one to one correlation between
the kinetic and potential components, and this leads to a microcanonical bimodal
kinetic distribution. For most model Hamiltonians however, the potential energy
distribution is strongly constrained by the requirement of total energy conserva-
tion and the bimodality in Epot is suppressed under the microcanonical constraint.
A similar example has been already presented in Section 6.6 (Chap. 1), where
the bimodality of the Amax distribution in the coexistence zone of the liquid gas
phase transition was suppressed by the canonical constraint of total mass con-
servation because of the correlation between Amax and the total mass. However,
even if the distribution is not bimodal in the extensive ensemble Atot = cst., the
domain of variation of Amax is still extremely large: we can then expect that the
distributions width may bear some information about the possible occurrence of
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a phase coexistence even in an ensemble where a conservation law applies to a
variable directly correlated to the order parameter.
Let us come back to the microcanonical ensemble. If the Hamiltonian of
the system is known, the presence (or absence) of a double hump in the partial
energy distribution can be predicted looking at the diﬀerence between the kinetic
and potential heat capacities (Sect. 6.9, Chap. 1), but in the case of short range
forces the Van Hove theorem guarantees that the kinetic distribution has to be (at
least asymptotically) normal. In this case we can perform a simple saddle point
approximation and we will show in Section 7.1 that the width of the partial energy
distribution is a direct measure of the microcanonical heat capacity, and that an
isolated system undergoing a first order phase transition can be represented as
composed of subsystems with abnormally large fluctuations [42, 45].
The presence of abnormal fluctuations can be thus taken as a definition of
phase transition equivalent (within an approximation discussed in Sect. 7.2) to
the definitions that we have introduced earlier in this paper. In the specific
case of a multidimensional observables space (as for example in the liquid gas
phase transition) the fluctuation observable has the extra advantage that it is
independent of the diﬀerent possible transformations and it is directly connected
to the underlying density of states. This point will be discussed in Section 7.3.
7.1. Partial energy fluctuations and heat capacity
Let us consider, as in Section 6.9 above, a system which can be decomposed into
two independent components so that the density of states is factorized W(E1,E2) =
W1(E1)W2(E2) and the total energy is the sum of the two partial energies Et =
E1+E2. In a microcanonical ensemble with a total energy Et, the total state density
W (Et) = exp(S(Et)) is given by the folding of the partial state densities Wi (Ei),
S(Et) = log
∫ E
0
dE1 exp(S1(E1) + S2(E − E1)). The energy distribution in system (1)
when the total energy is Et is (see Eq. (51))
P1 (E1) =
W1 (E1) W2 (Et − E1)
W (Et)
= exp (S1 (E1) + S2 (Et − E1) − S (Et)) . (54)
If this distribution is double humped, the system is undergoing a first order phase
transition with negative heat capacity that may converge to a temperature jump
in the thermodynamic limit (see Sect. 6.9). If on the other hand this distribution
is normal, we can make a single saddle point approximation for the partition
sum of system (1) (say, the kinetic energy) which corresponds to a Gaussian
approximation for the distribution [45], P1 (E1) = (2πσ2)−1/2exp(−(E1 − E¯1)2/2σ2).
Substituting into equation (54) gives
1
σ2
= −∂
2S1
∂E21
∣
∣
∣
∣
E¯1
− ∂
2S2
∂E22
∣
∣
∣
∣
Et−E¯1
=
(
∂2 log Z1
∂β2
)−1
− 1
T2C2
,
where T is the microcanonical temperature
T−1 = ∂S1/∂E1(E¯1) = ∂S2/∂E2(Et − E¯1) (55)
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associated with the most probable partitioning of the total energy Et between the
two subsystems, C2 is the heat capacity of the interacting part, C−12 =−T2∂2S2/∂E22(E¯2), Z1 is the canonical partition sum for system (1), and the second
equality stems from the fact that in the saddle point approximation the Legendre
and Laplace transforms coincide (see Sect. 2.1, Chap. 1). In the same saddle point
approximation the heat capacity are simply additive C = C1 +C2, which gives for
the total microcanonical heat capacity
C =
C21
C1 − σ
2
T2
· (56)
Equation (56) has been first derived by Lebowitz in reference [42] (see also
Ref. [43]) and has not to be confused with the (similar) exact expressions of
references [44]. In the next section we will show that the finite size corrections
to equation (56) are generally negligible already for systems composed of a few
tens of particles. The advantage of equation (56) respect to the expressions of
reference [44] is that equation (56) can be applied to diﬀerent sharings of the con-
served extensive variable and does not require that S1(E1) represents the entropy
of a free classical gas. This will be of a crucial importance in the application to
experimental data, as we will see in Section 2 (Chap. 2).
Since in the canonical ensemble the energy fluctuation is a direct measure of
the heat capacity, ∂2 log Z1/∂β2 = σ2can, we can also write for the interaction part
C−12 = T
2
(
1
σ2
− 1
σ2can
)
,
and for the heat capacity of the total system
( C
C1
)−1
= 1 − σ
2
σ2can
· (57)
Equation (57) shows that a negative heat capacity corresponds to partial energy
fluctuations in the microcanonical ensemble that exceed the corresponding fluc-
tuations in the canonical ensemble.
We are here confronted with another paradox connected to negative heat ca-
pacity: the implementation of a constraint Etot = cst. produces an increase of
fluctuations on a variable E1 correlated to the constraint, respect to the canonical
case where this same variable was free to fluctuate. The physical origin of this
strange behaviour is easily understood if we recall that in the microcanonical en-
semble the fluctuations of the two subsystems are identical σ21 = σ
2
2. The potential
energy presents huge fluctuations because the system is jumping between the two
phases and the microcanonical constraint forces the kinetic energy to compensate
this fluctuation.
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7.2. Finite size corrections
Even if the interactions are short ranged and therefore the kinetic energy distribu-
tion is normal, one may doubt about the validity of the Gaussian approximation
employed in the last section, especially if we deal with very small systems. The
first order correction to the saddle point approximation for the entropy is easily
computed [45]
S (Et) = S1
(
E¯1
)
+ S2
(
Et − E¯1) + 12 ln
(
2πσ2
)
.
Looking now at the first derivative of S we get
1
T
=
1
T¯
+
∂ lnσ
∂Et
,
where T¯ is the most probable temperature of the partial systems given by equa-
tion (55). The second derivative of the entropy allows to compute the heat capacity
C−1 =
(
1 − T∂ lnσ
∂Et
)2 (
C¯−1 − 1
T¯2
∂2 ln (σ)
∂E2t
)
, (58)
where C¯ represents the saddle point approximation (Eq. (56)). At zero order in the
kinetic energy variance σ we recover the simple result C = C¯, however in general
we will have to consider corrections to this relation due to the microcanonical
fluctuations.
In practical applications of equation (56), the validity of this approximation has
to be verified by explicitly testing the quality of a Gaussian fit on the partial energy
distribution, and by computing the correcting terms equation (58). An example
is given in Figure 28 for a system of 216 particles in the isobar lattice gas model
at a subcritical pressure. The heat capacity extracted from the kinetic energy
fluctuations with the expression at zero order, equation (56), is already in very
good agreement with the exact one. This means that kinetic energy fluctuations
are an experimentally accessible measure of the heat capacity, which allows to
sign divergences and negative branches characteristic of the phase transition.
It is also interesting to note that equation (57) can be extended to a more
general equilibrium situation. Consider for a first order phase transition a system
characterized by an observable (order parameter) Atot that can be divided into
two subsystems Atot = A + A0 (say: fragments and monomers in the liquid gas
phase transition) such that no anomaly is present in the density of states of A0 and
the two systems are statistically independent. Define a generalized susceptibility
χ−1 = −∂2S/∂A2. The transition is then characterized by a negative branch of χ
according to the equation
χ−1 =
1
σ2
− 1
σ2can
, (59)
where σ2 is the fluctuation of A0 under the constraint Atot = cst. and σ2can is the
same fluctuation when the constraint is relaxed.
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Figure 28. As a function of the total energy per particle are shown: (a) the average kinetic
energy (dots) multiplied by 2/3 compared with the microcanonical temperature (line);
(b) the kinetic energy fluctuations (dots) compared with the canonical expectation (line);
(c) the heat capacity extracted from the fluctuations (dots) compared with the exact one
(line).
7.3. State variables versus transformations
When dealing with finite systems for which the diﬀerent statistical ensembles are
not equivalent, it is essential to distinguish between state variables, which only
depend on the underlying equations of state, and transformations, which also
depend on the thermodynamic path followed by the system.
Let us take the example of the liquid gas phase transition, for which the
energy E, the volume V and the number of particles A are all relevant observables
(indeed they are all order parameters in the corresponding intensive ensembles).
The system is then characterized by (at least) three state variables, that identify the
statistical ensemble. For instance (β, λV,A) defines the canonical isobar ensemble
with partition sum
Zβp(A) =
∑
V
∑
E
W(E,A,V) exp
(−βE − λVV) ,
with p = λV/β; (E, λV,A) corresponds to the microcanonical iso-λV ensemble (see
Sect. 6.4, Chap. 1)
ZλV (E,A) =
∑
V
W(E,A,V) exp (−λVV) , (60)
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(E,V,A) defines the microcanonical isochore ensemble where the partition sum is
given by the density of states Z(E,A,V) ≡W(E,A,V), etc.
Any other state variable that can be computed to characterize the system (for
instance the temperature T in a microcanonical ensemble) will then be described
by a function in a three dimensional space. The temperature T−1λV = ∂ZλV/∂E in the
microcanonical iso-λV ensemble is shown in Figure 29 for the lattice gas model.
The anomalous curvature related to the first order phase transition (see Sect. 4,
Chap. 1) is apparent. In Section 4 we have analyzed the transition looking at the
backbending of the caloric curve; however any curve defined on the two dimen-
sional temperature surface of Figure 29 can be a caloric curve. This means that
if the state variables are more than one, then the behaviour of the caloric curve
depends on the transformation and does not bear information on the underlying
partition sum. As an example the behaviour of the temperature as a function of
energy at a constant pressure (p = λVT) or a constant average volume in the sub-
critical region are displayed in the upper part of Figure 30. At constant pressure
the caloric curves are similar the ones at constant λV presented in Figure 29, and
a backbending is clearly seen. On the other hand at constant average volume a
smooth behaviour is observed, as expected from general thermodynamics. From
these examples it is clear that the backbending of the temperature surface can be
Figure 29. Temperature as a function of the energy per particle and the Lagrange parameter
associated to volume for a lattice gas system of 216 particles in the microcanonical ensemble
with fluctuating volume. The coupling  is fixed to 5.5 MeV.
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Figure 30. Thermodynamic quantities in the microcanonical ensemble for a transformation
at constant pressure (left part) and at constant volume (right part). Upper panels: caloric
curve. Lower panels: normalized kinetic energy fluctuations compared to the canonical
expectation (lines). Medium panels: heat capacity Cλ (symbols) compared to the estimation
through equation (56) (lines). The coupling  is fixed to 5.5 MeV.
avoided depending on the path of the considered transformation, and the phase
transition signal can be hidden in the observation of the caloric curve.
On the other side partial energy fluctuations are a state variable which does
not depend on the transformation from one state to another. Figure 31 shows
the fluctuation contour plot in the (λ,E) plane. The level corresponding to the
reference value σ2/T2 = 1.5 is shown. The heat capacity diverges along the
isocontour labelled by 1.5, while inside the region delimited by this curve the
normalized fluctuation exceeds 1.5, which corresponds to a negative heat capacity.
The 1.5 isocontour is equivalent to the spinodal curve as it can be seen from
the λ(E) isotherms shown as dashed lines. Indeed the region delimited by the
isocontour σ2/T2 = 1.5 coincides with the locus of the points of inverted slope for
the isotherms. The critical temperature is indicated by the thickest dashed line: it
is clear that the endpoint of the 1.5 isocontour coincides with the thermodynamic
critical point.
From Figure 31 we can see that, in agreement with the results of Section 7.1
(Chap. 1), in the whole phase transition region the microcanonical fluctuations
present a strong maximum which exceeds the canonical value in the spinodal
region: an anomalously large fluctuation signal will be always seen if the system
undergoes a first order phase transition, independent of the path. As an example
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Figure 31. Isotherms (dashed lines) and contour plot of the normalized kinetic energy
fluctuations in the Lagrange parameter versus energy plane. The level corresponding to
the canonical expectation σ2/T2 = 1.5 is shown. Thick dashed line: critical isotherm. The
coupling  is fixed to 5.5 MeV.
the lower part of Figure 30 shows a constant p or 〈V〉 cut of the bidimensional
fluctuation surface shown in Figure 31. The quantitative behaviour of the heat
capacity as a function of energy depends on the specific transformation, but at
each point the heat capacity extracted from fluctuations is a direct measure of the
underlying equation of state. This is quantitatively demonstrated in the medium
part of Figure 30. In this figure the heat capacity extracted from the equation of
state, equation (60) (symbols)
C−1λV = ∂TλV/∂E = −T2λV∂2ZλV/∂E2
are in very good agreement with the fluctuation estimation, equation (56) (lines).
This result is another consequence of the inequivalence between the diﬀerent
statistical ensembles. Since ensembles are not equivalent, there is no guarantee
that a caloric curve at constant average volume in the iso-λV ensemble TλV (E)|〈V〉
coincides with the isochore caloric curve TV(E) (i.e. the caloric curve in an ensem-
ble where all microstates correspond to the same volume). The same reasoning
applies to all state variables: for instance the response function CλV (E)|〈V〉 at con-
stant average volume in the iso-λV ensemble does not need to be equal to the
isochore response function CV(E). Indeed Figure 30 shows that the heat capacity
diverges in the iso-λV ensemble even within a constant average volume transfor-
mation, while the isochore heat capacity CV is a smooth curve for any number of
particles [46].
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If the system crosses the coexistence region following a constant average vol-
ume transformation (right part of Fig. 31), the convexity anomaly of the entropy
(Fig. 29) is not apparent in the caloric curve, yet the heat capacity shows a negative
region between two divergencies. Indeed as soon as the system has more than
one state variable, the heat capacity does not coincide with the derivative of the
caloric curve. This latter is given by
dT
dE
=
∂T
∂E
∣
∣
∣
∣
λV
+
∂T
∂λV
∣
∣
∣
∣
E
∂λV
∂E
= C−1λV +
∂T
∂λV
∣
∣
∣
∣
E
∂λV
∂E
·
The heat capacity, exactly as the temperature, is a state variable, while the deriva-
tive of the caloric curve explicitly depends on the specific transformation λV(E)
employed. In a constant pressure transformation ∂EλV = p∂Eβ is very small
since the temperature is almost constant in the isobar canonical ensemble (recall
∂EλV = 0 in the thermodynamic limit). In this case dT/dE is a good estimation
of the heat capacity ∂T/∂E. On the other hand in a constant average volume
transformation the constraining λV has to variate rapidly with energy to compen-
sate the sudden volume increase due to the appearance of the gas phase, and the
derivative of the caloric curve will diﬀer considerably from the heat capacity.
This means that the information on the convexity properties of the entropy
can only be traced back through the measurement of a state variable, i.e. the
fluctuation observable discussed in Section 7 (Chap. 1).
7.4. What is temperature? (II)
We have seen in Section 4.7 (Chap. 1) that the microcanonical relation
T−1 =
d ln W(E)
dE
is a measure of the physical temperature. After the discussion of the previous sec-
tion, one may wonder if the generalization of this relation to the multidimensional
state variables case is unique. No ambiguity exists from the statistical mechanics
point of view: temperature being the Lagrange conjugate of the system energy
for any generic Gibbs equilibrium, the expressions used in the previous section
for the temperature and the heat capacity immediately follow
T−1 =
∂ ln Zλ1,...,λL(E,B1, . . . ,BK)
∂E
(61)
C−1 = −T2∂
2 ln Zλ1,...,λL (E,B1, . . . ,BK)
∂E2
=
∂T
∂E
, (62)
where λi,Bi represent the intensive and extensive variables controlled in the
considered statistical ensemble. However the second law of thermodynamics
dS = δQ/T associates temperature to a variation of heat, and the relation δQ = dE
that we have used in Section 4.7 (Chap. 1) is correct only if no work is done on
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the system, i.e. in the isochore ensemble, while in the isobar ensemble one should
rather use δQ = dH where H = E + pV is the free enthalpy.
It is easy to show that there is no contradiction between the statistical mechan-
ics and the macroscopic thermodynamics points of view. Indeed if we consider
a thermometer inside a system at constant pressure (see Sect. 4.7, Chap. 1), the
energy and enthalpy distribution of the thermometer can be written as
pth(E) =
∫
dV
Z
Wth(E,V)e−βE−λVV ≡
ZthλV (E)
Z
e−βE
pth(H) =
∫
dV
Z
Wth(H − λVVβ ,V)e
−βH ≡ Z
th
p (H)
Z
e−βH
where the relationship between the pressure and the Lagrange conjugate to the
volume is given as usual by λV = βp. The response of the thermometer is given
by its most probable state E¯, H¯
β =
d
dE
log ZthλV (E)
∣
∣
∣
∣
E¯
=
d
dH
log Zthp (H)
∣
∣
∣
∣
H¯
, (63)
where thermal equilibrium between the thermometer and the system implies (see
Eq. (39))
d ln ZthλV
dE
∣
∣
∣
∣
E¯
=
d ln ZsysλV
dE
d ln Zthp
dH
∣
∣
∣
∣
H¯
=
d ln Zsysp
dH
, (64)
in agreement with equation (61). Equations (63, 64) show that the definitions (61,
62) are the correct definitions of the physical temperature and heat capacity for
any statistical ensemble.
In the particular case of an ideal classical gas pV = T the volume is exactly
the inverse of the λV Lagrange parameter, which leads to the result of Section 7.1
(Chap. 1) for the kinetic energy
CkinλV = C
kin
V = 3/2.
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multifragmentation
Since nuclear forces resemble to Van der Waals interactions, the nuclear phase dia-
gram is expected to present a liquid gas phase transition. Our present knowledge
of the nuclear equation of state is limited. The main reason is the diﬃculty to treat
the nuclear many-body problem and to define a reliable in medium interaction.
The saturation energy and density, i.e. the ground state of nuclear matter, are
well established but as far as the temperature dependence of nuclear properties
is concerned, very little is known in an absolute way. Only the entropy varia-
tion, i.e. the level density parameter a = S/T, of a finite nucleus has been clearly
established at low excitation energies through evaporation studies.
An important research activity is now devoted to the extraction of reliable
information of the nuclear equation of states and the associated phase diagram.
Heavy ion reactions are routinely used to test mechanical and thermodynamic
properties of nuclei. In particular in the recent years the multifragmentation
regime has been tentatively associated with the occurrence of a liquid-gas phase
transition. In this context the fluctuation observable discussed in Section 7
(Chap. 1) represents a powerful tool to quantitatively assess the properties of
the nuclear equation of state at finite temperature. Indeed 4π detectors give an
(almost) complete event by event information of the charge partitions. If we can
reasonably estimate the relation between the charge Zi and the mass number Ai,
and the value of the freeze out volume VFO (see Sect. 2.3, Chap. 2), we can then
obtain the event by event Q-value and Coulomb energy according to the equation
EI =
M∑
k=1
mi + E
VFO
coul(Zi, i = 1, . . .M), (65)
where M is the total multiplicity and mi are the mass excess of the primary
products. Equation (65) represents the interaction energy at the time of fragment
formation, while Ek = E∗ − EI is the non interacting part. E∗ is related to the
total deposited energy, which is also measured event by event by calorimetry
(see Sect. 2.4, Chap. 2). The interaction energy fluctuation can then be studied
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as a function of total energy, the heat capacity can be measured according to
equation (56),
C =
C21
C1 −
σ2I
T2
, (66)
and abnormal fluctuations can be looked for.
To illustrate this method [47], equation (66) is applied in Figure 32 to two
well-known and sophisticated models, often used to simulate heavy ion reaction
data, the SMM [48] and GEMINI [49] models. SMM modelizes multifragmen-
tation at low freeze out density and for the typical volumes used (around three
times the normal source volume) shows a first order liquid-gas like phase tran-
sition [50, 51]. GEMINI describes fragment production as a sequence of binary
fission-like emissions at a density close to the normal nuclear matter density. An
explicit study of the thermodynamics of this model has never been done. Because
of the hypothesis of low emission rate (i.e. low vapour-like pressure) and high
Figure 32. Reconstructed normalized kinetic energy fluctuations at freeze out (upper
part) and the corresponding heat capacity (lower part) for SMM (left) and GEMINI (right)
simulations as a function of the excitation energy. Dashed line: numerical derivative of the
theoretical caloric curve.
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density, we however expect that the model should be close for all excitation ener-
gies to the coexistence line on the liquid border, and it should not show negative
heat capacity.
In both cases the temperature estimated from the average value of the non
interacting part of the total energy 〈Ek〉 = Etot−〈EI〉 according to equation (55) (see
Sect. 2, Chap. 2 for details) is in good agreement with the input temperature of the
models. The heat capacity is estimated from equation (66). As we can see from
Figure 32, abnormal fluctuations are obtained for the SMM simulation while the
heat capacity is a monotonically increasing function of the excitation energy in the
GEMINI case, and very close to the numerical derivative of the theoretical caloric
curve. This result indicates that equation (66) is a powerful tool to extract heat
capacities also for realistic nuclear models, for sequential as well as simultaneous
emission processes, the only condition being the thermal equilibrium of the data
sample.
The central question of equilibrium will be discussed in the next chapter.
1. Equilibria out of equilibrium
An important conceptual problem linked with multifragmentation experiments,
is that the outcomes of a nuclear collision are not confined in an external container
but dynamically de-excite in the vacuum. The most sophisticated nuclear trans-
port models predict that fragment formation is a highly dynamical process, with
comparable time scales for the formation and the break-up of the intermediate
excited state, which lifetime does not overcome a few tens of f m/c. In the absence
of boundary conditions, collective flows induced by a memory of the entrance
channel (transparency) or by the dynamics of the compression stage (radial flow)
can be present at the fragmentation time.
Approximate models [48] simply subtract the energy stored in the collective
motion from the global energetics, but because of the short lifetime and this time
odd component, one may doubt about the applicability of equilibrium concepts.
In this chapter we will show that information theory allows a thermodynami-
cally consistent description of open short-lived finite systems in evolution under
a collective flow. We will apply this formalism to the lattice gas Model for the
particular cases of a memory of the entrance channel (Sect. 1.3) and radial expan-
sion (Sect. 1.4). In both cases the properties of the system appear to be aﬀected in
a sizeable way when flow dominates the global energetics.
1.1. What is equilibrium? [52]
The whole discussion of this work — and more generally, the pertinence of equilib-
rium statistical mechanics to actual physical problems — is based on the validity of
the fundamental postulate discussed in Section 1.2 (Chap. 1). Concerning macro-
scopic systems, the validity of equilibrium is somewhat an academic question: an
infinite system can always be divided in an infinite number of infinite subsystems,
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and there is no reason why the subsystems would diﬀer in their microscopic struc-
ture from the global system. If the system is small, the same method cannot be
applied: the partitioning into subsystems leads to qualitatively diﬀerent objects,
because the interfaces cannot be neglected in the global energetics. This is why
the traditional approach to the concept of equilibrium in small systems is given by
the ergodic theorem: if the system is ergodic (i.e. during its dynamical evolution
it explores the phase space according to its density of states) then the time average
of any observable A will be asymptotically equal to the ensemble average
lim
T→∞
1
T
∫ T
0
dtA(t) =
1
Wtot
∫
dAAW(A).
The statistical ensemble is then given by the collection of diﬀerent snapshots of the
system evolving in time, provided that the observation time is much longer than
a typical equilibration time, i.e. the time needed to explore the whole accessible
phase space.
This approach is not satisfactory for a number of reasons. First, its domain of
applicability is extremely limited: the only possible state variables are the vari-
ables conserved by the dynamics and no equilibrium is possible if the controlled
variables are intensive (for instance the canonical ensemble is not defined). More-
over the ergodicity of the Hamiltonian is irrelevant if the system is not confined in
a box, and even for truly ergodic systems the characteristic time T is of the order
of the number of accessible states T ≈ W = exp S = exp(sN) i.e. exponentially in-
creasing with the number of particles: equilibration is almost impossible to attain
for complex systems. Last but not least, in experiments on a microscopic scale
all observations lead to the collapse of the wave packet: observables are never
measured as a function of time but we rather have a huge set of instantaneous
observations of similarly prepared systems.
However, ergodicity is not the unique way to produce an equilibrium, and
in fact the equilibrium concept does not involve the way the statistical ensemble
is produced but only the probability of all the diﬀerent realizations. Indeed, as
we have seen in Section 1 (Chap. 1), an equilibrium corresponds to any ensemble
of states that maximizes the entropy in a given space under the constraint of (a
number of) observables known in average [4]. If the nuclear dynamics is suﬃ-
ciently sensitive to the initial conditions, the ensemble of outcomes of similarly
prepared nuclear collisions can be considered as a statistical ensemble for which
the important observables are controlled by the dynamics and by the event sort-
ing performed on specific observables. (For a rigorous discussion on the mixing
property that the Hamiltonian must have for the dynamics to be suﬃciently sen-
sitive to the initial conditions, see reference [52]. Here it is suﬃcient to recall that
mixing is almost always verified in model Hamiltonians of complex short ranged
systems.)
In this information theory approach, the state variables are determined by the
dynamics and are not restricted to time even observables, but can also be time
odd quantities such as transparency or radial flow.
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It is important to stress that this statistical mechanics viewpoint, where we
assume that the whole (limited) information we have on a system is also the only
relevant one (see Sect. 1.2, Chap. 1), is the least ambitious and the most economic
approach to many body physics. This means that equilibrium has never to be
proved: it is impossible to demonstrate that the only information contained in a
set of data is given by the measured state variables until all the virtually infinite
number of possible observables has been measured. Rather a deviation from
a given equilibrium has to be found in order to demonstrate the relevance of
a specific dynamic eﬀect: this deviation constitutes an extra constraint that can
be put on the statistical ensemble, and a statistical treatment is still worthwhile
as long as the number of dynamical constraints is small respect to the relevant
degrees of freedom.
In this sense a statistical treatment of data has to be interpreted as a reduction
of the complex and redundant many body information to the relevant collective
degrees of freedom that are associated to the transport properties of nuclear matter,
and that can be theoretically accessed through dynamical transport calculations.
1.2. Negative heat capacity and the freeze-out volume
As a first example, let us consider the standard freeze out hypothesis where
the configurations are fixed when the nuclear interaction among prefragments
becomes negligible. This requirement corresponds to an average distance between
prefragment surfaces. Then the ensemble of events is characterized by several
variables such as the energy and the spatial extension R2 or R3 which is fluctuating
event by event. This can be accounted for by considering the ensemble average
〈R3〉 as a state variable and introducing a Lagrange multiplier λV closely related
to a pressure [4].
We have already discussed in Sections 6.4 and 7.3 (Chap. 1) that bimodalities
and negative heat capacities for the liquid gas phase transition are connected
to volume fluctuations. Indeed density is the order parameter of the transition,
which means that if the number of particles is fixed, the heat capacity can only
be negative in the isobar ensemble. Since the freeze out of a system without
boundary conditions is represented by a fluctuating volume (isobar) ensemble,
this means that negative heat capacity has to be expected in multifragmentation
if this phenomenon takes place at low density.
It is interesting to remark that the absence of boundary condition (i.e. a
confining box of infinite volume) is a physical situation which belongs to the
isobar ensemble. Indeed in the infinite volume limit the isobar partition sum with
p = 0 is identical to the partition sum of a system confined in a box
lim
Vbox→∞
Z(E,Vbox) = lim
Vbox→∞
∫
dVΘ(Vbox − V)W(E,V) =
∫
dVW(E,V)e−λVV,
where V = R3 and λV = 0. The equivalence of the two ensembles in the infinite
volume limit is depicted in Figure 33, that shows the caloric curve and partial
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Figure 33. Caloric curves (upper part) and normalized partial energy fluctuations (lower
part) for a system of 216 particles in the isochore lattice gas model for two diﬀerent lattice
sizes.
energy fluctuation in the isochore Lattice Gas model with a linear dimension
L = 11 and L = 18: in the big volume case the caloric curve backbends in the
coexistence zone and the fluctuations overcome the canonical limit (see Eq. (66))
while in the L = 11 case energy fluctuations are suppressed by the constraint of the
box because of the correlation between energy and volume (see Fig. 23). The same
result has been reported in the framework of the IMFM model in reference [53].
The curvature anomaly in the isochore system appears because the number of
particles is too small for the boundary conditions to be eﬀective: in the true
thermodynamic limit V → ∞,N → ∞,N/V = cte the anomaly disappears in
agreement with the Van Hove theorem [19].
1.3. The incomplete momentum relaxation ensemble
Let us now consider a symmetric head-on collision with a too short reaction
time to fully relax the incoming momentum. This situation seems to be verified
at relativistic energies [54]. It corresponds to the observation of an additional
one body state variable, the memory of the initial momenta 〈τpz〉, where pz is
the momentum along the beam axis and τ = −1(+1) for the particles initially
belonging to the target (projectile). Let us assume that the total energy E is also
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known only in average. The maximization of the entropy leads to the partition
sum of the incomplete momentum relaxation ensemble (IMRE)
Zβ,α =
∑
n
exp


−βE(n) + α
A∑
i=1
τip
(n)
iz


, (67)
where the index i stands for the ith particle while (n) counts the events. α and β
are Lagrange multipliers associated to the constraint of the incomplete stopping
〈τpz〉 and of the total center of mass energy 〈E〉. The relative probability of an
event (n) results
p(n) ∝ exp


−βE(n) + α
A∑
i=1
τip
(n)
iz


∝ exp


−β


A∑
i=1
(

p(n)i + τi
p0
)2
2m
+
A∑
i j
Uij




(68)
where Uij is the two body interaction and we have introduced 
p0 = mα/β
uz. The
average kinetic energy per particle is given by a thermal component 〈eth〉 = 3/(2β)
plus a flow 〈e f l〉 = p20/(2m) while the equation of states related to α leads to〈τpz〉 = Ap0. The degree of transparency can be measured from the ratio 〈e f l〉/〈eth〉
which is nothing but the quadrupolar deformation in momentum space
∆p2/p2 = (〈p2z〉 − 〈p2x〉)/3〈p2x〉.
In the limit p0 = 0 the IMRE reduces to the usual canonical ensemble, while in
the general case it can be interpreted as two thermalized sources with a non zero
relative velocity 2
p0/m along the beam axis 
uz.
This theory can be extended to take into account other observables. If for ex-
ample the average momentum dispersion along the beam axis is known, an extra
term ηp(n)2iz can be added in equation (67) to control via the Lagrange multiplier
η the collective flow fluctuation, while a term λR(n)2 can be used to impose an
average freeze out volume.
In actual heavy ion experiments the centrality selection criteria imply a sort-
ing of data according to the total deposited energy [47], or to variables which are
strongly correlated to it. This means that a (strict or loose) total energy conserva-
tion has to be implemented to equation (68). In this case the equations of state are
not analytical but can still be numerically evaluated.
To understand the eﬀect of transparency on the evaluation of thermodynamic
quantities, calculations in the IMRE equation (67) are performed with the lattice
gas Hamiltonian for a system of A = 216 particles at a subcritical pressure λ =
3.3 × 10−4 [14, 15] and clusters are defined within the standard Coniglio-Klein
prescription [30]. For simplicity in the following calculations the longitudinal
momentum dispersion has been kept fixed, (β/2m + η)−1 = 0.04. Since in this
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Figure 34. Fragment size distributions in the lattice gas model. Upper (lower) part:
canonical (microcanonical) calculations. Full lines: isotropic momentum distributions.
Dashed, dotted and dashed-dotted lines: diﬀerent degrees of transparency (see text).
classical approach the configurational and kinetic partition sums are factorized,
for a given β the lattice configurations will be independent of the transparency.
However the active bond probability will explicitly depend on p0 meaning that
cluster observables can be aﬀected by the incomplete relaxation. The upper part
of Figure 34 shows cluster size distributions at a temperature β−1 = 0.65 which
corresponds to the transition temperature in the canonical ensemble, and diﬀerent
degrees of transparency.
A quantitative comparison with experimental data would require to fix the
Lagrange parameters λ, β, p0 from each specific set of data, and to include sym-
metry as well as Coulomb terms in the Hamiltonian, however from this illustrative
example we can clearly see that partitions are aﬀected by a collective longitudi-
nal component and a higher degree of fragmentation does not necessarily imply
higher temperatures but can also be consistent with an increased degree of trans-
parency of the collision. To quantify this statement, the lower part of Figure 34
compares the clusters size distributions of the microcanonical IMRE for diﬀerent
∆p2/p2 with the standard microcanonical ensemble (fixed energy, spherical mo-
mentum distribution) at the same total energy. It is clear that thermal agitation
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Figure 35. Distribution of the biggest fragment in the coexistence region of the isobar
lattice gas model for diﬀerent degrees of transparency.
is much more eﬀective than transparency to break up the system: at e = 0.78
where the standard microcanonical ensemble predicts a complete vaporization
of the system, a residue persists if the non relaxed momentum component is as
large as the relaxed one (∆p2/p2 = 100%). This is in qualitative agreement with
the trend observed in central collisions at relativistic energies [55]. However up
to 10% transparency the distributions remain unchanged, meaning that when the
velocity diﬀerence between the quasi-projectile and the quasi-target is of this or-
der, the debate on equilibrium based on the number of emission sources [56] or
on their deformation in momentum space is an academic question.
The eﬀect on the order parameter Zbig distribution is shown in Figure 35.
The bimodality signal (see Sect. 6, Chap. 1) appears very robust respect to an
incomplete relaxation of the incoming momentum. Up to about 50% transparency
the transition temperature is almost independent of the longitudinal flow: the
extra energy stocked in the longitudinal motion can be simply approximately
subtracted from the total energy balance. This finding is in good agreement with
experimental data (see Sect. 3, Chap. 2).
Note on passing that because of finite size eﬀects the diﬀerent order parameters
do not point exactly to the same value for the transition temperature: at the
temperature TE = 0.65 at which the two energy peaks have the same height,
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the size distribution is still dominated by a percolative clusters; conversely at
the transition temperature TAmax = 0.68 defined by the Amax order parameter the
system is already in its gas phase from the energetic point of view. This finding
is also in qualitative agreement with experimental data (see Sect. 2, Chap. 2) and
shows that the uncertainty on the transition temperature due to transparency
eﬀects is less important than the intrinsic finite size uncertainty due to the choice
of the order parameter.
Let us now analyze the possible bias induced by transparency on the exper-
imental methods used to determine the heat capacity [47]. As we have already
mentioned (and we will see in further detail in Sect. 2, Chap. 2), the role of the
potential energy is played in multifragmentation data by the Q-values of the mea-
sured partitions. The Q-value can be computed in the lattice gas model in a liquid
drop approximation as
Q(n) =
M(n)∑
i=1
avAi + asA
2/3
i (69)
where M(n) is the multiplicity of the nth event and av, as are the volume and surface
energy coeﬃcients. The average kinetic energy and the average Q-value obtained
with equation (69) are shown in the left part of Figure 36 for the microcanonical
ensemble, and for a system with the same total deposited energy and an increas-
ing degree of transparency ∆p2/p2. The energy range explored corresponds to
the phase transition region. The increased probability of heavy clusters with an
increasing degree of transparency shown in Figure 1 induces an overestimation
of the average kinetic energy, hence of the estimated temperature. The peak
in the partial energy fluctuation (right part of Fig. 36) which signals the phase
transition [45] disappears in this extreme scenario of an increase of energy going
entirely into the relative motion of the two sources. Moreover the normalized
fluctuations are systematically lower than in the microcanonical ensemble where
Figure 36. Average partial energies (left) and variances (right) in the microcanonical
ensemble (full circles) and in the IMRE (open circles) at fixed energy.
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the incoming momentum is fully relaxed. Since a negative heat capacity corre-
sponds to abnormally high partial energy fluctuations (see Sect. 7.1, Chap. 1), this
implies that an incomplete relaxation of the incoming momentum can prevent the
observation of negative heat capacity.
1.4. Equilibrium under radial flow
Another important form of collective motion in heavy ion collisions is radial
flow which starts to be observed in central collisions around 30 A MeV incident
energy [56] and becomes the dominant fraction of the detected energy in the rel-
ativistic domain [55]. We can describe this dynamical situation as an equilibrium
with non random directions for velocities, which are preferentially oriented in the
radial direction. In the canonical formulation this corresponds to the independent
observation of the average energy 〈E〉 and the average local radial momentum
〈pr(r)〉. The probability of a microstate (n) reads
p(n) ∝ exp


−βE(n) −
A∑
i=1
γ(ri)
pi · 
uri


, (70)
where ri is the position of the ith particle, β the inverse canonical temperature
and γ (r) the local Lagrange multiplier. Imposing in the local equation of state
〈pr〉 = ∂ log Z/∂γ that the observed velocity is self-similar 〈pr(r)〉 = mαr we obtain
γ(r) = −βαr which gives for the argument of the exponential in the probability (70)
−β
A∑
i=1
(

pi − 
p0(ri))2
2m
+ β
α2m
2
A∑
i=1
r2i − β
A∑
i j
Uij, (71)
with the local radial momentum 
p0(r) = mαr
ur. In the expanding ensemble the
total average kinetic energy is the sum of the thermal energy 〈eth〉 = 3/(2β) and
the radial flow 〈e f l〉 = mα2/2〈R2〉. The situation is equivalent to a standard Gibbs
equilibrium in the local expanding frame. This scenario is often invoked in the
literature [48] to justify the treatment of flow as a collective radial velocity super-
imposed on thermal motion; however equation (71) contains also an additional
term∝ r2 which corresponds to an outgoing pressure. The probability under flow
being the exponential of equation (71), it diverges at infinity reflecting the trivial
dynamical fact that asymptotically particles flow away. This divergence should
be cured by introducing an external confining pressure which is not a mathemat-
ical artifact, but has to be interpreted as discussed in Section 1.1 (Chap. 2) above
as a Lagrange multiplier imposing a finite freeze out volume. Equation (71) has
then to be augmented by a term −λ∑i r2i with λ ≥ mα2/2T leading to a positive
pressure coeﬃcient λeﬀ = λ −mβα2/2.
This discussion has an important conceptual consequence: an equilibrium
under flow in the isochore ensemble is meaningless and the common practice
adopted in nuclear physics statistical models [48, 60], of adding up a radial mo-
mentum to fragment partitions equilibrated in a box, is theoretically inconsistent.
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Even more, the experimental observation of a radial flow [56] demonstrates that
the isobar ensemble is the only relevant ensemble to nuclear fragmentation.
It is interesting to notice that the eﬀective pressure can never be negative: for a
given amount of flow at each temperature equilibrium can exist only for pressures
exceeding a limiting valueλ ≥ mα2/2T. At lower pressures the information theory
approach becomes meaningless and the problem can only be addressed through
a dynamical approach.
The eﬀective pressure λeﬀ as well as the associated average volume (normal-
ized to the ground state volume V0 = A) are shown in the upper left part of
Figure 37 as a function of the collective radial flow for a given pressure and
temperature, λ = 1.23 × 10−2, β−1 = 0.65 . The Lagrange parameter λeﬀ being a
decreasing function of α, the flow reduces the eﬀective pressure, so that the critical
point is moved towards higher pressures in the presence of flow [57]. However
one can see that the eﬀect is very small up to mα ≈ 0.6 (which corresponds to
∆p2/p2 = 〈e f l〉/〈eth〉 ≈ 67% contribution of flow to the total kinetic energy). In this
regime the cluster size distributions displayed in the upper right part of Figure 37
are only slightly aﬀected. On the other side if the collective flow overcomes a
Figure 37. Upper left: eﬀective pressure (full line) and average volume (dashed line) as a
function of the collective radial flow (see text). Upper right and lower part: fragment size
distributions in the expanding lattice gas model. Distributions without flow (full black
lines) are compared with distributions with 11% (dashed black), 43% (full grey) and 150%
(dashed grey) contribution of radial flow at the same temperature (upper right) and at
the same total energy (lower part). Symbols: calculations with flow at the same thermal
energy and average volume as the full black lines.
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threshold value∆p2/p2 ≈ 100% the average volume (dashed line in the upper part
of Fig. 37) shows an exponential increase and the outgoing flow pressure leads
to a complete fragmentation of the system (dashed grey line in the lower part of
Fig. 37). Again an oriented motion is systematically less eﬀective than a random
one to break up the system. This is shown in the lower part of Figure 37 which
compares for a given λ, distributions with and without radial flow at the same
total deposited energy: for any value of radial flow equilibrium in the standard
microcanonical ensemble corresponds to more fragmented configurations.
Concerning heavy ion collisions, it is important to stress that the pressure
λ as well as the other state variables are consequences of the dynamics. They
cannot be accessed by a statistical treatment but have to be extracted from sim-
ulations and/or directly inferred from data itself [47]. Diﬀerent models assume
that fragmentation occurs in an average freeze out volume which may depend
on the thermal energy but does not depend on flow [48, 58, 59]. This is true if the
system fragments at the turning point of its expansion (α = 0) [58] or when the
interaction between fragment surfaces becomes negligible [48] or more generally
is insuﬃcient to modify the N-body correlations [59]. In this case the presence of
flow does not aﬀect the configuration space and can only modify the partitions
because of the bonds breaking taken into account by the Coniglio-Klein algorithm.
However this eﬀect is negligible as already observed by Das Gupta et al. [60] and
shown in the lower part of Figure 37. In this figure the symbols represent the
size distributions with collective flow at the same thermal energy and average
volume as the standard microcanonical results (full lines). Even for the largest
amount of flow considered the two distributions are identical, meaning that in
this hypothesis all thermodynamic analysis of fragmentation data stay valid in
the presence of even strong collective flows [60].
2. Heat capacity measurements
In this chapter we will concentrate on the heat capacity measurements performed
on quasi-projectile events from peripheral 35 AMeV Au+Au collisions and central
events from 25 A MeV Au+C, 25 and 35 A MeV Au+Cu, and 35 A MeV Au+Au
collisions [47, 61].
All these measurements have been performed at the K1200-NSCL Cyclotron
of the Michigan State University with the MULTICS-Miniball apparatus (for ex-
perimental details, see Ref. [47]).
Results consistent with the ones presented here are obtained with central
collisions INDRA data [47, 62] and ISIS data [63].
2.1. Probing equilibrium
In order to perform the fluctuation analysis (see Sect. 7.1, Chap. 1), one has to
collect a data sample which corresponds to a (collection of) microcanonical en-
sembles. The microcanonical ensemble is relevant for the analysis of experimental
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data because of the absence of a heat bath, and since using calorimetry techniques
the excitation energy can be measured on an event-by-event basis; for any arbi-
trary shape of the excitation energy distribution the events can thus be sorted in
constant energy bins, i.e. in microcanonical ensembles.
Single source complete events have been selected with a constant value for the
collected charge in each energy bin [47,61]. In the case of the Au quasi-projectile,
a possible contribution of mid-rapidity emission is minimized by substituting the
backward light particle emission by the symmetric of the forward emission in the
quasi-projectile reference frame [47]. The observed event isotropy in momentum
space [47] indicates that the directed flow component coming from a memory
of the entrance channel (see Sect. 1.2, Chap. 2) is negligible. A detailed analysis
of the average kinetic energy of the fragments in comparison with the statistical
model SMM [48] indicates the presence of a radial collective flow ranging from
0 A MeV for the most peripheral, to at most 1 A MeV for the central collisions
of the Au+Au system. This collective contribution to the excitation energy has
been removed in the subsequent analysis, but we should keep in mind that the
determination of radial flow from the kinetic energy spectra is not unambiguous,
since the eﬀect of a radial flow can be mocked up by a smaller freeze out volume,
because of the increased Coulomb repulsion. We will come back to this point in
the next section.
According to the discussion of Section 1.1 (Chap. 2), an equilibrium is a min-
imum information data sample, i.e. a sample which is completely characterized
by the collective state variables. This means that in equilibrium the fragmentation
pattern should be determined by the size, charge, energy and average freeze out
volume solely, independent of the way the source has been formed, i.e. of the en-
trance channel of the reaction. A number of diﬀerent impact parameters, leading
to a widely spread excitation function, is available for the quasi-projectile data,
that can therefore be compared to central events in diﬀerent excitation energy
bins. The comparison is presented in Figure 39 for the biggest fragment produced
in every event and in Figure 38 for the other fragments. Fission has been rec-
ognized and reconstructed through a velocity correlation technique [61, 64]. The
remarkable scaling between central and peripheral collisions means that these
data samples can be analyzed, at least in a good first order approximation, within
the statistical microcanonical methods [56].
2.2. Rough data
In order to extract the heat capacity from multifragmentation data, the interaction
energy can be evaluated as in equation (65)
EI =
M∑
k=1
mi + E
VFO
coul(Zi, i = 1, . . . ,M), (72)
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Figure 38. Symbols:
size distributions of all
detected fragments but
the biggest, for central
collisions (Au + C at
25 A MeV, Au+Cu at 25
and 35 A MeV, Au + Au
at 35 A MeV). Lines: QP
from Au+Au peripheral
collisions at 35 A MeV
in the same calorimetric
energy bins as the central
collisions.
Figure 39. Symbols:
size distributions of the
biggest detected fragment
in every event, for cen-
tral collisions (Au + C at
25 A MeV, Au+Cu at 25
and 35 A MeV, Au+Au at
35 A MeV). Lines: QP from
Au + Au peripheral colli-
sions at 35 A MeV in the
same calorimetric energy
bins as the central colli-
sions.
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Figure 40. Experimental heat capacity per nucleon for QP data without correction for the
side feeding. Fission events are excluded. From top to bottom: freeze out volume varying
from≈ 3V0 to 6V0. Upper row, from left to right: bin energy width of 0.3, 0.6, 0.9 1.5 A MeV.
Lower panel, second picture: flat excitation energy distribution; third picture: a = 8. For
the other pictures the level density parameter is a function of the fragment mass varying
from 8 to 12 according to reference [48].
while an estimator of the microcanonical temperature T can be obtained by in-
verting the kinetic equation of state as given by equation (55)
〈Ek〉 = E∗ − 〈EI〉 (73)
=
〈 M∑
i=1
Ai
ai(T)
〉
T2 +
〈3
2
(M − 1)
〉
T, (74)
where the brackets 〈 . 〉 indicate the average on the events with the same E∗.
The mass excess mi are deduced from the measured charges Zi by assuming
that all measured fragments share the same N/Z ratio of the source. Then the
only unknown parameters are the freeze out volume VFO and the level density
parameter ai. The resulting heat capacity is displayed in Figure 40. A clear neg-
ative heat capacity region is present for all volumes smaller than about 11 times
the normal source volume and all values of a compatible with the experimental
Ann. Phys. Fr. 29 • No 6 • 2004
2 Applications to nuclear multifragmentation 87
systematics [65]. If this result indicates a great robustness of the negative heat
capacity measurement, it is also important to stress that no quantitative thermo-
dynamics can be extracted from Figure 40. Indeed the two key parameters VFO
and a are still model dependent and side feeding corrections should be taken
into account. These points will be discussed in the next section. Moreover the
ineﬃciencies of the experimental apparatus can distort in an important way the
measured signal. These distortions will be analyzed in Section 2.4 (Chap. 2) and
(approximately) corrected in Section 2.5.
2.3. A general protocol for fluctuation measurements
In the general program of extracting nuclear thermodynamics from a fragmenta-
tion sample on an event by event basis, we are systematically confronted with the
problem of missing information. This concerns detection limitations (neither neu-
trons nor fragment masses are measured, the response of the experimental filter
deforms the events) as well as the uncertainties of the freeze out reconstruction
(the side feeding corrections and the freeze out volume are not directly measured)
and the unknown physical parameters (the kinetic equation of state Eq. (74) is
only an ansatz, and in particular the level density parameter is poorly known at
high excitation energy). Since we are interested in first as well as second order
moments, the missing information has to be implemented event by event. In
principle one would like to restore the missing information in such a way that
mean values as well as variances agree with values for the same observables
which have been independently measured. This is however in general a very
tough task. As an example, one may be able to measure an average value for the
size of the fragmenting source through correlation techniques, but these methods
always use a whole sample of statistical data and do not give an event by event
response.
The general protocol that we have adopted is therefore to fix the average
values of the unknown quantities from independent measurements; then the
event by event value of the same observables can be fixed such as to systematically
minimize the partial energy fluctuations. If the negative heat capacity signal
survives, then this can not be ascribed to spurious fluctuation due to unmeasured
quantities. It is important to stress that this conservative attitude guarantees
the physical meaning of abnormal partial energy fluctuations but prevents a
quantitative analysis of the phase transition, in particular a precise evaluation of
the latent heat.
The first quantity to be discussed is side feeding. If it is impossible to trace
back the evaporative chain on an event by event basis, on the other hand velocity
correlations between fragments and light charged particles [66] allow to estimate
the average percentage of secondary light charged particles as a function of the
excitation energy. This measurement, reported in Figure 41, fixes completely
the average multiplicity M at freeze out as well as the average charges of the
primary fragments in each excitation energy bin. The very same percentage
is associated to each event of the bin, such that the mean value are preserved
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Figure 41. Left part: percentage of evaporated light charged particles as a function of
the excitation energy; symbols: experimental data from reference [66]; line: exponential
extrapolation. Right part: average fragment kinetic energy for QP data. Symbols: rough
experimental data; lines: many body Coulomb trajectory for a volume of 2.5V0 (full line),
3V0 (dashed), 4V0 (dotted), 5V0 (dash-dotted), 6V0 (long dashed).
while the fluctuations coming from side feeding are minimized. In the same
conservative spirit, the extra source of physical (but uncontrolled!) fluctuations
given by the number of neutrons at freeze out, has been systematically put equal
to zero and no fluctuation has been admitted for the N/Z ratio of the primary
fragments.
The same velocity correlations between fragments and particles [66] allow
to measure also the average excitation energy of the primary fragments. This
experimental information fixes the excitation energy dependence of the level
density parameter as shown in Figure 42. Since an important amount of excitation
energy is used to break up the excited source (i.e. is found in the measured Q-
value), the average excitation energy per nucleon of the primary fragments does
Figure 42. Left: temperature measured with an isotopic thermometer [69] (open symbols)
and from equation (74) for the QP (lines). Right: primary fragment internal excitation
energy measured from velocity correlations [66] (full symbols) and from equation (74) for
the QP (lines). Dashed lines: a = 8. Full lines: a = f (A) from reference [48].
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not overcome one half of the total deposited energy. As a consequence of that, no
temperature eﬀect is visible in the level density parameter even if the estimated
temperature is much lower than a simple Fermi gas estimate, i.e. the limiting
source temperature has been attained.
The last parameter entering equations (65, 74, 66) is the freeze out volume
which determines the value of the Coulomb potential energy. Its average value
can be determined from the detected average fragment kinetic energy through a
many body Coulomb trajectory calculation [47, 67]. Since the Coulomb energy
is positively correlated with the fragment multiplicity, the value obtained for
the freeze out volume in each excitation energy bin depends on the side feeding
correction. This means that VFO, a and the percentage of evaporated particles have
to be fixed consistently with an iterative procedure. When this is done, we find
(Fig. 41) that quasi-projectile events are compatible with a value of the freeze out
volume close to three times the normal volume and approximately independent
of the excitation energy. The deviation at energies lower than 2.5 A MeV is not
necessarily significative, since more correlation data are needed to constrain the
side feeding correction in this excitation energy regime (see left side of Fig. 41).
Of course the experimental results presented in Figures 41 and 42 are subject
to uncertainties. However their degree of reliability can be established via cross
checks. As an example the symbols in the left panel of Figure 42 show the iso-
topic temperature [68] from the C thermometer measured for the quasi projectile
data [69]. For this specific thermometer, side feeding eﬀects have been estimated
to induce an uncertainty of about 0.5 MeV at most [69]. The comparison with the
kinetic thermometer gives an error bar on the estimation of the temperature.
This procedure has been applied to peripheral Au + Au collisions as well as
to central Au + C, Au + Cu and Au + Au events. The result is displayed in
Figure 43 [70]. The compatibility of the two sets of data and the clear presence
of divergences and a negative branch for C is indisputable. In the case of the
central Au +Au sample, a collective radial flow component of 1 A MeV has been
subtracted to the total energy balance based on a comparison with the statistical
model SMM [71]. The fragment kinetic energies would also be compatible with
zero radial flow and an increased Coulomb repulsion from a more compact freeze
out configuration; as it can be seen from Figure 43 this Coulomb versus flow
ambiguity already mentioned in Section 2.1 does not change drastically the result.
The same analysis has been performed on central Xe+ Sn collisions measured
from 32 to 50 A MeV with the Indra multidetector [47,62]. Similar to the Au+Au
sample, a radial flow component has been identified in these data sets [62]. In
the case of the 32 A MeV sample, based on the analysis of the average fragment
kinetic energies, the average flow can range from 0.4 to 1.2 A MeV depending on
the freeze out volume [62]. The results are reported in Figure 44. Independent of
the volume assumed, a clear negative heat capacity signal is seen in an excitation
energy range which is still statistically significant; however the Coulomb versus
flow ambiguity prevents a precise determination of the second divergence of the
heat capacity. The comparison between Figures 43 and 44 shows that the diﬀerent
data sets are fully compatible and that the results do not depend on the detector.
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Figure 43. Comparison between the experimental thermodynamic variables after side-
feeding correction for peripheral Au + Au (lines and grey contours) and central Au + C
(black dots), Au+Cu (squares and triangles), Au+Au with (black stars) and without (open
stars) subtraction of 1 A MeV radial flow. Upper left: temperature from equation (74)
(line and black symbols) and from the C isotopic thermometer [69] (open symbols). Up-
per right: normalized partial energy fluctuations and kinetic heat capacity. Lower left:
total heat capacity from equation (66). Lower right: internal fragment excitation energy
from equation (74) (line and black symbols) and from particles-fragments correlation func-
tions [66]. The grey contours represent the confidence intervals due to the propagation of
statistical uncertainties.
Figure 44. Normalized partial energy fluc-
tuation (full lines) compared to the kinetic
heat capacity (dashed lines) and excitation
energy distribution (histograms) with the
assumption of a minimal (upper part) and
maximal (lower part) contribution of the
radial flow from central Xe + Sn events at
32 A MeV from the INDRA collaboration.
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2.4. Experimental distortions
In the experimental evaluation of the kinetic energy at freeze out equation (73), the
total excitation energy is the result of an event by event calorimetric measurement
via
E∗ =
Nc∑
i=1
m(i) + e(i)k +Nn (mn + 〈ek〉n) −m0
where Nc and Nn are the charged particles and neutron multiplicities. The calori-
metric measurement is aﬀected by a number of uncertainties. The neutron number
as well as the neutron energies are not measured; an isotopic resolution is achieved
only for light fragments; the experimental filter may deform the energy response,
even if this eﬀect is minimized by the analysis of only complete or quasi complete
events. Moreover for the analysis of the QP data only the light particles emitted
in one half of the total solid angle are kept and their contribution symmetrized to
the other half.
To complete this missing information a mass has been assumed for all the
detected fragments following the EPAX parametrization; the number of neutrons
is then deduced from mass conservation by assuming that the fragmenting source
has the same isospin ratio as the composite system (for central events) or as the
projectile (for quasi-projectile events). The average energy of neutrons has been
obtained from the total detected kinetic energy of the excitation energy bin by
means of an eﬀective temperature [72].
The eﬀect of all these approximations can be appreciated using SMM [48]
as an event generator. 70 000 events are generated from a continuous and flat
distribution of excitation energies in the range 1−10 A MeV for an Au source.
Figure 45 shows the eﬀect of calorimetry on the two ingredients necessary to
calculate the heat capacity. The thick solid lines give the original values of the
model. The thin solid line represents the case where both T and σk are calculated
from the event by event reconstructed Ek, but the excitation energy is the input
E∗ of the simulation. The good reproduction of the theoretical temperature is
not surprising, since all the unknown parameters have been fixed to reproduce
the average quantities. The dramatic decrease of the fluctuations is essentially
due to the fact [47] that the multiplicity fluctuations at freeze out are washed out
by the secondary decays. This fluctuation suppression is not cured by the side
feeding correction because this latter has been implemented in such a way that no
extra fluctuations have been introduced (see Sect. 2.3, Chap. 2). Indeed whatever
deterministic algorithm we can choose to reconstruct the primary multiplicity, it
will not modify the asymptotic measured fluctuations if it is implemented on an
event by event basis. This drastic reduction is due to the fact that multiplicity
is positively correlated both to the Coulomb potential Vc and to the Q-value; a
reduction in the multiplicity fluctuation will therefore suppress the variances of Vc
and Q as well as their (positive) covariance. This is why even if we impose a large
average value of the multiplicity [47] (within the constraint of an approximate
reproduction of 〈Ek〉), the increase of σk is negligible.
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Figure 45. Eﬀect of the calorimetry
on the temperature (upper part) and
kinetic energy variance (lower part)
measurement. Thick solid lines: ref-
erence values of the model. Thin solid
line: interaction energy reconstructed
as in the data, excitation energy from
the model. Solid line with black dots:
simulation treated as data, including
the MULTICS-Miniball filter.
On the other hand it is well-known that the incomplete detection leads to an
artificial spread of the excitation energy distribution, a delta function in energy
being replaced by a Gaussian with a width of the order of 1 A MeV or even
more [47, 73]. However, data being analyzed in constant excitation energy bins,
the variance of the excitation energy reconstruction does not sum up with the
configurational energy variance. The spurious width induced by calorimetry is
determined solely by the energy bin independent of the width of the calorimetric
excitation energy distribution, and this eﬀect has been found to be negligible [47].
However the calorimetric distortion can be at the origin of another spurious
eﬀect: a large spread of the measured excitation energy, once it is used as a sorting
parameter, can lead to event mixing which can in turn artificially enhance the
configurational energy fluctuations. Figure 45 shows that the event mixing due to
the imperfect calorimetry does not aﬀect the calculation of average values as the
temperature while indeed the variance is somewhat increased and its functional
behaviour slightly deformed.
Diﬀerent important conclusions can be drawn out of Figure 45:
• in the context of the SMM model, our conservative attitude in the recon-
struction of the freeze out leads to a reduction in the fluctuations of about a
factor two, even in the case in which the calorimetric distortions are taken
into account. This means that the experimental observation of abnormal
fluctuations can never be due to the experimental limitations, if the average
values of VFO, a are fixed from the experimental data themselves;
• this same fluctuation reduction implies that a quantitative reconstruction of
the heat capacity is not possible with the present analysis, and in particular
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the latent heat is systematically underestimated. It is important to stress
that this conclusion, as well as the previous one, is based on the original
values of the SMM fluctuations at freeze out, i.e. it is model dependent;
• the eﬀect of calorimetry can be summarized as an overall 20% increase of the
fluctuations. This model independent result implies that if the experimental
fluctuations are only 20% higher than the kinetic heat capacity, no definitive
conclusion can be drawn about the existence of a negative branch for the
heat capacity. This is not the case for the experimental data presented in
Figure 43.
2.5. Correcting the systematic errors
We have shown in the previous section that the way of dealing with the missing
experimental information leads to a systematic underestimation of the partial
energy fluctuations. In the case of the SMM model the fluctuation suppression
can attain a factor two (see Fig. 45). This is essentially due to the fact that
secondary decays lead to an overall uniformization of the fragment partitions,
and the freeze out fluctuations are not restored by the freeze out reconstruction
since side feeding is treated only in average. The constant value assumed for the
N/Z ratio of primary fragments and for the number of (undetected) neutrons, the
constant multiplicity increase attributed to the secondary decays, are all factors
that contribute to decrease the variety of the physical freeze out configurations.
The fluctuations are compared to the canonical expectation Ck/T2 which is solely
determined by the average value of the kinetic energy, and therefore does not
suﬀer of the same problem. The net result is that a quantitative estimation of
the heat capacity is not possible. This is especially annoying in data samples
that, because of the specific entrance channel dynamics and/or the bias of the
data selection, contain an important contribution of the so called neck emission,
i.e. a directed longitudinal flow reminiscent of the entrance channel [74]. We
expect that this out of equilibrium component would decreases the partial energy
variance (see Sect. 1.3, Chap. 1) and indeed no abnormal fluctuations are observed
in these sets of data [75].
The deformation of the fluctuation signal can be estimated in a model indepen-
dent way by successively applying the freeze out reconstruction and experimental
filter to the data [70]. A freeze out configuration is reconstructed from the mea-
sured partitions as in Section 2.3 (Chap. 2) above; this configuration is then made
decay with the evaporation code SIMON based on standard Weisskopf decay
rates leading to a new asymptotic partition which is again treated as experimen-
tal data, and the procedure can be iterated further. The charge distribution after
SIMON is fully compatible with the measured distributions; moreover the mean
value of the kinetic energy at freeze out does not change from an iteration to the
other [70]. This shows that the freeze out reconstruction and the experimental
filter do not deform the average response. On the other hand the partial en-
ergy fluctuations are modified and saturate when the freeze out reconstruction
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Figure 46. Partial energy fluctuations as a function of the freeze out reconstruction
iterations in diﬀerent excitation energy bins for the Au QP data. The zero of the abscissa
corresponds to the first iteration, −1 is the extrapolation to the freeze out. Dashed line:
polynomial fit.
procedure converges, as it can be seen in Figure 46. In the first and last exci-
tation energy bin the freeze out reconstruction overestimates the fluctuations of
the previous iteration: in this small fluctuation regime secondary decays lead to
the exploration of new configurations, i.e. increase the partial energy variance.
In the last bin, no monotonous behaviour is observed: the statistics is too low
here to make any positive conclusion on the value of the heat capacity. In the
excitation energy interval 2 < E∗ < 6 A MeV the freeze out reconstruction system-
atically underestimates the fluctuations, similar to the case of the SMM model in
the last section. The actual value of the fluctuations at freeze out can be obtained
by extrapolating back to iteration zero the fluctuation distortion (dashed line in
Fig. 46).
The final result for the partial energy fluctuations in the Au QP sample is
given by the full black line of Figure 47. A linear fit of the two first iterations
displayed in Figure 46 is also shown. The evaluation of the confidence interval
on this result is in progress [70]. However it is clear that, independent of the
extrapolation technique, the fluctuation peak overcomes the reference value that
we have estimated in Section 2.3 (Chap. 2) as σ2can(E
∗ = 4.5) = 0.13 ± 0.03 (see
Eq. (57)). This confirms the observation of negative heat capacity in nuclear
multifragmentation [47] and we can consider this result as the first quantitative
measurement of the thermodynamics of a hot gold nucleus.
It is interesting to remark that the procedure sketched in this section, applied to
filtered SMM simulations allows to reconstruct the original freeze out fluctuations
within a few percent [70].
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Figure 47. Partial energy fluctuations
before (red line) and after (black lines)
the fluctuation correction for the Au
QP data. Full black line: polynomial
interpolation of the iterative fluctu-
ation distortion Figure 46. Dashed
black line: linear fit between the two
first iterations.
3. Coulomb effects
The analogy between a Van der Waals gas and nuclei is broken by the presence in
these latter of the long range Coulomb interaction; the non-saturating character
of the force prevents the definition of a thermodynamic limit and gives rise to
a size dependent limiting temperature [76] above which nuclei cannot exist as
bound systems. The eﬀect of the Coulomb interaction on the phase transition has
been the subject of numerous investigations [77] and, based on an analysis of the
latent heat, it has been argued that above a critical size the phase transition may
disappear. In this chapter we shall propose a systematic way to perform the link
between the statistical properties of charged and uncharged systems. The result
will be that the phase transition can be traced from a concavity anomaly of the
very same well defined thermostatistical potential, independent of the fact that the
Coulomb interaction is active or not. The eﬀect of Coulomb can be understood as
a deformation of the probability distribution of events in the space of observables,
corresponding to a rotation of the order parameter. When the system is small and
Coulomb represents a minor correction in the global energetics, the equations of
state of the uncharged system can be (at least in principle) exactly reconstructed
from the distribution of charged events, while if the system is heavily charged,
the distortion is such that new partitions inaccessible to the uncharged system
become dominant and the disappearance of the latent heat [77] can be interpreted
as a cross-over.
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3.1. The multi-canonical ensemble
To explore the eﬀect of the Coulomb interaction we can introduce an additional
observable
Vc =
∑
i j
ZiZj
|
ri − 
rj| ,
which, similarly to 〈R3〉 (see Sect. 1.2, Chap. 2), is a measure of the compactness
of the system, and in the case of charged systems is proportional to the Coulomb
energy Ec = αcVc. The total energy of the system E can thus be splitted into two
terms, Etot = En + Ec = αnVn + αcVc, where αn is the nuclear coupling, or more
generally the coupling associated to the short range component of the interaction
(for the Ising model, αn = J), and Vn = En/αn is the associated observable.
If the system is in contact with a heat bath (canonical ensemble), we can sort
the events as a function of both Vn and Vc:
pβ(Vn,Vc) =
1
Zβ
W(Vn,Vc)e−βαnVn−βαcVc . (75)
The canonical total energy distribution is an integration of the generalized distri-
bution (75): pβ(Etot) =
∫
dVcpβ(Etot/αn−αc/αnVc,Vc). Equation (75) naturally leads
to the definition of a generalized entropy S(Vn,Vc) = log W(Vn,Vc). The standard
entropy can be obtained by a projection of the density of states on the total energy
axis
Wtot(Etot) =
∫
dVcW
(Etot
αn
− αc
αn
Vc,Vc
)
.
One can also notice that the projection of W(Vn,Vc) on the Vn axis provides the
entropy of the uncharged system
Sn (Vn) = log Wn (Vn) = log
∫
dVcW(Vn,Vc).
Since we have introduced two observables (Vn,Vc), it is natural to extend the
canonical ensemble by introducing two Lagrange multipliers βn, βc leading to the
distribution of events in the two-dimensional observables space
pβnβc (Vn,Vc) =
1
Zβnβc
W(Vn,Vc)e−βnVn−βcVc , (76)
where Zβnβc is the partition sum of this multi-canonical ensemble corresponding
to the independent observation of the two components Vn,Vc of the energy.
In the cases βc = βnαc/αn and βc = 0, equation (76) reduces to the usual
canonical ensemble when the Coulomb interaction is, or is not taken into account.
All intermediate values 0 < βc < βnαc/αn correspond to physical systems in
which the charge is partially screened (0 < αeﬀc = αnβc/βn < αc), and give rise to
interpolating ensembles between the charged and the uncharged case, in the same
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way as the Gaussian ensemble [12] gives a continuous interpolation between the
microcanonical and the canonical ensemble.
The multicanonical ensemble can thus be considered as the canonical ensemble
at a temperature β¯−1 = αn/βn of particles charged with an eﬀective charge q¯2/q2 =
βc/βn. In fact we can introduce an eﬀective energy as Eeﬀ = En + α
eﬀ
c Vc. Then the
distribution of the eﬀective energy is a canonical distribution with a Boltzmann
factor e−β¯Eeﬀ .
Considering βc = 0 (or βc → 0 faster then the increase of the charge when the
volume of the system is increased), the multicanonical ensemble is also a way to
study the thermodynamic limit.
In the case of nuclear physics at equilibrium, the only physical ensemble is
of course the αeﬀc = αc one, however it is important to remark that all the other
ensembles can be experimentally accessed if the diﬀerent parts of the energy are
not equilibrated. This conjecture may not be irrealistic for the specific energy
sharing Etot = En + Ec since the non-Coulomb part of the energy comes from a
short range interaction; indeed it is well-known that the relaxation time depends
critically on the range of the force [78].
Let us now focus on the question of (first order) phase transitions by studying
the convex region of the entropy S (Vn,Vc). Equation (76) clearly demonstrates
that the convexity anomalies of the entropy log W can be traced back from log pβnβc .
Indeed, the curvature matrix of the entropy and of the probability distribution are
the same
Ckk′ (Vc,Vn) ≡ ∂
2 log W (Vc,Vn)
∂Vk∂Vk′
=
∂2 log pβnβc (Vc,Vn)
∂Vk∂Vk′
·
These relations are valid for every set of Lagrange multipliers βn, βc because in a
finite system the probability distribution covers the entire accessible observables
space. This means that the charged and uncharged system can be analyzed
in a unique framework and the equations of state of the one can be exactly
calculated from the event distribution measured in the other. For example, the
uncharged system entropy can be deduced within a constant from the statistical
distribution of the charged system by projecting out the Coulomb energy after a
proper Boltzmann weighting
Sn(Vn) = log
(∫
dVceβcVc pβnβc (Vn,Vc)
)
− βnVn. (77)
The only limitation can be a practical one for experiments or simulations: to
accumulate enough statistics at every location. The phase transition is defined
by the convexity properties of the thermodynamic potential log W (see Sect. 4,
Chap. 1) which is the same for the charged and uncharged case: the existence and
order of the phase transition cannot therefore be modified by the consideration of
the Coulomb interaction. However the population pβnβc explicitly depends on βc,
i.e. on the presence (or absence) of Coulomb. It is therefore possible that the region
of anomalous curvature is explored in a diﬀerent way by the charged system, if
the Coulomb energy is in equilibrium with the nuclear part.
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3.2. The statistical multifragmentation model
In order to illustrate these general ideas and make some connections to the nu-
clear multifragmentation experiments, we have made some calculations in the
multi-canonical ensemble with a statistical multifragmentation model [79]. The
model describes a multifragmentation event as an ensemble of spherical, non
overlapping fragments with ground state energies parametrized from a liquid
drop model, a Fermi gas distribution for the internal energies with a high energy
cut-oﬀ, interacting through their mutual Coulomb repulsion. The translational
degrees of freedom are treated classically, and the model is completed with a
secondary evaporation step [79] to evacuate the residual excitation energy of the
fragments. Each event is characterized by its total mass and charge number (i.e.
the size of the disassembling nuclear source), its total energy that can be decom-
posed in a Coulomb Ec part that includes also Coulomb eﬀects on the binding
energy, and a non Coulomb one that corresponds to the nuclear interaction inside
fragments plus the translational energy. In actual simulations, when we evaluate
the Coulomb energy we introduce an eﬀective charge q¯ that is tuned from q¯ = 0
to q¯ = 1 to compute the diﬀerent possible states of charge of the system. Each
event can also be associated to a spatial extension, given by the freeze-out volume
that contains all the fragments. This volume being a fluctuating quantity in any
system without boundary conditions (see Sect. 1.2, Chap. 2), it is treated as an
extra observable associated to an additional Lagrange multiplier λ. The integra-
tion of the total number of states of the system over fragment momenta can be
analytically performed leading to a specific statistical weight for each partition
in a smaller configuration space from which the momentum observables have
been projected out [79]. Using these weights, a Metropolis-type simulation is
employed in order to generate a microcanonical ensemble of events that finally
gives the multi-canonical statistical ensemble according to equation (76). The
resulting distribution of events can then be plotted in the (Vn,Vc) plane or equiv-
alently in the (Etot,Ec) plane. When the Coulomb interaction is at play (q¯ = 1)
the total energy is simply the Etot axis. When the Coulomb energy is not eﬀective
(q¯ = 0) the relevant energy axis is the Etot − Ec one i.e. the second bisector. In
an actual heavy ion experiment the dynamics of the collision and the selection
criteria usually lead to a sample with a relatively well defined excitation energy;
such an approximately microcanonical sample corresponds to a simple cut of the
bidimensional distributions.
3.3. Coulomb interaction and the topology of events
Figure 48 shows the distribution of events for a system of 50 particles at a subcrit-
ical pressure λV = 3 × 10−4 fm−3 in the Coulomb energy Ec and total energy Etot
(calculated respect to the ground state of the disassembling source) plane. The
“charged” case βc = αcβn/αn (i.e. when the Coulomb energy is observed at equi-
librium with the nuclear energy) and the “uncharged” one βc = 0 are displayed.
Let us look at the uncharged case first. The topology of events is characteristic of
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Figure 48. Subcritical event distribution in the Coulomb energy versus total energy plane
for a system of total mass number A = 50 and atomic number Z = 23 in the isobaric multi-
canonical multifragmentation model. Contour plot: αn/βn = 3.7 MeV, βc = 0; contour lines:
αc/βc = αn/βn = 3.1 MeV.
a first order phase transition, with an accumulation of events at low excitation en-
ergy and high Coulomb energy (compact configurations or “liquid” phase) and an
accumulation at high energy and low Coulomb (rarefied configurations or “gas”
phase). The projection over the energy axis is bimodal; the distance between the
two peaks measures the latent heat of the transition, while the region of inverted
curvature is related to a negative heat capacity in the microcanonical ensemble.
The representation in the (Ec,Etot) plane reveals however a much more detailed
structure than the more standard projection over the energy axis. Indeed the
liquid peak is constituted by a series of structures or channel openings, associated
to similar excitation energies but corresponding to diﬀerent charge partitions. In
the condensed matter community it is customary to define isomeric transitions
as phase transitions [17]. In this spirit the peaks observed in Figure 48, that are
clearly resolved in the projection over the Ec axis, can in principle all be defined
as “phase transitions”, in the loose sense that they lead to a convex intruder of
the associated entropy. However it is important to remark that the configurations
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that belong to the diﬀerent peaks of the Ec distribution diﬀer in average for one
or a few particles, i.e. do not correspond to a collective change of state at vari-
ance with the “liquid” and “gas” peak appearing in the energy distribution that
correspond to a complete rearrangement of the charge partition of the system and
would survive in the bulk limit (see Sect. 4.5, Chap. 1). A similar situation has
been experimentally found in reference [80], where a thermodynamic study of
nuclei in the rare earth region has revealed at very low excitation energies a series
of backbendings in the entropy, interpreted as channel openings and attributed
to the breaking of single pairs of nucleons. Only the ensemble of these structures
leads to a global change of slope in the equation of state, which is then interpreted
as a signature of the transition from superfluid to normal fluid [80]. In the same
way we prefer to consider the structures of Figure 48 as the ensemble of the single
particle state modifications that constitute the microscopic origin of the global
collective phase change that can be considered as a veritable phase transition.
The event distribution of the charged system in Figure 48 shows globally
the same structure as in the uncharged case, with two important diﬀerences.
First, to have the same height in the two relative maxima, the temperature has
been lowered. The decrease of the transition temperature is due to the repulsive
character of the Coulomb interaction [76,81]. Second, even if the phase transition
is still clearly visible in the bidimensional representation, this is not true any more
for the projection over the energy axis. The usual interpretation of Figure 49
would be [76, 81] the expected lowering of the critical point due to the Coulomb
interaction. The complete bidimensional information of Figure 48 demonstrates
that this conclusion is not completely correct. Indeed, while the event distribution
is almost unchanged, the projection axis is diﬀerent in the charged case and the
best order parameter (i.e. the direction that separates at best the two phases) is
now almost perpendicular to the energy direction. Introducing a better observable
playing the role of the order parameter, O = aE + bVc with a  b, would thus
restore the overall picture of the first order phase transition even in the charged
system.
Figure 49. Projections of Figure 48 above over the Coulomb energy and total energy axes.
Dashed (full) lines: the Coulomb interaction is (is not) observed at equilibrium with the
nuclear energy.
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The eﬀect of an electric charge is a modification of the probability distribu-
tion in the observables space that does not aﬀect the convexity properties of the
associated entropy, these latter being independent of λV , βn, βc, i.e. of the pres-
sure, temperature and state of charge of the system. From the viewpoint of the
(multi)canonical ensemble, the presence of the Coulomb interaction implies a
modification of the transition temperature and pressure and a rotation of the op-
timal order parameter; from the viewpoint of the microcanonical ensemble in the
(En,Ec) plane it is just a re-weighting in the occupation probabilities of the very
same entropy surface. This in particular implies that the whole thermodynamics
of the uncharged system can be (at least in principle) completely reconstructed
from the only knowledge of the distribution probability of the charged system
at an arbitrary temperature and pressure, by simple re-weighting of the diﬀerent
energy states. Indeed if we consider a charged system at the temperature β−11
described by the distribution pcβ1 , the distribution p
n
β2
at the temperature β−12 in the
case where the Coulomb interaction is disregarded is given within a normaliza-
tion by
pnβ2 (Vn,Vc) ∝ pcβ1 (Vn,Vc) e−((β2−β1)Vn−β1Vc).
Of course this reconstruction is possible only for the energy states where the
population sample is statistically significant; if the probability distributions are
concentrated in very diﬀerent locations in the observables space the size of the
sample needed will become increasingly (and soon prohibitively) high.
This more complicated occurs in the case of heavily charged systems, for
which the Coulomb distortions get more appreciable. Figure 50 shows the event
distribution as in Figure 48 above, but for a much heavier system composed of
A = 200 particles and Z = 82 charge units. When the Coulomb interaction is
neglected the situation gets closer to the expected behaviour in the bulk: the
channel openings are not recognizeable any more, and only the collective liquid-
like to gas-like state change survives, with the minimum between the two phases
getting deeper. If Coulomb is switched on, the event topology drastically changes.
A much smaller portion of phase space is populated by any calculation at a single
temperature, and this stays true if the pressure is changed. The event distribution
describes a curved trajectory that for each type of configuration (i.e. each Ec)
minimizes the total energy thus avoiding the concavity anomaly region, i.e. turns
around the first order phase transition without diving into the coexistence region.
The external edge of the anomalous curvature region is only touched by the
calculations at the lowest temperature, pointing to an order parameter almost
perfectly perpendicular to the energy direction. These two residual bimodalities
correspond to the opening of asymmetric fission (distribution centered on Vc ≈ 3)
and multifragmentation (distribution centered on Vc ≈ 2.5. Figure 50 indicates
that the phase transition in heavily charged systems has to be looked for in
directions other than the total energy deposited in the system and rather connected
to the diﬀerent charge partitions. Indeed we will discuss in the next chapter that
a bimodality has been observed in multifragmentation experiments [38] in the
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Figure 50. Event distribution in the Coulomb energy versus total energy plane with
βP = 1.26×10−3 fm−3 for a system of total mass number A = 200 and atomic number Z = 82
in the isobaric multi-canonical multifragmentation model. Contour plot: αn/βn = 5.6 MeV,
βc = 0; coloured contour lines: αn/βn = αc/βc at temperatures varying from 3 to 4.8 MeV;
black contours: partially screened Coulomb.
observables plane (Z1,Z2), where Z1 (Z2) is the biggest (second biggest) fragment
measured in every event.
4. Other signals of phase transitions
4.1. Distribution of the order parameter
We have already discussed in Section 6.6 (Chap. 1) that the biggest fragment
detected in each event, because of its correlation with the particle density which is
the natural order parameter of the liquid gas phase transition, is a good candidate
as a potential order parameter (see also [82]). If the volume of the system is not
constrained with sharp boundary conditions, the bimodality in Amax observed
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Figure 51. Size of the biggest fragment normalized to the size of the system versus total
energy in the canonical isobar lattice gas model at the transition temperature for a system
of 216 particles.
in Figure 25 is not suppressed by the requirement of total mass conservation,
as shown in Figure 51. This means that, leaving aside for the moment the possible
Coulomb distortions (see last chapter), it should be possible to observe a bimodal
Amax distribution in multifragmentation experiments if we deal with a sample
close to the transition temperature.
Quasi projectile events have been selected from Au + Au collisions, studied
at GSI by the INDRA and the Aladin collaborations, with a beam energy from 60
to 100 A MeV. The bimodality is suppressed if the order parameter is constrained
by a conservation law, meaning that one has to constrain the total energy of the
sample as little as possible. For this reason data are sorted in bins of transverse
energy of light charged particles emitted by the quasi-target. The quasi target had
been much bigger than the quasi projectile, this sorting would be equivalent to a
canonical one. In our case we are rather dealing with a Gaussian ensemble [12],
but this sorting has still the advantage to allow large energy fluctuations and
ensure a decorrelation between the quasi projectile observables and the sorting
criterium, thus minimizing the experimental drawbacks.
An example of the event distribution is represented in Figure 52 in the plane
Zmax versus varsym, where varsym = (Zmax − Zmax−1)/(Zmax + Zmax−1) measures the
charge asymmetry between the two heaviest fragments. In the case of fission
events (which can be easily identified because of their specific kinematics) Zmax
is defined as in Section 2 (Chap. 2) as the sum of the two fission fragments
charges. Fission is reconstructed in order to consider on the same footings the
two mechanisms referring to normal density nuclear matter (residue production
and fission), and to avoid the physical but relatively trivial bimodality connected
to the opening of the fission channel that we have observed in Section 3.3 (Chap. 2).
A clear bimodal behaviour is observed at all bombarding energies. The average
energy deposited in the bimodal sample (measured in terms of total kinetic energy
loss) is an increasing function of the bombarding energy [83] which indicates a
non vanishing memory of the entrance channel. If however only compacts events
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Figure 52. Charge of the biggest fragment as a function of the charge asymmetry varsym =
(Zmax − Zmax−1)/(Zmax + Zmax−1) for Au quasi-projectiles produced in Au + Au collisions at
100 A MeV, in bins of light charged particles transverse energy emitted from the quasi
target [83].
are retained, in which the relative momentum of the heaviest fragment and the
center of mass of the others is small, the Zmax/varsym correlation is similar to
Figure 52 but the average deposited energy becomes independent of the beam,
in agreement with the results of Section 1.3 (Chap. 2). The bimodality signals
appears very robust respect to out of equilibrium eﬀects.
Figure 53 shows the fluctuation analysis (see Sect. 2, Chap. 2) at 80 A MeV.
The normalized fluctuations do not overcome the canonical expectation, and
the peak value decreases with increasing bombarding energy [83], which may
be a sign of a collective flow reminiscent of the entrance channel (see Sect. 1.3,
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Figure 53. Kinetic heat capacity (stars) and normalized partial energy fluctuations versus
excitation energy for all quasi projectile events (open symbols) and after subtraction of
events relaxed along the beam axis (full symbols) for Au quasi-projectiles produced in
Au +Au collisions at 80 A MeV [83].
Chap. 2). When only compact events are retained, the fluctuations increase over
the canonical heat capacity. For these events the fluctuation value is independent
of the entrance channel within error bars [83], which again is an indication of
equilibrium. Figure 54 shows the same analysis when the calorimetric sorting
is done separately in the diﬀerent centrality bins. The agreement between the
diﬀerent transverse energy samples when the sorting variable is the total excitation
energy is again an indication of microcanonical equilibrium. It is also interesting
to note that the whole abnormal fluctuation interval is mapped by the transverse
energy bin corresponding to the bimodal distributions (stars) in agreement with
the theoretical expectations, showing that the transverse energy sorting indeed
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Figure 54. As Figure 53, but for events selected in light charged particles transverse energy
bins on the quasi-target side. black triangles: 0 < Et < 50; circles: 50 < Et < 150; stars:
150 < Et < 250; crosses: 250 < Et < 350; open triangles: 350 < Et < 450. In all cases
only compact events minimizing the memory of the entrance channel are retained. The
bimodality in the Zmax, varsym plane is observed in the third bin [83].
allows huge energy fluctuations. All these features are compatible with a scenario
in which multifragmentation represents the coexistence phase of a liquid-to-gas
like phase transition.
4.2. Pseudo-critical behaviours inside coexistence
Since the early 80’s, size distributions have been fitted with power laws [84, 85],
and more sophisticated critical analysis have been performed following theoreti-
cal concepts coming from percolation theory [85]. More recently, an astonishingly
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good scaling behaviour has been observed in the EOS data [72] and tentatively
associated to the critical point of the nuclear liquid-gas phase transition expected
in nuclear matter [86] in the framework of the Fisher droplet model [84].
Surprisingly enough, a comparable quality of scaling and a consistent set
of critical exponents has also been extracted from the same MULTICS-Miniball
data [47] for which the heat capacity measurement (see Sect. 2, Chap. 2) points to
a first order phase transition.
The debate on the order of the transition has been further animated by a very
recent analysis of EOS and Isis data [94] which shows a high quality scaling of the
fragment size distribution over a wide range of charges and deposited energies
with an ansatz for the scaling function taken from the Fisher droplet model [93].
The critical temperature extracted in these papers from the Fisher analysis is
identified as the temperature of the thermodynamical critical point and the whole
coexistence line of the nuclear phase diagram is reconstructed under the hypoth-
esis that the Fisher model gives a good description of the multifragmentation
phenomenon [94].
However critical exponents and scale invariance are compatible with many
diﬀerent physical phenomena and not necessarily linked to a thermodynamic
second order phase transition [87]. In particular the observed signals of critical
behaviours can be compatible with a first order phase transition, since in diﬀerent
statistical models size distributions that mimic a scale invariant behaviour are
observed inside the coexistence zone of very small systems [11, 51, 88–91].
Figure 55 shows that the canonical isochore lattice gas model verifies a general
property of scale invariance of the cluster size distribution [91] at all densities, even
very far from the thermodynamic critical point. In the Fisher droplet model [93]
the vapor coexisting with a liquid in the mixed phase of a liquid-gas phase transi-
tion is schematized as an ideal gas of clusters. A scaling ansatz of the cluster size
distributions around the critical point (Tc, ρc) is supposed [93, 94]
n(A,T) = qA−τ exp
(
A∆µ(T) − c0(T)Aσ
T
)
· (78)
Here n(A, ) = N(A, )/A0 is the cluster distribution normalized to the size of
the system, τ, σ are universal critical exponents,  = (Tc − T)/Tc measures the
distance from the critical point, q is a normalization constant, ∆µ represents the
diﬀerence in chemical potential between the two phases, and c0 is the surface
energy coeﬃcient. As it can be seen from Figure 55 [91], a very good scaling is
observed for all subcritical as well as supercritical densities. In all cases the values
of the critical exponents are comparable, but the extracted critical temperature is
a monotonically increasing function of the density. The critical temperatures
obtained for each density are represented by the black symbols in the lower
part of Figure 55. In this figure the full line gives the coexistence line of the
model calculated from the derivatives of the canonical partition sum. Indeed we
have discussed in Section 4.2 (Chap. 1) that the first order phase transition in
the isochore canonical ensemble corresponds to a backbending of the chemical
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Figure 55. Upper part: fisher scaling
of the cluster size distribution from
equation (78) in a 8 × 8 × 8 cubic lat-
tice at diﬀerent densities for temper-
atures 0.36 < T/ < 3.6 and cluster
sizes 4 < A < 30. To visualize all
the results on the same picture a con-
stant horizontal shift C(ρ) is given to
each scaled distribution. Lower part:
thermodynamic coexistence line (full
line) and region of critical partitions
defined from the ansatz (79) (dashed
lines). Grey lines: coexistence line
reconstructed from fragment parti-
tions with the Fisher model equation
of state. Black dots: critical points
defined from the Fisher ansatz equa-
tion (78) at the diﬀerent densities rep-
resented in the upper part.
potential µ = f + ρ∂ρ f where f is the free energy per particle (which can be
iteratively evaluated, see Sect. 3.3, Chap. 1). The coexistence line in Figure 55
corresponds to the equality of the chemical potentials ∆µ = 0 on the liquid and
gas branch defined by a Maxwell construction [8, 11]. The locus of criticality
lies approximately over a line which passes close to the thermodynamical critical
point (open dot) but extends further at supercritical (Kertesz line [31]) as well as
subcritical densities inside the coexistence region.
A qualitatively similar behavior (dashed line in Fig. 55) [8,11] is also observed
with the scaling ansatz obeyed by three dimensional percolation data
n(A, ) = A−τ f (Aσ) . (79)
At the critical density ρc = ρ0/2 the scaling temperature results very close to the
thermodynamic critical temperature, however a good quality scaling (see Fig. 57
below) is observed also at subcritical [8, 11] as well as supercritical [31] densities
around a line of points Tc(ρ) (dashed line in Fig. 55).
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This result implies that, in the framework of the lattice gas model, the obser-
vation of scaling does not allow to localize the critical point and is compatible also
with fragment formation at low density inside the coexistence region.
In the work of the Berkely group [94], the whole vapour side of the coexistence
line ρCL(T) is estimated from the results of the Fisher scaling directly from the
fragment yields as
ρCL =
∑
A
n(A,T)A exp(−A∆µ), (80)
where the sum extends over all fragments but the biggest. The application of
equation (80) to Lattice gas data gives the grey lines in Figure 55 for the four
diﬀerent densities shown in the upper part of the same figure. The end point of
the lines giving by construction the total density of the system and the critical
temperature extracted by the Fisher fit, these lines are obviously meaningless if
the system is fragmenting at a density diﬀerent from the critical density ρc = ρ0/2.
However even at ρ = ρc, when the thermodynamical critical point is included in
the data set, the reconstruction of the coexistence line is very poor. In particular
the curvature of this line at the reconstructed critical temperature corresponds to
an exponent β = 0.84 which strongly deviates from the expected β = 0.31 exponent
given by the thermodynamical coexistence line (full line in Fig. 55) which would
be consistent with the liquid gas universality class (β = 0.33).
This means that, despite the magnificent scaling shown by Figure 55, the
physics of the Fisher droplet model does not correspond to the lattice gas. This
may look surprising since the main hypotheses of the Fisher model are shared by
the lattice: clusters are essentially defined by a volume and a surface contribution;
they exhibit a critical behavior at the thermodynamical critical point; the statistical
weight of a given configuration is given by a Boltzmann factor.
The two models however strongly diﬀer on one point: if in the Fisher picture
fragments constitute an ideal vapor of non interacting composite particles (the in-
dividual production probabilities are factorized), in all microscopic models as the
lattice gas, interactions among fragments are naturally taken into account through
the volume they exclude, and through the surface coupling between neighboring
fragments. One may therefore wonder if these interactions, which seem to aﬀect
in a non crucial way the inclusive yields, may induce important diﬀerences in
the thermodynamics. The importance of these eﬀects can be studied by testing
the deviation of the Lattice equation of state from the ideal gas hypothesis of the
Fisher model. If fragments can be modelized as an ideal classical gas, in a constant
volume transformation the pressure can be deduced directly from the fragments
yields [94]
p
pc
=
∑
A n(A,T)
∑
A n(A,Tc)
T
Tc
, (81)
where the sum extends over the vapor phase (all fragments but the biggest)
and Tc = Tc(ρ) is the temperature obtained from the Fisher fit for each density
(black dots in Fig. 55). This pressure is shown by the open dots in Figure 56 at
two diﬀerent densities and can be compared to the exact pressure of the model
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Figure 56. Normalized pressure versus temperature at two diﬀerent densities from the
exact canonical partition sum (full dots) and from the ideal gas approximation equation (81)
(open dots).
from reference [11] p = ρ2∂ρ f (black dots). Not surprisingly, the gas of clusters
behaves as an ideal gas only at low density and high temperature. The attractive
interaction among fragment surfaces causes the pressure to become negative at
low temperatures (the system is bound) while an extra pressure comes from the
excluded volume interaction at high density.
To summarize, the quality of scaling does not necessarily imply that the model
underlying the scaling ansatz has any pertinence to the data analyzed. Indeed
in the case of the lattice gas, the thermodynamics of the lattice is not compatible
with the Fisher model, yet a very good quality scaling is observed at all densities.
Concerning experimental data, a comparable quality scaling with the two
diﬀerent ansatz equations (79, 78) is also observed in the MULTICS-Miniball
data [61]. The invariance of the quality of the scaling with respect to the assumed
shape of the scaling function means that scaling “per se” does not demonstrate the
existence of a phase transition, and even less defines its order or allows to situate
the system on the phase diagram; as a consequence it is not possible to extract
the phase diagram from the parameters of the fit in a model independent way.
To progress on this point, it is essential to get direct experimental information on
thermodynamic quantities [47,95,96]: as we have discussed at length in Section 2
(Chap. 2), these studies rather indicate that multifragmentation can be associated
to a first order phase transition.
The evolution of the scaling function and the critical quantities with the size
of the system is shown in Figures 57 and 58. At variance with critical behaviours
at supercritical density [87], the scalings observed inside the coexistence zone
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Figure 57. Scaling function at ρ = ρ0/4
(left) and ρ = ρc = ρ0/2 (right) for clus-
ters of size ranging from 4 < A < 30 and
temperature 2 < T < 20 obtained from
equation (79) [8]. The upper (lower)
part corresponds to a lattice size L = 8
(L = 50). The coupling  is fixed to
5.5 MeV.
Figure 58. Critical pa-
rameters as a function of
the linear size of the lat-
tice (lower scale) or of
the mass of the system
(upper scale) at diﬀerent
densities. The coupling
 is fixed to 5.5 MeV.
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do not survive at the thermodynamic limit and are only artifacts of the finite
size constraints [8, 11, 88, 89]. Indeed we have discussed in Sections 7 (Chap. 1)
and 2 (Chap. 2) that the configurational energy fluctuations are maximum in the
middle of the coexistence region: such fluctuations correlate points at a distance
comparable to the linear size of the system and can therefore have an eﬀect similar
to a diverging correlation length in an infinite system. Since these fluctuations are
connected to the latent heat of the transition which is a finite quantity, when the
system size increases the apparent scale invariance is broken, scaling is violated
and the exponents deviate from their universality class.
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Outlooks
An enormous progress has been done in the analysis of multifragmentation ex-
periments since the first observations of approximate power laws in the inclusive
BEVALAC data [84] in the early ’80s. Thanks to the last generation sophisticated
4π detectors like INDRA or MULTICS, an exclusive analysis of complete events
selected in centrality can be performed. The evaluation of collective variables on
an event-by-event basis gives access to the high order moments of the observables
distribution and allows for the first time to quantitatively address the equations
of state of excited nuclear matter.
However it is important to stress that the quantitative study of nuclear ther-
modynamics is still in its infancy. Since every experimental apparatus has its own
bias and deficiencies, the negative heat capacity signals have to be confirmed with
experimental measurements with other detectors and only a systematic study as
a function of the source mass can asses the isospin eﬀects on the equation of state
and the influence of Coulomb.
This is a diﬃcult task, since the problem of data selection is far from being
trivial. For a large set of kinematic situations it appears very hard to isolate the
preequilibrium particles [97] and/or the collective longitudinal components orig-
inated from the neck breaking in the transient bimolecular phase of the heavy ion
collision [74]. Since these collective eﬀects result in an overall decrease of fluctu-
ations (see Sect. 1.3, Chap. 1) the negative heat capacity signal can be suppressed
in a way which is highly dependent on the entrance channel of the collision and
therefore diﬃcult to correct. Indeed the analysis of the quasi-projectile in the
INDRA Ta+Au at 32 A Mev data, very similar to the MULTICS-Miniball Au+Au
at 35 A MeV system analyzed in Section 2 (Chap. 2), shows a neck emission or dy-
namical fission component which is not present in the MULTICS data and which
leads to partial energy fluctuations lower than the ones of Figure 43 [75]. If this
discrepancy can be understood from the theoretical point of view (see Sect. 1.3,
Chap. 2), however it shows that the diﬀerent detectors can produce a bias on the
statistical sample which is diﬃcult to control. In this respect it is interesting to
know that the ISIS π + Au data at 600 A MeV for which the dynamics of the
entrance channel is irrelevant, seem to show a very clean abnormal fluctuation
signal [63] closely comparable with the MULTICS one. In this set of data however
the evaporation residue is systematically undetected and light charged particle
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spectra show important high energy preequilibrium tails, and careful simulations
have to be performed to clearly assess the eﬀect of these limitations.
Apart from the abnormal fluctuation observable, in the last years we assist
to an impressive accumulation of diﬀerent signals of phase transitions in excited
nuclei [38,94,96,98]. Since the bias of the diﬀerent signals are in general very dif-
ferent (see Sect. 1.3, Chap. 2), only the correlation among the diﬀerent observables
can bring a definitive convincing bunch of evidences of the phase transition.
Independent of the problems of data analysis, the important conceptual prob-
lem of equilibrium is also still open. If we could dispose of an exact dynamical
theory of nuclear collisions depending on just a few free parameters adjustable
from experimental data, the nuclear equation of state could be accessed by a the-
oretical study of the equilibrium properties of this dynamical theory [99] with the
help of the ergodic theorem. Because of the enormous complexity of the quantum
many body problem this aim is most probably impossible to reach, even if in the
recent years many body quantum transport theories have greatly progressed.
The information theory approach that we have developed all along this work
(see in particular Sect. 1, Chap. 2) is extremely powerful, however it is important to
stress that, in spite of its formal elegance and theoretical consistency, the predictive
power of this theory can never be guaranteed. If we can measure a mean value
and nothing else, this does not necessarily imply that the distribution of the
corresponding observable is such as to maximize the underlying entropy, even if
this is certainly the only reasonable working hypothesis that we have at hand. In
other words, the fact that we dispose of a limited information on a data sample
does not ensure that the objective physical information is eﬀectively limited. This
is why the degree of realization of a given equilibrium (i.e. the minimization of
information under a given finite set of dynamical constraints) has always to be
checked by comparing the data set with other data, and with statistical models
that contain the same constraints.
It is important to realize that equilibrium, being by definition the random
realization of all the possible microstates of the system, is never exactly attained.
For a statistical description to be pertinent, a statistical model does not need to
reproduce the whole set of observables that can be defined on the data sample, but
only to be adequate for the specific observables we wish to study. For instance if
we want to perform a fluctuation analysis in view of the measurement of the heat
capacity, the statistical model must reproduce the data at the level of the second
moments of collective observables, while deviations on single particle observables
or higher order moments can be safely accepted.
Even this is not easy to check. Indeed statistical models that can be exactly
solved as Ising-like lattice models, because of their classical nature cannot be
reasonably compared to nuclear data in a quantitative way, while macroscopic
fragmentation models with an energetics and state density fitted from nuclear
data [48,79] use strong simplifications and approximations in the sampling proce-
dure and the absence of bias of the statistical sampling is not clearly demonstrated.
This discussion on equilibrium may be academic as long as the nuclear in-
teraction is concerned. Indeed model calculations employing short range forces
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systematically show chaotic features and high sensitivities to the initial conditions,
which suggests that the ensemble of collisional events of identically prepared sys-
tem (i.e. corresponding to the same impact parameter) can be identified with a
Gibbs statistical ensemble. However we cannot a priori exclude that the pop-
ulation of phase space under the dynamical constraints is not uniform: this is
even highly probable for the Coulomb part of the energy, since the relaxation
time of long range interactions can diverge [78, 100]. For example if the frag-
ment production mechanism is based on the spinodal decomposition [98], the
Coulomb interaction is not expected to influence the fragment partitions at vari-
ance with an equilibrium picture, due to the insensitivity of the short unstable
wavelengths to the long range interactions. This picture would be consistent with
the astonishingly good scaling with the size of the system of multifragmentation
partitions [56, 61].
It has been proposed [3] that these eﬀects can be accounted for, using an
information kernel diﬀerent from the standard exponential of the Gibbs theory
that we have presented in Section 1 (Chap. 1) and used throughout this paper.
Indeed the use of the so called non extensive q-statistics [3] proposed by Tsallis,
produces a distribution function for an observable controlled in average which
can be diﬀerent from the Gibbs distribution, depending on the value of a single
parameter q, while the main characteristics of the statistical entropy are preserved.
Values of q > 1 (q < 1) enhance (suppress) the tails of the distribution while q = 1
gives back the Gibbs distribution.
It is interesting to note that in the case of a Tsallis equilibrium the topologic
definition of phase transitions developed in Section 6 (Chap. 1) can still be applied.
An example from the isobar lattice gas model is given in Figure 59. The energy
distribution characterized by the two parameters β and q,
Nβq(E) = Z−1βq W(E)
(
1 − (1 − q)E/β)q/q−1 ,
is shown at diﬀerent pressures for q < 1, q > 1 and q = 1. Deep inside the coex-
istence (left part of Fig. 59) the bimodality signal persists in the Tsallis ensemble,
however close to the critical point the Tsallis distribution can be qualitatively
diﬀerent from the Gibbs one [101]. This is clearly shown by Figure 59. In the
q < 1 case the distribution shows no inversion of concavity in a region where the
density of states has an anomaly (left part of Fig. 59), as it can be seen from the
fluctuation properties of the system (middle left). Conversely in the case q > 1
the distribution is still bimodal even at the critical pressure [101] (right part of
Fig. 59). In the framework of an extended theory of phase transitions (see Sect. 6,
Chap. 1) this bimodality can indeed be interpreted as an actual phase transition in
the non extensive ensemble. If, following the theoretical proposition of Section 6
(Chap. 1), we still interpret the logarithm of the probability distribution as an
entropy even out of a Gibbs equilibrium, the second derivative of this quantity
represents a (non-extensive) heat capacity, shown in the lowest part of Figure 59.
Then we can conclude that the phase transition still exists out of equilibrium, the
eﬀect of q-statistics being summarized by a shift of the critical point.
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Figure 59. Upper part: energy distribution inside the coexistence region for the canonical
(medium grey) and the Tsallis (light grey: q < 1, dark grey: q > 1) ensemble. Medium part:
normalized kinetic energy fluctuations (symbols) and kinetic heat capacity (horizontal
line). Lower part: microcanonical heat capacity calculated from fluctuations (black) and
from the entropies deduced from the energy distributions (light, medium and dark grey).
The external pressure is below pc (left side), and equal to pc (right side).
However it is important to remark that in the q  1 case the probability dis-
tribution does not allow to extract any information about the density of states, at
variance with the discussion in Section 6 (Chap. 1). Conversely microcanonical
information can be extracted from the study of partial energy fluctuations (see
Sect. 7, Chap. 1), since the important property of the microcanonical ensemble
is that it can be accessed from any equilibrium by sorting events in energy bins.
The kinetic energy variance of the lattice gas model is compared to the canonical
expectation in the medium panels of Figure 59 (black curve). The same abnormal
fluctuations are observed in the coexistence zone independent of q. The corre-
sponding heat capacity evaluated from equation (66) is displayed in the lower part
of Figure 59. This example shows that a systematic correlation between bimodal-
ities and fluctuations could allow to infer non extensif eﬀects in the information
kernel. As discussed in Section 1.3 (Chap. 2) above, the same thing is true for less
exotic memory eﬀects in the entrance channel.
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