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The singular functional differential equation x(1 -x)A(x)JJ(x) + 
by(h(x)) - by(x) = -bg(x), x in (0. l), is studied for initial data .Y = 0 on x < a, J’ 
continuous on (a, 1) and p( l-) bounded. The singularity at x = 0+ is removable 
for a certain class of delayed arguments, h(x). The final end point at x = I- is the 
most important singularity because it results in a genuine singular boundary value 
problem. A formal solution is constructed and is shown to be unique and bounded 
when g(x) is bounded. A singular decomposition transforms the problem into two 
nonsingular initial value problems. Singular FDEs of this type arise in the study of 
the persistence of populations undergoing large random fluctuations when modeled 
by compound Poisson processes superimposed on logistic-type growth. 
1. INTRODUCTION 
Consider the following boundary value problem for a singular functional 
differential equation 
x( 1 - x) A(x) y’(x) + by(h(x)) - by(x) = -bg(x), xin (a, l), (1) 
with initial interval 
y(x) = 0, x < a, (2) 
with y continuous on (a, 1) and with y bounded at x = l-. Let the coefficient 
A(x) be suffkiently positive, A(x) > a” > 0 and satisfy a Holder condition of 
order r > 0 on [a, 11. Let the functional argument h(x) be continuous and 
differentiable with h(x) < x-k and h’(x) > k’ > 0 on [a, I] for some 
0 < k < 1 and k’ > 0. Let the inhomogeneous term g(x) be positive, 
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piecewise continuous and bounded on (a, 1). Finally, let the constants a and 
b satisfy 0 < a < 1 and b > 0. 
Remark. An alteration of the homogeneous initial condition, (2), to an 
inhomogeneous one is equivalent to modifying the inhomogeneous function 
g(x) because h(x) is retarded relative to x. Hence (2) is not restrictive. 
The type of equation in (1) arises as the equation for the expected 
moments of the exit time for a stochastic process modeling population 
growth with disasters (Hanson and Tuckwell, [6 ] and [7]). The population 
whose size is N at time t grows like 
dN(t) = N(t)( 1 - N(t)) A(N(t)) dt, (3) 
in absence of disasters. When disasters happen they are assumed to do so at 
the rate of a Poisson process with rate b dt but with magnitude x-h(x) 
instead of unity as in the standard Poisson process. The composite process is 
governed by the stochastic differential equation, 
dN(t; w) = N(t; w)( 1 - N(t; w)) A(N(t; w)) 
- [IV@; w) - h(N(t; w))] dP(t, b; w), N(t; w) in (a, 1). (4) 
dP(t, b; w) is an incremental Poisson process with expected values 
E[dP(t, 6; a)] = b dt = VAR[dP(t, b; .)I, (5) 
summed over the background random variable, w. Because h(x) < x, the 
compound process in (4) has negative decrements or disasters when 
dP(t, b; w) has unit increments. If the exit time for the process is the random 
variable 
T(x; w) = inf it IN(t; w) not in (a, l)IN(O; w) = x in (a, 1) 1 (6) 
and its expected value is 
Y(X) = El%; *>I, (7) 
then y(x) satisfies Eq. (1) when bg(x) = 1, according to the first passage time 
analysis of Gihman and Skorohod [4] and Tuckwell [9]. 
Equation (1) is singular at x = 1, the deterministic saturation level or 
carrying capacity, and also at x = 0, the extinction level which becomes 
important only when a = 0. The singularity at the final end of the interval 
gives rise to difficulties not found with nonsingular functional differential or 
differential-difference equations. An early example of a singular differential- 
difference equation arose in number theory and was treated by Bellman and 
Kotkin [ 1 ] with refinements by van de Lune and Wattel [S]. However, in 
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that problem the only singularity is at the initial end and hence is removable 
by integration over one step with the remaining steps treated the same as in a 
regular initial value problem. On the contrary, Eq. (1) is a genuine singular, 
boundary value problem due to the singularity at the “final end” point, 
x = 1, as we will see below. Equations of the type (1) were derived in papers 
of Hanson and Tuckwell [6, 71. More recently, Wickwire [lo] treated 
similar equations derived from the Poisson disorder problem and used the 
“method of ignoring the singularity” at x = 1. Gatica and Waltman (3 1 
examined a singular functional differential equation arising from an 
immunological model. Another critical feature of (1) is that the 
inhomogeneous term is nontrivial and hence so is the solution. 
In the next section we discuss the analytical properties of the solution. In 
Section 3 we discuss a singular decomposition of the solution into two 
fundamental parts which satisfy better-posed initial value problems. 
2. THE SOLUTION 
We formally proceed to construct a solution of (1) using the “method of 
steps” (see, for example, El’sgol’ts and Norkin 121). In the method of steps 
there are two main problems that should be avoided : (1) fixed points (i.e., 
Z = h(f)) on (a, 1 ] so that an infinite number of steps would be needed from 
a to 1, hence we assume h(x) < x - k for some k > 0 and sufficiently small; 
(2) nonunique steps (i.e., more than one solution of h(x(m)) =x(m) with 
x(m) given as the end of the mth step, hence we assume h’(x) > k’ > 0 for 
some k’ sufficiently small). 
On the first step, x in (a, x(l)), we choose x(1) implicitly from h(x(1)) = a 
(i.e., x(1) is the inverse image of a under h) when a is in the image of (a, 1) 
under h, or else we choose x(1) = 1. Because h’(x) > 0, the range of h is 
[h(u). h(l)] so that x(1) will be less than 1 if a < h(l), thus, when x in 
(a, x( 1)), y(h(x)) = 0 because h(x) < a is on the initial interval (2) and (1) 
becomes 
x( 1 - x) A(x) y’(x) - by(x) = -bg(x), x in (a, x( 1)). (8) 
Equation (8) is an ordinary differential equation of first order solvable 
through the use of an integrating factor, 
qx)= (1 -x)b’A(l) exp 
XblA (0) 
b ’ -~ 
i A(O) x 
dt IA(t) -A(O)1 
tA (t) (9A) 
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with 
u’(x) = -bu(x)/[x( 1 - x) A (x)], 
resulting in the solution 
Y(X) = iLlsI@> + W4X)~ 
where 
(9B) 
(10) 
L(g](x)- IX dru’(r)g(t) (11) . x’ 
for some fixed x* in [a, 1 j. We choose the above seemingly complicated 
form, (9A), for u(x) to expose its principal behavior, 
u(x) = @((I - x)b’yx*‘~(o)) uniformly on (0, 11. (9C) 
In the case that a = 0, we choose xx > 0 (e.g., x* = 1 or x* =x(l) 
depending on the particular problem of interest) so the integral in (11) exists. 
In that case as x approaches O+, y(x) approaches g(O+) because g is 
piecewise continuous and hence v(x) satisfies a “natural boundary condition” 
at x = 0 due to the singular boundary at x = 0. As x approaches l- the 
integrand in (11) exists because g is bounded and 
u’(x)=@((l -x)b+‘(‘)--1) (9D.J 
is integrable as x approaches l- even when it is singular for b/,4( 1) > 0. 
If there is only one step on [a, I] or x( 1) = 1 then the boundedness 
condition at l- reguires that C = -L [ g](l) and the solution of (1) is given 
as 
Y(X) = -1’ dt u’(t) &)/u(x), x in (a, l), (12) -X 
with J( l-) = g( l-) being a natural boundary condition. 
However, if x(1) < 1 (i.e., a < h(l)), the constant of integration, C, 
remains undetermined and we must continue onto the the second step 
(x(l), x(2)) with x(2) given by /1(x(2)) =x(l) when x(1) < h(1) or else 
x(2) = 1. On (x(l), x(2)), y(W)) k IS nown from (10) with x replaced by its 
retarded value h(x). The integrating factor, (9A), is the same and the 
solution to (1) on (x( 1 ), x(2)) is 
Y(X) = v + JJLI sl + Cl(XY4X)~ (13) 
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where operators Jj are defined on the class of bounded functions: 
Jj+~ItTI(X)~/~u+,j dtu’(t>(Jjl gllu)(h(t)) for j>O, 
J,[ gl(x) = I[ g](x) = g(x) (14) 
and where I is the identity operator. 
If h( 1) is in (a, x( 1)1 then there are only two steps on [a, 1 1. We set 
x(2) = 1 and the boundedness condition there requires that 
C=-(I+J,)L[gl(l)/(l+J,)[ll(l), (15) 
provided that the denominator in (15) does not vanish. The nonvanishing of 
the denominator is the basic condition for existence of the solution to the 
boundary value problem, (1) and (2). We shall see below that the 
assumption h’(x) > k’ > 0 is important to ensure this existence condition. 
The jth step begins at x(j - 1), where h(x(j- 1)) = x(j - 2) (i.e., 
x(j - 1) is the inverse image of x(j - 2) under h) as long as x( j - 1) < 1 
and ends at x(j) < 1. We have the following result for the jth step. 
THEOREM 1. If x in (x( j - 1 ), x(j)), a < x(j - 1) < 1, then the general 
solution of (I), continuous at x(j - 1) for j > 2, is given by 
where 
Y(x>=KjplIL[gl +cl(x>lu(x>~ j> 1, (16) 
KjI gI(X) s i Jil g](X), .i> 0, (17) 
i-0 
and Jj is given by (14). 
The truth of (16) follows by induction. Equation (10) serves as the j = 1 
induction initial condition. Suppose x is in (x(j), x(j + 1)) with x(j) < 1, 
then (1) can be written, using the integrating factor and (16) as the induction 
hypothesis in y(h(x)), as 
(uY>’ (XI = U’(X){ g(X) + Kj- I [‘I gI + Cl(h(x))lu(h(x))l. (18) 
We assume there are at least (j + 1) steps, so that 
x(j + 1) = h-‘(x(j)), h(l) > x(.dl 
= 1, 41) in W - 11, x(j) I. 
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Using continuity at x(j), we obtain 
Ytx)= lLIgl(x) +JIKj-*[L[gl + cl(x>-L[k!l(xW) 
-J,Km-,W[gl + W(.d> +~,-,~~Igl + ww>1l~(x>. (19) 
Further reduction using the definitions for Kj in (17) and Ji in (14) together 
with the identities 
and 
Jjlgl(x)=J~Jj-~1gI(X)-J,Jj-~~SI(X(j))~ .i> 1, (20) 
JIKj-,[gI(x)-J,Kj-,[gI(X(j)) 
= (Kj-O[gI(X)- (Kj-QIgltxtj))~ (21) 
W-1 -Kj>[gI(x(j))=-Jj[gl(x(j))=O, (22) 
leads to the conclusion that 
Y(X>=KjILIgI + CI(X)/U(X) on (x(j), x(j + l)), (23) 
and that (16) is true as long as x(j) < 1. 
When there are just m steps in [a, 11, i.e., x(m) = 1 and h(1) is in 
(x(m - 21, x(m - 1) 1, a unique solution exists provided the numerator in 
(16) vanishes along with the denominator, u(x), at x = 1. In addition, it is 
necessary that 
Km-,Illtl)fQ (24) 
in order to determine the constant of integration, 
C= -K,-, ~lgl(l)IKm~~111(1). (25) 
The formal solution of the boundary value problem, (1) and (2), is then 
x in tx(j - 11, x(j)), (26) 
on the jth step. The necessary, critical condition (24) for existence of the 
solution (26) relies heavily on the assumption h’(x) > k’ > 0. It is not an 
easy task to show that (24) follows from the lower bound on h’, but the 
lower bound on ~K,~,[l](l)~ is of interest for the understanding of the 
numerical problem in the case of a large number of steps (see Hanson 151). 
We remark that the positivity of the lower bound on h’(x) is necessary for 
the general analysis of the problem. In fact, if we relax the condition 
h’(x) > k’ and let h be approximately piecewise constant on (a, l), e.g., 
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h(x) N x(j) on (x(j) + q(j), x(j + 1) J for j = 0 to m - 1 with a smooth tran- 
sition on [x(j), x(j) + q(j)) but otherwise arbitrary h(x(j)) < x(j), then we 
can calculate that 
when the smooth transition is negligible for small q(j). 
However, when h’(x) > k’ > 0 and k’ sufficiently small, we have 
THEOREM 2. Given h’(x) > k’ > 0 and m steps in [a, 11, 
h(x(O)) < x(O) = a = h(x( 1)) < x(1) = h(x(2)) < x(2) 
< ~~~<x(m-2)=h(x(m-l))<h(l)~x(m-1)<x(m)=1, (27) 
(28) 
where 
b2k’Z(j) 
aw = x(j)(l - x(j - 1) U(X(j - 1)) sup[A 1’ (29) 
and 
dtu(t)(x(j+ l)-t)/[t(l -t)A(t)]. (30) 
The proof of this theorem is given in the Appendix. We remark that when 
k’ is sufficiently small, the lower bound in (28) will be 
(31) 
as can easily be seen from (29). K,,-, [ 1 ](l) would be close to this lower 
bound if h’(t) were close to its lower bound k’ and h(l) = x(m - 1). In this 
case k’ would not have to be too small when m is large for (31) to be very 
small and the solution of (1) to be numerically ill-posed. 
Theorem 2 concerning the existence condition for our formal solution in 
(26) is a principal reason for the following result: 
THEOREM 3. The solution to (1) with (2) is unique and bounded for x 
bounded on (a, 1) ifg is bounded. 
Remark. The truth of Theorem 3 is clear away from the natural boun- 
daries at x = 0 and x = l-. As X--P l--, the right natural boundary, the 
denominator, u(x) + O+, so that this limit must be treated with extra care. 
As the left natural boundary, x = Ot, is approached in the domain of 
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interest, the denominator, u(x), becomes infinite as K,L [g](x) becomes 
infinite in the numerator. Hence the left natural boundary has to be treated 
with extra care also. The details are placed in the Appendix for the interested 
reader. 
3. THE SINGULAR DECOMPOSITION 
In the previous section we established that the solution to our boundary 
value problem for the singular functional differential equation (1) exists and 
is in fact bounded. However, the forma1 solution given by (26) is not of prac- 
tical use in numerical calculations. The reason for this is that (26) suggests a 
“shooting method” with the “target” being boundedness of the solution. The 
penalty for missing the target is of course an unbounded solution making the 
calculation of (26) ill-posed numerically. Shooting arises since the constant 
of integration is not chosen by the boundedness criterion until the final 
integration step (x(m - l), 1) is complete. 
In order to avoid the problem of shooting with a guess for C, we will 
construct a set of two better-posed initial value problems in the spirit of 
fundamental solutions. These “fundamental” solutions are obtainable by 
quadratures and can be superimposed to form the genera1 solution to (1) and 
(2). 
Particular motivation for the “singular decomposition” into fundamental 
solutions is that the denominator, u(x), in (23) vanishes as x4 l- and that 
the constant, C, is unknown throughout the integration. Hence we let the 
singular decomposition of the solution be 
Y(x) = [G(x) + CF(x)]/u(x). (32) 
Because the constant, C, is arbitrary prior to satisfying the boundedness 
boundary condition, the fundamental solutions satisfy separate first-order 
functional differential equations, 
G’(x) = @‘g)(x) + u’(x)(GluMx)) (33) 
and 
F’(x) = u’(x)(F/u)(h(x)). (34) 
We remark that F is independent of the inhomogeneous term, g(x). We 
form two initial value problems for (33) and (34) that avoid a possible 
singularity at x = 0 (i.e., x = a = 0 is a removable singularity by integration 
over one step) by the initial conditions 
W)=L[gl(x) on x in (a, x( 1)) (35) 
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(condition (35) suggests that we might choose x* = x( 1) in (11) for L) and 
F(x) = 1 on x in (a, x( 1)). (36) 
It follows that the domain for (33) and (34) is (x(l), 1) in the case of more 
than one step. G(x) and F(x) are required to be continuous on their domain. 
Further, because the coefficient u’(x)/u(h(x)) in (33) and (34) is integrable 
(see (9C) and (9D)) on (x(l), l), we have from El’sgol’ts and Norkin [2] : 
THEOREM 4. The components of the singular decomposition, G(x) and 
F(x), are bounded on (x(l), 1). 
In addition, l/F is increasing, because F*( l/F)’ = / u’ ) F(h(x))/u(h(x)) and 
l/F(x) = 1 on the first step and by induction to higher steps, (l/F)’ > 0. 
Hence F(x) > 0 along with l/F(x) > 0. 
The solution of these two relatively well-posed initial value problems, (33) 
with (35) and (34) with (36), can be used to solve the boundary value 
problem, (1) with (2) and boundedness. The constant of integration can be 
determined from (32) as 
C = -(G/F)( I-). (37) 
Note that F(l-) > 0 from the above discussion, while the boundedness of C 
follows from (28) of Theorem 2 and Eq. (39) below. 
The explicit, formal solution for G and F can be written using (26) as 
G(X>=Kj-1L[gI(X) on (x(j - 11, x(j)), (38) 
F(x)=Kj-lIlI(x) on (x(j - I>, x(j)), (39) 
for j = 1 to m. 
Special cases of the singular decomposition, (32), with h(x) = x - c in the 
constant disaster case and h(x) = (1 - c) x in the linear (density- 
independent) disaster case with c constant were given by Hanson and 
Tuckwell ([6] and (71, respectively). In these special cases, with g(x) = 1 
and A(x) = 1 also, y(x) is a normalized, expected extinction time for random, 
Poisson disasters occurring in a background logistic growth. In this case G 
can be further decomposed into the form 
G(X) = U(X) P(X) + Kj-2[Ql(X>, on (x(j - 11, x(j)), (40) 
for j = 2 to m where 
P(x) = j on (x(j - 11, x(j)>, (41) 
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is now the pure Poisson decrement component, and 
j-1 
Q(x) = - ‘Y W.0) on 
,y 
(x(j - l), x(j)) when 2 <j < m, 
(42) 
=o on (4% 4 1 >>, 
is the term which balances out the discontinuity in the pure Poisson 
contribution, (41). The fact that Kjp2 rather than Kjp, appears in (40) is due 
to the fact that Q = 0 on (x(O), x( 1)). 
Another case considered in Hanson and Tuckwell [7] is where the 
inhomogeneous term, g(x) = g*(x), is proportional to a previously found 
expected extinction time, y,(x) = E[ T(x; e)] as discussed above and the new 
solution, y*(x), is then proportional to the expected square of the extinction 
time, E[ T*(x; .)I. The equations for successive higher moments, yn+ ,(x), of 
the extinction time satisfy equtions of type (1) and are given in Tuckwell 191, 
41 -x>~(x)~:,+l(x)+~~,+,(~(x))-~~,+l(x) 
= -b(n + l)y,(x). (43) 
The inhomogeneous terms are gn+ i(x) = (n + 1) u,,(x), where y,(x) is the n th 
moment which must be found before y,+ ,(x) can be found. 
APPENDIX: ESTIMATE OF K,-,[ l](l) 
In this appendix we prove the bound 
m-1 
K,-,I11(1)> n 4.8, (AlI j=I 
where a(j) are given by Eq. (29). First we rewrite (17) in a recursive form 
for Kj when x is in (x(j), x(j + 1)). Equation (17) implies 
j-1 
KjIlI(X)=Kj~I[lI(X(j))+ 1 {Ji[l](x)-Ji[l](x(j))} +Jj[l](x)> 
i=O 
KjllI(x)=Kj~,llI(x(i))+~~~~~~~~~~~i~,+Jj-,![l](h(~)), , I 
and finally we obtain our recursive formula 
Kj[ l](~)=Kj-,,j+i'~ dtu'(t) (Kj_,[l]/u)(h(t)), 642) 
Xti) 
SINGULAR FUNCTIONAL DIFFERENTIAL EQUATION 415 
where we use (14) for .Zi and we define Kj_l,j = Kj-,]l ](x(j)). The lower 
bound in (Al) requires the case j=m, i.e., K,-,,,= K,-,[l](x(m))= 
Km-,[ll(lh or 
K m-1.m =K m-2,m-l + !‘I dt u’(t)(K,-211 I/u)@(t)) (A3) 
-.r(m-l) 
from (A2) which indicates that we need an upper bound on (Kj[ 1 ]/u)(h(t)) 
on t in (x(j + l), x(j + 2)) for j = 0 to m - 2 due to the recursion relation 
(A2) and the fact that u’(t) is negative. In the initial case when j = 0, 
K,[ 1 ] = Z and t is in (x(l), x(2)), 
Well J/u)(W) = l/(Wl)) + (h(t) -x(l))(-~‘I~*)(h*(l)) (A4) 
by the mean value theorem, with some h *( 1) in (h(t), x( 1)) contained in 
(x(O), x(1)). In (A4) we define U(j) = u(x(j)). An estimate of the right-hand 
side of (A4) can be obtained by noting h’(t) > k’ has an integral analogue 
h(t) -x(j) < h(t) - Wj + 1)) 
"Xcj-t I) 
zz- ds h’(s) < -k’(x(j + 1) - t), 
‘I 
O<j<m- l,tin(x(j),x(j+ l)), (A9 
where we used h(x(j + 1)) =x(j) for j< (m - 2) and h(x(m)) = h(1) < 
x(m - 1). Also relation (9) can be used to estimate u’/u2, 
(+u’/u”)(x) = -b/(x(1 -X)A(X) U(X)) 
< -VW + 1X1 - 4.0) WI wP 11, (A61 
for t in (x(j), x(j + 1)) and thus eliminate reference to the mean value point 
h*(l). 
where a(l) and Z(1) are defined in (29) and (30), respectively, and 
B(3) = sup[A(x) on [O, l]]. In general, 
(h(t)) < $;,; ;) - 
(x(j+ 2)-t) j+’ 
bZ(j + 1) ,Ir 44, 
w-3) 
409196’2 Y 
416 FLOYD B. HANSON 
for j = 0 to (m - 2) and t in (x(j + l), x(j + 2)). Equation (A8) follows by 
induction with (A8) as the induction hypothesis and (A7) as the initial 
condition at j = 0. Another application of the mean value theorem yields 
Kj+l,j+2 
= ucj+2j + Mt)-x(j+2)1 “+; 
Y “‘I 
’ (h*(j + 2)) (‘49) 
when t in (x(j + 2), x(j + 3)) for some h*(j + 2) in (h(t), x(j + 2)). The 
recursion relation (A2) connects Kj+, [ l] as well as Kj+ I [ 11’ via differen- 
tiation to Kj[ l] and hence to the induction hypothesis (A8). Upon using 
(A2) to eliminate Kj.+ ,[ 1 ] in (Kj+ 1 1 II/u) t erm of (A9) and cancelling terms 
in Kj.j+, , we have 
Jfl (“’ ‘l’ 1 u (h(t)) < gy;; + IW - -4.j + 211 
I 
x 
- ds u’(s)(x( j + 2) - s) 
ill 
(Al’4 
.w+ I) x:h’fj+Z) 
We note that the quantity in the curly bracket term of (AIO) is bounded 
above by bl(j + 1) as defined by (30), while the terms [h(t) - x(j + 2)] for 
(j + 2) < (m - 1) and u//u2 can be simplifiied by the estimates in (A5) and 
(A6), respectively, to give 
(“+;“’ j(h(t)) < 251;;; 
bk’(x(j + 3) - t) j+ I 
- x(j + 2)(1 -x(j + 1)) U(j + 1) sUP[A] 
. n a(i). (All) 
i= I 
Equation (A 11) can be further simplified by collecting terms for a(j + 2) as 
defined by (29), in which case it becomes the induction hypothesis, Eq. (A8), 
but with j replaced by (j + 1). Hence (A8) holds for j = 0 to (m - 2). 
Upon substituting the estimate (A8) with j = (m - 2) into the right-hand 
side of (A3), we obtain our estimate for the “necessary existence determining 
factor,” 
m-1 
K m-1,m > n a(i) > 0. (A121 
izl 
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where (30) with j = m - 1 and (9) have been used to eliminate the integral of 
u’(t)(x(m) - t). This completes our proof. 
Boundedness ofu(x) on (a, 1). Since g is bounded there is a B > 0 such 
that 0 < g(x) < B. First we consider the case where x(0) = a = 0+ so that 
u(O+) is unbounded. Here we must show that the explosion of K,L [ g](x) 
matches the explosion of the denominator, U(X), as x + O+. Supposing 
x(1) < 1 or m > 2, we choose x* = x(l)>h(x(l))+k=x(O)+k=k>O 
(or else we choose x* = x( 1)/2, etc.) so that by (17), (14) and (11) 
lwoL~gl(x)l= Il;(,) 1 dt u’(t) g(t) < Bu(x) (A13) 
for x in (x(O), x(1)) and with u(x) > U(X( 1)). Therefore by (26) and (A13) 
I Y(x)I< B + I Cl/@> + B as x+ 0. (A14) 
Therefore, the solution will be bounded in a neighborhood of x = O+. On 
(a, h( 1)) where we now assume u > 0 for specificity, h( 1) ( 1 - k from 
h(x) < x - k, we have that 
u(x) > u(h( 1)) > u( 1 - k) > exp(-2bK/r&‘) k”” > 0, (Al51 
where K, r and a’ > 0 arise from the original hypotheses on ,4(x) : A(x) > 
a’>0 and IA(x)-A(t)] <K]x-t]‘. Equation (A15) implies that the 
denominator, U(X), in (26) will not vanish on (a, h(1)). In order to find the 
bound on the numerator in this case, we note that the recursion relation for 
KjL[ g] analogous to (A2) is 
dt u’(t)((Kj-kLI gI/‘u)(h(t)) + dt>l. 6416) 
When j = 1, (A13) may be used to obtain the estimate on (x(l), x(2)) and 
m > 3, 
lK,L[gl(x>l GBW(l)i. (A17) 
While for 1 <j < m - 2 on (x(j), x(j + 1)) induction implies that 
IKjL[ g](x)1 <B 2’-‘U(l) + $ 2’-PU(p)/. 
p=, 
(‘418) 
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A similar application of induction to obtain an upper bound on Kij 11 on 
(x(j), x(j + 1)) for j ,< m - 1 using (A2) yields 
lKj[ l](x>l < 2’. (A19) 
Hence (A 12), (A 15), (A18) and (A19) bound all terms present in the 
solution (26), as long as x is in (a, /I( 1)) and a > 0. 
The interval (h(l), 1) must be handled with care since at x = 1 the right- 
hand side of (26) is indeterminate. We will assume that x(m - 1) = h( I ), but 
the case of boundedness on (h(l), x(m - 1)) with h(1) < x(m - 1) is handled 
in a very similar way because u(x(m - 1)) may be very small. A first step to 
eliminate the indeterminate form is to rewrite (26) for j = m using the 
recursion relations (A2) and (A16) to cancel terms that are order one as 
x + 0+ and u(x) + Of, on (x(m - 1). l), 
y(x) = )K,-,LI g](x(m - 1)) 1” dl d(l)( K”‘;2’1 ‘-)(A@)) 
. x 
-K,-,[l](x(m- l))j.‘dlU’(f) [s(r)+ jKm+~igi)(h(t))j 
x 
- 
I 
By applying the mean value theorem to the integrals on (x, 1) in terms of the 
variable u with dt u’(t) = du, we can eliminate those U(X) terms in both 
numerator and denominator causing the indeterminacy, 
y(x) = !-Km-&[ g](x(m - l))(K’“;‘l’)(h*) 
+~m-,[llce - 11) g( *> + [ x 
- (K-;‘l’)(h*)~:,m~,, dtu’(t) 
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x [g(c) + (““-:“‘“‘)(h(w ] 
+ [ g(x”) + (yg’)@*)] 
where x* is in (x, l), h* = h(x*) in (h(x), h(1)). We note that all terms on 
the right-hand side of (A21) are bounded. In fact as x+ l--, x* + l-, and 
Y(X) -YMl-)I + Lw-1) 6422) 
which is the natural boundary condition that is automatically satisfied at 
x = l-. Hence, we have completed our justification of the boundedness 
property of the solution. 
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