[1] A technique is developed for detecting short period (3-10 min) ionospheric disturbances and estimating their propagation speed and direction using data from a large GPS network (a hundred or more receivers). This method increases the signal-to-noise ratio of small signals and could be applied, autonomously, to process a large set of data for the study of the potential signal sources and statistical distributions of these disturbances. The integral electron content (IEC) for every satellite-station pair in the network is extracted from dual frequency phase data. These IEC time series are then band-passfiltered and cross-correlated with each other. The resulting correlation power is an indication of the presence of a common disturbance recorded at the two stations, and the delay to the maximum correlation is a measurement of the propagation time between the ionospheric pierce points of the respective stations. A threshold on correlation power is used to select a subset of these delay measurements. The velocity of the detected perturbation is then estimated by fitting a two-dimensional plane wave model to this subset of measurements. A technique is developed to remove the effects of time-varying satellite motion and to reconstruct the waveform that would have been observed at a fixed point within the ionosphere. Consistency of the resulting velocity estimates is checked using a stacking-alignment method and a time-distance mapping that accounts for the motion of the GPS satellites. The sensitivity of the velocity estimate to both the assumed height of a thin-layer ionosphere and the detection threshold value is studied. A simulation is used to demonstrate the IEC waveform distortion due to satellite motion, and an example is shown in which this distortion is able to shift the dominant frequencies of an actual disturbance outside of the passband of the filter, thereby preventing detection. Four weeks of data, in different seasons, collected using the Southern California Integrated GPS Network (SCIGN), were processed. Over the total of 28 days, 127 significant disturbances were detected, most with horizontal propagation speeds between 50-1000 m/s and westward directions of propagation. A few cases with exceptionally high speed (>2000 m/s) were observed. It is hypothesized that these are manifestations of disturbances that occur simultaneously throughout the ionosphere, rather than traveling waves. The rate of occurrence of disturbances in the 3-10 min band was found to be larger than expected. Observational biases of this method are discussed.
Introduction
[2] Perturbations in the height and electron density of the ionosphere have been studied for decades. The amplitudes of these disturbances are typically small compared with the diurnal variation in the ionosphere. Use of a band-pass filter, combined with some test for signal coherence, is thus necessary in order to detect these disturbances in the presence of the much larger long-period variations.
[3] Short period (less than 10 min) disturbances, propagating near the speed of sound (700-1800 m/s), have been associated with shock acoustic waves generated by impulsive sources in the neutral atmosphere. Some sources include large earthquakes [Calais and Minster, 1995; Afraimovich et al., 2001b; Ducic et al., 2003; Wolcott et al., 1984; Otsuka et al., 2006] , rocket launches [Calais and Minster, 1996; Afraimovich et al., 2002; Jacobson and Carlos, 1994] , large chemical explosions [Calais et al., 1998; Blanc and Jacobson, 1989; Fitzgerald, 1997] , and nuclear weapon tests [Hines, 1967] .
[4] Calais et al.
[2003] applied an array processing technique, using a 3 -10 min band-pass filter, to GPS measurements from the Southern California Integrated GPS Network (SCIGN) [Hudnut et al., 2001 ] to search for disturbances following the 16 October 1999 Hector Mines earthquake. Several waves were detected in that experiment. None of them, however, occurred at times that were compatible with the earthquake as a source. Those findings motivated the research which is presented in the present paper.
[5] The first step in determining the origin of these disturbances, which do not appear to be associated with known impulsive events in the atmosphere or the solid Earth, is to characterize the statistics of their occurrence.
[6] The following research was undertaken to develop an automated method for processing large sets of GPS measurements (one or more years) to detect these disturbances and estimate their speeds and directions of propagation. The time and propagation vector for individual disturbances could then be used to search for possible sources. A large ensemble of disturbances could also be studied to look for variations which are, for example, seasonally dependent or correlated with geomagnetic conditions.
[7] Dual-frequency GPS receivers are commonly used to measure the integrated electron content (IEC) through a linear combination of the pseudorange and carrier phase from the L1 and L2 frequencies (1575.42 MHz and 1227.6 MHz, respectively) [Mannucci et al., 1998] . A network of hundreds of GPS receivers, such as SCIGN, provides for a dense sampling of the ionosphere and thus offers the possibility of detection and study of these disturbances through the optimal fusion of many measurements.
[8] Algorithms for the processing of an entire array of data must be computationally efficient, given the large number of stations presently available (250 in SCIGN). Thresholds for the detection of a disturbance and quality control of the data must be set autonomously to allow the processing of data over a long period of time without operator intervention. Both of these requirements were important considerations in this research.
[9] One previously developed method for the detection of ionospheric disturbances in GPS data is the Statistical Angle-of-Arrival and Doppler Method (SADM-GPS) [Afraimovich et al., 1998 [Afraimovich et al., , 2003 . SADM-GPS computes the gradient in IEC measurements from three stations and projects this vector onto a two-dimensional plane to yield a time series of instantaneous propagation velocities. The velocity measurements are then timeaveraged to reduce the noise and produce the propagation speed and direction, assuming a plane wave model. The detection threshold in Afraimovich et al. [2003] was based on the amplitude of the IEC variation. The width of the main lobe of the disturbance spectrum was used as a test of the quasi-monochromatic assumption.
[10] The method to be presented in this paper uses the cross-correlation between many pairs of IEC time series produced from receivers in the network. These crosscorrelation measurements are constrained by a geometric model that is inverted to estimate the speed and direction of a propagating disturbance.
[11] The remainder of this paper is organized as follows: The method for estimating velocity from the filtered IEC time series is described in section 2. Section 3 introduces the statistical tests applied to determine the quality of the velocity estimate and the method for removing the effects of satellite motion to reconstruct undistorted IEC waveforms. Section 4 contains simulation results and sensitivity studies, and section 5 presents the experimental results. Section 6 compares the results in this paper with other published findings and makes recommendations on the use and limitation of our method for studying short-period disturbances in the ionosphere.
Data Processing

Generation of Filtered IEC Time Series
[12] We generated IEC time series from GPS data collected at a set of 175 stations within the SCIGN (http:// lox.ucsd.edu) using the method described by Mannucci et al. [1993] . Only data sampled at 30 s intervals were used. The resulting IEC time series were passed through a fifth-order Butterworth band-pass filter with a passband between 0.0056 Hz and 0.0017 Hz (a period between 3 and 10 min) following the same approach as Calais et al. [2003] . An example of the raw and filtered IEC time series recorded at two stations is shown in Figure 1 . In this example, one can see similar high-frequency signals in the time series from both stations. The maximum amplitude of the TEC disturbance can be seen to be approximately 2 Â 10 15 el/m 2 or 0.2 TECU.
[13] Variations observed in the IEC could be the result of changes in the concentration of electrons anywhere along the line of sight (LOS). We approximated the total change in the IEC as a change within a two-dimensional (2D) thin layer, located at a fixed altitude of 400 km (approximately the altitude of the F2 layer). The measurements of IEC variation were assumed to take place at the pierce point where the LOS from a GPS satellite to a receiver intersects this thin ionospheric layer. The projection of the pierce point onto the surface of a flat Earth will be referred to as the subionospheric point (SIP) in the remainder of this paper. The SIP locations were computed from the International GNSS Service (IGS) satellite orbits [Kouba, 2003] . Data from satellites with low elevations (<30°) were not used since this 2D representation is inaccurate in such cases. In section 4.2, we evaluate the sensitivity of the estimated propagation velocity to the assumed height of the thin layer. One consequence of this 2D approximation is that only the horizontal component of velocity is estimated.
[14] In Figure 2 , filtered IEC time series are plotted, using color to indicate amplitude, along the corresponding SIP trajectories. An example data set for PRN27 on 7 July 2000 is shown in this figure. A strong perturbation is visible around 118°W longitude and 35°N latitude.
Cross-Correlation of Filtered Time Series
[15] We computed the cross-correlation between the normalized IEC time series from every pair of stations viewing the same satellite. This cross-correlation was used as a test for the presence of a coherent disturbance. Every IEC time series was normalized by its maximum amplitude. The unbiased, discrete-time cross-correlation function C xy [m] was then computed using the definition
Figure 1. (top) Raw IEC time series, computed using the method from Mannucci et al. [1993] .
(bottom) The same time series, after passing through the band-pass filter. The data are from satellite PRN27, observed at sites MPWD and TOST, on 7 July 2000. Observe that the high-frequency (filtered) component of the time series is very similar for both stations, but is delayed slightly for station MPWD. in which x[k] and y[k] are discrete time series, m is the lag and N is the length of the series. Cross-correlation of many pairs makes it possible to identify coherent signals, even if their magnitudes are too low to be observed in the individual IEC time series.
[16] Figure 3 shows the cross-correlation of the two normalized IEC series shown in Figure 1 . The lag, m max , which produced the maximum amplitude of C xy [m] was used as a measurement of the time of travel between the SIPs corresponding to the two stations.
[ 
Estimation of the Propagation Velocity
[18] The forward model, relating the propagation velocity,Ṽ p to the time-delay measurement, Dt i , for the ith station pair, was based upon the simplified geometry in Figure 4 . Note thatṼ p is the phase velocity of the ionospheric disturbance observed in the Earth-CenteredEarth-Fixed frame. In this model, the disturbance is assumed to be a plane wave, propagating at an assumed altitude, with a constant velocity, over a locally flat Earth. It is also assumed that only one disturbance is present within the time range and the geographical area studied. This method does not require the quasi-monochromatic assumption on the propagating ionospheric disturbances as in Afraimovich et al. [2003] . The disturbance waveform, however, was assumed not to change as it propagates over the network (i.e., it is assumed to be nondispersive).
[19] The displacement of the wavefront during the time Dt i is the projection of the displacement vector between the SIPs corresponding to the two stations. The measurement Dt i , produced from the maximum crosscorrelation, can thus be related to the problem geometry and the unknown propagation velocity,Ṽ p , by
which is the projection of the displacement between SIP's, Dx i , onto the direction of wave propagation,Ṽ p . . Geometry for deriving the forward model. At time t 1 , the disturbance is detected at SIP locationx 1 , for one of the satellite-receiver pairs. Sometime later, at t 2 , a similar disturbance is detected at SIP locationx 2 for another receiver viewing the same satellite. If these two measurements represent detection of the same perturbation, observed at a different location in time and space, then the time difference between them is Dt i , and the location difference is Dx i . Dt i is determined from the lag which maximizes the cross-correlation, and Dx i can be computed from the receiver locations and GPS ephemeris.
[20] Equation (2) can be written in a linear form as
through a change of variables. (Subscript E and N denote the eastern and northern components of the vectors.)
[21] The components of K have a one-to-one relationship with the velocity components.
The displacement vectors, Dx i , were computed from the IGS orbits.
[22] The inversion of the model in equation (2) esti-
T . This was done using a linear least squares solution.
where
[23] The matrix of residuals R, for the estimateṼ p , obtained from the estimateK, is given by:
The estimated variance-covariance matrix of the parameters K was found from the residuals [Neter et al., 1996] .
[24] We used the covariance matrix s 2 {K}, transformed to errors inṼ p , to assess the quality of the estimate and produce error ranges on the maps of the velocity (section 5, Figure 18 , for example).
3. Postprocessing, Visualization, and Quality Control [25] We performed several postprocessing tests to assess the quality and consistency of our results. These include aligning the time series using the estimated velocity and a time-distance-IEC mapping (TDI map) which accounts for the motion of the SIPs during the time of the measurement. Stationary IEC waveforms were reconstructed by removing the distortions due to satellite motion.
Alignment Method
[26] We first applied an alignment method to visually demonstrate the existence of a coherent waveform in the TEC time series. A proper alignment of the time series would indicate a disturbance propagating at a velocity consistent with estimated results from the method in section 2.3. The stacking method in Calais and Minster [1996] assumed a disturbance propagating radially outward from a point. We modified this method to use the assumption of a plane wave.
[27] LetD sip be the location of the SIP relative to an arbitrary point in north and east coordinates (assuming a flat Earth model).D sip is projected into the direction of V p to reduce the two dimensional problem to one dimension. The relative distance D R (t) from a reference position to each SIP, measured along the direction of propagation,V p Ṽ p /jjṼ p jj, is therefore
[28]D sip , and thus D R (t), will change with time as a result of the orbital motion of the GPS satellites. The mean value, hD R i, found by averaging D R (t) over the time interval that a strong perturbation (amplitude above 50% of maximum) was present was used to generate a slant-stack plot. In this plot, each IEC time series, recorded at the ith station, is shifted by a lag of Dt d,i
in the time axis (abscissa) and by the projected distance hD R i in the vertical axis (ordinate).
[29] Figure 5 is an example of aligned plot for 7 July 2000. It can be seen that most of the waveforms appear to be similar to each other, thus visually confirming the detection of a common disturbance observed by all stations in the array. Following the shift in time from equation (13), the disturbances from all stations are also approximately aligned in this new time reference. This confirms that the propagation velocity estimated from the cross-correlation method in section 2.3 is consistent with the measured data.
Time-Distance-IEC Mapping
[30] Next, we combined the SIP map from section 2.1 with the alignment method described in section 3.1 above. In this time-distance-IEC (TDI) plot, the x-axis (abscissa) represents the time (not shifted) and the y-axis (ordinate) represents the time-varying distance projected onto the direction of propagation to each SIP point, D R (t). We ploted each IEC time series, using a color scale to represent normalized signal amplitude, at the appropriate points along the SIP trajectory. The difference between this method of visualization and the alignment method is that the time-varying D R (t) accounts for the motion of each SIP whereas, on the stackingalignment plot of Figure 5 , the SIP locations are approximately placed at the average distance hD R i.
[31] Figure 6 shows an example of a TDI plot, in which the parallel lines of similar color demonstrate that the IEC variations observed at multiple receivers are coherent. The slope of each SIP trajectory in the t À D R plane is equal to the component of the SIP velocity (due to satellite motion) projected onto the direction of propagation. The slope of the coherent patterns in the colors is equal to the propagation speed of the disturbance. This slope must be positive and the similar colors (i.e., wavefronts) must be aligned for the data to be consistent with the estimated velocity. The TDI map thus provides an additional qualitative test of both the existence of a coherent IEC waveform and a reasonable estimate of its propagation velocity.
TDI Map of Multiple Satellites
[32] Data from multiple satellites can be plotted on the same TDI map. Figure 7 shows the filtered IEC time series from PRN8 (the upper stack) and PRN27 (the lower stack). A disturbance is present in the signals from both satellites at an approximate time of 6-8 H UTC and the IEC variations show similar slopes in the color patterns that align with each other. Therefore we conclude that the same disturbance was observed in the signal from both satellites.
[33] The TDI map in Figure 7 also shows that some parts of the waveform has attenuated or strengthened over time. The IEC waveform and propagation velocity may change over time, as shown in Figure 8 in which the data from an additional satellite (PRN2, the upper stack) Figure 6 . Time-distance-IEC (TDI) map of PRN27, 7 July 2000. The slope of the aligned color (representing filtered IEC) is the propagation speed. The reconstruction method (section 3.4) projects all normalized IEC time series onto the solid line (i.e., the ''screen'') and then transforms them into a coordinate along the dashed line, which is parallel to the time axis. Only time series producing a correlation value above the threshold are shown on this plot. is added and it is seen the colors do not align well with the patterns in the signal from satellites PRN8 and PRN27.
Reconstruction of IEC Waveforms
[34] In the results presented in this paper only measurements from one satellite, recorded at multiple ground receivers, were processed together to produce a velocity estimate. All of the SIP trajectories from the same satellite would have a very similar path, as can be seen in the SIP maps in Figure 2 . This is a consequence of the large distance to the satellite, relative to the separation between receivers. Distortion of all of the waveforms would be very similar and thus would not significantly affect the cross-correlations.
[35] We used a transformation to remove the timevarying SIP motion from the IEC time series and produce a waveform which represents the measurement that would have been made at a fixed point in the thin ionospheric layer.
[36] The general description of the variation in filtered IEC with the motion of the corresponding SIP is a four dimensional problem (IEC, time, and the SIP location in two dimensions,D sip ). The assumption of a plane wave propagating with a constant velocity,Ṽ p , reduces this problem to two dimensions (IEC and a transformed timedistance variable). The location of the SIP was projected onto the direction of the propagation velocity. The independent variables of time and D R , used in the TDI map, can then be transformed to a new set of orthogonal coordinates. One of these new coordinates is aligned in the direction ofV d as shown in Figure 6 . The unit vectorV d is the direction of the coherent color pattern on the TDI map. All IEC values on the TDI map can be projected into the ''screen'' ofV d? . This ''screen'' slides along the direction ofV d , illustrated in Figure 6 .
[37] This coordinate transformation is described mathematically as:
where [t D R ] is a two-element-vector, which consists of scalar t and scalar D R . The filtered IEC was plotted against the transformed time-distance variable, DT proj . Every IEC time series, from a different SIP, should overlap when plotted against DT proj and could then be averaged to reduce noise. The stacked waveform can then be transformed into an equivalent waveform as would be measured at a fixed location in the ionosphere, through scaling the x-axis by
wherex t is a unit vector in the direction of the time axis on Figure 6 .
[38] After applying this scaling to the independent variable DT proj , the resulting plot of IEC versus t new has dimensions of normalized IEC (non dimensional) and time, respectively.
[39] Figure 9 shows the reconstructed IEC time series for PRN27, from the data recorded on 7 July 2000. The time series from all stations, once transformed, appears to be very similar, further confirming the presence of the same disturbance propagating over the network (as long as dispersion is insignificant). These waveforms can then be averaged, as shown on the lower plot in Figure 9 , to generate a model waveform for the disturbance with the effects of satellite motion removed.
Simulation and Sensitivity Studies
[40] In this section, we use simulations to demonstrate the Doppler-like effect from satellite motion and show how this could influence the ability to detect a disturbance. We also present studies of the sensitivity of the estimated propagation velocity to the ionospheric height assumption and to the threshold of detection.
Simulation of the Doppler-Like Effect
[41] A simulated IEC time series was generated from
in whichR is the 2D SIP position and x is the distance along the wave propagation direction (x =V p ÁR). An arbitrary reference point is denoted with subscript d. w c is the central frequency (8.1 Â 10 À3 rad/s) and w bw is the bandwidth (5.4 Â 10 À4 rad/s).
[42] A simulation, using the synthetic IEC disturbance in equation (16), was used to demonstrate the distortion of the IEC signal resulting from the movements of the SIPs. The results of this simulation are shown in Figure 10 . The left plot shows the simulated waveform and the power spectrum of the signal recorded at a fixed position. The middle plot shows the distorted waveform and power spectrum that would Figure 9 . Reconstructed IEC waveform from PRN27 on 7 July 2000, removing the effect of SIP motion. IEC time series are shown as points and averaged to produce the lower plot. This waveform represents a measurement that would be obtained by a sensor at a fixed location in the ionosphere. As can be seen in this figure, the filtered time series from all ground stations are very similar, indicating a coherent disturbance. have been recorded from a moving SIP using the data for PRN27 on 7 July 2000. The right plot shows the waveform reconstructed from the distorted one using the method described in section 3.4.
[43] The distortion due to this relative motion is significant since the speed of the SIP is usually in the range of 50-300 m/s, which is within an order of magnitude of the speed of many ionospheric disturbances.
[44] We will refer to this as a ''Doppler-like'' effect to distinguish it from the more common Doppler effect on the GPS carrier frequency due the satellite-receiver motion. The frequency shift Df p of a monochromatic wave with a frequency of f p at rest is given by:
[45] Different satellites have different SIP velocities, thus the distortions of recorded IECs for the same ionospheric disturbance would appear to be different. As discussed in section 3.4, this distortion should not significantly affect the cross-correlation between the signals from the same satellite received at multiple ground locations that are close together.
[46] In this section, we consider the possibility that the Doppler-like effect, for some viewing geometries, would shift the disturbance spectrum outside of the passband of the precorrelation filter. This is evaluated as one possible reason for the detection of a disturbance in some, but not all, SIPs within the same spatial area and time frame.
[47] Figure 11 shows the shift in the central frequency (approximated as the average frequency in the 3 dB bandwidth) of two different cases of IEC perturbations, using the SIP trajectories for PRN29 on 18 October 2001 and PRN19 on 7 July 2000. A perturbation was detected in measurements from PRN19 on 7 July 2000, using a filter bandwidth of 3 -10 min.
[48] The case of PRN29 on 18 October 2001 is significant. Afraimovich et al. [2003] reported the detection of a disturbance propagating south -east on 18 October 2001, using the SADM-GPS technique on PRN29. No such perturbation was found by using our cross-correction method with a 3-10 min bandwidth.
[49] The two lower plots show the expected distortion of the signal along the SIP maps plotted above them. These plots shows that the SIP trajectories of PRN19 are such that the SIP motions keep the relatively strong ionospheric disturbance (visible between longitudes of À120°to À115°) within the bandwidth of the filter. However, the frequency shift for PRN29 moves the central frequency outside of the 3 -10 min bandwidth, when the SIP positions are between longitudes of À120°t o À110°. Therefore, a possible explanation for the lack of a detection on 18 October 2001 is that the filter has attenuated a significant portion of the signal. This was indeed found to be the case. An IEC disturbance can be observed in the signal from PRN29 once the filter passband is widened to 2 -20 min. The estimated speed and azimuth of this disturbance are 162.7 m/s and 162.3°, comparable to the numbers reported by Afraimovich et al. [2003] of 190 m/s and 140°.
[50] Widening the bandwidth for all searches, however, would introduce more noise into the TEC time series. Therefore we will continue to use a 3-10 min passband for the remainder of this paper. A systematic search for disturbances, using this method, could be done with a bank of filters that have overlapping, narrow, passbands.
[51] Finally, it should be noted that the Doppler-like shift in frequency is not constant over time, thus we cannot reconstruct the signal by simply shifting the power spectrum. The waveform must be corrected using the time-varying geometry as was described in section 3.4.
Sensitivity to the Ionospheric Height Assumptions
[52] We had assumed a height of 400 km for the thin layer approximating the location of the ionospheric disturbance. Other researchers have used different numerical values (e.g., 300 km in Afraimovich et al. [1998] ). In order to study the sensitivity of the estimated velocity to the assumed altitude, we ran the estimator on the data from PRN27 on 7 July 2000 using a range of heights from 200 to 700 km.
[53] These results are shown in Figures 12 and 13 . The estimated speed depends almost linearly on the height assumption, with a decrease of approximately 15 m/s per 100 km of height. The error bars show the range of 2 standard deviations (STD) of uncertainties computed from equation (11). The estimated propagation direction does not significantly change (less then 1 degree) with variation in the height assumption as shown in Figure 13. 
Sensitivity to the Detection Threshold
[54] The propagation velocity estimate from the linear least squares problem in section 2.3 was found to be sensitive to the threshold set for accepting measurements.
[55] The quantity that we chose for the threshold test was the correlation strength normalized by the standard deviation of the cross-correlation. In essence, this is a signal-to-noise measurement. Figure 12 . Sensitivity of the estimated propagation speed to the assumed height of the thin-layer ionosphere. Data for PRN27 on 7 July 2000. The upper and lower lines represent the boundary of 2 STD of error.
[56] We varied the threshold for S/STD and examined the quality of the resulting estimates using three metrics. The efficiency of the linear model allowed the estimator to be run using several sets of data from different thresholds of S/STD. The appropriate threshold was selected by applying three tests to the quality of the resulting estimate.
[57] The first metric was based on the predicted error from the estimator. We divided the size of the error ellipse described in section 2.3 by the magnitude of the estimated parameter kKk to represent the estimation error as a percentage:
The eigenvalues l 1 and l 2 of the estimation covariance matrix s 2 {K} are the semimajor and semiminor axes of an error ellipse containing one standard deviation of possible estimates.
[58] The covariance matrix s 2 {K} only describes the distribution of estimates about their mean. A quality estimate would also produce estimation residuals (from equation (10)) that are close to zero mean. In other words, the estimate should be unbiased. The second metric, therefore, was the magnitude of the mean of the residuals. They were usually found to be below 7.5 s.
[59] The third test metric was the standard deviation of the residuals. This quantity was usually below 50 s. In considering the numerical thresholds set for these two metrics, recall that the delay measurements obtained from the discrete cross-correlation are quantized by the 30 s sampling rate of the GPS receivers. That quantization value will set the lower bound on the uncertainty of an individual delay measurement.
[60] The threshold on S/STD was set to meet all three of the following criteria: error% smaller than 50%; mean residual below 7.5 s; and standard deviation of the residuals less then 50 s. Estimates of the propagation velocity were extracted for each day, varying the threshold S/STD from 2.5 to 7.0 in steps of 0.1. Any value of S/STD which produced results meeting all three of these criteria was deemed acceptable. In most cases, we found a wide range of threshold values which met these criteria. All produced very similar estimation results.
[61] In Figure 14 , we plot the error% and the mean residuals as functions of the threshold S/STD for the data from PRN27 on 7 July 2000. The solid lines represent error% and the dots represent mean of residuals. The top plot shows the performance versus the percentage of IEC-time series pairs included in the estimate. The bottom plot shows the performance versus the S/STD threshold. This figure clearly shows the thresholds between S/STD of 3.9 to 5.5 are acceptable. With a threshold set higher than this range, few measurements are included in the estimation, whereas for a threshold below this range, too many noisy measurements are included. Both extremes would degrade the quality of the velocity estimation. Given that the linear least squares solution in equation (8) can execute very quickly and that the threshold value can be tested in large steps (since the sensitivity is weak) a range of S/STD thresholds were used for each data set. Any thresholds would likely give acceptable velocity estimates, as long as it satisfied all three criteria above.
Data Quality Control and the Detection Threshold
[62] We did, however, observe a few anomalous cases in which a small change in S/STD threshold, such as to include a single additional delay measurement, could Figure 13 . Sensitivity of the estimated propagation direction to the assumed height of the thinlayer ionosphere. Data for PRN27 on 7 July 2000. The upper and lower lines represent the boundary of 2 STD of error.
produce substantial changes in the estimated velocity and direction, as well as large changes in the three metrics described above. In this section, we investigate the cause of these anomalous delay measurements. Individually, some of these outliers did have high S/STD, so that if they are rejected strictly on the tests described in section 4.3, many good measurements would also be rejected.
[63] Referring back to Figure 4 , observe that as the wavefront moves between times t 1 and t 2 (i.e., Dt i positive), all Dx i should appear in the same half-plane. Thus, we can plot the projected observation velocityṼ ob;i = Dx i /Dt i and check that the directions of allṼ ob;i are in the same half-plane. For example, Figure 15 (PRN8, 7 July 2000) shows that allṼ ob;i appear in the half-plane to the left (18)). [64] The QC boundary test was applied to eliminate these outliers prior to the least squares estimation. The orientation of the QC boundary is selected so that the least number ofṼ ob;i are outside of the half-plane. Those remaining outside of the half plane are considered to be outliers and will be excluded from the velocity estimate. Simply increasing the S/STD threshold was also found to reduce the estimation error, with the possible risk of excluding useful data.
[65] In some cases, implementing this quality control can greatly increase the acceptable number of pairs above the S/STD threshold. For example, the data from PRN27 on 8 July 2000 is shown in Figure 16 . The top plot shows the acceptable range of S/STD to be between 4.5 and 4.8 (a very narrow range), without the directional criteria. The bottom plot shows the increase of the acceptable range to be between 3.5 and 5.2 once the outliers are rejected by the QC boundary test. This gives a more robust estimate.
[66] We have identified two conditions that could yield such outliers. One is that the signal is simply too noisy. In that case, the measurement should have a low S/STD and be rejected by the threshold test. The second condition is that the cross-correlation function has more then one peak, as shown in Figure 17 . The crosscorrelation in Figure 17 has one peak at around a lag of À10 samples and another one at around a lag of 50 samples. Thus an incorrect value of Dt i could be estimated due to this ambiguity.
[67] The QC boundary test can produce false detections, however, if a very narrowband filter is used. A sufficiently narrowband filter will produce nearly monochromatic signals even for an input of white noise. These monochromatic waves could appear to be coherent between pairs of stations. The method of section 2, however, requires the cross-correlation between many pairs of stations and a fitting of a single geometric model to this set of cross-correlations. The phases of each such monochromatic oscillation would change randomly with each station-pair. This would not agree with the assumed geometric model and would thus result in very large residuals.
[68] We generated simulated white noise time series and then input them to the detection algorithm using filters of different bandwidths. We found that no false detections occurred when the filter bandwidth was wider than 30 s. Rarely, false detections were found when a narrower bandwidth was used and the QC boundary was applied.
[69] It is thus possible that using the QC boundary test to select the data could have the effect of artificially introducing an apparent direction of propagation into random data. There are two precautions which could be taken to reduce this possibility. The first is to make a comparison between the results with and without the QC boundary test. Recall that the QC boundary test would only increase the acceptable threshold range and im- prove the estimation by providing a larger number of acceptable measurements, as shown in Figure 16 . Therefore if there is no detection at any threshold without using the QC boundary, then the detection with the QC boundary is likely a false one. The other precaution is to use a wider bandwidth for the filter. The filter used for most of the work in this study (3 -10 min) has a much larger bandwidth than that used to demonstrate the false detections.
Quality Control by Postfit Residuals
[70] The final quality control test that is applied in the estimator is the exclusion of Dt i measurements that correspond to residuals greater than 2 standard deviations away from the mean. The pairs of Dt i and Dx i within these limits are retained and a second least squares estimate performed.
Results
[71] Four weeks of data were processed, one week in each season: summer (5 -12 July 2000), fall (13 -19 October 1999), spring (1 -7 April 2001) and winter (1 -7 January 2001). Data were not available for 9 July 2000. We limited the array size to stations concentrated in the Los Angeles region. This reduces the error in propagation direction, as a result of the flat-Earth assumption, to less than 2 degrees. With this limitation, there were still 175 stations available with 30-s sampling.
[72] The estimated propagation velocities, midpoint times, and estimation statistics, for all of the disturbances detected during these four weeks, are presented in Tables 1 -4. [73] Figure 18 shows the results from 7 July 2000. The SIP trajectories are plotted, with heavy dots representing the locations of strong disturbances (amplitude of the filtered IEC exceeding 50% of its maximum). The estimated propagation velocities are drawn as vectors and the error ellipse of 4 STD is drawn to the same scale. (A 4 STD ellipse was used to make it visible when plotted on the same scale as the propagation velocity vector).
[74] One can see in Figure 18 that many of the estimated velocities are closely parallel to the local SIP direction of motion. This was found to be generally true for many of the disturbances that were detected. In order to test for a possible directional bias in the estimation method itself, we ran the simulation described in section 4.1 and varied the azimuth of the propagation vector in increments of 45°. We found no bias between the estimated direction and that of the simulated data. However, we found large (109%) estimation errors when the projected SIP velocity was very close to the propa- gation velocity. This case represented a degenerate geometry in which the SIP trajectory nearly follows the wavefront of the disturbance. The IEC measurement would therefore show little variation. When the simulation was repeated using a higher speed (300 m/s) disturbance, the estimation error decreased from 109% to 10.8% for the worst case. We therefore conclude that the geometric model and inversion method themselves do not introduce a systematic bias that favors propagation velocities parallel to the SIP motion. The Dopplerlike effect, as described in section 4.1, may contribute to the directional bias, as could the ''phase cancellation effect,'' described in the discussion section. [75] We found a few exceptional cases in July 2000 and January 2001 in which the estimated speeds were above the speed of sound in the ionosphere (>2000 m/s). These cases are labeled in bold in Tables 1 -4. The TDI maps of two such cases are shown in Figure 19 , in which the slopes of the coherent color patterns are close to vertical. We propose that these disturbances were not propagating waves, but rather some form of instantaneous disturbance to the ionosphere, possibly from an extraterrestrial source. Solar flares have been shown to induce a nearly instantaneous disturbance to a large area of the ionosphere which can be observed in IEC measurements [Afraimovich, 2000] .
[76] Table 5 compares the times of six instances in which the estimated velocity exceeded 2000 m/s to the nearest time for solar X-ray flares detected by the GOES satellite (http://www.ngdc.noaa.gov/stp/SOLAR/flareint.html). The midpoint times of four of these occurrences were within 30 min of the maximum of a solar flare. As a reference, the median time between solar flares for each year and month in Table 5 are also included. From this limited set of data, it appears plausible that the events observed on 10 July 2000 (PRN 5) and the event on 12 July 2000 (PRN 3) were caused by solar flares since the flare and the ionospheric disturbance were much closer in time than the median separation between solar flares (which can be interpreted as the approximate time that random events could be correlated with the flares). These two disturbances also occurred on the day side of the Earth (local times (LT) of 7 H 48 M and 13 H 40 M, respectively). The disturbance found on 11 July 2000 (PRN 5) was most likely not caused by a solar flare, as it was not observed until more then 2 hours after the closest flare. The remaining three events are questionable, since they did occur within an hour of a solar flare, which quite probably was a coincidence, but were not on the daylight side of the Earth.
Conclusions and Discussion
[77] We have demonstrated a method to detect short period propagating disturbances in the ionosphere using IEC time series from a network of GPS stations. The propagation speed was determined with a precision better than 25% (error% in Tables 1 -4). The 95% confidence interval in direction is 35°for the worst case and below 10°in most cases.
[78] In the 28 days of data that were processed, 127 disturbances were clearly identified by their presence on more than 10 pairs of stations. The signals were found to be coherent over large-areas (up to 1000 km), although their sources are still not understood. The horizontal component of the propagation velocity was found to range from around 50 to 1000 m/s, spanning the range of both gravity and acoustic waves. The velocity is measured with respect to an Earth-centered-Earth-fixed reference frame, therefore the velocity of a nonstationary ionosphere will also contribute some portion to the estimated velocity vector. This method is incapable of measuring the vertical component of the propagation velocity, therefore a large variations of the measured velocity, due to the uncertainty of the elevation of the propagation direction, is possible. The presence of upper atmosphere winds, and the aforementioned Doppler-like effect would change the apparent frequency and velocity of the waves.
[79] The Doppler-like effect, described in section 4.1 has been shown to substantially change the detectability of disturbances, through shifting the dominant frequencies outside of the filter passband. This effect could contribute to a directional bias since the frequency shift depends upon the component of propagation velocity in the direction of the SIP velocity. The resulting frequency change, however, will only shift the wave to a higher or lower frequency, so that it should be detected through a change in the bandwidth of the filter. This effect could only produce a directional bias if the most likely disturbances were within a narrow band of frequencies and thus only the frequency shift resulting from motion aligned with the SIP would put them within the bandwidth of the filter.
[80] Georges and Hooke [1970] identified directional biases inherent in any measurement of perturbations in the ionosphere which are based upon IEC. Equation (9) in that reference describes the response of the IEC to a propagating wave disturbance in electron density, described by a general model that could represent either gravity or acoustic waves. That equation contains a product of three factors that describe this sensitivity. The first factor represents the fact that electrons can only be perturbed in directions parallel to the magnetic field (unit vectorb). The second factor describes a geometric bias term containing the vector product (r Âb) Âẑ Ák, in whichr is the line of sight unit vector to the satellite,ẑ is the vertical unit vector, andk is the wave propagation vector. This defines a somewhat complex relationship between the propagation direction (k), observation geometry (r,ẑ) and magnetic field (b). One instance in which this term would vanish is the case ofr aligned withb. In that scenario, electrons could only be perturbed along the line of sight, thus producing no change in IEC. The third factor takes the form of a Fourier transform of the electron density profile with a transform variable proportional tok Ár. This term accounts for the ''phase cancellation effect'', in which depletion of electrons at one point along the line of sight is replaced by accumulation of electrons at another point, tending to reduce the net effect of the perturbation on the IEC. Numerical computations in that paper, done using a variety of different electron profiles, showed that this effect will strongly attenuate the IEC response of most disturbances, except for those within a narrow range of propagation directions for whichk Ár is near zero. Afraimovich et al. [2001a Afraimovich et al. [ , 1998 ] used this narrow range of sensitivity of the IEC change to the wave propagation direction to estimate the elevation of the wave using only knowledge of the azimuth.
[81] Mercier and Jacobson [1997] present similar results on the observational biases, expressing the efficiency of perturbations in the electron density (n el (l)) at changing the IEC as the ''coherence factor''
[82] Both of these references arrive at the conclusion that these observational biases must be considered when using IEC measurements to derive statistics on the occurrence and propagation properties of ionospheric disturbances. Georges and Hooke [1970] further states that the variation in IEC amplitude, as a result of satellite motion, could modulate the IEC signal received at different ground stations differently, concluding that a detection test based upon correlation between measurements at different stations could be biased in favor of selecting disturbances that travel roughly parallel to the satellite trajectory. This hypothesis agrees with our findings. However, the variation in IEC due to differences in the phase cancellation effect between satellites might fall outside of the 3 -10 min bandwidth. Further work is necessary to understand these biases, prior to any statistical study of the occurrence rates for these disturbances. Our cross-correlation method may fail to correctly estimate the propagation velocity if multiple waves were present. In Afraimovich et al. [1998] , simulations of the SADM-GPS method, using a sum of two waves, showed that the best fit of a single-wave model to the data produced a result which amounted to approximately the intermediate speed and direction of propagation. This result, however, had a very low ''contrast''.
[83] We have demonstrated that disturbances in the 3 -10 min bandwidth are more prevalent than previously thought. Previous investigations of disturbances of this type [Afraimovich et al., 2003] were only capable of detecting individual, relativity large, disturbances such as the magnetic storm of 18 October 2001.
[84] The detected disturbances appear to be quite distinct from the more commonly observed traveling ionospheric disturbances (TIDs). Medium-scale traveling ionospheric disturbances are known to occur quite frequency, with certain preferred directions. These disturbances are understood to be the response of the ionosphere to gravity waves in the upper atmosphere [Hines, 1960; Hocke and Schlegel, 1996] . Models [Mercier and Jacobson, 1997] and experiments [Yakovets et al., 1999; Bristow and Greenwald, 1996; Galushko et al., 1998; Bertin et al., 1975] both have shown that these disturbances propagate at lower speeds (200 m/s or less) and have longer periods (15 to 60 min) than most of the perturbations reported by Calais et al. [2003] or described in this paper. Titheridge [1968] found the most probable TID period is between 20 and 30 min, with a sharp lower cutoff around 15 min. Therefore, it is not likely that the disturbances that we observed, or those found in Calais et al. [2003] , were manifestations of precisely the same phenomenon as the TID observations cited above.
[85] In addition, medium-period and short-period disturbances that have been reported in the literature arise from different physical causes. Short-period disturbances have been observed to be associated with acoustic waves and long-period disturbances have been assoicated with gravity waves.
[86] Finally, in section 4.4 we discuss the possibility that a very narrowband filter could introduce correlations between pairs of satellites for cases in which no coherent wave structure existed. Coupled with the QC boundary test, such a scenario was shown to have the potential to produce false detections of disturbances, which can be identified by large postfit residuals. The filters used to demonstrate the false detections also have a much narrower bandwidth (0.5 min) than any filter which has been used to process actual data.
[87] The method that we have developed has the potential to be used to characterize the occurrence of phenomena in the ionosphere in a more quantitative way, but only if the observational biases are understood and accounted for. Modeling of these observational biases should be the priority for future research on this problem.
[88] In the work presented in this paper, only measurements from the same satellite are processed within a single batch, although examples have been shown in which the same disturbance was detected in the signal of multiple satellites. The simultaneous processing of measurements from more than one satellite, fit to a single wave model, could lead to improved estimates and the reduction of some of these biases.
[89] We are not aware of any published statistics on the occurrence and properties of the shorter period disturbances, other than studies (described in the introduction) in which they were associated with specific impulsive events in the neutral atmosphere.
