Abstract. We present an algorithm to exactly calculate the R 2 ⊕ Rseparately convex hull of a finite set of points in R 3 , as introduced in [27] . When R 3 is considered as certain subset of 3 × 2 matrices, this algorithm calculates the rank-one convex hull. If R 3 is identified instead with a subset of 2 × 3 matrices, the algorithm is actually calculating the quasiconvex hull, due to a recent result by [24] .
Introduction
In the study of the vectorial Calculus of Variations, the notion of directional convexity have played a pivotal role since the pioneering work of Tartar [49] . In particular it can be understood as dual to Tartar compensated compactness theory [49, 22] , it is the building block of the non smooth applications of convex integration [38, 16] and it relates to a variety of topic such as e.g sharpness of bounds for singular integrals [26, 18, 30, 8, 12, 9] , regularity of elliptic equations [1] , homogenization [32] or models for microstructures [6, 7, 36] . The references on the topic are enormous so we content ourselves to refer to a number of monographs e.g ( [36, 14, 27, 29, 39, 47] ) for introductions. Specially relevant is the case of rank-one convexity, because of its relation to quasiconvexity [35] and thus to the lower semicontinuity of integral functionals. However D convexity is an elusive notion in general and even if a theoretical answer can be given in terms of D convex hulls of sets and functions, in practice, these notions are difficult to compute. As far as we aware the only case where the situation is bearably satisfactory is that of separate convexity e.g [48, 15, 37, 34, 33] .
The purpose of this paper is to present an algorithm to efficiently calculate the D-convex hull of a finite set K of R 3 , for the particular case of separate convexity in R 2 ⊕ R, that we call 2 + 1-convexity for short, which was introduced in [27] . Notice that in this case the wave cone is not the cone over a finite set anymore, which provides a number of interesting new features respect to separate convexity. This is a particular case of rank one convexity when R 3 is identified with the following subset of 3 × 2 matrices: In this 2 + 1-convexity context, in [27] , it is shown that any 5 point set with non trivial 2+1-convex hull, has some rank one connection, or some T 4 . However, an explicit 6 point set, that we will call the KMS set from here on, with non trivial 2 + 1-hull was built without rank one connections or T 4 's. This is in stark contrast with Székelyhidi's rank-one convexity in M 2×2 [46] and the subsequent proof of Tartar conjecture [19] . Hence it might resemble more higher dimensional rank-one convexity. Figure 1 . The KMS 6 point set described in [27, 6.2] . K consists of the six points labelled 1 to 6, such that the zcoordinate of point 1 is 1, etc. The auxiliary point P is the intersection of segment that joins the projections of points 1 and 2, with the corresponding segment for points 5 and 6.
Another interesting feature of this set, very relevant from the computational point of view, is that its 2 + 1 hull is described in terms of an auxiliary point P , whose projection to the horizontal point is not the projection of any of the 6 original points.
Furthermore, our result allows to compute quasiconvex hulls of subsets of M t , (t stands for transpose) in the spirit of [37, 24, 11] , which considers quasiconvexity restricted to some subsets of matrices. This is because if we transpose our set, the 2 + 1 cone is the restriction of the rank-one convex cone. Thus in this case the D-convex hulls is the rank-one convex hull, which is the quasiconvex hull by ( [24, 37] ), Let us put our result in context. First, for D ⊂ R k , it is known that the D-convex hull of a compact set A is the zero set of the D-convex envelope of the function distance to A. This fact has been used to develop algorithms to estimate both D-convex envelopes of functions and as a byproduct Dconvex hulls of subsets (see e.g. [3, 17, 33] and the many references therein). Unfortunately, as shown in [34] , if we are interested in the D-convex hulls of sets this approach requires to compute D-convex envelopes of functions with an unrealistic precision (exponential in |A|).
From a geometrical perspective, in a few cases, D-convex hulls can be calculated exactly and efficiently. For example, [33] presented an algorithm to calculate the separately convex hull of a finite set, which is related to rank one convexity and quasiconvexity, when R k is identified with diagonal matrices. Later, [21] presented an algorithm to compute D-convex hulls exactly in the plane, where D is the cone over a finite set of directions. His technique starts with an outer approximation which is iteratively reduced by a local biting algorithm. For isotropic compact sets in the space of 2 × 2 matrices, [25] developed a fast and exact algorithm to compute quasiconvex hulls. Nevertheless, there is no exact algorithm for computing the rank one convex hull of a finite set of matrices in general.
When D is the rank-one cone, in spite of the lack of exact algorithms, rank-one convex hulls and quasiconvex hulls are often estimated through inner or outer approximations. A complete determination of the rank-one, or the quasiconvex hull, is possible if an inner approximation is shown to agree with an outer approximation. We next discuss what is known about inner and outer approximation in the case of rank-one convexity but which extends to D convexity.
The first obvious inner approximation for K rc is the lamination convex hull K lc . In contrast with standard convexity, the lamination convex hull is in general not sufficient, but other inner approximations have been used successfully. The most well-known example is the T 4 configuration ( [42, 4, 31, 10, 48] ), but a similar principle is used in more sophisticated examples ( [27, 29, 40, 45, 23] ). The structure of those inner approximations is remarkably similar. In section 2, we define 2 + 1-complexes, and the 2 + 1-complexes convex hull, K cc , in an attempt to make the inner approximation approach more systematic (for simplicity we define complexes only for 2 + 1-convexity, but the extension to an arbitrary D is natural). We are not aware of any example where K cc does not correspond to the D-convex hull.
The polyconvex hull K pc , defined by noticing that minors are rank-one affine functions is the canonical outer approximation to the rank one convex hull K rc . In some useful, but scarce, examples, K pc agrees with K rc , but already examples of three matrices shows that K pc can be strictly larger. Just in passing we remark that in general dimension, the object of desire of the vectorial calculus of variations quasiconvex hull K qc is known to agree with K rc for some subsets of matrices. However, building on the famous Sverák counterexample explicit sets whose rank-one convex hull is strictly contained in the quasiconvex hull [44, 36, 32] can be built. See [37, 19, 24] for positive results.
In practise, quasiconvex functions give more restrictive outer approximations. However, there are very few functions that are known to be quasiconvex but not polyconvex. A prime example was discovered byŠverák in [43, 44] (see also [20] ). These examples are easily shown to be rank-one convex as the local maximum of two rank-one convex function is rank-one convex as in standard convexity. This is not longer true for quasiconvexity and thus the proof of its quasiconvexity is much less flexible.
In section 3 we define the polyconvex ++ -convex hull K pc++ of K ⊂ R 3 , which is an outer approximation to K rc finer than K pc , which uses appropriate versions ofŠverák functions. We show a specific S ⊂ R 3 for which S pc++ is a strict outer approximation to S rc . It was previously known that for separate convexity in R 3 , the analogue of K pc++ is strictly larger than K rc ( [33, 34] ).
We sum up the known inclusions and remark examples for which the inclusions do not hold.
It remains an open question whether the rank one convex hull and the quasiconvex hull agree or not for 2 + 1 convexity, when 2 + 1 convexity is considered as a subset of 3 × 2 matrices.
The main contribution of this paper is the following:
There is an explicit, polynomial time algorithm that computes the 2 + 1-convex hull K rc of any finite set K ⊂ R 3 .
The iterative algorithm starts with a straightforward outer approximation M 0 to K rc and looks for extremal points (see definition 2.2). If some extremal point of M n does not belong to K, we use the locality of rankone convexity lemma 4.1 [29, Theorem 4.11] to find a strictly smaller outer approximation M n+1 . At every step, the outer approximation M n is a 2+1-complex (see def. 2.1). If all the extremal points of some M n belong to K, lemma 2.4 proves that M n ⊂ K rc , and so they are equal.
The sets M n are 2 + 1-complexes whose vertices are contained in the grid G associated to K, (see 5.2) which is a finite set. Since M n+1 is strictly contained in M n , this implies that the algorithm always finds the rank one convex hull.
The algorithm is exact, to the point that our implementation uses exact rational arithmetic. However, if the points are in a "generic position", it is faster and equally exact to use floating point arithmetic.
As a by-product, the algorithm constructs a "scaffolding" of order 2 for any finite set: Definition 1.2. A scaffoldingK of order r of a finite set K ⊂ R m×n is a finite set K ⊂K ⊂ R m×n such that:
where K lc,0 = K, and, for any non-negative integer r, K lc,r+1 is the union of all the rank one segments with endpoints in K lc,r .
It is important that we impose a finite order for the lc-convex hull, since in general, the lamination convex hull can not be computed by adding rank one connections in a finite number of steps [23] .
The article is structured as follows: in section 2 we define the 2 + 1-complexes convex hull. In section 3 we use shovels to define the polyconvex++ hull, and exhibit an example where the newly defined shovels are not enough to calculate the rank one convex hull. Section 4 uses Kirchheim's result [29, Thm. 4.7] to prove that we can remove extremal points from an outer approximation to the 2 + 1-convex hull to get a smaller outer approximation, using D-prisms. Section 5 is devoted to presenting an algorithm which can be described in terms of outer approximations to the 2 + 1-convex hull, but also in terms of finite data structures, which will make it simple both to code it, and to prove that it runs in polynomial time in the number of points. Finally, in section 6 we show an example of the rank-one convex hull of an 8 point set and we make a review of the known convex hulls inclusions.
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2 + 1 complexes and the 2 + 1 complexes convex hull
There are many examples in the literature that the lamination convex hull provides a strictly smaller inner approximation to the rank one convex hull. The most popular example being a T 4 configuration (see Section 3.2 of [27] for a definition). Apparently, this example was discovered by several authors at the same time (all references to be found in in [27] ). For separate convexity, it is known that T 4 -configurations and rank one connections fill the whole K rc ( [33] ), and for 2 × 2 matrices, it is a very interesting open question (see [46, 19] for evidence in favour of the conjecture and some motivation).
Nevertheless, the embedding of T n -configurations sometimes fails to reach the rank one convex hull. The KMS-6 set (see figure 1), for 2 + 1-convexity, has a nontrivial rank one convex hull and contains no T 4 -configurations.
We will build an inner approximation to the 2 + 1-rank one convex hull of a finite set of points that, to or knowledge, has never been shown to be different to the 2 + 1-rank one convex hull. We will do so by using 2 + 1-complexes, and the inner approximation will be called 2 + 1-complex convex hull, K cc (see Defn. 2.5). This approach comes naturally after reading [45] , [40] or [23] . To do so we shall need a couple of definitions and lemmas: Definition 2.1. A 2 + 1-complex M is a closed subset of R 3 that can be expressed as the union of a finite list of elements L, where each element is of the following kind:
Points: points of R 3 Horizontal segments: Relatively open segments perpendicular to the z axis whose two boundary points belong to L. Vertical segments: Relatively open segments parallel to the z axis whose two boundary points belong to L.
Horizontal triangles:
Relatively open triangles contained in a plane perpendicular to the z axis whose three boundary segments belong to L. Vertical rectangles: Relatively open rectangles contained in a plane that contains the z axis, whose four boundary segments belong to L, and with two of those boundary segments parallel to the z axis. Open subsets: Open subsets of R 3 whose border is a union of the aforementioned elements, and all of them belong to L. Proof. In a decomposition of K into elements, only points can be extremal points, since the other elements are foliated by either horizontal or vertical lines, and by hypothesis the total number of elements is finite.
The following lemma is a generalisation of proposition 6.26 in [27] .
Proof. Let f be a 2 + 1-convex function that vanishes on Extr(A).
We must prove that it vanishes on all of A. Assume the contrary, and let M > 0 be the maximum of f on A (which is compact), and let A * ∈ A be the subset of A where this maximum is attained: A * = A ∩ f −1 (M ). By approaching A * from infinity with a plane that is not aligned with any of the segments of A (see definition 2.1), we find a point x * ∈ A * that is not contained in the interior of neither an horizontal nor a vertical segment. However, since f (x * ) = M , the point x * is not in Extr(A), and there is a segment S contained in A that is either horizontal or vertical and such that x * lies in its interior. Thus S cannot be contained in A * .
However, since f |S is convex and bounded by M , the only way it can attain the value M at x * is if it constant on S. This implies that S is contained in A * , which is a contradiction.
Definition 2.5. The 2+1 complexes convex hull of a finite set K is the union of all 2+1 complexes whose extremal points are contained in K.
where K rc is the 2 + 1-convex hull of K.
Proof. It follows trivially from lemma 2.4 that K cc is an approximation from the inside to K rc .
Lemma 2.7. The extremal points of K cc are contained in K:
If x is an extremal point of K cc , then it belongs to some 2+1-complex L whose extremal points belong to K . It is straightforward to check that x is also an extremal point of L, and hence it belongs to K.
Outer approximations: Polyconvex++ hull
The determinant of the minors of the 2×3 matrices are polyconvex, which in our coordinates are the functions xz and yz. Any linear combination of them produces a polyconvex function. In analogy with [44] , [20] and [33] , we can consider the following subsets of R 3 :
for some z 0 ∈ R, an affine functional l : R 2 → R and ε ∈ {−1, 1}. The shovel function associated to S is the function
This is a rank one convex function whose zero set is the complement of the shovel.
These sets are analogous to the quadrants used in section §4 of [33] to compute separately convex hulls in the plane. Definition 3.2. Given a compact set K. Its polyconvex++ hull, noted hereafter as K pc++ , is the complement of the union of all the shovels that do not intersect K.
However, at the end of section §4 of [33] , there is a counterexample showing that quadrants do not compute the separately convex hull in R 3 . We have found a simple example that proves the same for 2 + 1-convex hulls: Example 3.3. Consider the Spiral Staircase set consisting of the following points: (1, 0, 0), (0, 0, 0), (0, 0, 1), (0, 1, 1), (0, 1, 2), (1, 1, 2 )} It is clear that S pc++ includes the five segments that join consecutive points in S, but it also includes the horizontal triangle delimited by the three points (0, 0, 1), (0, 1, 1) and (1/2, 1/2, 1) (points 3, 4 and Q in figure  2 ). Indeed, let f (x, y, z) = max{l(x, y), 0} · max{ε(z − z 0 ), 0} be a shovel function which vanishes on S. If z 0 < 1 and s = 1, then l must vanish on the projections onto R 2 of points 3,4,5, and 6, and then it must vanish on the projection of Q, hence f vanishes on Q. Similarly, if z 0 > 1 and s = −1, then f vanishes on Q. In the other situations, it is max{s(z − z 0 ), 0} which vanishes on 1/2 (the z coordinate of Q). In any case, f (Q) is zero.
Figure 2. Spiral Staircase set
Thus S pc++ contains a non extremal point, and we show in section 5 that S rc has no extremal points, hence S rc S pc++ . Indeed, a straightforward application of the algorithm in section 5 shows that S rc consists only of the five segments that join consecutive points in K.
D-prisms
The result that makes our algorithm work is the following well-known theorem Theorem 4.1 (Thm. 4.7 from [29] ). Let B be bounded and K compact in R n , then
We will use this theorem to remove an extremal point of an outer approximation M n of the set K rc that does not belong to K, and reach a smaller outer approximation without the extremal point. We will use the previous theorem only when B is an open 2 + 1-prism. Definition 4.2. Let K be a finite subset of R 3 , let M ⊂ R 3 be a subset that contains K rc and let p ∈ M be an extremal point of M that does not belong to K. A D-prism (DP) for (M, K, p) is the interior of the cartesian product B = T × H of a horizontal triangle T and a vertical segment H such that Theorem 4.3. Let M be an outer approximation for K rc , p a point in M \ K, and B be a DP for
Proof. It follows from theorem 4.1 that
Since (∂B ∩ K rc ) rc is contained in a 2 + 1-convex set consisting of only one of the three vertical rectangles and only one of the two horizontal triangles in the boundary of B, it follows that
Since B is open, the result follows.
We will iteratively extract prisms from an initial 2+1 complex M 0 that contains K rc , until, after a finite number n * of iterations, we reach a smaller 2+1 complex M n * all of whose extremal points belong to K. If we can achieve this, then lemma 2.4 proves that we have reached a set that is both an inner and an outer approximation to K rc . More so, we find that
Finally, due to the result in [24] , this set is also equal to K qc(2×3) . As mentioned already in [27] , "the occurrence of the auxiliary point P, makes it difficult to find simple grid-based algorithms to compute the hull". The point P mentioned is a point in the rank one convex hull of the KMSset, which is not in the original set and does not project to any of the original points. Thus, it will require some work to prove that the process described above can be carried out in such a way that it finishes in a finite number of steps.
The Finite Algorithm
Definition 5.1. For a finite set F ⊂ R 2 , the first derived set F 1 of F consists of all the points in R 2 \ F that are the intersection of two segments with endpoints in F . Definition 5.2. A finite (2 + 1) grid G ⊂ R 3 (or a grid for short) is the product F × H of finite subsets F ⊂ R 2 and H ⊂ R.
The first order grid associated to a finite set K ⊂ R n is the product G = F 1 × H of the first derived set F 1 of the projection F of K to the horizontal plane with the projection H of K to the vertical line. Proof. For every subset of four points {p 1 , p 2 , p 3 , p 4 } ⊂ K there is at most one point which is the intersection of two segments with endpoints in {p 1 , p 2 , p 3 , p 4 }.
This means there are at most
Definition 5.4. Let A ⊂ R 3 be a finite set, and let H be the set of zcoordinates of all the points in A:
• The h-convex hull A h of A is the set obtained by taking all horizontal convex combinations of points in A. In other words:
where co is the usual convex hull in an horizontal plane.
• The hv-convex hull A hv of A is the set obtained by taking vertical convex combinations of points in A h with consecutive heights:
Remark 5.5. A hv is clearly a subset of A lc,2 , the lamination convex hull obtained with only two iterations of the "add rank one connections" operation:
being A lc,0 := A, the original compact set from 5.4.
Lemma 5.6. A hv is a 2 + 1-complex.
Proof. A h is a 2 + 1 complex since the horizontal (standard) convex hull can be triangulated. It is also necessary to refine the triangulation so that the intersections co(A ∩ {z = h j }) ∩ co(A ∩ {z = h j+1 }) are unions of the horizontal triangles.
Then A hv is the union of A h with a finite amount of vertical rectangles and some open triangular prisms.
Our algorithm for finding K rc will iterate only over the hv-convex hulls of subsets of the first order grid G associated to K. Thus, it runs over a finite number of subsets of R 3 , and this implies that it finishes in finite time. Furthermore, it will express K rc as the hv-convex hull of some subset of G, which will be a scaffolding of K (see definition 1.2).
Definition 5.7. A point p that belongs to A ⊂ G is A-finitely extremal iff none of the following hold:
• There are two points p 1 , p 2 in A in the same vertical line such that p lies in its interior.
• There is no subset F of {q ∈ A : z(q) = z(p)} such that p lies in the standard convex hull co(F ) of F .
Definition 5.8 (Algorithm). The finitely extremal points elimination algorithm takes a finite set K and:
Iterate until all the finitely extremal points of A k belong to K:
When the algorithm stops, all the finitely extremal points of A k belong to K.
Remark 5.9. An alternative to eliminating points one by one is, for each step k of the algorithm, to remove the set of points F inExtr(A k ) \ K. This version of the algorithm is deterministic, and faster, since it requires less computations of the finitely extremal points of a finite set.
Theorem 5.10. Let K ⊂ R 3 be finite. Let {A k } and {p k } be obtained by the Algorithm applied to K.
Remark 5.11. Only a finite amount of prisms are actually needed, but the algorithm does not need to compute the prisms in any way, so there is no problem if there is an infinite amount of prisms.
Lemma 5.12. Any extremal point of M j = (A j ) hv is also a finitely extremal point of A j .
Proof. Let p be a point in M j that is not finitely extremal of A j . If p does not belong to A j , it is clearly not extremal of M j = (A j ) hv . Assume first that there are two points p 1 , p 2 in A j in the same vertical line such that p lies in its interior. This possibility is ruled out because the algorithm always removes either the top or the bottom point in a vertical line, but never an interior point, so starting from A 0 = G, it could have never removed p without removing either p 1 or p 2 first.
The other possibility in definition 5.7 is ruled out on similar grounds. Now we can prove the main result in the paper.
Proof of 1.1. The algorithm 5.8 is explicit and it stops after at most |G| steps, since each step removes one point, and |G| is polynomial in |K|. Each step requires to find out which points are extremal for standard convexity in each 2D plane, which can be done in polynomial time in |K|. Finding out the vertically extremal points can also be done in polynomial time in |K|. Let A f be the output of the algorithm, and M f = (A f ) hv . We have to prove that M f = K rc .
We first prove K rc ⊂ M f . Initially the algorithm starts with a set A 0 = G that contains K. By performing the hv-convex hull of this set we obtain M 0 , which is the usual convex hull of G, hence M 0 ⊃ co(A 0 ) ⊃ co(K) ⊃ K rc . By theorems 4.3 and 5.10, it follows that each M k contains K rc .
We now prove K rc ⊃ M f . By lemma 5.6 we have that M k is a 2 + 1-complex for all k. Secondly, by the definition of the algorithm 5.8, F inExtr(A f ) ⊂ K. Using lemma 5.12 we have that
Proof of 5.10. Let us define p = p k , h = z(p k ) is the height (the z coordinate) of p k , h + is the height in H that goes after h and h − the height that goes before.
Let p + k be the point with the same (x, y) coordinates as p k , but whose z-coordinate is h + , and define p − k analogously. Since p k is finitely extremal, at least one of p + k and p − k must not belong to A k , and we can assume it is p + k , since the other possibility is symmetric. We only need to prove that for any x ∈ M k \ M k+1 , there is a Kirchheim prism for (M k , K, p k ) that contains x but does not intersect M k+1 . There are three possible options for x, depending on its relative height with respect to p k :
(
h − Let us start with case (1). Since we have:
Since h ∈ H, there must be a point in K whose z-coordinate is h, and since p k has been scheduled for elimination, it cannot belong to K.
Since x does not belong to the convex set co(A k+1 ∩ {z = h}), we can find a separating line L in the plane {z = h} such that x and co(A k+1 ∩ {z = h}) belong to different sides. Let L lef t be the closed half plane delimited by L that contains x and L right the closed half plane that contains co(A k+1 ∩{z = h}). Since there are point of co(A k ∩ {z = h}) at both sides of L, the intersection of L with co(A k ∩{z = h}) is non empty. Since co(A k ∩{z = h}) is bounded, it follows that L ∩ co(A k ∩ {z = h}) is a segment with endpoints q 1 and q 2 .
The point p k must lie in L lef t , since otherwise, all of A k ∩ {z = h} would lie inside L right and x would not lie in L lef t . Indeed, the point p k is the only vertex of L lef t ∩ co(A k ∩ {z = h}) that does not lie in L, since the extremal points of co(A k ) belong to A k , and p k is the only point of A k that lies in L lef t .
The side q 1 q 2 can be prolonged to a larger segment that joins two points q 1∼ , q 2∼ outside co(A j ) (see figure 3) . We can also find a point p k∼ such that L lef t ∩ co(A k ∩ {z = h}) is contained in the open triangle T with vertices p k∼ , q 1∼ , q 2∼ , and whose boundary only intersects co(A k ) in one side.
We will show that
It is obvious that p k ∈ B, and K ∩ B = ∅, since K ∩ B is contained in the plane {z = h} and hence contained in T , but the only point of A k contained in T is p k , which has been scheduled for elimination and hence does not belong to K.
It follows by definition 5.4 that M k+1 ∩ {z = h }, for h − < h < h, is the intersection of the vertical projections to {z = h } of M k+1 ∩ {z = h − } and M k+1 ∩ {z = h}, and hence it is contained in L right × {h }, which is disjoint to T × {h } = B ∩ {z = h }. The case h < h < h + is equivalent, and hence M k+1 is disjoint to B.
In order to complete the proof, we will prove that M k ∩∂B is contained in the union of the lower horizontal triangle T × {z = h − + ε}, and the vertical rectangle [q 1∼ , q 2∼ ] × [h − + ε, h + − ε]. For h − + ε < h < h, M k ∩ {z = h } is the intersection of the vertical projections to {z = h } of M k ∩ {z = h − } and M k ∩ {z = h}, and hence M k ∩ {z = h } ∩ B = M k ∩ {z = h } ∩ (∂T × {h }) is contained in L ∩ {z = h }.
Let us assume that there is a point y in T ×{h + −ε}∩M k . Since M k ∩{z = h + − ε} is the intersection of the vertical projections to {z = h + − ε} of M k ∩ {z = h + } and M k ∩ {z = h}, it follows that the vertical projection of y to z = h + must be a convex combination of points in A k ∩ {z = h + }. We know that p k+ ∈ A k , but there must be a point p ∈ A k ∩ {z = h + } that does project to a point in T ∩ co(A k ∩ {z = h}) that does not belong to A k ∩ {z = h}. However, this is impossible, since that point would belong to the grid, and it would not be finitely extremal, and it could not have been removed by the algorithm.
Cases (2) and (4) are dealt with in the same way. Indeed, the prism that we construct for the vertical projection to the plane {z = h} of x would also remove x, if we choose ε small enough.
Finally, cases (3) and (5) are impossible, since M k ∩ {z = h } = M k+1 ∩ {z = h } for any h h + and for any h h − . Proof of 1.3. Let f be the number of steps that the algorithm used to compute K rc . Since K rc = M f = (A f ) hv = (A f ) lc,2 , it is enough to remark that A f is a subset of G and use lemma 5.3.
Example and conclusions
As in [27] , we found a not expected point in the computations of the rank one convex hull of a set of 8 matrices. In figure 4 the rank one convex hull of 8 points in space is shown. Numbered points are the original points, which are at three different heights. For each height the planar convex hull of the points at that height is included in the rank-one convex hull, marked with bold line. Red points represent points in the rank one convex hull which are calculated by the algorithm. Let P be the F 1 point, resulting from the projection of the intersection of the segments that join 7 with 8 and 3 and 4. When intersecting the projection of P and 6 with the projections of 2 and 4 a F 2 point appears. It is interesting that this is an extreme points at intermediate heights, but this point was not initially in the Grid. 
