Piyavskii's algorithm maximizes a univariate function satisfying a Lipschitz condition. We propose a modified Piyavskii's sequential algorithm which maximizes a univariate differentiable function f by iteratively constructing an upper bounding piece-wise concave function Φ of f and evaluating f at a point where Φ reaches its maximum. We compare the numbers of iterations needed by the modified Piyavskii's algorithm (n C ) to obtain a bounding piece-wise concave function Φ whose maximum is within ε of the globally optimal value f opt with that required by the reference sequential algorithm (n ref ). The main result is that n C ≤ 2n ref + 1 and this bound is sharp. We also show that the number of iterations needed by modified Piyavskii's algorithm to obtain a globally ε-optimal value together with a corresponding point (n B ) satisfies 
Introduction
We consider the following general global optimization problems for a function defined on a compact set 0.9 0.15 1.4 0.9 : Many recent papers and books propose several approaches for the numerical resolution of the problem (P) and give a classification of the problems and their methods of resolution. For instance, the book of Horst and Tuy [1] provides a general discussion concerning deterministic algorithms. Piyavskii [2, 3] proposes a deterministic sequential method which solves (P) by iteratively constructing an upper bounding function F of f and evaluating f at a point where F reaches its maximum, Shubert [4] , Basso [5, 6] , Schoen [7] , Shen and Zhu [8] and Horst and Tuy [9] give a special aspect of its application by examples involving functions satisfying a Lipschitz condition and propose other formulations of the [18, 19] propose other algorithms for the problem (P) or its multidimensional case extension. Hansen and Jaumard [20] summarize and discuss the algorithms proposed in the literature and present them in a simplified and uniform way in a high-level computer language. Another aspect of the application of Piyavskii's algorithm has been developed by Brent [21] , the requirement is that the function is defined on a compact interval, with a bounded second derivative. Jacobsen and Torabi [22] 
Then Ψ is a concave function, the minimum of Ψ over 
End Whi
Let [a n , containing x en the partial upper bounding function Φ n−1 (x) spanning [a n , b n ] is deleted and replaced by two partial upper bounding functions, the first one spanning [a n , x n ] denoted by Φ nl (x) and the second one spanning [x n , b n ] denoted by Φ nr (x) (Figure 1) . Proposition 1. For n ≥ 2 the upper bounding function
Proof. In the case where is in [a n , x n ], then from remark 1, the maximum of
is given as follows
The maximum of
By substitution in expression (3), we have the result. We show in the same way that the maximum nr 
Convergence of the Algorithm f the n   ns needed each of these
We now study the error and the gap of Φ n in modified Piyavskii's algorithm as a function o umber n of iterations. The following proposition shows how they decrease when the number of iterations increases and provides also a relationship between them. 
k a x nd fro pro osition 1, we get: 
• case 1
we will consider two cases:
We deduce from these two inequalities that
the same steps to prove the second point of 1) hat
We follow and show t 2 1 4. 
either it terminates in a finite number of iterations or
Proof. This is an immediate consequence of the definition of and i) of proposition 2. Description of the Reference Algorithm
3). Minimum number of evaluations points
is then defined as follows (see Figure 2 ) and
hence the result holds.
• case 2 y 1 < b. (see Figure 4) If n c = 2, (4) holds. In this case, we have n n   Then evaluation points as x 3 belongs to b subi (4) follows by induction on n . d 0 we hav bound (4) is sharp. As noticed in remark 3, the modified Piyavskii's algorithm does not necessarily stop as soon as a co is found as described in proposition 4, but only when the rror does not exceed ε. We now study the number of evaluation points necessary for this to happen. 
Computational Experiences
In this section, we report the results of computational experiences performed on fourteen test functions (see Tables 1 and 2 For the first three test ions, we obser that the influe of the parameter M is not very important, since the number of function evaluations increase reciably for a same precision ε.
