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Nous donnons deux algorithmes de generation aleatoire et uniforme de mots, qui s’appliqu- 
ent a des classes particulieres de langages rationnels. Leur efficacite est mesur6e n termes de 
complexiti logarithmique, en fonction de la longueur n des mots engendrb. Le premier 
algorithme est dtdit aux langages dont les series genbatrices posddent un unique pole, 
hentuellement multiple; sa complexite en temps est de l’ordre de n log n, et l’espace memoire 
occupe est en log n. Le second algorithme est reserve aux langages dont les series generatrices 
possedent la propritte suivante: il existe un unique pole de plus petit module, et ce pole est 
simple. Apres un pr6traitement en temps polynomial en n, le tirage aleatoire de tout mot 
s’effectue n temps moyen et espace lineaires. 
Abstract 
The problem of generating uniformly at random words of a given language has been the 
subject of extensive study in the last few years. An important part of that work is devoted to the 
generation of words of context-free languages (see, e.g., [6,8,9,12]). For a given integer n > 0, 
the words of length n > 0 of any unambiguous context-free language can be generated 
uniformly at random by using algorithms derived from the general method which was introduc- 
ed by Wilf [14,15] and systematized by Flajolet et al. [7]. Clearly, this can be applied to the set 
of rational languages, which constitute an important special case of context-free languages. 
Most authors use the uni$orm measure of complexity (see Cl]) in order to compute the 
complexity of the algorithms of generation. This measure is based on the following hypotheses: 
any simple arithmetic operation (addition, multiplication) has time cost O(l), and a constant 
amount of memory space is taken by any number. Thus, we know that words of any rational 
language can be generated by using an algorithm which, with respect o the uniform measure of 
complexity, runs in linear time (in terms of the length of the words) and constant space [9]. This 
measure is realistic only if there is a reasonable bound on the numbers involved in the 
operations. However, the classical random generation algorithms involve operations on num- 
bers which grow exponentially in terms of the length of the words to be generated. Moreover, 
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the programs which make use of these algorithms are generally used to generate very large 
words, for example for the purpose of studying the asymptotic behavior of some parameters. 
Therefore, the uniform measure does not reflect he real behavior of such programs. It turns out 
that the logarithmic measure of complexity is much more realistic: one assumes that the space 
taken by a number k is O(log k), and that any simple arithmetic operation can be done in time 
O(log k). It is with respect o this measure that we will evaluate the performance of algorithms in 
this paper. 
Our goal is to design efficient algorithms (in terms of logarithmic complexity) to generate 
uniformly at random words from certain classes of rational languages. We consider rational 
languages defined by their minimal finite deterministic automata. When computing complexity, 
neither the size of the automaton nor the cardinality of the alphabet are taken in account. 
In Section 2 we present some background on rational languages and their generating series. 
We describe briefly the classical method for generating words of such languages and we study 
its logarithmic complexity. We show that it is at best quadratic for most languages. This is due 
mainly to computations on numbers which grow exponentially with the length of the words to 
be generated. In order to improve significantly the efficiency of the algorithms, we must avoid 
handling of large numbers, or at least decrease substantially the frequency of computations on 
such numbers. Another alternative, briefly discussed in [7] and [12], is to compute with floating 
point numbers instead of integers. In this case, the logarithmic complexity is time-linear. 
However, using floating point numbers leads inevitably to approximations which prevent the 
exact uniformity of the generation. 
In Sections 3 and 4 we show that, in some cases, we can avoid computations on large 
numbers entirely or almost entirely, while keeping the exact uniformity of the generation. We 
determine two classes of rational languages for which this is the case. 
Section 3 concerns languages whose associated generating series have a unique singularity. 
We present a simple version of the classical algorithm, which totally avoids handling of large 
numbers. The logarithmic complexity of the method is O(n logn) in time and O(logn) in 
memory space. 
Section 4 focuses on languages whose associated generating series have the following 
property: there exists a unique singularity of minimum modulus, and this singularity is simple. 
For such languages we give a probabilistic version of the classical algorithm which generates 
words randomly while avoiding most computations on large numbers. This method needs 
a preprocessing stage, which can be done in polynomial time and linear space in terms of the 
length n of the words. Following preprocessing, any word of length n can be generated in
average linear time and space. 
1. Introduclion 
La generation aleatoire uniforme de mots d’un langage est un problime t&s Btudie 
depuis quelques annk. Ceci est notamment dQ au fait que le tirage aliatoire de 
certains objets combinatoires peut se ramener, en utilisant des codages approprib, 
a un probleme sur des mots (voir par exemple [3, lo]). Beaucoup de travaux concer- 
nent la generation de mots de langages algebriques [6,8,9,12]: si l’on se donne un 
entier n > 0, les mots de longueur n de tout langage algebrique non ambigu peuvent 
ttre engendres uniformement an hasard a l’aide d’algorithmes de la m&me famille que 
la methode generale introduite par Wilf [14, 151 et systematiske par Flajolet et al. [7]. 
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Ces pro&&s s’appliquent bien stir a l’ensemble des langages rationnels, cas particulier 
important des langages algtbriques. 
La plupart des auteurs calculent la complexiti: des algorithmes de generation selon 
la mesure de complexiti: unSforme, definie dans [ 11. Celle-ci repose sur les hypotheses 
suivantes: le cotit dune operation arithmetique simple (addition, multiplication) est 
unitaire, la place en m&moire occupke par un nombre est constante. Ainsi, on montre 
[9] qu’il est possible d’engendrer aleatoirement des mots de langages rationnels avec 
un algorithme de complexite uniforme lineaire en temps (en fonction de la longueur 
des mots engendrks) et constante en espace. La mesure de complexite uniforme est 
realiste si les nombres mis en jeu dans les operations sont raisonnablement born&s 
(generalement par la valeur maximale dun mot binaire en machine). Or, les algo- 
rithmes classiques de generation aleatoire font appel a des operations ur des nombres 
d’ordre exponentiel en fonction de la longueur des mots a engendrer. De plus, les 
programmes qui mettent en oeuvre ces algorithmes sont en general utilises pour 
engendrer des mots de tres grande taille, par exemple dans le but d’etudier le 
comportement asymptotique de certains parametres. En consequence, la mesure 
uniforme ne reflete pas le comportement effectif des programmes mettant en oeuvre de 
tels algorithmer. La mesure de complexite logarithmique [l] s’avke alors bien plus 
realiste: on suppose que la place occupQ par un nombre k est de l’ordre de log k; une 
operation arithmetique simple s’effectue n temps O(log k). C’est selon cette mesure 
que nous Cvaluerons les performances des algorithmes dans le present travail. 
Nous considererons qu’un langage rationnel est defini par l’automate fini deter- 
ministe minimal qui le reconnait. Dans les calculs de complexite, nous ne prendrons 
pas en compte la taille de l’automate, ni le cardinal de l’alphabet sur lequel est defini le 
langage. 
Dans la seconde section de cet article, apris quelques rappels sur les langages 
rationnels et leurs series generatrices, nous dicrivons brievement la methode classique 
de generation de mots de langages rationnels. Puis nous etudions sa complexite 
logarithmique: nous montrons qu’elle est au mieux d’ordre quadratique pour la 
grande major& des langages, principalement a cause de la presence doperations 
mettant en jeu des nombres entiers d’ordre exponentiel en fonction de la taille des 
mots engendrb. Pour ameliorer sensiblement l’efficaciti: des algorithmes, il est neces- 
saire d’eviter la manipulation de grands nombres, ou du moins de diminuer trb 
fortement la frequence des operations sur de tels nombres. Une autre alternative, 
discutke bribvement dans [7] et [12], consiste a effectuer les calculs, non sur des 
nombres entiers, mais sur des nombres en virgule flottante. Dans ce cas, la complexite 
est effectivement lineatre en temps. Cependant, les calculs en virgule flottante donnent 
lieu inevitablement a des approximations qui interdisent l’exacte uniformiti: de la 
generation. 
Notre but est de montrer que, dans certains cas, il est possible de s’affranchir 
totalement ou quasi-totalement de la manipulation de grands nombres, tout en 
conservant un algorithme de generation exactement uniforme. Nous determinons 
deux classes de langages rationnels pour lesquels cela est realisable. 
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La Section 3 concerne les langages dont les series gbntratrices associkes possedent 
un seul pole. Nous presentons une variante simple de l’algorithme classique, qui 
permet de s’affranchir totalement de la manipulation de tres grands nombres. Nous 
obtenons ainsi une complexite de l’ordre de nlogn en temps et logn en espace 
memoire. 
Dans la Section 4, nous nous interessons aux langages dont les series generatrices 
associkes presentent la propriete suivante: il existe un unique pole de module min- 
imum, et ce pole est simple. Nous decrivons une variante probabiliste de l’algorithme 
classique, qui permet d’engendrer altatoirement les mots de ces langages en Cvitant la 
plupart des calculs sur des grands nombres. Cette methode ntcessite une phase de 
pre-traitement qui s’effectue n temps polynomial, et en espace lineaire en n. Cette 
phase nest executke qu’une fois, quel que soit le nombre de mots a engendrer. Apres 
cette premiere btape, chaque mot de longueur n peut ttre engendre n temps et espace 
memoire lineaires en moyenne. 
2. Etude des algorithmes classiques 
2.1. Langages rationnels, automates et s&ies gfhkratrices 
Soit L un langage rationnel sur un alphabet A = {aI, a2, . . . , a,>, et 
d = (A, Q,qO, F,6) son automate fini deterministe minimal (voir par exemple [2] 
pour les definitions de base concernant les automates). A chaque &at q E Q corres- 
pond un langage L,, dont un automate fini dtterministe &q est obtenu en changeant 
Mat initial de d : q devient le nouvel Ctat initial (en particulier, L = L4,,). Si qp est 
Mat “puits” de l’automate, nous dirons que {L,: q E Q\(q,,}} est l’ensemble des 
langages associks ir L. De m&me, les series gtneratrices des langages L, (q E Q\{qP}) 
forment l’ensemble des shies gCnCratrices a socikes h L. 
La sbrie generatrice P(t) d’un langage rationnel L s’obtient aisement par resolution 
dun systeme d’equations lineaires. Elle peut s’ecrire 
W) m = Q(t) 
oti P et Q sont deux polynomes premiers entre eux, et Q(0) = 1. Les coefficients de Pet 
Q sont entiers. Le polynome Q(t) se factorise dans C comme suit: 
Q(t) = (1 - yrt)“‘(l - y2t)m2 ... (1 - y$)‘“*. 
Les nombres $, $, . . . , $, E @ sont les p6les de U(t); l’exposant mi est la multiplicitt du 
pole k. Soit I,, le nombre de mots de L de longueur n. On sait (voir par exemple [13]) 
que 
1, = jI JWJM (1) 
oti Pi(n) (1 < i < s) est un polynome de degre inferieur a la multiplicite du pole k. 
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Elerh : Un automate A de L, un entier nature1 n. 
Sortie : Un mot w E L de longueur n. 
dibut 
W-C 
4 + PO 
tant qua 1101 c n faire 
d6but 
rr c une lettre tirtk aver la probabilitd p(n - ItuI, q, u) 
wcwa 
q - Cl, a) 
fin 
fin 
Fig. 1. Gkxation d’un mot d’un langage rationnel. 
Enfin, le module minimum des p6les de T(t) est lui-m6me un pale de g(t). Ceci est 
une conskquence d’une propriktk bien connue des skies rationnelles A coefficients 
positifs [4, p. 941. 
2.2. Prbentation des algorithmes ciassiques 
Soit L un langage tel que dkfini dans le Section 2, et q l’un des ttats de son automate 
minimal. Soient ql, q2, . . . , qk les successeurs de q (les qj n’ktant pas nkcessairement 
distincts deux A deux), tels que pour tout 1 < j < k, 6(q, aj) = qj. La premike lettre 
d’un mot akatoire de L, de longueur i est dtterminie de la faGon suivante: la 
probabilitk que cette lettre soit aj (1 < j < k) est Cgale au quotient du nombre de mots 
de Lqj de longueur i - 1 par le nombre de mots de L, de longueur i. Nous l’krirons 
lqi[i -11 
P(i,q,aj) = l,ci] . 
Nous convenons d’appeler cette valeur probabilit6 de sortie de Mat q par lettre aj 
(bien qu’il n’y ait pas vkitablement de “sortie” si qj = q). Les lettres suivantes ont 
tirtes de la m6me faGon, en dkcrkmentant i et en remplaGant 4par qj, si la lettre aj a 66 
engendrke. On tire un mot de L de longueur n en posant q = q. et i = n lors de la 
premikre &ape. Cet algorithme est pr6sentC en Fig. 1. 
Le tirage d’une lettre avec la probabilitk p(n - I w I, q, a) s’effectue avec une mkthode 
trts classique, parfois appek “mkthode d’inversion” (voir A ce sujet l’ouvrage t&s 
complet de Devroye [S]). La Fig. 2 prksente un algorithme d’inversion pour le cas qui 
nous intkresse. Les coefficients l,[i] et I,,[i], . . . , L[i] intervenant dans cet algo- 
rithme peuvent &tre calculds par une rkurrence trts simple: 
4COl = I 1 si 4 est un &at terminal, 0 sinon. (2) 
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Eatr6e : IJn &tat, q E Q, un entier i. 
Sortie : IJne lettre II E A choisie avec la probabilitOC p(i, q, u). 
debut 
m + Y(i, !J, "j) 
tant que ?r < Ir faire 
debut 
j-j+1 




Fig. 2. Algorithme d’inversion pour choisir une lettre a E A avec la probabiiitb p(i, q, a). 
4Cil = i b~q.ajLi -11 si i # 0. (3) 
j=l 
Comme tome methode de generation de ce type, celle-ci peut se decliner de deux 
facons au moins. Dans la premiere version, que now appellerons algorithme 1, tous les 
coefficients l,[i] susceptibles d’intervenir lors de la construction d’un mot sont 
calcules et stock& dans un tableau lors dune phase preliminaire. Cette phase de 
precalcul n’existe pas dans la seconde version (algorithme 2); a chaque Ctape de la 
generation, les coefficients lq[i] utilisb dans l’algorithme d’inversion doivent &tre 
calculb. 11 existe une methode interm&liaire, que nous ne dttaillerons pas ici. Elle est 
mise en oeuvre dans Gdia [16], le paquetage Maple consacre a la generation aleatoire 
d’objets combinatoires. 
Hickey et Cohen [9] proposent une alternative aux formules (2) et (3) pour calculer 
les coefficients l,[i]. 11s montrent qu’en utilisant la formule 1, il suffit de stocker en 
permanence un nombre constant de valeurs (Ctroitement li&es aux poles des series 
gtneratrices de L) pour calculer, au tours de la phase de generation, les probabilites de 
sortie necessaires. 
2.3. Complexitr2 
Nous nous proposons de comparer les complexites uniforme et logarithmique de 
chacun des trois algorithmes en fonction de n. Nous supposerons que la complexite de 
l’algorithme d’inversion (Fig. 2) est independante de n; cela est realisable par exemple 
avec la mbthode don& en [S, p. 7691. 
L’algorithme 1 necessite une phase de pre-traitement qui n’est ex&t&s qu’une fois, 
quel que soit le nombre de mots a engendrer. Cette phase s’execute n temps O(n); de 
meme, le tableau des l,[i] occupe une place en O(n). La complexite uniforme en temps 
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de l’algorithme 2 est en O(n’); en revanche, celui-ci ne stocke en permanence qu’un 
nombre constant de valeurs. 
On montre [9] que la complexitb uniforme en temps de la variante de Hickey et 
Cohen est en O@(n) + mn), ou R est un polynome qui mesure le temps necessaire 
pour calculer avec suffisamment de precision les poles des fonctions gtntratrices de L. 
La complexite en espace est constante. 
On deduit de la formule (1) du paragraphe precedent que, si L, est infini, alors il 
existe un polynome P4 et un reel yq 2 1 tels que 
&I - P,(i)& 
Supposons qu’il existe q E Q tel que yq > 1. D’apres la recurrence (3), il existe au moins 
un successeur q’ de q tel que yqP > 1. Les nombres mis en jeu dans le calcul de I, [i] sont 
done d’ordre au moins exponentiel en i. 
Ceci pose, la complexite logarithmique en temps de la phase de pre-traitement de 
l’algorithme 1 est 
P,(m,n) = o(d), 
puis chaque generation d’un mot s’effectue n temps 
Au total, pour engendrer m mots de longueur n, la complexite en temps est &gale a 
T,(m, n) = @(n’) + @(mn). (4) 
respace occupe est 
M,(m,n) = @(n’). (5) 
L’algorithme 2 r&lame le temps de calcul suivant: 
T2(m, n) = O(mn3). (6) 
A chaque &tape, au pire, les coefficients l,[i] et I,, [i - 11, . . . , I,[i - l] sont stock&. 
La place memoire utiliste reste done lineaire en n: 
M2(m,n) = G(n). (7) 
Considerons maintenant la variante proposee par Hickey et Cohen. Nous savons 
que I les valeurs stock& au tours de l’execution sont en nombre constant. Cepen- 
dant, elles sont d’ordre exponentiel en fonction de la longueur des mots a engendrer. 
La complexitt logarithmique de l’algorithme est done lineaire en espace memoire. 
Comme dans les autres methodes, les calculs portent sur des grands nombres. En 
consequence, la complexite logarithmique en temps est d’ordre quadratique. 
Si pour tout q E Q, yn = 1, alors L fait partie des rares langages rationnels pour 
lesquels le nombre de mots de longueur n est polynomial en n. Dans ce cas, la 
complexitt: logarithmique de chacun des algorithmes est de l’ordre de nlogn. 
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3. Un algorithme pour les laogages B un seul file 
Nous considerons ici les langages dont la s&e generatrice comporte un seul pole, 
Cventuellement multiple. Nous avons vu precedemment que les nombres d’ordre 
exponentiel en n qui interviennent dans le calcul des probabilitQ de sortie nuisent 
a l’efficacite de la methode classique. Le resultat de la Proposition 1 de la Section 3.1 
nous permettra de calculer ces probabilites en ne manipulant que des nombres d’ordre 
polynomial en n. 
3.1. Calcul des probabilitls de sortie 
Proposition 1. Soit L un langage rationnel, et d = (A,Q,qO, F,6) son automate jini 
dkterministe minimal. Si pour tout q E Q, la strie gbnkratrice du langage L, a un et un 
seul po*le, alors il existe deux polyn6mes PI et Pz b coe#cients entiers tels que 
p(n, 4,4 = 
p2(n - 1) 
Pi(n) ’ 
Preuve. Soit un etat q E Q et y le pole de Y*(t). Alors il existe un polynome N4 et un 
entier r > 0 tels que 
N,(t) 
-w) = (1 
Les coefficients du developpement en serie de Y(t) sont entiers, done y est entier. 
D’autre part, il existe un polynome RI tel que le nombre de mots de L, de longueur 
n E N est 
l,Cnl = Rt(W. 
Puisque y est entier, les coefficients de RI sont rationnels. D’autre part, on montre sans 
peine que pour tout Ctat q’ E Q, le pole de la serie generatrice de L,, est y. 
On en deduit que s’il existe a E A tel que 6(q, a) = q’, alors 
An, 4,4 = 
Mn - 1) 
@l(n) 
oti RI et R2 sont des polynomes a coefficients rationnels. La formule (8) en dtcoule 
imm&diatement. 0 
Ce resultat determine un algorithme de generation de mots de langages rationnels 
a un seul pole. Pour chaque Ctat q E Q et chaque lettre a E A, les polynomes PI et P2 de 
la formule (8) peuvent &tre calcules (formellement) et stock&s dans un tableau lors 
dune phase pr&ninaire. La place occup&e par ce tableau est constante. Puis la 
generation s’effectue selon l’algorithme de la Fig. 1. Seul le calcul des probabilitb de 
sortie change: a chaque &ape de la generation, les probabilitb necessaires ont 
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b d 
bc.d ac.d ab.d ab,c ab,c.d 
Fig. 3. L’automate fini dkterministe complet minimal de L. 
tvalukes numkriquement $ partir du tableau de polynbmes. Leur calcul, ne faisant 
intervenir que des nombres d’ordre polynomial en n, s’effectue n temps @(log n). On 
en dkduit bien ividemment que la complexit& logarithmique de cet algorithme est de 
l’ordre de n log n. 
3.2. Exemple 
Soit L l’ensemble des mots de {a, b, c, d}* tie comportant pas de sous-mot abed. 
L’automate fini dkterministe complet minimal d de L est p&sent& en Fig. 3. On 
calcule aiskment les skies gMratrices des langages L,,, L1, Lz, L3 et L4 corres- 
pondant aux &tats de J-z#. 
%(t) = 
1 - 8t + 229 - 20t3 
(1 - 3t)4 ’ 
1 - 5t + 7t2 
~ll(O = (1 _ 3t)3 ’ 
1 - 2t 
9Z(t) = (1 _ 3t)2 3 
9&) = 0. 
Un rapide calcul permet d’obtenir le nombre de mots de longueur n pour chacun des 
langages Li 1 
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Fig. 4. Probabilitb de sortie p(n, q, x) pour q E {O, 1,2,3} et x E {a, b,c, d}. 
On en deduit le tableau de la Fig. 4, donnant les valeurs des probabilitb de sortie pour 
chaque Ctat de d et chaque lettre de (a, b, c, d). 
4. Langages $ plusieurs p&s 
Nous etudions dans cette section une classe de langages plus vaste que la preck- 
dente, pour laquelle il est possible de concevoir une nouvelle variante de la methode 
de generation. Elle permet d’eviter dans une grande mesure le calcul exact des pro- 
babilites de sortie, qui participe de facon importante a la complexite des algorithmes 
classiques. 
Supposons pour simplifier notre propos qu’a une etape donnke de l’execution de 
l’algorithme on doit choisir une lettre parmi deux possibles, a, et az. Soit p la 
probabilite de sortie de l’btat courant par la lettre al. La methode que nous presentons 
dans cette section est fondee sur une modification importante de l’algorithme 
d’inversion, utilist pour tirer une lettre a chaque &ape. Supposons que nous ne 
connaissons pas exactement p, mais les deux bornes dun intervalle [P~~,,,P~J qui 
contient p. Pour choisir une lettre, tirons un nombre h au hasard entre 0 et 1. Si h est 
infkieur A Pmin 0U superieur a Prnax, nous savons qu’il faut choisir respectivement a, ou 
a2. En revanche, si h est dans l’intervalle [pmin, p,,,], alors il faut calculer exactement 
p avant de pouvoir decider. 
Pour que cette methode soit efficace, il faut &tre capable de calculer tres rapidement 
les valeurs Pmin et Pmax. 11 faut de plus que la largeur de l’intervalle soit assez petite 
pour que le calcul exact de p s’effectue tres rarement. Nous montros que cela est 
realisable pour les langages rationnels dont les series gbneratrices associkes possedent 
un unique pole de module minimum, a condition que ce pole soit simple. La Section 
4.1 contient le resultat heorique qui rend l’algorithme possible (Proposition 2). Dans 
la Section 4.2, nous presentons l’algorithme dans sa globalite. Le Section 4.3 est 
consacrke aux details techniques de realisation de la methode d’finuersion par upproxi- 
mation, qui est la piece essentielle de la methode de generation. Enfm, nous montrons 
dans le paragraphe 4.4 que, apres un pretraitement de complexite polynomiale en n, la 
generation de tout mot de longueur n peut s’effectuer en temps moyen et espace 
memoire lineaires (Theoreme 6). Un exemple d’application a un langage particulier est 
donne en 4.5. 
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4.1. Approximation de la probabilite de sortie 
Proposition 2. Soient L un langage rationnel et d = (A, Q,qo, F,6) un automate$ni 
dtterministe de L. Si pour tout q E Q, il existe un unique p6le de module minimum dans 
P’Jt), et si ce p&e est simple, alors la probabilite pour qwe a E A soit la premiere lettre 
dun mot de L, de longueur n E N engendrt par l’algorithme de generation altatoire 
s’ecrit 
p(n, 4, a) = p*(q, a) + s(n) (9) 
oti p(q, a) est un nombre algkbrique inddpendant de n, et il existe no E N, p E [0, 1 [ et un 
polynbme P tels que pour tous n E N, q E Q, a E A, 
n 2 n0 * I.$)1 < P(n)p”. 
Preuve. Soit q’ E Q tel que 6(q, a) = q’. Soient yl, y2 , . . . , ys les inverses des poles de la 
s&e generatrice de L,. Nous savons (voir Section 2.1) que le pole de module minimal 
est reel. Supposons que y1 est l’inverse de ce pole. Alors il existe des nombres c1 > 0, 
c; > 0 et des polynbmes Q2, . . . , Q,, Q;, . . . , Q:, tels que pour tout n > 0, 
l,[n] = ~1~7 + i Qi(n)$ et l,,[n -11 = c;y;-’ + i Qf(n -l)$-‘. 
i=2 i=2 
Alors 
p(n, 4, a) = h(4, a) + s(n) 
Oh 
4 
i-%4,4 = - 
ClYl 
s(n) = 
CIYIC:=~QX~ -1W’ - c'ICI=~Q~WY~ 
CIYI(CIY; + C~=2Qdnhf) . 
Posons 
E(n) = i Qt(M. 
i=2 
Cherchons un majorant de ) E(n) I. 
IW)l G c IQiWlId’l- 
i=2 
Soit Q le polynome ainsi defini: 
(11) 
vi 2 0, Ct’l C?(t) =,~y:‘,“, ICt'l Qdt) I 
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et 7 le rCe1 suivant: 
Alors pour tout n E N, pour tout 2 ,< i < s, 
Q(n) > Qi@) 
et 
7” 2 Irll. 
Done 
I E(n)1 < (s - l@(nW. 
On d&hit de m&me 
(12) 
E’(n) = i Qi(n)yl 
i=Z 
et on montre que 
I E’(n) I < (s - l)Q’(nW (13) 
oti &’ est d6fini similairement h Q. Notons D(n) le dknominateur de c(n) dans 
I’expression (11). o(n) est positif pour tout n E N. 
D(n) = c~h(c~yl + E(n)) 
2 c~h(c~Pi - IW9l) 
2 C~YI(C~Y; - (s - WXW) 
2 C~YI(CIYI -(s -l>&47(~Y-1>rY-1. 
Soit no E IN tel que pour tout n > n o, clyl > (s -l)Q(n)(jj/yl)“-‘. Un tel nombre 
existe car y1 > 7. Alors, si n > no, 
D(n) 2 clyl 
( 
clyl - (s -l)Q(no) E “O-l r7-l > 0. 
0 > 
Considkrons maintenant N(n), le num~rateur de e(n) dans l’expression (11). 
INWI = IclyJ(n -1) - 4WnN 
~cly,IE’(n-l)l+c;IE(n)l 
et done 
IN(n)1 < (s - l)(cIyIQ’(n - 1) + c;jQ(n))jj”-l 
d’aprks les inkgalitks (12) et (13). 
(15) 
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On deduit finalement des expressions (14) et (15) que 
Is(n)1 s P(W 
si l’on choisit P et p de faGon que 
P(n) > ‘“_- lhhQ’(n - 1) + 47Q<n,, 
’ c1y(qy, - (s -1)&l&($+) vn a no 
et 




4.2. L ‘algorithme de g&5-ation 
Soit L un langage sur l’alphabet A = {a1,a2, .. . ,at} et n la longueur du mot 
a construire. Rappelons que, si l’on definit pour tout itat 4, tout 0 < i < n et tout 
1 <j<klavaleur 
Hi, 4, aj) = i p@, 4, a,), 
s=l 
l’algorithme d’inversion classique (Fig. 2) consiste a tirer un nombre aleatoire h entre 
0 et 1, puis retourner la lettre aj si z(i, q, aj- 1) < h < n(i, q, aj). 
Supposons que L satisfait les hypotheses de la Proposition 2 et definissons, pour 
chaque Ctat 4 de l’automate et pour tout 1 < j < k, la valeur 
Supposons de plus que p est connu, et que tous les L(q,aj) sont calculb. 
Posons K = kP(n), oti k est le cardinal de l’alphabet A, et P est un polynome 
satisfaisant l’inegalite (16). Si l’on d&nit 
%h(i, 4, aj) = fi(q, aj) - 0’ 
et 
nmA, 4, aj) = A(& aj) + W, 
alors on a, pour no G i < n: 
%h(i, 4, aj) G ati, 4, aj) G ~,&, 4, aj). 
Notons ql,q2, . . . ,qk kS Successeurs de q (non necessairement distincts deux 
a deux), tels que 6(q,aj) = qj. Nous concevons un algorithme d’inversion suivant les 
principes qui suivent. Soit h un nombre aleatoire entre 0 et 1. s’il existe j tel que 
z&i, 4, aj- 1) < h < Amin(i, 4, Clj), alors l’algorithme retoumera la lettre aj. Si, au 
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Eer6s : Un itat Q E Q, un entier i. 
Sortie : Une let&e u f A clloisie avtx la probabi1it.C a(;, q, a). 
ddbut 
h + un nombre alkatoire entre 0 et, 1 
j - 1 
ib = ii(q, u1) 
r,,,i, - f - Kp’ 
gm,,c - ?i+ Kp’ 
tarit qua 9rm,, < ii faire 
d&but 








Fig. 5. Un algorithme d’inversion par approximation. 
contraire, X,in(i, 4, aj) < h < z,,,(i, 4, cj), cela signifie que h se trouve dans un inter- 
valle d’incertitude: il sera alors necessaire de calculer rr(i, q,aj) exactement pour 
pouvoir decider. Comme l’intervalle d’incertitude est exponentiellement petit en 
fonction de i, la probabilitk de devoir effectuer ce calcul sera extremement faible. 
L’algorithme d’inversion concu selon ces principes est ihustre en Fig. 5. Nous 
J’appellerons algorithme d’inversion par approximation. L’algorithme complet de gin- 
eration d’un mot de L de longueur n est prksente en Fig. 6. 
4.3. Rialisatiun de I ‘algorithme d ‘inversion par approximation 
Pour realiser effectivement l’algorithme d’inversion par approximation (Fig. 5), il 
est nkcessaire de se saucier de la representation des don&s ntmkiques en machine. 
Nous convenons done de rep&enter les reels de l’intervalle [0, l[en notation binaire. 
Ainsi, le mot 101001 est l’kriture binaire du nombre 2-l + 203 + 2-6 = 0,640625. Si 
w est un nombre en notation binaire, notons wi son ieme bit. 
Notre probleme consiste a implementer J’algorithme de la Fig. 5 de faGon efficace. 
En particulier, on s’abstiendra de calculer vkitablement n=, et It,in, sous peine de 
perdre le b&G&e que l’on fait en evitant d’evaluer les z(i,q,aJ. Pour simplifier 
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Entrh : Un automate A de L, un entier nature1 n. 
Sortie : Un mot UJ E L de longneur II. 
dhbut 
calculer no, I< et jf 
pour tout &at q faire 
pour tout.0 lettre a faire 
cahler ir(q, a) 
w + c 
tant que IwI< n faire 
dibut 
si IwI< n. - TLO alors 
tirer une lettre a avec I’algorithme d’inversion par approximation 
sinon 
tirer une lettre a avec l’algorithme d’inversion classique 




Fig. 6. Un algorithme de g&ration fondt sur l’inversion par approximation. 
l’Cnon&, nous supposerons que l’alphabet A se compose de deux let&es seulement, al 
et a2. Remarquons que dans ce cas, une seule valeur determine le choix d’une lettre 
1 une &tape donnke de la g&ration: n(i, q, al) = p(i, q, at). Toutefois, la gCnBralisation 
$ un alphabet de plus de deux lettres pourra s’effectuer sans problkme notable. 
Nous savons que 
On en dkduit qu’il suffit de connaitre un nombre fini (proportionnel B n) de bits de 
R(q,aJ pour construire un mot alkatoire de L de longueur n. Soit en effet 
e(i) = L - log2 Kp’j. (18) 
Le nombre x(i,q,a,) est done encadrt: comme suit: 
ii(q, al) - 2-eci) G x(i, q,al) G R(q,al) + 2-@). (19) 
Lorsqu’aucune confusion n’est possible, convenons de noter n pour x(i, q, al) et 6 pour 
a(q, al). Soit n le nombre dont l’Bcriture binaire est form&e des e(i) premiers bits de A: 
n<li<II+2-“” 
done, d’aprks l’encadrement (19), 
n _ 2-dO+l G n 6 n + 2-M)+ 1. 
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Cette derniere forrnule determine un intervalle d’incertitude de longueur 4.2-e(i) 
pour R. 
L’algorithme d’inversion que nous nous proposons de concevoir comporte deux 
phases: 
l la premiere phase retourne al avec la probabilite z - 2-eci)+1, a2 avec la pro- 
babilite 1 - n - 2-eci)+ ‘, et Indetermin6 avec la probabilite 4.2-e(i); 
l c’est dans ce dernier cas que la seconde phase est executke; elle met en oeuvre le 
calcul de l,[i] et l,, [i - 11, puis retourne al ou a?. 
La premiere phase peut &tre realiste selon les principes suivants. Soit h un nombre 
que l’on construit bit par bit, en comparant a chaque &ape le dernier bit tire au bit 
correspondant dans z. Supposons que hlh2 . . . hj-l = ~1~2 . . . Ii-1 et hj # zj, pour 
un certain j < e(i) - 1; considerons par exemple le cas ou hj = 0 et gj = 1 (le traite- 
ment du cas inverse est symetrique). Alors h < z - 2-j < E - 2-e(i)+1, saufsi tous les 
bits de 71 apres le jhme sont nuls. Dans ce dernier cas en effet, on a 
h = hlh2 ... hi-10 ..a ???, 
n= hlh2 ,.. hj-110000 a*- 0, 
71-2 -e(i)+ 1 = h h 1 2 a.0 hi-loll11 ... 1. 
11 est done possible que h soit en definitive kgul A z - 2-eci)+1: il suffit pour cela que 
hk = 1 Vk E [j + 1, e(i) - 11. Pour ttre certain que h n’est pas dans l’intervalle 
d’incertitude, il faut s’assurer qu’il existe j’ > j tel que, on bien hY = 0, ou bien gY = 0. 
On doit done continuer de tirer des bits de h, jusqu’a ce que l’une de ces conditions soit 
remplie, ou que la longueur de h atteigne e(i) - 1. Cet algorithme est presente en 
Fig. 7. Notons qu’aucun calcul des bornes de l’intervalle d’incertitude n’est necessaire 
pour sa mise en oeuvre. 
Les considerations qui precedent permettent d’enoncer le resultat suivant. 
Proposition 3. La probabilitt pour que l’ulgorithme de la Fig. 7, applique a un nombre 
binuire de e bits, fournisse la reponse Indetermine est egule a 4.2-‘. 
Lorsque la reponse de la premiere phase de l’algorithme d’inversion par approxima- 
tion est Indeterminb, la seconde phase (Fig. 8) est exkcutke. Les premiers bits de 
rt(i, g, aI) sont calculb et compares a ceux de h; si nkcessaire, l’algorithme tire des bits 
supplementaires de h. 
4.4 Complexite 
Proposition 4. Soit z un nombre binuire de e bits, fourni en entree de la premiere phase 
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IJn nombre 0 < n < 1, de lonyatxr e(i) en notation hinaire. 
u1 avec la prol,abilit.i! = - 2’e(i)+1, 02 avec la probabilitk 1 - E - 2’4i)+1, 
Indetermin6 aver. la prohahilitl 4.2”e()). 
j-1 
Ir * c 
test - 1 
rip&or 
b + un hit aI1 hasard 
18 6 11.1 
8i test = 1 alors 
si bj # 4 alors 
dibut 
test - 2 
t + l&j 
fin 
sinon 
si Ilj = t OU 4 # t alors 
dibut 




jusqu’a j > e(i) - 1 
rstournsr(Indetsrmin6) 
fin 
Fig. 7. Algorithme d’inversion par approximation, premikre phase. 
paraisons bit ir bit pour fournir une rkponse al ou a2 satisfait la relation suivante; 
J(e) G 4 - 
e2 + 3e + 4 
2’ . 
Preuve. Considkrons une version simplifike de la premiere phase de l’algorithme 
d’inversion par approximation (Fig. 7), dans laquelle le test nj # t n’est pas effectue. Si 
A’(e) est le nombre moyen de bits tires par cette version, alors A(e) < X(e). 
On peut supposer sans perte de generalite que z = 00 . . . 0. Considerons une 
execution de l’algorithme, occasionnant une riponse al ou a2 apres le tirage de j bits 
exactement. Cela signifie que, parmi ces j bits, deux exactement, dont le dernier, sont 
Bgaux a 1. La probabilitt: de cet Wnement est egale a (j - 1)2-j. Le nombre moyen de 
bits tires est done 
x(e) = i ‘&$-!! 
j=l 
4- 
e2 + 3e + 4 = 
2” . 
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Entrie : Le nombre h de lonyuear e(i) - 1 tirC dans la premibre phase, r,[tJ et l,, [i - 11. 
sortie : 01 OU n2. 
* + lea e(i) - 1 premiers bits de !$$ 
ri Ir < * alor retourner(nl) 
rinon ri Ir > * alora retourner(rr2) 
8inon 
d6but 
j - e(i) 
r6p6ter 
u + le jimr bit. de w 
I 6 un bit. an hazard 
j-j+1 
jusqu’& a # I 




Fig. 8. Algorithme d’inversion par approximation, seconde phase. 
Proposition 5. Le temps moyen z(i) nkessaire 6 l’algorithme d’inversion par approxima- 
tion pour fournir une riponse a, avec la probabilitt z(i, q, aI) ou a2 avec la probabilitk 
1 - x(i, q, aI) satisfait Pkquation: 
z(i) = (1 - 4.2-““))L(e(i)) + 4.2-‘“‘R(i), 
oti R(i) est une expression d’ordre polynomial en i, et J(e(i)) < 4. 
Preuve. Si la seconde phase de l’algorithme doit btre exkutke, il faut calculer en 
moyenne e(i) + 1 bits de lq, [i - l]/l,[i] pour obtenir une rkponse. R(i) correspond au 
temps de ce calcul. Ceci posC, le rt%ultat dkcoule directement des Propositions 3 
et 4. IJ 
Voici etin le rksultat principal de cette section, donnant la complexit& moyenne de 
l’algorithme de la Fig. 6, construisant des mots alkatoires de langages rationnels 
satisfaisant les hypothbes de la Proposition 2. 
Thborkme 6. Soient L un langage rationnel et d = (A, Q,qo, F,6) son automatejni 
dhterministe minimal. Supposons que pour tout q E Q, il existe un unique pGle de module 
minimum dans &(t), et que ce p&e est simple. Alors la complexitk moyenne en temps de 
l’algorithme de la Fig. 6 pour gCntrer m mots de L de longueur n est 
T(m, n) N F(n) + 4mn, 
oit F(n) est une fonction d’ordre polynomial en n. Sa complexitt moyenne en espace est 
JY(m,n) = O(n). 
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Preuve. Les nombres no, K et p peuvent tre Cvalub en temps constant en fonction de 
n. Pour tout &at q et toute lettre a, le calcul des n d&males de n(q, a) fait appel a des 
operations arithmbtiques classiques ur des nombres algebriques (somme, produit, 
puissance .. . ). 11 peut done Ctre effect& en temps polynomial en n [ 111. Cette phase 
preliminaire de l’algorithme ne s’effectue qu’une fois, quel que soit le nombre de mots 
a construire. F(n) represente son temps de calcul. 
Le temps de generation dun mot, une fois les calculs preliminaires effectub est: 
T2(Ln0) + i W N 4n. 
i=no+l 
oh T2( 1, no) est la complexitt de l’algorithme 2 pour engendrer un mot de longueur no 
(Section 2, expression (6)). 0 
4.5. Exemple 
Soit F le langage de Fibonacci, defini par l’automate de la Fig. 9. La seule proba- 
bilite a calculer est la probabilite de sortie de Mat 1 par la lettre a. On montre que 





1O > c2 = 1o 9 
c; 2lE, 5-3 
10 
c; = - ) 
10 
y J+Js l-J3 1 -9 2 y2=-3 2 
Appliquons la Proposition 2. Nous pouvons prendre no = 1, et calculer 





ClYll4l + 4lY2llC2l ~ 046 
CllY2l@2Yl - Iczllrzl) ’ . 
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8z-H 
aJr X 
Fig. 9. L’automate fini dtterministe complet minimal du langage de Fibonacci. 
Prenons P(n) = p = l/2. Dans ce cas, 
et Is(n)l < 2-(“+l) pour tout n > 1. D’apres la formule (HI), e(n) est &gal a 2n. Le 
Theoreme 6 now permet de conclure que la complexite moyenne en temps de 
l’algorithme de construction de m mots de Fibonacci de longueur n est: 
Y(m, n) = O(n’) + 4m(n - 1). 
La complexitt en espace est lineaire en moyenne. 
5. Probkme 
Nous nous faisons ici l&ho dune question poke par Jean Berstel et Jean-Guy 
Penaud. Les deux classes de langages rationnels que nous considerons en Sections 3 et 
4 sont definies de facon indirecte: pour montrer qu’un langage appartient a l’une ou 
l’autre de ces classes, il est necessaire de calculer les poles de sa s&e genera&ice. 
Serait-il possible de decider plus aisement de cette appartenance? En d’autres termes, 
peut-on determiner prkcisement le lien entre la definition dun rationnel (par une 
grammaire, un automate ou une expression rbguliere) et certaines proprietes des poles 
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