Abstract-Rough set theory offers a novel approach to manage uncertainty that has been used for the discovery of data dependencies, importance of features, patterns in sample data, feature space dimensionality reduction, and the classification of objects. Consequently, rough sets have been successfully employed for various image processing tasks including image segmentation, enhancement and classification. Nevertheless, while rough sets on their own provide a powerful technique, it is often the combination with other computational intelligence techniques that results in a truly effective approach. In this paper we show how rough sets have been combined with various other methodologies such as neural networks, wavelets, mathematical morphology, fuzzy sets, genetic algorithms, bayesian approaches, swarm optimization, and support vector machines in the image processing domain.
I. INTRODUCTION
Rough set theory, initially introduced by Zdzisław Pawlak during the early 1980s [1] and further developed over the last 25 years (see, e.g., [2] , [3] , [4] , [5] , [6] ) provides an approach to approximation of sets that leads to useful forms of granular computing. The basic idea is to discover to what extent a given set of objects (e.g., pixel windows in an image) approximate another of set of objects of interest. Objects are compared by considering their descriptions [12] . Rough set theory offers a novel approach to manage uncertainty that has been used for the discovery of data dependencies, importance of features, patterns in sample data, feature space dimensionality reduction, and the classification of objects. One important result of rough set theory is the extractions of if-then rules from information tables. Such rules have the potential to reveal previously undiscovered patterns in sample data. In addition, rough set methods can be used to classify new samples based on what is already known. Unlike other computational intelligence techniques, rough set analysis requires no external parameters and uses only the information presented in given data. Rough set theory can be used to assess the completeness of sample data: if the data is incomplete, it will suggest that more information about the objects is needed to build a good classification model. On the other hand, if the data is complete, rough sets can determine the minimum number of features needed for classification. In effect, the rough set approach leads to feature space dimensionality reduction. This is very important for applications where domain knowledge is very limited or data collection is very expensive and laborious, because it ensures the data collected is just sufficient to build a good classification model without sacrificing accuracy or wasting time and effort to gather extra information about the objects [7] , [8] , [9] , [2] .
In recent years, rough sets have been combined with various other computational intelligence techniques to provide more adaptive and more effective algorithms. In this paper, we set out to provide an overview of such roughhybrid approaches applied in the image processing domain [23] , [25] , [50] . In particular, we show how rough sets have been successfully combined with neural networks, wavelets, mathematical morphology, genetic algorithms, fuzzy sets, Bayesian theory, swarm intelligence, and support vector machines to provide more effective image processing algorithms.
II. ROUGH SET: AN OVERVIEW
Rough set theory [44] , [45] , [52] , [2] is a fairly new intelligent technique for managing uncertainty that is used for the discovery of data dependencies, to evaluate the importance of attributes, to discover patterns in data, to reduces redundancies, and to recognize and classify objects. Moreover, it is being used for the extraction of rules from databases where one advantage is the creation of readable if-then rules. Such rules have a potential to reveal previously undiscovered patterns in the data; furthermore, it also collectively functions as a classifier for unseen samples. Unlike other computational intelligence techniques, rough set analysis requires no external parameters and uses only the information presented in the given data. One of the nice features of rough set theory is that it can tell whether the data is complete or not based on the data itself. If the data is incomplete, it will suggest that more information about the objects is required. On the other hand, if the data is complete, rough sets are able to determine whether there are any redundancies in the data and find the minimum data needed for classification. This property of rough sets is very important for applications where domain knowledge is very limited or data collection is expensive/laborious because it makes sure the data collected is just sufficient to build a good classification model without sacrificing the accuracy or wasting time and effort to gather extra information about the objects [44] , [45] , [52] , [2] .
In rough set theory, sample objects of interest are usually represented by a table called an information table. Rows  of an information table correspond to objects and columns correspond to object features. For a given set B of functions representing object features and a set of sample objects X, an indiscernibility relation ∼ B is a set of pairs (x, x ) ∈ X × X such that f(x) = f(x') for all f ∈ B. The relation ∼ B defines a quotient set X/ ∼ B , i.e., a set of all classes in the partition of X defined by ∼ B . Rough set theory identifies three approximation regions defined relative to X/ ∼ B , namely, lower approximation, upper approximation and boundary. The lower approximation of a set X contains all classes that are subsets of X, the upper approximation contains all classes with non-empty intersections with X, and the boundary is the set difference between the upper and lower approximations. A review of this basic material can be found in sources such as [44] , [45] , [52] , [2] , [29] .
III. ROUGH SET-WAVELETS APPROACHES IN IMAGE

PROCESSING
The wavelet transform decomposes a signal into shifted and scaled versions of a reference (mother) wavelet. It has been shown to have good properties of time and frequency localization and is robust to time varying signal analysis. The wavelet coefficients represent measures of similarity of the local shape of the signal to the mother wavelet under different shifts and scales [43] . Wavelets with their multiresolution property, have been proved to be effective in the integrating of coarse features and finer resolution details of source images to produce a good fused image.
Li et al. [55] present an approach to minimize the redundancy of structure existing in frame-based wavelet neural networks using rough set theory. The original structure of the wavelet network is obtained through a time-frequency analysis. Then the redundant nodes are eliminated in light of the dependency between the output of the network and nodes in the hidden layers to optimize the structure of the wavelet network. Simulation results proved the proposed method to be simple and effective.
To increase the efficiency of image segmentation and classification, a pre-processing stage should be considered in order to enhance the quality of the input images. For example, a median filter with PCNN [20] can be used to reduce noise in an image. It operates one pixel in the image at a time, and looks at its closest neighbors to decide whether or not it is representative of its surroundings. The basic structure of a rough wavelet approach is given in Figure 1 . The algorithm works as follows: it firstly finds out the concrete position of the noised pixel according to the firing pattern, and then removes the noise from the image with a median filter. Initially the threshold of all of the neurons are set to 0, and during the first iteration all the neurons are activated, or output a pulse, which means that all neurons receive the maximal linking input in the next iteration. So the proper set of the PCNN's parameters will make the neurons corresponding to noisy pixels with high intensity fire in its neighborhood at the second iteration, and according to the current firing pattern the concrete position of noisy pixels can be identified. Then the noised pixels can be removed with 3 × 3 median filter. The removal of noisy pixels with low intensity works similar with the intensities inverted. As the algorithm can locate the concrete positions of noisy pixels and apply the median operation only on these regions, it has the ability to preserve the details of the image.
Feature extraction plays an important role for classification as poorly implemented feature extraction or improper features will lead to poor classification results even when using the best possible classifier. Suitable features for classification can be created by combining wavelet theory with texture feature concepts based on the co-occurrence matrix [26] . The N × N input image will be decomposed row-wise for every row using a 1-D decomposition algorithm. The resulting two matrices are transposed and processed rowwise again to obtain four N 2 × N 2 square matrices. This procedure is repeated until a desired resolution is reached. The total number of coefficients after decomposition is always equal to the number of initial input coefficients. This matrix will be considered as a co-occurrence wavelet matrix. The produced wavelet coefficients yield a smaller set of more robust features, which can improve the probability of correct classifier. In order to reduce the size of the feature set, rough set analysis is applied to discover dependencies between the attributes and to generate a minimal set of attributes. The coefficients obtained by the rough set algorithm were used as inputs to a neural network to classify each image.
Another successful example introduced by Mingge et al. [54] , which integrates rough sets and wavelet analysis for image fusion. Multifocus images are enhanced using rough sets, then fused using Db4 wavelets. The proposed algorithm is examined on images which are contaminated by salt-pepper noise. Entropy is used to evaluate image quality. Experimental results demonstrated the effectiveness of the proposed algorithm.
IV. ROUGH SET-NEURAL NETWORK APPROACHES IN IMAGE PROCESSING
Neural networks are known for their ability to solve various complex problems in image processing. However, they are unable to determine redundant information from large data sets, which can easily lead to problems such as too complex network structures, long training times, and low converging speeds. Hassanien andŚlȩzak [10] introduced a rough neural approach for rule generation and image classification. Hybridization of intelligent computing techniques has been applied to see their ability and accuracy to classify breast images into malignant and benign instances. Algorithms based on fuzzy image processing are first applied to enhance the contrast of the original image; to extract the region of interest and to enhance the edges surrounding that region. Then, features characterizing the underlying texture of the regions of interest are extracted using the greylevel co-occurrence matrix. A rough set approach to feature reduction and rule generation is then applied. Finally, a rough neural network is designed to discriminate different regions of interest in order to separate them into malignant and benign cases. The rough neural network employed is built from rough neurons [11] , each of which can be viewed as a pair of sub-neurons, corresponding to the lower and upper bounds. Calculation of the input/output of the lower/upper rough neurons is performed as
where (Ir Ln , Or Ln ) is the input/output of a lower rough neuron and (Ir Un , Or Un ) the input/output of an upper rough neuron. The output of the rough neuron (O rn ) is then computed as
The basic structure of a rough neural network is given in Figure 2 . The introduced rough neural networks [11] , [15] , [13] , [14] used, consist of one input layer, one output layer and one hidden layer. The number of hidden neurons Fig. 2 . Sample rough neural network [18] is determined by [16] , [17] :
where N hn is the number of hidden neurons, N ts is the number of training samples, T e is the tolerance error, N f is the number of features, and N o is the number of the output.
for a i ∈ R do 3:
end for 5:
To evaluate performance of the presented rough neural approach, they run tests over different mammogram images. In their experiments, results show that the overall classification accuracy offered by rough neural approach is high compared with other intelligent techniques.
A rule importance measure R I was used as an evaluation to study the quality of the generated rule. It is defined by:
where τ r is the number of times a rule appears in all reduct and ρ r is the number of reduct sets. The quality of rules is related to the corresponding reduct(s) which are generating rules that cover the largest parts of the universe U . Covering U with more general rules implies smaller size of a rule set. Importance rule criteria introduced in [30] were used to study the rules' importance [21] .
Another successful example introduced by Jiang et al. [27] , which integrates neural network with reduction based on rough set theory (which they called the rough neural network (RNN)) was used to classify digital mammograms. The experimental results showed that the RNN performs better than purely using neural network not only in terms of complexity, but also that it achieves a 92.37% classification accuracy compared to the 81.25% achieved using a normal neural network only.
Swiniarski and Hargis [28] described an application of rough sets methods to feature selection and reduction as a front end of neural-network-based texture images recognition. They applied include singular-value decomposition (SVD) for feature extraction, principal components analysis (PCA) for feature projection and reduction, and rough sets methods for feature selection and reduction. For texture classification a feedforward backpropagation neural network was employed. The numerical experiments showed the ability of rough sets to select reduced set of pattern's features, while providing better generalization of neural-network texture classifiers.
V. ROUGH SET-MORPHOLOGY APPROACHES IN IMAGE
PROCESSING
Mathematical morphology [58] , [59] , [60] has many applications medical imaging, industrial inspection, computer vision, character recognition and others. It examines the geometrical structure of an image by probing it with small patterns, called structuring elements E, of varying size and shape, resulting in nonlinear image operators which are wellsuited to exploring geometrical and topological structures. A succession of such operators is applied to an image in order to make certain features apparent, distinguishing meaningful information from irrelevant distortions, by reducing it to a sort of skeletonization [24] .
Mathematical morphology is a set algebra used to process and analyze data based on geometric shapes. The basic morphological operations are erosion and dilation. For binary signals, erosion is a Minkowski set subtraction and dilation a Minkowski set addition.
A review of these as well as other morphological operators can be found in [62] . The operators can be extended to operate on non-binary signals [62] . There are two main types of morphological filters. Set processing filters accept binary input signals and give binary output signals, while function processing filters accept binary or non-binary functions as input and yield non-binary functions as output. The interpretation of binary signals as sets and non-binary signals as functions is straightforward.
Bloch [57] illustrated that there is a tight relationship between rough set and mathematical morphology, that gives evidence of the increasing interest of the image analysis researchers towards these theories. Based on the observation that rough sets and mathematical morphology are both using dual operators sharing similar properties, Bloch [57] investigated more closely the links existing between both the domains. Author established the equivalence between some morphological operators and rough set defined from either a relation, or a pair of dual operators or a neighborhood system.
Recently [56] proposed a method called membership-grade operator for binary image processing. Based on the same structural element, the operator achieves multiform dilations, erosions and edge extractions by proper choice of membership grade obtained by binary image. Applied to noise image, the operator can achieve the above processing and noise reduction, and good effect is obtained by image simulation. Skowron and Polkowski [38] proposed a method called analytical morphology for data filtering. The method was created on the basis of some ideas of rough set theory and mathematical morphology. Mathematical morphology makes an essential use of geometric structure of objects while the aim of their method is to provide tools for data filtering when there is no directly available geometric structure in the data set.
Complexity of morphological operations makes it desirable to propose a theoretical scheme of an approximate morphological calculus within a general paradigm of soft computing. Polkowski [37] proposed a scheme based on ideas of rough set. In his scheme, the underlying space of pixels is partitioned into disjoint classes by means of some primitive features and morphological operations are performed on classes, which allows for compression of image data. Author discuss topological foundation of morphology, in particulars spaces of rough fractals as well as morphological operations and he also point to plausible applications providing the approximate collage theorem.
Rough set was applied in spatial information theory to construct theories of granularity presenting information at different levels of detail. Stell [61] illustrated how by developing mathematical morphology in terms of relations we can obtain a framework, which includes the basic constructions of rough set theory as a special case.
Hassanien and Abraham [53] illustrated how rough set can be successfully integrated with mathematical morphology and provide a more effective hybrid approach to resolve medical imaging problems. Algorithms based on mathematical morphology are first applied to enhance the contrast of the whole original image; to extract the region of interest and to enhance the edges surrounding that region. Then, features are extracted characterizing the underlying texture of the regions of interest by using the gray-level co-occurrence matrix. The rough set approach to attribute reduction and rule generation is further presented. Finally, rough morphology is designed for discrimination of different regions of interest to test whether they represent malignant cancer or benign cancer. The experimental results illustrate that the overall performance in locating optimal orientation offered by the proposed approach is high compared with other hybrid systems such as rough-neural and rough-fuzzy systems.
A rough morphology approach is adopted for designing a hybrid system for rule generation and image classification. The architecture of the proposed hybrid approach is illustrated in Figure 3 . It is comprised of four fundamental building phases: pre-processing, feature extraction, rough Fig. 3 . Rough morphology hybrid approach [53] set analysis and classification and prediction. In the first phase of the investigation, a pre-processing algorithm based on mathematical morphology is presented. It is adopted to improve the quality of the images and to make the feature extraction phase more reliable. Pre-processing stage involves enhancing mammogram images before a reasonable segmentation can be achieved as well as suppression noise in the segmented region of interest. Then, segmentation process involves grouping adjacent pixels with similar properties together to form connected regions. In the feature extraction phase, features extracted from the image regions are used to assign them to one of two classes: normal or abnormal. These stages have been added to provide a framework for the automatic analysis of the mammogram images, which is then evaluated using a pre-diagnosed image database. Rough set is used to classify the new image. The third phase is the rough set data analysis. It is done by computing the minimal number of necessary attributes, together with their significance, and generating the sets of rules. The last phase is the prediction of new objects, which is dependent on the type of generated rules and strategies based on the rough data analysis model. These four phases are described in detail in [53] .
VI. ROUGH SET-FUZZY SET APPROACHES IN IMAGE PROCESSING
Rough-fuzzy sets [31] can be seen as a particular case of fuzzy-rough sets. A rough-fuzzy set is a generalization of a rough set derived from the approximation of a fuzzy set in a crisp approximation space. This corresponds to the case where only the decision attribute values are fuzzy; the conditional values are crisp. The lower and upper approximations indicate the extent to which objects belong to a target set. Mao et al. [32] proposed a new fuzzy Hopfieldmodel net based on rough-set reasoning for the classification of multispectral images. The main purpose is to embed a rough-set learning scheme into the fuzzy Hopfield network to construct a classification system called a rough-fuzzy Hopfield net (RFHN). The classification system is a paradigm for the implementation of fuzzy logic and rough systems in neural network architecture. Instead of all the information in the image being fed into the neural network, the upper-and lower-bound grey levels, captured from a training vector in a multispectal image, are fed into a rough-fuzzy neuron in the RFHN. Therefore, only 2/N pixels are selected as the training samples if an N-dimensional multispectral image was used.
Wang et al. [33] proposed a new nearest neighbor clustering classification algorithm based on fuzzy-rough set theory (FRNNC). First, they make every training sample fuzzyroughness and use edit nearest neighbor algorithm to remove training sample points in class boundary or overlapping regions, and then use mountain clustering method to select representative cluster center points, then Fuzzy-Rough Nearest neighbor algorithm (FRNN) is applied to classify the test data. The new algorithm is applied to hand gesture image recognition, the results show that it is more effective and performs better than other nearest neighbor methods.
Hassanien [18] introduced a hybrid scheme that combines the advantages of fuzzy sets and rough sets in conjunction with statistical feature extraction techniques. The introduced scheme starts with fuzzy image processing as pre-processing technique to enhance the contrast of the whole image; to extracts the region of interest and then to enhance the edges surrounding the region of interest. Further, features from the segmented regions of the interested regions are extracted using the grey-level co-occurrence matrix. Rough set is used for generation of all reducts that contains minimal number of features and rules. Finally, these rules are passed to a classifier for discrimination for different regions of interest to classify images.
Image clustering analysis is one of the core techniques for image indexing, classification, identification and image segmentation. Mitra et al. [34] introduced a hybrid clustering architecture, in which several subsets of patterns can be processed together with an objective of finding a common structure. A detailed clustering algorithm is developed by integrating the advantages of both fuzzy sets and rough sets, and a measure of quantitative analysis of the experimental results is provided for synthetic and real-world data.
Petrosino et al. [35] presented a multi-scale method based on the hybrid notion of rough fuzzy sets, coming from the combination of two models of uncertainty like vagueness by handling rough sets and coarseness by handling fuzzy sets. Marrying both notions lead to consider, as instance, approximation of sets by means of similarity relations or fuzzy partitions. The most important features are extracted from the scale spaces by unsupervised cluster analysis, to successfully tackle image processing tasks. Mitra et al.'s [34] and Petrosino et al.'s [35] approach can be applied in many imaging clustering problems to obtain a compact representation of the image structures.
Sakar [36] generalizes the concept of rough membership functions in pattern classification tasks to rough-fuzzy membership functions and rough-fuzzy ownership functions. Unlike the rough membership value of a pattern, which is sensitive only toward the rough uncertainty associated with the pattern, the rough-fuzzy membership (or ownership) value of the pattern signifies the rough uncertainty as well as the fuzzy uncertainty associated with the pattern. Various set theoretic properties of the rough-fuzzy functions are exploited to characterize the concept of rough-fuzzy sets. These properties are also used to measure the rough-fuzzy uncertainty associated with the given output class.
VII. ROUGH SET-GENETIC ALGORITHM APPROACHES IN IMAGE PROCESSING
Genetic algorithms and rough set theory have been used in combination in the study of images [22] , [39] , [40] . Lingras [39] proposed an unsupervised rough set classification using genetic algorithms (GS) and also illustrated how genetic algorithms can be used to develop rough sets. The proposed rough set theoretic genetic encoding are especially useful in unsupervised learning. A rough set genome consists of upper and lower bounds for sets in a partition. The partition may be as simple as the conventional expert class and its complement or a more general classification scheme.
Mitra et al. [40] described a way of designing a hybrid system for detecting the different stages of cervical cancer. Hybridization includes the evolution of knowledge-based subnetwork modules with Genetic Algorithm (GA) using rough set theory and the ID3 algorithm. Crude subnetworks for each module are initially obtained via rough set theory and the ID3 algorithm. These subnetworks are then combined, and the final network is evolved using genetic algorithms. The evolution uses a restricted mutation operator, which utilizes the knowledge of the modular structure, already generated, for faster convergence. The GA tunes the network weights and structure simultaneously.
VIII. ROUGH SET-BAYESIAN APPROACHES IN IMAGE
PROCESSING
In many applications in computer vision and signal processing, it is necessary to assimilate data from multiple sources. For example in medical imaging, information on a patient may be available from a number of different modalities. The original rough set model is concerned primarily with algebraic properties of approximately defined sets. The Variable Precision Rough Set (VPRS) model extends the basic rough set theory to incorporate probabilistic information. As a result, there has been much recent research interest in this area. For example,Ślȩzak et al. [41] presented a non-parametric modification of the VPRS model called the Bayesian rough set (BRS) model, where the set approximations are defined by using the prior probability as a reference. It is shown that the quality of BRS models can be Fig. 4 . Segmentation results for two real life grayscale images evaluated using probabilistic gain function, which is suitable for identification and elimination of redundant features. Swiniarski [42] described an application of rough sets and Bayesian inference for breast cancer detection using electropotentials. The statistical principal component analysis and the rough set methods were applied for feature extraction, reduction and selection. The quadratic discriminant was applied as a classifier for a breast cancer detection.
IX. ROUGH SET-SWARM INTELLIGENCE APPROACHES IN IMAGE PROCESSING
Das et al. [46] hybridized rough set theory with Particle Swarm Optimization (PSO) algorithm. The hybrid rough-PSO technique has been used for grouping the pixels of an image in its intensity space. Authors treated image segmentation as a clustering problem. Each cluster is modeled with a rough set. PSO is employed to tune the threshold and relative importance of upper and lower approximations of the rough sets. Davies-Bouldin clustering validity index is used as the fitness function, which is minimised while arriving at an optimal partitioning. Figure 4 (adapted from [46] ) lists the value of DB index (and the corresponding number of clusters) calculated over the final solution on a test suite of two grayscale images using the rough-PSO hybrid algorithm (MEPSO), Evolutionary Fuzzy segmentation Algorithm (FVGA) and FCM.
Another approach that uses rough set with PSO has been proposed by Wang et al. [47] . The authors applied rough set to predict the degree of malignancy in brain glioma. As feature selection can improve the classification accuracy effectively, rough set feature selection algorithms are employed to select features. The selected feature subsets are used to generate decision rules for the classification task. A rough set attribute reduction algorithm that employs a search method based on PSO is proposed and compared with other rough set reduction algorithms. Experimental results show that reducts found by the proposed algorithm are more efficient and can generate decision rules with better classification performance. Moreover, the decision rules induced by rough set rule induction algorithm can reveal regular and interpretable patterns of the relations between glioma MRI features and the degree of malignancy, which are helpful for medical experts.
X. ROUGH SET-SUPPORT VECTOR MACHINE APPROACHES IN IMAGE PROCESSING
Support Vector Machines (SVMs) are a general algorithm based on guaranteed risk bounds of statistical learning theory. They have found numerous applications in image processing and pattern recognition and, in particular in medical imaging problems such as in classification of brain PET images, detection of microcalcification (MC) clusters in digital mammograms, lung cancer nodules extraction and classification, etc., and are now established as one of the standard computational intelligence tools. To inherit the merits of both Rough Set Theory (RST) and SVMs, a hybrid classifier called rough set support vector machines (RS-SVMs) is proposed by Gexiang et al. [48] to recognize radar emitter signals. RST is used as preprocessing step to improve the performances of SVMs. A large number of experimental results showed that RSSVMs achieve lower recognition error rates than SVMs and RS-SVMs have stronger capabilities of classification and generalization than SVMs, especially when the number of training samples is small.
Support vector machines (SVMs) are essentially binary classifiers. To improve their applicability, several methods have been suggested for extending SVMs for multiclassification, including one-versus-one (1-v-1), one-versusrest (1-v-r) and Decision Directed Acyclic Graph Support Vector Machines (DDAGGSVM). Lingras and Butz [49] described how binary classification with SVMs can be interpreted using rough sets and how rough set theory may help in reducing the storage requirements of the 1-v-1 approach in the operational phase. The introduced rough set approach to SVM classification removes the necessity of exact classification and is especially useful when dealing with noisy data. Next, by utilizing the boundary region in rough sets, they suggested two new approaches, extensions of (1-v-r) and (1-v-1), to SVM multi-classification that allow for an error rate. Authors illustrated how the extended 1-v-r may shorten the training time and reduced storage requirements when compared to the conventional (1-v-r) approach.
Yun et al. [51] used a rough-support vector machine integration and developed the Improved Support Vector Machine (ISVM) algorithm to classify digital mammography images, where rough sets are applied to reduce the original feature sets and the support vector machine is used classify the reduced information.
Facial expression recognition is becoming more and more important in computer application, such as health care, children education, etc. Based on geometric feature and appearance feature, there are a few works been done on facial expression recognition using rough set and support vector machines. Chen et al. [19] proposed a novel approach based on rough set theory and SVM by considering only geometric features.
XI. CONCLUSIONS
In this paper we provided an overview of different roughhybrid approaches applied in the image processing domain. While rough sets provide a powerful tool to describe uncertainties, which can be exploited in various image processing tasks the combination of rough sets with other computational intelligence techniques is able to provide a more effective approach. We have illustrated that rough sets have been successfully combined with fuzzy sets, wavelets, mathematical morphology, neural networks, genetic algorithms, support vector machines and swarm intelligence algorithms for tasks including image segmentation, feature extraction, classification and enhancement.
