Abstract. n{dimensional lattice paths which do not touch the hyperplanes x i
a 2 ; : : : ; a n and t 1 ; t 2 ; : : : ; t n be positive integers such that a i < a i?1 + t i for i = 1; 2; : : : ; n ;
where we take a 0 = a n in the case i = 1. Suppose n candidates A 1 ; A 2 ; : : : ; A n in an election in which candidate A i received a i votes, i = 1; 2; : : : ; n. Let This ballot problem is equivalent to the problem of counting n{dimensional lattice paths from 0 0 0 to a a a = (a 1 ; a 2 ; : : : ; a n ), consisting of positive unit steps, which do not touch any one of the hyperplanes (1.2) x i = x i?1 + t i for i = 1; 2; : : : ; n ; where again x 0 := x n . This is seen by interpreting a path p from 0 0 0 to a a a by an election in which the m{th vote is a vote for candidate A j if and only if the m{th step in the path p is a step in the x j {direction.
In this paper we consider the problem of counting paths from 0 0 0 to a a a which do not touch any one of the hyperplanes in (1.2) by MacMahon's 5] greater index, which nowadays frequently is called major index.
(To be precise, we consider the equivalent problem of counting lattice paths from to not touching any one of the hyperplanes in (2.2) and (2.3) .) The counting formula (Theorem 1 in section 3) which we obtain is a q{analogue of (1.1). Besides, this result generalizes previous ones of one of the authors 4]. It is easily seen that, using the terminology of Gessel and Zeilberger 3], Filaseta's result solves the problem of counting lattice paths consisting of positive unit steps in a Weyl chamber corresponding to the a ne root system S(A n ). Hence, our results give a solution for the problem of q-counting lattice paths in a Weyl chamber of S(A n ). The key for proving Theorem 1 lies in extending the proof method of 4] to this generalized path enumeration problem. Since this method heavily relies on Zeilberger's 6] re ection proof for the classical n{candidate ballot problem, the rst thing to be done is to give a re ection proof of Filaseta's formula (1.1). This is the contents of section 4. (In fact, the arguments in section 4 are just the same as those in the proof of Theorem 1 in 3] but specialized to S(A n ).) Section 2 contains all relevant de nitions. Finally, in section 5, we give the bijections which replace the re ections of section 4, thus establishing a combinatorial proof of Theorem 1. Section 6 presents an extension of Theorem 1 to a family of major-like statistics (Theorem 2). This result does not only include the case of counting by MacMahon's greater index as special case, which is discussed in the preceding section, but also the corresponding result for counting lattice paths by MacMahon's lesser index 5 Let S n denote the symmetric group of order n. Given 2 S n we write for ( (1) ; (2) ; : : : ; (n) ). For the set of all permutations of the multiset f1 1 ; 2 2 ; : : : ; n n g (the multiset consisting of i copies of i, i = 1; 2; : : : ; n) we write S( ).
Throughout this paper, a lattice path p will be a nite sequence (p(0); p( To give an example, take n = 3 and p 0 = ((1; 2; 1), (1; 2; 2), (1; 2; 3), (2; 2; 3), (2; 3; 3), (3; 3; 3)). Then p 0 is symbolized by the pair ((1; 2; 1), 33121).
By N( ! ) we denote the set of all lattice paths from to . We write N( ! ) + for the set of all lattice paths from to whose points all lie in K n . For ; 2 K n the set N( ! ) + is equal to the set of all lattice paths from to which do not touch any one of the hyperplanes The major counting extension of this counting problem, which is proved in section 5, is the following. where U n is the set of all n{tuples u u u = (u 1 ; u 2 ; : : : ; u n ) of integers with u 1 + +u n = 0, and T(s; t;u u u; ) = ( t ? t)(s ? t) + (n ? 1)u s ( t ? t) + (K + n)((n ? 1) u 2 s 2 + su s ) :
The special case K > j ? j (this is the corresponding result for counting lattice paths which do not touch any of the hyperplanes in (2.2) ) has previously appeared in 4, Theorem 1].
To give a concrete example, take n = 3, K = 2, = (1; ?1; ?1) and = (3; 2; 1). We want to count all paths p from (1; ?1; ?1) to (3; 2; 1) with respect to the major index which do not touch x 1 R j (x 1 ; : : : ; x j ; x j+1 ; : : : ; x n ) = (x 1 ; : : : ; x j+1 ? 1; x j + 1; : : : ; x n ) ; while re ection with respect to H n yields (4.6) R n (x 1 ; x 2 ; : : : ; x n?1 ; x n ) = (x n + K + 1; x 2 ; : : : ; x n?1 ; x 1 ? K ? 1) :
Hence, for j n ? 1, we have (4.7) R j ( + e e e + (K + n)u u u) = (j;j+1) + e e e (j;j+1) + (K + n)u u u (j) ;
where u u u (j) = (u 1 ; : : : ; u j+1 ; u j ; : : : ; u n ), and if j = n, (4.8) R n ( + e e e + (K + n)u u u) = (1;n) + e e e (1;n) + (K + n)u u u (n) ;
where u u u (n) = (u n +1; u 2 ; : : : ; u n?1 ; u 1 ?1). ((g; h) is the transposition which exchanges g and h. An expression of the form (g; h) means the composition (g; h) of the permutations and (g; h).) Therefore, replacing the portion of the path p until the last meeting with H j by its re ection with respect to H j , turns p into a path of N( (j;j+1) + e e e (j;j+1) + (K + n)u u u (j) ! ) ? if j n ? 1, in the case j = n by this re ection we obtain a path of N( (1;n) + e e e (1;n) + (K + n)u u u (n) ! ) ? . Since the re ected path again meets H j as last hyperplane, and its last meeting point is the same, renewed application of this re ection procedure would give the original path. Therefore this mapping in fact is an involution which consequently de nes the desired bijection between the sets (4.2) and (4. Following the lines of 4, sec. 5], it can be shown that L n and R n are well{de ned, and that L n R n = R n L n = id : Besides, from the de nition of L n and R n it is easily seen that for any multiset permutation there holds It is easy to see that this de nition again establishes an involution. Therefore, using (5.6) we obtain
w('(p)) = q P n s=1 T(s;( (1;n))(s);u u u (n) ; ) q maj('(p)) = q P n s=1 T(s; (s);u u u; )+(n?1)( (1) ? (1)) q ?(n?1)( (n) ? (n))+(n?1)( (n) ? (n))?(n?1)( (1) ? (1) which is given by x n ? x 1 = ?3 (cf. (2.3) ). The meeting points are (3; 0; 0), (3; 1; 0), and (3; 2; 0), the last meeting point being (3; 2; 0). To apply the mapping ', rst we observe that This establishes '('(p 0 )) = p 0 , which must be satis ed, since ' is an involution. Summarizing, the map ' maps elements of the set in (4.2) onto elements of the set in (4.3) and vice versa. Since it is an involution it is a bijection. Moreover it is weight{preserving with respect to w. Therefore the equation which generalizes (4.4) reads which exactly is the expression in Theorem 1.
6. 
While for the major index each j with j > j+1 makes a contribution, for the lesser index it is each j with j < j+1 which makes a contribution. One also could roughly say that taking the lesser index is nothing but taking the major index where the order 1 < 2 < < n of the numbers f1; 2; : : : ; ng has been changed into 1 > 2 > > n. Having this idea in mind, it is also reasonable to consider other total orders of f1; 2; : : : ; ng and to take major index with respect to these orders. Thus, for each n one obtains a set of n! di erent major variants, the original major index and the lesser index being only two of them.
To be more precise, we proceed as follows. Given a speci c total order i 1 < i 2 < < i n of the set f1; 2; : : : ; ng, let the permutation be de ned by (i j ) := j, j = 1; 2; : : : ; n. Then taking the major index of a multiset permutation = 1 2 : : : L with respect to the order i 1 < i 2 < < i n is just the same as maj( ( 1 ) ( 2 ) : : : ( L )). This leads to the following de nition.
Let be a xed permutation, 2 S n . We extend to multiset permutations = 1 2 : : : L which satisfy i 2 f1; 2; : : : ; ng by ( ) = ( 1 ) ( 2 ) : : : ( L ) :
The action of on a path p = ( ; ) is de ned by (p) = ( ; ( )). Now we introduce the following permutation-indexed statistics:
Obviously, maj id is identical with the major index, while for 0 given by 0 (i) = where c(j) = ( (j) < (j+1)), and where we adopt the convention that P l?1 j=l a j = 0, and P k?1 j=l a j = ? P l?1 j=k a j whenever k < l. By (n + 1) here and in the sequel we mean (1) . Analogous conventions will be assumed for n+1 appearing as a subscript: n+1 := 1 , etc. and j (p) also meets H j as last hyperplane.
(3) The action of j changes maj according to (6. 3) maj j (p) = maj p ? c(j)( j ? j+1 + 1) 1 j n ? 1 maj p ? c(n)( n ? 1 + 1 + K) j = n ; with c(j) = ( (j) < (j + 1)). (4) j is an involution.
Then simple calculations show that j (p) 2 N( (j;j+1) +e e e (j;j+1) +(K+n)u u u (j) ! ) ? with u u u (j) being de ned in section 4. Moreover, w ( j (p)) = w (p). Let the mapping ' , which acts on elements of the union of the sets in (4.2) and (4.3), be de ned as follows: If an element of the union of the sets in (4.2) and (4.3) meets H j as last hyperplane of those in (2.2) and (2.3), then the image of this path under application of ' is given by applying j to this path. ' is seen to be an involution, and hence a bijection between the sets in (4.2) and (4.3). Besides, it is weight-preserving with respect to w . Computations which proceed analogously to those in (5.8){(5.10) would complete the proof of Theorem 2.
It remains to construct those mappings j . The idea is as follows:
If (j) < (j+1) modify De nitions 1,2 of 4] such that L j changes a single (j+1) into (j), R j changes a single (j) into a (j + 1), and R j L j = L j R j = id ; majL j ( ) = maj ? 1 ; maj R j ( ) = maj + 1 :
Then for a path p = ( ; ) which meets H j as last hyperplane, j is given by The special case K > j ? j has been proved previously in 4, Theorem 4].
