Introduction
A considerable literature on intra-industry trade (the simultaneous import and export of goods from the same industry) has accumulated over the previous twenty years. 1 More recent developments concentrate on the relationship between intra-industry trade (IIT) and the costs of adjustment associated with changes in trade patterns.
An increase in inter-industry trade means import and export changes are unmatched and it is likely that there will be a requirement for resources to be transferred between industries most commonly from those contracting to those expanding. The greater the factor requirement differences between industries and the more geographically dispersed the production the more severe the adjustment implications. If increases in trade are intraindustry in nature however, the standard assumption is that adjustment costs will be less forbidding. This is because resource transfers as a result of sectorally matched increases in imports and exports can be contained within individual industries or possibly firms. This proposition has become known as the smooth adjustment hypothesis (SAH).
2
There have been relatively few attempts to integrate the SAH into a fully specified theoretical framework. Placing the SAH within the context of traditional models of IIT such as Krugman (1981) , Falvey (1981) and Brander and Krugman (1983) has been considered although the most appropriate approach is perhaps to employ two-country, two-sector, two-1 Grubel and Lloyd (1975) published a comprehensive study of empirical, methodological and theoretical aspects of IIT. Other surveys include Greenaway and Milner (1986) and Greenaway and Torstensson (1997) .
2 Balassa (1966) was the first to mention the SAH directly although many authors including Krugman (1981) , OCED (1994) and Cadot et al (1995) have since alluded to it directly or indirectly.
factor models of small open economies within a Jones-Samuelson specific factors framework (Neary 1985) .
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The specific-factors model suggests two sources of adjustment costs, factor-price rigidity and factor specificity with the empirical manifestations being unemployment and factor-price disparities respectively. In practice we are likely to find both phenomena occurring but it is necessarily an empirical issue as to whether adjustment costs are lower if trade changes are intra-industry in nature.
Direct empirical support for the SAH, however, is not extensive. Greenaway and Hine (1991) concluded that the evidence to date is suggestive rather than conclusive and that adjustment costs are possibly lower but not higher if trade expansion is intra-industry in nature. Studies such as Brülhart (2000), Haynes et al. (2000) , Haynes et al. (2002) and Greenaway et al. (2002) make a useful contribution towards an empirical step forward but on the whole do not provide satisfactorily conclusive evidence that is supported by the discussion in Lovely and Nelson (2002) .
This paper builds upon a strand of the recent literature that evolved from the static nature of the traditional Grubel and Lloyd (GL) share measure of IIT. When Hamilton and Kniest (1991) considered the possible adjustment implications of IIT they concluded that the level of IIT has no a priori predictive power of future change in trade patterns. The dynamic nature of any reallocation of resources means that an observed change in a measure of static IIT (measured by the GL index) can mask a range of different trade flows that may be interindustry in nature but actually cause an increase in intra-industry trade. Various proposals for a measure of dynamic or marginal intra-industry trade (MIIT) have been suggested, Hamilton and Kniest (1991), Greenaway et al. (1994) , Brülhart (1994) , Menon and Dixon (1997) and 3 A recent study by Loverly and Nelson (2000) adapts an Either (1982) trade model to examine the relationship between changes in IIT and adjustment. Azhar et al. (1998) . Dixon and Menon (1997) and a number of country specific studies in Brülhart and Hine (1999) apply a range of measures to the estimation of the adjustment effects of increased integration in Australia and selected EU countries respectively.
From the specific factors model we propose that the construction of a measure of trade-induced adjustment that best satisfies the requirements of the SAH should comply with four simple criteria; (1) the greater the sectoral disparity in trade flows the greater the factor market disruption and therefore the greater the adjustment costs and means that an index should be an increasing function of the net change in trade (montonicity); (2) the factor reallocation requirements associated with a given level of unmatched trade changes are equal and opposite for bilateral trade partners and means that adjustment costs associated with an industry expansion are equal to those associated with an industry contraction (consistency); (3) to be able to recognise if a country is specialising "into" or "out of" an industry is important if we want to know whether the subsequent adjustment costs are associated with an industry expansion or contraction which will have further implications for example for policymakers looking at industrial and competition policy and reacting to the pleas of lobby groups (country specificity); (4) if firms have identical factor requirements then matched trade changes will have no resource reallocation costs because matched increases or decreases in exports and imports (total IIT) means that an industry's total demand ceteris paribus is unaffected and hence no resource reallocation is required.
The standard definition in the literature is that sectorally matched increases in trade flows result in "smoother" resource reallocation that are interpreted as lower (but non-zero) adjustment service costs. Our measure is theoretically consistent with the specific-factors framework and assumes these "lower" costs to be zero. This simplification does not affect the interpretative power of our results and is consistent with the existing definitions of the "adjustment hypothesis".
The rest of the paper is organised as follows. Section 2 derives our methodology and constructs our alternative measure while Section 3 tests our measure on UK data during a period of significant structural change. Section 4 summarises and concludes.
Methodological Framework

The Trade Adjustment Space
In Section 2.1 we present a geometric device (the trade adjustment space) that allows a visualisation of the evolution of trade flows that is also able to bring to light the potential adjustment pressures associated with trade pattern changes. Moreover, the trade adjustment space (TAS) is theoretically and empirically linked w ith a measure of trade-induced adjustment based on our four criteria presented in Section 2.2. The relationship between the index and visual tool should facilitate the intelligibility of applied work and make the comprehension of the performance of previous measures easier.
Consider a square two-dimensional space that captures all changes in exports (X) and imports (M) for any industry (i), for any period where a change in X (∆X) and M (∆M) can be positive, negative or zero. 5 Let the trade flows for a hypothetical industry i consist of the set of all ∆X and ∆M for n years (
The dimensions of the TAS are central to the adjustment index derived in Section 2.2. The essential ingredient is that the length of any side 5 Given this papers emphasis on IIT it is easiest to think of this methodology in terms an industry although as we shall see in Section 3 it is equally applicable for any level of aggregation such as country, sector or even product. Observe that the axes in Figure 1 are labeled (+/-∆M max ) and (+/-∆X max ) for convenience. In practice the actual value depends on which of the two is the largest and this value is then applied to both axes to ensure a perfect square. For example, if ∆M max =5 and ∆M max =10 then the dimensions of the TAS will be 20 by 20. For either country, the further a point such as j or k is away from the A0B line the greater the adjustment pressure. Criteria (1) and (2) assume that (1) costs are a monotonically increasing function of the degree of resource reallocation required and (2) that adjustment requirements for both the home (H) and foreign (F) countries are equal. From criterio n (3) however, points to the right of the A0B line have different implications for the home country and consequently have a different interpretation. This time industry exports are falling relative to imports so adjustment for example might require firms to layoff workers that will result in an increase in temporary unemployment known as contraction associated adjustment costs.
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A measure of trade-induced adjustment that matches the construction of the trade adjustment space therefore has to embody the properties of criteria (1)- (4). Ideally any measure should also be easy to calculate and provide intelligible results.
A Proposed Measure of Trade Induced Adjustment
A measure of adjustment costs that satisfies criteria (1)- (4) is given by:
where L is the length of one side of a TAS. The index has a range of 1
pattern change (represented by a cartesian point in the TAS) has a corresponding adjustment value where we define H S to be the index value from the perspective of the home country.
Therefore, H S is a simple monotonically increasing function of M X ∆ − ∆ that also satisfies consistency and now country specificity. The relationship between the Home and Foreign country is given by
One of the primary innovations of the S index is the scaling factor that stems directly from the TAS construction and is two times the absolute maximum of the largest yearly change for the period of study that is equal to the length of A0B (in figure 1) equivalent to 8 If we weaken our assumption of symmetry across expanding and contracting sectors (criterion 2) so we assume it is easier for an economy to adapt to expansions rather than contractions then the lines of equi-adjustment become non-linear and non-symmetric.
2L.
9 Scaling by the largest value for a given time scale (that could be months, years or even decades) allows us to observe the progress of adjustment pressures over time.
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In appendix 2 we compare the S index with existing indices. The most widely employed of these marginal measures of IIT are the A, B and C family of indices of Brülhart (1994) and the Menon and Dixon (1997) UMCIT index. The former measures are discussed in more detail in Oliveras and Terra (1997) , Brülhart and Hine (1999) and Thom and McDowell (1999) . Other notable indices are those described in Greenaway et al. (1994) and Azhar et al. (1998) .
Whilst we recognise that each measure outlined in appendix 2 is useful in its own right, we propose that the S index provides a versatile and potentially useful addition to the family of trade induced adjustment indicators. To investigate the properties and applicability of this index and related methodology we examine UK manufacturing data for the 1980's and also provide some comparisons with the other indices outlined in this section.
3 Trade Induced Adjustment: The UK experience 9 Note that the ∆X or ∆M value in the denominator and numerator will only be equal when either ∆X or ∆M is also the largest change during the period of study.
The UK economy of the 1980's was a well-documented decade of immense industrial and structural change with periods of substantial economic contraction and expansion. The resulting trade flows were highly variable and consequently provides a good test for the applicability of our integrated methodology. Figure 2 generates a TAS for year on year trade changes between UK manufactures and the rest of the world between 1979 and 1991 while Table 2 reports S index values at the aggregate and two-digit level both using the same UK Standard Industrial Classification SIC(80) data. 11 Following Section 2 each side is twice the maximum value of the greatest absolute change. Assuming the UK is the home country, co-ordinates to the right of the leading diagonal (A0B) record negative S index values and the further a co-ordinate is away from the 11 All data is deflated using GDP deflators in 1979 prices in (000's) sterling. Whilst our methodology thus far has been couched in terms of an industry figure 2 can be treated as a highly aggregated case. The most volatile years seem to be at the start (1979) (1980) (1981) (1982) and the end of the period (1988) (1989) (1990) (1991) and seem to reflect the macroeconomic turmoil associated with the extremes of the UK business cycle at these times. The largest negative value from the UK perspective and the anecdotal evidence of the time, these results fit our priors for the performance of these sectors. 13 Again the difference between the early and late periods is striking with 89% of sectors recording a negative S index value for the first period but only 11% for the second.
13 Note that trade changes are not the direct cause of industry restructuring but merely act as the channel by which competitive and other effects assert themselves. 
Figure 4(a) and 4(b). The Relationship Between the S and B indices and Employment Change
A relatively large number of industries under the B index regime are categorised by either a minus or plus one value in figure 4(a) where undefined regions will result in an under or over statement of the true value of adjustment pressure and introduces measurement bias. Of all the three-digit industries 25% fall into one of these two categories (see appendix 3 for details). In comparison the S index is fully defined for all trade changes in all quadrants and provides a consistent indicator of the adjustment implications.
Finally, we briefly reflect on how this measure could be used in future empirical work. One possibility is to present simple correlations between a range of indices and measures of performance and structural change such as employment and output changes.
The natural extension is to employ the S index as a dependent variable in multivariate regressions analysis in a similar framework to existing studies that employ the Brulhart's A index or UMCIT.
Summary and Conclusions
This paper presents a methodology and measure of trade induced adjustment that satisfies our theoretical priors and captures diagrammatically the adjustment implications from trade. By closely defining what we mean by trade induced adjustment we develop a tool that allows us to visually represent changes in trade patterns for any period and at any level of aggregation. This is coupled with an index that is both intuitive and easy to calculate. This means we can examine time series or cross sectional data for multilateral or bilateral trade flows and identify industries that, given existing trends, are likely to come under pressure from even greater import competition. This is potentially useful information for policy makers that will be able to direct retraining funds efficiently and pre-empt lobby group action.
Preliminary evidence for the UK is encouraging and demonstrates the applicability of our index presenting constructive results that support the evidence of the time. An examination of the largest negative values in Table 2 
Appendix 1
Proof:
Consider total trade (TT), net trade (NT), and intra-industry trade (IIT) where,
(Quadrant 1 in figure 1 ).
From (1), (2), and (3), we have
Similar reasoning follows for cases of (b)
change in imports and exports
so it is not possible to tell whether an industry is suffering adjustment pressures due to an expansion or contraction. By similar reasoning it follows that the B index is insensitive to variations in X ∆ and M ∆ when X ∆ and M ∆ have opposite signs. Table 1 provides some hypothetical examples to help highlight these differences. 
Appendix 3
Three-digit adjustment indices 1979 
