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Sommario
Il linguaggio parlato (in inglese speech) è la forma con la quale le
persone interagiscono più comunemente tra di loro. Infatti, la forma
parlata della lingua può esprimere molte informazioni riguardanti lo
speaker oltre al messaggio da trasmettere come, per esempio, l’emozio-
ne, la posizione da cui sta parlando e le proprie caratteristiche vocali.
Per questi motivi la forma parlata è considerata il mezzo di comunica-
zione più naturale e conveniente. Lo sviluppo tecnologico degli ultimi
decenni ha reso possibile una crescita di quelle che generalmente ven-
gono chiamate interfacce uomo-macchina, pertanto molti ricercatori si
sono interessati allo studio di come applicare lo speech a tale scopo.
I sistemi con la quale si converte un qualsiasi testo in segnale voca-
le prendono il nome di sistemi “da-testo-a-voce” (in inglese Text-to-
Speech (TTS)) e sono una delle tecnologie di speech synthesis più
diffuse. Questi sistemi trovano la loro applicazione in numerosi campi,
per esempio navigatori satellitari, sistemi di annuncio nelle stazioni fer-
roviarie e sistemi per l’assistenza di persone disabili. Per questi motivi
è desiderabile sviluppare TTS che siano in grado di sintetizzare il testo
scritto con accuratezza e naturalezza sempre migliori.
I migliori risultati per quanto riguarda accuratezza e naturalezza
si sono avuti grazie ai sintetizzatori concatenativi basati du corpus (in
inglese corpus-based TTS). La sintesi concatenativa per selezione di
unità è una delle possibili tecniche per la sintesi in corpus-based TTS e
si appoggia su grandi database di voci registrate. Durante la creazione
del database ogni emissione registrata viene frazionata in uno o più di
questi segmenti: suoni isolati, sillabe, morfemi, parole, frasi e periodi
completi. La frammentazione impiega un riconoscitore di linguaggio
modificato appositamente per eseguire un “allineamento forzato” , o
segmentazione, a cui seguono solitamente interventi di correzione ma-
nuali basati su rappresentazioni visive del suono come le forme d’onda
e gli spettrogrammi. I campioni sonori vengono indicizzati nel databa-
se e durante la sintesi in tempo reale l’emissione finale viene generata
sulla base di un algoritmo di decisione ad albero pesato che identifica
la miglior sequenza tra i campioni candidati scelti dal database.
La tesi si prefigge un duplice scopo: (1) presentare un nuovo ap-
proccio per migliorare l’allineamento forzato dei corpora utilizzati per
sistemi di tipo Text-To-Speech con sintesi concatenativa e (2) crea-
re la prima voce italiana per Festival con sintesi concatenativa per
campioni unitari.
Principalmente questa tesi è focalizzata nel costruire un model-
lo statistico che, sfruttando la conoscenza di informazioni contestuali
estrapolate tramite l’analisi linguistica del testo, sia in grado di predire
l’errore sistematico nell’allineamento commesso dall’algoritmo di seg-
mentazione su un ben determinato corpus e, successivamente, utilizzare
tale modello per ridurre l’errore di allineamento su corpora registra-
ti dallo stesso speaker. Tale modello prende il nome di statistical-
approach context-dependent units boundary correction.
La voce in italiano corpus-based per Festival è stata utilizzata
come “banco di prova” per il modello di correzione statistica.
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The second nonabsolute is the given time of arrival, which is now known to be one
of those most bizarre of mathematical concepts, a recipriversexclusion, a number
whose existance can only be defined as being anything other than itself.
(Adams Douglas, The Hitchhiker’s guide to the galaxy.)
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1 Introduzione
1.1 Background
Grazie alla collaborazione tra l’Unione Europea e il ministero dell’in-
dustria Giapponese è nato il progetto Vulcanus in Japan[1] per lo
scambio di studenti nell’ambito scientifico tra i due paesi. Il progetto
è strutturato in quattro mesi di corso intensivo di giapponese a Tokyo
e otto mesi di tirocinio nella ditta giapponese dalla quale si è stati
selezionati. Nell’anno accademico 2006-07 sono stato selezionato dalla
Hitachi Ltd. per partecipare al progetto ed ho avuto la possibilità
di trascorrere un anno nella terra del sol levante presso una delle più
importanti aziende giapponesi, molto attiva nella ricerca e sviluppo
di tecnologie informatiche e ingegneristiche. Il centro di ricerca dove
ho trascorso il tirocinio è situato in Kokubunji (Tokyo) ed è il primo
centro di ricerca della Hitachi Ltd. per dimensione ed importanza.
Per tutta la durata del tirocinio sono stato assegnato all’unità di
speech synthesis diretta dal dr. Nobuo Nukaga[2] che da anni è impe-
gnata a sviluppare un sistema di sintesi vocale multi-lingua indirizzato
alle principali lingue europee. Tale unità detiene il primato per il mi-
glior sistema di sintesi vocale per il giapponese dal punto di vista di
chiarezza e naturalezza della voce sintetizzata e il loro obiettivo degli
ultimi anni è stato quello di mettere a punto un nuovo sistema multi-
lingua che comprendesse anche le principali lingue europee e asiatiche.
Il mio tirocinio era indirizzato allo sviluppo di un sistema di sintesi
vocale per la lingua inglese, il lavoro che ho svolto è riassumibile in
tre fasi principali: (1) studio dell’architettura di un noto sistema open
source di sintesi chiamato Festival, (2) implementazione di un al-
goritmo indirizzato a migliorare la naturalezza delle voci sintetizzate
con sistemi basati su corpus (in inglese corpus-based), e (3) sviluppo
di una nuova voce in inglese per Festival utilizzando un corpus di
proprietà della Hitachi Ltd.
Terminato il tirocinio, la Hitachi Ltd. mi ha concesso l’autorizza-
zione ad utilizzare materiali e tecnologie proprietarie che ho sviluppato
e/o utilizzato durante la mia permanenza al centro di ricerca per una
collaborazione nello sviluppo della mia tesi di laurea che nasce con
l’obiettivo di applicare tali tecnologie su un sistema di sintesi per la
lingua italiana. Il progetto di tesi si colloca all’interno di un più ampio
progetto finanziato dall’Unione Europea per lo sviluppo di interfacce
uomo-macchina basate su tecniche di sintesi e riconoscimento vocale
supervisionato dal Dott. Ing. Piero Cosi presso l’Istituto di Scien-
ze e Tecnologie Cognitive (ISTC) del Consiglio Nazionale di
Ricerca (CNR) di Padova.
1.2 Definizione del problema
Il linguaggio parlato (in inglese speech) è la forma con la quale le
persone interagiscono più comunemente tra di loro. Infatti, la forma
parlata della lingua può esprimere molte informazioni riguardanti lo
speaker oltre al messaggio da trasmettere come, per esempio, l’emozio-
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ne, la posizione da cui sta parlando e le proprie caratteristiche vocali.
Per questi motivi la forma parlata è considerata il mezzo di comunica-
zione più naturale e conveniente. Lo sviluppo tecnologico degli ultimi
decenni ha reso possibile una crescita di quelle che generalmente ven-
gono chiamate interfacce uomo-macchina, pertanto molti ricercatori si
sono interessati allo studio di come applicare lo speech a tale scopo.
In generale, l’elaborazione dello speech è composto in due differenti
tecnologie. La prima è il riconoscimento vocale (in inglese speech re-
cognition) che rappresenta la tecnologia con la quale la macchina è
in grado di interpretare il linguaggio umano nella sua forma parlata ed
estrapolare le informazioni utili. La seconda tecnologia è la sintesi vo-
cale (in inglese speech synthesis) che si occupa di invertire il processo
dello speech recognition generando un messaggio dalla macchina in for-
ma di onda sonora che sia comprensibile e significativa per l’utente. In
questo caso l’onda sonora risultante contiene ulteriori informazioni ol-
tre il solo messaggio da comunicare come, ad esempio, informazioni
di sintesi e informazioni prosodiche che vengono generalmente estratte
dall’analisi linguistica del messaggio. Perciò è importante trovare me-
todi per generare una serie di informazioni para-linguistiche che non
sono processate nello speech recognition.
I sistemi con la quale si converte un qualsiasi testo in segnale vo-
cale prendono il nome di sistemi “da-testo-a-voce” (in inglese Text-
to-Speech, TTS) e sono una delle tecnologie di speech synthesis più
diffuse. Questi sistemi trovano la loro applicazione in numerosi cam-
pi, per esempio navigatori satellitari, sistemi di annuncio nelle stazioni
ferroviarie e sistemi per l’assistenza di persone disabili. Per questi mo-
tivi è desiderabile sviluppare TTS che siano in grado di sintetizzare
il testo scritto con accuratezza e naturalezza sempre migliori. Le tec-
nologie software con la quale siamo in grado di generare una corretta
sintesi vocale si basano su due differenti approcci: (1) sintetizzatori
basati su regole e (2) sintetizzatori concatenativi. I sintetizzatori su
regole incontrano il favore dei fonetisti e dei fonologi perché costitui-
scono un approccio cognitivo e generativo del meccanismo di fonazione
umano. Tali sintetizzatori, denominati anche sintetizzatori di tipo a
formanti[33], fanno uso di un modello acustico e concepiscono il par-
lato come una variazione dinamica di parametri, per la maggior parte
relativi alle frequenze e alla larghezza di banda dei formant e anti-
formant congiuntamente alle forme d’onda glottali. I migliori risultati
per quanto riguarda accuratezza e naturalezza si sono avuti grazie ai
sintetizzatori concatenativi basati su corpus (in inglese corpus-based
TTS) che, come suggerisce il nome, si appoggiano ad un consistente
campionario di frasi registrate (il corpus) dal quale vengono estratti le
parti di speech (unità), generando un database che prende il nome di
Acustic Unit Inventory (AUI). La sintesi avviene concatenando le
varie unità elementari del corpus scelte tramite una funzione obietti-
vo che massimizza le corrispondenze tra le informazioni prosodiche e
contestuali delle parti di speech e quelle richieste dal testo da sintetiz-
zare. I corpus possono essere generati con unità omogenee (solitamente
fonemi) oppure con unità di lunghezza variabili (dal fonema ad intere
3
frasi). Quest’ultima tecnologia permette di avere maggiore espressività
nella sintesi, ma si adatta meno facilmente ad essere utilizzata su TTS
che non lavorano in ambienti specifici (in inglese general-purpose),
poiché quest’ultimi richiedono una notevole mole di dati da registrare
e analizzare, compito assai arduo che richiede un enorme dispendio di
energie e tempo. Inoltre per i general-purpose TTS collezionare un
corpus con un solo tipo di voce potrebbe non essere sufficiente, richie-
dendo appunto la sintesi di altri tipi di voci con caratteristiche fisiche
e/o emozionali differenti. Migliorare le prestazioni dei corpus-based
TTS è una delle sfide ancora aperte nel settore dello speech synthesis.
1.3 Scopo della tesi
La tesi si prefigge il duplice scopo: (1) presentare un nuovo approccio
per migliorare l’allineamento forzato dei corpora utilizzati per sistemi
di tipo Text-To-Speech con sintesi concatenativa e (2) creare la pri-
ma voce italiana per Festival con sintesi concatenativa per campioni
unitari.
1.3.1 Correzione statistica dell’errore di allineamento
basata su informazioni contestuali
In un corpus-based TTS sono tre i principali fattori che determina-
no la naturalezza della voce sintetizzata: (1) il corpus utilizzato, (2)
l’algoritmo di segmentazione del corpus in unità vocali, e (3) la fun-
zione obiettivo definita per la selezione dell’unità di volta in volta più
appropriata al contesto. Moltissime ricerche e tecnologie sono state
utilizzate negli anni per migliorare le prestazioni di ognuno dei tre fat-
tori presentati generando cosí voci sintetizzate sempre più accurate e
naturali.
La fase di segmentazione del corpora gioca un ruolo fondamentale
nella naturalezza della voce sintetizzata perché definisce i limiti tem-
porali di ogni singola unità all’interno dei file audio che compongono
il corpus. La valutazione delle prestazioni di un segmentatore è stata
effettuata confrontando i limiti individuati automaticamente con quelli
della segmentazione di riferimento per lo stesso materiale vocale; per-
tanto gli errori della procedura automatica vengono valutati in funzio-
ne della deviazione dalla corrispondente segmentazione di riferimento.
Sono stati definiti due tipi di errori:
Errori di posizione caratterizzati dal fatto che il fonema è corretta-
mente individuato, ma non si ha coincidenza assoluta tra limiti
corrispondenti;
Errori di riconoscimento caratterizzati dal fatto che il fonema vie-
ne posizionato completamente fuori dalla sua zona di esistenza,
quindi o il limite finale individuato precede l’inizio del fonema
o il limite iniziale segue la fine del fonema stesso oppure che la
sequenza di fonemi nelle due trascrizioni risulta essere differente.
La Figura 1 chiarisce le situazioni appena descritte. L’allineamento
di riferimento per un dato corpora si può ottenere in due maniere
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Figura 1: Esempio di errore di posizione e di riconoscimento per la frase
“in punto”. La procedura automatica compie un errore di riconoscimento in
corrispondenza del fonema /t/ e del fonema /sil/ che in questo caso non è
presente nella trascrizione sottostante. Per gli altri fonemi compie un errore
di posizione.
differenti: (1) tramite allineamento manuale, che anche se non privo
di errori risulta comunque affidabile, e (2) tramite allineamento da
parte di un segmentatore particolarmente affidabile. Nello sviluppo di
questa tesi, non avendo risorse sufficienti per allineare l’intero corpus
manualmente si è optato per utilizzare l’allineamento del corpora che
ci è stato fonito dalla Loquendo e che è stato ottenuto grazie ad un
sistema di riconoscimento vocale proprietario della Loquendo.
Lo scopo principale di questa tesi è costruire un modello statistico
che, sfruttando tale conoscenza, sia in grado di predire l’errore siste-
matico nell’allineamento commesso dall’algoritmo di segmentazione su
un ben determinato corpora e, successivamente, utilizzare tale mo-
dello per ridurre l’errore di allineamento su corpora registrati dallo
stesso speaker. Tale modello prende il nome di statistical-approach
context-dependent units boundary correction. L’idea base è
quella di estrapolare informazioni contestuali per ogni unità fonetica
ed utilizzarle per generare un modello di regressione basato su alberi di
decisione che ci permettano di predire l’errore sistematico nell’allinea-
mento del segmentatore rispetto all’allineamento di riferimento. Tutto
il procedimento si basa sulla teoria intuitiva che le informazioni conte-
stuali siano in un certo modo correlate ai parametri prosodici (accenti,
pitch, toni, ecc) e quindi alla struttura della forma d’onda analizzata
durante la segmentazione. Si pensi a come cambia l’intonazione di una
frase quando viene espressa come domanda e non come affermazione.
Dal punto di vista implementativo, i sistemi di segmentazione du-
rante l’allenamento generano particolari modelli di predizione stati-
stici, che prendono il nome di modelli di Markov nascosti (in inglese
Hidden Markov Models, HMM)[3], ognuno di essi viene specia-
lizzato a riconoscere un determinato fonema presente nella lingua in
questione. La specializzazione avviene durante un allenamento basato
su molte ore di audio, sufficienti a garantire la presenza di ogni fonema
in contesti diversificati. Se poi si parla di un riconoscitore vocale di
tipo general-purpose allora si richiede che esso abbia una buona capa-
cità di generalizzazione, cioé riesca a mantenera buone prestazione nel
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riconoscimento di frasi nuove, parlate anche da speaker mai ascoltati
prima. Il modello di correzione dell’allineamento basato su informa-
zioni contestuali presentato in questa tesi è una possibile soluzione per
ridurre l’errore sistematico commesso dal riconoscitore vocale su una
data voce. Tale modello ha il grande vantaggio di essere di semplice
realizzazione, robusto ad informazioni mancanti e rumorose, e di esse-
re applicabile sia a riconoscitori general-porpuse che ha riconoscitori
“deboli” perché male o poco allenati. Le informazioni contestuali uti-
lizzate in questa tesi sono quelle disponibili in Festival in maniera
del tutto automatica utilizzando la struttura Heterogeneous Relation
Graph (HRG) che verrà presentata successivamente.
1.3.2 Sviluppo di una voce in italiano basato su corpora
per Festival
Festival è un complesso sistema di sintesi vocale (open-source) multi-
lingua sviluppato per merito di A.W. Black , P. Taylor, R Caley e R.
Clark al “Centre for Speech Technology Research” dell’Università di
Edimburgo. Esso racchiude in un unico sistema tutte le principali
tecnologie software di sintesi vocale che siano state sviluppate in de-
cenni di ricerca in questo settore ed è dotato di una serie di strumenti
per manipolare e analizzare i dati necessari per creare nuove voci ed
estendere il numero di lingue supportate dal sistema. Per merito del
progetto “festival parla italiano” sviluppato dal Dott. Ing Piero Cosi,
Dott. Ing. Roberto Gretter e Dott. Ing. Fabio Tesser presso l’Isti-
tuto di Scienze e Tecnologie Cognitive (ISTC) del Consiglio Nazionale
di Ricerca (CNR) di Padova tra il numero di voci disponibili per Fe-
stivalesiste anche una voce in italiano con sintesi concatenativa per
difono. Tale sistema non ha attualmente una voce italiana basata su
sintesi concatenativa a selezione di campioni unitari ed è quindi risulta-
to essere un buon banco di prova per il modello di correzione statistica
dell’errore di allineamento basato su informazioni contestuali. Lo sco-
po è quello di verificare l’ipotesi sulla quale si basa l’intero sviluppo
di questa tesi, ovvero che una più accurata segmentazione del corpora
per corpus-based Text-To-Speech ha un’influenza diretta sulla qualità
della voce prodotta dal punto di vista della naturalezza e intellegibilità
della stessa.
1.4 Sommario
In questo capitolo sono state presentate le ragioni per le quali è sta-
ta realizzata questa tesi, gli istituti che hanno collaborato per la sua
realizzazione ed è stato introdotto il sistema open-source Festival
che è stato utilizzato come base per realizzare il sistema corpus-based
Text-To-Speech per l’italiano.
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2 Sistemi di sintesi Text-to-Speech basati
su corpora
Questo capitolo introduce la parte di teoria necessaria per comprendere
il lavoro svolto in questa tesi.
Nella prima parte verranno introdotti i sistemi di sintesi e la loro
evoluzione nel corso degli anni fino allo sviluppo dei TTS con sintesi
concatenativa a selezione di unità sui quali si concentra questo proget-
to. Obiettivo di questo capitolo è mostrare quali siano le caratteristiche
che permettano a questo tipo di sistemi di ottenere una maggior accu-
ratezza dal punto di vista di naturalezza e intellegibilità della voce e,
allo stesso tempo, ne definiscano le limitazioni. In questo capitolo si
tratterà la struttura di un general-purpuse corpus-based TTS.
Per brevità di esposizione, data la grande varietà di algoritmi che
sono stati sviluppati ed applicati a questi sistemi, ogni singolo mo-
dulo verrà descritto con la specifica implementazione usata durante
lo svolgimento di questa tesi, con forti riferimenti all’architettura di
Festival che verrà esposta nel capitolo successivo.
Nella seconda parte verrà introdotto il problema dell’allineamen-
to forzato e come questo impatti sull’accuratezza raggiungibile da un
corpus-based TTS.
Alla fine del capitolo sono stati introdotti gli alberi di decisione
come modelli di regressione che sono stati utilizzati fortemente nello
sviluppo di questa tesi per la correzione statistica dell’allineamento
forzato del corpus e per la predizione di parametri nella generazione di
informazione prosodica.
2.1 Introduzione
Con il termine speech processing si indica quell’area delle scienze
informatiche che si occupano di elaborare le informazioni vocali e le
tecnologie ad esse correlate.
Lo speech processing, in particolare, si occupa di:
speech recognition si tratta della conversione di informazioni acu-
stiche (come, ad esempio, frasi lette da un relatore o comandi
impartiti con la voce al computer o al telefono cellulare) in infor-
mazioni linguistiche che possono essere trascritte in un formato
testuale o comprese dal sistema informatico.
speech synthesis si tratta della capacità acquisita da un sistema di
elaborazione dati di simulare la voce umana con tutte le possibili
inflessioni (interrogazioni, sorpresa, rabbia, gioia).
speech understanding letteralmente “comprensione del parlato”. In
questo caso non si tratta del riconoscimento delle singole parole,
che viene portato a termine dallo speech recognition, ma della
comprensione del significato delle frasi da esse composte. Que-
sto avviene grazie all’utilizzo di speciali algoritmi di intelligenza
artificiale e di reti neurali appositamente programmate.
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speaker recognition si occupa del riconoscimento dell’interlocutore
mediante l’utilizzo di sofisticati algoritmi di analisi numerica dei
segnali (come la trasformata di Fourier). Le applicazioni pratiche
di questa tecnologia spaziano dai sistemi di sicurezza (l’impronta
vocale di una persona é univoca come le impronte digitali) fino
alle tecnologie di assistenza per i disabili.
vocal dialog non si tratta di una tecnologia a sé ma si appoggia alle
tecnologie precedenti. Il suo scopo é quello di riprodurre in un
sistema informatico le caratteristiche del dialogo fra due esseri
umani. é quindi necessario che il calcolatore sia in grado di ri-
conoscere l’interlocutore, di identificare le parole pronunciate e
di comprendere la frase da esse costituita. Dopo di che il siste-
ma deve essere in grado di comporre una risposta che viene poi
tradotta in voce da un sintetizzatore vocale.
Un sistema completo di speech processing è rappresentato dal se-
guente schema: Lo schema descrive un sistema di speech processing
Figura 2: Schema generale di un sistema di speech processing.
ideale dove tutte le componenti funzionano correttamente e coopera-
no fra loro per ottenere un risultato. Normalmente, nei sistemi in
commercio, sono presenti solo alcune di queste componenti
Principali problemi da risolvere nello speech processing sono:
Variabilità acustica i fonemi, a seconda del contesto in cui vengono
pronunciati, producono effetti acustici diversi. Questo problema
é pure conosciuto come “coarticulation effect”. Ad esempio, l’im-
pronta sonora di un fonema varia a seconda dell’ambiente in cui
il suono viene emesso: in un hangar i suoni sono sottoposti ad un
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effetto di riverbero mentre in alta montagna possono essere sog-
getti all’effetti eco. Anche gli strumenti utilizzati per eseguire il
campionamento e per riprodurre i suoni possono introdurre degli
errori. é noto, infatti, che i microfoni e gli altoparlanti introdu-
cono nei suoni delle modificazioni più o meno marcate a seconda
della qualità del dispositivo utilizzato.
Variabilità del parlato a seconda dello stato emotivo del parlante
i suoni possono essere emessi con tonalità diverse. Si pensi alle
inflessioni della voce dovute alla rabbia, alla gioia e alle altre
emozioni.
Variabilità del parlante la maggior parte dei sistemi di riconosci-
mento vocale deve essere addestrato per riconoscere l’impronta
vocale di un determinato speaker. Se l’interlocutore cambia é
necessario riaddestrare il sistema. Negli strumenti più evoluti e
più moderni si sta cercando di implementare un riconoscimento
indipendente dallo speaker.
Variabilità linguistica il riconoscimento del significato di una frase
é complicato dal fatto che lo stesso concetto può essere espresso
con frasi diverse. La stessa frase, inoltre, può essere interpretata
in modi diversi ognuno dei quali fornisce un significato diverso.
Variabilità fonetica una stessa parola può essere pronunciata in mo-
do diverso a seconda della provenienza geografica del parlan-
te. Bisogna quindi introdurre delle tecnologie in grado di fil-
trare i vari accenti introdotti dalle differenze linguistiche degli
interlocutori.
I sistemi con la quale si converte un qualsiasi testo in segnale vocale
(in inglese Text-to-Speech, TTS) sono una delle tecnologie di spee-
ch synthesis più diffuse. Questi sistemi trovano la loro applicazione in
numerosi campi, per esempio navigatori satellitari, sistemi di annuncio
nelle stazioni ferroviarie e sistemi per l’assistenza di persone disabili.
La tecnologia di sintesi TTS dà alle macchine la possibilità di rendere
ascoltabile un testo con il fine di fornire informazioni testuali agli utenti
attraverso messaggi vocali. Lo scopo delle applicazioni TTS nelle co-
municazioni include: la resa vocale di messaggi di testo quali e-mail
o fax come parte di una soluzione di messaging unificato, così come
quella di informazioni visive/testuali (ad esempio pagine web). In un
caso più generale, il sistema TTS fornisce output vocali per tutti i tipi
di informazione raccolti in database (numeri telefonici, indirizzi, navi-
gazione satellitare) e servizi di informazioni (ubicazione di ristoranti
e i loro menù, guide filmate, etc.). Alla fine inoltre, dato un livello
accettabile di qualità del discorso, TTS potrebbe anche essere usato
per leggere i libri e per l’accesso vocale a vaste raccolte di informazio-
ni come enciclopedie, riferimenti bibliografici, volumi legislativi. Da
citare l’avvento negli ultimi anni del VoiceXML (VXML)[4] acroni-
mo di Voice eXtensible Markup Language, definito dal World Wide
Web Consortium (W3C), rappresenta lo standard in formato XML
per la creazione di dialoghi interattivi tra una persona e un compu-
ter. VoiceXML è un linguaggio progettato per realizzare sistemi di
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presentazione e interazione vocali, denominati Voice User Interface
(VUI), usando la linea telefonica per l’accesso ai dati.
Per questi motivi l’attenzione dei ricercatori in questo settore si
è spostata sullo sviluppo di TTS che siano in grado di sintetizzare il
testo scritto con accuratezza e naturalezza sempre migliori. I migliori
risultati per quanto riguarda accuratezza e naturalezza si sono avuti
grazie ai sintetizzatori concatenativi a selezione di unità acustiche, i
cosiddetti corpus-based TTS.
I sistemi di sintesi basati su corpora richiedono procedure di al-
lineamento forzato automatico per segmentare l’intero corpus. Ogni
segmento diverrà un’unità all’interno del Acustic Unit Inventory e sa-
rà utilizzato per la fase di sintesi vera e propria. Poichè la naturalezza e
l’intellegibilità della voce dipende direttamente dalla concatenazione di
tali unità si richiede che le congiunzioni tra due segmenti adiacenti sia-
no il più fluidi possibili. Questo è possibile solamente con un’accurata
fase di segmentazione.
2.2 Introduzione all’audio digitale
L’audio è un fenomeno inerentemente analogico. La registrazione di
un campione digitale richiede di convertire il segnale analogico che
proviene dal microfono in un segnale digitale attraverso un convertitore
A/D presente sulla scheda audio. Quando un microfono è attivo, le
onde sonore fanno vibrare l’elemento magnetico presente nel microfono,
generando, così, una corrente elettrica che raggiunge la scheda audio
(si può pensare ad uno speaker che funziona al contrario). Il compito
del convertitore A/D è, sostanzialmente, quello di registrare il valore
della tensione elettrica a intervalli di tempo specifici.
Ci sono due fattori importanti da considerare durante questo pro-
cesso: (1) la “frequenza di campionamento”, ovvero quanto spesso ven-
gono registrati i valori della tensione e (2) il “numero di bit per campio-
ne”, ovvero quanto accurato è il valore registrato. Un terzo elemento
da considerare è il numero di canali (mono o stereo), ma per la maggior
parte delle applicazioni di riconoscimento vocale (in inglese Automa-
tic Speech Recognition, ASR) mono è sufficiente. Nella maggior
parte dei casi si usano dei valori predefiniti per questi parametri e
l’utente non dovrebbe modificarli a meno che non sia richiesto nella
documentazione del programma. Gli sviluppatori, invece, dovrebbero
sperimentare diversi valori per determinare quali garantiscono un fun-
zionamento ottimale dei loro algoritmi. Qual è un buon valore della
frequenza di campionamento per ASR? Considerato che il parlato ri-
chiede relativamente poca banda (compresa tra le frequenze 100Hz e
8kHz), 8000 campionamenti al secondo (8kHz) è un valore sufficiente
per la maggior parte delle applicazioni. Alcuni, tuttavia, preferiscono
effettuare 16000 campionamenti al secondo (16kHz) perché con que-
sto valore è possibile ottenere informazioni più accurate sui suoni ad
alta frequenza. Se si dispone di sufficiente potenza di elaborazione, è
opportuno impostare la frequenza di campionamento a 16kHz. Men-
tre la maggior parte delle applicazioni di ASR, utilizzare frequenze di
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campionamento maggiori di circa 22kHz è uno spreco, nei sistemi di
sintesi il campionamento incide direttamente sulla qualità della voce e
deve essere definito in modo accurato a seconda delle esigenze di sinte-
si. Qual è, invece, un buon valore per il numero di bit per campione?
8 bit permettono di esprimere valori compresi tra 0 e 255, ovvero di
registrare 256 posizioni diverse dell’elemento magnetico del microfono.
16 bit permettono di distinguere 65536 possibili posizioni. Similmente
a quanto detto per la frequenza di campionamento, se si dispone di
sufficiente potenza di elaborazione, si dovrebbe impostare il numero
di bit per campione a 16 bit. Come termine di paragone, un Com-
pact Disc è codificato usando 16 bit per campione e la frequenza di
campionamento è circa 44kHz.
Solitamente si utilizza un formato di codifica semplice: lineare con
segno o senza segno. Usare un algoritmo U-Law/A-Law o qualche
altro schema di compressione non è generalmente utile, dal momento
che comporta un costo computazionale e non fornisce grandi vantaggi.
Durante lo sviluppo di questa tesi tutti i file audio sono stati utiliz-
zati con il formato RIFF (little-endian) data, WAVE audio, Microsoft
PCM, 16 bit, mono 16kHz.
2.3 Speech synthesis: stato dell’arte
I ricercatori tentarono di costruire macchine per riprodurre la voce
umana molto prima che fosse inventata la moderna elaborazione elet-
tronica dei segnali: le prime apparecchiature furono costruite da Ger-
bert di Aurillac, Albertus Magnus e Roger Bacon, tra il X e il XIII
secolo. Nel 1779, lo scienziato danese Christian Kratzenstein, che si
Figura 3: Illustrazione del 1846 riproducente l’Euphonia, macchina di sintesi
vocale meccanica realizzata da Joseph Faber.
trovava a lavorare presso l’Accademia russa delle scienze, costruì mo-
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delli dell’apparato vocale umano che potevano riprodurre i cinque suoni
lunghi delle vocali (ossia i suoni [a:], [e:], [i:], [o:] e [u:] secondo l’Al-
fabeto Fonetico Internazionale)[5]. A questi dispositivi seguì la Mac-
china acustica-meccanica vocale, un meccanismo a mantice realizzato
dal viennese Wolfgang von Kempelen e descritto in un suo lavoro del
1791[6]. Questa macchina aggiungeva un modello delle labbra e della
lingua consentendo così di sintetizzare oltre alle vocali anche le conso-
nanti. Nel 1837 Charles Wheatstone produsse una macchina parlante
basata sul progetto di von Kempelen, e nel 1846 Joseph Faber costruì
l’Euphonia, in grado di riprodurre tra l’altro l’inno nazionale ingle-
se. Il progetto di Wheatstone fu poi ripreso a sua volta nel 1923 da
Paget[7]. Negli anni trenta, i Bell Labs (Laboratori Bell) sviluppa-
rono il VOCODER, un analizzatore e sintetizzatore elettronico della
voce comandato a tastiera con un risultato chiaramente intellegibile.
Homer Dudley perfezionò ulteriormente questo apparecchio creando il
VODER, di cui venne data una dimostrazione nel 1939 durante la Fiera
Mondiale di New York.
I primi sistemi Text-To-Speech digitali sviluppati furono quelli ba-
sati su regole. I sintetizzatori su regole incontrano il favore dei fonetici
e dei fonologisti perché costituiscono un approccio cognitivo e genera-
tivo del meccanismo di fonazione umano. Tali sintetizzatori, denomi-
nati anche sintetizzatori di tipo a formanti, fanno uso di un modello
acustico e concepiscono il parlato come una variazione dinamica di pa-
rametri, per la maggior parte relativi alle frequenze e alla larghezza
di banda dei formanti e anti-formanti congiuntamente alle forme d’on-
da glottali. Il maggior vantaggio di tali sistemi è che possono essere
gestiti da programmi di dimensione contenuta non dovendo utilizzare
archivi di campioni vocali. Questa caratteristica li rende ideali per si-
stemi embedded, dove la capacità di memoria e la potenza di calcolo
del microprocessore possono essere limitate.
Grazie allo sviluppo tecnologico degli ultimi decenni è stato possibi-
le sviluppare anche altri tipi di sistemi per la sintesi di voci più accurate
e naturali. Tali sistemi si basano su un archivio di campioni vocali e,
a differenza dei sintetizzatori su regole, l’output di questi sistemi è
generato dalla concatenazione dei campioni vocali selezionati tramite
un’opportuna funzione di costo, e per questo sono chiamati sintetizza-
tori concatenativi. In generale questa metodologia produce il risultato
di sintesi più naturale, tuttavia la differenza tra le variazioni natura-
li della voce umana e le tecniche di frammentazione automatica delle
forme d’onda può talvolta generare dei piccoli disturbi udibili. Esi-
stono tre sotto-tipi principali di sintesi concatenativa: (1) Sintesi per
selezione di unità, (2) Sintesi per difoni e (3) Sintesi per applicazioni
specifiche.
La sintesi per selezione di unità si appoggia su grandi database di
voci registrate. Durante la creazione del database ogni emissione regi-
strata viene frazionata in uno o più di questi segmenti: suoni isolati,
sillabe, morfemi, parole, frasi e periodi completi. Normalmente la fram-
mentazione impiega un riconoscitore vocale modificato appositamente
per eseguire un “allineamento forzato” a cui seguono interventi di
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correzione manuali basati su rappresentazioni visive del suono come
le forme d’onda e gli spettrogrammi. I campioni sonori vengono in-
dicizzati nel database sulla base della frammentazione e di parametri
acustici quali la frequenza fondamentale (tono musicale), la durata, la
posizione all’interno della sillaba e i suoni adiacenti. Durante la sintesi
in tempo reale l’emissione finale viene generata sulla base di un algo-
ritmo di decisione ad albero pesato che identifica la miglior sequenza
tra i campioni candidati scelti dal database.
Questo tipo di sintesi produce i risultati di maggior naturalezza
perché riduce al minimo le operazioni di elaborazione digitale (in in-
glese digital signal processing, DSP) sui campioni registrati. Le
elaborazioni digitali infatti spesso alterano la resa del suono sintetizza-
to rendendola meno naturale: alcuni sistemi usano tecniche DSP solo
per ammorbidire le transizioni tra i campioni sonori in fase di conca-
tenazione. I migliori sistemi a sintesi per selezione di unità producono
un risultato che spesso è indistinguibile da una vera voce umana, spe-
cialmente in quei contesti in cui la conversione da testo a voce è stata
ottimizzata per uno scopo specifico. Di contro, una naturalezza mas-
sima richiede normalmente l’impiego di database di dimensioni con-
siderevoli, che in alcuni casi possono arrivare all’ordine dei gigabyte,
equivalenti a qualche dozzina di ore di registrazioni vocali. Inoltre, è
stato accertato che gli algoritmi di selezione dei campioni possono sce-
gliere segmenti che producono una sintesi non ideale (per esempio, con
una pronuncia poco chiara delle parole meno frequenti) anche quando
nel database è presente una scelta migliore.
La sintesi per difoni utilizza un database di suoni di dimensioni
minime contenente tutti i difoni (transizioni tra suoni diversi) tipici
di un determinato linguaggio. Il numero dei difoni dipende dalle ca-
ratteristiche fonetiche del linguaggio: per esempio, la lingua spagnola
comprende circa 800 difoni mentre il tedesco ne conta circa 2500. Con
questa tecnica viene memorizzato nel database un unico campione per
ciascun difono. Durante l’elaborazione in tempo reale, ai difoni sele-
zionati viene sovrapposta la prosodia della frase da sintetizzare usando
tecniche DSP come la codifica lineare predittiva, PSOLA[8] (Pitch-
Synchronous Overlap and Add) oppure MBROLA[9]. La qualità della
voce risultante in genere è inferiore rispetto a quella ottenuta per sintesi
per selezione di unità ma suona più naturale rispetto a quella ottenu-
ta con la sintesi basata sulle regole. I difetti della sintesi per difoni
consistono in piccoli stacchi tra i suoni, tipici del meccanismo di con-
catenazione, e in un effetto di voce metallica come nella sintesi basata
sulle regole. In effetti, rispetto a queste tecniche la sintesi per difoni
non presenta vantaggi significativi a parte la dimensione ridotta del
database di appoggio. Per questo motivo l’impiego di questa tecnica
per applicazioni commerciali è in fase di declino mentre continua a es-
sere impiegata nella ricerca grazie alle molte implementazioni software
gratuite disponibili.
La sintesi per applicazioni specifiche si basa sulla concatenazione
di parole e frasi pre-registrate per generare emissioni complete. Si usa
principalmente per applicazioni in cui i testi da sintetizzare sono limi-
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tati alle esigenze di un settore specifico, come per esempio gli annunci
ferroviari o aeroportuali o le previsioni del tempo. La tecnologia è
semplice da implementare ed è in uso da tempo in applicazioni di tipo
commerciale e in dispositivi tipo le sveglie parlanti o le calcolatrici con
voce. La naturalezza di questi sistemi è molto elevata grazie al fatto che
il numero di frasi componenti è limitato e riproduce molto fedelmente
la prosodia e l’intonazione delle registrazioni originali. D’altro canto,
questi sistemi si limitano a riprodurre parole e frasi contenute nel loro
database e possono sintetizzare solo le combinazioni predefinite, per cui
non possono essere estesi per un uso generalizzato. Inoltre la legatura
delle parole tipica del linguaggio naturale può essere causa di qualche
problema a meno che non si tengano in considerazione tutte le possi-
bili varianti. Per esempio, nella lingua francese molte consonanti finali
sono mute ma se la parola successiva inizia per vocale allora devono
essere pronunciate (liaison). Queste variazioni di pronuncia non pos-
sono essere riprodotte da un sistema di concatenazione semplice delle
parole ed è necessario aumentarne la complessità per poterlo rendere
adattabile al contesto.
2.4 Esempio applicativo di sistemi Text-To-Speech
Un diagramma a blocchi per un’applicazione di alto livello della tecno-
logia vocale nelle telecomunicazioni è quello mostrato in Figura 4. Il
Figura 4: Esempio di un’applicazione per sistemi Text-To-Speech.
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cliente, in alto al centro, inoltra una richiesta vocale ad una applicazio-
ne customer-care automatizzata. Il segnale vocale ad essa collegato è
analizzato da un riconoscitore vocale automatico (ASR). Tale sistema
decodifica le parole pronunciate e le traduce in un linguaggio parlato
comprensibile (SLU). Il compito di quest’ultimo è di estrarre il signi-
ficato delle parole. Infine il Dialog Manager determina l’operazione
successiva che il sistema customer-care dovrebbe compiere e istruisce il
componente TTS a sintetizzare la domanda che è giusto porre in quel
momento (in base, ovviamente, alle richieste dell’utente).
Un lettore attento avrà notato che l’output del TTS è “più vicino al-
l’orecchio del cliente”. L’esperienza mostra che c’è la tendenza da parte
dei clienti a pesare attentamente la qualità dell’output del TTS/speech
per giudicare quella dell’intero sistema attivato vocalmente. Purtroppo
spesso si tende a valutare sbrigativamente, dopo aver sentito solo pochi
prompts. Perciò chi sviluppa l’applicazione e gli integratori del sistema
sono giustamente riluttanti ad impiegare la tecnologia TTS accettando
solo sistemi di alto livello o, almeno per le applicazioni più semplici,
prompts di record statici usando una voce umana. Su che cosa si basa
l’alta qualità del sistema TTS? Si può dire che è caratterizzata da due
fattori; nominalmente l’intelligibilità del discorso riprodotto e la natu-
ralezza dell’intero messaggio pronunciato. Fino a trenta o più anni fa,
la comprensibilità era il fattore guida nella costruzione dei sistemi TTS,
visto che senza di questa tali sistemi non sarebbero stati utili. Come
risultato, quelli più moderni sono assai comprensibili, con testi forma-
li che si avvicinano molto al linguaggio parlato. Fino alla metà degli
anni ’90, comunque, non sono stati raggiunti grossi risultati nel creare
un linguaggio sintetico che suonasse naturale visto che tale linguaggio
proveniva da una registrazione. L’esperienza ha mostrato che, anche
con un’alta intelligibilità, esiste un livello minimo di base della qualità
della voce (“qualità customer’). Quindi l’obiettivo della più moderna
ricerca nei sistemi TTS è di continuare a raggiungere un’elevata intelli-
gibilità, ma, allo stesso tempo, di provvedere a un linguaggio sintetico
che abbia un qualità customer o più elevata. Rendere tutte le possibili
emozioni espresse con la voce non è possibile oggi, ma potrebbe essere
l’obiettivo della ricerca degli anni avvenire. Un approccio più pratico
a breve termine è iniziare dall’applicazione e chiedersi quale è la qua-
lità della sintesi sufficientemente buona per una data applicazione e se
oggi c’è una tecnologia che possa soddisfare le richieste. Per esempio,
non sarebbe difficile raggiungere ottimi risultati se tutte le applicazioni
avessero bisogno di sintetizzare semplicemente numeri telefonici.
2.5 Struttura di un sistema di sintesi basato su
corpora
Un qualsiasi sistema di sintesi vocale è definito da due parti princi-
pali chimate, rispettivamente, front-end e back-end. La prima si
occupa della conversione del testo in simboli fonetici mentre la secon-
da interpreta i simboli fontetici e genera la voce. Il front-end, a sua
volta, si può scomporre logicamente in due parti che eseguono due fun-
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Figura 5: Struttura di un generico sistema di sintesi.
zionalità diverse. Per prima cosa, viene eseguita un’analisi del testo
scritto per convertire tutti i numeri, le sigle e le abbreviazioni in parole
per esteso (es. il testo “2” viene convertito in “due”). Questo fase di
pre-elaborazione viene definita come normalizzazione o classificazione
del testo (in inglese tokenization). La seconda funzione consiste nel
convertire ogni parola nei suoi corrispondenti simboli fonetici e nell’ese-
guire l’analisi linguistica del testo rielaborato, suddividendolo in unità
prosodiche, ossia in proposizioni, frasi e periodi. Il processo di assegna-
zione della trascrizione fonetica alle parole è chiamato conversione da
testo a fonema o da grafema a fonema (in inglese text-to-phoneme,
TTP). Il termine fonema è utilizzato dai linguisti per descrivere i suoni
distintivi nell’ambito di una determinata lingua. La trascrizione fone-
tica e le informazioni di prosodia combinate insieme costituiscono la
rappresentazione linguistica simbolica che viene utilizzata dal back-end
per la conversione in suoni di tali informazioni ossia per il processo di
sintesi vero e proprio.
2.5.1 Analisi del testo
Nell’analisi del testo, un input in forma testuale è convertito in informa-
zioni contestuali dal processo di elaborazione del linguaggio naturale.
Tali informazioni giocano un ruolo molto importante sulla qualità ed
intelligibilità della voce sintetizzata perché l’accuratezza delle predizio-
ni su queste informazioni influenza tutte le procedure sottostanti. La
prima fase consiste nel eliminare elementi che non avranno influenza
nella fase di sintesi e riportare in forma scritta simboli, date e numeri
che possono essere presenti all’interno del testo. Questo procedimen-
to prende il nome di normalizzazione (in inglese normalization). Il
testo normalizzato è successivamente diviso in morfemi. Il morfema
è il più piccolo elemento di una parola o di un enunciato dotato di
significato linguistico che non possa essere ulteriormente suddiviso. Il
processo di normalizzazione di un testo raramente è univoco. Nei testi
sono spesso presenti omografie, numeri e abbreviazioni che devono es-
sere tradotti in una rappresentazione fonetica corretta. Nel caso delle
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omografie, parole che hanno la stessa rappresentazione testuale richie-
dono una pronuncia differente a seconda del significato e quindi del
contesto, come per esempio nella frase “Ho gettato ancora l’ancora”,
dove l’omografo ancora deve essere pronunciato in due modi differenti
con due significati diversi (Ho gettato ancóra l’àncora). La maggior
parte dei sistemi di conversione da testo a voce non sono in grado di
generare una rappresentazione semantica del testo, in quanto i processi
impiegabili per questo non sono sufficientemente affidabili, non ancora
del tutto compresi o inefficienti dal punto di vista computazionale. Si
ricorre piuttosto a tecniche di tipo euristico per individuare il modo
corretto per risolvere le ambiguità, come per esempio tramite l’esame
delle parole circostanti e le statistiche di frequenza d’uso.
2.5.2 Analisi linguistica
Anche la scelta di come sintetizzare un numero rappresenta una pro-
blematica. Da un punto di vista di programmazione, convertire un nu-
mero in testo, come per esempio “1325” in “milletrecentoventicinque”,
è un’operazione semplice. Tuttavia, quando si deve contestualizzare
correttamente un numero ci si trova di nuovo di fronte a un’ambiguità,
come ad esempio “1325” può essere convertito come “milletrecentoven-
ticinque” se si tratta di un anno o di una quantità, oppure in “uno tre
due cinque” se si tratta di un codice numerico. Anche in questo caso,
un sistema di conversione vocale può effettuare delle scelte basandosi
sulle parole circostanti e sulla punteggiatura; alcuni sistemi consento-
no anche di specificare un contesto in modo da risolvere le ambiguità.
Allo stesso modo anche le abbreviazioni possono essere ambigue. Per
esempio l’abbreviazione “ha” per ettaro deve essere distinta da “ha”,
voce del verbo avere. Ci sono casi anche più complessi: “S.Marco”,
“S.Antonio”, “S.Rita” e “S.Stefano” usano tutti la stessa abbreviazione
“S.” che però deve essere resa rispettivamente con “San”, “Sant”, “San-
ta” e “Santo”. I sistemi di conversione dotati di front-end intelligente
sono in grado di risolvere le ambiguità sulla base dell’apprendimento
ma altri sistemi meno sofisticati operano ovunque la stessa scelta, con
risultati che possono essere a volte privi di senso o addirittura comici.
I sistemi di sintesi vocale utilizzano due approcci fondamentali per
determinare come si pronuncia una parola partendo dalla sua grafia, un
processo noto anche come conversione testo-fonema o grafema-fonema.
L’approccio più semplice è rappresentato dalla conversione basata sul
dizionario, in cui il programma memorizza un dizionario di grandi di-
mensioni contenente tutte le parole di una lingua e la relativa pronun-
cia: la pronuncia corretta di ogni parola si ottiene individuandola nel
dizionario e sostituendola con la pronuncia ivi memorizzata. Il secondo
approccio è rappresentato dalla conversione basata sulle regole, in cui
alle parole si applicano le regole di pronuncia basate sulla loro grafia.
Questo approccio è simile al metodo di apprendimento della lettura
basato sul “suono” (fonica sintetica). Ciascuno dei due approcci ha i
suoi pro e i suoi contro. L’approccio basato sul dizionario è rapido e
preciso ma non è in grado di fornire alcun risultato se una parola non è
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presente nel dizionario; inoltre, al crescere delle dimensioni del diziona-
rio cresce anche la quantità di memoria richiesta dal sistema di sintesi.
Dall’altra parte l’approccio basato sulle regole è in grado di funzionare
con qualsiasi testo in ingresso ma la sua complessità aumenta anche
considerevolmente via via che il sistema tiene conto anche delle irrego-
larità nelle regole di grafia o di pronuncia. Basta considerare casi come
quello del nome latino “Gneo”, dove il gruppo gn viene pronunciato g-n,
con la g gutturale, invece che come un’unica nasale come in agnello. Di
conseguenza, quasi tutti i sistemi di sintesi vocale scelgono in pratica
di adottare una combinazione dei due approcci. In alcune lingue, come
nel caso della lingua spagnola o della lingua italiana, la corrispondenza
tra il modo in cui si scrive una parola e la sua pronuncia è molto elevata
per cui la determinazione della pronuncia corretta a partire dalla grafia
risulta semplificata; in questi casi i sistemi di sintesi vocale utilizzano
quasi esclusivamente il metodo basato sulle regole, limitando l’uso del
dizionario a quella minoranza di parole, come i nomi di origine stranie-
ra, la cui pronuncia non è ovvia partendo dalla grafia. All’opposto, per
linguaggi che presentano una corrispondenza molto bassa tra la grafia
di una parola e la sua pronuncia, come per esempio avviene nella lin-
gua inglese, i sistemi di sintesi vocale si appoggiano essenzialmente sui
dizionari, limitando l’uso dei metodi basati sulle regole solo alle parole
di uso non comune o alle parole non presenti nel dizionario.
La prosodia (dal latino prosodia(m), che procede a sua volta dal
greco prosoidia, composto di pros-, “verso” e oide, “canto”) è la parte
della linguistica che studia l’intonazione, il ritmo, la durata e l’accento
nel linguaggio parlato. Le caratteristiche prosodiche di un’unità di lin-
guaggio parlato (si tratti di una sillaba, di una parola o di una frase)
sono dette soprasegmentali, perché sono simultanee ai segmenti in cui
può essere divisa quell’unità. Le si può infatti rappresentare idealmen-
te come “sovrapposte” ad essi. Alcuni di questi tratti sono, ad esempio,
la lunghezza della sillaba, il tono, l’accento. Le unità prosodiche non
corrispondono a unità grammaticali, anche se possono dirci qualcosa
su come il nostro cervello analizza il parlato. I sintagmi e i periodi sono
concetti grammaticali, ma possono avere equivalenti prosodici (unità
prosodiche o intonazionali), a più livelli gerarchici. Queste unità so-
no caratterizzate da diversi segni fonetici, come una forma coerente di
tono e il graduale abbassamento del tono e allungamento delle vocali
lungo la durata di un’unità, finché il tono e la velocità si stabilizzano
per ricominciare con l’unità successiva. Sembra che respirazione, in-
spirazione ed espirazione, avvengano solo a queste condizioni. Diverse
scuole di linguistica descrivono le unità prosodiche in modo legger-
mente diverso. Una comune distinzione è tra prosodia continuata, che
nell’ortografia latina si potrebbe segnalare con una virgola, e prosodia
finale, che potremmo indicare con un punto. Questo è l’uso comune
dei simboli IPA[34] per le pause prosodiche minori e maggiori.
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2.5.3 Sintesi dei file audio
I sistemi di sintesi basati su corpora eseguono una sintesi per selezio-
ne di unità (in inglese unit selection) come descritto all’inizio del
capitolo.
Come già accennato il corpora definisce un insieme di frasi prede-
finite che devono essere registrate e collezionate con certe caratteri-
stiche, sia acustiche che tecniche. Nel caso di sintesi per selezione di
unità la fase di registrazione richiede un notevole dispendio di energie
e tempo, in quanto la qualità dell’audio influisce direttamente sulla
qualità dei testi sintetizzati dal sistema. Le registrazioni devo avveni-
re in spazi acusticamente isolati in modo da ridurre le interferenze ed
è consigliabile affidarsi ad apparecchiature specializzate ed a speaker
professionisti. Successivamente il corpus viene manipolato per estrarne
i campioni vocali che saranno poi collezionati all’interno dell’archivio
di unità acustiche (Acustic Unit Inventory, AUI) che comunicherà
direttamente con il modulo per la fase di sintesi vera e propria.
Nello speech synthesis si indica con il termine “voce” una particolare
configurazione di caratteristiche prosodiche che identificano l’output.
Nel caso di corpus-based TTS queste caratteristiche prosodiche sono
già intrinseche nel corpus e quindi è necessario definire tanti corpus
quante voci si vogliono creare, con ovvi svantaggi di occupazione di
memoria e tempi medi di sviluppo generalmente alti.
In questa tesi è stata presa in considerazione solamente la sinte-
si concatenativa per selezione di unità a dimensione fissa (fonemi).
Per semplicità di espressione, per il resto della tesi le diciture: sinte-
si concatenativa, corpus-based e unit-selection saranno trattate come
sinonimi.
2.5.4 Valutazione qualitativa
Risulta un compito assai arduo valutare in modo coerente i sistemi di
sintesi vocale in quanto non esistono criteri universali di riferimento.
La qualità di un sistema di sintesi vocale dipende in modo significa-
tivo dalla qualità non solo della tecnica usata per la produzione (che
può utilizzare registrazioni analogiche o digitali) ma anche dagli stru-
menti e dal contesto di riproduzione, le cui differenze spesso possono
compromettere l’esito della valutazione.
Recentemente comunque alcuni ricercatori hanno iniziato a usare
come riferimento per la valutazione il common speech dataset svilup-
pato come progetto open source dalla Carnegie Mellon University[10].
Per lo svolgimento della tesi ci siamo basati sull’intellegibilità del-
la voce prodotta senza però definire parametri per la valutazione o
il confronto con altre tipologie di voce. L’applicazione del modello
di regressione per la correzione statistica dell’allineamento forzato ha
permesso di generare una voce chiara e comprensibile grazie alla scelta
di unità meglio definite dalla segmentazione; parametri di accuratez-
za come naturalezza ed espressività, oltre che ad essere difficilemente
valutabili, risultano vincolati anche dalle tecnologie utilizzate per la
generazione della prosodia.
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2.6 Allineamento forzato del corpora
Storicamente i modelli di apprendimento automatico (in inglese Ma-
chine Learning, ML) hanno fatto il loro ingresso nel settore dello
speech per risolvere i problemi dello speech recognition che doveva as-
sociare a file audio una trascrizione in fonemi e/o parole, mentre agli
inizi la sintesi vocale era per lo più eseguita basandosi su algoritmi de-
terministici che seguivano regole ed euristiche linguistiche ben definite.
Con l’avvento dei nuovi sistemi di sintesi, tra cui soprattutto quelli ba-
sati su corpora, i modelli di apprendimento automatico sono divenuti
indispensabili per costruire voci sempre più accurate dal punto di vista
della naturalezza e dell’intelligibilità. Nei sistemi corpus-based i mo-
delli di apprendimento automatico vengono utilizzati per segmentare i
file audio che compongono il corpora, grazie alla trascrizione fonetica
delle frasi, e per predire i parametri necessari alla generazione della
prosodia. L’allineamento forzato del corpus viene effettuata off-line
Figura 6: Struttura di un generico sistema di sintesi concatenativo. A sini-
stra la fase di segmentazione eseguita off-line per la generazione del AUI. A
destra la struttura sintetizzata di un TTS concatenativo e le relazioni che
intercorrono tra il modulo di selezione e il database di unità acustiche.
per rendere l’AUI disponibile al sistema durante il suo funzionamen-
to. Questa fase richiede in ingresso i dati acustici che compongono il
corpus e il modello acustico che definisce le regole linguistiche per la
lingua a cui appartengono i dati dello speech corpus. In Figura 6 sono
raffigurate le due architetture necessarie per la creazione del database
di unità acustiche e per la sintesi vocale concatenativa. Le frecce tra
le due architetture indicano come avvengono le interazioni tra i due
moduli: (1) il modulo che si occupa della selezione delle unità fone-
tiche a partire dalla trascrizione fonetica della frase da sintetizzare fa
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una richiesta al sistema AUI inviandogli una completa descrizione dei
fonemi necessari a sintetizzare quel determinato testo (in inglese de-
sired candidate); (2) per ogni unità il database ritorna l’istanza (in
inglese unit candidate) che minimizza la funzione costo rispetto alla
descrizione dell’unità desiderata dal sistema di sintesi.
Per l’allineamento del corpora è stato utilizzato un sistema open-
source sviluppato alla Carnegie Mellon University chiamato SPHINX[11].
Questo sitema è stato scelto perché è uno tra i software che meglio rap-
presentano lo stato dell’arte nel campo del riconoscimento automatico
del parlato, tra quelli che permettono il libero utilizzo per scopi di
ricerca. Attualmente esistono diverse versioni di questo sistema ma
l’architettura modulare sottostante ha permesso un’altissima compati-
bilità tra le varie versioni. Come tutti i sistemi di riconoscimento vocale
anche SPHINX si basa su HMMs e il suo funzionamento è caratteriz-
zato da due fasi principali: (1) fase di apprendimento dei parametri
di un ben determinato insieme di unità acustiche e (2) dal successivo
utilizzo per il riconoscimento della più probabile sequenza di unità fo-
netiche per un dato segnale acustico. Il processo di apprendimento è
definito training, mentre il processo di utilizzare la conoscenza acqui-
sita per dedurre la sequenza di unità più probabile in un dato segnale
vocale è detta decoding, o semplicemente recognition.
Varie versioni di decoder sono state sviluppate all’interno del pro-
getto SPHINX. Le principali differenze tra le versioni risiedono nella
metodologia e linguaggio usati nello sviluppo e, soprattutto dal livello
di maturità.
SPHINX è un sistema per il riconoscimento general-purpose per par-
lato continuo e indipendente dal parlante. Si basa su HMMs e n-
gram. Sviluppato da Kai-Fu Lee nel 1986[12]. Oramai questo si-
stema è di interesse puramente storico, utilizzato unicamente con
il presupposto di valutare le prestazioni delle versioni successive.
SPHINX-2 decoder sviluppato per garantire prestazioni più elevate
dal punto di vista dei tempi medi di elaborazione, originalmente
sviluppato da Xuedong Huang alla Carnegie Mellon University e
rilasciato open-source da Kevin Lenzo al LinuxWorld del 2000.
SPHINX-2 è stato progettato per applicazioni in tempo reale.
SPHINX-2 utilizza una rappresentazione semi-continua del mo-
dello acustico, ovvero lo stesso insieme di funzioni gaussiane è uti-
lizzato per tutti i modelli, con modelli individuali rappresentati
come vettori pesati sull’insieme delle gaussiane.
SPHINX-3 questa versione adotta prevalentemente modelli continui
di HMMs ed è stata inizialmente sviluppata per ottenere alta
accuratezza in applicazioni “off-line”. Recentemente è stato adat-
tato (in algoritmi e hardware) per i sistemi real-time, anche se
la versione è ancora in sviluppo e presenta diversi problemi di
stabilità.
SPHINX-4 è il decoder più giovane della “famiglia”. Il sistema è sta-
to completamente riscritto in Java, mentre le versioni precedenti
erano state tutte sviluppate in C. Tra le novità il sistema pre-
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vede: (1) un nuovo processo di apprendimento, (2) algoritmi di
adattamento allo speaker (es. MLLR)[13], (3) gestione della con-
figurazione del sistema innovativa e (4) un’interfaccia grafica che
permette la visualizzazione grafica del sistema.
Durante lo sviluppo della tesi è stata utilizzata la versione del deco-
der SPHINX-2. Le ragioni di questa scelta dipendono da una maggior
familiarità con il sistema da parte dell’autore e del team di ricercato-
ri che hanno supervisionato il lavoro e da una minor complessità del
sistema per essere impostato.
Per dare una idea delle risorse richieste per allenare un sistema di
riconoscimento vocale citiamo i dati riportati da team che ha svilup-
pato il progetto SPHINX. Per i modelli acustici semi-continui sono
necessari circa 4000 file audio da 10-12 secondi per la durata comples-
siva di circa 11-13 ore di speech. I modelli continui richiedono un carico
leggermente inferiore stimato in 3000 file audio da 10-12 secondi per
una durata complessiva di circa 8-10 ore[11].
In seguito riporteremo l’algoritmo generale su cui si basa l’imple-
mentazione di un qualunque sistema di riconoscimento vocale basato
su HMMs.
2.6.1 Algoritmo di segmentazione
Il sistema che presentiamo esegue una segmentazione automatica del
parlato continuo a partire dalla sua trascrizione fonetica e quindi ne-
cessita di un sistema di trascrizione automatica basato su una serie
di regole fonologiche capaci di effettuare una trasformazione grafema-
fonema delle stringhe in ingresso. L’uscita prodotta (in trascrizione
SAMPA[14]), insieme al segnale acustico costituisce l’ingresso del seg-
mentatore. Il sistema utilizza modelli di Markov nascosti, HMMs, e
misture di gaussiane per la modellizzazione probabilistica degli eventi
acustici[15]. Questa tecnica si basa sul presupposto che la produzione
vocale avvenga attraverso una successione di configurazioni articola-
torie stabili corrispondenti ai diversi foni. Ciascun fono a sua volta
è rappresentato da una struttura topologica a grafo, dove agli stati
corrispondono specifici eventi acustici mentre gli archi definiscono le
transizioni ammissibili. Il modello è sbilanciato in avanti nel senso che
lo stato può solamente progredire o al più rimanere invariato. Gli ar-
chi ad anello, grazie ai quali può essere riconfermato lo stesso stato per
più successioni temporali (corrispondenti al cosiddetto passo di anali-
si), sono introdotti al fine di consentire il migliore allineamento (inteso
in senso probabilistico) dei modelli dei foni alla sequenza vocale da
riconoscere. In definitiva ogni modello markoviano opportunamente
addestrato è sintonizzato su un particolare fono.
La Figura 7 mostra il flusso dei dati del sistema di segmentazione
automatica implementato. In ingresso al sistema sono presenti: (1) il
segnale vocale da segmentare, (2) la trascrizione fonetica del segnale
vocale, e (3) i modelli acustici dei fonemi.
L’idea alla base della segmentazione è quella di applicare l’algo-
ritmo di Viterbi su un unico modello di Markov costruito sull’intera
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Figura 7: Flusso dei dati del segmentatore fonetico.
sequenza di osservazione ed ottenuto attraverso la concatenazione dei
singoli modelli di fonema presenti nella trascrizione. Il risultato di tale
elaborazione fornisce l’informazione relativa alla sequenza di stati che
con maggiore probabilità è in grado di produrre le osservazioni e quante
e quali osservazioni sono associate ad ogni stato della sequenza ottima
finale. Da tale informazione è quindi possibile ricavare l’indicazione
temporale dei punti in corrispondenza dei quali si hanno le transizio-
ni di fonema. Il livello massimo di risoluzione temporale ottenibile è
pari al più al passo di analisi. Particolare attenzione va prestata alle
eventuali pause tra coppie di parole temporalmente consecutive. A tal
proposito i silenzi sono collocati all’interno dell’HMMs globale in modo
tale da risultare opzionali e quindi foneticamente segmentati solo quan-
do effettivamente presenti all’interno del segnale acustico. La Figura 8
mostra il modello costruito sulla coppia di parole “ogni anno”: la dop-
pia freccia che segue il modello del fonema [i] stabilisce l’opzionalità del
silenzio. L’applicazione rigorosa dell’algoritmo di Viterbi porterebbe
Figura 8: Costruzione del modello di Markov composito sulla coppia di parole
“ogni anno”.
ad un carico computazionale estremamente elevato. Per superare tale
difficoltà nell’implementazione del segmentatore automatico si utiliz-
zano solitamente delle tecniche per il pruning dinamico delle ipotesi
generate ad ogni passo dell’algoritmo[16].
2.7 Modelli stocastici di classificazione e regressio-
ne
Gli alberi di decisione costituiscono il modo più semplice di classificare
degli oggetti in un numero finito di classi. Essi vengono costruiti suddi-
videndo ripetutamente i record in sottoinsiemi omogenei rispetto alla
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variabile risposta. La suddivisione produce una gerarchia ad albero,
dove i sottoinsiemi (di record) vengono chiamati nodi e, quelli finali,
foglie. In particolare, i nodi sono etichettati con il nome degli attri-
buti, gli archi (i rami dell’albero) sono etichettati con i possibili valori
dell’attributo soprastante, mentre le foglie dell’albero sono etichettate
con le differenti modalità dell’attributo classe che descrivono le classi
di appartenenza (classificazione), oppure con valori continui che sono
modellati a seconda di una data distribuzione di probabilità (regressio-
ne). Un oggetto è classificato seguendo un percorso lungo l’albero che
porti dalla radice ad una foglia. I percorsi sono rappresentati dai rami
dell’albero che forniscono una serie di regole. Gli alberi di decisione
sono uno strumento molto potente in quanto sono in grado di trattare
anche dati incompleti, tipologie multiple di attributi (valori reali, eti-
chette testuali, etc), sia per i dati in ingresso che per quelli predetti,
e l’albero di decisione che viene generato è composto da una serie di
regole che sono facilmente leggibili.
Edinburgh Speech Tools Library[17] include metodi per co-
struire in maniera automatica alberi di decisione da insiemi omogenei di
dati per predire sia l’appartenenza a classi prefissate che valori continui.
Il programma che esegue queste procedure è chiamato wagon.
L’algoritmo utilizzato in wagon per la costruzione dell’albero di
decisione si basa su un algoritmo di tipo greedy. Dato un insieme
di campioni (in inglese data set), ognuno dei quali descritto da un
vettore di attributi o caratteristiche (in inglese feature), si ricava la
domanda che riguarda un particolare attributo il quali sarà in grado
di suddividere i dati minimizzando la differenza di impurità tra i due
sottoinsiemi. Questo procedimento è iterato fino a che non si raggiunge
una condizione di terminazione (solitamente definità da un numero
minimo di campioni per ogni partizione). Ad ogni stadio del processo
di costruzione si sceglie l’attributo che localmente meglio suddivide i
dati.
Ill grado di impurità dei dati, o entropia, definisce quanto sono si-
mili gli elementi di un dato insieme. Più questo valore è basso e più gli
elementi dell’insieme sono simili. L’entropia è una misura dell’ordine
dello spazio dei records che si considerano per la costruzione degli al-
beri di decisione. Un valore elevato di entropia esprime il disordine che
caratterizza lo spazio dei records, ovvero una maggiore difficoltà nel-
l’assegnare ciascun record alla propria classe sulla base degli attributi
che caratterizzano la classe: più l’entropia è alta, meno informazione
abbiamo sull’attributo classe. In maniera più formale, consideriamo
il caso di classificazione con sole due classi e sia S l’insieme di record
attraverso i quali dobbiamo creare un albero di decisione. Se indichia-
mo con P+ la percentuale dei campioni classificati positivi e con P− la
percentuale dei campione classificati negativi, si definisce entropia di
S, H(S), l’espressione
H(S) = −P+log2P+ − P−log2P− (1)
Nel caso di classi binarie, ad esempio positivo e negativo un valore
di entropia pari a 1, corrisponde a P+ = 50% e P− = 50%, che sarebbe
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il caso più difficile da considerare, se l’obiettivo è quello di individuare
gli attributi che caratterizzano le due classi.
Figura 9: Andamento dell’entropia nel caso di due sole classi. Come è
evidente il massimo di entropia si ha in corrispondenza di P+ = P− = 0.5.
Edinburgh Speech Tools Library mette a disposizione più di
un metodo per scegliere il miglior albero di decisione che rappresenta
l’insieme dei dati. Nella forma base si sceglie l’albero che esegue una
classificazione esaustiva dei dati, rischiando di perdere di generalità
nell’applicazione del modello su nuovi dati.
In statistica, si parla di overfitting (eccessivo adattamento) quan-
do un modello statistico si adatta ai dati osservati (il campione) usando
un numero eccessivo di parametri. Un modello per assurdo può adat-
tarsi perfettamente ai dati risultando quindi anche complesso rispetto
alla quantità di dati disponibili. Spesso si ottiene che l’overfitting è
una violazione del principio espresso dal “rasoio di Occam”[18]. Il con-
cetto di overfitting è molto importante nel machine learning e nel data
mining[19]. Di solito un algoritmo di apprendimento viene allenato
usando un certo insieme di esempi presi a caso dalla popolazione (que-
sto campione vinee chiamato il training set), ad esempio situazioni di
cui è già noto il risultato che interessa prevedere (output). Si assu-
me che l’algoritmo di apprendimento (in inglese learner) raggiungerà
uno stato in cui sarà in grado di predire gli output per tutti gli al-
tri esempi che ancora non ha visionato, cioé si assume che il modello
di apprendimento sarà in grado di generalizzare. Tuttavia, soprattut-
to nei casi in cui l’apprendimento è stato effettuato troppo a lungo o
dove c’era uno scarso numero di esempi di allenamento, il modello po-
trebbe adattarsi a caratteristiche che sono specifiche solo del training
set, ma che non hanno riscontro nel resto dei casi: perciò, in presenza
di overfitting, le prestazioni (cioé la capacità di adattarsi/prevedere)
sui dati di allenamento aumentano, mentre le prestazioni sui dati non
visionati saranno peggiori. Sia nella statistica che nel machine lear-
ning, per evitare l’overfitting, è necessario attuare particolari tecniche,
come cross-validation e l’arresto anticipato, che indichino quando un
ulteriore allenamento non porti più ad una migliore generalizzazione.
Durante lo sviluppo di questa tesi, per evitare tale problema, i
modelli di regressione utilizzati sono stati costruiti con la tecnica dello
stepwise regression[20]. Il metodo stepwise parte introducendo nel
modello i regressori uno per volta se questi risultano significativi ad
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un certo livello dell’albero di decisione. Non essendo i regressori in
pratica quasi mai perfettamente ortogonali, l’introduzione di un nuovo
regressore nel modello può rendere non significativo il regressore di
un livello precedentemente introdotto. La selezione termina quando
la procedura ha provato tutte le variabili disponibili, lasciando nel
modello quelle che hanno mantenuto un apporto significativo.
La sintassi di un generico albero di decisione creato con wagon è la
seguente:
TREE ::= LEAF | QUESTION-NODE
QUESTION-NODE ::= "(" QUESTION YES-NODE NO-NODE ")"
YES-NODE ::= TREE
NO-NODE ::= TREE
QUESTION ::= "(" FEATURENAME "is" VALUE ")" |
"(" FEATURENAME "=" FLoAT ")" |
"(" FEATURENAME "<" FLoAT ")" |
"(" FEATURENAME ">" FLoAT ")" |
"(" FEATURENAME "matches" REGEX ")" |
"(" FEATURENAME "in"
"(" VALUE0 VALUE1 ... ")" ")"
LEAF ::= "(" STDDEV MEAN ")" |
"(" "(" VALUE0 PROB0 ")" "(" VALUE1 PROB1 ")"
... MOSTPROBVAL ")" |
any other lisp s-expression
I nodi foglia differiscono a seconda di cosa bisogna predire. Per gli
alberi di regressione le foglie consistono in coppie di valori reali che
rappresentano il valor medio e la deviazione standard per quella par-
ticolare classe di elementi modellati con la distribuzione di probabilità
gaussiana standard.
L’accuratezza del modello costruito è stata valutata su una parte di
dati che non concorrono alla costruzione del modello stesso (test set)
grazie ad un software di supporto nella Edinburgh Speech Tools
Library di nome wagon_test. Le misure riportate in questa tesi
sono la distanza quadratica media (in inglese Root Mean Square
Error, RMSE) e la correlazione tra il segnale desiderato e quello
predetto dal modello.
2.8 Sommario
Questo capitolo descrive la struttura base di un corpus-based TTS e le
problematiche legate allo sviluppo di questo tipo di sistemi.
I corpus-based TTS sono in grado di produrre un audio più naturale
ed intellegibile rispetto ai sistemi basati su regole, sebbene richiedano
una quantità di memoria maggiore e siano allo stesso modo limita-
ti dalla grandezza del proprio corpus. In particolare, l’allineamento
forzato del corpus con sistemi automatizzati produce un errore siste-
matico nella segmentazione sulla quale incidono anche le carateristiche
acustiche dello speaker. Un’erronea segmentazione del corpus produce
unità fonetiche all’interno del Acustic Unit Inventory che difficilmente
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potranno essere concatenate con le unità adiacenti in maniera fluida e
senza produrre salti e fruscii nella frase sintetizzata.
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3 Costruzione della voce in italiano per Fe-
stival
In questo capitolo si introduce il formalismo per memorizzare le in-
formazioni linguistiche che caratterizza l’architettura di Festival e
si descrive nel dettaglio la procedura eseguita per generare una voce
concatenativa in italiano.
3.1 Introduzione
Festival è un complesso sistema di sintesi vocale multi-lingua svilup-
pato da A.W. Black, P. Taylor, R Caley e R. Clark presso il “Centre
for Speech Technology Research” dell’università di Edimburgo. Esso
racchiude in un unico sistema tutte le principali tecnologie software di
sintesi vocale che siano state sviluppate in decenni di ricerca in questo
settore ed è dotato di una serie di strumenti per manipolare e analiz-
zare i dati necessari per creare nuove voci ed estendere il numero di
lingue supportate dal sistema.
Edinburgh Speech Tools Library è una collezione di classi e
funzioni implementate in C++ e relativi programmi per manipolare
ogni sorta di oggetti usati nella sintesi vocale. Include supporto per
la lettura e la sintesi di file audio, file parametrici (LPC, Cepstra, F0)
in vari formati e di conversione tra di loro. Include anche supporti
per oggetti di tipo linguistico. In aggiunta alla libreria sono inclusi
numerosi programmi per la segementazione e pitch tracking, nonché
il programma chiamato wagon per la costruzione di alberi di classi-
ficazione e regressione (in inglese Classification And Regression
Tree, CART). Infine, include una crescente libreria di classi per il
riconoscimento vocale (decoder e HMMs) chiamata SPHINX.
Parallelamente a Festival, sempre per merito di Alan W. Black in
collaborazione con lo “Speech Group” della Carnegie Mellon University,
è stato creato Festvox un progetto il cui scopo primario è quello di
rendere la costruzione di nuove voci sintetiche più sistematico e più
documentato, al fine di rendere chiunque, e non solo alcuni specialisti,
indipendenti nel processo di creazione di una “propria voce”.
Le lingue pienamente supportate attualmente sono inglese, scozzese
e spagnolo ma sono presenti moltissime altre lingue che sono state
via via sviluppate da altre università e poi integrate. Una voce in
Festival è definita principalmente da due componenti: la definizione
della lingua utilizzata e i parametri dipendenti dalla voce stessa (in
inglese speaker-dependent) che caratterizzano intonazione, prosodia
e timbro durante la sintesi.
Per merito del progetto “festival parla italiano” sviluppato dal Dott.
Ing Piero Cosi, Dott. Ing. Roberto Gretter e Dott. Ing. Fabio Tesser
presso l’Istituto di Scienze e Tecnologie Cognitive (ISTC) del Consi-
glio Nazionale di Ricerca (CNR) di Padova è stata proposta una prima
voce in italiano per Festival[21]. L’architettura generale del siste-
ma proposto comprende un blocco di Moduli Linguistici responsabili
dell’analisi testuale e linguistica del testo in ingresso e da un blocco
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di Moduli Fonetico-Acustici responsabili dell’analisi prosodica, intesa
come determinazione dell’intonazione e della durata, e della genera-
zione del segnale che consente, quale ultimo passo, di generare una
forma d’onda a partire dalle informazioni linguistiche sopra specifica-
te. Mediante i Moduli Linguistici la stringa in ingresso viene trascritta
nella sua forma fonemica, o passando attraverso un lessico di riferi-
mento o applicando le regole esplicite di accentazione, trascrizione e
sillabificazione. Mediante i Moduli Fonetico-Acustici, a partire dalla
stringa fonetica sin qui ottenuta sono selezionate le corrispondenti uni-
tà acustiche, i difoni, e per ognuna di esse è aggiunta l’informazione
riguardante la durata e la frequenza fondamentale. Questi dati sono
poi inviati al modulo di generazione vera e propria della forma d’onda
che utilizza la sintesi LPC[22], eccitata dai residui (in ingleseResidual
Excited Linear Prediction), o la sintesi MBROLA, che si basa sul
corpus di difoni MBROLA per l’italiano.
La sintesi per predizione lineare (o LPC da Linear Predictive Co-
ding) è una delle applicazioni più diffuse di sintesi. Sua caratteristica
è di interpretare il segnale dato come costituito da una parte di eccita-
zione e da una parte risonante, cioè un filtro, che trasforma lo spettro
dell’eccitazione in quello del segnale in uscita. Uno dei vantaggi che
rendono la sintesi LPC particolarmente interessante è che in determi-
nati casi riesce ad approssimare con risultati soddisfacenti funzioni di
trasferimento anche molto complicate (come ad esempio la funzione
risonante dell’apparato di fonazione umano) con pochissimi dati.
La sintesi MBROLA ricade nella classificazione di sintesi per di-
foni e quindi ha la caratteristica di richiedere un ristretto archivio di
voci registrate, in generale una sola occorrenza per ogni difono presen-
te nella lingua definita, per poi delegare nella fase di sintesi una più
ampia manipolazione delle caratteristiche dell’onda sonora per adat-
tarla al contesto del testo da sintetizzare (modificando durata e pitch).
Tale strategia.... generando solitamente voci poco accurate con molti
apporti digitali e di conseguenza poco naturali.
Durante lo sviluppo della voce in italiano basata su sintesi conca-
tenativa è stato fortemente riutilizzato il front-end della voce italiana
precedentemente sviluppata dal Dr. Ing. Piero Cosi e il suo team, per
mantenere la compatibilità delle due voci.
3.2 Architettura di Festival
I sistemi di sintesi richiedono un modo pratico per memorizzare le
varie informazioni linguistiche prodotte durante il processo di conver-
sione dal testo al parlato. In questa parte del capitolo è presentato
il formalismo di Festival per rappresentare arbitrarie informazioni
linguistiche che può essere riassunto nella struttura Heterogeneous
Ralation Graph (HRG).
3.2.1 Relazioni
L’architettura di Festival si basa profondamente sul formalismo con
il quale interpreta e manipola i testi da sintetizzare. Entità linguisti-
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che come parole e fonemi sono memorizzati come attributi (in inglese
feature structure) di un più astratto oggetto chiamato item. Gli
oggetti item sono configurabili a run time e grazie alle feature struc-
ture posso contenere informazioni in maniera dinamica. Le relazioni
linguistiche sono utilizzate per memorizzare i rapporti che intercorrono
tra oggetti dello stesso tipo linguistico. Le relazioni (in inglese rela-
tion) in Festival sono implementate grazie a strutture come grafi,
alberi o liste. Ogni testo da elaborare è visto come una frase o enun-
ciato (in inglese utterance) che è possibile scomporre in sottoparti
di testo minori che ne permettano la sintesi. Tutte le relazioni e gli
oggetti “item” riferiti ad un’unico testo sono contenuti all’interno della
cosiddetta utterance structure.
La figura 10 mostra un esempio di una struttura di tipo utterance
mettendo in evidenza come sono relazionate tra di loro le parole e la
sintassi della frase. La struttura che memorizza le relazioni tra le pa-
role (in inglese word relation) contiene nodi che hanno connessioni
bidirezionali (next, previous), mentre quella per la sintassi (in in-
glese syntax relation) in aggiunta ha anche connessioni del tipo up
e down. Ogni nodo dell’albero che rappresenta la struttura sintatti-
ca della frase è associato ad un oggetto di tipo item che contiene un
attributo chiamato CAT che ne specifica la categoria sintattica. Le
foglie dell’albero sono oggetti “word” e contengono un ulteriore attri-
buto name che ne specifica la parola associata. La relazione tra le
parole è esplicitata da una struttura di tipo lista che è ulteriormente
collegata alle foglie dell’albero sintattico. In questa maniera, strutture
di arbitraria complessità possono essere costruiti semplicemente e pos-
sono essere intrecciate in modo molto naturale grazie a collegamenti
da nodi diversi a stessi oggetti.
Questo è l’insieme di principali relazioni definite in Festival:
Token lista di strutture ad albero. Questa è inizialmente definita
come lista di sottostringhe e poi successivamente ogni elemento
diventa la radice della struttura word a cui è correlata.
Word una lista di parole.
Phrase una lista di strutture ad albero. Questa è una lista di radici
frasali i quali figli definiscono le parole contenute.
SylStructure una singola struttura ad albero. Questa collega le
seguenti relazioni tra di loro: Word, Syllable e Segment.
Syllable una lista di sillabe.
Segment una lista di segmenti. Tipicamente fonemi.
IntEvent una lista di eventi per l’intonazione. Tipicamente accenti e
bordi di ogni sillaba.
Intonation una lista di strutture ad albero che relazionano Syllable e
IntEvent.
Wave un singolo oggetto il cui valore è il file audio sintetizzato.
Questa lista di relazioni è lontana dall’essere considerata esaustiva,
ma definisce i principali legami con i quali sono correlati gli oggetti
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Figura 10: L’esempio rappresenta una struttura di tipo utterance. Questo
esempio mette in correlazione le relazioni sia sulle parole che sulla sintassi
della frase. Le relazioni che riguardano la sintassi, mostrate nella parte alta
della figura, sono implementate come un albero dove i nodi sono rappresen-
tati dai cerchi neri e le connessioni da frecce bidirezionali. Le relazioni che
riguardano le parole, mostrate alla base della figura, sono implementate come
una semplice lista di oggetti. Le informazioni linguistiche sono state inserite
all’interno dei riquadri mentre subito sotto sono mostrate le connessioni tra
nodi e gli oggetti.
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che definiscono il testo da sintetizzare e permetterano una più ampia
comprensione dei successivi capitoli che faranno un uso massiccio di
questa architettura e terminologia.
3.2.2 Moduli
In generale, il processo di passaggio dal testo al parlato si può definire
come la manipolazione di un oggetto utterance che consiste inizial-
mente in una semplice stringa di testo e convertirlo, passo dopo passo,
aggiungendo informazioni estratte tramite l’analisi linguistica fino a
creare quello che sarà un file audio (in inglese waveform) contenente
il testo letto dall’elaboratore.
Il processo di conversione coinvolge, generalmente, i seguenti passi:
Tokenization conversione della stringa di caratteri in una lista di
token. Tipicamente questo significa separare le parti di testo
divise da spazi.
Token identification identificazione del token. Ad ogni token si as-
socia un’etichetta per identificarne la tipologia, ad esempio token
numerici possono essere date, numeri, ore, ecc.
Token to word converzione di ogni token in zero o più parole.
Part of speech identificazione della categoria grammaticale della pa-
rola.
Prosodic phrasing definizione delle caratteristiche prosodiche di ogni
unità che compongono l’oggetto utterance.
Lexicon lookup ricerca della pronuncia di ogni parola tramite un
dizionario o lessico predefinito oppure tramite un sistema a regole.
Include che la parola sia scomposta nella sua struttura fonetica
e sillabica.
Intonation accent assegnamento dell’accento alle appropriate silla-
be.
Assign duration assegnamento della durata ad ogni singolo fonema.
F0 generation generazione del tono in accordo con l’accentazione.
Waveform rendering sintesi del file audio in accordo al testo e al-
l’analisi linguistica effettuata. Può includere una fase di sele-
zione di unità da un archivio, modifiche digitali alla prosodia e
ricostruzioni del file audio.
Il numero di passi può comunque dipendere dal tipo di voce sele-
zionata e dalle metodologie di sintesi adottate. In Festival ognuno di
questi passi è definito in un appropriato modulo, il quale tipicamente
non fa altro che aggiungere nuove informazioni alla struttura utterance.
3.3 Costruzione di una voce italiana basata su cor-
pora per Festival
In generale, una voce basata su sintesi concatenativa per Festival
deve disporre di cinque elementi ben distinti: (1) un corpus di voci
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registrate dal quale estrarre l’AUI (in inglese Speech corpus), (2)
un modulo per l’analisi linguistica (in inglese text analysis), (3) un
modulo per l’estrapolazione dal testo normalizzato delle informazioni
prosodiche legate al contesto (in inglese prosody generation), (4)
un modulo per la selezione delle unità (in inglese unit selection),
(5) ed infine un modulo che provveda alla vera e propria sintesi (in
inglese waveform synthesis). La struttura del corpus-based TTS,
come descritta in questo capitolo, è mostrata in Figura 11.
Figura 11: Struttura di un corpus-based TTS
3.3.1 Il corpus
Il database è stato reso disponibile da Loquendo per scopi di ricer-
ca all’interno di un progetto di collaborazione tra Loquendo e CNR-
ISTC di Padova. Obiettivo della collaborazione è la sperimentazione
di metodologie di analisi e sintesi del segnale vocale.
Il corpus è stato registrato da un parlante italiano maschile, Dott.
Ing. Piero Cosi presso il CNR-ISTC di Padova, con intonazione nor-
male in una camera silente (semi-anecoica). Come indicato in Figura
12, per la registrazione sono stati utilizzati un microfono Sennheiser
MKH 40 P48, connesso sia ad una scheda di acquisizione di un Per-
sonal Computer che ad un canale (DX) di un DAT Sony DTC 1000
ES, che un Elettroglottogtrafo collegato soltanto ad un canale (SX)
del DAT. Le registrazione sono state campionate a 44.1 kHz e succes-
sivamente trattate, prima manualmente per eliminare artefatti vocali
e poi con modelli automatici basati sulla sottrazione spettrale per la
riduzione del rumore. Allo speaker è stato chiesto di usare uno stile
di lettura normale, senza nessun tipo di interpretazione, concentrata
o enfatizzata. Il corpus consiste in 500 frasi, generalmente di 10-15
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Figura 12: Illustrazione grafica dell’ambiente di registrazione del corpura.
parole ciascuna, estratte da una collezione di articoli di giornali na-
zionali. Queste frasi sono state studiate per provvedere una adeguata
copertura di tutti i fonemi per la lingua italiana.
3.3.2 Analisi del testo: token-to-word
Nell’analisi del testo, un input in forma testuale è convertito in informa-
zioni contestuali dal processo di elaborazione del linguaggio naturale.
Per prima cosa, viene eseguita un’analisi del testo scritto per conver-
tire tutti i numeri, le sigle e le abbreviazioni in parole per esteso. La
fase di normalizzazione (in inglese Tokenization) per l’italiano, come
le altre lingue latine, risulta relativamente semplice in quanto gli spa-
zi presenti nel testo aiutano questa prima fase. Una volta identificati
i cosiddetti token, parte di lettere e simboli consegutivi compresi tra
uno spazio e l’altro, si prosegue con la fase di trascrizione in parole (in
inglese token to word). Come già detto questo processo raramente
è univoco e per risolvere correttamente le ambiguità linguistiche si ri-
corre a tecniche di tipo euristico esaminando le parole circostanti e le
statistiche di frequenza d’uso in modo da associare ad ogni parole la
sua posizione grammaticale all’interno della frase (in inglese Part of
Speech, POS). Il problema di definire i POS (in inglese POS tag-
ging) può essere espresso come il problema di associare un’etichetta, o
tag, ad ogni parola, conoscendo la distribuzione di probabilità associata
ad ogni singolo tag e le occorrenze degli n-1 tag precedenti. Storica-
mente questo problema è stato risolto grazie all’applicazione di un noto
algoritmo utilizzato nella decodifica di segnali. L’algoritmo di Viterbi
è infatti generalmente utilizzato per determinare la migliore sequen-
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za di stati (detta Viterbi Path) in una sequenza di eventi osservati
in un processo markioviano. Infatti, grazie alla conoscenza delle n-1
occorenze precedenti è possibile applicare un processo stocastico per
predire l’ennesimo elemento della sequenza, se si assume che quest’ul-
timo elemento sia influenzato unicamente dai suoi n-1 predecessori.
Un processo markoviano è definito come un processo stocastico nel
quale la probabilità di transizione che determina il passaggio da uno
stato all’altro del sistema dipende solamente dallo stato del sistema
immediatamente precedente e non da come si è giunti a tale stato.
Per chiarire le idee, in Figura 13 è mostrata una rappresentazione
grafica della struttura HRG per la frase “Le 2 in punto”. L’oggetto
Figura 13: Rappresentazione grafica dell’architettura di Festival. Ag-
giunta della relazione token all’oggetto utterance da parte del modulo di
normazlizzazione. In giallo sono espressi gli attributi per i primi due
elementi.
utterance, inizialmente vuoto, definisce tutti i parametri necessari alla
sintesi. La prima fase di normalizzazzione (Tokenization) aggiun-
ge la relazione chiamata token, inizialmente una lista di oggetti, che
identifica tutti i simboli e i caratteri alfanumerici separati da spazi,
successivamente si provvede all’identificazione di ogni token (in inglese
Token identification) e si definiscono i relativi attributi a seconda
della punteggiatura della frase e della natura di ogni elemento (numeri
cardinali, simboli, ecc). In Figura 14, è mostrato il passaggio successivo
dove si applica la funzione token-to-word per convertire ogni elemento
in una o più parole. Ogni elemento della lista che definisce la relazione
token diventa la radice di un albero dove le foglie sono rappresentate
dalle singole parole appartenenti a quel determinato token.
A questo punto, ogni parola deve essere convertita nei suoi corri-
spondenti simboli fonetici. I fonemi utilizzati sono quelli presenti in
[23].
L’architettura dei moduli per l’analisi del testo e dei moduli lin-
guistici per l’accentazione la trascrizione grafema-fonema e per la sil-
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Figura 14: Rappresentazione grafica dell’architettura di Festival. La rela-
zione word una volta creata viene aggiunta come “figlia” al relativo oggetto
token.
labificazione è quella illustrata in Figura 16. La stringa in ingresso è
esaminata da un primo modulo che riconosce i dati numerici che sono
direttamente trascritti a livello fonemico. I dati non numerici sono di-
stinti a seconda che la parola sia una parola “funzione” o una parola
“contesto”. A questo punto le parole sono trascritte nella loro forma fo-
nemica, o passando attraverso il lessico o applicando le regole esplicite
di accentazione, trascrizione e sillabificazione. In particolare il modulo
numerico espande a livello di parola e poi di fonemi i dati numerici
distinguendo tra ore, date, numeri di telefono, ecc.
Le parole funzione sono distinte dalle altre perché nei moduli succes-
sivi sono trattate in modo diverso. Una volta identificate vengono infat-
ti suddivise a seconda del loro gruppo grammaticale e del sotto-gruppo
funzionale, come ad esempio:
• articoli definiti: il lo la i gli le;
• articoli indefiniti: un, uno, una;
• avverbi di tempo: ieri, oggi, dopo, poi, ecc.
La fase di trascrizione grafema-fonema è implementata tramite la ricer-
ca della trascrizione all”interno di un lessico di 500.000 forme accentate,
trascritte fonemicamente, suddivise in sillabe ed etichettate secondo la
loro classe grammaticale (POS: part of speech) come ad esempio:
(accertare V (((a tS) 0) ((tS e r) 0) ((t a1) 1) ((r e) 0)))
Il lessico è stato compilato nel formato letto da Festival per velociz-
zare la procedure di ricerca. Se la parola da sintetizzare è trovata nel
lessico, la sua trascrizione è immediata altrimenti si applicano le regole
d’accentazione e di trascrizione grafema-fonema, scritte in linguaggio
SCHEME[24] ed elaborate statisticamente sulla base di un grosso cor-
pus testuale. Viene rimosso l’accento da tutte le parole funzione che
vengono poi congiunte con la parola successiva, mentre per tutte le
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Figura 15: Corrispondenza nella lingua italiana tra consonanti, vocali e
simboli fonetici.
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Figura 16: Architettura dei moduli per l’analisi del testo e dei modu-
li linguistici per l’accentazione la trascrizione grafema-fonema e per la
sillabificazione.
altre forme si applica dapprima una serie di regole statistiche ed eu-
ristiche per l’inserimento dell’accento e successivamente una serie di
regole per la vera e propria trascrizione grafema-fonema. La simbolo-
gia utilizzata è quella SAMPA[14] con le vocali accentate fatte seguire
dalla cifra numerica “1”.
L’analisi del testo termina con la trascrizione dell’oggetto utterance
in word, come mostrato in Figura 17, senza perdita delle informazio-
ni contestuali legate alle singole parole che compongono il testo da
sintetizzare.
Figura 17: Architettura di Festival
3.3.3 Phrasing
La prosodia è la parte della linguistica che studia l’intonazione, il rit-
mo, la durata e l’accento nel linguaggio parlato. Per definire le carat-
teristiche prosodiche di un testo si utilizzano tre moduli distinti: (1)
phrasing per definire la struttura della frase, (2) intonation per pre-
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dire l’intonazione di ogni singola sillaba e (3) duration per definire la
lunghezza del campione vocale.
Il modulo phrasing definisce la struttura della frase definendo le
pause che vanno aggiunte all’interno della trascrizione fonetica (in in-
glese phrasing break) in base alle regole grammaticali e sintattiche
della lingua. Per esempio il più semplice modello di predizione delle
phrasing break si limita ad associare una pausa di durata predefinita
ogni qualvolta si incontri un simbolo di punteggiatura. In Festival
ci sono due modi per predire le pause da aggiungere all’interno della
trascrizione fonetica. Il più semplice si basa su alberi di classificazione
e regressione che vengono applicati ad ogni singola parola (word) che
compone l’oggetto utterance per determinare se sia il caso di aggiungere
delle pause oppure no. Il secondo metodo, molto più complesso, sfrutta
modelli stocastici. In questo caso si combina un modello di n-gram
per la distribuzione di probabilità delle pause e delle “non-pause” (ov-
vero quando non c’è bisogno di inserire una pausa) con l’algoritmo di
Viterbi per determinare la trascrizione fonetica ottima. Quest’ultima
Figura 18: Rappresentazione grafica dell’architettura di Festival. Aggiunta
del modulo di phrasing alle relazioni che definiscono l’oggetto utterance per
la frase “Le 2 in punto.”.
tecnica ha mostrato ottimi risultati sui test ma in qualche caso pro-
duce predizioni totalmente errate, questo suggerisce che ci sia ancora
del lavoro da fare per mettere appunto l’algoritmo. In questa tesi ci
siamo affidati al metodo più semplice e stabile utilizzando alberi di
regressione. Perciò le pause che vengono via via assegnate vengono
definite tramite regole prestabilite. Le pause fra le parole sono divise
in tre categorie: (1) pause brevi di 250ms caratteristiche ad esempio
di alcuni simboli di interpunzione: “’ , ;”, (2) pause medie di 500ms
prodotte a volte prima delle parole funzione, (3) pause lunghe di 750ms
in corrispondenza dei simboli di punteggiatura conclusivi di frase: “? .
: !”.
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3.3.4 Intonazione
Negli ultimi anni varie strategie per la predizione dell’intonazione sono
state sviluppate ma, in generale, si possono tutte suddividere in due
passi ben distinti: (1) predizione di accenti (e/o toni) per ogni sillaba
e (2) predizione dei valori della “frequenza fondamentale”. In accordo
a tale assunzione Festival mette a disposizione due differenti moduli,
ognuno dei quali può essere implementato con strategie diverse.
La sillaba[25] è un complesso di suoni che si pronunciano uniti con
una sola emissione di voce. L’unità prosodica della sillaba è presente
nelle realizzazioni foniche di ogni lingua, e il fatto che la metrica si
basi spesso sulla scansione sillabica, o il fatto che i parlanti sappiano
sillabare con naturalezza nelle proprie lingue, dimostra che la sillaba è
un elemento naturale del linguaggio di cui ogni parlante ha coscienza.
La sillaba è formata da tre elementi, un attacco, un nucleo e una coda.
Figura 19: Rappresentazione ad albero di una sillaba CVC.
Nucleo e coda sono in genere riuniti in un’ulteriore unità prosodica
detta rima. Il nucleo è l’unica parte obbligatoria; possono costituire
nucleo sillabico le vocali, i dittonghi, e, in alcune lingue, le consonanti
sonoranti (liquide, come [r] e [l], o nasali, come [m] o [n]). In Figura 19
è mostrato un tipico schema di sillaba con attacco e coda di tipo CVC.
(consonante-vocale-consonante, come la prima sillaba di cor/so). Il
sigma indica l’intera sillaba, la N il nucleo, la C la coda, la O l’attacco
(in inglese onset). Nucleo e coda formano la rima (R).
Una sillaba è detta aperta o libera quando termina per vocale,
chiusa o complicata quando termina per consonante. La sillaba tonica,
quella su cui cade l’accento o sulla quale deve essere appoggiata la voce
per una corretta pronuncia, caratterizza la parola stessa, infatti abbia-
mo parole tronche quando la sillaba tonica è l’ultima, piane quando la
s.t. è la penultima, sdrucciole quando la s.t. è la terzultima, bisdruc-
ciole quando la s.t. è la quartultima. Nella lingua italiana abbiamo in
prevalenza parole piane.
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Per quanto riguarda la predizione degli accenti è stato utilizzato
un modello basato su regole, implementato tramite alberi di decisione.
Le regole assegnano l’accento alle sillabe, distinguendo tra accento di
sillaba dopo un break o all’inizio della utterance, e inserendo un accento
nelle altre sillabe solo quando la parola in questione è una content word,
mentre non vengono assegnati accenti alle function word. Di seguito
è riportato in linguaggio SCHEME l’implementazione delle CART per
la predizione degli accenti.
(set! italian_accent_cart_tree
’
(
(pos_in_word is 0);; prima sillaba della parola
( (R:SylStructure.parent.p.FW is 0)
;;prima parola della utterance.
( (R:SylStructure.parent.FW is content)
( (stress is 1)
((Accented_I));; Accento iniziale
((Inizio_content)));; Inizio senza accento
((primaFW)))
( (R:SylStructure.parent.FW is content)
( (R:SylStructure.parent.p.pbreak is B)
;;prima parola dopo brek B.
( (stress is 1)
((Accented_I))
((Inizio_content)))
( (R:SylStructure.parent.p.pbreak is BB)
;;prima parola dopo brek BB.
( (stress is 1)
((Accented_I))
((Inizio_content)))
( (stress is 1)
((Accented))
((NONE)))))
( (R:SylStructure.parent.p.pbreak is B)
;;prima parola dopo brek B.
((primaFW))
( (R:SylStructure.parent.p.pbreak is BB)
;;prima parola dopo brek BB.
((primaFW))
( (R:SylStructure.parent.p.FW is content)
((primaFW))
( (R:SylStructure.parent.p.apo is 1)
((primaFW))
((altreFW))))))))
( (R:SylStructure.parent.FW is content)
( (stress is 1)
((Accented))
((NONE)))
((NONE)))))
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Per quanto riguarda la predizione della frequenza fondamentale è
stato adottato un modello “data driven” che per ogni sillaba esegue la
predizione di tale valore in tre punti distinti: (1) punto iniziale, (2)
punto medio e (3) punto finale della sillaba.
Per avere un riferimento numerico oggettivo di quanto un modu-
lo prosodico data-driven riesca a “seguire” l’andamento prosodico del
corpus si utilizzano le misure di RMSE (Root Mean-Square Error) e
Correlazione tra il segnale prosodico originale e quello predetto. Il 90%
del corpus è stato utilizzato per l’addestramento e il 10% per il test.
Tutti i valori di RMSE e Correlazione mostrati in seguito sono calcolati
sulla parte di test del corpus.
Questo modello per essere realmente efficace richiede una grossa
quantità di dati per l’apprendimento, che non disponevamo durante lo
svolgimento di questa tesi. I valori di correlazione mostrati in Tabella
1 si possono considerare sufficientemente alti considerato il modello
adottato e la grandezza del corpus.
CARTree RMSE Correlazione Errore Medio Errore Medio (abs)
F0start_tree 25.8127 0.5184 20.5742 15.5960
F0mid_tree 26.8133 0.5649 20.7761 16.9584
F0final_tree 35.0250 0.5251 29.0410 19.5895
Tabella 1: I valori di errore quadratico medio (RSME) misurato in Hz, di
correlazione, errore medio ed errore medio in valore assoluto per i modelli
di regressione lineari utilizzati per la predizione dei valori della funzione
fondamentale nei punti iniziali, intermedi e finali delle sillabe.
3.3.5 Durata
La predizione della durata di ogni singolo segmento che andrà a com-
porre il testo sintetizzato è valutata dal modulo Duration che mette
a disposizione varie strategie per potersi adattare facilmente a lingue
e necessità diverse. Anche in questo caso, ci siamo affidati a modelli
predittivi basati su CART. Festival propone due tipologie molto si-
mili tra di loro di CART per il modulo di durata. La prima tipologia
proposta è un semplice albero di regressione che predice direttamente
la durata media di ogni unità, altrimenti si possono utilizzare i cosid-
detti ZScores Tree che nella predizione utilizzano sia le informazioni
relative alle medie che quelle relative alla deviazione standard. Il ter-
mine zscore sta ad indicare il numero di deviazioni standard rispetto
alla media e, dopo la predizione, la durata è calcolata con la seguente
formula:
duration = mean+ (zscore ∗ standarddeviation) (2)
In Figura 20 è mostrata una rappresentazione grafica di questo tipo
di modello.
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Figura 20: Rappresentazione grafica degli ZScore Tree.
Per la costruzione del modello di regressione si utilizzano vettori di
72 attributi che sono sufficienti a rappresentare il dato fonema all’in-
terno della frase in cui è stato prelevato con informazioni riguardanti
vari livelli della struttura della frase. Il fonema così definito risulta
molto più complesso del semplice trifone o pentafone, rispettivamente
3 o 5 fonemi adiacenti, e permette di estrapolare maggiori informazio-
ni sulla semantica della frase. La strategia di prouning del modello di
regressione adottata nella costruzione degli ZScore Tree è la stepwise
regression[20]. In Figura 21 si mostra l’ulteriore sviluppo dell’oggetto
CARTree RMSE Correlazione Errore Medio Errore Medio (abs)
ZScore Tree 0.0402 0.5346 0.0245 0.0319
Tabella 2: I valori di errore quadratico medio (RSME), di correlazione, errore
medio ed errore medio in valore assoluto per gli ZScore Tree.
utterance per la frase “Le 2 in punto.” dopo l’applicazione dei moduli
per la predizione dell’intonazione e durata. La relazione SylStructure
è visualizzata graficamente. Essa è formata da una struttura ad albero
dove le radici sono rappresentate dalle parole, i loro diretti figli rap-
presentano le sillabe che compongono le parole e. per finire, le foglie
sono i segmenti che compongono la trascrizione fonetica della frase con
l’aggiunta delle pause predette dal modulo di phrasing.
3.3.6 Selezione delle Unità
In un convenzionale sistema di sintesi concatenativo il vantaggio più
grande risiede nella semplicità della fase di sintesi. Infatti, si presuppo-
ne che le informazioni prosodiche vengano estratte implicitamente dai
segmenti del corpus e che siano mantenute nel Acustic Units Inventory
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Figura 21: Rappresentazione grafica dell’architettura di Festival. Aggiunta
del modulo di intonazione alle relazioni che definiscono l’oggetto utterance
per la frase “Le 2 in punto.”.
e non si prevedono moduli per la modifica di tali informazioni, con
apporti digitali, nella fase di sintesi. Come controparte diretta, questi
sistemi soffrono di bassa qualità, dal punto di vista della naturalezza e
intellegibilità, quando il loro corpus non è sufficiente alle esigenze del
sistema. Per questa ragione non esistono tuttora nel mercato buoni
sistemi di sintesi concatenativa general-purpose perché troppo costosi
dal punto di vista realizzativo e di spazio di memoria richiesto.
Non di meno, definire una buona funzione costo per la selezione
delle unità (in inglese target/join cost function) risulta cruciale per
generare un output di alta qualità. Questo non è un compito facile dato
che si possono trovare molti fattori o parametri che posso influenzare la
funzione costo per la selezione, rendendo molto difficile la valutazione
di differenti criteri applicati dato che spesso accade che certi parametri
migliorano la qualità in certi casi ma la riducono sensibilmente in altre
occasioni.
I sistemi di sintesi concatenativi messi a disposizione da Festi-
val non sono molti e, in generale, non hanno grosse differenze l’uno
dall’altro. Valutate le possibili scelte, si è optato per il sistema che
attualmente risulta più affidabile, soprattutto per sistemi che si basa-
no su corpus limitati, e che dispone di maggior materiale di supporto.
Tale sistema prende il nome di CLuster UNITS, CLUNITS. Come
suggerisce il nome, tale tecnica di sintesi si basa sulla costruzione di
gruppi, o cluster, di unità acustiche che godono di caratteristiche simili
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per quanto riguarda feature simbolici di alto livello come, ad esempio
fonetica, metrica e informazioni prosodiche contestuali. I cluster so-
no generati tramite l’utilizzo di CART durante la fase di costruzione
della voce, quindi oﬄine e permette di ottenere buoni risultati con un
dispendio computazionale limitato nella fase di sintesi vera e propria
rispetto agli approcci tradizionali. Infatti, usando una tecnica di clu-
stering oﬄine si riduce la quantità di calcolo necessaria per applicare la
funzione costo ai soli elementi del cluster, che può essere rapidamente
indicizzato tramite pochissimi confronti nell’albero di decisione.
Quello che deve essere definito ora è come trovare la migliore unità
all’interno del cluster per sintetizzare il segmento corrente. Si introduce
così la domanda principale di questo problema, ovvero cosa si intende
per “migliore”. È ovvio che sia qualcosa che abbia a che fare con infor-
mazioni fonetiche, acustiche e prosodiche che più si avvicinano a quelle
del segmento corrente e quello di cui abbiamo bisogno è una misura
della “bontà” del candidato in esame rispetto al target. Il giusto mo-
do sarebbe quello di riprodurre le varie combinazioni di unità fonetiche
presenti nell’archivio a un numero elevato di persone che che potrebbe-
ro così giudicare la “bonta” dei singoli segmenti. Essendo impraticabile
questa scelta, quello che si fa è assegnare una misura che rifletta quello
che gli umani percepiscono come una buona sintesi. Più specificata-
mente, si richiede una qualche funzione che misuri quanto una data
unità suoni bene in un determinato contesto. Questo è stato fatto con
esperimenti psico-linguistici per valutare alcuni esempi così da poter
definire tale misura. In [26] è stato proposto una distanza basata sulle
componenti acustiche del file audio (es. cepstral, f0). Lavori successivi
hanno poi sviluppato ulteriori distanze prendendo in considerazione al-
tri fattori acustici raffinando con esperimenti ed esperienza il modello.
Sfortunatamente in fase di sintesi non disponiamo delle informazioni
acustiche del testo da sintetizzare e quindi non è possibile utilizzarle
direttamente per effettuare dei confronti con le unità candidate. Un
modo per stimare le informazioni acustiche è quello di utilizzare frasi
note campionate all’interno del database per generare una correlazione
tra le informazioni prosodiche e quelle acustiche. Etichettando sia le
unità target che desideriamo sintetizzare che le unità candidate all’in-
terno del archivio con lo stesso insieme di feature (fonetici, acustici e
prosodici) siamo in grado di definire una misura della distanza (es. va-
lore assoluto, uguale/non-uguale, distanza quadratica) con la quale è
possibile costruire una funzione costo come somma pesata di tali diffe-
renze per ogni feature. La scelta di quali feature utilizzare tra la vasta
gamma di possibilità e la definizione dei pesi associati a tali attributi
risulta essere ancora un problema aperto per la ricerca. Un modo per
ridurre il carico di lavoro è quello di affidarsi a metodi “data-driven”
per definire i parametri della funzione costo.
Nella sintesi CLUNITS di Festival la funzione costo per la sele-
zione delle unità fonetiche di per se è definita come una somma pesata
di sette fattori, come mostrata in 3. Sei dei quali sono distanze tra la
categoria desiderata e la categoria dell’unità candidata per i seguen-
ti fattori contestuali: (1) posizione all’interno della frase (PinP), (2)
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posizione all’interno della parola (PinW), (3) contesto fonetico sinistro
(LPhC), (4) contesto fonetico destro (RPhC), (5) contesto tonico si-
nistro (LTC) e (6) contesto tonico destro (RTC). Il settimo fattore è
un valore binario che definisce il costo per la congiunzione tra il candi-
dato e la precedente unità fonetica selezionata, esso vale 0 nel caso in
cui il candidato corrente forma un segmento continuativo con l’unità
precedentemente selezionata nell’AUI, altrimenti vale 1. Tutti questi
fattori vengono definiti per ogni unità durante la costruzione della vo-
ce e questo permette di creare tabelle con i coefficienti di distanza in
maniera statica e senza appesantire la fase di sintesi. I pesi per ognuno
dei sette fattori vengono valutati con modelli di regressione lineare.
Ca =
7∑
i=1
WiCai (3)
L’unità fonetica appartenente al cluster selezionato che risulta mi-
nimizzare la funzione costo sarà selezionata per la fase di sintesi.
3.3.7 Fase di sintesi
Come ampiamente già accennato, questo tipo di sistemi produce i ri-
sultati di maggior naturalezza perché riduce al minimo le operazioni di
elaborazione digitale sui campioni registrati. Le elaborazioni digitali
infatti spesso alterano la resa del suono sintetizzato rendendola meno
naturale: alcuni sistemi usano tecniche DSP solo per ammorbidire le
transizioni tra i campioni sonori in fase di concatenazione. I migliori si-
stemi a sintesi per selezione di unità producono un risultato che spesso
è indistinguibile da una vera voce umana, specialmente in quei contesti
in cui la conversione da testo a voce è stata ottimizzata per uno scopo
specifico. Di contro, una naturalezza massima richiede normalmente
l’impiego di database di dimensioni considerevoli, che in alcuni casi
possono arrivare all’ordine dei gigabyte, equivalenti a qualche dozzina
di ore di registrazioni vocali. Inoltre, è stato accertato che gli algorit-
mi di selezione dei campioni possono scegliere segmenti che producono
una sintesi non ideale (per esempio, con una pronuncia poco chiara
delle parole meno frequenti) anche quando nel database è presente una
scelta migliore.
In Figura 22 è mostrato l’ultimo passo dei TTS concatenativi, per
ogni fonema presente nella trascrizione si cerca all’interno dell’AUI
l’unità fonetica con le caratteristiche più simili a quelle desiderate e si
concatenano l’una con l’altra per generare l’output.
3.4 Sviluppi futuri
Prossimamente la stessa procedura verrà applicata ad altri corpora di
proprietà del CNR-ISTC di Padova con l’intento di estendere le voci
distribuite con Festival.
Inoltre, è in sviluppo un test d’ascolto per la qualità e l’intellegi-
bilità della voce corpus-based sviluppata in questa tesi. La voce sarà
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Figura 22: Rappresentazione grafica dell’architettura di Festival. Selezione
delle unità fonetiche presenti nell’AUI per la sintesi dell’oggetto utterance per
la frase “Le 2 in punto.”.
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disponibile online e sarà possibile utilizzarla per la sintesi di testi in-
seriti dall’utente. Un punteggio sulle impressioni acustiche dell’utente
verrà registrato per ogni sessione.
Ulteriori sviluppi sarranno apportati al front-end per potenziare i
moduli prosodici (durata e intonazione). È importante far notare che
il materiale vocale per l’apprendimento dei CART non è stato anco-
ra etichettato “prosodicamente”, ad esempio mediante sistemi di tipo
ToBI[27]. Si presume quindi che gli eventuali CART allenati includen-
do anche queste informazioni dovrebbero portare a sempre più precisi
andamenti intonativi.
3.5 Sommario
In questo capitolo è stato introdotto il sistema di sintesi vocale Fe-
stival sviluppato presso il “Centre for Speech Technology Research”
dell’università di Edimburgo. Particolare enfasi è stata data al suo
innovativo formalismo con il quale è in grado di manipolare le entità
linguistiche nel suo insieme con infinita potenzialità.
Inoltre sono stati descritti tutti i moduli che definiscono la voce in
lingua italiana per la sintesi concatenativa con la tecnica del CLUNI-
TS. Particolare enfasi è stata data ai problemi che ogni modulo deve
affrontare e alle soluzioni implementative utilizzate.
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4 Correzione statistica dell’errore di alli-
neamento basata su informazioni contestuali
In questo capitolo è proposto un metodo statistico per la predizione
di valori correttivi per migliorare l’accuratezza dell’allineamento for-
zato di un corpus di voci registrate da un unico parlante (in inglese
speaker-dependent) con l’obiettivo di incrementare la naturalezza
e intellegibilità di un Text-to-Speech con sintesi concatenativa. Que-
sto modello si prefigge l’obiettivo di utilizzare solamente informazioni
contestuali per predire l’errore sistematico ottenuto con sistemi di seg-
mentazione, che al contrario sfruttano principalmente le caratteristiche
acustiche estrapolate dai file audio che compongono il corpus.
All’interno del capitolo saranno inizialmente presentati i due sistemi
di riconoscimento vocale con i quali sono stati ottenuti gli allineamenti
forzati, uno per l’allineamento di riferimento e l’altro per l’allinea-
mento da correggere. Successivamente verrà presentato il modello di
predizione e i risultati ottenuti.
4.1 Introduzione
La fase di segmentazione del corpus gioca un ruolo fondamentale nella
naturalezza della voce sintetizzata perché definisce i limiti temporali di
ogni singola unità all’interno dei file audio che compongono il corpus.
Lo scopo principale di questa tesi è costruire un modello statistico che
sia in grado di predire l’errore sistematico nell’allineamento commes-
so dall’algoritmo di segmentazione su un ben determinato corpus e,
successivamente, utilizzare tale modello per ridurre l’errore di allinea-
mento su corpora registrati dallo stesso speaker. Tale modello prende
il nome di “statistical-approach context-dependent units boun-
dary correction”. L’idea base è quella di estrapolare informazioni
contestuali per ogni unità fonetica ed utilizzarle per generare un mo-
dello di regressione basato su alberi di decisione che ci permettano di
predire l’errore sistematico nell’allineamento del segmentatore automa-
tico rispetto all’allineamento di riferimento. Tutto il procedimento si
basa sulla teoria intuitiva che le informazioni contestuali siano in un
certo modo correlate ai parametri prosodici (accenti, pitch, toni, ecc)
e quindi alla struttura della forma d’onda analizzata durante la seg-
mentazione. Si pensi a come cambia l’intonazione di una frase quando
viene espressa come domanda e non come affermazione.
Dal punto di vista implementativo, i sistemi di segmentazione du-
rante l’allenamento generano particolari modelli di predizione statisti-
ci, che prendono il nome di modelli di Markov nascosti (in inglese, ed
ognuno di essi viene specializzato a riconoscere un determinato fonema
presente nella lingua in questione. La specializzazione avviene durante
un allenamento basato su molte ore di audio, sufficienti a garantire la
presenza di ogni fonema in contesti diversificati. Se poi si parla di un
riconoscitore vocale di tipo general-purpose allora si richiede che esso
abbia una buona capacità di generalizzazione, cioé riesca a mantenera
buone prestazione nel riconoscimento di frasi nuove, parlate anche da
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speaker mai ascoltati prima. Il modello di correzione dell’allineamen-
to basato su informazioni contestuali presentato in questa tesi è una
possibile soluzione per ridurre l’errore sistematico commesso dal rico-
noscitore vocale su una data voce. Tale modello ha il grande vantaggio
di essere di semplice realizzazione, robusto ad informazioni mancanti e
rumorose, e di essere applicabile sia a riconoscitori general-porpuse che
ha riconoscitori “deboli” perché male o poco allenati. Le informazioni
contestuali utilizzate in questa tesi sono quelle disponibili in Festival
in maniera del tutto automatico utilizzando la struttura Heterogeneous
Ralation Graph (HRG).
4.2 Allineamento forzato del corpus
Per lo sviluppo di questa tesi è stato necessario eseguire l’allineamento
forzato del corpus con due sistemi di riconoscimento vocale differenti e
che generassero due tipi di segmentazione con differente accuratezza.
L’allineamento di riferimento per la correzione ci è stato fornito
direttamente dalla Loquendo insieme al corpus. Loquendo ha utiliz-
zato un sistema proprietario per la segmentazione basato su HMMs a
3 o 5 stati con algoritmo di apprendimento loop-forward [3]. L’algo-
ritmo di segmentazione utilizzato dalla Loquendo prevede una prima
segmentazione eseguita con un insieme di modelli speaker indipendent
per il riconoscimento dei fonemi italiani e successivamente l’allinea-
mento forzato è stato migliorato grazie ad una fase di apprendimento
supervisionata per adattare i modelli alla voce dello speaker.
Molti ricercatori considerano la definizione dei parametri di un si-
stema di riconoscimento vocale più come un’arte che non una scienza.
Lo scopo primario di questa tesi non richiede una segmentazione au-
tomatica con alti livelli di accuratezza e per questo motivo tra le due
opzioni a disposizione per lo sviluppo di applicazioni “off-line” si è op-
tato per scegliere la soluzione che limitava il numero di parametri da
dover impostare e con la quale si godeva di una maggiore familiarità.
Per queste ragioni abbiamo utilizzato SPHINX-2 con modelli semi-
continui basati su HMMs a 5 stati con possibilità di salto. Il numero
degli stati negli HMMs usati per il riconoscimento di unità fonetiche,
se fissato a priori, incide sulla lunghezza minima che un fonema deve
avere per essere correttamente riconosciuto dal sistema. In maniera
empirica è stato fissato il numero degli stati a 5 con l’aggiunta di tran-
sizioni per saltare (in avanti) a stati non adiacenti in modo da poter
riconoscere anche fonemi di breve durata[3].
4.3 Architettura dei sistemi di riconoscimento vo-
cale
SPHINX è stato scelto perché uno tra i software che meglio rappre-
sentano lo stato dell’arte nel campo del riconoscimento automatico
del parlato, tra quelli che permettono il libero utilizzo per scopi di
ricerca. Il sistema si basa sul riconoscimento di sequenze di fonemi
tramite l’utilizzo di un Modello Acustico statistico (in inglese Acustic
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Model, AM) bastato su Context Dependent Hidden Markov
Models (CDHMM) e di un Modello del Linguaggio a trigrammi (in
inglese Language Model, LM), basato su normali catene di Mar-
kov. Il risultato del riconoscimento è la successione di parole che ha
la probabilità più alta di essere stata pronunciata. Questa si ricava
calcolando, tramite l’algoritmo di Viterbi, quale sia il percorso con
punteggio più alto tra tutti quelli possibili, all’interno di una struttura
detta lattice (reticolo o traliccio). Questa contiene tutte le possibili
successioni fonetiche e, quindi, di parole che, con probabilità superiore
ad un certo valore di soglia, possono essere state pronunciate nel file
audio analizzato. Essa viene creata attraverso i valori risultanti dal-
la combinazione delle probabilità provenienti dal AM e dal LM. Nello
specifico SPHINX differisce da altri sistemi di riconoscimento vocale
per alcune caratteristiche.Le principali differenze sono:
Estrazione delle features Le features sono dei vettori di coefficienti
che identificano l’andamento dell’inviluppo spettrale del segnale
audio da riconoscere. Sistemi più sofisticati utilizzano un me-
todo di calcolo di questi vettori più accurato rispetto a SPHI-
NX. Quest’ultimo, infatti, utilizza i comuni MFCC[28] (Mel Fre-
quency Cepstrum Coefficients), mentre altri sistemi utilizzano ad
esempio i coefficienti PMVDR[29] (Perceptual Minimum Varian-
ce Distortionless Response). Il calcolo di questo tipo di vettori
prevede un prefiltraggio del segnale per meglio modellare la cur-
va percettiva dell’orecchio umano rispetto al sistema basato sulla
scala Mel.
Adattamento del riconoscimento Nei processi di ASR, dopo un
primo passaggio di riconoscimento, detto baseline, si utilizzano
le informazioni così ricavate per reiterare il processo applicando
delle tecniche di adattamento del modello statistico al segnale au-
dio in esame. Ci sono varie strategie che possono essere applicate.
SPHINX permette solamente di utilizzare il metodo MLLR e la
stima dei parametri MAP16[32][3].
Il processo di riconoscimento in un ASR è composto di varie fasi,
illustrate in Figura 23:
• il file audio da riconoscere viene preelaborato per renderlo com-
patibile con il modello statistico creato, cioè PCM a 16 bit,
campionato a 16kHz;
• da questo file trasformato vengono estratti i vettori di feature
(MFCC o PMVDR) che saranno la base per il riconoscimento
vero e proprio;
• con le informazioni statistiche ricavate dal modello acustico e
dal modello del linguaggio si cerca di catalogare i vettori prove-
nienti dal passaggio precedente per associarli ai fonemi della lin-
gua. Dalla successione di tali fonemi tramite il dizionario dato,
si risalirà alle parole pronunciate;
• Il risultato di questo processo è la sequenza di parole che con mag-
gior probabilità, secondo i modelli dati, corrisponde all’audio in
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ingresso. Normalmente l’output è composto di una sola ipote-
si; all’occorrenza, è possibile estrarre anche le N migliori ipotesi
(N-best) o addirittura l’intero lattice di riconoscimento. Que-
st’ultimo può essere usato come ingresso per ulteriori passaggi
basati su altre strategie di riconoscimento più ad alto livello (ad
esempio un riconoscimento semantico, o le confusion networks).
Figura 23: Schema generale di un sistema di riconoscimento di un file audio.
4.3.1 Architettura di un sistema di apprendimento
Per poter utilizzare la struttura ASR precedentemente illustrata, è
necessario creare i modelli acustici e linguistici adatti. Questa è la parte
più delicata di tutto il processo e anche quella che permette più margini
di sviluppo. I passaggi necessari per la creazione del modello acustico
sono illustrati in Figura 24. L’input del sistema è costituito, come detto
in precedenza, da un insieme di audio omogeneamente organizzato e
dalle relative trascrizioni. Normalmente, è necessaria una ingente mole
di dati, oltre le 10 ore di parlato, per ottenere un modello abbastanza
stabile.
L’audio e le trascrizioni costituiscono quindi l’input del primo pas-
saggio dell’addestramento: il cosiddetto allineamento. In questa fase
il sistema, sulla base delle informazioni provenienti dalle trascrizio-
ni, unite con quelle provenienti dal dizionario fonetizzato, cerca di far
corrispondere, minimizzando la probabilità di errore, ogni segmento
di file audio ad un fonema. Anche in questo caso vi è una differen-
za tra SPHINX e altri sistemi che si trovano in letteratura. Taluni
sistemi creano questa segmentazione sulla base anche di informazioni
ricavate dal modello acustico di un’altra lingua (di solito l’inglese) e di
corrispondenze tra i fonemi delle due lingue, che vengono decise ma-
nualmente in fase di preparazione della procedura di addestramento.
Utilizzando il secondo sistema, invece, si parte da una segmentazione
uniforme del file audio di ingresso e con successivi passaggi di alli-
neamento basati sui modelli acustici così ottenuti, viene perfezionata
la segmentazione. Per quanto riguarda la creazione del modello del
linguaggio è stato utilizzato un toolkit sviluppato presso la Carnegie
Mellon University, il CMU-Cambridge Statistical Language Modeling
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Figura 24: Schema del sistema di addestramento comune ai software di
riconoscimento.
toolkit. Con esso è possibile estrarre, da grandi moli di testo scrit-
to, le informazioni statistiche che permettono di creare la struttura a
trigrammi, bigrammi e unigrammi che il sistema ASR utilizzerà per il
riconoscimento. Nel nostro caso abbiamo utilizzato per creare il model-
lo del linguaggio l’insieme delle trascrizioni di addestramento. Questo
crea un LM abbastanza polarizzato verso il tipo di conversazioni che
dovranno essere riconosciute in fase di test.
4.3.2 Valutazione degli errori
La valutazione delle prestazioni di un segmentatore è stata effettua-
ta confrontando i limiti individuati automaticamente con quelli della
segmentazione di riferimento per lo stesso materiale vocale. Pertanto
gli errori della procedura automatica vengono valutati in funzione del-
la deviazione dalla corrispondente segmentazione di riferimento. Sono
stati definiti due tipi di errori:
Errori di posizione caratterizzati dal fatto che il fonema è corretta-
mente individuato, ma non si ha coincidenza assoluta tra limiti
corrispondenti;
Errori di riconoscimento caratterizzati dal fatto che il fonema vie-
ne posizionato completamente fuori dalla sua zona di esistenza,
quindi o il limite finale individuato precede l’inizio del fonema
o il limite iniziale segue la fine del fonema stesso oppure che la
sequenza di fonemi nelle due trascrizioni risulta essere differente.
Gli errori di riconoscimento non sono stati valutati al fine della costru-
zione del modello di regressione per la correzione statistica dell’allinea-
mento forzato. Per quanto riguarda, invece, gli errori di posizione sono
stati valutati come la distanza in secondi tra l’allineamento di riferi-
mento e quello da correggere. In generale, l’errore di posizione ci indica
per ogni categoria di fonemi definita all’interno del corpus la tendenza
di SPHINX ad anticipare o a ritardare il posizionamento del limite
destro del fonema e ci indica una misura media di tale spostamento.
Un errore di posizione è stato valutato significativo se maggiore di di
un centesimo di secondo.
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Sia Err il segnale che definisce l’andamento dell’errore sistematico
tra i due allineamenti. Definiamo L(ph) una funzione L : CDPH− >
TIME, dove CDPH è rappresenta la popolazione dei fonemi con at-
tributi dipendenti dal contesto, che per ogni fonema ritorna la posi-
zione desiderata (Loquendo) in secondi del limite destro nel segnale
acustico in analisi. Definiamo similmente la funzione Sp(ph) come
SP : CDPH− > TIME per l’allineamento da correggere (SPHINX).
Allora l’errore Err può essere calcolato come segue:
Err(ph) = L(ph)− Sp(ph) (4)
Da notare che l’errore non è calcolato come misura assoluta tra i
due allineamenti in quanto l’informazione sul segno ci indica la tenden-
za del sistema ad anticipare o a ritardare la posizione del limite destro.
Considerando la forma empirica della trattazione e la definizione di
errore sistematico questa formulazione ci risulta più che attendibile.
Infatti, quando l’errore sistematico è presente nell’allineamento si ten-
deranno ad avere errori significativi con lo stesso segno mentre nel caso
in cui il modello riesce a riconoscere bene una determinata classe di
fonemi allora gli errori tenderanno ad essere poco significativi e il se-
gno risulta essere del tutto irrilevante in quanto non esiste un trend da
correggere.
L’insieme CDPH è costituito da vettori di 71 attributi che sono
sufficienti a rappresentare il dato fonema all’interno della frase in cui
è stato prelevato con informazioni riguardanti vari livelli della struttu-
ra della frase. Il fonema così definito risulta molto più complesso del
semplice trifone o pentafone, a seconda dei casi. Tale oggetto prende
il nome di senone[11] e permette di avere una visione globale della
struttura della frase che influenza la prosodia associata al singolo fo-
nema in esame. In pratica, analizzando questi vettori siamo in grado
di ricostruire la struttura rappresentata graficamente in Figura 21 del
Capitolo 3. La struttura del senone utilizzato per la correzione statisti-
ca dell’allineamento forzato è la stessa che viene utilizzata in Festival
per generare l’albero di decisione per calcolare gli ZScore nel modulo
di durata.
4.4 Costruzione del modello di regressione
La costruzione del modello di regressione è stata effettuata usando il
software wagon disponibile nella Edinburgh Speech Tools Libra-
ry. Il software permette di costruire CART da un insieme di attributi
che vengono estratti dal dataset. In Figura 25 sono rappresentanti in
forma grafica i passaggi svolti per la costruzione di un albero di deci-
sione tramite il software wagon. Per prima cosa è necessario definire il
dataset di partenza sulla quale si allenerà il modello di regressione. Per
lo sviluppo di questa tesi abbiamo utilizzato lo stesso corpus utilizzato
per la costruzione della voce corpus-based in italiano per Festival.
Solo il 90% delle frasi contenute all’interno del dataset sono state con-
siderate per la costruzione del modello di regressione (training set);
il restante 10% è stato utilizzato successivamente per valutarne le pre-
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stazioni (test set). In Tabella 3 è mostrata la composizione in numero
di frasi e unità fonetiche che compongono il corpus. Come si può nota-
re la diversa mappatura fonetica incide sul numero di unità acustiche
estrapolate dal corpus ed è quindi necessario definire due differenti da-
taset: (1) indichiamo con LOQUENDO il dataset formato dalle unità
estratte dall’allineamento forzato di riferimento e (2) con SPHINX il
dataset formato dalle unità estratte con SPHINX-2 in una prima fase
della costruzione della voce per Festival e in maniera del tutto in-
dipendente rispetto all’allineamento di riferimento. La tabella mette
in evidenza un altro particolare importante, ovvero che anche la per-
centuale delle unità fonetiche presenti nel training set e test set è ben
bilanciata rispetto al numero di frasi per entrambi gli allineamenti.
DATASET TRAINING SET TEST SET
name frasi unità frasi unità % frasi unità %
LOQUENDO 500 25.360 450 22.428 88.43 50 2.932 11.57
SPHINX 500 26.815 450 23.739 88.52 50 3.076 11.48
Tabella 3: Scomposizione del corpus in unità acustiche per i due allineamenti
forzati utilizzati. La tabella mostra anche la composizione del training set e
test set in numero di frasi, numero di unità e percentuale di unità presenti.
La fase di Pre Processing mostrata in Figura 25 esegue una con-
versione dell’allineamento forzato di riferimento secondo la stessa map-
patura fonetica utilizzata in SPHINX-2, che coinvolge principalmente
l’interpretazione delle vocali aperte, delle doppie e delle pause. Dato
che Loquendo utilizza un front-end diverso rispetto a quello sviluppato
durante questa tesi per Festival è normale che esistano inconsistenze
dovute, ad esempio, all’aggiunta di pause all’interno delle frasi in posi-
zione diverse. Da ricordare, inoltre, che il front-end utilizzato in questa
tesi è stato volontariamente mantenuto compatibile con i moduli lin-
guistici definiti nella voce italiana a difoni proposta dal ISTC-CNR di
Padova. È stato quindi necessario eseguire nella fase di pre-processing
una mappatura che facesse convergere la trascrizione della Loquendo
su quella adottata da SPHINX. Per esempio, la mappatura dei fone-
mi di Loquendo identifica le doppie come un unico fonema di durata
più lunga mentre SPHINX separa i due suoni. In questo caso, nel-
la trascrizione di riferimento è stato suddiviso l’intervallo dei fonemi
rappresentanti una doppia in due parti uguali sdoppiando così il fone-
ma. La fase di pre-processing non è comunque in grado di eliminare
ogni sorta di differenza tra le due segmentazioni e, nella generazione di
un’unica trascrizione per le frasi del corpus (o meglio del training set)
compatibile con la mappatura dei fonemi definita per Festival, si ha
una perdita di unità fonetiche di circa il 1% rispetto al training set di
SPHINX. A questo valore va poi aggiunto il numero di unità rappre-
sentati le pause finali per ogni frase del training set che ovviamente non
fanno parte del modello, in quanto il limite destro della pausa finale di
una frase ne identifica in maniera certa la fine del file audio e quindi non
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deve essere modificata. In totale, la fase di pre-processing elimina circa
il 2.5% di unità fonetiche riducendo il training set a 23.151 elementi che
verrano utilizzati per la costruzione del modello. Per ogni segmento
nella trascrizione unificata dalla fase di pre-processing si mantengono
i valori in secondi dell’allineamento forzato di entrambi i sistemi, certi
di aver riconosciuto la stessa unità fonetica con le stesse caratteristiche
acustiche e contestuali. A questo punto siamo in grado di estrarre le
Figura 25: Rappresentazione grafica dei passaggi per la costruzione dell’al-
bero di decisione. Dal training set si estrae il duplice allineamento forzato
per ogni frase, che viene pre-processato per compensare agli errori di ri-
conoscimento. Si genera così un’unica trascrizione delle unità che possono
effettivamente concorrere alla costruzione del modello statistico. Da questa
trascrizione si estrapolano le informazioni contestuali per la generazione del
senone. Per ogni senone che viene identificato si valuta l’errore sistematico
di allineamento commesso dal sistema SPHINX rispetto a quello di riferi-
mento. Il processo wagon prende in ingresso il feature data (dataset) e il
feature descritption (descrittore dei record) e genera l’albero di regressione.
71 feature per ogni segmento della frase utilizzando la struttura HRG
di Festival. Come già detto questi attributi sono stati studiati e
definiti dal team di Festival per contestualizzare precisamente ogni
segmento che compone l’oggetto utterance. In generale, possono essere
raggrupati nelle seguenti categorie:
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Caratteristiche articolatorie per ogni segmento vengono prese in
esame tutte le caratteristiche articolatorie dei segmenti adiacenti
che generano il quintofone centrato sul segmento corrente (seg-
mento corrente, i due precedenti e i due successivi).
Syllable ogni segmento appartiene solamente ad una ben determi-
nata sillaba all’interno della frase. Anche in questo caso non
si estraggono le informazioni solo dalla sillaba presa in esame
ma si coinvolgono anche le quattro adiacenti. Per ognuna delle
cinque sillabe si estraggono le seguenti informazioni: (1) la posi-
zione del segmento all’interno della propria sillaba (coda/onset),
(2) presenza di stress sulla data sillaba, (3) il numero totale di
sillabe stressate dal più vicino pause break precedente fino alla
sillaba considerata, esclusa dal conteggio, (syl_in), (4) il nume-
ro totale di sillabe stressate dalla sillaba in questione (esclusa
dal conteggio) fino al successivo pause break (syl_out), (5) il
numero di vocali presenti all’interno della sillaba prima del seg-
mento preso in esame (syl_onsetsize) e (6) il numero di vo-
cali presenti all’interno della sillaba dopo il segmento corrente
(syl_codasize)
Word per ogni segmento preso in esame si richiede di risalire alle infor-
mazioni riguardanti la parola in cui è contenuto. Le informazioni
estratte sono: (1) la posizione della propria sillaba all’interno
della parola e (2) la tipologia della parola (es. funzionale)
Per ogni senone che viene identificato dal modulo Feats Estraction in
Figura 25 si valuta l’errore sistematico di allineamento commesso dal
sistema SPHINX rispetto a quello di riferimento generando l’insieme
di dati (in inglese feature data) necessario alla costruzione dell’albero
di decisione con wagon. La fase di apprendimento del CART avviene
in modalità supervisionata ed è quindi necessario che nel feature data
ogni record composto dai 71 attributi che identificano un senone sia
etichetatto con il valore da predire, in questo caso l’errore sistematico
della procedura automatizzata di allineamento forzato rispetto all’al-
lineamento di riferimento. Qui di seguito è riportato il file feature
description in linguaggio SCHEME con il quale si specifica a wagon
la struttura di ogni record presente nel feature data.
(
( correction_in_sec float)
( name E1 J L O1 S a a1 b d dZ dz e e1 f g i i1 j k l m
n nf ng o o1 p pau r s t tS ts u u1 v w z)
( p.name 0 E1 J L O1 S a a1 b d dZ dz e e1 f g i i1 j k
l m n nf ng o o1 p pau r s t tS ts u u1 v w z)
( n.name 0 E1 J L O1 S a a1 b d dZ dz e e1 f g i i1 j k
l m n nf ng o o1 p pau r s t tS ts u u1 v w z)
( R:SylStructure.parent.syl_onsetsize float)
( R:SylStructure.parent.syl_codasize float)
( R:SylStructure.parent.R:Syllable.n.syl_onsetsize float)
( R:SylStructure.parent.R:Syllable.p.syl_codasize float)
( R:SylStructure.parent.position_type final initial mid
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single 0 -)
( R:SylStructure.parent.parent.word_numsyls float)
( pos_in_syl float)
( syl_initial 0 1)
( syl_final 0 1)
( R:SylStructure.parent.pos_in_word float)
( p.seg_onsetcoda onset coda 0)
( seg_onsetcoda onset coda 0)
( n.seg_onsetcoda onset coda 0)
( pp.ph_vc 0 - +)
( p.ph_vc 0 - +)
( ph_vc 0 - +)
( n.ph_vc 0 - +)
( nn.ph_vc 0 - +)
( pp.ph_vlng 0 l s d)
( p.ph_vlng 0 l s d)
( ph_vlng 0 l s d)
( n.ph_vlng 0 l s d)
( nn.ph_vlng 0 l s d)
( pp.ph_vheight 0 1 2 3 -)
( p.ph_vheight 0 1 2 3 -)
( ph_vheight 0 1 2 3 -)
( n.ph_vheight 0 1 2 3 -)
( nn.ph_vheight 0 1 2 3 -)
( pp.ph_vfront 0 1 2 3 -)
( p.ph_vfront 0 1 2 3 -)
( ph_vfront 0 1 2 3 -)
( n.ph_vfront 0 1 2 3 -)
( nn.ph_vfront 0 1 2 3 -)
( pp.ph_vrnd 0 - +)
( p.ph_vrnd 0 - +)
( ph_vrnd 0 - +)
( n.ph_vrnd 0 - +)
( nn.ph_vrnd 0 - +)
( pp.ph_ctype 0 f n a s l)
( p.ph_ctype 0 f n a s l)
( ph_ctype 0 f n a s l)
( n.ph_ctype 0 f n a s l)
( nn.ph_ctype 0 f n a s l)
( pp.ph_cplace 0 a p d l v g b)
( p.ph_cplace 0 a p d l v g b)
( ph_cplace 0 a p d l v g b)
( n.ph_cplace 0 a p d l v g b)
( nn.ph_cplace 0 a p d l v g b)
( pp.ph_cvox 0 - +)
( p.ph_cvox 0 - +)
( ph_cvox 0 - +)
( n.ph_cvox 0 - +)
( nn.ph_cvox 0 - +)
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( R:SylStructure.parent.R:Syllable.pp.syl_break 0 1)
( R:SylStructure.parent.R:Syllable.p.syl_break 0 1)
( R:SylStructure.parent.syl_break 0 1 4)
( R:SylStructure.parent.R:Syllable.n.syl_break 0 1 4)
( R:SylStructure.parent.R:Syllable.nn.syl_break 0 1 4)
( R:SylStructure.parent.R:Syllable.pp.stress 0 1)
( R:SylStructure.parent.R:Syllable.p.stress 0 1)
( R:SylStructure.parent.stress 0 1)
( R:SylStructure.parent.R:Syllable.n.stress 0 1)
( R:SylStructure.parent.R:Syllable.nn.stress 0 1)
( R:SylStructure.parent.syl_in float)
( R:SylStructure.parent.syl_out float)
( R:SylStructure.parent.ssyl_in float)
( R:SylStructure.parent.ssyl_out float)
( R:SylStructure.parent.parent.gpos adv_aff adv_neg adv_pla
adv_pro adv_quan adv_time art_def art_indef conjcoo_adj
conjcoo_adv conjcoo_con conjcoo_cop conjcoo_corr
conjcoo_dec conjcoo_dis content dadj_dem dadj_ind
dadj_int dadj_num dadj_pos pre_con pre_imp pre_pp
pre_pro prono_dem prono_ind prono_int prono_mix
prono_per prono_rel sub_comp sub_conc sub_cond sub_mod
sub_temp v_av_cd_p v_av_co_p v_av_in_i v_av_in_p
v_av_in_pr v_dpv_cd_p v_dpv_co_p v_dpv_in_im v_dpv_in_p
v_dpv_in_pp v_dpv_in_pr v_es_cd_p v_es_co_i v_es_co_p
v_es_ge_p v_es_in_f v_es_in_i v_es_in_p v_es_in_pp
v_es_in_pr 0)
)
Il software wagon mette a disposizione più di un metodo per sce-
gliere il miglior albero di decisione che rappresenta l’insieme dei dati.
Nella forma base si sceglie l’albero che esegue una classificazione esau-
stiva dei dati, rischiando di perdere di generalità nell’applicazione del
modello su nuovi dati. Per evitare il fenomeno dell’overfitting si può
utilizzare più di una strategia (es. criteri di stop e criteri di bilancia-
mento dell’albero). Durante lo svillupo di questa tesi si è optato per
creare alberi di decisione con la tecnica dello stepwise regression,
che permette di inserire i regressori uno per volta se questi risultano
significativi ad un certo livello dell’albero di decisione. Più precisa-
mente, invece di costruire l’albero di decisione ordinando i regressori
a seconda del loro impatto sui dati (entropia), si limita il numero di
regressori presi in considerazione dal modello. I regressori che farrano
parte del modello sono quelli che migliorano l’accuratezza dell’intero
modello su un dato test set, che viene solitamente definito con la tec-
nica detta hold out. Tale tecnica consiste nel separare una parte dei
dati iniziali ricevuti per la fase dell’addestramento in modo che non
concorrano direttamente nella fase di costruzione ma vengano utiliz-
zati per valutare la capacità di generalizzazione del modello stesso. Il
procedimento dello stepwise può essere effettuato “in avanti” (in inglese
forward) partendo da un modello vuoto ed aggiungendo passo dopo
passo un solo regressore per volta cercando di massimizzare i risultati
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sul test set; oppure “all’indietro” (in inglese backward) partendo dal
modello completo per poi eliminare i regressori che meno influenzano
l’accuratezza del modello. Esistono anche strategie miste che permetto
di partire da un sottoinsieme dei regressori per poi aggiungere termini
significativi ed eliminare quelli non significativi. Per la generazione
di tutti i modeli utilizzati in questa tesi ci siamo affidati al metodo
standard con cui il software wagon implementa tale strategia, ovvero
la forward stepwise regression.
Edinburgh Speech Tools Library fornisce insieme al software
per la costruzione di modelli di regressione anche una procedura per
valutarne l’accuratezza su un’ulteriore parte dei dati che non hanno
preso parte alla fase di apprendimento. Tale programma prende il no-
me di wagon_test e ci indica una misura della distanza tra il segnale
desiderato e quello predetto dal modello, nel nostro caso l’errore qua-
dratico medio (RMSE), e la correlazione che esiste tra i due segnali,
ovvero una misura che ci indica quanto il segnale predetto è in grado
di “seguire” il segnale desiderato.
In Figura 26 è rappresentata graficamente la procedura e i dati
coinvolti nella costruzione e valutazione del modello di regressione. In
alto, è mostrato il dataset dopo la fase di pre-processing. Il trainig set
è utilizzato per la fase di apprendimento del modello, mentre il test
set è utilizzato per la valutazione delle prestazioni durante la fase di
correzione. I dati che concorrono alla costruzione del modello sono
solo quelli presenti nel training set, che ricordiamo essere composto da
450 frasi (in inglese utterance) del corpus di proprietà della Loquen-
do, già utilizzato in questa tesi per la costruzione della voce italiana
per Festival. In Figura 26 il training set, che ha già subito la fase
di pre-processing, contiene la trascrizione unificata dell’allineamento
forzato per un totale di 23.151 unità fonetiche. Le frecce con tratto
intero all’interno dello schema rappresentano il flusso di dati utilizzati
durante la costruzione del modello di regressione. Solo il 90% del trai-
ning set (20.836 unità) è utilizzato dal programma wagon per la scelta
dei regressori da inserire all’interno dell’albero di decisione. Usando la
strategia dello stepwise, come spiegato in precedenza, wagon necessi-
ta di suddividere ulteriormente i dati ricevuti con la tecnica hold out.
Anche in questo caso solo 90% dei dati in ingesso (18.753 unità) faran-
no parte attivamente della fase di apprendimento, mentre il restante
10% (2.083 unità) verranno utilizzate per stabilire i regressori più si-
gnificativi per il modello. Terminata la costruzione del modello, esso è
stato valutato sul restante 10% dei dati del training set (2.315 unità)
al grazie al programma wagon_test.
Durante la fase di apprendimento per la costruzione del modello
di regressione, anche con il metodo stepwise, il criterio di terminazio-
ne della procedura è influenzato dal numero massimo di candidati che
siamo disposti ad avere all’interno delle varie sotto-classificazioni ge-
nerate dall’albero di decisione. Questo parametro è stato fatto variare
tra 5, 10, 25 e 100, costruendo così quattro modelli di regressione di-
versi. In Tabella 4 sono mostrati le misure di regressione valutate per
ogni singolo albero costruito. La nomenclatura dei modelli di regres-
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Figura 26: Rappresentazione grafica del flusso di dati coinvolti nella co-
struzione ed applicazione del modello di regressione. In alto, è mostrato il
dataset dopo la fase di pre-processing. Il trainig set è utilizzato per la fase di
addestramento del modello, mentre il test set è utilizzato per la valutazione
delle prestazioni durante la fase di correzione. Le frecce con tratto intero
rappresentano il flusso di dati durante la fase di costruzione, in particolar
modo si evidenza la parte di dati utilizzata direttamente nell’addestramento
e quella utilizzata per la valutazione dell’accuratezza del modello. Le frecce
con tratto spezzato indicano il flusso dei dati che per intero partecipano alla
fase di correzione.
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sione è stata mantenuta coerente con quella di Festival. Per esempio
“cor.S5.tree” indica un modello di regressione con struttura ad albero
con criterio di stop definito da cinque candidati. La tabella mostra
anche i dati relativi alla costruzione di un albero di regressione senza
la strategia di stepwise regression. Tale albero che è stato chiamato
simple.cor.S5.tree è stato utilizzato per la correzione del database
solo al fine di dimostrare le difficoltà incontrate da questo modello per
risolvere il problema dell’overfitting.
CARTree RMSE Correlazione Errore Medio Errore Medio (abs)
simple.cor.S5.tree 0,0452 0,3668 0,0160 0,0422
cor.S5.tree 0,0420 0,4089 0,0145 0,0394
cor.S10.tree 0,054 0,3413 0,0164 0,0423
cor.S25.tree 0,0403 0,4438 0,0140 0,0378
cor.S100.tree 0,0421 0,3552 0,0152 0,0393
Tabella 4: Valori di RMSE, correlazione, errore medio ed errore medio in
valore assoluto per i diversi modelli di regressione.
I valori riportati in tabella mostrano che tutti i modelli soffrono
di bassa correlazione tra il segnale desiderato e quello predetto. Una
possibile causa a questo fenomeno è da ricercare nella quantità di dati
presenti nel dataset che non sono sufficienti ad allenare il modello.
Futuri sviluppi di questa tesi saranno indirizzati a generare il modello
su speech corpus di parlato continuo sensibilmente più grandi.
Un analisi degli alberi di decisione costruiti ha messo in evidenza
che i regressori che risultano occupare i livelli più alti dell’albero, in-
fluenzando così maggiormante le predizioni, sono per lo più attributi
che si riferiscono alla composizione della sillaba a cui il fonema preso in
esame appartiene. La sillaba è definita come un complesso di suoni che
si pronunciano uniti con una sola emissione di voce. L’unità prosodica
della sillaba è presente nelle realizzazioni foniche di ogni lingua, e il
fatto che la metrica si basi spesso sulla scansione sillabica, o il fatto
che i parlanti sappiano sillabare con naturalezza nelle proprie lingue,
dimostra che la sillaba è un elemento naturale del linguaggio di cui
ogni parlante ha coscienza. La struttura della sillaba è formata da
tre elementi, un attacco, un nucleo e una coda. Nucleo e coda sono
in genere riuniti in un’ulteriore unità prosodica detta rima. Il nucleo
è l’unica parte obbligatoria. In Figura 27 è mostrata una rappresen-
tazione grafica dei primi quattro livelli dell’albero di decisione per il
modello “cor.S25.tree”.
In Figura 26 le frecce con tratto spezzato indicano la fase successiva,
dove il modello di regressione è utilizzato per la correzione dell’intero
dataset a disposizione.
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Figura 27: Rappresentazione grafica dei primi quattro livelli dell’albero di
regressione costruito da wagon. In questo esempio, ogni classificazione non
può contenere più di 25 candidati (cor.S25.tree).
4.5 Applicazione del modello di regressione
Dalla costruzione del modello di regressione si ottiene che le infor-
mazioni presenti all’interno del dataset iniziale vengano suddivise in
sottoinsiemi omogenei che identificano tipologie di unità fonetiche a
seconda delle loro informazioni contestuali, ricavabili dall’oggetto se-
none che lo descrive. La suddivisione produce una gerarchia ad albero,
dove i nodi sono etichettati con il nome degli attributi, gli archi (i rami
dell’albero) sono etichettati con i possibili valori dell’attributo sopra-
stante, mentre le foglie dell’albero sono etichettate con valori continui
che indicano l’errore sistematico valutato per il fonema corrente in quel
preciso contesto in cui si presenta. Un fonema è classificato risponden-
do a tutte le domande binarie che incontra ad ogni nodo dell’albero,
generando così un percorso che porti dalla radice ad una delle foglie.
La risposta dell’albero è un valore reale che ci fornisce due informa-
zioni sul limite destro (boundary) del segmento preso in esame: (1)
la misura media della differenza con l’allineamento di riferimento e
(2) la direzione in cui va considerato tale divario. Infatti, per come è
definita la misura dell’errore, i valori positivi indicano una tendenza
nell’allineatore a ritardare il posizionamento del boundary mentre va-
lori negativi indicano un comportamento opposto. I risultati raccolti
hanno dimostrato che ove gli errori si alternano nel segno con grande
frequenza, la misura di tali errori risulta essere trascurabile (< 0,01
sec). In questo caso possiamo considerare l’operato del segmentatore
corretto ed è normale che il modello di regressione non riesca a definire
un trend di correzione.
In Figura 28 è mostrata l’architettura specifica per il nostro siste-
ma di sintesi vocale corpus-based. A sinistra la fase di segmentazione
eseguita off-line include il modulo di correzione statistica dell’allinea-
mento (in inglese boudary correction) che si interpone tra il modulo
di segmentazione e il modulo di generazione delle unità fonetiche che
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andranno a comporre l’archivio denominato AUI. L’output del modulo
di segmentazione che ci interessa nella fase di correzione è solamente
quello prodotto da SPHINX-2. Una fase di segmentazione più accura-
ta riflette i sui benefici direttamente sulle unità acustiche contenute nel
corpus dal quale il TTS andrà ad estrapolare le istanze dei fonemi ne-
cessari alla sintesi del testo in input, limitando i punti di discontinuità
tra unità adiacenti.
Figura 28: Architettura specifica per il nostro sistema di sintesi vocale
corpus-based. A sinistra la fase di segmentazione eseguita off-line inclu-
de il modulo di correzione statistica dell’allineamento (in inglese boudary
correction) che si interpone tra il modulo di segmentazione e il modu-
lo di generazione delle unità fonetiche che andranno a comporre l’archivio
denominato AUI.
Il modulo di correzione statistica basata su informazioni dipendenti
dal contesto è stato applicata a l’intero insieme di file che compon-
gono l’allineamento forzato prodotto da SPHINX-2 durante la pri-
ma fase di costruzione della voce in italiano corpus-based per festival.
Nella sessione successiva verranno presentati i risultati ottenuti dalla
applicazione del modello di regressione su l’intero dataset.
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4.6 Risultati
I risultati sono stati raccolti durante l’applicazione dei cinque modelli
di regressione presentati in questo capitolo e confrontati con il divario
presente tra l’originaria segmentazione di SPHINX-2 e quella di rife-
rimento. Anche in questa fase la differenza tra le due trascrizioni ha
prodotto alcuni inconvenienti. Nello specifico, talune frasi del corpus
risultano problematiche per la raccolta di statistiche significative ed è
quindi stato opportuno ridurre la raccolta delle statistiche ad un nume-
ro inferiore di unità fonetiche rispetto a quelle su cui effettivamente si
è applicata la correzione. Infatti, in presenza di discrepanze nelle due
trascrizioni non è possibile ricavare il limite destro in secondi dell’al-
lineamento di riferimento e, di conseguenza non è possibile ricavarne
la distanza tra i due allineamenti dopo la correzione. Le statistiche
sono state raccolte su un totale di 21.754 unità fonetiche, suddivise in
19.286 unità per il training set e 2.486 unità per il test set. In Tabella
5 sono mostrati i risultati raccolti per i cinque modelli di regressione
costruiti e per l’allineamento originale di SPHINX-2. Per ogni mo-
dello sono mostrati i seguenti dati: (1) l’errore totale, calcolato come
somma dei valori assoluti di tutti gli errori per tutte le unità su cui
è stato possibile calcolare tale differenza, (2) il valore medio di erro-
re, calcolato con la media aritmetica e (3) la deviazione standard per
unità. Per una completezza di informazione i dati sono stati suddivisi
tra training set (prima riga della tabella) e test set (seconda riga della
tabella). Come si può subito notare, la costruzione del modello senza
la strategia dello stepwise produce un modello che soffre maggiormente
i problemi dell’overfitting.
CARTree Errore totale Errore medio DEVSTD
SPHINX-2 464,15 0,0241 0,1231
69,03 0,028 0,1851
simple.cor.S5.tree 358,60 0,018 0,1227
63,41 0,257 0,1851
cor.S5.tree 384,59 0,0199 0,1222
61,44 0,249 0,1851
cor.S10.tree 384,01 0,0199 0,1221
62,31 0,0253 0,1856
cor.S25.tree 406,66 0,0211 0,1221
61,39 0,249 0,1850
cor.S100.tree 409,24 0,0212 0,1221
62,41 0,0253 0, 1830
Tabella 5: Schema riepilogativo dei risultati ottenuti durante le sperimen-
tazioni. Per ogni allineamento è mostrata la differenza totale in secondi,
l’errore medio e la deviazione standard con l’allineamento di riferimento. La
prima riga si riferisce al training set, mentre la seconda si riferisce al test set.
Tutti i valori sono espressi in secondi.
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Per stabilire se effettivamente esiste un trend del segmentatore du-
rante l’allineamento forzato di particolari unità, abbiamo raccolto ulte-
riori dati che ci permettessero di analizzare più dettagliatamente quello
che avviene durante la fase di correzione. Quello a cui siamo interessati
è scoprire se esistono delle condizioni contestuali che influiscono mag-
giormente sull’errore totale commesso dal modulo di segmentazione.
Essendo il senone definito da 71 attributi è stato necessario eseguire
una sovra-classificazione che permettesse di analizzare meglio i dati e
presentarli con più chiarezza. Per definire queste classi ci siamo fatti
aiutare dai modelli di regressione che abbiamo costruito. Sfruttan-
do le proprietà di tali modeli ci siamo focalizzati sui regressori che
comparivano ai livelli più alti degli alberi di decisione. Come già ac-
cennato, questo ha messo in evidenza che la struttura della sillaba ha
un ruolo fondamentale nella definizione del percorso all’interno del-
l’albero durante la correzione. Per questo motivo la scelta più logica
per generare una sovra-classificazione è quella di sfruttare informazioni
derivate dai tre fonemi adiacenti (trifone). Per ogni fonema abbiamo
valutato se fosse una vocale (V), una consonante (C) oppure una pau-
sa (-). Per brevità di esposizione ed evitare ridondanze non necessarie
è stato effettuato un confronto tra il modello originario di segmenta-
zione SPHINX-2 e il modello SPHINX-2 con la correzione statistica
effettuata tramite il modello di regressione “cor.S25.tree”. Si è deciso
per questo modello dato che è quello che ha maggior capacita di ge-
neralizzare. In Figura 29 sono mostrate le occorrenze dei vari trifoni
per training set e test set; sono state disposte in ordine decrescente e
tale ordine è stato mantenuto anche nei diagrammi successivi in modo
da rendere più chiara ed immediata la lettura. Il grafico mostra molto
bene le proporzioni che ci sono tra i fonemi più comuni e quelli più rari;
per una maggior chiarezza i fonemi più rari sono stati riportati anche
nel riquadro in alto a destra. Altro particolare importante che viene
mostrato dal confronto tra i due grafici è che i trifoni risultano perlopiù
mantenere la stessa percentuale di occorrenza tra i due insiemi di dati.
Con queste premesse passiamo ora ad analizzare i risultati riguardanti
l’errore medio e l’errore totale dai due allineamenti.
Sono di particolare interesse i dati mostrati in Figura 30, dove per
ogni trifone è mostrato graficamente l’errore medio commesso dai due
modelli presi in esame. Come si può vedere, la correzione statistica con
informazioni dipendenti dal contesto influisce positivamente all’allinea-
mento maggiormente nei casi in cui l’errore di segmentazione risulta
essere mediamente al di sopra del centesimo di secondo. Negli altri
casi si hanno situazioni dove la correzione non è in grado di miglio-
rare e generalmente produce un peggioramento. Da ricordare che co-
munque questo peggioramento risulta essere minori rispetto ai benefici
apportati dal modello, come mostrato in Tabella 5. Inoltre il grafico
ci mostra evidentemente che l’errore medio commesso da SPHINX-
2 è mediamente più alto nei casi di trifoni non comuni. Per fare un
esempio, prendiamo in esame il caso più eclatante che viene mostrato
dal diagramma, ovvero il penultimo trifone composto da consonante-
pausa-vocale (C-V). Questa combinazione è sicuramente molto rara in
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Figura 29: I grafici rappresentano le occorenze delle unità per lo specifico
trifone per training set e test set rispettivamente.
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italiano, e difatti nel corpus risulta associata perlopiù dove compaiono
parole straniere come, ad esempio, la frase “Washington, washington.”.
SPHINX-2 non è in grado di predire bene i boundary associati a tali
fonemi a causa della scarsità di esempi nella fase di apprendimento. La
soluzione tradizionale a questo problema richiederebbe ulteriore mate-
riale acustico che garantisca la copertura di tali suoni ed eseguire nuo-
vamente una o più sessioni di apprendimento, con notevole dispendio
di energie e tempo. Contrariamente, il modello proposto a dimostra-
to di essere abbastanza flessibile da questo punto di vista e, anche
con poco materiale acustico a disposizione, è in grado di produrre dei
miglioramenti sensibili.
Concludiamo la presentazione dei risultati mostrando in Figura 31
l’andamento dell’errore totale sui due allineamenti presi in esame. I due
grafici ci illustrano una tendenza simile nell’accumularsi dell’errore sui
trifoni che ricorrono maggiormente negli insieme di dati. Ricordiamo
che in questo caso l’errore è calcolato come somma delle distanze in
valore assoluto tra l’allineamento preso in considerazione (SPHINX-2
o cor.S25.tree) e allineamento di riferimento. In Figura 32 riportiamo
tale errore normalizzato rispetto alle occorrenze dei trifoni. A nostro
avviso è di particolare interesse la Figura 32(b) che, ancora una volta
conferma le ipotesi iniziali di questo progetto, mostrando la tendenza
del modello di regressione a predire valori erronei nei casi in cui il
sistema di segmentazione non produce errori significativi (> 0,01 sec).
4.7 Conclusioni
I risultati presentati in questo capitolo mostrano che i modelli di cor-
rezione statistica per allineamenti forzati basati su informazioni conte-
stuali sono in grado di ridurre la misura dell’errore prodotto dai sistemi
di segmentazione basati su HMMs, confermando l’idea intuitiva di base
che esiste uno stretto legame tra informazioni contestuali e la forma
d’onda che viene analizzata dal sistema di segmentazione.
È importante ricordare che l’allineamento di riferimento utilizzato
per lo sviluppo di questa tesi non è privo di errore, in quanto otte-
nuto con modelli automatici. L’idea originaria prevedeva l’utilizzo di
allineamenti con correzione manuale che risultassero fedeli alla forma
d’onda.
4.8 Sviluppi futuri
Oltre ad estendere la fase di apprendimento per il modello correttivo
su ulteriori corpus registrati con la voce del Dott. Ing. Piero Cosi, si
provvederà ad eseguire una correzione manuale di almeno una parte
dell’allineamento di riferimento, per poter stabilire quanto l’errore in-
trinseco nei modelli automatici abbia influenzato sui risultati ottenuti
in questa tesi.
Il modello, che è risultato avere un certo interesse nel campo della
ricerca, sarà ulteriormente confrontato con i sistemi attualmente in
sviluppo di speaker adaptation. Tali modelli si basano principalmente
sulle informazioni acustiche (Cepstral, F0) estrapolate da un database
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(a)
(b)
Figura 30: I grafici rappresentano l’errore medio commesso per lo specifico
trifone con il sistema SPHINX-2 e con la successiva correzione statistica per
training set e test set rispettivamente.
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(a)
(b)
Figura 31: I grafici rappresentano l’errore totale commesso per lo specifico
trifone con il sistema SPHINX-2 e con la successiva correzione statistica per
training set e test set rispettivamente.
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(b)
Figura 32: I grafici rappresentano l’errore totale normalizzato rispetto al
numero di occorrenze per lo specifico trifone con il sistema SPHINX-2 e con
la successiva correzione statistica per training set e test set rispettivamente.
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di parlato continuo registrato dallo speaker di interesse. Un confronto
con tali sistemi permetterebbe di valutare effettivamente i limiti del
modello che si basa esclusivamente su informazioni contestuali estratte
dall’analisi linguistica del testo senza però avere nessuna nozione delle
caratteristiche acustiche.
4.9 Sommario
In questo capitolo sono stati presentati i sistemi di segmentazione uti-
lizzati durante lo svolgimento di questa tesi e il modello di regressione
utilizzato per la correzione statistica dell’allineamento basandoci su in-
formazioni contestuali. Particolare enfasi è stata dedicata alla fase di
costruzione del modello e all’analisi dei dati in nostro possesso sulla
quale abbiamo raccolto i risultati.
Inoltre, particolare attenzione è stata data alle strategie implemen-
tate per evitare il problema dell’overfitting in fase di apprendimento del
modello e soprattutto che i risultati raccolti fossero chiaramente distin-
guibili tra quelli ottenuti su dati che hanno concorso alla formazione
del modello e quelli appartenenti al test set.
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