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Abstract This article deals with the solution of an ill-posed equation Kxˆ = yˆ for a
given compact linear operator K on separable Hilbert spaces. Often, one only has
a corrupted version yδ of yˆ at hand and the Bakushinskii veto tells us, that we are
not able to solve the equation if we do not know the noise level ‖yˆ− yδ‖. But in
applications it is ad hoc unrealistic to know the error of a measurement. In practice,
the error of a measurement may often be estimated through averaging of multiple
measurements. In this paper, we integrate a natural approach to that in our analysis,
ending up with a scheme allowing to solve the ill-posed equation without any specific
assumption for the error distribution of the measurement.
More precisely, we consider noisy but multiple measurements Y1, ...,Yn of the true
value yˆ. Furthermore, assuming that the noisy measurements are unbiased and in-
dependently and identically distributed according to an unknown distribution, the
natural approach would be to use (Y1 + ..+Yn)/n as an approximation to yˆ with the
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estimated error sn/
√
n, where sn is an estimation of the standard deviation of one
measurement. We study whether and in what sense this natural approach converges.
In particular, we show that using the discrepancy principle yields, in a certain sense,
optimal convergence rates.
Keywords linear inverse problems · filter based regularisation · stochastic noise ·
discrepancy principle · optimality
1 Introduction
The goal is to solve the ill-posed equation Kxˆ = yˆ, where K :X → Y is a compact
operator between seperable infinite dimensional Hilbert spaces.We do not know the
right hand side yˆ exactly, but we are given several measurements Y1,Y2, ... of it, which
are independent, identically distributed and unbiased (EYi = yˆ) random variables.
Thus we assume, that we are able to measure the right hand side multiple times,
and a crucial requirement is that the solution does not change at least on small time
scales. Let us stress that using multiple measurements to decrease the data error is a
standard engineering practice under the name signal averaging, see, e.g., [30] for an
introducing monograph or [21] for a survey article. Examples with low or moderate
numbers of measurements (up to a hundred) can be found in [9] or [31] on image
averaging or [14] on satellite radar measurements. For the recent first image of a
black hole, even up to 109 samples were averaged, cf. [1].
The given multiple measurements naturally lead to an estimator of yˆ, namely the
sample mean
Y¯n :=
∑i≤n Yi
n
.
But, in general K+Y¯n 6→ K+yˆ for n→ ∞, because the generalised inverse (Defini-
tion 2.2 of [13]) of a compact operator is not continuous. So the inverse is replaced
with a family of continuous approximations (Rα)α>0, called regularisation, e.g. the
Tikhonov regularisation Rα := (K∗K+αId)−1 K∗, where Id :X →X is the iden-
tity. The regularisation parameter α has to be chosen accordingly to the data Y¯n and
the true data error
δ truen := ‖Y¯n− yˆ‖,
which is also a random variable. Since yˆ is unknown, δ truen is also unkown and has to
be guessed. Natural guesses are
δ estn :=
1√
n
or δ estn :=
√
∑i≤n ‖Yi− Y¯n‖2/(n−1)√
n
.
One first natural approach is now to use a (deterministic) regularisation method to-
gether with Y¯n and δ estn . We are in particular interested in the discrepancy principle
[33], wich is known to provide optimal convergence rates in the classical determin-
istic setting. The following main result states, that in a certain sense, the natural ap-
proach converges and yields the optimal deterministic rates asymptotically.
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Corollary 1 (to Theorem 3 and 4) Assume that K : X → Y is a compact oper-
ator between separable Hilbert spaces and that Y1,Y2, ... are i.i.d. Y −valued ran-
dom variables which fullfill E[Y1] = yˆ ∈D(K+) and 0 < E‖Y1− yˆ‖2 < ∞. Define the
Tikhonov regularisation Rα := (K∗K+αId)−1 K∗ (or the truncated singular value
regularisation, or Landweber iteration). Determine (αn)n through the discrepancy
principle using δ estn (see Algorithm 1). Then RαnY¯n converges to K+yˆ in probability,
that is
P
(‖RαnY¯n−K+yˆ‖ ≤ ε)→ 1, n→ ∞, ∀ε > 0.
Moreover, if K+yˆ = (K∗K)ν/2 w with w ∈X and ‖w‖ ≤ ρ for ρ > 0 and 0 < ν <
ν0−1 (where ν0 is the qualification of the chosen method, see Assumptions 1), then
for all ε > 0,
P
(
‖RαnY¯n−K+yˆ‖ ≤ ρ
1
ν+1
(
1√
n
) ν
ν+1−ε
)
→ 1, n→ ∞.
Moreover it is shown, that the approach in general does not yield L2 convergence 1
for a naive use of the discrepancy principle, but it does for a priori regularisation. We
also discuss quickly, how one has to estimate the error to obtain almost sure conver-
gence.
To solve an inverse problem, as already mentioned, typically some a priori infor-
mation about the noise is required. This may be, in the classical deterministic case,
the knowledge of an upper bound of the noise level, or, in the stochastic case, some
knowledge of the error distribution or the restriction to certain classes of distributions,
for example to Gaussian distributions. Thus the main difference of this article to ex-
isting results is, that beside the assumption that the measurements can be repeated,
we have no other assumptions for the error distribution. Thus the approach can be
easily used by everyone, who can measure multiple times.
Stochastic (or statistical) inverse problems are an active field of research with close
ties to high dimensional statistics ([18],[17],[34]). In general, there are two approaches
to tackle an ill-posed problem with stochastic noise. The Bayesian setting considers
the solution of the problem itself as a random quantity, on which one has some a priori
knowledge (see [24]). This opposes the frequentist setting, where the inverse problem
is assumed to have a deterministic, exact solution ([10],[6]). We are working in the
frequentist setting, but we stay close to the classic deterministic theory of linear in-
verse problems ([13],[35],[36]). For stastistical inverse problems, typical methods to
determine the regularisation parameter are cross validation [38], Lepski’s balancing
principle [32] or penalised empirical risk minimisation [11]. Modifications of the dis-
crepancy principle were studied recently ([8],[28],[7],[29]). In [8], it was first shown
how to obtain optimal convergence in L2 under Gaussian white noise with a modified
version of the discrepancy principle.
Another approach is to transfer results from the classical deterministic theory us-
ing the Ky-Fan metric, which metrises convergence in probability. In ([22],[16]) it
1 also called convergence of the integrated mean square error or root mean square error
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is shown, how to obtain convergence if one knows the Ky-Fan distance between the
measurements and the true data. Aspects of the Bakushinskii veto [3] for stochas-
tic inverse problems are discussed in ([4],[5],[39]) under assumptions for the noise
distribution. In particular, [5] gives an explicit non trivial example for a convergent
regularisation, without knowing the exact error level, under Gaussian white noise. We
extent this to arbitrary distributions here, if one has multiple measurements.
In the articles mentioned above, the error is usually modelled as a Hilbert space pro-
cess (such as white noise), which makes it impossible to determine the regularisation
parameter directly through the discrepancy principle. This is in contrast to our, more
classic error model, where the measurement is an element of the Hilbert space it-
self. Under the popular assumption that the operator K is Hilbert-Schmidt, one could
in principle extend our results to a general Hilbert space process error model (con-
sidering the symmetrised equation K∗Kxˆ = K∗yˆ instead of Kxˆ = yˆ, as it is done for
example in [8]). But we will postpone the discussion of the white noise case to a
follow up paper.
To summarise the connection to the Bakushinskii veto let us state the following. The
Bakushinskii veto states that the inverse problem can only be solved with a deter-
ministic regularisation, if the noise level of the data is known. In this article we have
shown, that if one has access to multiple i.i.d. measurements of an unkown distribu-
tion, one may use as data the average together with the estimated noise level and one
obtains optimal convergence in probability, as the number of measurements tends to
infinity. That is one can estimate the error from the data. Finally, the measurements
potentially contain more information, which is not used here. For example one could
estimate the third moment also, eventually quantifying how fast the rescaled average
converges to the Gaussian, or one could directly regularise the non averaged mea-
surements.
In the following section we apply our approach to a priori regularisations and in the
main part we consider the widely used discrepancy principle, which is known to work
optimal in the classic deterministic theory. After that we quickly show how to choose
δ estn to obtain almost sure convergence and we compare the methods numerically.
2 A priori regularisation
We have in mind, that one is able to measure the true value yˆ multiple times and
that the measurements are correct in expectation. This can be formally modelled as
an independent and identically distributed sequence Y1,Y2, ... : Ω → Y of random
variables with values in Y , such that EY1 = yˆ ∈ D(K+). In order to use the central
limit theorem we require that 0 < E‖Y1‖2 < ∞. Note that some popular statistical er-
ror models, for example Gaussian white noise, are not included, since we require the
measurement to be an element of the Hilbert space.
Here we apply the above approach to a priori parameter choice strategies α(yδ ,δ ) =
α(δ ). The deterministic theory suggests that one should choose δ estn = 1/
√
n, that
is not to estimate the variance. Also otherwise it would not be an a priori regular-
isation method anymore since the sample variance depends, of course, on the data.
This choice has the advantage, that δ estn and hence α(δ estn ) are deterministic. Since
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Eδ truen
2 = E‖Y1− yˆ‖2/n because of the i.i.d assumption, it is natural to try to prove
convergence of E‖Rα(δ estn )Y¯n−K+yˆ‖2. It turns out, that the convergence proof goes
through without any problems. We use the usual definition that Rα :Y →X is called
a regularisation, if Rα is a bounded linear operator for all α0 and if Rαy→ K+Y for
α → 0 for all y ∈ D(K+). A regularisation method is a combination of a regularisa-
tion and a parameter choice strategy α :R+×Y →R+, such that Rα(δ ,yδ )yδ → K+y
for δ → 0, for all y ∈ D(K+) and for all (yδ )δ>0 ⊂ Y with ‖yδ − y‖ ≤ δ . The
method is called a priori, if the parameter choice does not depend on the data, that is
if α(δ ,y) = α(δ ).
Theorem 1 (A priori regularisation) Assume that K :X →Y is a compact opera-
tor between separable Hilbert spaces and that Y1,Y2, ... are i.i.d. Y −valued random
variables which fullfill E[Y1] = yˆ ∈ D(K+) and 0 < E‖Y1‖2 < ∞. Take an a priori
regularisation scheme, with α(δ ) δ→0−→ 0 and ‖Rα(δ )‖δ δ→0−→ 0. Set Y¯n :=∑i≤n Yi/n and
δ estn := n−1/2. Then limn→∞E‖Rα(δ estn )Y¯n−K+yˆ‖2 = 0.
Proof Note that infact it suffice to assume K to be bounded and linear. Remember
that Rα is linear. Thus E [RαY1] = RαE [Y1] = Rα yˆ and
E‖RαY¯n−Rα yˆ‖2 = E‖Rα ∑i≤n Yin −Rα yˆ‖
2 = E‖∑i≤n RαYi
n
−Rα yˆ‖2
= E‖∑i≤n RαYi−Rα yˆ
n
‖2 = ∑i≤nE
[‖RαYi−Rα yˆ‖2]
n2
=
E‖RαY1−Rα yˆ‖2
n
.
where we used unbiasedness and independency for the fourth equality. Therefore,
E‖Rα(δ estn )Y¯n−K+yˆ‖2 = E‖Rα(δ estn )Y¯n−Rα(δ estn )yˆ+Rα(δ estn )yˆ−K+yˆ‖2
= E‖Rα(δ estn )Y¯n−Rα(δ estn )yˆ‖2+‖Rα(δ estn )yˆ−K+yˆ‖2
=
E‖Rα(δ estn )Y1−Rα(δ estn )yˆ‖2
n
+‖Rα(δ estn )yˆ−K+yˆ‖2
≤ ‖Rα(δ estn )‖
2
n
E‖Y1− yˆ‖2+‖Rα(δ estn )yˆ−K+yˆ‖2
= ‖Rα(δ estn )‖2δ estn
2E‖Y1− yˆ‖2+‖Rα(δ estn )yˆ−K+yˆ‖2
→ 0 for n→ ∞.
uunionsq
As in the deterministic case, under additional source conditions we can prove con-
vergence rates. We restrict to regularisations induced by a regularising filter Rα :=
Fα (K∗K)K∗, see the assumptions below
Assumption 1 (Fα)α>0 is a regularising filter, i.e. a family of bounded real valued
functions on (0,‖K‖2]with limα→0 Fα(λ )= 1λ and λFα(λ )<CR for all α > 0 and all
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λ ∈ (0,‖K‖2], where CR > 0 is some constant. Moreover, it has qualification ν0 > 0,
i.e. ν0 is maximal such that for all ν ∈ (0,ν0] there exist a constant Cν > 0 with
sup
λ∈(0,‖K‖2]
λ ν/2|1−λFα(λ )| ≤Cναν/2.
Finally, there is a constant CF > 0 such that |Fα(λ )| ≤CF/α for all 0 < λ ≤ ‖K‖2.
Remark 1 The generating filter of the following regulariation methods fullfill the As-
sumption 1:
1. Tikhonov regularisation (qualification 2)
2. n-times iterated Tikhonov regularisation (qualification 2n),
3. truncated singular value regularisation (infinite qualification),
4. Landweber iteration (infinite qualification).
Theorem 2 (order of convergence for a-prioi regularisation) Assume that K :X →
Y is a compact operator between separable Hilbert spaces and that Y1,Y2, ... are i.i.d.
Y −valued random variables which fullfill E[Y1] = yˆ ∈D(K+) and 0 < E‖Y1‖2 <∞.
Let Rα be induced by a filter fullfilling Assumption 1. Set Y¯n := ∑i≤n Yi/n and δ estn =
n−1/2. Assume that for 0 < ν ≤ ν0 and ρ > 0 we have that K+yˆ = (K∗K)ν/2w for
some w ∈X with ‖w‖ ≤ ρ . Then for
c
(
δ estn
ρ
) 2
ν+1
≤ α(δ estn )≤C
(
δ estn
ρ
) 2
ν+1
,
we have that
√
E‖Rα(δ estn )Y¯n−K+yˆ‖2 ≤C′δ estn
ν
ν+1 ρ
1
ν+1 =O(n−
ν
2(ν+1) ).
Proof We proceed similiary to the proof of Theorem 1, using additionally Proposition
1 and 2 of section 4.
E‖Rα(δ estn )Y¯n−K+yˆ‖2 = E‖Rα(δ estn )Y¯n−Rα(δ estn )yˆ‖2+‖Rα(δ estn )yˆ−K+yˆ‖2
≤ ‖Rα(δ estn )‖2δ estn
2E‖Y1− yˆ‖2+‖Rα(δ estn )yˆ−K+yˆ‖2
≤CRCFE‖Y1− yˆ‖2 δ
est
n
2
α(δ estn )
+C2νρ
2α(δ estn )
ν
≤ CRCFE‖Y1− yˆ‖
2
c
δ estn
−2
ν+1 ρ
2
ν+1 δ estn
2
+C2νC
νδ estn
2ν
ν+1 ρ
−2ν
ν+1 ρ2
≤C′δ estn
2ν
ν+1 ρ
2
ν+1 .
uunionsq
Remark 2 In case of Theorem 1 one could alternatively argue as follows: The spaces
X ′ := L2(Ω ,X ) = {X : Ω → X : E‖X‖2 < ∞} and Y ′ := L2(Ω ,Y ) are also
Hilbert spaces, with scalar products (X , X˜)X ′ :=
√
E(X , X˜)X and (·, ·)Y ′ defined
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similary. The compact operator K : X → Y induces naturally a linear operator
K′ : X ′ → Y ′,X 7→ KX . Clearly we have that yˆ ∈ Y ′, and (Y¯n)n is a sequence in
Y ′ which fullfills
‖Y¯n− yˆ‖Y ′ :=
√
(Y¯n− yˆ,Y¯n− yˆ)Y ′ =
√
E‖Y1− yˆ‖2
n
=
√
E‖Y1− yˆ‖2δ estn
and we can use the classic deterministic results for K′ :X ′ → Y ′ and Y¯n and δ estn .
The same argumentation does not work exactly for Theorem 2, since the induced
operator K′ is not compact.
3 The discrepancy principle
In practice the above parameter choice strategies are of limited interest, since they
require the knowledge of the abstract smoothness parameters ν and ρ . The classical
discrepancy principle would be to choose αn such that
‖(KRαn − Id)Y¯n‖ ≈ δ truen = ‖Y¯n− yˆ‖, (1)
which is not possible, because of the unknown δ truen . So we replace it with our esti-
mator δ estn and implement the discrepancy principle via Algorithm 1 with or without
the optional emergency stop.
Algorithm 1 Discrepancy principle with estimated data error (optional: with emer-
gency stop)
1: Given measurements Y1, ...,Yn;
2: Set Y¯n := ∑i≤n Yi/n and δ estn = 1/
√
n or δ estn =
√
∑i≤n ‖Yi− Y¯n‖2/(n−1)/
√
n.
3: Choose a q ∈ (0,1).
4: k = 0;
5: while ‖(KRqk − Id)Y¯n‖> δ estn (optional: and qk > 1/n) do
6: k = k+1;
7: end while
8: αn = qk;
Remark 3 To our knowledge, the idea of an emergency stop first appeared in [8].
It provides a deterministic lower bound for the regularisation parameter, which may
avoid overfitting. We use a more naive form of an emergency stop here, which does
not require the knowledge of the singular value decomposition of K. It would be in-
teresting to see, how more sophisticated versions of the emergency stop worked here,
which is not clear to us since in our general setting we cannot rely on the concentra-
tion properties of Gaussian noise.
Algorithm 1 converges under two assumptions. The first one is also necessary in the
classical deterministic setting. Equation (1) has a solution for all δ truen > 0 and yˆ ∈Y
if K is injective. Since we replace δ truen with δ estn , we have to assure that δ estn 6= 0.
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This may not be the case if we choose to use the sample variance, it may happen
that Y1 = ...= Yn. The assumption E‖Y1− yˆ‖2 > 0 guarantees that this happens with
probability 1 only finitely many times. Anyway, infact the distribution of Y1 is usually
absolutely continuous wich implies that P(Y1 = ...= Yn) = 0 for all n ∈ N.
Unlike in the previous section, here the L2 error will not converge in general. The
regularisation parameter αn is now random, since it depends on the potentially bad
random data. With a diminishing probability p we are underestimating the data error
significantly, and thus the discrepancy principle gives a too small α and we still have
p‖Rα‖ 1 in such a case.
In the following we will need the singular value decomposition of the compact oper-
ator K: there exists a monotone sequence ‖K‖= σ1 ≥ σ2 ≥ ... > 0 with either σl→0
for l → ∞ or there exists a N ∈ N with σl = σN for all l ≥ N. Moreover there are
families of orthonormal vectors (ul)l∈N and (vl)l∈N with span(ul : l ∈ N) = R(K),
span(vl : l ∈ N) =N (K)⊥ such that Kvl = σlvl and K∗ul = σlvl .
3.1 A counter example for convergence
We now show that the naive use of the discrepancy principle, as implemented in
Algorithm 1 (without emergency stop), will yield nonconvergence in L2. To simplify
calculations we pick Gaussian noise and the truncated singular value regularisation
and we set δ estn = 1/
√
n. We choose X := l2(N) with the standard basis {uk :=
(0, ...,0,1,0, ...)} and consider the diagonal operator
K : l2(N)→ l2(N), ul 7→
(
1
100
) l
2
ul .
Hence the σl = (1/100)
l
2 are the Eigenvalues of K and
Rα : l2(N)→ l2(N), y 7→ ∑
l:σ2l ≥α
σ−1l (y,ul)ul .
We assume that the noise is distributed along y := ∑l≥2 1/
√
l(l−1)ul , so we have
that ∑l>n(y,ul)2 = 1/n and thus y ∈ l2(N). That is we set Y¯n := ∑i≤n Yi = ∑i≤n Ziy,
where Zi are i.i.d. standard Gaussians. We define Ωn := {Zi ≥ 1, i = 1...n}, a (very
unlikely) event on which we significantly underestimate the true data error. We get
that P(Ωn) := P(Z1 ≥ 1)n ≥ 1/10n. Moreover, by the definition of the discrepancy
principle
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1
n
χΩn = δ
est
n
2χΩn ≥ ‖(KRαn − Id)Y¯n‖2χΩn = |Z¯n|2‖(KRαn − Id)y‖2χΩn
≥ ‖(KRαn − Id)y‖2χΩn
= ∑
l:σ2l <αn
(y,ul)2χΩn = ∑
l:(1/100)i<αn
(y,ul)2χΩn
= ∑
l> log(αn)log(1/100)
(y,ul)2χΩn ≥
log(1/100)
log(αn)
χΩn
=⇒ αnχΩn <
1
100n
.
It follows that
E‖RαnY¯n−K+yˆ‖2 = E‖RαnY¯n‖2 ≥ E‖RαnY¯nχΩn‖2
= Z¯2nE‖Rαn yχΩn‖2 ≥ E‖R1/100nyχΩn‖2
≥ ∑
l:σ2i ≥1/100n
σ−2l (y,ul)
2P(Ωn)≥ 110n ∑l≤n
σ−2l (y,ul)
2
≥ 1
10n
100n(y,un)2 =
10n
n(n−1) → ∞.
That is the probability of the events Ωn is not small enough to compensate the huge
error we have on these events, so in the end E‖RαnY¯n−K+yˆ‖2→ ∞ for n→ ∞.
3.2 Convergence in probability of the discrepancy principle
In this section we show, that the discrepancy principle yields convergence in proba-
bility and that this convergence is asymptotically optimal in some sense. The proofs
of the Theorems 3 and 4 and of Corollary 3 can be found in the next section. For con-
vergence in probability it does not matter how large the error is on sets with dimin-
ishing probability. We again consider regularisations induced by a filter, compared to
Assumptions 1 we need an additional monotinicity property.
Assumption 2 Assume that (Fα)α>0 fullfills Assumption 1 and that additionally it is
monotone, i.e. Fα(λ )≥ Fβ (λ ) for all 0 < λ ≤ ‖K‖2 and α ≤ β .
Still, the additional assumption is compatible with the prominent regularisation meth-
ods.
Remark 4 The generating filter of the following regulariation methods fullfill the As-
sumption 2:
1. Tikhonov regularisation,
2. generalised Tikhonov regularisation,
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3. truncated singular value regularisation,
4. Landweber iteration.
Theorem 3 Assume that K is a compact and injective operator between separable
Hilbert spaces X and Y and that Y1,Y2, ... are i.i.d. Y −valued random variables
with EY1 = yˆ ∈D(K+) and 0 <E‖Y1− yˆ‖2 <∞. Let Rα be induced by a filter fullfill-
ing Assumption 2.. Applying Algorithm 1 with or without the emergency stop yields a
sequence (αn)n. Then we have that for all ε > 0
P
(‖RαnY¯n−K+yˆ‖ ≤ ε) n→∞−→ 1,
i.e. RαnY¯n
P−→ K+yˆ.
Remark 5 If one tried to argue as in Remark 1 to show L2 convergence one would
have to determine the regularisation parameter not as given by equation (1), but such
that E‖(KRα− Id)Y¯n‖2 ≈ δ estn , which is not practicable since we cannot calculate the
expectation on the left hand side.
The popularity of the discrepancy principles is a result of the fact that it guarantees
optimal convergence rates, if the true solution fullfills some abstract smoothness con-
ditions. More precisely, the general classic result is the following: Assuming that the
true solution fullfills ‖yˆ‖Xν ≤ ρ , then there is a constant C > 0 such that
sup
yδ :‖yδ−yˆ‖≤δ
‖Rα(yδ ,δ )yδ −K+yˆ‖ ≤Cρ
1
ν+1 δ
ν
ν+1 . (2)
The next theorem shows the analogous result for the natural approach: A similiar
bound to (2) holds with increasing probability, where δ
ν
ν+1 is replaced with the max-
imum of δ estn
ν
ν+1 and δ truen
ν
ν+1 (δ truen /δ estn )
1
ν+1 . That is, with a probability tending to
1, if δ truen ≤ δ estn the determinstic bound (2) holds with δ replaced by δ estn . This is
consistent, it is no problem to overestimate the true data error. On the other hand, if
one underestimates the data error, that is if δ truen > δ estn , the optimal bound (2) holds
only modulo a fine (δ truen /δ estn )
1
ν+1 ≈ Z 1ν+1 for a Gaussian Z. Note that the bound is
optimal if δ estn = δ truen , which gives a reason to estimate the sample variance. Note
that in the deterministic setting, determining the regularisation parameter with some
δ ′ < δ would yield non convergence in general.
Theorem 4 (Discrepancy principle) Assume that K is a compact and injective op-
erator between separable Hilbert spaces X and Y . Moreover, Y1,Y2, ... are i.i.d.
Y −valued random variables with EY1 = yˆ ∈ D(K+) and 0 < E‖Y1− yˆ‖2 < ∞. Let
Rα be induced by a filter fullfilling Assumption 2. Moreover, assume that there is
a 0 < ν ≤ ν0− 1 and a ρ > 0 such that K+yˆ = (K∗K)ν/2w for some w ∈X with
‖w‖ ≤ ρ . Applying Algorithm 1 with or without the emergency stop yields a sequence
(αn)n. Then there is a constant L, such that
P
(
‖RαnY¯n−K+yˆ‖ ≤ Lρ
1
ν+1 max
{
δ estn
ν
ν+1 ,δ truen
ν
ν+1
(
δ truen /δ
est
n
) 1
ν+1
})
n→∞−→ 1.
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While we see here the similiarities to the classic deterministic case, one may wish to
have a deterministic bound on ‖RαnY¯n−K+yˆ‖ (for n large). Because of the central
limit theorem, we expect that the error behaves like 1/
√
n. Indeed, we will see this
rate asymptotically.
Corollary 2 Under the assumptions of Theorem 4, for all ε > 0 it holds that
P
(
‖RαnY¯n−K+yˆ‖ ≤ ρ
1
ν+1
(
1√
n
) ν
ν+1−ε
)
n→∞−→ 1.
Proof (Corollary 2) This follows from
lim
n→∞P
(
δ truen ≤ nε
′
δ estn ≤ n−
1
2+ε
)
= 1
for ε > ε ′ > 0. uunionsq
The ad hoc emergency stop αn > 1/n, additionally assures, that the L2 error will
not explode (unlike in the counter example of the previous subsection). Under the
assumption that E‖Y1− yˆ‖4 < ∞, one can guarantee, that the L2 error will converge.
Corollary 3 Under the assumptions of Theorem 3, consider the sequence αn deter-
mined by Algorithm 1 with emergency stop. Then there is a constant C such that
E‖RαnY¯n−K+yˆ‖2 ≤ C for all n ∈ N. If additionally E‖Y1− yˆ‖4 < ∞, then it holds
that E‖Rα(δ estn )Y¯n−K+yˆ‖2→ 0 for n→ ∞.
The speed of the convergence is usually not optimal and will depend on how fast
P(Ωn,c) converges to 1.
3.3 Almost sure convergence
The results so far delievered either convergence in probability or convergence in L2.
We give a short remark how one can obtain almost sure convergence. Roughly speak-
ing, one has to multiply a
√
log logn term to δ estn . This is a simple consequence of the
following theorem
Theorem 5 (Law of the iterated logarithm) Assume that Y1,Y2, ... is an i.i.d se-
quence with values in some seperable Hilbert spaceY . Moreover, assume that EY1 =
0 and E‖Y1‖2 < ∞. Then we have that
P
(
limsup
n→∞
‖∑i≤n Yi‖√
2E‖Y1‖2n log logn
≤ 1
)
= 1.
Proof This is a simple consequence of Corollary 8.8 in [27].
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So if EY1 = yˆ ∈ Y we have for δ truen = ‖Y¯n− yˆ‖
P
(
limsup
n→∞
√
nδ truen√
2E‖Y1− yˆ‖2 log logn
≤ 1
)
= 1,
that is, with probability 1 it holds that δ truen ≤
√
2E‖Y1−yˆ‖2 log logn
n for n large enough.
Consequently, for some τ > 1 the estimator should be
δ estn := τsn
√
2loglogn
n
,
where sn is the square root of the sample variance. Since P(limn→∞ s2n = E‖Y1 −
yˆ‖2)= 1 and τ > 1 it holds that√E‖Y1− yˆ‖≤ τsn for n large enough with probability
1 and thus δ truen ≤ δ estn for n large enough with probability 1. In other words, there
is an event Ω0 ⊂ Ω with P(Ω0) = 1 such that for any ω ∈ Ω0 there is a N(ω) ∈ N
with δ truen (ω) ≤ δ estn (ω) for all n ≥ N(ω). So we can use Y¯n and δ estn together with
any deterministic regularisation method to get almost sure convergence.
4 Proofs of theorem 3 and 4
The central problem is, that
√
nδ estn converges almost surely to a constant (either
1 or
√
E‖Y1− yˆ‖2), while
√
nδ truen converges in distribution to a Gaussian random
variable (wich has the same covariance structure as Y1). That is one will inherently
for arbitrarily large n from time to time underestimate the data error (related to this,
see ([12],[37], where the estimator is chosen such that the error is overestimated).
In the following we will focus on the case, where αn is determined by Algorithm 1
without the emergency stop. The emergency stop will be treated in the subsection
4.1. We have to check that the inevitable underestimating of δ truen does not yield a
too small regularisation parameter. In the classic proof one uses some bound f given
by the true data ‖(KRα − Id)yˆ‖ ≤ f (α) to control the size of α . Following these
arguments we get
‖(KRαn − Id)Y¯n‖ ≤ ‖(KRαn − Id)(Y¯n− yˆ)‖+‖(KRαn − Id)yˆ‖
⇒ δ estn −‖(KRαn − Id)(Y¯n− yˆ)‖ ≤ f (αn).
by the definition of the discrepancy principle. The classical worst case error bound
(which is for example (KRα − Id)‖ ≤ 1 for the Tikhonov regularisation) would give
f (α)≥ δ estn −δ truen , that is no control of αn if δ truen > δ estn . But in our setting, although
the noise is random, it is not coming from arbitrarily bad directions - it stabilises
via the central limit theorem (This can be compared to deterministic convergence
results of heuristic parameter choice rules, see for example [25]). Roghly speaking,√
n(Y¯n− yˆ)≈ Z for a Gaussian variable Z and therefore√n‖(KRαn − Id)(Y¯n− yˆ)‖ ≈
‖(KRαn − Id)Z‖ n→∞−→ 0, since αn→ 0. Thus for large n we have that
‖(KRαn − Id)(Y¯n− yˆ)‖ ≈
√
n‖(KRαn − Id)Z‖ ≤ c
√
n∼ cδ estn (3)
Regularising linear inverse problems without knowing the noise distribution 13
for any constant c > 0. To make this rigorous, we have to carefully decouple the
envolved two limites. This can be done by a montonicity assumption on the filter,
which is fullfilled by all the standard filters which are used in practice. To prove
convergence we introduce events Ωn,c on which the equation (3) hold. For 0 < c < 1
we define
Ωn,c :={‖(KR1− Id)Y¯n‖> δ estn }∩{‖(KRαn − Id)(Y¯n− yˆ)‖ ≤ cδ estn }
∩{‖(KRαn/q− Id)(Y¯n− yˆ)‖ ≤ cδ estn }∩{ limk→∞αk = 0}.
Here we need ‖(KR1− Id)Y¯n‖> δ estn to guarantee, that Algorithm 1 terminates with a
k > 0, which implies that ‖(KRαn/q− Id)Y¯n‖> δ estn . We first have to treat the special
case where K+yˆ = Rα yˆ for α small enough and then we show that P(Ωn,c)→ 1 for
n→ ∞ otherwise. First note, that the monotonicity implies that
‖(KRα − Id)y‖2 =∑
l
(
Fα(σ2l )σ
2
l −1
)2
(y,ul)2 (4)
≤∑
l
(
Fβ (σ2l )σ
2
l −1
)2
(y,ul)2 = ‖(KRβ − Id)y‖2 (5)
for all α ≤ β and y ∈ Y , since
1
σ2l
≥ Fα(σ2l )≥ Fβ (σ2l ) (6)
⇐⇒|1−Fα(σ2l )σ2l |= 1−Fα(σ2l )σ2l ≤ 1−Fβ (σ2l )σ2l = |1−Fβ (σ2l )σ2l |. (7)
Moreover, from (6) it follows that if there is a a0 > 0 with Ra0 yˆ = K
+yˆ then it will
hold that infact Rα yˆ = K+yˆ for all α ≤ a0, since
Ra0 yˆ = K
+yˆ⇐⇒‖Ra0 yˆ−K+yˆ‖= 0
⇐⇒∑
l
(
Fa0(σ
2
l )σl−
1
σl
)2
(yˆ,ul)2 = 0
⇐⇒ Fa0(σ2l ) =
1
σ2l
for all l with (yˆ,ul) 6= 0.
Thus the following Lemmas 1 and 2 cover all possible cases. We begin with the
special case, where the problem is infact well-posed. Here one may see already the
key ideas of the proof of the main Lemma 2.
Lemma 1 Assume that it holds that there is an a0 such that Rα yˆ=K+yˆ for all α ≤ a0
(this may happen if yˆ has a finite expression in terms of the {ul}l∈N and if Rα is the
truncated singular value regularisation). Then, for any sequence (xn)n converging
monotonically to 0, it holds that
P(‖RαnY¯n−K+yˆ‖ ≤ δ truen /xn)−→ 1,
in particular, RαnY¯n
P−→ K+yˆ.
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Proof We need to control (αn)n, so the first step is to show that P(αn ≥ qxn)→ 1,
where q is defined in Algorithm 1.
For xn ≤ a0 it holds that (KRxn − Id)yˆ = 0. So, for n large enough and m≤ n
P(‖(KRxn − Id)Y¯n‖> δ estn ) = P(‖(KRxn − Id)(Y¯n− yˆ)‖> δ estn ) (8)
= P
(∥∥∥∥(KRxn − Id)∑i≤n(Yi− yˆ)√n
∥∥∥∥>√nδ estn ) (9)
≤ P
(∥∥∥∥(KRxm − Id)∑i≤n(Yi− yˆ)√n
∥∥∥∥>√nδ estn ) (10)
because of equation (4) and (5). Using the central limit theorem gives ∑i≤n(Yi −
yˆ)
√
n w−→ Z for n→∞ for a Gaussian Z. Since KRxm− Id :Y →Y and ‖.‖ :Y →R
are continuous it follows that ‖(KRxm − Id)∑i≤n(Yi− yˆ)/
√
n‖ w−→ ‖(KRxm − Id)Z‖
for n→∞ by the continuous mapping theorem ([26], Theorem 13.25). By the (weak)
law of large numbers,
√
nδ estn
P−→ γ for n→ ∞, where γ is either 1 or
√
E‖Y1− yˆ‖2.
Slutsky’s theorem ([26], Theorem 13.18) implies that
∥∥∥∥(KRxm − Id)∑i≤n(Yi− yˆ)√n
∥∥∥∥−√nδ estn w−→ ‖(KRxm − Id)Z‖− γ for n→ ∞.
Finally, by Portemanteau’s lemma ([26], Lemma 13.1)
limsup
n→∞
P
(∥∥∥∥(KRxm − Id)∑i≤n(Yi− yˆ)√n
∥∥∥∥>√nδ estn )
≤ limsup
n→∞
P
(∥∥∥∥(KRxm − Id)∑i≤n(Yi− yˆ)√n
∥∥∥∥−√nδ estn ≥ 0)
≤P(‖(KRxm − Id)Z‖− γ ≥ 0) = P(‖(KRxm − Id)Z‖ ≥ γ)
for all m ∈ N. By pointwise convergence we have that
(KRxm − Id)Z m→∞−→ 0 a.s.,
so in particular, for all ε > 0,
lim
m→∞P
(‖(KRαxm − Id)Z‖ ≥ ε)= 0.
Thus finally
limsup
n→∞
P(‖(KRxn − Id)Y¯n‖> δ estn )≤ P(‖(KRxm − Id)Z‖ ≥ γ), ∀ m ∈ N (11)
m→∞−→ 0. (12)
Now we set
Ωn := ‖αn ≥ qxn,δ estn ≤ δ truen /xn}.
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Since limn→∞ xn = 0, clearly limn→∞P(δ estn ≤ δ truen /xn) = 1 and xn ≤ min(1,a0) for
n large enough. Thus assuming αn < qxn implies that αn/q does not fullfill the dis-
crepancy principle and therefore
δ estn < ‖(KRαn/q− Id)Y¯n‖ ≤ ‖(KRxn − Id)Y¯n‖= ‖(KRxn − Id)(Y¯n− yˆ)‖.
So equation (11) and (12) yield (for n large enough)
P(αn/q≥ xn) = 1−P(αn/q < xn)≥ 1−P(‖(KRxn − Id)Y¯n‖> δ estn )→ 1
for n→ ∞ and hence P(Ωn)→ 1 for n→ ∞. Moreover,
Rα yˆ = K+yˆ⇐⇒ ∑
l∈N
(
Fα(σl)2σl−1/σl
)2
(yˆ,ul)2 = 0
Because the above holds by assumption for all α ≤ a0, the boundedness of Fα implies
that there is a L ∈ N, such that (yˆ,ul) = 0 for all l ≥ L. So
‖Rαn yˆ−K+yˆ‖=
√
∑
l≤L
(Fαn(σl)2σl−1/σl)2 (yˆ,ul)2
≤
√
1/σL∑
l≤L
(
Fα(σl)2σ2l −1
)2
(yˆ,ul)2
= 1/
√
σL‖KRαn yˆ− yˆ‖
≤ 1/√σL (‖(KRαn − Id)Y¯n‖+‖(KRαn − Id)(Y¯n− yˆ)‖)
≤ 1/√σL
(
δ estn +Cδ
true
n
)
.
We deduce that
‖RαnY¯n−K+yˆ‖χΩn ≤ ‖Rαn(Y¯n− yˆ)‖χΩn +‖Rαn yˆ−K+yˆ‖
≤ ‖Rαn‖‖Y¯n− yˆ‖χΩn +(δ estn +Cδ truen )/
√
σLχΩn
≤
√
CRCF/αnδ truen χΩn +(1/xn+C)δ
true
n /
√
σL
≤
(√
CRCF/qxn+(1/xn+C)/
√
σL
)
δ truen ≤ δ truen /x′n.
for some monotonically to 0 converging sequence (x′n)n∈N. After redefining xn := x′n,
lim
n→∞P
(‖RαnY¯n−K+yˆ‖ ≤ δ truen /xn)≥ limn→∞P(χΩn) = 1.
uunionsq
Now we can formulate the central lemma.
Lemma 2 Assume that we have that Rα yˆ 6= K+yˆ for all α > 0. Then it holds that
P(Ωn,c)
n→∞−→ 1 for all 0 < c < 1.
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Proof As in the special case, we need a deterministic bound for αn (with high prob-
ability) to separate the two limites. By the strong law of large numbers we have that
P(limn→∞ Y¯n = yˆ) = 1. In particular, for all k ∈ N we have that
P
(
(Y¯n,u1)2 ≥ 12 (yˆ,u1)
2, ...,(Y¯n,uk)2 ≥ 12 (yˆ,uk)
2
)
n→∞−→ 1. (13)
So we define
Nk := min
{
n ∈ N : P
(
(Y¯n,u1)2 ≥ 12 (yˆ,u1)
2, ...,(Y¯n,uk)2 ≥ 12 (yˆ,uk)
2
)
≥ 1−1/k
}
.
By equation (13) Nk is well defined with 1= N1 ≤ N2 ≤ N3 ≤ .... For all n ∈N we set
Kn := sup{k ∈ N : Nk ≤ n} n→∞−→ ∞.
Thus we have that 1≤ K1 ≤ K2 ≤ ... (note that Kn = ∞ is possible). It holds that
P
(
(Y¯n,u1)2 ≥ 12 (yˆ,u1)
2, ...,(Y¯n,uKn)
2 ≥ 1
2
(yˆ,uKn)
2
)
≥ 1−1/Kn n→∞−→ 1.
Moreover, again by the strong law of large numbers, we have that
P
(√
nδ estn ≤ 2γ
)→ 1,
Where γ is either 1 or
√
E‖Y1− yˆ‖2, depending on if we use the estimated sample
variance or not.
Ω 1n,c :=
{√
nδ estn ≤ 2γ,(Y¯n,u1)2 ≥
1
2
(yˆ,u1)2, ...,(Y¯n,uKn)
2 ≥ 1
2
(yˆ,uKn)
2
}
.
also fullfills limn→∞P
(
Ω 1n,c
)
= 1. Then,
4γ2
n
χΩ1n,c ≥ δ estn
2χΩ1n,c ≥ ‖(KRαn − Id)Y¯n‖2χΩ1n,c (14)
=∑
l≥1
(
Fαn(σ
2
l )σ
2
l −1
)2
(Y¯n,ul)2χΩ1n,c (15)
≥ ∑
l≤Kn
(
Fαn(σ
2
l )σ
2
l −1
)2
(Y¯n,ul)2χΩ1n,c (16)
≥ 1
2 ∑l≤Kn
(
Fαn(σ
2
l )σ
2
l −1
)2
(yˆ,ul)2χΩ1n,c (17)
We define
g(n) := sup
{
α > 0 : ∑
l≤Kn
(
Fα(σ2l )σ
2
l −1
)2
(yˆ,ul)2 ≤ 4γ2/n
}
The assumption Rα yˆ 6=K+yˆ implies that there are arbitrarily large l ∈Nwith (yˆ,ul) 6=
0. Because Fα is bounded and 4γ2/n→ 0 for n→ ∞, this gives that g(n)↘ 0 for
n→ ∞. Moreover, by equations (14) to (17)
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P(αn ≤ g(n))≥ P(Ω 1n,c)→ 1. (18)
So we see, that for n large enough
P(‖(KRa0 − Id)Y¯n‖> δ estn , limk→∞αk = 0)≥ P(Ω
1
n,c), (19)
since then αnχΩ1n,c ≤ g(n)< a0. We define
1. Ω 2n,c := {ω : ‖(KRαn − Id)(Y¯n− yˆ)‖ ≤ cδ estn },
2. Ω 3n,c := {ω : ‖(KRαn/q− Id)(Y¯n− yˆ)‖ ≤ cδ estn }.
Now we follow the ideas of the proof of Lemma 1(equation (8) to (12)). For m≤ n
P
(‖(KRg(n)− Id)(Y¯n− yˆ)‖> cδ estn ) (20)
≤P
(
‖(KRg(m)− Id)∑i≤n
(Yi− yˆ)√
n
‖ ≥ c√nδ estn
)
(21)
n→∞−→P(‖(KRg(m)− Id)Z‖ ≥ cγ) m→∞−→ 1. (22)
We conclude that
P
(
Ω 2n,c
)
= P
(‖(KRαn − Id)(Y¯n− yˆ)‖ ≤ cδ estn ) (23)
≥ P(‖(KRαn − Id)(Y¯n− yˆ)‖ ≤ cδ estn ,αn ≤ g(n)) (24)
≥ P(‖(KRg(n)− Id)(Y¯n− yˆ)‖ ≤ cδ estn ,αn ≤ g(n)) (25)
= 1−P({‖(KRg(n)− Id)(Y¯n− yˆ)‖> cδ estn }∪{αn > g(n)}) (26)
≥ 1−P(‖(KRg(n)− Id)(Y¯n− yˆ)‖> cδ estn )−P(αn > g(n)) (27)
n→∞−→ 1, (28)
where we used the monotonicity of P in line(24), the monotinicity of Fα in line (25),
the subadditivity of P in line (27) and equation (18) and (20) to (22) in line (28). The
same argumentation shows that limn→∞P(Ω 3n,c) = 1 too. From the inequality (19) it
follows that for n large enough
P(Ωn,c)≥ P(Ω 1n,c∩Ω 2n,c∩Ω 3n,c).
The proof is concluded by (for n large enough)
P(Ωn,cC)≤ P
((
Ω 1n,c∩Ω 2n,c∩Ω 3n,c
)C)
= P
(
Ω 1n,c
C ∪Ω 2n,c
C ∪Ω 3n,c
C
)
≤ P
(
Ω 1n,c
C
)
+P
(
Ω 2n,c
C
)
+P
(
Ω 3n,c
C
)
n→∞−→ 0.
uunionsq
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Now we come to the proofs of the main theorems. We first give some well known
properties of regularisations defined by filters which fullfill Assumption 1 or 2. We
omit the proofs here.
Proposition 1 Assume that (Rα)α>0 is induced by a regularising filter fullfilling
|Fα(λ )| ≤CF/α for all 0 < λ ≤ ‖K‖2. Then
‖Rα‖ ≤
√
CRCF/
√
α
Proposition 2 Assume that (Rα)α>0 is induced by a regularising filter of qualifica-
tion ν0 > 0 and assume that K+yˆ = xˆ ∈Xν with ‖xˆ‖ν ≤ ρ for ν ≤ ν0. Then
‖Rα yˆ−K+yˆ‖ ≤Cνραν/2
‖Rα yˆ−K+yˆ‖ ≤ ‖KRα yˆ−KK+yˆ‖ νν+1 C 1ν+1 ρ 1ν+1
If ν0 > 1, then for all ν ≤ ν0−1
‖KRα yˆ−KK+yˆ‖ ≤Cν+1ρα ν+12 .
Proof (Theorem 3) By Lemma 1, it suffices to consider the case where Rα yˆ 6= K+yˆ
for all α > 0. Then, by Lemma 2, limn→∞P(Ωn,c) = 1. So
P
(‖RαnY¯n−K+yˆ‖ ≤ ε)≥P(‖RαnY¯n−K+yˆ‖ ≤ ε,Ωn,c)
≥P(‖Rαn(Y¯n− yˆ)‖+‖Rαn yˆ−K+yˆ‖ ≤ ε,Ωn,c)
≥P
(
‖Rαn‖
√
n
∥∥∥∥∑i≤n Yi− yˆ√n
∥∥∥∥+‖Rαn yˆ−K+yˆ‖ ≤ ε,Ωn,c) .
From limn→∞αnχΩn,c = 0 for n→ ∞ it follows that
‖Rαn yˆ−K+yˆ‖χΩn,c → 0 (29)
Since
∥∥∥∑i≤n Yi−yˆ√n ∥∥∥ w−→ ‖Z‖ for n→ ∞, with a Gaussian Z, it suffices to show
that ‖Rαn‖
√
nχΩn,c → 0 for n→ ∞, because of Slutsky’s theorem ([26], Theorem
13.18). Since P(
√
nδ estn = γ) = 1 with γ = 1 or γ =
√
E‖Y1− yˆ‖2, it suffices infact to
show ‖Rαn‖δ estn χΩn,c → 0. By definition of Ωn,c we have that αnχΩn,c < 1 for n large
enough and therefore
δ estn χΩn,c < ‖(KRαn/q− Id)Y¯n‖χΩn,c
≤ ‖(KRαn/q− Id)(Y¯n− yˆ)‖χΩn,c +‖(KRαn/q− Id)yˆ‖χΩn,c
≤ cδ estn χΩn,c +‖(KRαn/q− Id)yˆ‖χΩn,c ,
=⇒ δ estn χΩn,c <
1
1− c‖(KRαn/q− Id)yˆ‖χΩn,c .
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So by Proposition 1,
‖Rαn‖2δ estn 2χΩn,c ≤
CRCF
αn
1
(1− c)2 ‖(KRαn/q− Id)yˆ‖
2χΩn,c
=
CRCF
αn(1− c)2∑l
(
Fαn/q(σ
2
l )σ
2
l −1
)2
(yˆ,ul)2χΩn,c
=
CRCF
αn(1− c)2∑l
(
Fαn/q(σ
2
l )σ
2
l −1
)2
(Kxˆ,ul)2χΩn,c
=
CRCF
q(1− c)2∑l
(
Fαn/q(σ
2
l )σ
2
l −1
)2 σ2l
αn/q
(xˆ,vl)2χΩn,c
=
CRCF
q(1− c)2∑l
(
Fαn/q(σ
2
l )σ
2
l −1
)2 σ2l
αn/q
(xˆ,vl)2χΩn,c
Note that the qualification ν0 of (Fα)α is greater than 1. That is, there exist constants
C1,Cν , such that
sup
1≥α>0
sup
σl<‖K‖
(
Fα(σ2l )σ
2
l −1
)2σ2l /α = sup
1≥α>0
sup
σl<‖K‖
(
σl |Fα(σ2l )σ2l −1|
)2
1/α
≤ sup
1≥α>0
(
C1α
1
2
)2
/α ≤C21 .
and
(
Fα(σ2l )σ
2
l −1
)2σ2l /α = (σν0l |Fα(σ2l )σ2l −1|)2σ2−2ν0l /α
≤
(
Cν0α
ν0
2
)2
σ2−2ν0l /α ≤C2ν0αν0−1σ
2−2ν0
l .
Let ε > 0 be arbitrary. There is an N ∈ N such that ∑l>N(xˆ,vl)2 < ε/2C21 , so for
αn/q = α small enough (that is n large enough)
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∑
l
(
Fαn/q(σ
2
l )σ
2
l −1
)2 σ2l
αn/q
(xˆ,vl)2χΩn,c
= ∑
l≤N
(
Fαn/q(σ
2
l )σ
2
l −1
)2 σ2l
αn/q
(xˆ,vl)2χΩn,c
+∑
l>N
(
Fαn/q(σ
2
l )σ
2
l −1
)2 σ2l
αn/q
(xˆ,vl)2χΩn,c
≤ ∑
l≤N
(
Fαn/q(σ
2
l )σ
2
l −1
)2 σ2l
αn/q
(xˆ,vl)2χΩn,c +C
2
1 ∑
l>N
(xˆ,vl)2
≤ ∑
l≤N
C2ν0σ
2−2ν0
l (αn/q)
ν0−1(xˆ,vl)2χΩn,c + ε/2
≤C2ν0σ
2−2ν0
N (αn/q)
ν0−1χΩn,c + ε/2≤ ε for n large enough.
Thus limn→∞‖Rαn‖δ estn χΩn,c = 0 also. Together with (29) it follows that
lim
n→∞P
(‖RαnY¯n−K+yˆ‖ ≤ ε)
≥ lim
n→∞P
(
‖Rαn‖
√
n
∥∥∥∥∑i≤n Yi− yˆ√n
∥∥∥∥+‖Rαn yˆ−K+yˆ‖ ≤ ε,Ωn,c)
= lim
n→∞P(Ωn,c) = 1.
uunionsq
Proof (Theorem 4) We split
‖RαnY¯n−K+yˆ‖ ≤ ‖Rαn yˆ−K+yˆ‖+‖RαnY¯n−Rαn yˆ‖.
Because K is injective it holds that KK+yˆ = yˆ, so by Proposition 2
‖Rαn yˆ−K+yˆ‖ ≤ ‖KRα yˆ−KK+yˆ‖
ν
ν+1 C
1
ν+1 ρ
1
ν+1 = ‖KRα yˆ− yˆ‖ νν+1 C 1ν+1 ρ 1ν+1
≤ (‖(KRαn − Id)Y¯n‖+‖(KRαn − Id)(yˆ− Y¯n)‖)
ν
ν+1 C
1
ν+1 ρ
1
ν+1
≤ (δ estn +‖(KRαn − Id)(yˆ− Y¯n)‖) νν+1 C 1ν+1 ρ 1ν+1
Therefore by definition of Ωn,c we get
‖K+yˆ−Rαn yˆ‖χΩn,c ≤ (1+ c)
ν
ν+1 C
1
ν+1 ρ
1
ν+1 δ estn
ν
ν+1 .
Now we treat the second term. Proposition 1 yields
‖RαnY¯n−Rαn yˆ‖ ≤ ‖Rαn‖‖Y¯n− yˆ‖ ≤
√
CRCF
δ truen√
αn
.
By Proposition 2 we have that for αn < 1
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δ estn ≤ ‖(KRαn/q− Id)Y¯n‖
≤ ‖(KRαn/q− Id)yˆ‖+‖(K(Rαn/q− Id)(Y¯n− yˆ)‖
≤Cν+1 (αn/q)(ν+1)/2ρ+‖(K(Rαn/q− Id)(Y¯n− yˆ)‖.
By the definition of Ωn,c,
δ estn Ωn,c ≤
Cν+1
q
ν+1
2
α(ν+1)/2n ρ+ cδ estn .
It follows that
√
αnχΩn,c ≥ q
(
1− c
Cν+1ρ
δ estn
) 1
ν+1
χΩn,c . (30)
Putting it all together
‖RαnY¯n−K+yˆ‖χΩn,c
≤ ‖Rαn yˆ−K+yˆ‖χΩn,c +‖RαnY¯n−Rαn yˆ‖χΩn,c
≤ (1+ c) νν+1 C 1ν+1 ρ 1ν+1 δ estn
ν
ν+1 +
√
CRCF
δ truen√
αn
χΩn,c
≤ (1+ c) ν+1ν C 1ν+1 ρ 1ν+1 δ estn
ν
ν+1 +
√
CRCF
δ truen
q
(
Cν+1ρ
(1− c)δ estn
) 1
ν+1
χΩn,c
≤
(
(1+ c)
ν
ν+1 C
1
ν+1 +
√
CRCF
q
(
Cν+1
1− c
) 1
ν+1
)
∗ρ 1ν+1 max
{
δ estn
ν
ν+1 ,δ truen
ν
ν+1
(
δ truen /δ
est
n
) 1
ν+1
}
.
uunionsq
4.1 Proofs for the emergency stop case
Again, denote by αn the output of Algorithm 1 without the emergency stop. For the
emergency stop we have to consider the behaviour of ‖Rmax{αn,1/n}Y¯n−K+yˆ‖.
4.1.1 Proof of Lemma 1
Assume that there is a a0 > 0 with Rα yˆ=K+yˆ for all α ≤ a0. In the proof of Lemma 1
we showed that P(αn ≥ xn)→ 1 for n→ ∞ for arbitrary sequences (xn)n converging
to 0. Since 1/n→ 0 for n→∞, it follows that P(max{αn,1/n}= αn)→ 1 for n→∞,
thus the emergency stop does not trigger with probability converging to 1.
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4.1.2 Proof of Theorem 3
In the proof of Theorem 3 we have shown that
‖Rαn yˆ−K+yˆ‖Ωn,c→ 1
for n→∞. Since 1/n→ 0 and P(Ωn,c)→ 1 for n→∞ (where Ωn,c is defined via the
sequence αn (without emergency stop)), we deduce
P
(‖Rmax{αn,1/n}yˆ−K+yˆ‖ ≤ ε)→ 1
for any ε > 0. Moreover, we have shown that
δ estn /
√
αnχΩn,c → 0
for n→ ∞. Since δ truen /δ estn converges weakly to a Gaussian, it follows that
P
(
δ truen /
√
αn ≤ ε
)→ 1
for n→ ∞. The proof is finished by decomposing
‖Rmax{αn,1/n}Y¯n−K+yˆ‖ ≤ ‖Rmax{αn,1/n}(Y¯n− yˆ)‖+‖Rmax{αn,1/n}yˆ−K+yˆ‖
≤ δ
true
n√
max{αn,1/n}
+‖Rmax{αn,1/n}yˆ−K+yˆ‖
≤ δ
true
n√
αn
+‖Rmax{αn,1/n}yˆ−K+yˆ‖.
4.1.3 Proof of Theorem 4
From equation 30 and since
√
nδ estn converges almost surely to a positive constant, it
follows that
P
(√
αn ≥ c′n−
1
2(ν+1)
)
→ 1
for n→ ∞ for some positive constant c′. Thus because of ν > 1 we again deduce
P(max{αn,1/n}= αn)→ 1
for n→ ∞.
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4.2 Proof of Corollary 3
Proof (Corollary 3) Denote by αn the output of the discrepancy principle with emer-
gency stop. First it holds that
E‖RαnY¯n−K+yˆ‖2 ≤ 2
(
E‖RαnY¯n−Rαn yˆ‖2+E‖Rαn yˆ−K+yˆ‖2
)
≤ 2
(
E‖Rαn‖2δ truen 2+‖R1yˆ−K+yˆ‖2
)
≤ 2
(
CE
δ truen
2
αn
+‖R1yˆ−K+yˆ‖2
)
≤ 2
(
nCEδ truen
2
+‖R1yˆ−K+yˆ‖2
)
= 2
(
E‖Y1− yˆ‖2+‖R1yˆ−K+yˆ‖2
)≤C′,
where C′ does not depend on n and where we used αn ≤ 1 and the monotonicity
property of the regularising filter for the second inequality and αn > 1/n for the
fourth inequality. Now assume that E‖Y1‖4 < ∞. We will show that then E‖RαnY¯n−
K+yˆ‖2→ 0 for n→ ∞, where αn is determined by Algorithm 1 with emergency stop
αn > 1/n. First
E‖RαnY¯n−K+yˆ‖2 = E
[‖RαnY¯n−K+yˆ‖2χΩn,c]+E[‖RαnY¯n−K+yˆ‖2χΩCn,c]
and because of the Theorems 3 and 4, the first term converges to 0 for n→∞. For the
second term we apply Cauchy-Schwartz
E
[
‖RαnY¯n−K+yˆ‖2χΩCn,c
]
≤
√
E‖RαnY¯n−K+yˆ‖4Eχ2ΩCn,c
=
√
E‖RαnY¯n−K+yˆ‖4 P
(
ΩCn,c
)
and it remains to show that there is a constant A with E‖RαnY¯n−K+yˆ‖4 ≤ A for all n
large enough.
E‖RαnY¯n−K+yˆ‖4
≤E‖RαnY¯n−Rαn yˆ‖4+2E‖RαnY¯n−Rαn yˆ‖2‖Rαn yˆ−K+yˆ‖2+E‖Rαn yˆ−K+yˆ‖4
≤E‖Rαn‖4δ truen 4+2‖R1yˆ−K+yˆ‖2E‖Rαn‖2δ truen 2+‖R1yˆ−K+yˆ‖4
≤B
(
Eδ truen
4
/α2n +Eδ truen
2
/αn+1
)
for some constant B, where we used the monotonicity of the generating filter for the
second inequality. Finally,
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Eδ truen
4
/α2n ≤ n2Eδ truen 4 ≤ n2
(
1
n4 ∑i≤n
E‖Yi− yˆ‖4+ 3n4 ∑i 6= j
E‖Yi− yˆ‖2E‖Yj− yˆ‖2
)
≤ E‖Y1− yˆ‖
4
n
+3
(
E‖Y1− yˆ‖2
)2
and Eδ truen
2/αn ≤ nEδ truen 2 ≤ E‖Y1− yˆ‖2. uunionsq
5 Numerical demonstration
We conclude with some numerical results.
5.1 Differentiation of binary option prices
A natural example is given if the data is acquired by a Monte-Carlo simulation, here
we consider an example from mathematical finance. The buyer of a binary call option
receives after T days a payoff Q, if then a certain stock price ST is higher then the
strike value K. Otherwise he gets nothing. Thus the value V of the binary option
depends on the expected evolution of the stock price. We denote by r the riskfree
rate, for which we could have invested the buying price of the option until the expiry
rate T . If we already knew today for sure, that the stock price will hit the strike
(insider information), we would pay V = e−rT Q for the binary option (e−rT is called
discount factor). Otherwise, if we believed that the stock price will hit the strike
with probability p, we would pay V = e−rT Qp. In the Black Scholes model one
assumes, that the relative change of the stock price in a short time intervall is normally
distributed, that is
St+δ t −St ∼N (µδ t,σ2δ t).
Under this assumption one can show that (see [23])
ST = S0esT ,
where S0 is the initial stock price and s∼N
(
µ−σ2/2,σ2/T). Under this assump-
tions one has V = e−rT QΦ(d), with
Φ(x) :=
1√
2pi
∫ x
−∞
e−
ξ2
2 dξ , d =
log S0K +T
(
µ− σ22
)
σ
√
T
.
Ultimatively we are interested in the sensitivity of V with respect to the starting stock
price S0, that is ∂V (S0)/∂S0. We formulate this as the inverse problem of differenti-
ation. SetX = Y = L2([0,1] = and define
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Fig. 1 Estimated Risk of a binary option.
K :L2([0,1])→ L2([0,1])
f 7→ A f = g : x 7→
∫ x
0
f (y)dy.
Then our true data is yˆ = V = e−rT QΦ(d). To demonstrate our results we now ap-
proximate V : S0 7→ e−rT Qp(S0) through a Monte-Carlo approach. That is we gener-
ate independent gaussian random variables Z1,Z2, ... identically distributed to s and
set Yi := e−rT Qχ{S0eT Zi≥K}. Then we have EYi = e
−rT QP(S0eT Zi) = e−rT Qp(S0) =
V (S0) and E‖Yi‖2 ≤ e−rT Q < ∞. We replace L2([0,1]) with piecewise continuous
linear splines on a homogeneous grid with m = 50000 elements (we can calculate
Kg exactly for such a spline g). We use in total n = 10000 random variables for
each simulation. As parameters we chose r = 0.0001,T = 30,K = 0.5,Q = 1,µ =
0.01,σ = 0.1. It is easy to see that xˆ = K+yˆ ∈Xν for all ν > 0 using the transforma-
tion z(ξ ) = 0,5e
√
0,3ξ−0,15. Since the qualification of the Tikhonov regularisation is
2, Corollary 2 gives an error bound which is asymptotically proportional to (1/
√
n)
1
2 .
In Figure 1 we plot the L2 average of 100 simulations of the discrepancy principle
together with the (translated) optimal error bound. In this case the emergency stop
did not trigger once - this is plausible, since the true solution is very smooth, which
yields comparably higher values of the regularisation parameter and also, the error
distribution is Gaussian and the problem is only mildly ill-posed.
Let us stress that this is only an academic example to demonstrate the possibility of
using our new generic approach in the context of Monte Carlo simulations. Explicit
solution formulas for standard binary options are well-known, and for more com-
plex financial derivatives with discontinuous payoff profiles (such as autocallables or
Coco-bonds) one would rather resort to stably differentiable Monte Carlo methods
([2] or [15]) or use specific regularization methods for numerical differentiation [19].
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Fig. 2 Estimated L2 error for ’heat’
dp dp+es a priori
n = 103 1410 1.62 2.05
n = 104 196 1.21 1.86
n = 105 264 0.76 1.69
5.2 Inverse heat equation
We consider the toy problem ’heat’ from [20]. We chose the discretisation level m =
100 and set σ = 0.7. Under this choice, the last seven singular values (calculated
with the function ’csvd’) fall below the machine precision of 10−16. The discretised
large systems of linear equations are solved iteratively using the conjugate gradient
method (’pcg’ from MATLAB) with a tolerance of 10−8. As a regularisation method
we chose Tikhonov regularisation and we compared the a priori choice αn = 1/
√
n,
the discrepancy principle (dp) and the discrepancy principle with emergency stop
(dp+es), as implemented in Algorithm 1 with q= 0.7 and estimated sample variance.
The unbiased i.i.d measurements fullfill
√
E‖Yi− yˆ‖2 ≈ 1.16 and E‖Yi−EYi‖k = ∞
for k ≥ 3. Concretely, we chose Yi := yˆ+Ei with Ei :=Ui ∗Zi ∗ v, where the Ui are
independent and uniformly on [−1/2,1/2] distributed, the Zi are independent Pareto
distributed (MATLAB function ’gprnd’ with parameters 1/3, 1/2 and 3/2), and v is a
uniform permutation of 1,1/2
3
4 , ...,1/m
3
4 . Thus we chose a rather ill-posed problem
together with a heavy-tailed error distribution. We considered three different sample
sizes n = 103,104,105 with 200 simulations for each one. The results are presented
as boxplots in Figure 3. It is visible, that the results are much more concentrated for
a priori regularisation and discrepancy prinicple with emergency stop, indicating the
L2 convergence (strictly speaking we do not know if the discrepancy principle with
emergency stop converges in L2, since the additional assumption of Corollary 3 is
violated here). Moreover the statistics of the discrepancy principle with and without
emergency stop become more similiar with increasing sample size - with the crucial
difference, that the outliers (this are the red crosses above the blue box, thus the
cases where the mehod performed badly) are only present in case of the discrepancy
principle without emergency stop, causing non-convergence in L2, see Figure 2. Thus
here the discrepancy principle with emergency stop is superior to the discrepancy
principle without emergency stop, in particular for large sample sizes. Beside that,
the error is falling slower in case of the a priori parameter choice. The number of
outliers falls with increasing sample size from 37 for n = 103 to 19 for n = 105,
indicating the (slow) convergence in probability of the discrepancy principle. Note
that for the outliers in average δ truen /δ estn ≈ 1.9, while for the non outliers in average
δ truen /δ estn ≈ 0.6. This illustrates, that the reason for non-convergence in L2 is the
occasional underestimation of the data error.
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Fig. 3 Comparison of Tikhonov regularisation with discrepancy principle (dp, Algorithm 1), discrepancy
principle with emergency stop (dp+es, Algorithm 1 (optional)) and a priori choice for ’heat’. Boxplots of
the errors ‖RαnY¯n−K+yˆ‖ for 200 simulations with three different sample sizes.
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