Abstract: Gene expression data analysis is playing a vital role in diagnosing the
Introduction
Microarray technology is used to monitor the expressions of thousands of genes simultaneously. In microarray data analysis, there is a big challenging problem, the dimension of gene expressions is much larger than the sample size, which makes it be a hot and hard research topic. In the field of Biotechnology and Bioinformatics, a large amount of efforts have also been made to identify relevant or important genes that have influential effects on diseases including variety of cancers, which is a class of diseases for which a group of cells undergoes uncontrolled growth. It causes destruction of adjacent tissues and sometimes spreads to other locations in the body via lymph or blood. American Cancer Society stated that about 7.6 million people died from cancer in the world during 2007, and nearly all cancers are caused by abnormalities in the genetic material of the transformed cells. With the current deluge of data, computational methods have become indispensable to biological investigations. [1 ] Clustering is a process of partitioning a set of objects into clusters such that objects in the same cluster are more similar to each other than objects in different clusters according to some define criteria. It means grouping the data into clusters according to their internal character, the element in each cluster should have as similar character as possible, the difference between clusters should be as big as possible. [2] .Clustering methods can be divided into two basic types: hierarchical and partitional clustering. Within each type there exists a wealth of subtypes and different algorithms. Hierarchical clustering proceeds successively either by merging smaller clusters into larger ones (bottom-up), or by splitting larger clusters into smaller clusters (topdown). The hierarchical clustering methods differ in the rules used to decide which two small clusters are merged or which large cluster is split. The final result of the algorithm is a binary tree of clusters called a dendrogram, which shows how the clusters are related to each other. By cutting the dendrogram at a desired level, a clustering of objects in a dataset into disjoint groups is obtained.
On the other hand, partitional clustering -K-Means, for example -attempts to directly divide a dataset into a number of disjoint groups. All partitional clustering algorithms need as input the number of clusters and a cost (criterion) function to define the quality of a partition. The partitional clustering method aims at optimizing the cost function to minimize the dissimilarity of the objects within each cluster, while maximizing the dissimilarity of different clusters. In general, the partitional clustering algorithms are iterative and hill-climbing, and thus they are sensitive to the choice of the initial partition. Furthermore, since the associated cost functions are nonlinear and multimodal, usually these algorithms converge to a local minimum [3] .
Most of the researchers have applied K-Means clustering to analyze the gene expression data. [4] In this method, all the samples will be treated equally at the time of clustering. But some genes of the samples might have been over expressed and more weightage will be given for such samples. Hence, in this paper the Weighted K-Means (WKM) algorithm is proposed and a novel procedure is adopted to analyze the gene expression profile of Leukemia dataset.
The rest of the paper is organized as follows: Section II discusses the Weighted K-Means clustering algorithm. Section III the proposed novel approach to gene selection. Section IV provides the necessary data for the experimental analysis. Section V presents the computational results and discussion. Section VI concludes this paper. Section VII presents the acknowledgement.
II. Weighted K-Means Clustering
In K-Means algorithm, every data point has equal importance in locating the centroid of the cluster as well as every members of the data points carry unit weight. This property does no longer hold in the case of density-based sample clustering, for which each data point represents varied density in the original data. Therefore, the clustering algorithm has to consider a weight associated with each data point in the computation of grouping similar data points. The weight function, w(xi) was introduced which represents density of the original data points. [5] The WKM algorithm helps to find out those genes, which are most important by calculating the weight of genes during each iteration. It attempts to decompose a set of genes into a set of disjoint clusters and clustering is performed on those genes to obtain significant clusters. 
III. Proposed Approach
In this paper, the gene datasets have been clustered using WK-Means by setting K=10, K=15, and K=20. The clusters which are obtained using the above methods, are further clustered using K-means clustering by taking K=2. Hence, it is a novel approach to gene selection using clustering methods.
IV. Experimental Environment
The description of Leukemia expression datasets are as follows: This has 7129 samples with 34 genes and consists of 2 classes, Acute Lymphoblastic Leukemia (ALL) and Acute Myeloid Leukemia (AML). The classes represent cancer, and each of them has different characteristics. Each patient is represented as one column. Column 1 is the patient number in the dataset, columns 2 to 34 denote the gene expression values corresponding to each patient, column 7130 indicates the type of cancer (ALL,AML) that each patient is classified.
In order to ease the algebraic manipulations of data, the dataset can also be represented as a real 2-D matrix d of size 7129×34; the entry d ij of d measures the expression of the j th gene of the i th patient. Each patient is determined by a sequence of 34 real numbers, each measuring the relative expression of the corresponding gene.
V. Computational Results
The K value is arbitrarily fixed as 10, 15 and 20 and the Weighted K-Means clustering is performed and the results are provided in, the below TABLE 1, TABLE 2 and TABLE 3 respectively. The best results are indicated in Bold letters. The graphical representation of the results shown in "TABLE 1" is provided in "Fig. 1 ". The X axis represents the number of clusters and the Y axis represents the measures. The graphical representation of the results shown in "TABLE II" is provided in "Fig. 2 ". The X axis represents the number of clusters and the Y axis represents the measures. The graphical representation of the results shown in "TABLE III" is provided in "Fig" 3 . The X axis represents the number of clusters and the Y axis represents the measures.
K=10:
The accuracy of 97% is achieved for 2 genes which was obtained in the cluster 1 and the genes selected were 19 & 1222 respectively in Weighted K-Means Clustering.
K=15:
The accuracy of 97% is achieved for 6 genes which was obtained in the cluster 7 & 10 and the genes selected were 5710, 5711, 19, 1222, 5058 & 5997 respectively in Weighted K-Means Clustering.
K=20:
The accuracy of 97% is achieved for 4 genes which was obtained in the cluster 1 & 11 and the genes selected were 5710,5711,19 & 1222 respectively in Weighted K-Means Clustering.
The best accuracy results obtained for K=10, K=15 and K=20 Weighted K-Means Clusters along with the genes selected are tabulated in "TABLE IV". The graphical representation of the best accuracy results are illustrated in the " Fig. 4 ".
VI. Conclusion
In this paper, Weighted K-Means algorithm has been studied and implemented for Leukemia gene expression dataset. The gene clusters obtained by using WKM algorithm are further classified using K-Means algorithm and accuracy was evaluated by comparing against ground truth values. The identified significant genes 19 and 1222 were presented for all the different values of K. Hence the Leukemia cancer could be diagnosed with the identified genes 19 and 1222 by the proposed WKM method instead of analysing the 7129 genes.
