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Abstract—Three formalisms of different kinds – VDM, Maude,
and basic CCSdp – are evaluated for their suitability for the
modelling and verification of dynamic software reconfiguration
using as a case study the dynamic reconfiguration of a simple
office workflow for order processing. The research is ongoing,
and initial results are reported.
I. STATE OF THE ART
We define the dynamic software reconfiguration of a system
to be the change at runtime of the system’s software compo-
nents or their communication links, or the hardware location
of the software components or their communication links.
Dynamic software reconfiguration can help to increase the
reliability of a system, and thereby increase its dependability.
However, predicting the behaviour of the system during its
dynamic reconfiguration is still a challenge [3], to which our
research is a response. Existing research in dynamic software
reconfiguration can be grouped into three cases:
1) The reconfiguration is near-instantaneous and its du-
ration is negligible in comparison to the durations
of application tasks. Executing tasks in the old con-
figuration that are not in the new configuration are
aborted. This is the traditional method of software
reconfiguration, and it is applicable to small, simple
systems running on a uniprocessor.
2) The duration of the reconfiguration interval is signif-
icant in comparison to the durations of application
tasks, and any executing task in the old configuration
that can interfere with a reconfiguration task is either
aborted or suspended until the reconfiguration is com-
plete. This is the most common method of software
reconfiguration (see [17], [2], [4], and [10]), and
it is applicable to some large, complex, distributed
systems.
3) The duration of the reconfiguration interval is signif-
icant in comparison to the durations of application
tasks, and tasks in the old configuration execute
concurrently with reconfiguration tasks. This method
avoids aborting tasks and reduces the delay on the
application due to reconfiguration, but it introduces
the possibility of functional and temporal interference
between application and reconfiguration tasks. If the
interference can be controlled, then this method is the
most suitable for large, complex, distributed systems,
including hard real-time systems, but it is also the
least researched method of software reconfiguration.
Existing research has focused on temporal interfer-
ence between application and reconfiguration tasks,
and on achieving schedulability guarantees (see [16],
[18], [8], [15], [14], [7], and [9]). There is little re-
search on formal verification of functional correctness
in the presence of functional interference between
application and reconfiguration tasks (see [13] and
[5]).
II. CASE STUDY
We use as a case study the dynamic reconfiguration of a
simple office workflow for order processing, commonly found
in large and medium-sized organizations [6]. These work-
flows typically handle large numbers of orders. Furthermore,
the organizational environment of a workflow can change
in structure, procedures, policies, and legal obligations in a
manner unforeseen by the original designers of the workflow.
Therefore, it is necessary to support the unplanned change of
these workflows. Furthermore, the state of an order in the old
configuration may not correspond to any state of the order in
the new configuration. These factors, taken in combination,
imply that instantaneous reconfiguration of a workflow is not
always possible; neither is it practical to delay or abort large
numbers of orders because the workflow is being reconfigured.
The only other possibility is to allow overlapping modes for
the workflow during its reconfiguration.
The workflow consists of a graph of activities and the
configuration is the structure of this graph. Initially, the
workflow executes in Configuration 1 and must satisfy the
requirements on Configuration 1. Subsequently, the workflow
must be reconfigured through a process to Configuration 2 in
such a way that the requirements on the reconfiguration process
and on Configuration 2 are satisfied. The full details of the two
configurations and their respective requirements are given in
[11].
In order to achieve a smooth transition from Configuration
1 to Configuration 2 of the workflow, the process of reconfig-
uration must meet the following requirements:
1) Reconfiguration of a workflow should not necessarily
result in the rejection of an order.
2) Any order being processed that was accepted before
the start of the reconfiguration must satisfy all the
requirements on Configuration 1.
3) Any order accepted after the start of the reconfigu-
ration must satisfy all the requirements on Configu-
ration 2.
4) The reconfiguration process must terminate.
III. COMPARISON OF FORMALISMS
As discussed in previous work (see [12] and [1]), research
shows that no single existing formalism is ideal for repre-
senting dynamic reconfiguration [19]. Therefore, we are using
a portfolio of three formalisms of different kinds – V DM
(based on the model-oriented approach), Maude (based on
the rewriting logic approach), and basic CCSdp (based on the
behavioural approach) – to produce representations of the case
study, and to evaluate how well the different representations
can be verified formally to determine whether or not they meet
the termination requirement. We have deliberately chosen not
to use workflow-specific formalisms for two reasons. First,
because of our lack of fluency in them; and second, because we
believe the models should be produced using general purpose
formalisms.
IV. CONCLUSIONS
Our research is ongoing. Initial results demonstrate that
in all three formalisms: functional interference between con-
currently executing tasks is expressed in terms of interleaved
actions, but not preemptive actions; unplanned dynamic re-
configuration can be represented; and the termination require-
ment can be verified. Basic CCSdp expresses reconfiguration
declaratively, and (therefore) very simply, which is useful for
experimenting with different reconfiguration paths between
configurations; but there is no support for how reconfiguration
can be implemented. Verification is possible through model
checking. In contrast, V DM expresses reconfiguration im-
peratively, and (therefore) in terms of mechanisms, which is
useful for implementing reconfiguration; but complicates ex-
perimenting with different reconfiguration paths by including
unnecessary detail. In contrast, Maude expresses actions as
rewrite rules, and reconfiguration as rewrite rules of rewrite
rules, which is elegant; but it is not how a typical system
designer thinks about reconfiguration.
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