Abstract : In this paper, we propose a bounding method for the optimal demand-dispatch schedules in the form of timeseries intervals for battery-aided electrical grids with solar photovoltaic systems (PV) when the confidence intervals of both PV output and its temporal change are known. The result corresponds to the minimal regulating capacity for generators and batteries to meet most economically power demand induced by any PV output scenario. We model a set of predicted demand scenarios as a class of convex polytope, and formulate a day-ahead economic dispatch problem as parametric quadratic programming (pQP). Then, our problem reduces to finding the interval hull of minimizers of the pQP over the convex polytope. To solve it, we prove that a minimizer of the pQP for any feasible active set of constraints can be maximized/minimized at a fixed vertex on the convex polytope, from which it can be shown that the optimal generation at any time slot reaches its maximum/minimum if power demand is maximum/minimum at any time slot, and that the optimal discharging power at each time slot does so if power demand is maximum/minimum at the same time slot and as low/high as possible at the other time slots. This means the time-series intervals of dispatch solutions can be obtained by solving the day-ahead economic dispatch problem only for a finite number of such power demand scenarios. Numerical simulations demonstrate the effectiveness of the proposed method.
Introduction
Power systems are arguably the most complicated artificial systems, which are exposed to large economic losses by the prediction uncertainty of power load [1] . Against the uncertainty, redundant power generation can be reduced with day-ahead economic dispatch, which is defined as developing schedules for the next day's operation of generation facilities to produce energy at the lowest cost to reliably serve consumers, under any operational limits of generation and transmission facilities. It ensures there are sufficient reserves so that scheduled generation be delivered to forecast demand reliably [2] . In other words, it is a scheme of dispatching power demand to each generation unit in order to minimize operating cost in power systems.
Meanwhile, a worldwide need for renewable electricity generation has been growing in recent years. For example, largescale penetration of solar photovoltaic systems (PV) among electric power consumers is expected in Japan by 2030 [3] . Moreover, as energy storage is a vital part in stabilizing renewable energy systems [4] , high integration of storage batteries into electrical grids is also anticipated. These changes in power systems inevitably add to the uncertainty in predicting 'demand', defined in this paper as net power demand, i.e., the difference between power consumption and PV output, as shown in Fig. 1 (a) .
With this background, we consider an electrical grid which involves fuel-based power generators, hereafter referred to as 'generators' and whose power output is 'generation', PV, and batteries as well, and address day-ahead economic dispatch, whose example is shown in Fig. 1 (b) when there is no uncertainty, i.e., only one demand profile is predicted. By the term 'profile', we denote a twenty-four-hour time series of any variable, which can be represented mathematically as a vector of a corresponding dimension.
For day-ahead economic dispatch with uncertainty, i.e., when multiple demand profiles are predicted, stochastic optimization is employed as a common solution method, where probability distribution is assigned to the uncertainty, and the expected cost is minimized [5] . However, it has a couple of drawbacks regarding identification of the probability distribution.
On the other hand, as a relatively new approach, the interval quadratic programming method has been proposed in [6] . This method obtains the interval hull of a set of dispatch solutions, i.e., optimal generation profiles and optimal discharge cycles, for a given set of demand profiles which is modeled as an interval box, using the monotonicity analysis of the minimizer in parametric quadratic programming. However, since temporal change of demand is not bounded in the interval-box set of demand profiles, which is because that of PV output is not bounded, it includes rather unreal ones where demand keeps changing too drastically in a very short time. Figure 2 (a) shows one of such unreal demand profiles. Hence, the resultant interval hull of a set of dispatch solutions may be highly conservative in a practical sense.
In this paper, based on the conventional method [6] , we propose a bounding method for, i.e., a method of finding the tight upper and lower bounds of, day-ahead economic dispatch solutions at each time slot when the upper and lower limits of temporal change of PV output, and thus those of demand as well, are known. Because we consider more constrained sets of demand profiles, the resultant interval hulls are less conservative than the ones in [6] . More specifically, we model a set of predicted demand profiles as a class of convex polytopes and exclude implausible demand profiles, after which we can consider only increment-bounded demand profiles as shown in Fig. 2 (b) . The resulting set of demand profiles can be considered as a dynamic uncertainty set, proposed in [7] .
To explain the validity of this assumption, we plot the oneyear profiles of total solar radiation and its hourly changes observed from November 24, 2016 in Tokyo, Japan [8] in Fig. 3 , where the black lines indicate 90% confidence interval of each. It can be checked that total solar radiation changes not at completely arbitrary rates, but mostly at the bounded rates, which justifies our argument: temporal change of PV output, and thus that of demand as well, need bounding. The remainder of this paper consists of the following four sections. In Section 2, we present the problem in a mathematical form, whose solution method is proposed in Section 3. Then, we demonstrate the availability of proposed method by numerical simulations in Section 4. Finally, concluding remarks are made in Section 5.
Notation. Hereafter, we denote the set of real numbers by R, the n × n identity matrix by I n , the n-dimensional vector of ones by 1 n , the ith column of I n by e n i , the power set of a set M by P(M), the cardinality of a set M by |M|, and the Kronecker product of matrices M 
Problem Formulation
In this section, we describe our problem in a mathematical form. Let N[n] be an index set for the time slots of interest. For t ∈ N[n], we denote demand, generation, and discharging power at the tth time slot by d t , y t , and x t , respectively, and a profile of each by
T , y := y 1 · · · y n T , and
Note that x t < 0 means charging power of |x t | at the tth time slot. First, let us model a set of predicted demand profiles, denoted by D ⊂ R n . As we assume demand and its temporal change have the upper and lower limits, D can be written as Next, we formulate a day-ahead economic dispatch problem for a single demand profile d ∈ D. Its aim is to minimize the total dispatch cost, i.e., the fuel cost by generation and the battery-deterioration cost by charging and discharging, written as
where the coefficients a, a 0 , and b are positive real numbers, with the following operational conditions satisfied:
where x in , x out , X, and X 0 represent the upper limit of charging power, that of discharging power, the batteries' capacity divided by the time step size, and the initial stored energy divided by the time step size. The equality (3) guarantees the power supply-demand balance for any demand profile. The capacities of batteries and their inverters enforce the inequalities (4) and (5), respectively. The equality (6) fixes the initial stored energy of a day, thus making the use of batteries sustainable. Note that we use the simplified battery-degradation model in (2), whose cost is a quadratic function of both charging and discharging powers with the same quadratic coefficient b, which is different from the one in [6] where battery degradation is caused only by discharging. This is to evaluate battery degradation caused by charging as well, whose models can be found in the literature, e.g., [9] , [10] . Consequently, day-ahead economic dispatch for a given demand profile d ∈ D is formulated as a quadratic programming problem to minimize the cost function J(y, x) in (2) with regard to y and x subject to the constraints (3)- (6) . Furthermore, by eliminating y t , t ∈ N [n] in the cost function J(y, x) with the equality (3), and ignoring the constant terms in the resulting cost function, i.e., 
where
and M is an (n − 1) × n matrix consisting of the first (n − 1) rows in the n × n all-ones lower triangular matrix. Our objective is to find the maximum and minimum of optimal discharging power and those of optimal generation at each time slot for a set of predicted demand profiles. Consequently, our problem can be described as follows: (7) with (8), and y *
Note that we cannot derive a closed form of x * (d), and that the conventional solution method [6] is directly applicable only when D is an interval box D con , defined as follows:
A solution method specific to the class of our problem is proposed in the next section.
Solution Method
In this section, we propose a solution method for Problem 2.1, where four parameter vectors in D, which guarantee to maximize and minimize x * t and y * t on D, are found for each t ∈ N [n]. Solving (7) for the resulting parameter vectors will give the answer to Problem 2.1.
Monotonicity Analysis
In this subsection, we show that x * t and y * t are monotonically increasing or decreasing with d i for any t ∈ N[n] and i ∈ N[n].
First, let us introduce n-dimensional vector functions x c of d ∈ D and an index set I ⊆ N [4n − 2], defined as follows:
is full-row-rank, and
Then, it can be shown that
) is a function of d ∈ D whose image is a set of indices corresponding to the active inequalities at x = x * (d) in (7); see Lemma 1 in [6] for the proof. From (11), A I can be interpreted as a candidate for the coefficient matrix of the active set at x = x * (d) in (7) for any d. As any active set has at least one such index set I ⊆ N [4n − 2] for its active inequalities that A I is full-row-rank, it is unnecessary to consider the case where A I is not so.
In the following, let us derive ∂x 
Furthermore, for an arbitrary non-singular matrix W I ∈ R (|I|+1)×(|I|+1) and A I := W I A I , (12) can be rewritten as
For the simplicity in calculation, we choose W I so that every column of A I is a single-entry vector, where a single element is one and the rest are zeros. Note that this selection of W I is effective because every element of A in and A eq in (8) is either one or zero. The resultant A I can be represented as
are uniquely determined by I and l τ=1 π τ = n. Therefore, it follows that ∂x c t
where a function r :
is defined so that the inequality
k=0 π k holds when π 0 := 0 and
Furthermore, from (3), it follows that ∂y c t
Note that the sign of each derivative in (13) and (15) is invariant with respect to I as π τ ≥ 1 for any τ ∈ N [l] by its definition (14). Since x * (d) in (7) 
Theorem 1 indicates that we can use the same solution method as in [6] to obtain the interval hull of a set of optimal generation profiles. This is because d and d are included in both uncertainty sets D and D con . As for x * t , on the other hand, (13) 
guarantee to maximize and minimize x * t , respectively, which is true if D is an interval box as supposed in [6] . However, this is not the case in our problem because the dynamic property, i.e., the constraints on the differences between d t−1 and d t , and between d t and d t+1 , may exclude such parameter vectors from D.
Simplex-Method-Based Analysis
In this subsection, we search for the parameter vectors in D which guarantee max d∈D x * (d) t and min d∈D x * (d) t on the boundaries of D, as in the simplex algorithm for linear programming.
From (13), the problem to maximize x c t (d, I) with regard to d for given I can be written as 
Similarly, the problem to minimize x c (d, I) with regard to d for any I ⊆ N [4n − 2] can be solved with the parameter vector whose every element is maximized on the faceť
Consequently, the following theorem holds: Theorem 2. Consider Problem 2.1. Then, it holds for any t ∈ N[n] that
where the ith elements ofď t andd t , denoted byď t i andd t i respectively, are obtained aš
For a visual understanding of Theorem 2, an example of D when n = 3 and correspondingď t , t = 1, 2, 3, are illustrated in Fig. 4 . Furthermore, the conventional interval-box parameter set D con , i.e., a set of demand profiles whose temporal changes are not bounded, and the parameter vectorď t,con ∈ R 3 , t = 1, 2, 3, which minimizes discharging power at the tth time slot over it and is obtained by the conventional solution method, are illustrated as well. Note that none ofď t,con are included in D, which is why the conventional solution method cannot be applied directly to our problem.
Theorem 1 and Theorem 2 say that we can obtain the interval hull of y * and x * over D by solving the quadratic programming problem (7) only for the 2n + 2 parameter vectors. Any algorithm for quadratic programming can be used to solve (7) for each parameter vector; see, e.g., [12] , [13] . Moreover, as any convex polytope is a subset of its interval hull, we can obtain less conservative interval hull of dispatch solutions under the prediction uncertainty of demand by adopting the proposed solution method for a special case of a convex polytope D in (1) as a set of predicted demand profiles, than by using the conventional solution method for an interval box of predicted demand profiles.
Numerical Simulation
In this section, we examine the effectiveness of the proposed method for solving Problem 2.1 by numerical experiments, where we use solver quadprog of MATLAB (R2017a) on a computer featuring a 1.6 GHz Intel Core i5 processor (5250U).
First, let us set the parameters in the problem. We assume day-ahead economic dispatch on an hourly basis in the Greater Tokyo Area with 1.9 million consumers, among whom five million have PV systems and three million have storage batteries whose inverter and storage capacities average 3.3 kW and 33 kWh, respectively. These averages yield total capacities of 10 GW and 100 GWh, respectively. Based on these assumptions, we set the parameters in (7) and (8) as follows: n = 24, x in =10 GW, x out = 10 GW, X = 100 GWh, X 0 = 30 GWh, a = 5/GW 2 h, and b = 2/GW 2 h. Next, we set the upper and lower limits of both demand and its temporal change in (1). For a power consumption profile, we use the observation data on August 31, 2016 [14] assuming that we can predict it without error. Instead, the entire prediction uncertainty of demand is assigned to that of PV output. To get its upper and lower limits at each time, we use the hourly observation data of vertical quantity of total solar radiation from January 1, 2010 to December 31, 2010 [8] , which are converted to PV output so that the resulting peak value is equal to 15 GW. This corresponds to a single consumer having a 3 kW solar PV system installed and to around a quarter of countrywide PV output, 53 GW, assumed to be realized by 2030 [15] . Among these PV output profiles, we select one hundred which have the least 2-norm distance to the one on August 31, with which we obtain the interval hulls of PV output and its temporal change as in Fig. 5 . Then, we can obtain the interval hulls for demand and its temporal change by subtracting elementwise the upper and lower limits of PV output and its temporal change from the power consumption and its temporal change, respectively. The interval hull of predicted demand profiles is shown in Fig. 6 (a) .
The interval hulls of the optimal generation profiles and the optimal discharge cycles obtained by the proposed method are shown in Fig. 6 (b) and Fig. 6 (c) , respectively. The computation time was 0.92 seconds. To check the effectiveness of our proposed method, we randomly selected ten-thousand demand profiles as in Fig. 6 (a) and obtained the corresponding optimal discharge cycles as in Fig. 6 (c) , whose interval hull can be regarded as an inner-approximated solution for Problem 2.1. The computation time was 140.95 seconds, which is significantly long compared to the one in the proposed method. Furthermore, we provide the interval hull of a set of optimal discharge cycles for the interval-box set of demand profiles D con , obtained by the conventional method. It can be checked that our method yields a smaller interval hull, which means that the storage batteries can be prepared with a smaller regulating capacity if the upper and lower limits of temporal change of demand are given.
Conclusion
In this paper, we have proposed a solution method for bounding the optimal demand-dispatch schedules when the upper and lower limits of PV output and its temporal change are known. We modeled a set of net power demand profiles as a special case of a convex polytope and obtained an interval hull of a set of corresponding dispatch schedule profiles. Compared to the conventional method where temporal change of PV output is not bounded, power systems can be prepared less conservatively for the prediction uncertainty by the proposed method. Future work will include the extension of the proposed method to day-ahead economic dispatch problems with more complicated uncertainty sets.
