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1: Introduction {#sec001}
===============

Statistical process control (SPC) is an important and powerful technique for the enhancement of the product and process quality. The control charts are the familiar tool used within SPC to detect the out of control situations and hence monitor variation in a process \[[@pone.0229422.ref001]\]. Shewhart \[[@pone.0229422.ref002]\] introduced the basic control chart named Shewhart control chart for the monitoring of the process. The Shewhart charts are widely used to detect changes in the quality of the process due to it is simple to use without any substantial statistical pieces of training \[[@pone.0229422.ref003]\]. Practically, these control charts are not very effective for the monitoring of the process when a small shift occurs in the process \[[@pone.0229422.ref004], [@pone.0229422.ref005]\].

This limitation of the Shewhart control chart is that it considers information from the current data and ignores the previous information contained in the data sequence \[[@pone.0229422.ref006]\].

The exponentially weighted moving average (EWMA) charts are widely used for the monitoring of the small shift in the process as compared to the Shewhart charts \[[@pone.0229422.ref007]\]. The EWMA charts accumulate current information as well as previous information and detect a small change in the process. The EWMA charts are extensively used and have many applications in the field of process monitoring. Various contributions are made to the literature by many authors, for example \[[@pone.0229422.ref008], [@pone.0229422.ref009], [@pone.0229422.ref010], [@pone.0229422.ref011], [@pone.0229422.ref012], [@pone.0229422.ref013], [@pone.0229422.ref014], [@pone.0229422.ref015], [@pone.0229422.ref016], [@pone.0229422.ref017], [@pone.0229422.ref018]\].

The normal distribution is a very common and important distribution in Statistics. It is commonly used in the social and natural phenomena. Due to special nice properties, it has attracted a lot the attention of the researcher belongs to different fields. For example, Ajadi *et al*. \[[@pone.0229422.ref019]\] suggested a control chart for the efficient monitoring of diabetic data under the assumption of normal distribution. Quinino *et al*. \[[@pone.0229422.ref020]\] considered automobile engine piston ring data for the monitoring of the normal process. Chen and Chen \[[@pone.0229422.ref021]\] investigated the injury of truck drivers using a mixed logit model. Chen *et al*. \[[@pone.0229422.ref022]\] used a bivariate ordered probit model for the investigation of severe injuries of car drivers.

In the current years, the use of the Bayesian methods is very familiar in every field of science including engineering, metrology, demography, medical science, environmental science and quality control \[[@pone.0229422.ref023]\]. For example, Zeng et al. \[[@pone.0229422.ref024]\] proposed a spatial Tobit model using Bayesian methodology for the analysis of the crash rate on the roadside. Zeng et al. \[[@pone.0229422.ref025]\] used a Bayesian approach for the analysis of multivariate Spatio-temporal Tobit regression. For more application-based study see \[[@pone.0229422.ref026],[@pone.0229422.ref027]\]. The Bayesian techniques are extensively used in the SPC and evaluation of various control charts. These techniques are utilized the current sample information as well as the prior knowledge that address the parameter's uncertainty more precisely. For example, Girshick and Rubin \[[@pone.0229422.ref028]\] developed control charts based on Bayesian methodology. Biswas \[[@pone.0229422.ref029]\] and Montgomery \[[@pone.0229422.ref030]\] developed Bayesian sampling plans for attributes. Later, Brush \[[@pone.0229422.ref031]\] compared sampling plans in the presence of Bayesian and classical settings. Sharma and Bhuttani \[[@pone.0229422.ref032]\] made a comparison of classical and Bayes consumer's risk. Menzefricke \[[@pone.0229422.ref033]\] and Menzefricke \[[@pone.0229422.ref034]\] proposed two control charts for the process mean and variance under the assumption of the Bayesian approach. Later, Saghir \[[@pone.0229422.ref035]\] introduced the Bayesian mean chart for improved process monitoring. Recently, Menzefricke \[[@pone.0229422.ref036]\] used the Bayesian approach and proposed the EWMA chart for the mean and variance of Normal distribution. Menzefricke \[[@pone.0229422.ref037]\] also designed the Bayesian chart for location and dispersion of Normal distribution. For a more detailed study of Bayesian control charts, see \[[@pone.0229422.ref023],[@pone.0229422.ref038]\].

The role of loss functions is substantial in the Bayesian inference. Almost, all quality control (QC) researchers used loss functions for the process monitoring of Bayesian control charts. For example, Wu and Tian \[[@pone.0229422.ref039]\] used weighted loss function (WLF) for the monitoring of the process location and dispersion shift in the CUSUM chart. Serel \[[@pone.0229422.ref040]\] designed an EWMA chart for different linear, exponential and quadratic loss functions. Riaz and Ali \[[@pone.0229422.ref041]\] employed various loss functions for the monitoring of the mean chart. For the Bayesian EWMA chart, three various symmetric and asymmetric loss functions are used by \[[@pone.0229422.ref018]\]. The more detailed study of utilization of loss functions in the control charts is provided by \[[@pone.0229422.ref042], [@pone.0229422.ref043], [@pone.0229422.ref044]\].

A Modified-EWMA chart is used for efficient monitoring of the process location \[[@pone.0229422.ref045]\]. The Modified-EWMA chart detects a quick shift in the process as compared to the classical EWMA chart when an extra parameter is introduced in the model \[[@pone.0229422.ref045]\]. Aslam *et al*. \[[@pone.0229422.ref017]\] used Modified-EWMA for the COM-Poisson distribution. Anwar et al. \[[@pone.0229422.ref046]\] proposed a Modified-mxEWMA chart for the process location in the presence of auxiliary information. A dispersion control chart with a Modified-EWMA statistic is proposed by \[[@pone.0229422.ref047]\].

Riaz and Ali \[[@pone.0229422.ref041]\] constructed a Bayesian Shewhart chart for the monitoring of a large shift in the location parameter. Similarly, Riaz *et al*. \[[@pone.0229422.ref018]\] developed a Bayesian EWMA chart for the efficient monitoring of a small shift in the location parameter.

Because of the wide applicability of the Bayesian methodology in the quality control charts, in this article, we suggest a new Bayesian Modified-EWMA control chart for the process mean using various loss functions. The main objective of this paper is to purpose the Bayesian Modified-EWMA chart by combining the features of the existing Bayesian EWMA chart with the Modified-EWMA procedure for the improved process monitoring. Actually, we reformed and improved the Bayesian EWMA chart by Riaz *et al*. \[[@pone.0229422.ref018]\] by introducing the Modified-EWMA statistic based on the posterior predictive distribution.

The remainder of the article is arranged as follows. In section 2, we explain a detailed study of the Bayesian approach and loss functions. In section 3, we discuss the Bayesian Modified-EWMA chart using various loss functions. The performance comparisons of the proposed chart are discussed in section 4. The last section is made for conclusions and recommendations.

2: Bayesian approach {#sec002}
====================

A Bayesian approach is an alternative approach to the frequentist (classical) approach. Here, the parameter is considered as a \"random variable\" and is assumed to follow a prior distribution having certain parameters, known as hyperparameters. Two types of prior distributions are used to construct the posterior distribution, known as non-informative and informative priors. The Jeffreys and uniforms priors are commonly used non-informative priors and conjugate prior is commonly used as a family of informative prior \[[@pone.0229422.ref048]\].

The posterior distribution is constructed by combing the sampling distribution (likelihood function) and prior distribution. Hence the posterior distribution is proportional to the product of the prior distribution and likelihood function. The posterior distribution for unknown parameter *μ* given ***y*** is defined by $$g\left( \mu \middle| \mathbf{y} \right) = \frac{f\left( \mu \right)L\left( \bullet \right)}{\int_{- \infty}^{\infty}{f\left( \mu \right)L\left( \bullet \right)d\mu}}$$ where *f*(*μ*) is the prior distribution, *L*(∙)is the likelihood function and *g*(*μ*\|**y**) is the posterior distribution for the parameter. The premium advantage of using the Bayesian approach is that it is naturally suitable for prediction of the future value. The posterior predictive distribution for the future variable *X* given *Y* is defined by $$g\left( x \middle| \mathbf{y} \right) = {\int_{- \infty}^{\infty}{f\left( x \middle| \mu \right)g\left( \mu \middle| \mathbf{y} \right)d\mu}}$$

2.1: Loss functions {#sec003}
-------------------

Loss Functions have a significant role in Bayesian inference. The loss function measures the losses produced by an erroneous estimation of a parameter. To obtain the best estimates in decision theory, a loss function must be specified. The loss functions may be symmetric or asymmetric. We have used the following loss functions in our study.

The Square Error loss function (SELF) is a symmetric loss function and extensively used loss function in Bayesian inference. If *X* is predictive variable and *μ*~*SELF*~ is its estimate than SELF is defined as *L*(*X*,*μ*~*SELF*~) = (*X*,*μ*~*SELF*~)^2^. The estimator *μ*~*SELF*~ which minimizes *L*(*X*,*μ*~*SELF*~) is given by $$\mu_{SELF} = E\left( X \middle| \mathbf{y} \right)$$

Varian \[[@pone.0229422.ref049]\] proposed asymmetric loss function known as LINEX loss function (LLF), which is used in the case when overestimation is more significant. It is defined as *L*(*X*,*μ*~*LLF*~) = exp{*c*(*μ*~*LLF*~−*μ*)}−*c*(*μ*~*LLF*~−*μ*)−1, where *c* ≠ 0. When *c* is greater than zero, it is the case of overestimation. The predictive Bayes estimator of *X* under LLF is $$\mu_{LLF} = - c^{- 1}ln\left\lbrack {E\left\{ {exp\left( - c\left( X \middle| \mathbf{y} \right) \right)} \right\}} \right\rbrack$$

Rodrigues \[[@pone.0229422.ref050]\] introduced Weighted Balance Loss function (WBLF) is widely used in the Bayesian Inference can be defined as $L\left( {X,\mu_{WBLF}} \right) = \left( \frac{X - \mu_{WBLF}}{\mu_{WBLF}} \right)^{2}$. The predictive Bayes estimator of *X* which minimizes *L*(*X*,*μ*~*WBLF*~) is given as $$\mu_{WBLF} = \frac{E\left( X^{2} \middle| \mathbf{y} \right)}{E\left( X \middle| \mathbf{y} \right)}$$

The Precautionary Loss Function (PLF) was introduced by Norstrøm \[[@pone.0229422.ref051]\]. When we are interested in study the low failure rate, then PLF is used to prevent underestimation. This is asymmetric loss function and easy to handle. PLF can be written as $L\left( {X,\mu_{PLF}} \right) = \frac{\left( {X - \mu_{PLF}} \right)^{2}}{\mu_{PLF}}$. The predictive Bayes estimator of *X* under PLF case is $${\mu_{PLF} = \left\{ {E\left( X^{2} \middle| \mathbf{y} \right)} \right\}}^{\frac{1}{2}}$$

3: The proposed monitoring scheme {#sec004}
=================================

In the following subsections, the proposed scheme is explained, followed by some existing control charts related to this era.

3.1: Classical Modified-EWMA chart {#sec005}
----------------------------------

Khan *et al*.\[[@pone.0229422.ref045]\] introduced a Modified-EWMA Chart for the process mean. **S**uppose that the quality characteristic *Y* belongs to the normal distribution with mean *μ* and variance *σ*^2^. At the time (or subgroup) *t*, a random sample of size *n* is taken and measure its quality characteristic. Estimating the following Modified-EWMA statistic at subgroup *t*, expressed by *X*~*t*~. $$X_{t} = \lambda{\overline{Y}}_{t} + \left( {1 - \lambda} \right)X_{t - 1} + \psi\left( {{\overline{Y}}_{t} - {\overline{Y}}_{t - 1}} \right),$$ here *λ* ∈ (0,1) is the smoothing constant and *ψ* is an additional constant concerned with the Modified-EWMA statistic. By continuous substitution *X*~*t−i*~, the simplified form of Modified-EWMA statistic is given by $$X_{t} = \left( {\lambda + \psi} \right){\sum_{i = 1}^{t - 1}\left( {1 - \lambda} \right)^{i}}{\overline{Y}}_{t - i} + \left( {1 - \lambda} \right)^{t}X_{0} + \psi{\sum_{i = 1}^{t - 1}\left( {1 - \lambda} \right)^{i}}{\overline{Y}}_{t - i - 1}$$ here, *X*~0~ is assumed to be equal to *μ*~0~ (i.e. in-control process mean). The mean and variance of the Modified-EWMA statistic given in Eq ([7](#pone.0229422.e009){ref-type="disp-formula"}) can be written as *E*(*X*~*t*~) = *μ*~0~ and $Var\left( X_{t} \right) = \frac{\left( {\lambda + 2\psi\lambda + 2\psi^{2}} \right)}{n\left( {2 - \lambda} \right)}\sigma^{2}$. The time-varying limits of existing Modified-EWMA chart are $$\left. \begin{matrix}
{{LCL}_{t} = \mu_{0} - L\left\lbrack {\frac{\left( {\lambda + 2\psi\lambda + 2\psi^{2}} \right)\sigma^{2}}{n\left( {2 - \lambda} \right)}\{{1 - \left( {1 - \lambda} \right)^{2t}}\}} \right\rbrack^{\frac{1}{2}}} \\
{{UCL}_{t} = \mu_{0} + L\left\lbrack {\frac{\left( {\lambda + 2\psi\lambda + 2\psi^{2}} \right)\sigma^{2}}{n\left( {2 - \lambda} \right)}\{{1 - \left( {1 - \lambda} \right)^{2t}}\}} \right\rbrack^{\frac{1}{2}}} \\
\end{matrix} \right\}$$ where *L* is the coefficient of control chart, and *UCL* and *LCL* are upper and lower control limits. The value *ψ* may be independent of *λ*, but according to Khan *et al*. \[[@pone.0229422.ref045]\], *ψ* is derived by minimizing the *Var*(*X*~*t*~), i.e. $\psi = - \frac{\lambda}{2}$. Also, for *ψ* = 0, the Modified-EWMA chart is reduced to the classical EWMA chart.

3.2: Proposed bayesian Modified-EWMA chart under various loss functions {#sec006}
-----------------------------------------------------------------------

**S**uppose that quality characteristic *Y* belongs to the normal distribution with mean *μ* and variance *σ*^2^.i.e.
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The likelihood function for a random sample of size *n* is given by $$L\left( \mathbf{y} \middle| {\mu,\sigma^{2}} \right) = \left( {2\pi\sigma^{2}} \right)^{- \frac{n}{2}}exp\left\{ - \frac{1}{{2\sigma}^{2}}{\sum_{i = 1}^{n}\left( {y_{i} - \mu} \right)^{2}} \right\}$$

We assumed the informative prior for the parameter *μ*, which is also a normal distribution with mean *a* and variance *b*^2^, i.e $$g\left( {\mu;a,b^{2}} \right) = \frac{1}{\sqrt{2\pi b^{2}}}exp\left\{ - \frac{1}{{2b}^{2}}\left( {\mu - a} \right)^{2} \right\};\  - \infty \leq \mu,a \leq \infty,b^{2} > 0$$

The prior distribution and the likelihood function are combined by using Eq ([1](#pone.0229422.e001){ref-type="disp-formula"}), to construct the posterior distribution given as $$g\left( \mu \middle| \mathbf{y} \right) = \frac{1}{\sqrt{2\pi\sigma_{n}^{2}}}exp\left\{ - \frac{1}{2\sigma_{n}^{2}}\left( {\mu - \mu_{n}} \right)^{2} \right\};\  - \infty \leq \mu,\mu_{n} \leq \infty,\sigma_{n}^{2} > 0$$ where $\mu_{n} = \frac{a\sigma^{2} + nb^{2}\overline{Y}}{\sigma^{2} + nb^{2}}$ and $\sigma_{n}^{2} = \frac{b^{2}\sigma^{2}}{\sigma^{2} + nb^{2}}$. Now, the posterior predictive distribution is obtained, by using Eq ([2](#pone.0229422.e002){ref-type="disp-formula"}) given as $$g\left( x \middle| \mathbf{y} \right) = \frac{1}{\sqrt{2\pi\sigma_{X}^{2}}}exp\left\{ - {\frac{1}{2\sigma_{X}^{2}}({x - \mu_{n}})}^{2} \right\};\  - \infty \leq x,\mu_{n} \leq \infty,\sigma_{X}^{2} > 0$$ where $\sigma_{X}^{2} = \sigma^{2} + \sigma_{n}^{2}$. Note that, the distribution of the predictive mean $\left. \overline{X} \middle| \mathbf{y} \right.$ is also normal with mean *μ*~*n*~ and variance $\sigma_{X}^{2} = \frac{\sigma^{2}}{n} + \sigma_{n}^{2}$.

Based on the existing Modified-EWMA statistic given above, now we introduce the Bayesian Modified-EWMA chart by inserting the predictive mean $\left. {\overline{X}}_{t} \middle| \mathbf{y} \right.$ instead of the sample mean ${\overline{Y}}_{t}$ in the Modified-EWMA statistic given in (7). Hence, the Bayesian Modified-EWMA statistic is defined by $$Z_{t} = \lambda\left( {\overline{X}}_{t} \middle| \mathbf{y} \right) + \left( {1 - \lambda} \right)Z_{t - 1} + \psi\left\{ {\left( {\overline{X}}_{t} \middle| \mathbf{y} \right) - \left( {\overline{X}}_{t - 1} \middle| \mathbf{y} \right)} \right\}$$ here *λ* ∈ (0,1) is the smoothing constant and *ψ* is an additional constant concerned with the proposed Bayesian Modified-EWMA statistic. The proposed Bayesian Modified-EWMA chart is reduced to the Bayesian EWMA chart by Riaz *et al*. \[[@pone.0229422.ref018]\] for *ψ* = 0. Here, *Z*~*t*~ is the plotting statistic, which is updated with the predictive estimator $\left. {\overline{X}}_{t} \middle| \mathbf{y} \right.$. For the Bayesian Modified-EWMA chart, we discuss it under different loss functions given as.

3.2.1: Bayesian Modified-EWMA under SELF {#sec007}
----------------------------------------

Based on the (14), the posterior predictive estimator under SELF, using (3) is written as $\mu_{SELF} = \frac{a\sigma^{2} + nb^{2}\overline{Y}}{\sigma^{2} + nb^{2}}$. Under SELF, the posterior predictive time-varying control limits using Bayesian Modified-EWMA statistic in (15) are defined as $$\left. \begin{matrix}
{{LCL}_{t} = \mu_{SELF} - L\left\lbrack {\frac{\left( {\lambda + 2\psi\lambda + 2\psi^{2}} \right)\sigma_{X}^{2}}{n\left( {2 - \lambda} \right)}\{{1 - \left( {1 - \lambda} \right)^{2t}}\}} \right\rbrack^{\frac{1}{2}}} \\
{{UCL}_{t} = \mu_{SELF} + L\left\lbrack {\frac{\left( {\lambda + 2\psi\lambda + 2\psi^{2}} \right)\sigma_{X}^{2}}{n\left( {2 - \lambda} \right)}\{{1 - \left( {1 - \lambda}) \right.^{2t}}\}} \right\rbrack^{\frac{1}{2}}} \\
\end{matrix} \right\}$$

3.2.2: Bayesian Modified-EWMA under LLF {#sec008}
---------------------------------------

For LLF, the posterior predictive estimator under LLF using (4) is $\mu_{LLF} = \frac{a\sigma^{2} + nb^{2}\overline{Y}}{\sigma^{2} + nb^{2}} - \frac{c}{2}\left( \sigma^{2} + \frac{b^{2}\sigma^{2}}{\sigma^{2} + nb^{2}} \right)$. The posterior predictive time-varying control limits under LLF using Bayesian Modified-EWMA statistic in (15) are written as $$\left. \begin{matrix}
{{LCL}_{t} = \mu_{LLF} - L\left\lbrack {\frac{\left( {\lambda + 2\psi\lambda + 2\psi^{2}} \right)\sigma_{X}^{2}}{n\left( {2 - \lambda} \right)}\{{1 - \left( {1 - \lambda} \right)^{2t}}\}} \right\rbrack^{\frac{1}{2}}} \\
{{UCL}_{t} = \mu_{LLF} + L\left\lbrack {\frac{\left( {\lambda + 2\psi\lambda + 2\psi^{2}} \right)\sigma_{X}^{2}}{n\left( {2 - \lambda} \right)}\{{1 - \left( {1 - \lambda} \right)^{2t}}\}} \right\rbrack^{\frac{1}{2}}} \\
\end{matrix} \right\}$$

3.2.3: Bayesian Modified-EWMA under WBLF {#sec009}
----------------------------------------

The posterior predictive estimator under WBLF using (5) is written as $\mu_{WBLF} = \frac{{({nb^{2}\overline{Y} + a\sigma^{2}})}^{2} + ({\sigma^{2} + nb^{2}})({nb^{2}\sigma^{2} + b^{2}\sigma^{2} + \sigma^{4}})}{({\sigma^{2} + nb^{2}})({nb^{2}\overline{Y} + a\sigma^{2}})}$. Under WBLF, the posterior predictive time-varying control limits using Bayesian Modified-EWMA statistic in (15) are written as $$\left. \begin{matrix}
{{LCL}_{t} = \mu_{WBLF} - L\left\lbrack {\frac{\left( {\lambda + 2\psi\lambda + 2\psi^{2}} \right)\sigma_{X}^{2}}{n\left( {2 - \lambda} \right)}\{{1 - \left( {1 - \lambda} \right)^{2t}}\}} \right\rbrack^{\frac{1}{2}}} \\
{{UCL}_{t} = \mu_{WBLF} + L\left\lbrack {\frac{\left( {\lambda + 2\psi\lambda + 2\psi^{2}} \right)\sigma_{X}^{2}}{n\left( {2 - \lambda} \right)}\{{1 - \left( {1 - \lambda} \right)^{2t}}\}} \right\rbrack^{\frac{1}{2}}} \\
\end{matrix} \right\}$$

3.2.4: Bayesian Modified-EWMA under PLF {#sec010}
---------------------------------------

For PLF, the posterior predictive estimator is ${\mu_{PLF} = \left\{ \frac{{({nb^{2}\overline{Y} + a\sigma^{2}})}^{2} + ({\sigma^{2} + nb^{2}})({nb^{2}\sigma^{2} + b^{2}\sigma^{2} + \sigma^{4}})}{{({\sigma^{2} + nb^{2}})}^{2}} \right\}}^{\frac{1}{2}}$. The posterior predictive time-varying control limits using Bayesian Modified-EWMA statistic under PLF are presented as $$\left. \begin{matrix}
{{LCL}_{t} = \mu_{PLF} - L\left\lbrack {\frac{\left( {\lambda + 2\psi\lambda + 2\psi^{2}} \right)\sigma_{X}^{2}}{n\left( {2 - \lambda} \right)}\{{1 - \left( {1 - \lambda} \right)^{2t}}\}} \right\rbrack^{\frac{1}{2}}} \\
{{UCL}_{t} = \mu_{PLF} + L\left\lbrack {\frac{\left( {\lambda + 2\psi\lambda + 2\psi^{2}} \right)\sigma_{X}^{2}}{n\left( {2 - \lambda} \right)}\{{1 - \left( {1 - \lambda} \right)^{2t}}\}} \right\rbrack^{\frac{1}{2}}} \\
\end{matrix} \right\}$$

4: Performance evaluation and comparisons {#sec011}
=========================================

In this section, we used the Monte Carlo Simulation with 10,000 iterations to compute the average run length (ARL) of the Bayesian Modified-EWMA chart. In this regard, we considered various values of smoothing constant (0.05, 0.15, 0.30 and 0.70) and different sample sizes (5, 10 and 20). The *ARL*~0~ and *ARL*~1~ are the in-control (IC) and out-of-control (OC) ARL, respectively. A control chart with smaller *ARL*~1~ value is more efficient as compared to the competitor control charts \[[@pone.0229422.ref023]\].

Without any loss of generality, we choose *μ* = 0 and *σ* = 1. Suppose, because of some assignable cause, the IC process to be shifted as *μ*\* = *μ* + *δσ*. For comparison purpose, we assumed the same hyper-parameters i.e. (*a* = 10,*b* = 4), and the same current and future sample size as taken by Riaz *et al*. \[[@pone.0229422.ref018]\]. Following \[[@pone.0229422.ref052], [@pone.0229422.ref018]\], we assumed *c* = 4 in LLF. The *ARL* values of the proposed chart are presented in the Tables [1](#pone.0229422.t001){ref-type="table"}--[3](#pone.0229422.t003){ref-type="table"}.

10.1371/journal.pone.0229422.t001

###### ARL comparison for *n* = 5 under various loss function for *ARL*~0~ = 370.

![](pone.0229422.t001){#pone.0229422.t001g}

                         Shift                                                                     
  ------ ------ -------- -------- -------- -------- -------- -------- ------- ------ ------ ------ ------
  0.05   SELF   1.636    367.69   277.17   158.03   97.75    66.21    17.05   5.35   2.51   1.47   1.00
         LLF    1.637    372.32   290.11   163.94   102.84   66.78    18.61   5.36   2.50   1.47   1.00
         WBLF   1.635    370.08   280.13   169.87   98.54    70.93    18.06   5.58   2.58   1.47   1.00
         PLF    1.64     367.34   291.64   164.90   103.73   71.23    18.96   5.40   2.53   1.55   1.00
  0.15   SELF   1.92     368.04   309.75   215.22   131.93   85.77    20.14   6.07   2.88   1.71   1.00
         LLF    1.922    372.49   312.04   215.48   144.24   86.73    20.18   6.02   2.89   1.78   1.01
         WBLF   1.92     369.68   315.15   227.31   139.41   90.44    20.21   6.04   2.90   1.70   1.01
         PLF    1.9154   368.34   319.87   220.10   145.58   91.88    20.98   6.19   2.93   1.75   1.01
  0.3    SELF   2.074    371.02   310.58   240.67   160.59   113.42   22.31   6.14   2.89   1.74   1.01
         LLF    2.079    369.73   322.57   242.68   161.85   117.75   23.26   6.25   2.91   1.77   1.01
         WBLF   2.073    368.52   326.91   248.42   171.69   113.33   22.66   6.16   2.91   1.77   1.01
         PLF    2.068    372.19   337.01   249.33   172.44   122.84   24.87   6.28   2.96   1.76   1.01
  0.7    SELF   2.317    368.60   333.80   284.22   225.39   172.76   37.31   7.37   2.63   1.66   1.00
         LLF    2.31     368.92   345.26   296.41   225.72   173.30   37.39   6.71   2.80   1.69   1.00
         WBLF   2.313    367.91   341.36   298.83   234.49   181.71   37.94   7.35   2.73   1.67   1.00
         PLF    2.311    369.61   349.06   304.95   257.43   176.19   39.10   7.76   2.80   1.70   1.01

10.1371/journal.pone.0229422.t002

###### ARL comparison for *n* = 10 under various loss function for *ARL*~0~ = 370.
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                         shift                                                                    
  ------ ------ -------- -------- -------- -------- -------- ------- ------- ------ ------ ------ ------
  0.05   SELF   1.644    368.30   219.22   105.13   60.09    39.66   9.14    2.82   1.36   1.07   1.00
         LLF    1.63     371.50   222.49   107.33   61.66    39.82   9.96    2.80   1.37   1.08   1.00
         WBLF   1.634    372.28   224.97   109.03   63.54    40.68   10.23   2.86   1.41   1.07   1.00
         PLF    1.632    369.65   225.62   109.90   66.62    41.02   10.24   2.86   1.41   1.08   1.00
  0.15   SELF   1.91     370.50   225.79   137.48   80.55    51.28   10.41   3.14   1.52   1.10   1.00
         LLF    1.909    372.47   253.83   141.07   80.79    52.03   10.84   3.17   1.53   1.12   1.00
         WBLF   1.918    368.43   270.12   147.78   82.85    51.29   10.71   3.25   1.51   1.10   1.00
         PLF    1.913    369.90   273.25   146.23   85.17    51.94   11.10   3.27   1.54   1.11   1.00
  0.3    SELF   2.067    368.09   235.18   113.97   54.04    33.75   5.93    1.72   1.08   1.00   1.00
         LLF    2.075    367.77   244.10   120.79   55.68    35.88   5.99    1.74   1.10   1.00   1.00
         WBLF   2.069    368.21   244.79   114.18   56.97    35.97   5.97    1.80   1.10   1.01   1.00
         PLF    2.066    367.59   246.35   126.83   61.15    38.76   6.05    1.83   1.09   1.00   1.00
  0.7    SELF   2.307    369.02   263.66   164.65   96.33    59.47   6.81    1.67   1.07   1.00   1.00
         LLF    2.308    372.74   288.26   167.29   96.71    59.99   7.19    1.76   1.07   1.01   1.00
         WBLF   2.312    371.54   274.11   180.29   102.20   59.54   6.95    1.69   1.08   1.00   1.00
         PLF    2.3085   372.77   298.83   183.87   103.12   60.11   7.32    1.77   1.08   1.01   1.00

10.1371/journal.pone.0229422.t003

###### ARL comparison for *n* = 20 under various loss function for *ARL*~0~ = 370.
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                         shift                                                                   
  ------ ------ -------- -------- -------- -------- -------- ------- ------ ------ ------ ------ ---
  0.05   SELF   1.63     369.13   160.16   65.77    37.98    24.87   5.26   1.48   1.04   1.00   1
         LLF    1.635    368.87   174.86   69.93    39.65    25.44   5.56   1.49   1.05   1.00   1
         WBLF   1.6282   371.67   161.31   68.56    40.23    25.97   5.56   1.50   1.04   1.00   1
         PLF    1.6318   368.34   177.27   69.33    41.88    26.54   5.75   1.49   1.05   1.00   1
  0.15   SELF   1.907    368.49   201.61   86.67    43.17    26.91   5.44   1.64   1.07   1.01   1
         LLF    1.905    368.56   206.97   88.58    45.41    27.90   5.94   1.66   1.07   1.00   1
         WBLF   1.914    368.19   209.38   90.28    45.16    28.80   6.14   1.65   1.09   1.00   1
         PLF    1.909    371.46   210.57   91.45    46.63    29.33   6.29   1.71   1.09   1.00   1
  0.3    SELF   2.0672   368.09   235.18   113.97   54.04    33.75   5.93   1.72   1.08   1.00   1
         LLF    2.075    367.77   244.10   120.79   55.68    35.88   5.99   1.74   1.10   1.00   1
         WBLF   2.069    368.21   244.79   114.18   56.97    35.97   5.97   1.80   1.10   1.01   1
         PLF    2.0659   367.59   246.35   126.83   61.15    38.76   6.05   1.83   1.09   1.00   1
  0.7    SELF   2.307    369.02   263.66   164.65   96.33    59.47   6.81   1.67   1.07   1.00   1
         LLF    2.308    372.74   288.26   167.29   96.71    59.99   7.19   1.76   1.07   1.01   1
         WBLF   2.312    371.54   274.11   180.29   102.20   59.54   6.95   1.69   1.08   1.00   1
         PLF    2.3085   372.77   298.83   183.87   103.12   60.11   7.32   1.77   1.08   1.01   1

Some results obtained by this study are given as

-   The control chart coefficient, *L* of the Bayesian Modified-EWMA chart increases by increasing the smoothing constant for all loss functions to be used in this study.

-   The *ARL*~1~ behavior of the proposed chart is similar under various loss functions including SELF, WBLF, PLF, and LLF. For a very small shift, the *ARL*~1~ of the proposed chart decreases quickly. The *ARL*~1~ decreases by increasing shift for all loss functions used here (cf. Figs [1](#pone.0229422.g001){ref-type="fig"}--[3](#pone.0229422.g003){ref-type="fig"}).

-   For the fixed value of *λ*, the performance of the proposed chart increases by increasing the sample size under SELF, WBLF, PLF, and LLF. This implies that an OC signal is noticed early for a large sample size as compared to a small sample size (cf. [Fig 3](#pone.0229422.g003){ref-type="fig"}).

-   The *ARL*~1~ of the proposed chart decreases by decreasing the smoothing constant and increasing the sample size for all loss functions. So, the proposed chart performs better for the small smoothing constant and for the large sample size (cf. Figs [1](#pone.0229422.g001){ref-type="fig"}--[3](#pone.0229422.g003){ref-type="fig"}).

-   The proposed chart under SELF and WBLF performs better than the proposed chart under LLF and PLF for different choices of smoothing constant and sample size (cf. [Fig 2](#pone.0229422.g002){ref-type="fig"}).

![ARL curves for *n* = 5 and *ARL*~0~ = 370 under different values of smoothing constant *λ*.](pone.0229422.g001){#pone.0229422.g001}

![ARL curves for *n* = 20 and *ARL*~0~ = 370 under different loss functions for fixed smoothing constant *λ*.](pone.0229422.g002){#pone.0229422.g002}

![ARL curves under different sample sizes using *λ* = 0.05 and *ARL*~0~ = 370.](pone.0229422.g003){#pone.0229422.g003}

4.1: Comparison of proposed with existing chart {#sec012}
-----------------------------------------------

Here, we present a comparative study of the proposed Bayesian Modified-EWMA chart with some existing control charts present in the literature.

4.1.1: Proposed chart vs. existing Bayesian EWMA chart {#sec013}
------------------------------------------------------

Here, we compared the proposed Bayesian Modified-EWMA chart with the existing Bayesian EWMA chart suggested by \[[@pone.0229422.ref018]\], which can be obtained by setting *ψ* = 0 in the proposed Bayesian Modified-EWMA chart. The results of the existing Bayesian EWMA chart for *ARL*~0~ = 370 are presented in [Table 4](#pone.0229422.t004){ref-type="table"}. It is noted that the proposed Bayesian Modified-EWMA chart over-performs to the existing Bayesian EWMA chart in terms of early shift detection ability. For example, for *δ* = 0.025, *λ* = 0.15, *n* = 5 and *ARL*~0~ = 370, the *ARL*~1~ is 309.75 for the proposed chart and 336.9254 for the existing Bayesian EWMA chart under SELF. Similarly, *ARL*~1~ is 319.869 for the proposed chart under PLF, whereas *ARL*~1~ is 346.6004 for the existing Bayesian EWMA chart under PLF. Similarly, other entries of [Table 1](#pone.0229422.t001){ref-type="table"} and [Table 4](#pone.0229422.t004){ref-type="table"} can be compared, (cf. [Fig 4](#pone.0229422.g004){ref-type="fig"}).

![ARL comparison of proposed Bayesian modified EWMA chart with existing Bayesian EWMA for *n* = 5 and *λ* = 0.15 for various loss functions.](pone.0229422.g004){#pone.0229422.g004}

10.1371/journal.pone.0229422.t004

###### ARLs of existing Bayesian EWMA chart for *n* = 5 and *λ* = 0.15 under various loss function for *ARL*~0~ = 370.
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                                                              Shifts                                    
  ------ ------- -------- -------- -------- -------- -------- -------- ------- -------- ------- ------- -------
  SELF   2.136   373.35   336.93   273.62   203.18   144.25   30.58    9.30    5.205    3.701   2.894   2.409
  PLF    1.7     368.31   346.6    316.31   284.29   253.92   107.74   28.33   11.829   6.692   4.529   3.395
  LLF    2.35    367.40   341.39   281.29   222.42   163.18   36.85    10.64   5.935    4.140   3.191   2.647

4.1.2: Proposed chart vs. existing classical EWMA chart {#sec014}
-------------------------------------------------------

Here, we compared the proposed Bayesian Modified-EWMA chart with the existing classical EWMA chart proposed by Roberts \[[@pone.0229422.ref007]\]. The *ARL*~1~ of classical EWMA chart are presented in [Table 5](#pone.0229422.t005){ref-type="table"} for *ARL*~0~ =370, *λ* = 0.05 and *n* = 5. The comparison reveals that the proposed Bayesian Modified-EWMA chart performs better than the existing classical EWMA chart for the monitoring of the process location. For example, if *δ* = 0.05, 0.10, 0.25, the *ARL*~1~ values of the classical EWMA chart are 271.101, 189.608, 62.976, and the *ARL*~1~ values of the proposed chart under SELF are 158.03, 66.21, 17.05, respectively ([Table 1](#pone.0229422.t001){ref-type="table"} vs. [Table 5](#pone.0229422.t005){ref-type="table"}). In addition, the dominance of the proposed chart is presented in [Fig 5](#pone.0229422.g005){ref-type="fig"}.

![ARL comparison of proposed Bayesian Modified-EWMA chart (under SELF) with existing classical EWMA chart for *n* = 5 and *λ* = 0.05.](pone.0229422.g005){#pone.0229422.g005}

10.1371/journal.pone.0229422.t005

###### ARLs of existing classical EWMA and Modified-EWMA chart for *n* = 5 and *ARL*~0~ = 370.

![](pone.0229422.t005){#pone.0229422.t005g}

                                                                          Shift                                      
  ------ ---------------- --------- -------- -------- --------- --------- -------- -------- -------- ------- ------- -------
  0.05   EWMA             2.5350    369.00   \-       271.104   189.608   62.976   20.086   10.238   6.344   3.276   2.078
  0.3    Modified- EWMA   2.99967   370.00   347.06   259.21    126.83    \-       2.2      \-       1       \-      \-

4.1.3: Proposed chart vs. existing Modified-EWMA chart {#sec015}
------------------------------------------------------

The Modified-EWMA chart is proposed by Khan *et al*. \[[@pone.0229422.ref045]\] and some results of this control chart are reported in [Table 5](#pone.0229422.t005){ref-type="table"}. The proposed chart has better *ARL*~1~ performance for the monitoring of small to moderate shift, however for large shifts the existing Modified-EWMA chart has better *ARL*~1~ performance. For example, if *n* = 5,*λ* = 0.30 *δ* = 0.025, 0.05, 0.1, the *ARL*~1~ values of existing Modified-EWMA chart are 347.06, 259.21, 126.83, and the *ARL*~1~ values of the proposed chart under SELF are 310.58, 240.67, 113.42, respectively ([Table 1](#pone.0229422.t001){ref-type="table"} vs. [Table 5](#pone.0229422.t005){ref-type="table"}). In addition, the better performance of the proposed chart from the Modified-EWMA chart can be visualized in [Fig 6](#pone.0229422.g006){ref-type="fig"}.

![ARL comparison of proposed Bayesian Modified-EWMA chart (under SELF) with existing Modified-EWMA chart for *n* = 5 and *λ* = 0.30.](pone.0229422.g006){#pone.0229422.g006}

4.2: Real-life Application 1 {#sec016}
----------------------------

Reaming is the machining process which is used a multi-edged fluted cutting to smooth or accurate size adjusting specified instrument in the existing hole in the machine. It is used to cut the hole within +0.0005 inch of tool size and provide finishing to 32 micro inches \[[@pone.0229422.ref053]\]. According to \[[@pone.0229422.ref053]\], the screw threads are used for various purposes and have many applications in the machine tool industry. To hold and fasten parts together, screws, bolts, and nuts are used in the mechanical industry especially in engines of different vehicles and airplanes. According to Decheffre *et al*. \[[@pone.0229422.ref054]\], the quality of the reaming process is much affected by the alignment of the machine parts, reamer geometry, cutting condition, and lubrication. Any variation in alignment may detract from the accuracy of the hole. All these reamers provide smooth and accurate holes in metals to maintain high quality. The quality of the reaming process is evaluated through surface roughness, diameter, and roundness, etc. \[[@pone.0229422.ref054]\].

Zhang \[[@pone.0229422.ref055]\] and Riaz and Ali \[[@pone.0229422.ref041]\] used a data set in the form of the summary statistics (mean and variance) for 20 samples of *n* = 5, which is about the surface roughness of reamed holes in a particular metal part. These summary statistics are presented in [Table 6](#pone.0229422.t006){ref-type="table"}. The data set is well fitted by a normal distribution with mean and variance are 32.1 and 21.833, respectively \[[@pone.0229422.ref041]\]. Following Riaz and Ali \[[@pone.0229422.ref041]\], we assume prior distribution as *μ*\~*N*(30,20) and posterior distribution as *μ*\|***y***\~*Normal*(31.72367,3.584086). Using these information and real-life data given in [Table 6](#pone.0229422.t006){ref-type="table"}, the graphical display of the proposed and existing charts is presented in [Fig 7](#pone.0229422.g007){ref-type="fig"}. [Fig 7](#pone.0229422.g007){ref-type="fig"} shows the comparison between Bayesian EWMA and proposed Bayesian Modified-EWMA control chart under different loss functions with *λ* = 0.30. In Figs [7](#pone.0229422.g007){ref-type="fig"} and [8](#pone.0229422.g008){ref-type="fig"}, LCL (existing) and UCL (existing) refer to control limits of the existing Bayesian EWMA chart, whereas, the LCL (proposed) and UCL (proposed) refer to control limits of the proposed Bayesian Modified-EWMA chart. Similarly, *Z*~*t*~ (existing) and *Z*~*t*~ (proposed) are the plotting statistics for the existing Bayesian EWMA chart and the proposed Bayesian Modified-EWMA chart, respectively. From [Fig 7](#pone.0229422.g007){ref-type="fig"}, the proposed Bayesian Modified-EWMA chart performs better than the existing Bayesian EWMA chart in terms of early shift detection. For example, the proposed chart detects first OC signal at sample number 3 under PLF whereas the existing chart detects first OC signal at sample number 8. Also, the proposed chart detects more OC signals in the case of SELF, PLF, and LLF as compared to the existing control chart (see [Fig 7](#pone.0229422.g007){ref-type="fig"}).

![Phase-II graphical display of real-life data of reamed holes in metal of proposed Bayesian modified-EWMA chart and existing Bayesian EWMA under SELF and PLF.](pone.0229422.g007){#pone.0229422.g007}

![Phase-II graphical display of illustrative example of golf ball bounces to proposed Bayesian modified-EWMA chart and existing Bayesian EWMA under SELF and PLF.](pone.0229422.g008){#pone.0229422.g008}

10.1371/journal.pone.0229422.t006

###### Real life data-1 (Summary statistics of 20 samples each containing 5 surface roughness measurement on reamed hole (in)).

![](pone.0229422.t006){#pone.0229422.t006g}

  Sample no.   1       2       3       4       5      6      7      8      9       10
  ------------ ------- ------- ------- ------- ------ ------ ------ ------ ------- -------
  Mean         34.6    46.8    32.6    42.6    26.6   29.6   33.6   28.2   25.8    32.6
  Variance     11.56   77.44   21.16   7.29    5.76   0.81   36     6.25   10.24   56.25
  Sample no.   11      12      13      14      15     16     17     18     19      20
  Mean         34      34.8    36.2    27.4    27.2   32.8   31     33.8   30.8    21
  Variance     82.81   3.61    1.69    92.16   1.69   4.84   6.25   7.29   2.56    1

4.2: Real-life Application 2 {#sec017}
----------------------------

Manufacturing companies of golf balls spend a lot of money on the research to improve the performance of golf balls for maximum flight distance and used the latest techniques to improve the performance of these balls. The performance of the golf balls depends upon the conditions, material (silicone, titanium and several kinds of urethane), engineer expertise and the equipment to be used for the manufacturing of balls (<http://www.all-science-fair-projects.com/print_project_1221_57>). For more detailed information on golf ball see \[[@pone.0229422.ref056]\].

Savran *et al*.\[[@pone.0229422.ref057]\] designed the technical report entitled "The Golf Ball Detector" at the Department of Mechanical, Industrial and Manufacturing Engineering, Northeastern University. They stated that the United States Golf Association (USGA) performs different tests to check the golf ball and club design and its performance. The USGA uses the robotic arm called "Iron Byron" and the golf club to check the performance of a golf ball in terms of swing and movement of the golf ball. The USGA also detects the strength of thermoplastic, covering, inertia and the compressing ability (named coefficient of restitution) of the ball. A simple bonce of a golf ball test is performed for the coefficient of restitution. A bounce test is also performed to check the effect of tag on the behavior of the prototype.

In this subsection, we presented the implementation and performance of the proposed Bayesian Modified-EWMA control chart under various loss functions. For this purpose, we considered a real-life data set from the book entitled, "Introduction to Bayesian Statistics (second edition)", by William M. Bolstad page: 236, \[[@pone.0229422.ref058]\]. The data explain the golf ball first bonce when the 10 new golf balls dropped down from the height of 1 meter. The bounces of these 10 balls are given in [Table 7](#pone.0229422.t007){ref-type="table"}.

10.1371/journal.pone.0229422.t007

###### Real-life data set-2 (Golf ball first bounces of 10 balls from the distance of 1-meter measurement in cm).

![](pone.0229422.t007){#pone.0229422.t007g}

  ------------ ------ ------ ------ ------ ------ ------ ------ ------ ------ ------
  Ball \#      1      2      3      4      5      6      7      8      9      10
  Bounce(cm)   79.9   80.0   78.9   78.5   75.6   80.5   82.5   80.1   81.6   76.7
  ------------ ------ ------ ------ ------ ------ ------ ------ ------ ------ ------

Assuming the height (in cm) a golf ball bounces when dropped from the height of one meter is *Normal*(*μ*,*σ*^2^), where *σ* = 12. Using a prior distribution for *μ* is *Normal*(75,10^2^). We set the *ARL*~0~ as 370 for a valid comparison of existing Bayesian EWMA with the proposed Bayesian Modified-EWMA chart. For this purpose, we considered the real-life data and the prior distribution of mean *μ* of the golf ball bounce to obtained posterior predictive distribution for the monitoring of golf ball bounce. [Fig 8](#pone.0229422.g008){ref-type="fig"} shows the existing Bayesian EWMA and the proposed Bayesian Modified-EWMA control chart under various loss functions at *λ* = 0.15. The EWMA statistic and the Modified-EWMA statistic are plotted to their corresponding control limits for each loss function. From [Fig 8](#pone.0229422.g008){ref-type="fig"}, the proposed Bayesian Modified-EWMA chart performs better than the existing Bayesian EWMA chart for the monitoring of a quick shift in the process. For example, the proposed chart detects an OC signal at sample number 4 whereas the existing Bayesian EWMA chart does not show any OC signal under SELF, PLF, and LLF. Hence, the proposed Bayesian Modified-EWMA chart has a dominant performance than the existing Bayesian EWMA chart.

5: Summary and conclusions {#sec018}
==========================

This article presents a new Bayesian Modified-EWMA chart based on posterior predictive distribution under various loss functions for efficient process monitoring of the location parameter. The ARL is used as a tool to measure the performance of the proposed chart. A simulation study is conducted to judge the behavior of ARL. We used conjugate prior and hyper-parameters from the previous study. The performance of the proposed chart under SELF and WBLF is better than the proposed chart under LLF and PLF. Similarly, the proposed chart performed better for smaller smoothing constant and for larger sample sizes under all these loss functions to be used here. It is observed that the proposed Bayesian Modified-EWMA chart under different loss functions detects earlier shifts that occur in the process location. A detailed comparison of the proposed chart with the existing charts is also provided. The study is also supported by two real-life applications.

This study may be extended to the non-normal distributions and authors are already working on these sides. The multivariate structure of the proposed chart is worthwhile for practical purpose and need to be explored.
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