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Abstract
The number of solutions of a nonlinear system of equations over the Galois #eld F =GF(2m)
is expressed in terms of Kloosterman sums over the Galois #eld F . Using some natural symmetry
properties of the solutions to this system, we obtain necessary and su5cient conditions for a
new identity for Kloosterman sums over F .
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1. Introduction
The well known Kloosterman sum K(a) is de#ned for each a in F∗ = F\{0} by
K(a) =
∑
x∈F∗
(−1)Tr(ax+1=x); (1)
where Tr(·) is the trace function of F over GF(2), i.e.
Tr(x) = x + x2 + x4 + · · ·+ x2m−1 :
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A nice overview for these sums with many references can be found in [11] (see pp.
226–230, 252–254). We give here only references to Fisher [5], who discussed the
possible identities for the Kloosterman sums and to Carlitz [2] who studied the “lifted”
Kloosterman sums. Dillon [4] #rst mentioned the Kloosterman sums in connection with
computations of possible weights in some codes (see [10]) and with existence of some
Hadamard diMerence sets.
Using deep results on the number of rational points on certain elliptic curves,
Lachaud and Wolfmann [10] proved the following result.
Theorem 1 (Lachaud and Wolfmann [10]). The set K(a); a∈F∗ is the set of all the
integers s ≡ −1 (mod 4) in the range [− 2(m=2)+1; 2(m=2)+1].
Considering the coset weight distribution of Z4-linear Goethals codes we proved [7]
the two following theorems.
Theorem 2 (Helleseth and Zinoviev [7]). For any m
K(a) ≡
{
3 (mod 8) if Tr(a) = 1;
7 (mod 8) if Tr(a) = 0:
This statement for a = 1 has been mentioned in [2]. When the argument has the
form a3 + a4, we can say a little more.
Theorem 3 (Helleseth and Zinoviev [7]). If m is odd, then
K(a3(a+ 1)) ≡ 3 (mod 12):
If m is even, then
K(a3(a+ 1)) ≡
{
7 (mod 12) if Tr(a) = 0;
11 (mod 12) if Tr(a) = 1:
Studying 3-designs from Z4-linear Goethals codes, Shin, Kumar and Helleseth [13]
found the following identity.
Theorem 4 (Shin et al. [13]). For odd m
K
(
a
1 + a4
)
= K
(
a3
1 + a4
)
: (2)
In the next paper [14] Shin and Sung generalized this result to the following state-
ment.
Theorem 5 (Shin and Sung [14]). For odd m
K(f(a)) = K(g(a))
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under quite general conditions to the functions f and g. In particular, they showed
that for odd m
K(a3(a+ 1)) = K(a(a+ 1)3): (3)
In fact, for odd m equality (3) follows from (2) if we take in (2) the value a=(a+1)
instead of a. This has been noted by Ranto [12].
The main result in this paper is the following theorem.
Theorem 6. Equality (3) holds for any a∈F∗ and any positive integer m, where F
has the order 2m.
We give also the necessary and su5cient conditions for this equality (3) (Theorem
8) in terms of the number of solutions to the nonlinear system of equations over the
Galois #eld F which arise from the Z4-linear Goethals codes [7,8].
In the next paper [9] we extended the method, which has been used in [13,14] and
proved the following new identity:
Theorem 7 (Helleseth and Zinoviev [9]). For any a∈F∗ and any positive integer m
K(a5(a+ 1)) = K(a(a+ 1)5):
The paper is organized as follows. In Section 2 we give some preliminary results.
In Section 3 we consider the nonlinear system of equations over the Galois #eld F
which arise from the Z4-linear Goethals codes [7,8]. We describe some properties of
the solutions of this system. In particular, we proved here two lemmas: the lemma on
even symmetry (m even) and the lemma on odd symmetry (m odd). Section 4 contains
the proof of the main theorem of the paper (Theorem 6). We give also the necessary
and su5cient conditions (Theorem 8) for the identity, given in Theorem 6.
2. Denitions and preliminary results
The following statement is well known (see, for example [11]).
Lemma 1. The quadratic equation x2 + ax + b= 0, where a∈F∗ and b∈F has two
distinct roots in F , if and only if Tr(b=a2) = 0.
The following simple fact from [8] is a reformulation of the lemma above.
Lemma 2. For any two di:erent elements a; b of F , we have, that Tr(ab=(a+b)2)=0.
The following facts are known due to Berlekamp, Rumsey and Solomon [1].
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Lemma 3. The cubic equation x3 + ax+ b=0, where a∈F and b∈F∗, has a unique
solution in F if and only if Tr(a3=b2) = Tr(1). Furthermore, if it has three distinct
roots in F , then Tr(a3=b2) = Tr(1).
We need some results on exponential sums (see, for example [11]).
Lemma 4. Let a∈F∗. Then∑
x∈F
(−1)Tr(ax) = 0 and
∑
x∈F∗
(−1)Tr(a=x) =−1:
Recall that the Kloosterman sum K(a) is de#ned by (1) for each a in F∗. According
to the Weil upper bound (see [3])
|K(a)|6 2 ·
√
2m: (4)
It is easy to see, that [2]
K(a) = K(a2): (5)
3. On nonlinear systems of equations over F
Consider the following system of equations over F :
x + y + z + u= a;
u2 + xy + zu+ (x + y)(z + u) = b;
x3 + y3 + z3 + u3 = c; (6)
where x; y; z and u are pairwise distinct elements of F . Denote by (a; b; c) the number
of diMerent solutions to system (6).
The following two statements can be easily checked.
Lemma 5. For any a∈F∗ and any b; c∈F we have that
(i) (a; b; c) = (ga; g2b; g3c); ∀g∈F∗,
(ii) (a; b; c) = (a; b+ h2 + ha; c + h2a+ ha2); ∀h∈F ,
(iii) (a; b; c) = (a2
k
; b2
k
; c2
k
); k = 1; : : : ; m− 1.
Using Lemma 5 without loss of generality we will consider the system (6) for the
case a= 1, i.e. the system:
x + y + z + u= 1;
u2 + xy + zu+ (x + y)(z + u) = b;
x3 + y3 + z3 + u3 = c: (7)
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Lemma 6. For each solution (x; y; z; u) to (7) we associate, say a complementary
solution (x′; y′; z′; u′) to (7), where
x + x′ = 1; y + y′ = 1; z + z′ = 1; u+ u′ = 1:
In order to avoid the trivial cases, which will be clear at the next section (see Lemma
12), we will consider our system (7) only for the case b+ c ∈ GF(2). So, for the rest
of the paper we assume that b+ c ∈ GF(2).
Now we give two lemmas, which give the conditions for the existence of a solution
(x; y; z; u) to system (7), when we #x one of the elements of the 4-tuple (x; y; z; u).
Lemma 7 (x #xed). Let a 4-tuple (x; y; z; u) be a solution to system (7). Then the
following conditions are satis<ed: b+ x2 + x = 0; c + 1 + x2 + x = 0, and
Tr
(
(b+ x2 + x)3
(c + 1 + x2 + x)2
)
= 0: (8)
Proof. Assume that x∈F is a #xed element. We want to #nd the conditions in terms
of x for the existence of a solution (x; y; z; u) to the system (7). Then our system can
be rewritten as follows:
y + z + u= A;
u2 + u(y + z) + yz = B;
y3 + z3 + u3 = C; (9)
where we denote
A= x + 1; B= b+ x2 + x; C = c + x3: (10)
Using the #rst equation of (9) in the second equation, we obtain that
yz = uA+ B: (11)
Raising the #rst equation y + z = u + A to the third degree, and using the #rst and
third lines of (9), we obtain, that
yz =
uA(u+ A) + A3 + C
u+ A
(12)
(here u = A, as y = z). Comparing (11) and (12), we see easily that conditions B=0
(or, equivalently b+ x2 + x=0) and C=A3 (or, equivalently c+1+ x2 + x=0) imply
each other. If we assume now that B= 0, we obtain two equalities y + z = u+ A and
yz=uA, implying {y; z}={u; A}. But this is impossible by the condition of the lemma
(indeed, by de#nition, a solution (x; y; z; u) consists of distinct elements of F). Thus,
we obtain the two #rst inequalities of the lemma.
From (11) and (12), we deduce that
(uA+ B)(u+ A) = uA(u+ A) + A3 + C;
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which gives the following expression for u:
u= A+
A3 + C
B
: (13)
Using (10) we obtain
u= x + 1 +
c + 1 + x2 + x
b+ x2 + x
: (14)
From Lemma 2 we have the following trace condition for the existence of two distinct
elements y and z:
Tr
(
yz
(y + z)2
)
= 0;
which can be rewritten, using expressions yz = uA + B (see (11)) and y + z = u + A
(the #rst line of (9)) as
Tr
(
uA+ B
(u+ A)2
)
= 0:
Using expression (13) for u we obtain
Tr
(
uA+ B
(u+ A)2
)
=Tr
(
A(A3 + C + AB)=B+ B
((A3 + C)=B)2
)
=Tr
(
AB(A3 + C) + A2B2 + B3
(A3 + C)2
)
=Tr
(
B3
(A3 + C)2
)
= Tr
(
(b+ x2 + x)3
(c + 1 + x2 + x)2
)
= 0;
which gives the expression (8) of the lemma.
Lemma 8 (u #xed). Let b; c and u be any elements of F of order 2m. If there is
a 4-tuple (x; y; z; u), which is a solution to system (7), then c + 1 + u2 + u = 0.
Furthermore, there are two possibilities: (i) b + 1 + u2 + u = 0 and the following
condition is satis<ed:
Tr
(
(b+ 1 + u2 + u)3
(c + 1 + u2 + u)2
)
= Tr(1); (15)
(ii) b+1+ u2 + u=0, which is possible only for even m. Then b+ c= g3 for some
g∈F∗ and x; y and z are zeros of the following cubic on v:
(v+ u+ 1)3 + u2 + u+ c + 1 = 0: (16)
Proof. Similarly to the previous lemma, we arrive from (7) to the system
x + y + z = L;
yz + (y + z)x =M;
x3 + y3 + z3 = N; (17)
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where
L= u+ 1; M = u+ b; N = u3 + c: (18)
Using the #rst line of (17), we obtain from the second line:
yz = x(x + L) +M: (19)
Raising the #rst line y+ z= x+L to the third power and using the #rst and third lines
we obtain
yz = xL+
L3 + N
x + L
(20)
(here x = L, since z = y). Now assume that c+1+u2 +u=0, or equivalently L3 =N .
Then (20) implies that yz = xL. As y + z = x + L, we deduce that {y; z}= {x; L}, i.e.
a contradiction. Therefore c + 1 + u2 + u = 0.
From (19) and (20) we deduce the following cubic equation for x:
x3 + Lx2 +Mx + L3 + LM + N = 0; (21)
which reduces to the equation by changing x + L= w:
w3 + (L2 +M)w + L3 + N = 0: (22)
As this cubic has three distinct roots (x+L; y+L, and z+L) then, according to Lemma
3, the following trace condition is satis#ed:
Tr
(
(L2 +M)3
(L3 + N )2
)
= Tr(1): (23)
Using expressions (18), we rewrite it as follows:
Tr
(
(b+ 1 + u2 + u)3
(c + 1 + u2 + u)2
)
= Tr(1);
i.e. the expression of the lemma. Now we have #nished the case (i), when b + 1 +
u2 + u = 0. Now assume that we have b+ 1+ u2 + u= 0 (for odd m it is impossible,
as Tr(1) = 1). From (22) we obtain the following cubic equation:
w3 + L3 + N = 0; (24)
which reduces to the form, given in the statement. As this cubic has three distinct roots
x+ u+1; y+ u+1 and z+ u+1, the element L3 +N = u2 + u+ c+1= b+ c should
look as g3 for some g ∈ F \ GF(2).
Lemma 9 (The reconstruction of a solution). Let b; c and x be elements of F such
that b+ x2 + x = 0; c + 1 + x2 + x = 0, and
Tr
(
(b+ x2 + x)3
(c + 1 + x2 + x)2
)
= 0: (25)
De<ne u∈F such that
u= u(x) = x + 1 +
c + 1 + x2 + x
b+ x2 + x
: (26)
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Then the pair (x; u) de<nes a 4-tuple (x; y; z; u), which is a solution to the system (7),
and which is unique up to permutations of y and z.
Proof. We have to #nd y and z, which satisfy the equation
v2 + v(y + z) + yz = 0: (27)
As we know x and u, using expressions (9)–(11), we obtain that
y + z = u+ A= x + u+ 1 (28)
and
yz = Au+ B= u(x + 1) + x2 + x + b: (29)
Note that (25) is exactly a necessary and su5cient condition in order to have two such
elements y and z, which are solutions to (27). Indeed, if we in the equality
Tr
(
yz
(y + z)2
)
= Tr
(
uA+ B
(u+ A)2
)
= 0;
express A; B through x by (10) and express u through x by (26), we obtain (25). Now
from (29) we have, using (28):
0 = yz + u(x + 1) + x2 + x + b
= yz + u(y + z + u) + x(y + z + u+ 1) + x + b
= u2 + xy + zu+ (x + y)(z + u) + b:
Thus we obtain the second line of (7). Now raise the equality y + z = x + u+ 1 (the
#rst line) to the third degree. Then expressing y+ z and yz in terms of u and x, using
(28) and (29), we obtain (denoting x3 + y3 + z3 + u3 = p):
0 = (y + z)3 + (x + u+ 1)3
=p+ yz(y + z) + (x2 + x + 1) + (x + 1)u(x + 1 + u)
=p+ (u(x + 1) + x2 + x + b)(x + 1 + u)
+ (x2 + x + 1) + (x + 1)2u+ (x + 1)u2
=p+ (x2 + x + b)(u+ x + 1) + (x2 + x + 1)
=p+ c = x3 + y3 + z3 + u3 + c = 0;
where in the last step we used (26). Thus, the 4-tuple (x; y; z; u) satis#es the system
(7). The pair (x; u) de#nes this 4-tuple (x; y; z; u) uniquely up to permutations of y and
z. Indeed, we know from [6] that any two distinct solutions to (7), say (x; y; z; u) and
(x′; y′; z′; u′) can intersect in at most one element.
Now we have to show that all elements x; y; z; u are distinct. By condition (as b =
c+1) we have that x = u and (as x2 +x+c+1 = 0) we have that x = u+1, implying
z = y. Assuming y= u (or z= u) we obtain x2 + x+ b= 0 which is impossible. Now
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if we assume that x = y (or x = z), we arrive to the condition u2 + u + c + 1 = 0.
Equality (26) we rewrite as the following cubic equation on v, where v= x + u+ 1:
v3 + v(u2 + u+ b+ 1) + (u2 + u+ c + 1) = 0: (30)
Now if we assume that u2 + u + c + 1 = 0, we obtain that one of the zeros of this
cubic will be v = 0 or x + u + 1 = 0, which, as we mentioned above, is impossible.
Thus, we have proved that x; y; z; u are distinct elements of F . As x; y; z are zeros of
the cubic equation, which is uniquely de#ned by b; c and u, we conclude that for a
given u this solution (x; y; z; u) is de#ned uniquely up to permutations of x; y and z.
In other words, for given b and c there are no two diMerent solutions (x; y; z; u) and
(x′; y′; z′; u) where {x; y; z; } = {x′; y′; z′}.
We are ready now to prove the following two lemmas on even symmetry and on
odd symmetry of the system of equations (7).
Lemma 10 (Even symmetry). Let b; c be any elements of F , where F has order 2m.
Let m be even. Let (1; b; c) denote the number of solutions to system (7). Then the
following symmetry conditions are valid:
(1; b; c) = (1; b+ 1; c) (31)
and
(1; b; c) = (1; b; c + 1): (32)
Proof. First we note that for even m we have the following formula:
(1; b+ 1; c) = (1; b; c + 1): (33)
This follows straightforward from Lemma 5, (ii), as we can always #nd h∈F∗ such
that h2 + h= 1. So, it is enough to prove only the #rst identity (31).
We consider #rst the case when b and c be such that for the case Tr(b) = 0 we
have that b+ c = g31 and b+ c + 1 = g32 for some g1; g2 ∈F\GF(2). So, we consider
two systems: system (7) and the following one:
X + Y + Z + U = 1;
U 2 + XY + ZU + (X + Y )(Z + U ) = b+ 1;
X 3 + Y 3 + Z3 + U 3 = c: (34)
Our strategy is the following: to each (x; y; z; u) which is a solution to (7) we provide
a 4-tuple (X; Y; Z; U ) which is a solution to (34). We use Lemma 9 above for the
reconstruction of solutions. But we use a necessary condition for the existence of a
solution to (7), as a su5cient condition for the reconstruction of a solution to (34).
So we do the following trick. We select a 4-tuple (x; y; z; u), a solution to (7) and we
reconstruct a 4-tuple (X; Y; Z; U ), a solution to (34), where X = u.
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We have by Lemma 8 that c+1+u2 +u = 0 and for the case b+ c = g31, which we
consider now, by the same lemma we have that b+ 1 + u2 + u = 0 and the condition
(15) for u is valid. Therefore, for X=u we have b+1+X 2+X = 0; c+1+X 2+X = 0
and
0 = Tr(1) = Tr
(
(b+ 1 + u2 + u)3
(c + 1 + u2 + u)2
)
(35)
= Tr
(
(b+ 1 + X 2 + X )3
(c + 1 + X 2 + X )2
)
= 0: (36)
So having condition (35), as a necessary condition for existence of three distinct roots
(which is valid, as (x; y; z; u) is a solution to (7)) we use it as a su5cient condition (36)
for existence of two zeros Y; Z of the quadratic equation in order to #nd (X; Y; Z; U )
which is a solution to (34). Having X we de#ne the element U ,
U = U (X ) = X + 1 +
c + 1 + X 2 + X
b+ 1 + X 2 + X
: (37)
By Lemma 9, having these two elements X;U , connected by (37), and where for such
X the condition (36) is satis#ed, we immediately obtain a 4-tuple (X; Y; Z; U ) (where
X = u), a solution to (34).
So, for any solution (x; y; z; u) to system (7) we construct a solution (X; Y; Z; U )
to the system (34), which is unique up to permutations of Y and Z . Indeed, X = u
and U is de#ned by X uniquely and, according to Lemma 9, for a given U the
4-tuple (X; Y; Z; U ) is unique up to permutations of X; Y and Z . This implies that
(1; b; c)6 (1; b + 1; c). But then we can do this procedure in the reverse direction
(i.e. from a solution (X; Y; Z; U ) to (34) to reconstruct a solution (x; y; z; u) to (7)).
Indeed, for any such solution (X; Y; Z; U ) to (34) we also have the condition U 2 +
U + b = 0 (as b + c + 1 = g32), which we do need for our procedure. This implies
(1; b+ 1; c)6 (1; b; c). Thus, we conclude, that (1; b+ 1; c) = (1; b; c).
Now we consider the case when for Tr(b) = 0 we have that either b + c = g31 or
(and) b + c + 1 = g32. This case can be done similarly with separate consideration of
possible solutions (x; y; z; u) for which we have that u2+u+b∈GF(2). We will obtain
the statement of the lemma for this case as a corollary of our Theorems 6 and 8.
Lemma 11 (Odd symmetry). Let b; c be any elements of F , where F has the order
2m. Let m be odd. Then for the number of solutions (1; b; c) to system (7) the
following symmetry conditions are valid:
(1; b; c) + (1; b+ 1; c) =
1
3
×
{
(2m − 2) if Tr(c) = Tr(1);
(2m − 8) if Tr(c) = Tr(1);
and
(1; b; c) + (1; b; c + 1) =
1
3
×
{
(2m − 2) if Tr(b) = Tr(1);
(2m − 8) if Tr(b) = Tr(1):
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Proof. We start from the #rst equality (as Tr(1)=1, equality (33) does not hold). We
note that for odd m by Lemma 3 the existence of a solution (x; y; z; u) to the system
(7) implies (by Lemma 8) the following condition:
Tr
(
(b+ 1 + u2 + u)3
(c + 1 + u2 + u)2
)
= Tr(1) = 1: (38)
So, we again consider two systems: (7) and (34). Assume that (x; y; z; u) is a solution
to (7). This means that condition (38) holds. Now take u∈F such that u2+u+b+1 =
0; u2 + u+ c + 1 = 0, but (38) is not valid, which means that
Tr
(
(b+ 1 + u2 + u)3
(c + 1 + u2 + u)2
)
= 0: (39)
So we take again X = u and de#ne
U = U (X ) = X + 1 +
c + 1 + X 2 + X
b+ 1 + X 2 + X
: (40)
Now we have X and U , connected by (40) and where X is such that
Tr
(
(b+ 1 + X 2 + X )3
(c + 1 + X 2 + X )2
)
= 0: (41)
Thus we can apply Lemma 9 and obtain a 4-tuple (X; Y; Z; U ) which is a solution
to (34). How many such solutions (1; b + 1; c) do we have for given b and c?
First, from the number of solutions (1; b+1; c), we exclude (1; b; c) for which (38)
holds. Second, we exclude two values of X such that one of two following conditions:
b+X 2+X =0 and b+1+X 2+X =0 is satis#ed (see the conditions of Lemma 7). So,
this means that we consider 2m − 2 values of X . If Tr(c) = Tr(1) we have to exclude
two values of U . Indeed, the quadratic equation c + 1 + U + U 2 = 0 has two distinct
zeros (Lemma 1). Note that we do not care about the condition u2 + u + b + 1 = 0,
as b = c. So, we have to subtract 2 from the number of solutions (1; b+1; c), which
correspond to these two values of U . But one value U corresponds to three values
of X : we can choose X (in order to have a solution (X; Y; Z; U )) in three diMerent
ways. So we have to divide the number (2m − 2) by 3. Thus, we have for the case
Tr(c) = Tr(1):
(1; b+ 1; c) = 13 × (2m − 2)− (1; b; c)
and for the case Tr(c) = Tr(1):
(1; b+ 1; c) = 13 × (2m − 2)− (1; b; c)− 2:
This gives us the #rst expression of the lemma. The second expression comes from
similar arguments.
4. The proof of Theorem 6
So we again consider system (7). The next result has been proved in [7] for F of
any order 2m.
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Lemma 12. Let (1; b; c) be the number of solutions of system (7) where b; c∈F .
Let
f = b+ c + 1 and g= b+
√
b+ c +
√
c:
Let b; c be such that fg = 0. Then if Tr(c) = Tr(1)
(1; b; c) = 16 (2
m + (−1)Tr(b)(K(fg)− 3)− 8);
and if Tr(c) = Tr(1) + 1
(1; b; c) = 16 (2
m − (−1)Tr(b)(K(fg) + 3)− 2):
In order to have this paper more independent we repeat the main steps of the proof
of this lemma (see [7] for details).
By changing two variables u; z to v=u+ z; z, we obtain easily the following system
which is equivalent to system (7):
x + y + v= 1
xy + zv+ v= b
xy(v+ 1) + zv(z + v) + v2 + v= c + 1: (42)
As x; y; z, and u are mutually distinct elements, we have the following limitations for
v: v = 0 (this means z = u) and v = 1 (this means x = y).
Using the expression of xy from the second equation in the last equation of (42),
we obtain the following quadratic equation on z:
z2 + z + b+ (b+ c + 1)=v= 0 (43)
which has a solution in F , if and only if
Tr
(
b+
b+ c + 1
v
)
= 0: (44)
Note that if z1 and z2 are two roots of (43), then z1 and z2 de#ne a pair of comple-
mentary 4-tuples, because z1 + z2 =1. But having z and v which satisfy (43) and (44),
we can #nd x and y such that a 4-tuple (x; y; z; u) is a solution to (7), if and only if
Tr
(
xy
(x + y)2
)
= Tr
(
zv+ v+ b
(v+ 1)2
)
= 0: (45)
But
zv+ v+ b
(v+ 1)2
=
z
(v+ 1)2
+
z
v+ 1
+
1
v+ 1
+
b+ 1
(v+ 1)2
;
and, therefore,
Tr
(
zv+ v+ b
(v+ 1)2
)
=Tr
(
z
(v+ 1)2
+
z
v+ 1
+
1
v+ 1
+
√
b+ 1
v+ 1
)
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= Tr
(
b+ c + 1
v
+
b+
√
b+ c +
√
c
v+ 1
)
=Tr
(
f
v
+
g
v+ 1
)
:
Let F∗∗=F\{0; 1}. So, our problem now is the following. For #xed b and c, we have
to #nd all v from F∗∗, such that the following two conditions are valid simultaneously:
Tr
(
b+
f
v
)
= Tr
(
f
v
+
g
v+ 1
)
= 0: (46)
Denote by M (b; c) the number of such v from F∗∗. Let ‘ = Tr(b).
Then we can write
4 ·M (b; c) =
∑
v∈F∗∗
(
1∑
v1=0
(−1)v1(Tr(f=v)+‘)
)(
1∑
v2=0
(−1)v2(Tr(g=(v+1))+‘)
)
=
∑
v∈F∗∗
1 + &1 + &2 + &3;
where
&1 = (−1)‘
∑
v∈F∗∗
(−1)Tr(f=v)
&2 = (−1)‘
∑
v∈F∗∗
(−1)Tr(g=(v+1))
&3 =
∑
v∈F∗∗
(−1)Tr(f=v+g=(v+1)):
Now we want to express the sum
∑
3 as a Kloosterman sum. Changing twice the
variables: #rst w = 1=(v+ 1) and then w + 1 = f' we obtain easily, that
&3 = (−1)Tr(f+g)
∑
'∈F∗\{f−1}
(−1)Tr(fg'+'−1)
= (−1)Tr(f)K(fg)− 1; (47)
(at the last step we used that Tr(f+ g)=Tr(f)). Now we can #nd the value M (b; c).
Using Lemma 4, we have for the case b+ c + 1 = f = 0
&1 =
∑
v∈F∗∗
(−1)Tr(f=v) =
{−2 if Tr(f) = 0;
0 if Tr(f) = 1;
and for the case b+
√
b+ c +
√
c = g = 0
&2 =
∑
v∈F∗∗
(−1)Tr(g=(v+1)) =−2;
because Tr(g) = 0.
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Finally it gives the following expression for the number M (b; c):
M (b; c) = 2m−2 + 14 ((−1)Tr(f)K(fg)− 3− (−1)Tr(b)(3 + (−1)Tr(f))): (48)
Now we have to take care about one more exceptional case of solutions. Assume the
condition x=z for system (42). This gives immediately the possible solution (x; y; x; u),
where z=
√
u+ b; y=u+1, and where u is de#ned by the following quadratic equation:
u2 + u+ c + 1 = 0; (49)
which has two distinct zeros u1 and u2 in F , iM Tr(c)=Tr(1). These values ui (i=1; 2)
correspond to the following two complementary 4-tuples:
(xi; yi; xi; ui) where xi =
√
ui + b; yi = ui + 1 (50)
which we want to eliminate from the solutions to (42). On the other hand, if Tr(c) =
Tr(1) and if u1 and u2 are solutions to (49), we can see that both 4-tuples (xi; yi; xi; ui);
i = 1; 2 provide solutions to (42).
Lemma 13. Condition Tr(c)=Tr(1) is the necessary and su?cient condition in order
for system (42) to have two trivial complementary solutions (xi; yi; xi; ui); i = 1; 2,
de<ned by (49) and (50).
Now we continue the proof of Lemma 12. First recall Lemma 6. For any v such
that both conditions (45) are satis#ed, there are exactly two complementary solutions
(x; y; z; u) and (x′; y′; z′; u′) to system (7). So we have to multiply M (b; c) by a factor
2. On the other side, we have to divide this number by 3, because the system (7) is
completely symmetric in the three variables x; y and z. So we could choose z in three
diMerent ways.
By Lemma 13 for the case Tr(c) = Tr(1) we have to take into account one value
of v for which the corresponding two complementary 4-tuples (xi; yi; zi; ui) with xi = zi
are trivial solutions to (42) and, therefore, to (7). This simply means that for the case
Tr(c) = Tr(1) we have to subtract 1 from the number M (b; c) given by (48). It gives
(1; b; c) =
2
3
×
{
M (b; c) if Tr(c) = Tr(1) + 1;
M (b; c)− 1 if Tr(c) = Tr(1):
As f = b + c + 1 we have Tr(f) = Tr(b) + Tr(c) + Tr(1). This gives the expression
for (1; b; c) for the case fg = 0. This completes the proof of Lemma 12.
Proof of Theorem 6 (m even). By Lemma 10 we know for any b and c, where b+c =
GF(2); and for the case Tr(b) = 0 where b + c = g31, and b + c + 1 = g32 for some
g1; g2 ∈F we have that (1; b + 1; c) = (1; b; c). For the functions f(b + 1; c) and
g(b+ 1; c) we have
f(b+ 1; c) = (b+ 1) + c + 1 = b+ c (51)
and
g(b+ 1; c) = (b+ 1) +
√
b+ 1 + c +
√
c
= b+
√
b+ c +
√
c = g(b; c): (52)
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So the new product f(b+ 1; c)g(b+ 1; c) diMers from the old one f(b; c)g(b; c). But
we should have the equality (Lemma 10)
(1; b; c) = (1; b+ 1; c);
which by Lemma 12 implies immediately the following identity:
K(f(b; c)g(b; c)) = K(f(b+ 1; c)g(b+ 1; c)): (53)
Now introduce a new variable a=
√
b+
√
c+1. We see that inasmuch of the condition
b+c = g31 or (and) b+c+1 = g32 for some g1; g2 ∈F for the case Tr(b)=0, the element
a can be any element of F∗∗. We rewrite f(b; c); f(b+1; c) and g(b; c) = g(b+1; c)
as follows:
f(b; c) = b+ c + 1 = a2;
f(b+ 1; c) = b+ c = a2 + 1;
g(b; c) = b+
√
b+ c +
√
c = a2 + a: (54)
Using these expressions in (53), we obtain
K(a3(a+ 1)) = K(a(a+ 1)3); (55)
which gives the statement of the theorem for even m.
(m odd). First consider the case Tr(c) = Tr(1). For this case we can rewrite the
expressions for the number (1; b; c) from Lemma 12 as follows:
(1; b; c) =
1
6
×
{
(2m − 11 + K(f(b; c)g(b; c)) if Tr(b) = 0;
(2m − 5− K(f(b; c)g(b; c)) if Tr(b) = 1:
(56)
So, for the number (1; b+ 1; c) we have from one side (using (56) and that Tr(b+
1) = Tr(b) + 1):
(1; b+ 1; c)
=
1
6
×
{
(2m − 5− K(f(b+ 1; c)g(b+ 1; c)) if Tr(b) = 0;
(2m − 11 + K(f(b+ 1; c)g(b+ 1; c)) if Tr(b) = 1:
(57)
But, from the other side, by Lemma 11 we should have for the case Tr(c) = Tr(1):
(1; b+ 1; c) = 13 · (2m − 8)− (1; b; c): (58)
Now using (56) for (1; b; c) in (58), we obtain
(1; b+ 1; c) =
1
6
×
{
(2m − 11 + K(f(b; c)g(b; c)) if Tr(b) = 1;
(2m − 5− K(f(b; c)g(b; c)) if Tr(b) = 0:
(59)
Comparing two expressions (57) and (59) gives us the statement for the case Tr(c) =
Tr(1). The case Tr(c) = Tr(1) is similar.
Now we can see that we have proved more than stated by Theorem 6. We have, in
fact necessary and su5cient conditions for the identity in Theorem 6.
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Theorem 8. Let b = c be any elements of F of order 2m, and let b; c be such that
a=
√
b+ c + 1 = 0.
Let m be even. Then the equality (1; b + 1; c) = (1; b; c), where (1; b; c) is the
number of solutions to the system (7), is necessary and su?cient for the identity
K(a3(a+ 1)) = K(a(a+ 1)3): (60)
Let m be odd. Then the equality
(1; b; c) + (1; b+ 1; c) =
1
3
×
{
(2m − 2) if Tr(c) = Tr(1);
(2m − 8) if Tr(c) = Tr(1):
is necessary and su?cient for the identity (60).
Proof. We have proved already that even and odd symmetry for the numbers (1; b+
1; c) and (1; b; c), the number of solutions to system (7), are su5cient for the identity
in Theorem 6. Then necessity follows from Lemma 12 by reversing the arguments.
Now we are returning to the proof of Lemma 10 for the case Tr(b) = 0 when
either b + c = g31 or (and) b + c + 1 = g
3
2. According to Theorem 6 we have identity
K(a3(a+1))=K(a(a+1)3) for any a∈F∗∗, a2=b+c+1. Then, according to Theorem
8 we will have (1; b+1; c)=(1; b; c) for any b=a2+c+1, including this exceptional
case.
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