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In this paper, we present results in the Gevrey asymptotics which correspond to
some existing results concerning asymptotic solutions in the Poincare asymptotics
of singularly perturbed ordinary differential equations. The main idea is based on
a characterization of the Gevrey flat functions and a characterizaton of the Gevrey
asymptotic expansions as it had been already exhibited by Y. Sibuya (1990, Lecture
Notes in Pure and Applied Math., Vol. 124, pp. 393401, Dekker, New York) and
P. F. Hsieh and Y. Sibuya (1999, ‘‘Basic Theory of Ordinary Differential Equa-
tions,’’ Chap. XI, Sect. XI-2 and Chap. XII, Sect. XII-5, Springer-Verlag, Berlin).
 2000 Academic Press
1. INTRODUCTION
In order to set up a theory of asymptotic expansions, it is essential to
characterize asymptotic flatness. For example, in the Poincare asymptotics,
a function f (=) is asymptotically equal to zero (i.e., asymptotically flat) as
=  0 if and only if
| f (=)|KN |=| N for N=1, 2, ... (1.1)
for some positive numbers KN . In the Gevrey asymptotics, asymptotic
flatness of the Gevrey order s is characterized by
| f (=)|K exp[&c |=|&}], (1.2)
where }= 1s and s, K, c are some positive numbers (cf. Theorem 2.3).
Actually, this characterization of flatness also characterizes the Gevrey
asymptotics itself (cf. Theorem 2.4). Therefore, if every flat solution f of a
differential equation satisfies an estimate of form (1.2), we can reasonably
expect that the Gevrey asymptotics will apply to such a differential equa-
tion. This idea was justified in [Si5], where a result in the Poincare
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asymptotics concernig singularly perturbed differential equations (cf.
[Si1]) was refined in the sense of the Gevrey asymptotics. In this paper, we
present a more extensive study of this kind in a systematic way.
In Section 2 we summarize some basic facts concerning the Gevrey
asymptotics (cf. [Wat, R1, R2, Si4, Si6, HS, Chap. XI]). In Section 3, we
summarize some known basic results concerning singularly perturbed
differential equations in the Poincare asymptotics [cf. [Si1] and [HS;
Chapter XII]. In Section 4, we define domains of a particular shape which
are used in succeeding sections. After these preparations, new results are
presented with proofs in Sections 510.
In Sections 5 and 6, we study a system of the form
=_
dy
dx
=f(x, y, =). (I)
Main results are Theorems 5.1 and 6.1 and Lemmas 5.3 and 6.3. These are
refinements of Theorem 3.1 and Lemma 3.2. For some other refinements,
see [CRSchSi].
In Section 7, we study a system of the form
dw
dx
=g(x, w, y, =), =H
dy
dx
=f(x, w, y, =), (II)
where
H=diagonal[h1In1 , h2 In2 , h3In3 , ..., hqInq],
and h1 , ..., hq are distinct positive integers, n1 , ..., nq are positive integers,
and Il is the l_l identity matrix. There exist results which explain the
structure of asymptotic solutions in the Poincare asymptotics and which
were given in [Was1] and [Was2] (cf. Theorem 7.5 and Lemma 7.6). We
shall refine those results in the sense of the Gevrey asymptotics. The main
results are Theorems 7.1 and 7.2 and Lemma 7.3.
In Section 8, we prove some block-diagonalization theorems for a linear
system
=_
dy
dx
=A(x, =) y. (III)
Theorem 3.3 is a block-diagonalization therem in the Poincare asymptotics
and was refined in [St] in various ways in the sense of the Gevrey
asymptotics. One of those results is Theorem 8.1. We shall refine Theorem
8.1 in two ways (cf. Theorems 8.2 and 8.3) In particular, Theorem 8.3 is an
analytization theorem. We prove this result by using Lemma 8.4. For a
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singularity with respect to the independent variable, we can prove an
analytization theorem without any specific assumption concerning the
order of singularity (cf. [Si4, Theorem A.3.3.1, p. 225]). However, for
system (III), we need to assume that the order of Gevrey expansion of
A(x, =) is not larger than 1_ (cf. (8.1)). The difficulty comes from the fact
that the asymptotic theory concerning system (III) in the Poincare
asymptotics is not complete due to transition points.
In Section 9, as applications of Theorems 8.2 and 8.3, we prove two
block-diagonalization theorems (cf. Theorems 9.1 and 9.2) concerning the
linear system
=H
dy
dx
=A(x, =) y, (IV)
where
H=diagonal[h1In1 , h2 In2 , h3In3 , ..., hqInq]
with nonnegative integers h1 , ..., hq . In [Was1] and [Was2], a block-
diagonalization theorem of system (IV) was given in the Poincare
asymptotics. Our results are its refinements in the sense of the Gevrey
asymptotics. In particular, Theorem 9.2 is an analytization theorem.
In Section 10, we construct an analytic simplification of system (I) in the
sense of the Gevrey asymptotics. Such a result in the Poincare asymptotics
was given in [Si3].
It must be mentioned that some results in [CRSchSi] can not be
obtained by the method of this paper.
2. BASIC FACTS CONCERNING THE GEVREY ASYMPTOTICS
The Gevrey asymptotics is based on the two definitions given below.
Definition 2.1. Let s be a nonnegative number. A formal power series
p=+m=0 am=
m in = is said to be of the Gevrey order s if there exist two
nonnegative numbers C and A such that
|am |C(m!)s Am for m=0, 1, 2, ... . (2.1)
The set of all power series in = of the Gevrey order s is denoted by
C= s . In particular C=0 is the set of all convergent power series in =
(i.e., C[=]).
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Definition 2.2. A function , of = is said to admit an asymptotic expan-
sion of the Gevrey order s (s0) as =  0 on a sectorial domain
D(r, a, b)=[= : a<arg =<b, 0<|=|<r] (2.2)
if
(i) , is holomorphic on D(r, a, b),
(ii) there exists a formal power series p=+m=0 am=
m # C= s such
that an inequality
},(=)& :
N&1
m=0
am=m }C\, :, ; (N!)s (A\, :, ;)N |=|N (2.3)
holds on D(\, :, ;) for every positive integer N and every (\, :, ;) satisfy-
ing the inequalities 0<\<r and a<:<;<b, where C\, :, ; and A\, :, ; are
nonnegative numbers determined by , and (\, :, ;).
We denote by As (r, a, b) the set of all functions admitting asymptotic
expansions of the Gevrey order s as =  0 on the sectorial domain
D(r, a, b). Set J(,)= p for , # As (r, a, b). The map
J : As (r, a, b)  C= s (2.4)
is a homomorphism of commutative differential algebras over C. The
kernel of homomorphism (2.4) is denoted by As, 0 (r, a, b), i.e.,
As, 0 (r, a, b)=[, # As (r, a, b) : J(,)=0].
The kernel As, 0 (r, a, b) of homomorphism (2.4) is characterized by the
following theorem.
Theorem 2.3. If s=0, then As, 0 (r, a, b)=[0]. If s>0, a function ,
belongs to As, 0 (r, a, b) if and only if
(i) , is holomorphic on D(r, a, b),
(ii) an inequality
|,(=)|+\, :, ; exp[&*\, :, ; |=| &}] \}=1s+
holds on D(\, :, ;) for every (\, :, ;) satisfying the inequalities 0<\<r and
a<:<;<b, where +\, :, ; is a nonnegative number and *\, :, ; is a positive
number, and they are determined by , and (\, :, ;).
For those facts see, for example, [Wat, R1, R2, Si4, HS, Sect. XI-3,
Chap. XI].
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If N sectorial domains Sl=D(r, a l , bl) (l=1, ..., N) satisfy the condition
Nl=1 Sl=[= : 0<|=|<r], we call [S1 , ..., SN] a covering at ==0. Also,
[S1 , ..., SN] is called a good covering at ==0 if
(i) al<al+1 (l=1, ..., N), where aN+1=a1+2?,
(ii) bl&al<? (l=1, ..., N),
(iii) Sl & Sl+1 {< (l=1, ..., N) and Sl & Sk=< otherwise if l{k,
where SN+1=S1 .
The following theorem is the most basic fact in the theory of the Gevrey
asymptotics.
Theorem 2.4. Assume that a covering [S1 , ..., SN] at ==0 is good and
that N functions ,1 (=), ..., ,N(=) satisfy the conditions:
(1) ,l (=) is holomorphic on Sl ,
(2) ,l (=) is bounded on Sl ,
(3) we have
|,l (=)&,l+1 (=)|# exp[&* |=|&k] on Sl & Sl+1 , (2.5)
where #0, *>0 and k>0 are suitable numbers independent of l. Then,
,l # A1k (r, al , bl) for each l. (2.6)
For a proof of Theorem 2.4, see [Si6] and [HS, Sect. XI-5, Chap. XI].
Let f (u, =) be a function which is holomorphic in (u, =) on a domain
u # D/Cm, a<arg =<b, 0<|=|<r.
Also, let p(u, =)=+m=0 am (u) =
m be a formal power series in = with
coefficients am (u) which are holomorphic in u on the domain D.
Definition 2.5. The function f (u, =) admits the formal power series
p(u, =) as its asymptotic expansion in the sense of Poincare as =  0 in the
domain D(r, a, b) uniformly in u on the domain D, if, for every positive
integer N and every (\, :, ;) satisfying the inequalities 0<\<r and
a<:<;<b, there exists a positive constant CN, \, :, ; such that
} f (u, =)& :
N&1
m=0
am (u) =m }CN, \, :, ; |=|N (2.7)
holds for (u, =) # D_D(\, :, ;).
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Definition 2.6. The function f (u, =) admits the formal power series
p(u, =) as its asymptotic expansion of the Gevrey order s (or f (u, =) #
A(r, a, b, b)) as =  0 in the domain D(r, a, b) uniformly in u on the
domain D, if,
(i) the coefficients of p satisfy the inequalities
|am (u)|C(m!)s Am for m=0, 1, 2, ... (2.8)
on the domain D;
(ii) the inequalities
} f (u, =)& :
N&1
m=0
am (u) =m }C\, :, ; (N !)s (A\, :, ;)N |=|N (2.9)
hold for (u, =) # D_D(\, :, ;), every positive integer N, and every (\, :, ;)
satisfying the inequalities 0<\<r and a<:<;<b, where C\, :, ; and
A\, :, ; are nonnegative numbers determined by f and (\, :, ;).
Definition 2.7. A formal power series p(u, =)=+m=0 am (u) =
m is said
to be of the Gevrey order s uniformly for u # D if it satisfies condition (2.8)
on the domain D
3. SOME KNOWN RESULTS IN THE POINCARE ASYMPTOTICS
First, in this section, we summarize some known basic facts concerning
systems of ordinary differential equations of the form
=_
dy
dx
=f(x, y, =), (3.1)
where x is a complex variable, y # Cn, = is a complex parameter, _ is a
positive integer, and f(x, y, =) is a Cn-valued function of (x, y, =).
Set
f(x, y, =)=f0 (x, =)+A(x, =) y+ :
|^| 2
y^f^(x, =) (3.2)
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in the case when f is holomorphic at y=0. On the right-hand side of
(3.2), ^=( p1 , ..., pn) with nonnegative integers pk , |^|= p1+ } } } +pn ,
y^= y p11 } } } y
pn
n , and
f1
y1
(x, 0, =) } } }
f1
yn
(x, 0, =)
A(x, =)=
f
y
(x, 0, =)=_ b b b & , (3.3)fny1 (x, 0, =) } } } fnyn (x, 0, =)
where fk and yk are the k th entries of f and y, respectively. Also, in the case
when f admits an asymptotic expansion F in powers of =, we set
F(x, y, =)= :
+
l=0
=lFl (x, y). (3.4)
Generally, analyticity of f(x, y, =) implies that the coefficients Fl (x, y) on
the right-hand side of (3.4) are holomorphic in (x, y) in a respective
domain in Cn+1.
The following basic theorem was proved in [Si1] (see also [HS, Sects.
XII-13, Chap. XII]).
Theorem 3.1. Assume that
(i) f(x, y, =) is holomorphic in (x, y, =) on a domain 2($0)_D(\0)_
S(r0 , :0), where $0 , \0 , r0 , and :0 are positive numbers and
2($0) =[x # C : |x|<$0],
{D(\0) =[y # Cn : |y|<\0],S(r0 , :0)=[= # C : |arg =|<:0 , 0<|=|<r0](=D(r0 ,&:0 , :0)),
where |y|=maxnj=1 | y j |,
(ii) f(x, y, =) admits an asymptotic expansion F(x, y, =) in the sense of
Poincare as =  0 in S(r0 , :0) uniformly in (x, y) # 2($0)_D(\0),
(iii) the matrix
A0 (x)=lim
=  0
A(x, =) (3.6)
is invertible on 2($0),
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(iv) we have
lim
=  0
f0 (x, =)=0 on 2($0). (3.7)
Then,
(1) Equation (3.1) has a unique formal solution
p(x, =)= :
+
l=1
=lpl (x) (3.8)
with coefficients pl (x) which are holomorphic on 2($0),
(2) there exist three positive numbers $, r, and : such that (3.1) has an
actual solution ,(x, =) which are holomorphic in (x, =) # 2($)_S(r, :) and
that ,(x, =) admits the formal solution p(x, =) as its asymptotic expansion in
the sense of Poincare as =  0 in S(r, :) uniformly in x # 2($).
The proof of Theorem 3.1 was based on the following result (cf. [Si1,
HS, Sects. XII-13, Chap. XII]).
Lemma 3.2. If we replace assumptions (ii), (iii), and (iv) of Theorem 3.1
by
(ii$) f(x, y, =) is bounded on 2($0)_D(\0)_S(r0 , :0),
(iii$) the matrix A0 (x) given by (3.6) exists uniformly in x # 2($0) and
A0 (0) is invertible, and
(iv$) f0 (x, =) is asymptotically equal to zero in the sense of Poincare as
=  0 in S(r0 , :0) uniformly in x # 2($0), respectively,
then there exist three positive numbers $, r, and : such that (3.1) has a solu-
tion ,(x, =) which are holomorphic in (x, =)_S(r, :) and that ,(x, =) is
asymptotically equal to zero in the sense of Poincare as =  0 in S(r, :)
uniformly in x # 2($).
Now, let us consider a singularly perturbed linear system of equations,
=_
dy
dx
=A(x, =) y, (3.9)
where _ is a positive integer, y # Cn, and A(x, =) is an n_n matrix whose
entries are holomorphic in (x, =) # 2($0)_S(r0 , :0) with positive numbers
$0 , \0 , and :0 . Assume that
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(I) A(x, =) admits an asymptotic expansion
:

&=0
=&A& (x) (3.10)
in the sense of Poincare as =  0 in S(r0 , :0) uniformly in x # 2($0),
(II) A0 (0) has distinct eigenvalues *1 , *2 , ..., *h with multiplicities
n1 , n2 , ..., nh , respectively, (n1+n2+ } } } +nh=n),
(III) A0 (0) is in a block-diagonal form,
A0 (0)=diagonal[A1 1 , A1 2 , A1 3 , ..., A1 h], (3.11)
where A1 j are nj_nj matrices in the form
A1 j=*jInj+D j , ( j=1, 2, ..., h), (3.12)
with, for each j, the nj_nj identity matrix Inj and an n j_nj nilpotent matrix
Dj ( j=1, ..., h).
The following block-diagonalization theorem of (3.9) was proved in
[Si1] by using Theorem 3.1 (see also [HS, Sect. XII-4, Chap. XII]).
Theorem 3.3. Under assumptions (I), (II), and (III) given above, there
exist three positive numbers $, r, :, and an n_n matrix P(x, =) which is
holomorphic in (x, =) # 2($)_S(r, :) such that
(i) P(x, =) admits an asymptotic expansion
J(P(x, =))= :

&=0
=&P& (x), (P0 (0)=In), (3.13)
in the sense of Poincare as =  0 in S(r, :) uniformly in x # 2($),
(ii) the transformation
y=P(x, =) z (3.14)
reduces (3.9) to
=_
dx
dx
=B(x, =) z, (3.15)
where B(x, =) is in the block-diagonal form
B(x, =)=diagonal[B1 (x, =), B2 (x, =), B3 (x, =), ..., Bh (x, =)], (3.16)
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with, for each j, an nj_nj matrix Bj (x, =) ( j=1, 2, ..., h), and admits an
asymptotic expansion
J(B(x, =)= :

&=0
=&B& (x) (3.17)
in the sense of Poincare as =  0 in S(r, :) uniformly in x # 2($), where
B0(0)=A0 (0) (3.18)
and
B& (x)=diagonal[B&1 (x), B&2 (x), B&3 (x), ..., B&h (x)],
with, for each j, an nj_nj matrix B&j (x) ( j=1, 2, ..., h).
In [Was1] and [Was2], Theorem 3.3 was generalized to a linear system
of the form
=H
dy
dx
=A(x, =) y, (3.19)
as follows, where y # Cn, A(x, =) is an n_n matrix, and H is a matrix given
by
H=diagonal[h1 In1 , h2 In2 , h3 In3 , ..., hq Inq], (3.20)
with integers h1 , ..., hq such that
0h1<h2< } } } <hq , (3.21)
and positive integers n1 , ..., nq such that n1+ } } } +nq=n.
Theorem 3.4. Assume that
(I) A(x, =) is holomorphic in (x, =) # 2($0) # S(r0 , :0) and admits an
asymptotic expansion (3.10) in the sense of Poincare as =  0 in S(r0 , :0)
uniformly in x # 2($0),
(II) A0 (0) is in a block-diagonal form
A0 (0)=diagonal[A1 1a , A1 2 , A1 3 , ..., A1 q], (3.22)
where A1 j ( j=1, ..., q) are nj_nj matrices such that
det A1 j{0 for j=2, ..., q. (3.23)
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Then, there exist three positive numbers $, r, :, and n_n matrix P(x, =)
which is holomorphic in (x, =) # 2($)_S(r, :) such that
(i) P(x, =) admits an asymptotic expansion (3.13) in the sense of
Poincare as =  0 in S(r, :) uniformly in x # 2($),
(ii) the transformation (3.14) reduces (3.19) to
=H
dz
dx
=B(x, =) z,
(3.24)
B(x, =)=diagonal[B1 (x, =), B2(x, =), B3 (x, =), ..., Bq (x, =)],
where Bj (x, =) ( j=1, 2, ..., q) are nj_nj matrices, B(x, =) admits an
asymptotic expansion (3.17) in the sense of Poincare as =  0 in S(r, :)
uniformly in x # 2($), and
B0 (0)=A0 (0), (3.25)
(iii) the matrix =HP(x, =) =&H is bounded on 2($)_S(r, :).
For a proof of this theorem, see Section 9.
4. DOMAIN R($, 3, ;)
In the following sections, we need to use domains of a particular shape
(cf. [CDRSchS, Si1, HS, Sect. XII-2, Chap. XII] and [Was1]). We define
such a domain R($, 3, ;) as follows:
Definition 4.1. For three positive numbers $, 3, and ; such that 3< ?2
and ;< ?2 , we set
{x
(1)=$e&i3,
x(3)=&x(1),
x(2)=ix(1) tan ;,
x(4)=&x(2),
(4.1)
and
R($, 3, ;)=[x # C : |arg(x&x(1))&(?&3)|<;, |arg(x&x (3))+3 |<;].
(4.2)
Remark 4.2.
(a) R($, 3, ;) is the interior of the rhombus with vertices x(1), x(2),
x(3), and x(4).
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(b) Suppose that *1 , } } } , *h are nonzero complex numbers. Set
|j=arg *j , (j=1, ..., h), (4.3)
where it is assumed that
&
3?
2
<|j
?
2
, ( j=1, ..., h). (4.4)
Choose a positive number 3 such that 3< ?2 and that
&
3?
2
<|j &3<
?
2
(4.5)
and
|j&3{ &
?
2
for j=1, ..., h.
Suppose
&
?
2
<|j &3<
?
2
for j=1, ..., k,
{ (4.6)&3?2 <|j&3<&?2 for j=k+1, ..., h.
Then,
{
?
2
<?+|j&3&;<|j+arg(x&x(1))<?+|j&3+;<
3?
2
(4.7)for j=1, ..., k,
&
3?
2
<|j&3&;<|j+arg (x&x(3))<|j&3+;< &
?
2
for j=K+1, ..., h,
if ;>0 is sufficiently small and x # R($, 3, ;). Inequalities (4.7) mean that
there exists a positive number + such that, if x # R($, 3, ;), then
{R(*j (x&x
(1))<&+ |*j | |x&x(1)| for j=1, ..., k,
R(*j (x&x (3))<&+ |*j | |x&x(3)| for j=K+1, ..., h.
(4.8)
Utilizing Remark 4.2(b) we can prove the following lemma.
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Lemma 4.3. For given nonzero complex numbers *1 , ..., *h and positive
integers q1 , ..., qh , there exist four positive numbers 3, :, ;, and + such that,
if we use the notations and definitions given above, then
R \*j (x&x
(1))
=qj +<&
+ |*j | |x&x(1)|
|=| qj
for j=1, ..., k,
{ (4.9)R \*j (x&x (3))=qj +<&+ |*j | |x&x(3)||=| qj for j=k+1, ..., h
on the domain
x # R($, 3, ;), |arg =|<:, |=|>0 (4.10)
for any positive number $.
5. NEW RESULTS I
In this section, we prove the following theorem concerning system (3.1).
Notations of Sections 3 and 4 will be used. For example, the asymptotic
expansion of f(x, y, =):
J( f(x, y, =))=F(x, y, =),
is given by (3.4).
Theorem 5.1. Assume that
(i) f(x, y, =) is holomorphic in (x, y, =) on a domain 2($0)_D(\0)_
S(r0 , :0), where $0 , \0 , r0 , and :0 are positive numbers,
(ii) f(x, y, =) admits an asymptotic expansion F(x, y, =) of the Gevrey
order s as =  0 in S(r0 , :0) uniformly in (x, y) # 2($0)_D(\0), where s is
a nonnegative number,
(iii) the matrix
A0 (x)=lim
=  0
A(x, =) (5.1)
is invertible on 2($0), where the matrix A(x, =) is given by (3.3),
(iv) we have
lim
=  0
f(x, 0, =)=0 on 2($0), (5.2)
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(v) the unique formal solution
p(x, =)= :
+
l=1
=lpl (x) (5.3)
of (3.1) is of the Gevrey order # uniformly for x # 2($), where # is a non-
negative number.
Then, there exist three positive numbers $, r, and : such that (3.1) has an
actual solution ,(x, =) which is holomorphic in (x, =) # 2($)_S(r, :) and
that ,(x, =) admits the formal solution p(x, =) as its asymptotic expansion of
the Gevrey order max(s, #) as =  0 in S(r, :) uniformly in x # 2($).
Remark 5.2. Under assumptions (i), (ii), (iii), and (iv), system (3.1) has
a unique formal solution (3.8). It is known that this formal solution is of
the Gevrey order max( 1_ , s) uniformly for x # 2($) (cf. [Si5, R3, HS, Sect.
XII-5, Chap. XII]). However, in some cases, the formal solution (3.8)
satisfies a better condition. In such a case, Theorem 5.1 is useful.
The proof of Theorem 5.1 is based on the following lemma.
Lemma 5.3. Assume that
(i) f(x, y, =) is holomorphic in (x, y, =) on a domain 2($0)_D(\0)_
S(r0 , :0), where $0 , \0 , r0 , and :0 are positive numbers,
(ii) f(x, y, =) is bounded on 2($0)_D(\0)_S(r0 , :0),
(iii) the matrix A0 (x) given by (5.1) exists uniformly in x # 2($0) and
A0 (0) is invertible,
(iv) f(x, 0, =) is asymptotically equal to zero of the Gevrey order { as
=  0 in S(r0 , :0) uniformly in x # 2($0), where { is a nonnegative number.
Then, there exist three positive numbers $, r, and : such that (3.1) has a solu-
tion ,(x, =) which is holomorphic in (x, =) # 2($)_S(r, :) and that ,(x, =) is
asymptotically equal to zero of the Gevrey order { as =  0 in S(r, :)
uniformly in x # 2($).
Proof of Lemma 5.3. This lemma can be proved by reducing it to
Lemma 3.2. Note first that
|exp[&c=&k]|=exp[&c |=|&k cos(k(arg =))] (5.4)
for any positive numbers c and k. Note next that assumption (iv) of
Lemma 5.3 implies that, in the case {=0, f(x, 0, =) is identically equal to 0
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for (x, =) # 2($)_S(r, :) if positive numbers $, r, and : are sufficiently
small. Hence, in this case y=0 is a solution of (3.1). If {>0, then
| f(x, 0, =)|K exp[&2c |=|&k] (5.5)
for some positive numbers K and c if (x, =) # 2($)_S(r, :) for sufficiently
small positive numbers $, r, and : and if
k=
1
{
(5.6)
(cf. Theorem 2.3). Therefore, (5.4) and (5.5) imply that
|exp[c=&k]| | f(x, 0, =)|=| f(x, 0, =)| exp[c |=| &k cos(k(arg =))]
K exp[&c |=|&k] (5.7)
for (x, =) # 2($)_S(r, :). Note also that
cos(k(arg =))cos(k:)>0 for = # S(r, :) if k:<
?
2
. (5.8)
Let us change y in (3.1) by
y=exp[&c=&k] u. (5.9)
Then, (3.1) changes to
=_
du
dx
=exp[c=&k] f(x, exp[&c=&k] u, =). (5.10)
From (3.2) we derive
exp[c=&k] f(x, exp[&c=&k] u, =)=exp[c=&k] f(x, 0, =)+A(x, =) u
+ :
|^|2
exp[c(1&|^| ) =&k] u^f^ (x, =).
Therefore, applying Lemma 3.2 to (5.10), we complete the proof of
Lemma 5.3. K
Proof of Theorem 5.1. If a positive number :~ is sufficiently small, for
every real number %, there exist two Cn-valued functions f% (x, y, =) and
,% (x, =) such that
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(a) f% (x, y, =) is holomorphic in (x, y, =) on a domain 2($0)_D(\0)
_S% (r0 , :~ ), where
S% (r0 , :~ )=[= : |arg =&%|<:~ , 0<|=|<r0],
(b) f% (x, y, =) admits an asymptotic expansion F(x, y, =) of the
Gevrey order s as =  0 in S% (r0 , :~ ) uniformly in (x, y) # 2($0)_D(\0),
where s is the nonnegative number given in Theorem 5.1,
(c) ,% (x, =) is holomorphic in (x, =) # 2($0)_S% (r0 , :~ ),
(d) ,% (x, =) admits the formal solution (5.3) as its asymptotic expan-
sion of the Gevrey order # as =  0 in S% (r0 , :~ ) uniformly in x # 2($0),
where # is the nonnegative number given in Theorem 5.1.
Such functions f% and ,% exist if :~ is sufficiently small (cf. [R1, R2, Si4, HS,
Sect. XI-2, Chap. XI]). In particular, set ,0 (x, =)=,(x, =) and f0 (x, y, =)=
f(x, y, =).
Suppose that S%1 (r1 , :1) & S%2 (r1 , :1){<. Set
(x, =)= f%1 (x, ,%1 (x, =), =)& f%2 (x, ,%2 (x, =), =) (5.11)
for (x, =) # 2($0)_[S%1 (r0 , :~ ) & S%2 (r0 , :~ )]. Then,
(x, =)=B(x, =)(,%1 (x, =)&,%2 (x, =))+b(x, =), (5.12)
where the matrix B(x, =) and the vector b(x, =) are given respectively by
B(x, =)=|
1
0
f%1
y
(x, t,%1 (x, =)+(1&t) ,%2 (x, =), =) dt (5.13)
and
b(x, =)= f%1 (x, ,%2 (x, =), =)& f%2 (x, ,%2 (x, =), =). (5.14)
Note that
B(x, =)(,%1 (x, =)&,%2 (x, =))= f%1 (x, ,%1 (x, =), =)& f%1 (x, ,%2 (x, =), =),
(5.15)
and that
|b(x, =)|+ exp[&& |=|&k], for (x, =) # 2($1)_[S%1 (r1 , :1) & S%2 (r1 , :1)],
(5.16)
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if s>0, where
k=
1
s
. (5.17)
Therefore, using Theorem 2.4, we conclude that f(x, ,(x, =), =) admits the
formal power series F(x, p(x, =), =) in = as its asymptotic expansion of the
Gevrey order max(s, #) as =  0 in S(r0 , :~ ) uniformly in x # 2($0).
Let us change y by y=,(x, =)+u. Then, (3.1) becomes
=_
du
dx
=g(x, u, =),
where
g(x, u, =)= f(x, ,(x, =)+u, =)&=_
d,
dx
(x, =). (5.18)
Note that the asymptotic expansion of g(x, 0, =) is equal to F(x, p(x, =), =)
&=_ (dpdx)(x, =) and that p(x, =) is a formal solution of (3.1). Hence
g(x, 0, =) is asymptotically equal to zero of the Gevrey order max(s, #).
Therefore, using Lemma 5.3, we complete the proof of Theorem 5.1. K
6. NEW RESULTS II
In this section, using some additional assumptions, we remove assump-
tion (iii) in Theorem 5.1.
Theorem 6.1. If we replace assumptions (iii) and (v) of Theorem 5.1 by
(iii$) we have
1
_
max(s, #), (6.1)
and
(v$) (3.1) has a formal solution (5.3) of the Gevrey order # uniformly
for x # 2($), where # is a nonnegative number,
then there exist three positive numbers $, r, and : such that (3.1) has an
actual solution ,(x, =) which are holomorphic in (x, =) # 2($)_S(r, :) and
that ,(x, =) admits the formal solution p(x, =) as its asymptotic expansion of
the Gevrey order max(s, #) as =  0 in S(r, :) uniformly in x # 2($).
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Remark 6.2. If we replace (iii) of Theorem 5.1 by (iii$) of Theorem 6.1,
system (3.1) may not have a formal solution (5.3). Therefore, (v$) is added.
The proof of Lemma 8.4 is based on Theorem 6.1.
The proof of Theorem 6.1 is based on the following lemma. A similar
lemma was proved in [CDRSchS].
Lemma 6.3. Assume that
(i) f(x, y, =) is holomorphic in (x, y, =) on a domain 2($0)_D(\0)_
S(r0 , :0), where $0 , \0 , r0 , and :0 are positive numbers,
(ii) f(x, y, =) is bounded on 2($0)_D(\0)_S(r0 , :0),
(iii) the matrix A0 (x) given by (5.1) exists uniformly in x # 2($0),
(iv) f(x, 0, =) is asymptotically equal to zero of the Gevrey order { as
=  0 in S(r0 , :0) uniformly in x # 2($0), where { is a nonnegative number,
(v) we have
1
_
{. (6.2)
Then, there exist three positive numbers $, r, and : such that (3.1) has a solu-
tion ,(x, =) which is holomorphic in (x, =) # 2($)_S(r, :) and that ,(x, =) is
asymptotically equal to zero of the Gevrey order { as =  0 in S(r, :)
uniformly in x # 2($).
Proof of Lemma 6.3. Note first that assumption (iv) of Lemma 6.3
implies that, if {=0, then f(x, 0, =) is identically equal to 0 for
(x, =) # 2($1)_S(r1 , :1) for sufficiently small positive numbers $1 , r1 , and
:1 . Hence, in this case y=0 is a solution of (3.1). If {>0, then, as in the
proof of Lemma 5.3, assuming that there exist some positive numbers K
and c such that if $1 , r1 , and :1 are sufficiently small positive numbers,
then,
| f(x, 0, =)|K exp[&2c |=|&k], where k=
1
{
(6.3)
for (x, =) # 2($1)_S(r1 , :1). Let us change y in (3.1) by
y=exp[&c=&k] u. (6.4)
Then, (3.1) changes to
=_
du
dx
=exp[c=&k] f(x, exp[&c=&k] u, =). (6.5)
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From (3.2) we derive
exp[c=&k] f(x, exp[&c=&k] u, =)=exp[c=&k] f(x, 0, =)+A(x, =) u
+ :
|^|2
exp[c(1&|^| ) =&k] u^f^ (x, =),
(6.6)
where
|exp[c=&k]| | f(x, 0, =)|=| f(x, 0, =)| exp[c |=|&k cos(k(arg =))]
K exp[&c |=|&k] (6.7)
for (x, =) # 2($1)_S(r1 , :1). Note that
|exp[&c=&k]|=exp[&c |=|&k cos(k(arg =))] (6.8)
for any positive numbers c and k, and that
cos(k(arg =))cos(k:1)>0 for = # S(r, :1) if k:1<
?
2
. (6.9)
If we establish the existence of a bounded solution of (6.5), the proof of
Lemma 6.3 is completed.
Without any loss of generality, it can be assumed that the matrix A(x, =)
is in a blockdiagonal form:
A(x, =)=diagonal[A 1 (x, =), A 2 (x, =), A 3 (x, =), ..., A h (x, =)], (6.10)
where A j (x, =) ( j=1, ..., h) are nj _nj matrices (n1+n2+ } } } +nh=n), and
A0 (0)= lim
=  0
A(0, =)=diagonal[D1 , *2 In2+D2 , *3 In3+D3 , ..., *hInh+Dh ],
(6.11)
where 0, *2 , ..., *h are distinct eigenvalues of A0 (0) with multiplicities
n1 , n2 , ..., nh , respectively, and D j ( j=1, ..., h) are nj_n j nilpotent matrices,
respectively. If we write exp[c=&k] f(x, exp[&c=&k] u, =) and u in the
forms
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exp[c=&k] f(x, exp[&c=&k] u, =)=_
A 1 (x, =) u1+ g1 (x, u, =)
A 2 (x, =) u2+ g2 (x, u, =)
b
A h (x, =) uh+ gh (x, u, =)
& ,
u=_
u1
u2
b
uh
& , (6.12)
where uj # Cnj and g j (x, u, =) # Cnj ( j=1, ..., h), then (6.5) can be written in
the form
=_
duj
dx
=A j (x, =) uj+ gj (x, u, =) ( j=1, ..., h). (6.13)
Let us construct a domain R($2 , 3, ;) (cf. Definition 5.1) in such a way
that
(a) R($2 , 3, ;)/2($1),
(b) we have
R \* j (x&x
(1))
=_ +<&
+ |*j | |x&x(1)|
|=|_
for j=2, ..., h ,
{ (6.14)R \* j (x&x(3))=_ +<&+ |*j | |x&x(3)||=|_ for j=h +1, ..., h.
on the domain R($2 , 3, ;)_S(r2 , :2), where $2 , 3, ;, r2 , and :2 are
suitable positive numbers.
For each j=1, ..., h, let an nj _nj matrix 8j (x, =) be the fundamental
matrix solution of the system
=_
duj
dx
=A j (x, =) uj . (6.15)
Then, 8j (x, =) and 8j (x, =)&1 are holomorphic in (x, =) # 2($1)_S(r1 , :1).
It can be also proved that, if (x, =) # R($2 , 3, ;)_S(r2 , :2) and if t is on
the line segment joining x to xj , where
xj={x
(1) if j=2, ..., h ,
x(3) if j=h +1, ..., h,
(6.16)
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there exist two positive numbers c0 and c~ such that
|81 (x, =) 81 (t, =)&1|exp {c0 |x&t||=|_ = ,{ (6.17)|8j (x, =) 8j (t, =)&1|exp {&c~ |x&t||=|_ = ( j=2, ..., h),
(cf. [Si3, Proof of Lemma 1, pp. 377378). Moreover, c0 can be made as
small as we want if we make $2 and r2 small accordingly.
Let us reduce system (6.13) to the following system of integral equations:
u1 (x, =)=
1
=_
81 (x, =) |
x
0
81 (t, =)&1 g1 (t, u(t, =), =),
{ (6.18)uj (x, =)= 1=_ 8j (x, =) | xxj 8 j (t, =)&1 gj (t, u(t, =), =) ( j=2, ..., h).
Using system (6.18), we can establish existence of a bounded solution of
(6.5) on R($2 , 3, ;)_S(r2 , :2) if $2 and r2 are sufficiently small (cf.
[CDRSchS, Si3]). K
Proof of Theorem 6.1. We can prove Theorem 6.1 by using Lemma 6.3
in exactly the same way as we proved Theorem 5.1 by using Lemma 5.3. K
7. NEW RESULTS III
In this section, we consider a system of the form
dw
dx
=g(x, w, y, =), =H
dy
dx
=f(x, w, y, =), (7.1)
where
H=diagonal[h1In1 , h2 In2 , h3In3 , ..., hqInq ], (7.2)
x is a complex variable, w # Cn0 (n0 is a positive integer), y # Cn, = is a
complex parameter, g(x, w, y, =) is a Cn0-valued function, f(x, w, y, =) is a
275GEVREY ASYMPTOTICS
Cn-valued function of (x, w, y, =), h1 , ..., hq are distinct positive integers,
and n1 , ..., nq are positive integers such that n=n1+ } } } +nq . Set
f(x, w, y, =)=f0 (x, =)+A(x, =) y+B(x, =) w
+ :
|^0|+|^|2
w^0y^f^0^ (x, =) (7.3)
in the case when f is holomorphic at (w, y)=(0, 0). On the righthand side
of (7.3), the matrix A(x, =) is given by
f1
y1
(x, 0, 0, =) } } }
f1
yn
(x, 0, 0, =)
A(x, =)=
f
y
(x, 0, 0, =)=_ b b b & , (7.4)fn
y1
(x, 0, 0, =) } } }
fn
yn
(x, 0, 0, =)
where fk and yk are the k th entries of f and y, respectively. Also, in the case
when g and f admit asymptotic expansions G and F in powers of =, let us
set
G(x, w, y, =)= :
+
l=0
=lGl (x, w, y), F(x, w, y, =)= :
+
l=0
=lFl (x, w, y).
(7.5)
The following two theorems and a lemma concerning (7.1) will be proved.
Theorem 7.1. Assume that
(i) g(x, w, y, =) and f(x, w, y, =) are holomorphic in (x, w, y, =) on a
domain 2($0)_D(;0)_D(\0)_S(r0 , :0), where $0 , ;0 , \0 , r0 , and :0 are
positive numbers,
(ii) g(x, w, y, =) and f(x, w, y, =) admit respectively asymptotic expan-
sions G(x, w, y, =) and F(x, w, y, =) of the Gevrey order s as =  0 in
S(r0 , :0) uniformly in (x, w, y) # 2($0)_D(;0)_D(\0), where s is a non-
negative number,
(iii) the matrix
A0 (x)=lim
=  0
A(x, =) (7.6)
is invertible on 2($0),
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(iv) the matrices A0 (0) and H commute,
(v) we have
{
lim
=  0
g(x, 0, 0, =)=0, lim
=  0
f(x, 0, 0, =)=0,
(7.7)
lim
=  0
g
y
(0, 0, 0, =)=0, lim
=  0
f
w
(0, 0, 0, =)=0,
(vi) a formal power series in = of the Gevrey order #,
Q(=)= :
+
l=1
=lQl , (7.8)
is given, where the coefficients Ql are in Cn0 and # is a nonnegative number.
Then,
(1) (7.1) has a unique formal solution (w, y)=(q(x, =), p(x, =)),
q(x, =)= :
+
l=1
=lql (x), p(x, =)= :
+
l=1
=lpl (x) (7.9)
with coefficients ql (x) # Cn0 and pl (x) # Cn which are holomorphic on 2($0)
such that
q(0, =)=Q(=), (7.10)
(2) there exist three positive numbers $, r, and : such that (7.1) has
an actual solution (w, y)=((x, =), ,(x, =)) which is holomorphic in
(x, =) # 2($)_S(r, :) and that ((x, =), ,(x, =)) admits the formal solution
(q(x, =), p(x, =)) as its asymptotic expansion of the Gevrey order
max( 1h1 , ...,
1
hq
, s, #) as =  0 in S(r, :) uniformly in x # 2($).
Theorem 7.2. Assume that
(i) g(x, w, y, =) and f(x, w, y, =) are holomorphic in (x, w, y, =) on a
domain 2($0)_D(;0)_D(\0)_S(r0 , :0), where $0 , ;0 , \0 , r0 , and :0 are
positive numbers,
(ii) g(x, w, y, =) and f(x, w, y, =) admit respectively asymptotic expan-
sions G(x, w, y, =) and F(x, w, y, =) of the Gevrey order s as =  0 in
S(r0 , :0) uniformly in (x, w, y) # 2($0)_D(;0)_D(\0), where s is a non-
negative number,
(iii) the matrix A0 (x) given by (7.6) is invertible on 2($0),
(iv) the matrices A0 (x) and H commute,
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(v) we have (7.7),
(vi) for a given formal power series (7.8), the unique formal solution
(7.9) of Theorem 7.1 is of the Gevrey order # uniformly for x # 2($), where
# is a nonnegative number.
Then, there exist three positive numbers $, r, and : such that (7.1) has
an actual solution (w, y)=((x, =), ,(x, =)) which is holomorphic in
(x, =) # 2($)_S(r, :) and that ((x, =), ,(x, =)) admits the formal solution
(q(x, =), p(x, =)) as its asymptotic expansion of the Gevrey order max(s, #) as
=  0 in S(r, :) uniformly in x # 2($).
Lemma 7.3. Assume that
(i) g(x, w, y, =) and f(x, w, y, =) are holomorphic in (x, w, y, =) on a
domain 2($0)_D(;0)_D(\0)_S(r0 , :0), where $0 , ;0 , \0 , r0 , and :0 are
positive numbers,
(ii) g(x, w, y, =) and f(x, w, y, =) are bounded on 2($0)_D(;0)_
D(\0)_S(r0 , :0),
(iii) the matrix A0 (x) given by (7.6) exists uniformly in x # 2($0),
(iv) the matrix A0 (0) is invertible, and A0 (0) and H commute,
(v) g(x, 0, 0, =) and f(x, 0, 0, =) are asymptotically equal to zero of the
Gevrey order { as =  0 in S(r0 , :0) uniformly in x # 2($0), where { is a non-
negative number.
Then, there exist three positive numbers $, r, and : such that (7.1) has a solu-
tion (w, y)=((x, =), ,(x, =)) which is holomorphic in (x, =) # 2($)_S(r, :)
and such that ((x, =), ,(x, =)) is asymptotically equal to zero of the Gevrey
order { as =  0 in S(r, :) uniformly in x # 2($).
Remark 7.4. Theorem 7.1 and Lemma 7.3 are refinements of the follow-
ing two results in the Poincare asymptotics which were given in [Was 1]
and [Was 2].
Theorem 7.5. Assume that
(i) g(x, w, y, =) and f(x, w, y, =) are holomorphic in (x, w, y, =) on a
domain 2($0)_D(;0)_D(\0)_S(r0 , :0), where $0 , ;0 , \0 , r0 , and :0 are
positive numbers,
(ii) g(x, w, y, =) and f(x, w, y, =) admit respectively asymptotic expan-
sions G(x, w, y, =) and F(x, w, y, =) in the sense of Poincare as =  0 in
S(r0 , :0) uniformly in (x, w, y) # 2($0)_D(;0)_D(\0),
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(iii) the matrix
A0 (x)=lim
=  0
A(x, =) (7.11)
is invertible on 2($0),
(iv) the matrices A0 (0) and H commute,
(v) we have
{
lim
=  0
g(x, 0, 0, =)=0, lim
=  0
f(x, 0, 0, =)=0,
(7.12)
lim
=  0
g
y
(0, 0, 0, =)=0, lim
=  0
f
w
(0, 0, 0, =)=0,
(vi) a formal power series in =,
Q(=)= :
+
l=1
=lQl , (7.13)
is given, where the coefficients Ql are in Cn0.
Then,
(1) (7.1) has a unique formal solution (w, y)=(q(x, =), p(x, =)),
q(x, =)= :
+
l=1
=lql (x), p(x, =)= :
+
l=1
=lpl (x),
with coefficients ql (x) # Cn0 and pl (x) # Cn which are holomorphic on 2($0)
such that
q(0, =)=Q(=), (7.14)
(2) there exist three positive numbers $, r, and : such that (7.1) has
an actual solution (w, y)=((x, =), ,(x, =)) which is holomorphic in
(x, =) # 2($)_S(r, :) and that ((x, =), ,(x, =)) admits the formal solution
(q(x, =), p(x, =)) as its asymptotic expansion in the sense of Poincare as =  0
in S(r, :) uniformly in x # 2($).
Lemma 7.6. Assume that
(i) g(x, w, y, =) and f(x, w, y, =) are holomorphic in (x, w, y, =) on a
domain 2($0)_D(;0)_D(\0)_S(r0 , :0), where $0 , ;0 , \0 , r0 , and :0 are
positive numbers,
(ii) g(x, w, y, =) and f(x, w, y, =) are bounded on 2($0)_D(;0)_
D(\0)_S(r0 , :0),
279GEVREY ASYMPTOTICS
(iii) the matrix A0 (x) given by (7.6) exists uniformly in x # 2($0),
(iv) the matrix A0 (0) is invertible, and A0 (0) and H commute,
(v) g(x, 0, 0, =) and f(x, 0, 0, =) are asymptotically equal to zero in the
sense of Poincare as =  0 in S(r0 , :0) uniformly in x # 2($0),
Then, there exist three positive numbers $, r, and : such that (7.1) has a solu-
tion (w, y)=((x, =), ,(x, =)) which is holomorphic in (x, =) # 2($)_S(r, :)
and that ((x, =), ,(x, =)) is asymptotically equal to zero in the sense of
Poincare as =  0 in S(r, :) uniformly in x # 2($).
Remark 7.7. Condition (vi) of Theorem 7.1 is on the Gevrey property
of formal series (7.8), but condition (vi) of Theorem 7.2 is on the unique
formal solution (7.9) (cf. Theorem 5.1 and Remark 5.2). Using Lemma 7.3
we can prove Theorem 7.2 in a way similar to the proof of Theorem 5.1.
The proof of Theorem 7.2 is left to the reader.
Proof of Lemma 7.3. Proof of Lemma 7.3 is based on Lemma 7.6. Note
first that
|exp[&c=&k]|=exp[&c |=|&k cos(k(arg =))] 7.15
for any positive numbers c and k. Note next that assumption (v) of Lemma
7.3 implies that, if {=0, then g(x, 0, 0, =) and f(x, 0, 0, =) are identically
equal to 0 for (x, =) # 2($)_S(r, :) if positive numbers $, r, and : are
sufficiently small. Hence, in this case (w, y)=(0, 0) is a solution of (7.1). If
{>0, then,
| g(x, 0, 0, =)|K exp[&2c |=|&k]
and (7.16)
|f(x, 0, 0, =)|K exp[&2c |=|&k]
for some positive numbers K and c if (x, =) # 2($)_S(r, :) for sufficiently
small positive numbers $, r, and : and if
k=
1
{
(7.17)
(cf. Theorem 2.3). Therefore, (7.15) and (7.16) imply that
{
|exp[c=&k]| |g(x, 0, 0, =)|=| g(x, 0, 0, =)| exp[c |=|&k cos(k(arg =))]
(7.18)
K exp[&c |=|&k],
|exp[c=&k]| |f(x, 0, 0, =)|= |f(x, 0, 0, =)| exp[c |=|&k cos(k(arg =))]
K exp[&c |=|&k]
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for (x, =) # 2($)_S(r, :). Note also that cos(k(arg =))cos(k:)>0 for
= # S(r, :) if k:< ?2 . Hence, changing (w, y) in (7.1) by
w=exp[&c=&k] v, y=exp[&c=&k] u (7.19)
to reduce (7.1) to
dv
dx
=exp[c=&k] g(x, exp[&c=&k] u, exp[&c=&k] v, =),
{ (7.20)=H dudx=exp[c=&k] f(x, exp[&c=&k] u, exp[&c=&k] v, =),
we can complete the proof of Lemma 7.3 by applying Lemma 7.6 to
(7.20). K
Proof of Theorem 7.1. If a positive number :~ is sufficiently small, for
every real number %, there exist a Cn0-valued function g% (x, w, y, =) and a
Cn-valued function f% (x, w, y, =) such that
(a) g% (x, w, y, =) and f% (x, w, y, =) are holomorphic in (x, w, y, =) on
a domain 2($0)_D(;0)_D(\0)_S% (r0 , :~ ), where S% (r0 , :~ )=[= : |arg =&%|
<:~ , 0<|=|<r0],
(b) g% (x, w, y, =) and f% (x, w, y, =) admit asymptotic expansions
J(g% (x, w, y, =))=G(x, w, y, =) and J(f% (x, w, y, =))=F(x, w, y, =)
(7.21)
of the Gevrey order s as =  0 in S% (r0 , :~ ) uniformly in (x, w, y) # 2($0)_
D(;0)_D(\0), where s is the nonnegative number given in Theorem 7.1.
Such functions g% and f% exist if :~ is sufficiently small (cf. [R1, R2, Si4,
HS, Sect XI-2, Chap. XI]). In particular, set
g0 (x, w, y, =)= g(x, w, y, =) and f0 (x, w, y, =)=f(x, w, y, =). (7.22)
Using Theorem 7.5, it can be shown that the system
dw
dx
=g% (x, w, y, =), =H
dy
dx
=f% (x, w, y, =) (7.23)
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has a unique formal solution (w, y)=(q(x, =), p(x, =)),
q(x, =)= :
+
l=1
=lql (x), p(x, =)= :
+
l=1
=lpl (x),
with coefficients ql (x) # Cn0 and pl (x) # Cn which are holomorphic on
2($0) such that
q(0, =)=Q(=) (7.24)
and such that there exist three positive numbers $1 , r1 , and :1 such that
(7.23) has an actual solution (w, y)=(% (x, =), ,% (x, =)) which is
holomorphic in (x, =) # 2($1)_S% (r1 , :1) and that (% (x, =), ,% (x, =))
admits the formal solution (q(x, =), p(x, =)) as its asymptotic expansion in
the sense of Poincare as =  0 in S% (r1 , :1) uniformly in x # 2($1).
Suppose that S%1 (r1 , :1) & S%2 (r1 , :1){<. Set
v(x, =)=%1 (x, =) &%2 (x, =) and u(x, =)=,%1 (x, =) &,%2 (x, =)
(7.25)
for (x, =) # 2($1)_[S%1 (r1 , :1) & S%2 (r1 , :1)]. Then, (v, u) satisfies the
following linear system,
dv
dx
=B11 (x, =) v+B12 (x, =) u+b1 (x, =),
{ (7.26)=H dudx=B21 (x, =) v+B22 (x, =) u+b2 (x, =),
where
B11 (x, =) v+B12 (x, =) u
{ =g%1 (x, %1 (x, =), ,%1 (x, =), =) &g%1 (x, %2 (x, =), ,%2 (x, =), =), (7.27)b1 (x, =)=g%1 (x, %2 (x, =), ,%2 (x, =), =) &g%2 (x, %2 (x, =), ,%2 (x, =), =).
and
B21 (x, =) v+B22 (x, =) u
{ =f%1 (x, %1 (x, =), ,%1 (x, =), =) & f%1 (x, %2 (x, =), ,%2 (x, =), =), (7.28)b2 (x, =)=f%1 (x, %2 (x, =), ,%2 (x, =), =) & f%2 (x, %2 (x, =), ,%2 (x, =), =).
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Note that
B11 (x, =)=|
1
0
g%1
w
(x, t%1 (x, =)+(1&t) %2 (x, =), t,%1 (x, =)
+(1&t) ,%2 (x, =), =) dt,
B12 (x, =)=|
1
0
g%1
y
(x, t%1 (x, =)+(1&t) %2 (x, =), t,%1 (x, =)
+(1&t) ,%2 (x, =), =) dt,
(7.29)
B21 (x, =)=|
1
0
f%1
w
(x, t%1 (x, =)+(1&t) %2 (x, =), t,%1 (x, =)
+(1&t) ,%2 (x, =), =) dt,
B22 (x, =)=|
1
0
f%1
y
(x, t%1 (x, =)+(1&t) %2 (x, =), t,%1 (x, =)
+(1&t) ,%2 (x, =), =) dt
If s>0, then,
|bj (x, =)|+ exp[&& |=| &k], (7.30)
for j=1, 2, and (x, =) # 2($1)_[S%1 (r1 , :1) & S%2 (r1 , :1)], where
k=
1
s
, (7.31)
and + and & are suitable positive numbers (cf. Theorem 2.3). From (7.29)
we derive
lim
=  0
B22 (x, =)=A0 (x), (7.32)
where the matrix A0 (x) is given by (7.6). If s=0, the power series G and
F are convergent in =. Hence, bj (x, =)=0 for j=1, 2.
If
S% (r2 , :2)/S%1 (r1 , :1) & S%2 (r1 , :1) (7.33)
283GEVREY ASYMPTOTICS
and if positive number $2 , r2 , and :2 are sufficiently small, applying
Lemma 7.3 to (7.26), we can write (v(x, =), u(x, =)) in the form:
{v(x, =)=811 (x, =) #1 (=)+812 (x, =) #2 (=)+’1 (x, =),u(x, =)=821 (x, =) #1 (=)+822 (x, =) #2 (=)+’2 (x, =), (7.34)
where
(a) there exist positive numbers K and c such that
|’ j (x, =)| {=0K exp[&c |=|&k]
if s=0,
if s>0,
(7.35)
for j=1, 2, and (x, =) # 2($2)_S% (r2 , :2),
(b) the matrix
8(x, =)=_811 (x, =) 812 (x, =)821 (x, =) 822 (x, =)& (7.36)
is a fundamental matrix solution of the homogeneous system
dw
dx
=B11 (x, =) w+B12 (x, =) y, =H
dy
dx
=B21 (x, =) w+B22 (x, =) y, (7.37)
(c) (#1 (=), #2 (=)) is a Cn0+n-valued function of = independent of x.
Using Theorem 3.4 we can construct four matrices Pj, k (x, =) ( j, k=1, 2)
such that P1, 1 is an n0_n0 matrix, P1, 2 is an n0 _n matrix, P2, 1 is an
n_n0 matrix, and matrix, P2, 2 is an n_n matrix and such that the
(n0+n)_(n0+n) matrix P(x, =)=[ P1, 1 P1, 2P2, 1 P2, 2] satisfies conditions (i) and (ii)
of Theorem 3.4. In particular, lim=  0 P(0, =)=In0+n and the transforma-
tion
w=P1, 1 (x, =) ‘+P1, 2 (x, =) z, y=P2, 1 (x, =) ‘+P2, 2 (x, =) z, (7.38)
reduces (7.37) to
d‘
dx
=B0 (x, =) ‘, =hj
dzj
dx
=Bj (x, =) zj ( j=1, ..., q), (7.39)
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where zj # C
nj ( j=1, } } } q),
z1
z=_ b & ,zq
and Bj (x, =) ( j=0, 1, ..., q) are nj_n j matrices, respectively.
Set
{v(x, =)&’1 (x, =)=P1, 1 (x, =) ‘(x, =)+P1, 2 (x, =) z(x, =),u(x, =)&’2 (x, =)=P2, 1 (x, =) ‘(x, =)+P2, 2 (x, =) z(x, =). (7.40)
Then, (‘(x, =), z(x, =)) satisfies system (7.39). Hence, there exist two
positive numbers K1 and c1 such that
|z(x, =)|K1 exp[&c1 |=|&h] (7.41)
for (x, =) # 2($2)_S% (r2 , :2), if the positive number $2 is sufficiently small,
where
h=min[h1 , ..., hq]. (7.42)
(cf. the proof of Lemma 6.3; in particular, see (6.17)).
Now, observe that
v(0, =)&’1 (0, =)=P1, 1 (0, =) ‘(0, =)+P1, 2 (0, =) z(0, =), (7.43)
and that there exist two positive numbers K2 and c2 such that
|v(0, =)|K2 exp[&c2 |=|&1#] (7.44)
for = # S% (r2 , :2). From (7.43) and (7.44), it can be derived that
|‘(0, =)|K3 exp[&c3 |=|&l]
for = # S% (r2 , :2), where K3 and c3 are positive constants and
l=min {k, h, 1#= .
This implies that
|‘(x, =)|K3 exp[&c3 |=|&l]
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for (x, =) # 2($2)_S% (r2 , :2), where K3 and c3 are positive constants.
Therefore,
|v(x, =)|+|u(x, =)|L exp[&* |=|&l]
for (x, =) # 2($2)_S% (r2 , :2), where L and * are positive constants. This
completes the proof of Theorem 7.1, since
1
l
=max { 1h1 , ...,
1
hq
, s, #= . K
8. NEW RESULTS IV
In [St], among many results, the block-diagonalization Theorem 3.3
was refined as follows.
Theorem 8.1. If, in Theorem 3.3, assumption (I) is replaced by
(I$) A(x, =) admits an asymptotic expansion (3.10) of the Gevrey order
1
_ as =  0 in S(r0 , :0) uniformly in x # 2($0),
then there exist three positive numbers $, r, :, and an n_n matrix P(x, =)
which is holomorphic in (x, =) # 2($)_S(r, :) with 0<$$0 , 0<rr0 ,
and 0<::0 such that
(i) P(x, =) admits an asymptotic expansion (3.13) of the Gevrey
order 1_ as =  0 in S(r, :) uniformly in x # 2($),
(ii) transformation (3.14) reduces (3.9) to (3.15), where B(x, =) is in
block-diagonal form (3.16) and admits an asymptotic expansion (3.17) of the
Gevrey order 1_ as =  0 in S(r, :) uniformly in x # 2($). For each &, the
matrix B& (x) of (3.17) is given by (3.18) with, for each j, an nj_n j matrix
B&j (x) ( j=1, 2, ..., h).
In this section, we further refine Theorem 8.1 in the following two ways.
Theorem 8.2. If, in Theorem 3.3, assumption (I) is replaced by
(I$) A(x, =) admits an asymptotic expansion (3.10) of the Gevrey order
s as =  0 in S(r0 , :0) uniformly in x # 2($0), where s is a nonnegative
number,
then there exist three positive numbers $, r, :, and an n_n matrix P(x, =)
which is holomorphic in (x, =) # 2($)_S(r, :) such that
(i) P(x, =) admits an asymptotic expansion (3.13) of the Gevrey
order max( 1_ , s) as =  0 in S(r, :) uniformly in x # 2($),
(ii) transformation (3.14) reduces (3.9) to (3.15), where B(x, =) is in
block-diagonal form (3.16) and admits an asymptotic expansion (3.17) of the
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Gevrey order max( 1_ , s) as =  0 in S(r, :) uniformly in x # 2($). For each
&, the matrix B& (x) of (3.17) is given by (3.18) with, for each j, an nj_nj
matrix B&j (x) ( j=1, 2, ..., h).
Theorem 8.3. If, in Theorem 3.3, assumption (I) is replaced by
(I$) A(x, =) admits an asymptotic expansion (3.10) of the Gevrey order
1
_ as =  0 in S(r0 , :0) uniformly in x # 2($0),
then there exist three positive numbers $, r, :, and an n_n matrix P(x, =)
which is holomorphic in (x, =) # 2($)_S(r, :) such that
(i) P(x, =) admits an asymptotic expansion (3.13) of the Gevrey
order 1_ as =  0 in S(r, :) uniformly in x # 2($),
(ii) transformation (3.14) reduces (3.9) to (3.15), where B(x, =) is in
block-diagonal form (3.16) and holomorphic in (x, =) # 2($)_2(r),
(iii) we have B(0, 0)=A0 (0).
Note that 2(r)=[= : |=|<r]. Theorem 8.3 is one of the so-called
analytization theorems. To prove Theorem 8.3, we use the following
lemma.
Lemma 8.4. Assume that
(i) the entries of an n_n matrix A(x, =) are holomorphic in
(x, =) # 2($0)_S(r0 , :0) with positive numbers $0 , r0 , and :0 ,
(ii) A(x, =) admits an asymptotic expansion (3.10) of the Gevrey order
s as =  0 in S(r0 , :0) uniformly in x # 2($0), where s is a nonnegative
number,
(iii) _ is a positive integer such that
1
_
s. (8.1)
Then, there exist three positive numbers $, r, :, and an n_n matrix P(x, =)
which is holomorphic in (x, =) # 2($)_S(r, :) such that
(1) P(x, =) admits an asymptotic expansion (3.13) of the Gevrey order
s as =  0 in S(r, :) uniformly in x # 2($),
(2) transformation (3.14) reduces (3.9) to (3.15) with a matrix B(x, =)
whose entries are holomorphio in (x, =) # 2($)_2(r).
In this lemma, the matrix B(x, =) is not necessarily in a block-diagonal
form. This lemma is an analytization theorem. We do not know if assump-
tion (8.1) can be removed from Lemma 8.4.
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Proof of Theorem 8.2. We prove Theorem 8.2 by using Remark 5.2 of
Theorem 5.1. To do this, let us write three matrices A(x, =), P(x, =), and
B(x, =) in the following forms:
A(x, =)=_
A11 (x, =) A12 (x, =) } } } A1h (x, =)
& , (8.2)A21 (x, =) A22 (x, =) } } } A2h (x, =)b b b b
Ah1 (x, =) Ah2 (x, =) } } } Ahh (x, =)
P(x, =)=_
P11 (x, =) P12 (x, =) } } } P1h (x, =)
& , (8.3)P21 (x, =) P22 (x, =) } } } P2h (x, =)b b b b
Ph1 (x, =) Ph2 (x, =) } } } Phh (x, =)
and
B(x, =)=diagonal[B1 (x, =), B2 (x, =), B3 (x, =), ..., Bh (x, =)], (8.4)
where Ajl (x, =) and P jl (x, =) are n j_nl matrices, while Bj (x, =) ( j=1, ..., h)
are nj_nj matrices, respectively. These three matrices must satisfy the
equation:
=_
dP(x, =)
dx
=A(x, =) P(x, =) &P(x, =) B(x, =). (8.5)
If we set
Pjj (x, =)=Inj ( j=1, ..., h), (8.6)
Eq. (8.5) becomes
Bj (x, =)=Ajj (x, =)+ :
l{ j
Ajl (x, =) Plj (x, =) ( j=1, ..., h) (8.7)
and
=_
dPjm(x, =)
dx
=Ajm(x, =)+ :
l{m
Ajl (x, =) Plm (x, =)
&Pjm (x, =) _Amm (x, =)+ :
l{m
Aml(x, =) Plm (x, =)& ( j{m).
(8.8)
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We can complete the proof of Theorem 8.2 by applying Remark 5.2 of
Theorem 5.1 to (8.8). K
Proof of Lemma 8.4. We consider a linear system
=_
dy
dx
=A(x, =) y, (8.9)
where A(x, =) is an n_n matrix which is holomorphic in (x, =) # 2($0)_
S(r0 , :0) and admits an asymptotic expansion
J(A(x, =))= :
+
l=0
=lAl (x) (8.10)
of the Gevrey order s as =  0 in S(r0 , :0) uniformly in x # 2($0), where
s is a real number satisfying condition (8.1).
If a positive number :~ is sufficiently small, for every real number %, there
exists an n_n matrix A% (x, =) such that
(a) A% (x, =) is holomorphic in (x, =) on a domain 2($0)_S% (r0 , :~ ),
where
S% (r0 , :~ )=[= : |arg = &%|<:~ , 0<|=|<r0], (8.11)
(b) A% (x, =) admits the power series (8.10) as its asymptotic expan-
sion of the Gevrey order s as =  0 in S% (r0 , :~ ) uniformly in x # 2($0). In
particular, we set
A0 (x, =)=A(x, =). (8.12)
Assume that S%
1
(r0 , :~ ) & S%
2
(r0 , :~ ){<. Letting X be an n_n matrix, we
consider the differential equation:
=_
dX
dx
=A%1 (x, =) X&XA%2 (x, =) (8.13)
in 2($0)_[S%
1
(r0 , :~ ) & S%
2
(r0 , :~ )]. Note that X=In is a formal solution of
(8.13). Hence, by using Theorem 6.1 with #=0, we find three positive
numbers $1 , r1 , :1 , a real number %, and an n_n matrix Q(x, =) which are
holomorphic in (x, =) # 2($1)_S% (r1 , :1) such that
(1) S% (r1 , :1)/S%
1
(r0 , :~ ) & S%
2
(r0 , :~ ),
(2) Q(x, =) is asymptotically equal to zero of the Gevrey order s as
=  0 in S% (r1 , :1) uniformly in x # 2($1),
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(3) the matrix
X=In+Q(x, =) (8.14)
satisfies (8.13).
Therefore, there exists a positive number $1 , a good covering [ S1 , ..., SN]
at ==0 (cf. Sect. 2), n_n matrices A1 (x, =), ..., AN(x, =), and n_n matrices
Q1, 2 (x, =), Q2, 3 (x, =), ..., QN&1, N(x, =), QN, 1 (x, =) such that
(a) matrices Aj (x, =) ( j=1, ..., N) are holomorphic in (x, =) # 2($1)
_Sj and admit the power series (8.10) as their asymptotic expansions of
the Gevrey order s as =  0 in Sj uniformly in x # 2($1), respectively,
(b) matrices Qj, j+1 (x, =) ( j=1, ..., N) are holomorphic in (x, =) #
2($1)_[Sj & Sj+1] and are asymptotically equal to zero of the Gevrey
order s as =  0 in Sj & Sj+1] uniformly in x # 2($1), respectively, where
QN, N+1 (x, =)=QN, 1 (x, =) and SN+1=S1 ,
(c) matrices Xj=In+Qj, j+1 (x, =) ( j=1, ..., N) satisfy the differential
equations
=_
dXj
dx
=Aj (x, =) Xj&XjAj+1 (x, =) ( j=1, ..., N), (8.15)
where AN+1 (x, =)=A1 (x, =),
(d) we have
A1 (x, =)=A(x, =) and S1=S(r1 , :1). (8.16)
It is known (cf. [Si4, Chap. VI and Appendices]) that there exist n_n
matrices P1 (x, =), ..., PN(x, =) such that
(e) Pj (x, =) and Pj (x, =)&1 are holomorphic in (x, =) # 2($1)_Sj and
admit asymptotic expansions in powers of = of the Gevrey order s as as
=  0 in Sj uniformly in x # 2($1), and lim=  0 Pj (0, =)=In ,
(f) in Sj & Sj+1 we have
Pj (x, =) Pj+1 (x, =)&1=In+Q j, j+1 (x, =) ( j=1, ..., N), (8.17)
where PN+1 (x, =)=P1 (x, =).
Inserting (8.17) into (8.15) we derive
{
Pj (x, =)&1 Aj (x, =) Pj (x, =)&=_Pj (x, =)&1
dPj (x, =)
x
=Pj+1 (x, =)&1 Aj+1 (x, =) Pj+1 (x, =)&=_Pj+1 (x, =)&1
dPj+1 (x, =)
dx
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for (x, =) # 2($1)_[Sj & Sj+1]. This means that, if we set
B(x, =)=Pj (x, =)&1 Aj (x, =) P j (x, =)&=_Pj (x, =)&1
dP j (x, =)
dx
on 2($1)_Sj
for j=1, ..., N, the matrix B(x, =) is holomorphic in (x, =) # 2($1)_2(r1).
Furthermore,
B(x, =)=P1 (x, =)&1 A(x, =) P1 (x, =) &=_P1 (x, =)&1
dP1 (x, =)
dx
.
This completes the proof of Lemma 8.4. K
Proof of Theorem 8.3. Using the construction of P(x, =) and B(x, =) in
the proof of Theorem 8.2, system (3.15) can be written in the form
=_
dzj
dx
=Bj (x, =) zj ( j=1, ..., h), (8.18)
where
z1
z=_ b & ,zh
with zj # C
nj ( j=1, ..., h). By applying Lemma 8.4 to each of the h systems
of (8.18), we can complete the proof of Theorem 8.3. K
9. NEW RESULTS V
In this section, as applications of Theorem 8.2 and Theorem 8.3, we
prove the following two theorems concerning linear system (3.19).
Theorem 9.1. Assume that
(I) A(x, =) is holomorphic in (x, =) # 2($0)_S(r0 , :0) and admits an
asymptotic expansion (3.10) of the Gevrey order s as =  0 in S(r0 , :0)
uniformly in x # 2($0),
(II) A0 (0) is in a block-diagonal form (3.22) where A1 j ( j=1, ..., q) are
nj _nj matrices satisfying condition (3.23).
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Set Nj=n1+ } } } +nj . Then, there exist three positive numbers $, r, :, and
Nj _Nj matrices
Qj (x, =)=_ INj&1Q1j (x, =)
Q2j (x, =)
Inj & ( j=2, ..., q)
with Nj&1 _nj matrices Q1j (x, =) and nj _Nj&1 matrices Q2j (x, =) which are
holomorphic in (x, =) # 2($)_S(r, :) such that
(i) each of Q&j (x, =) (&=1, 2; j=2, ..., q) admits an asymptotic
expansion
J(Q&j (x, =))= :
+
l=0
=lQ&jl (x), (Q&j0 (0)=O) (9.1)
of the Gevrey order max( 1hj , s) as =  0 in S(r, :) uniformly in x # 2($),
respectively,
(ii) if we set
Pj (x, =)=_Q j (x, =)O
O
In&Nj& j=2, ..., q&1 (9.2)
and
P(x, =)=Qq (x, =) Pq&1 (x, =) } } } P2 (x, =), (9.3)
the transformation (3.14) reduces (3.19) to
=H
dz
dx
=B(x, =) z,
B(x, =)=diagonal[B1 (x, =), B2 (x, =), B3 (x, =), ..., Bq (x, =)], (9.4)
where Bj (x, =) ( j=1, 2, ..., q) are nj _nj matrices which are holomorphic in
(x, =) # 2($)_S(r, :),
(iii) B1 (x, =) admits an asymptotic expansion of the Gevrey order
max( 1h2 , s) as =  0 in S(r, :) uniformly in x # 2($),
(iv) each of Bj (x, =) for j2 admits an asymptotic expansion of
the Gevrey order max( 1hj , s) as =  0 in S(r, :) uniformly in x # 2($),
respectively,
(v) if we write the asymptotic expansion of B(x, =) in form (3.17),
we have
B0 (0)=A0 (0), (9.5)
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(vi) the matrices =HQq (x, =) =&H and =HPj (x, =) =&H ( j=2, ..., q&1)
are bounded on 2($)_S(r, :).
Theorem 9.2. Assume that
(I) A(x, =) is holomorphic in (x, =) # 2($0)_S(r0 , :0) and admits an
asymptotic expansion (3.10) of the Gevrey order 1hq as =  0 in S(r0 , :0)
uniformly in x # 2($0),
(II) A0 (0) is in a block-diagonal form (3.22) with (3.23). Set
Nj=n1+ } } } +n j . Then, there exist three positive numbers $, r, :, an n1 _n1
matrix Q1 (x, =), and N j_Nj matrices
Qj (x, =)=_ INj&1Q2j (x, =)
Q1j (x, =)
Inj+Q0j (x, =)& ( j=2, ..., q)
with Nj&1_n j matrices Q1j (x, =), nj_Nj&1 matrices Q2j (x, =), and nj_nj
matrices Q0j (x, =) which are holomorphic in (x, =) # 2($)_S(r, :) such that
(i) Q1 (x, =) admits an asymptotic expansion
J(Q1 (x, =))= :
+
l=0
=lQ1, l (x), (Q1, 0 (0)=O)
of the Gevrey order 1h2 and each of Q&j (x, =) (&=0, 1, 2; j=2, ..., q) admits an
asymptotic expansion
J(Q&j (x, =))= :
+
l=0
=lQ&jl (x), (Q&j0 (0)=O)
of the Gevrey order 1hj as =  0 in S(r, :) uniformly in x # 2($), respectively,
(ii) if we set
P1 (x, =)=_In1+Q1 (x, =)0
O
In&n1& ,{Pj (x, =)=_Q j (x, =)O OIn&Nj& j=2, ..., q&1,
and
P(x, =)=Qq (x, =) Pq&1 (x, =) } } } P1 (x, =),
the transformation (3.14) reduces (3.19) to (9.4), where Bj (x, =) ( j=
1, 2, ..., q) are nj _nj matrices which are holomorphic in (x, =) # 2($)_2(r)
and B(0, 0)=A0 (0),
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(iii) the matrices =HQq (x, =) =&H and =HPj (x, =) =&H ( j=1, ..., q&1)
are bounded on 2($)_S(r, :).
Theorem 9.2 is also an analytization theorem.
Proof of Theorem 9.1. We consider system (3.19) with assumptions (I)
and (II) of Theorem 9.1. In particular, the matrix A0 (0) is in a block-
diagonal form (3.22), where A1 j ( j=1, ..., q) are nj_n j matrices satisfying
conditions (3.23), i.e., det A1 j {0 ( j=2, ..., q). Set Nj=n1+ } } } +nj .
As the first step, we construct an n_n matrix
Qq (x, =)=_ INq&1Q2q (x, =)
Q1q (x, =)
Inq & , (9.6)
where Q1q (x, =) is an Nq&1_nq matrix and Q2q (x, =) is an nq_Nq&1
matrix, in such a way that the transformation
y=Qq (x, =) u (9.7)
reduces (3.19) to
=H
du
dx
=C(x, =) u, C(x, =)=_Cq&1 (x, =)O
O
Bq (x, =)& , (9.8)
where Cq&1 (x, =) is an Nq&1_Nq&1 matrix and Bq (x, =) is an nq _nq
matrix. To do this, we write (3.19) in the following form:
=hq
dy
dx
==hq =&HA(x, =) y. (9.9)
Since
=hq =&H=diagonal[=hq&h1In1 , =
hq&h2In2 , =
hq&h3In3 , ..., Inq] (9.10)
and det A1 q {0, we can apply Theorem 8.2 to (9.9) to conclude that there
exist three positive numbers $q , rq , :q , and an n_n matrix Qq (x, =) of form
(9.6) which is holomorphic in (x, =) # 2($q)_S(rq , :q) such that
(a) Q&q (x, =) (&=1, 2) admit asymptotic expansions
J(Q&q (x, =))= :
+
l=0
=lQ&ql (x), (Q&q0 (0)=O) (9.11)
of the Gevrey order max( 1hq , s) as =  0 in S(rq , :q) uniformly in x # 2($q),
respectively,
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(b) the transformation (9.7) reduces (9.9) to
=hq
du
dx
=C (x, =) u, C (x, =)=_C
 q&1 (x, =)
O
O
C q (x, =)& , (9.12)
where C q&1 (x, =) and C q (x, =) are an Nq&1_Nq&1 and an nq _nq matrices
which are holomorphic in (x, =) # 2($q)_S(rq , :q) and admit asymptotic
expansions
J(C + (x, =))= :
+
l=0
=lC +, l (x) (+=q&1, q) (9.13)
of the Gevrey order max( 1hq , s) as =  0 in S(rq , :q) uniformly in x # 2($q),
(c) we have
C q&1, 0 (0)=O and C q, 0 (0)=A1 q . (9.14)
Let us calculate C q&1 (x, =). To do this, set
K=diagonal[h1In1 , h2 In2 , h3In3 , ..., hq&1Inq&1]. (9.15)
Since
=hq
dQq
dx
==hq =&HA(x, =) Qq&QqC (x, =),
we must have
O==hq =&K[INq&1 O] A(x, =) _ INq&1Q2q (x, =)&&C q&1 (x, =).
(9.16)
Therefore, if we set
Cq&1 (x, =)=[INq&1 O] A(x, =) _ INq&1Q2q (x, =)& and Bq (x, =)=C q (x, =),
(9.17)
system (9.12) can be written in form (9.8). We can also show that the
matrix =K=&hqQ1q (x, =) is bounded on 2($q)_S(rq , :q). This finished the
construction of Qq (x, =).
If we use the fact that max( 1hj , s)max(
1
hj&1 , s), we can complete the
proof of Theorem 9.1 in a finite number of steps similar to the construction
of Qq (x, =). K
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Proof of Theorem 9.2. In order to prove Theorem 9.2, we use first the
construction of Qq (x, =) of a form (9.6) as in the proof of Theorem 9.1.
More precisely speaking, by a transformation (9.7) we shall reduce (3.19)
to (9.8), where Qq (x, =) and C(x, =) are holomorphic in (x, =) # 2($q)_
S(rq , :q) and admit asymptotic expansions
{
J(Qq (x, =))= :
l=0
=lQql (x), (Qq0 (0)=In),
J(C(x, =))= :
l=0
=lCl (x), (C0 (0)=A0 (0))
of the Gevrey order 1hq as =  0 in S(rq , :q) uniformly in x # 2($q),
respectively.
We can complete the construction of Qq (x, =) of Theorem 9.2 by applying
Lemma 8.4 to the system
=hq
dw
x
=Bq (x, =) w,
where w # Cnq. K
10. NEW RESULTS VI
In this section, we prove the following theorem.
Theorem 10.1. Assume that
(i) f(x, y, =) is holomorphic in (x, y, =) on a domain 2($0)_D(\0)_
S(r0 , :0), where $0 , \0 , r0 , and :0 are positive numbers,
(ii) f(x, y, =) admits an asymptotic expansion (3.4) of the Gevrey
order s as =  0 in S(r0 , :0) uniformly in (x, y) # 2($0)_D(\0), where s is
a nonnegative number,
(iii) we have
f(x, 0, =)=0 on 2($0)_S(r0 , :0), (10.1)
(iv) if we write the asymptotic expansion of the matrix A(x, =) given
by (3.3) in form (3.10), the matrix A0 (0) has the form
N11 } } } N1n
A0 (0)=4+N, 4=diagonal[*1 , *2 , *3 , *n ], N=_ b b b & ,Nn1 } } } Nnn
(10.2)
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where *1 , ..., *n are eigenvalues of A0 (0), and N is an n_n nilpotent matrix
such that
Njk=0 if * j {*k , (i.e., 4N=N4), (10.3)
(v) the eigenvalues *j ( j=1, ..., n) of A0 (0) lie in the interior of a
halfplane bounded by a straight line through the origin in the complex plane C.
Then, there exist positive numbers $, \, r, :, and a transformation
y=P(x, u, =)=P0 (x, =) u+ :
|^|2
u^P^ (x, =) (10.4)
such that
(1) u # Cn, P(x, u, =) is a Cn-valued function of (x, u, =) and P0 (x, =) is
an n_n matrix,
(2) the power series on the right-hand side of (10.4) is absolutely and
uniformly convergent on 2($)_D(\)_S(r, :),
(3) the matrix P0 (x, =) and the coefficients P^ (x, =) of the right-hand
side of (10.4) are holomorphic in (x, =) # 2($)_S(r, :), and P(x, u, =) admits
an asymptotic expansion of the Gevrey order max( 1_ , s) as =  0 in S(r, :)
uniformly in (x, u) # 2($)_D(\); furthermore, lim=  0 P0 (0, =)=In ,
(4) if we denote by uj the jth entry of the vector u, transformation
(10.4) reduces (3.1) to
=_
duj
dx
= :
n
k=1
Ajk (x, =) uk+ :
|^|2
gj^ (x, =) u^ ( j=1, ..., n), (10.5)
where
{
ajk (x, =)=0 if *j {*k ,
(10.6)
gj^ (x, =)=0 if *j { :
n
k=1
pk *k and |^|2,
and ajk (x, =) and gj^ (x, =) admit asymptotic expansions of the Gevrey order
max( 1_ , s) as =  0 in S(r, :) uniformly in x # 2($).
Remark 10.2. the right-hand sides of (10.5) are polynomials in
(u1 , ..., un).
Remark 10.3. The version of Theorem 10.1 in the Poincare asymptotics
was given in [Si3].
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Proof of Theorem 10.1. Let ajk (x, =) be the entry on the j th row and
kth column of the matrix A(x, =) given by (3.3). Then, we can assume
without any loss of generality that
ajk (x, =)=0 if j{k
(cf. Theorem 3.3). If a positive number :~ is sufficiently small, for every real
number %, there exists a Cn-valued function f% (x, y, =) such that
(a) f% (x, y, =) is holomorphic in (x, y, =) on a domain 2($0)_D(\0)
_S% (r0 , :~ ), where S% (r0 , :~ )=[= : |arg =&%|<:~ , 0<|=|<r0],
(b) f% (x, y, =) admits an asymptotic expansion J(f(x, y, =))=
F(x, y, =) (cf. (3.4)) of the Gevrey order s as =  0 in S% (r0 , :~ ) uniformly
in (x, y) # 2($0)_D(\0), where s is the nonnegative number given in
Theorem 10.1. In particular, we set f0 (x, y, =)=f(x, y, =).
Let ajk% (x, =) be the entry on the j th row and k th column of the matrix
A% (x, =)=
f%
y
(x, 0, =).
Then, we can assume without any loss of generality that
ajk% (x, =)=0 if j{k. (10.7)
Using the version of Theorem 10.1 in the Poincare asymptotics and
Remark 5.2 of Theorem 5.1, we can construct a transformation
y=P% (x, u, =)=u+ :
|^ |2
u^P^% (x, =). (10.8)
in such a way that, if $1 , \1 , r1 , and :1 are sufficiently small positive
numbers,
(1) the power series on the right-hand side of (10.8) is absolutely and
uniformly convergent on 2($1)_D(\1)_S% (r1 , :1),
(2) the coefficients P^% (x, =) of the right-hand side of (10.8) are
holomorphic in (x, =) # 2($1)_S% (r1 , :1) and admit asymptotic expansions
of the Gevrey order max( 1_ , s) as =  0 in S% (r1 , :1) uniformly in x # 2($1);
furthermore, the asymptotic expansions of P^% (x, =) are independent of %,
(3) if we denote by uj the j th entry of the vector u, transformation
(10.8) reduces the system
=_
dy
dx
= f% (x, y, =) (10.9)
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to
=_
duj
dx
= :
n
k=1
Ajk% (x, =) uk+ :
|^ |2
gj^% (x, =) u^ ( j=1, ..., n), (10.10)
where
{
ajk% (x, =)=0 if *j {*k ,
(10.11)
gj^% (x, =)=0 if *j { :
n
k=1
pk*k and |^|2,
and ajk% (x, =) and gj^% (x, =) admit asymptotic expansions of the Gevrey
order max( 1_ , s) as =  0 in S(r1 , :1) uniformly in x # 2($1); furthermore,
those expansions are independent of %.
To construct such a transformation (10.7), we use a method similar to
that of [Si3] (see, also, [Si2; Ch. IV]).
Let us write (10.10) in a vector form:
{
=_
du
dx
=g% (x, u, =),
(10.12)
g% (x, u, =)=_
:
n
k=1
a1k% (x, =) uk+ :
|^|2
g1^% (x, =) u^
&.b:n
k=1
ank% (x, =) uk+ :
|^| 2
gn^% (x, =) u^
The Cn-valued function g% (x, u, =) admits an asymptotic expansion in
powers of = of the Gevrey order max( 1_ , s) as =  0 in S(r1 , :1) uniformly
in (x, u) # 2($1)_D(\1) since g% (x, u, =) is a polynomial in u. Furthermore,
the expansion of g% (x, u, =) is independent of %. Note that two Cn-valued
functions P% (x, u, =) and g% (x, u, =) are determined by the equation:
=_
P%
x
+
P%
u
g%=f% (x, P% , =). (10.13)
Suppose that S%1 (r1 , :1) & S%2 (r1 , :1){<. Set
Q(x, u, =)=P%1 (x, u, =)&P%2 (x, u, =) (10.14)
for (x, u, =) # 2($1)_D(\1)_[S%1 (r1 , :1) & S%2 (r1 , :1)]. Then, Q(x, u, =)
satisfies the following linear system of partial differential equations:
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=_
Q(x, u, =)
x
+
Q(x, u, =)
u
g%1 (x, u, =)
+
P%2 (x, u, =)
u
[g%1 (x, u, =)&g%2 (x, u, =)]
=B(x, u, =) Q(x, u, =)+f%1 (x, P%2 (x, u, =), =)&f%2 (x, P%2 (x, u, =), =),
(10.15)
where
B(x, u, =) Q(x, u, =)=f%1 (x, P%1 (x, u, =), =)&f%1 (x, P%2 (x, u, =), =)
and
B(x, u, =)=|
1
0
f%1
y
(x, tP%1 (x, u, =)+(1&t) P%2 (x, u, =), =) dt.
Let us write (10.15) in the following form:
=_
Q(x, u, =)
x
+
Q(x, u, =)
u
A%1 (x, =) u&A%1 (x, =) Q(x, u, =)
=F(x, u, =) Q(x, u, =)&
Q(x, u, =)
u
G(x, u, =)+b(x, u, =), (10.16)
where
{
F(x, u, =)=B(x, u, =)&A%1 (x, =),
(10.17)
G(x, u, =)=g%1 (x, u, =)&A%1 (x, =) u,
b(x, u, =)=
P%2 (x, u, =)
u
[g%2 (x, u, =)&g%1 (x, u, =)]
+f%1 (x, P%2 (x, u, =), =)&f%2 (x, P%2 (x, u, =), =).
Note that, if we set
}=
1
max \1_ , s+
, (10.18)
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we have
|b(x, u, =)|+ exp[&& |=|&}],
for
(x, u, =) # 2($1)_D(\1)_[S%1 (r1 , :1) & S%2 (r1 , :1)],
where + and & are suitable positive numbers (cf. Theorem 2.3). From
(10.17) we also derive
F(x, 0, =)=O and
G
u
(x, 0, =)=O
on 2($1)_S%1 (r1 , :1).
We can complete the proof of Theorem 10.1 by using Theorem 2.4 if we
prove the following lemma.
Lemma 10.4. There exist four positive numbers $2 , \2 , r2 , and :2 such
that
S% (r2 , :2)/S%1 (r1 , :1) & S%2 (r1 , :1),
and such that
(I) there exists a Cn-valued function 9(x, u, =) which is holomorphic
in (x, u, =) # 2($2)_D(\2)_S% (r2 , :2) and satisfies the following conditions:
{
=_
9(x, u, =)
x
+
9(x, u, =)
u
A%1 (x, =) u&A%1 (x, =) 9(x, u, =)
(10.19)=F(x, u, =) 9(x, u, =)&
9(x, u, =)
u
G(x, u, =)+b(x, u, =),
|9(x, u, =)|K exp[&c |=|&}]
on 2($2)_D(\2)_S% (r2 , :2), where K and c are suitable positive numbers,
(II) we have
|Q(x, u, =)&9(x, u, =)| L exp[&# |=|&(1_)] (10.20)
on 2($2)_D(\2)_S% (r2 , :2), where L and # are suitable positive numbers.
Note that W(x, u, =)=Q(x, u, =)&9(x, u, =) satisfies the homogeneous
linear partial differential equation:
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=_
W(x, u, =)
x
+
W(x, u, =)
u
A%1 (x, =) u&A%1 (x, =) W(x, u, =)
=F(x, u, =) W(x, u, =)&
W(x, u, =)
u
G(x, u, =). (10.21)
The following remark is a very essential tool to prove Lemma 10.4.
Remark 10.5.
(a) If an n_n matrix
a11 } } } a1n
A=_ b b b &an1 } } } ann
and a vector
y1
y=_ b &yn
with the norm &y&=| y1 |+ } } } +| yn | are given, we have
&A&=max[&Ay& : &y&=1]max
n
k=1
:
n
j=1
|a jk | .
(b) Let A(x, =) be an n_n matrix A(x, =) in a block-diagonal form:
A(x, =)=diagonal[A1 1 (x, =), A1 2 (x, =), A1 3 (x, =), ..., A1 h (x, =)].
such that
(1) for each j, A1 j (x, =) is holomorphic in (x, =) # 2($)_S(r, :) and
admits an asymptotic expansion in powers of = in the sense of Poincare as
=  0 uniformly in x # 2($), where $, r, and : are positive numbers,
(2) for each j, we have
lim
=  0
A1 j (0, =)=+jInj+D j ,
where Dj is an nj _nj nilpotent matrix (n = n1 + } } } + nh), and +j
( j=1, ..., h) are distinct eigenvalues of A0=lim=  0 A(0, =),
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(3) the eigenvalues +j ( j=1, ..., h) are nonzero and satisfy the
condition
|arg +j &3 |<
?
2
&0 ( j=1, ..., h),
where 3 is a real number and 0 is a positive number such that 0< ?2 .
For two positive numbers !, ;, and a complex number x0 such that
x0 { 0 and arg x0=&3,
define a sectorial domain S0 (!, ;, x0) in C by
S0 (!, ;, x0)=[x # C : 0<|x&x0 |<!, |arg(x&x0)&arg(&x0)|<;].
(10.22)
It can be shown that, if (x, =) # S0 (!, ;, x0)_S(r, :), we have
?
2
+0&;&_:<arg \+j (x&x0)=_ +<
3?
2
&0+;+_:,
or
}arg \+j (x&x0)=_ +&? }<
?
2
&00 ,
where
00=0&;&_:,
and we used
arg(&x0)=?&3.
This implies that, if we choose ; and : so that 00>0, we have
} exp _+j (x&x0)=_ &}<exp _
&sin(00) |+ j | |x&x0 |
|=| _ & ( j=1, ..., h)
for S0 (!, ;, x0)_S(r, :). Note that 0 # S0 (!, ;, x0)/2($), if we choose
(!, ;, x0) in a suitable way.
Now, using, the definitions, notations, and conditions given above, let us
consider a homogeneous linear system:
=_
dy
dx
=A(x, =) y. (10.23)
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First, let 8(x, =) be the fundamental matrix solution of (10.23) such that
8(x0 , =)=In . Set also
2c=min[ |+1 |, ..., |+h |],
and
40=diagonal[+1 In1 , +2 In2 , +3In3 , ..., +h Inh ].
Then, if
&A(x, =)&40& c sin(00) on 2($)_S(r, :), (10.24)
we can derive the following estimates (cf. [Si3]),
&8(x, =)&exp _&sin(00) c |x&x0 ||=| _ & , (10.25)
on S0 (!, ;, x0)_S(r, :) and
&8(x, =) 8(t, =)&1&exp _&sin(00) c |x&t||=| _ & , (10.26)
if (x, =) # S0 (!, ;, x0)_S(r, :) and t is on the line-segment joining x to x0 .
Also, let us consider a nonhomogeneous linear system:
=_
dy
dx
=A(x, =) y+b(x, =), (10.27)
where b(x, =) is a Cn-valued function which are holomorphic and bounded
on S0 (!, ;, x0)_S(r, :). Then,
’(x, =)=
1
=_ |
x
x0
8(x, =) 8(t, =)&1 b(t, =) dt (10.28)
is a solution of (10.27). We can estimate ’(x, =) as follows:
&’(x, =)&
1
sin(00) c
sup
t # S0 (!, ;, x0)
&b(t, =)& (10.29)
on S0 (!, ;, x0)_S(r, :).
Proof of (I) of Lemma 10.4. Without any loss of generality, we can
assume that there exist two positive numbers r~ and :~ such that
S(r~ , :~ )/S%1 (r1 , :1) & S%2 (r1 , :1), (10.30)
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where S(r~ , :~ )=[= # C : |arg =|<:~ , 0<|=|<r~ ], and that the eigenvalues
*1 , ..., *n of the matrix lim=  0 A%1 (0, =) satisfy the condition
|arg (&*j)&3 |<
?
2
&0 ( j=1, ..., n), (10.31)
for some real number 3 and some positive number 0 such that 0< ?2 .
Let 9j (x, u, =), Gj (x, u, =), and bj (x, u, =) be the j th entries of the vectors
9(x, u, =), G(x, u, =), and b(x, u, =), respectively. Also, let cjk(x, =) and
Fjk (x, u, =) be the ( j, k) th entries of the matrices A%1 (x, =) and F(x, u, =),
respectively. Note that cjk (x, =)=ajk%1 (x, =). Hence,
cjk (x, =)=0 if j{k (10.32)
(cf. (10.7)). Set
9j (x, u, =)= :
|^| 2
u^9 j^(x, =),
(10.33)
Fjk (x, u, =)= :
|^| 1
u^Fjk^ (x, =),
Gj (x, u, =)= :
|^| 2
u^Gj^ (x, =),
bj (x, u, =)= :
|^| 2
u^bj^ (x, =).
Since the system of partial differential equations of (10.19) can be written
in the form:
=_
9j (x, u, =)
x
+ :
n
l=1
9j (x, u, =)
ul _ :
n
&=1
cl& (x, =) u&&
& :
n
l=1
cjl (x, =) 9l (x, u, =)
= :
n
l=1
Fjl (x, u, =) 9l (x, u, =)
& :
n
l=1
9j (x, u, =)
ul
Gl (x, u, =)+b j (x, u, =),
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where j=1, ..., n and uj is the j th entry of the vector u, this system
becomes
=_
9j^ (x, =)
x
= :
*l=*j
cjl (x, =) 9l^ (x, =)&_ :
n
l=1
plcll (x, =)& 9j^ (x, =)
& :
l{&
( pl+1) cl& (x, =) 9j^+el&e& (x, =)
+ :
n
l=1
_ :
^1+^2=^
Fjl^1 (x, =) 9l^2 (x, =)&
& :
n
l=1
:
^1+^2=^+el
p1l9j^1 (x, =) Gl^2 (x, =)+bj^ (x, =),
(10.34)
where j=1, ..., n, |^|2, and ej=(ej1 , ..., e jn) such that ejj=1 and ejk=0
( j{k).
For each positive integer m, let Jm be the set of all ( j, ^) such that
j=1, ..., n, |^|=m (10.35)
and let Nm be the total number of ( j, ^) satisfying (10.35). Considering
(10.34) for all ( j, ^) # Jm , where m is a fixed positive integer, we write
(10.34) in the form
=_
d9m (x, =)
dx
=Tm (x, =) 9m (x, =)+Bm (x, =), (10.36)
where 9m (x, =) # CNm with entries 9 j^ (x, =) (( j, ^) # Jm), Bm (x, =) # CNm
with entries
Bm; ( j, ^) (x, =)= :
n
l=1
_ :
^1+^2=^
Fjl^1 (x, =) 9l^2 (x, =)&
& :
n
l=1
:
^1+^2=^+el
p1l9 j^1 (x, =) Gl^2 (x, =)+bj^ (x, =),
306 YASUTAKA SIBUYA
and Tm (x, =) is an Nm _Nm matrix with entries
Tm; ( j, ^), (l, ~^ ) (x, =)=
{
cjj (x, =)& :
n
h=1
phchh (x, =) if (l, ~^ )=( j, ^),
cjl (x, =) if l{ j and ~^ =^,
( ph+1) ch& (x, =) if (l, ~^ )=( j, ^+eh&e&) and h{&,
0 otherwise.
The following remark is important to complete the proof of (I) of Lemma
10.4.
Remark 10.6.
(a) If we set
*j^=*j& :
n
h=1
ph *h (10.38)
and
Tm0= lim
=  0
Tm (0, =), (10.39)
then eigenvalues of Tm0 are *j^ (( j, ^) # Jm) and
Tm; ( j, ^), (l, ~^ ) (x, =)=0 if *j^ {*l ~^ , (10.40)
(b) if we denote by 4m the Nm_Nm diagonal matrix whose diagonal
entries are *j^ (( j, ^) # Jm), then
&Tm (x, =)&4m&
 max
(l, ~^ ) # Jm _ |Tm; (l, ~^ ), (l, ~^ ) (x, =)&*l ~^ |+ :( j, ^){(l, ~^ ) |Tm; ( j, ^), (l, ~^ ) (x, =)|&
= max
(l, ~^ ) # Jm _} cll (x, =)& :
n
h=1
p~ hchh (x, =)&*l ~^ }
+ :
j{l
|cjl (x, =)|+ :
h{&
p~ h |ch& (x, =)|& , (10.41)
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(c) since eigenvalues *1 , ..., *n of the matrix lim=  0A%1 (0, =) satisfy
the condition (10.31), eigenvalues *j^ of Tm0 also satisfy the same condition
|arg *j^&3 |<
?
2
&0 (( j, ^) # Jm , mm0), (10.42)
if m0 is a sufficiently large positive number,
(d) the Cn-valued function Q(x, u, =) given by (10.14) satisfies the
partial differential equation (10.16). Furthermore, if we set
Q(x, u, =)= :
|^|2
u^Q^ (x, =), (10.43)
then the coefficients Q^ (x, =) are asymptotically equal to zero of the
Gevrey order max( 1_ , s) as =  0 in S%1 (r1 , :1) & S%2 (r1 , :1) uniformly in
x # 2($1) (cf. (10.8) and (10.14)).
Using assumption (iv) of Theorem 10.1, we can make &A%1 (x, =)&4& as
small uniformly in (x, =) # 2($1)_S%1 (r1 , :1) as we want to start with,
where 4 is the diagonal matrix given by (10.2). Therefore, if we set
2cm= min
( j, ^) # Jm
|*j^ | , (10.44)
(10.41) implies that we can assume without any loss of generality that
&Tm (x, =)&4m&
cm sin(00) on 2($1)_S%1 (r1 , :1) for mm0 , (10.45)
where 00 is a fixed positive number such that 00<0. Also, using (d) of
Remark 10.6, we can set without any loss of generality that
9^ (x, =)=Q^ (x, =) for |^|<m0 . (10.46)
As in (3) of (b) of Remark 10.5, for two positive numbers !, ;, and a
complex number x0 such that x0 {0 and arg x0=&3, define a sectorial
domain S0 (!, ;, x0) in C by (10.22). Then, it can be shown that, if
(x, =) # S0 (!, ;, x0)_S(r~ , :~ ), we have
}arg \*j^ (x&x0)=_ +&? }<
?
2
&00 (( j, ^) # Jm , mm0), (10.47)
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where 00=0&;&_:~ and S(r~ , :~ ) is given by (10.30). This implies that, if
; and :~ are chosen so that 00>0, we have
} exp _*j^ (x&x0)=_ &}
<exp _&sin(00) |*j^ | |x&x0 ||=|_ & (( j, ^) # Jm , mm0) (10.48)
for (x, =) # S0 (!, ;, x0)_S(r~ , :~ ). Note that 0 # S0 (!, ;, x0)/2($1), if we
choose (!, ;, x0) in a suitable way.
Let 8m (x, =) be the fundamental matrix solution of the homogeneous
linear system
=_
dXm
dx
=Tm (x, =) Xm , (10.49)
such that 8m (x0 , =)=INm , where Xm # C
Nm. Then, for mm0 , we can
derive the following estimates (cf. (10.24), (10.25), and (10.26)),
&8m (x, =)&exp _&sin(00) cm |x&x0 ||=|_ & , (10.50)
on S0 (!, ;, x0)_S(r~ , :~ ) and
&8m (x, =) 8m (t, =)&1&exp _&sin(00) cm |x&t||=| _ & , (10.51)
if (x, =) # S0 (!, ;, x0)_S(r~ , :~ ) and t is on the line-segment joining x to x0 .
We now define 9m (x, =) for mm0 by
9m (x, =)=
1
=_ |
x
x0
Tm (x, =) Tm (t, =)&1 Bm (x, =) dt (10.52)
on S0 (!, ;, x0)_S(r~ , :~ ). This is a particular solution of (10.36). Then,
&9m (x, =)&
1
sin(00) cm
sup
t # S0(!, ;, x0)
&Bm (t, =)& for mm0 (10.53)
on S0 (!, ;, x0)_S(r~ , :~ ) (cf. (10.29) of (b) of Remark 10.5).
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Let us write the matrix F(x, u, =) and the vectors G(x, u, =) and
b(x, u, =) of (10.19) in the form:
F(x, u, =)= :
|^ |1
u^F^ (x, =),
{G(x, u, =)= :|^ |2 u^G^ (x, =),b(x, u, =) = :
|^|2
u^b^ (x, =),
where the F^ (x, =) are n_n matrices with entries Fjk^ (x, =) of (10.33),
respectively and entries of G^ (x, =) and b^ (x, =) are Gj^ (x, =) and bj^ (x, =)
of (10.33), respectively. Set
&F(x, =)&m= :
|^| =m
&F^ (x, =)&, &G(x, =)&m= :
|^ |=m
&G^ (x, =)&,
&b(x, =)&m= :
|^| =m
&b^ (x, =)&
and
F(x, v, =)= :
+
m=1
vm[&F(x, =)&m+&G(x, =)&m+1],
{B(x, v, =)= :+m=m0 vm &b(x, =)&m ,H(x, v, =)= :+
m=m0
vm :
m0&1
q=2
&9q (x, =)& [&F(x, =)&m&q+&G(x, =)&m&q+1].
There exist a positive number c0 and two convergent power series
L1 (v)=+m=1 v
mL1m and L2 (v)=+m=m0 v
mL2m with positive coefficients
L1m and L2m such that
F(x, v, =)<<L1 (v) and B(x, v, =)+H(x, v, =)<<exp {& c0|=| }= L2 (v)
on S0 (!, ;, x0)_S(r~ , :~ ), where A(v)<<B(v) means that the power series
A(v) is majorized by B(v) and } is the positive number defined by (10.18).
Therefore, if we define a convergent power series X(v)=+m=m0 v
mXm by
X(v)=M[L1 (v) X(v)+L2 (v)],
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or
X(v)=
ML2 (v)
1&ML1 (v)
,
we have
:
+
m=m0
vm &9m (x, =)&<<exp {& c0|=|}= X(v)
on S0 (!, ;, x0)_S(r~ , :~ ) if M is a sufficiently large positive number. This
completes the proof of (I) of Lemma 10.4.
Proof of (II) of Lemma 10.4. If we set
W(x, u, =)=Q(x, u, =)&9(x, u, =),
the Cn-valued function W(x, u, =) satisfies the homogeneous linear partial
differential equation (10.21). Furthermore,
W(x, u, =)= :
+
m=m0
u^W^ (x, =) (10.54)
since we have (10.46). Let Wj^ (x, =) be the j th entry of W^ (x, =) and let
Wm (x, =) be the CNm-valued function whose ( j, ^)th entry is Wj^ (x, =),
where ( j, ^) # Jm . Then,
=_
dWm (x, =)
dx
=Tm (x, =) Wm (x, =)+Cm (x, =), (10.55)
where the ( j, ^)-entry of Cm (x, =) # CNm is
Cm; ( j, ^) (x, =)= :
n
l=1
_ :
^1+^2=^
Fjl^1 (x, =) Wl^2 (x, =)&
& :
n
l=1
:
^1+^2=^+el
p1l Wj^1 (x, =) Gl^2 (x, =), (10.56)
where Wj^ (x, =)=0 for |^|<m0 and Tm (x, =) is the Nm_Nm matrix
whose entries are given by (10.37).
Let * be a nonzero number such that |*| is sufficiently small and that
|arg *&3 |<
?
2
&0. (10.57)
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Set
exp {&*(x&x0)=_ = W(x, u, =)= :
+
m=m0
u^V^ (x, =), (10.58)
where
V^ (x, =)=exp {&*(x&x0)=_ = W^ (x, =). (10.59)
Construct Vm (x, =) in the same way as the construction of Wm (x, =). Then,
Vm (x, =)=exp {&*(x&x0)=_ = Wm (x, =)
and Vm (x, =) satisfies the system:
=_
dVm (x, =)
dx
=[Tm (x, =)&*INm] Vm (x, =)+Hm (x, =), (10.60)
where the ( j, ^)-entry of Hm (x, =) # CNm is
Hm; ( j, ^) (x, =)= :
n
l=1
_ :
^1+^2=^
Fjl^1 (x, =) Vl^2 (x, =)&
& :
n
l=1
:
^1+^2=^+el
p1l Vj^1 (x, =) Gl^2 (x, =), (10.61)
and Vj^ (x, =) is the ( j, ^) th entry of V^ (x, =), Vj^ (x, =)=0 for |^|<m0
and
Vm (x0 , =)=Wm (x0 , =). (10.62)
As in the proof of (I) of Lemma 10.4, let 8m (x, =) be the fundamental
matrix solution of the homogeneous linear system (10.49) such that
8m (x0 , =)=INm . Then, Vm (x, =) is given by
Vm (x, =)=exp {&*(x&x0)=_ = 8m (x, =) Wm (x0 , =)
+
1
=_ |
x
x0
exp {&*(x&t)=_ = 8m (x, =) 8m (t, =)&1 Hm (t, =) dt.
(10.63)
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Hence in a manner similar to the proof of (I) of Lemma 10.4, we can prove
that
:
+
m=m0
vm &Vm (x, =)&
is bounded on S0 (!, ;, x0)_S(r~ , :~ ). This completes the proof of (II) of
Lemma 10.4. Note that
} exp {*(x&x0)=_ =}exp {
&sin(00) |*| |x&x0 |
|=| _ = ,
on S0 (!, ;, x0)_S(r~ , :~ ). K
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