We consider a generalization of the notion of transversal to a finite hypergraph, so called weighted transversals. Given a non-negative weight vector assigned to each hyperedge of an input hypergraph A and a nonnegative threshold vector, we define a weighted transversal as a minimal vertex set which intersects all the hyperedges of A except for a subfamily of total weight not exceeding the given threshold vector. Weighted transversals generalize partial and multiple transversals introduced in [8] and also include minimal binary solutions to non-negative systems of linear inequalities and minimal weighted infrequent sets in databases. We show that the hypergraph of all weighted transversals is dual-bounded, i.e, the size of its dual hypergraph is polynomial in the number of weighted transversals and the size of the input hypergraph. Our bounds are based on new inequalities of extremal set theory and threshold Boolean logic, which may be of independent interest. For instance, we show that that for any row-weighted m × n binary matrix and any threshold weight t, the number of maximal sets of columns whose row support has weight above t is at most m times the number of minimal sets of columns with row support of total weight below t. We also prove that the problem of generating all weighted transversals for a given hypergraph is polynomialtime reducible to the generation of all ordinary transversals for another * The research of the first two authors was supported in part by the Office of Naval Research (Grant N00014-92-J-1375), and the National Science Foundation (Grant DMS 98-06389). Visits of the second author to Rutgers University were also supported by DIMACS, the National Science Foundation's Center for Discrete Mathematics and Theoretical Computer Science. The research of the third author was supported in part by the National Science Foundation (Grant CCR-9618796). The research of the fourth author was supported in part by a Scientific Grant-in-Aid by the Ministry of Education, Science, Sports, and Culture of Japan. A preliminary version of this paper appeared in [9] † RUTCOR, Rutgers University, 640 Bartholomew Road, Piscataway NJ 08854-8003; (boros@rutcor.rutgers.edu).
hypergraph, i.e., to the well-known hypergraph dualization problem. As a corollary, we obtain an incremental quasi-polynomial-time algorithm for generating all weighted transversals for a given hypergraph. This result includes as special cases the generation of all the minimal Boolean solutions to a given system of non-negative linear inequalities and the generation of all minimal weighted infrequent sets of columns for a given binary matrix.
Introduction
In this paper we consider some problems involving the generation of all sets in certain implicitly given set families. The most well-known problem of this type is the hypergraph dualization problem which calls for generating all minimal transversals for an explicitly given hypergrraph. The hypergraph dualization problem has applications in combinatorics [30] , graph theory [20, 21, 31, 33] , artificial intelligence [14] , game theory [16, 17, 29] , convex programming [18] , reliability theory [11, 29] , database theory [1, 26, 34] and learning theory [2] .
Given a finite set V of n = |V | points, and a hypergraph (set family 
Dualization
The dualization problem for a Sperner hypergraph A is to incrementally generate all hyperedges of the dual hypergraph A d . This problem can thus be stated as follows: Clearly, we can generate all of the hyperedges of A d by initializing B = ∅ and iteratively solving the above problem |A d | + 1 times. Note also that in general, |A d | can be exponentially large both in |A| and |V |. For this reason, the complexity of dualization is customarily measured in the input and output sizes. In particular, we say that A d can be generated in incremental polynomial time if problem DUAL(A, B) can be solved in time polynomial in |V |, |A| and |B|.
DUAL(A,
The dualization problem can be efficiently solved for many classes of hypergraphs. For example, if the sizes of all the hyperedges of A are limited by a constant c, then problem DUAL(A, B) can be solved in polynomial time (see [7, 14] ), moreover, it can be efficiently solved in parallel (see [4] ). In addition, for c = 2 there are dualization algorithms that run with polynomial delay, i.e. in poly(|V |, |A|) time for a specific sequence ∅ ⊂ B 1 ⊂ B 2 ⊂ . . . ⊂ A d , see e.g. [20, 21, 33] ). Efficient algorithms exist also for the dualization of 2-monotonic, threshold, matroid, read-bounded, acyclic and some other classes of hypergraphs (see e.g. [3, 10, 12, 13, 23, 24, 27, 28] ).
Even though no incremental polynomial time algorithm for the dualization of arbitrary hypergraphs is known, an incremental quasi-polynomial time one exists (see [15] ). This algorithm solves the dualization problem in O(nm) + m o(log m) time, where n = |V | and m = |A|+|B| (see also [19] for more detail). In fact, the algorithm of [15] can solve problem DUAL(A, B) in poly(n, m) time on m o(log m) parallel processors. In particular, this means that problem DUAL(A, B) cannot be NP-hard unless any NP-complete problem of size s can be solved in poly(s) time on s o(log s) processors.
Weighted transversals
In [8] we considered partial and multiple transversals of a hypergraph (see Sections 1.3 and 1.4 below), and showed that the generation of those are equivalent with dualization. Improving on a combinatorial inequality instrumental in those proofs, we are further generalizing those results in this paper. We shall consider the following natural generalization of minimal transversals, the so called weighted transversals: Given a (not necessarily Sperner) hypergraph A ⊆ 2 V , a non-negative r-dimensional weight vector w(A) ∈ R r + associated with every hyperedge A ∈ A, and a threshold r-vector t, a vertex set X is called a w, t-transversal if X intersects all the hyperedges of A, except for a sub-family of total weight at most t:
We call minimal w, t-transversals weighted transversals and let A w,t denote the set of all weighted transversals for A. Note that for the special case r = 1, t = 0, and
we have A w,t = A d , i.e., the set of weighted transversals turns into the transversal hypergraph for A.
Consider the problem of generating all weighted transversals for a given weighted hypergraph: GEN(A w,t , B): Given a complete list of all hyperedges of A along with their weights w(A) ∈ R r + , a threshold vector t ∈ R r + and a set B of weighted transversals B ⊆ A w,t , either prove that B = A w,t , or find a new transversal X ∈ A w,t \ B.
As mentioned above, problem GEN(A w,t , B) includes DUAL(A, B) as a special case. We show in this paper that in fact these two problems are polynomially related. Problem GEN(A w,t , B) is polytime reducible to the hypergraph dualization problem.
Theorem 1
In particular, problem GEN(A w,t , B) can be solved in quasi-polynomial time.
Our proof of Theorem 1 is based on the fact that the hypergraph of weighted transversals is dual-bounded [8] : the cardinality of the dual hypergraph for A w,t can be bounded by a polynomial in the cardinality and the length of the input description of A w,t .
Theorem 2
Let H ⊆ A w,t be an arbitrary non-empty sub-hypergraph of the hypergraph of all weighted transversals, then
where r is the dimension of the edge weights of A. In particular,
where m is the number of hyperedges of A. For H = A w,t = ∅ we thus obtain
Before proceeding further, in Sections 1.3 and 1.4 we discuss two special cases of the above results.
Minimal feasible and maximal infeasible binary solutions for systems of monotone linear inequalities
Consider a system of r linear inequalities in n binary variables
where A is a given non-negative r × n -matrix and b is a given r-vector. Let V = {1, . . . , n} be the (index set of the) columns of A, and let A be the hypergraph consisting of m = n singletons A 1 = {1}, . . . , A n = {n}. Each column of the r × n matrix A can be interpreted as a non-negative r-dimensional weight vector associated with the corresponding hyperedge of A = {{1}, . . . , {n}}. Let also t = Ae − b, where e ∈ R n is the vector of all ones. Then the characteristic vector of each minimal w, t-transversal is a minimal binary solution to (6) and vice versa, the supporting set of any minimal binary solution to (6) is a minimal w, t-transversal. It is also easy to see that under this interpretation, the anticharacteristic vector of any set in (A w,t ) d is a maximal infeasible binary vector for (6) and conversely, the complement to the supporting set of any maximal infeasible binary vector for (6) yields a hyperedge of (A w,t ) d . From (3) we now conclude that for any feasible system (6),
where p(x) is the number of positive components in x.
Corollary 1 Let (6) be a system of r non-negative linear inequalities in n binary variables. Suppose that the set of feasible solutions for (6) is non-empty, i.e., t = Ae − b ≥ 0. Then # maximal infeasible vectors for (6) ≤ rn[# minimal feasible vectors for (6)].
Note that the bound of Corollary 1 is sharp for r = 1, e.g., for the inequality x 1 +. . .+x n ≥ n. For large r, this bound is accurate up to a factor polylogarithmic in r. To see this, let n = 2k and consider the system of r = 2 k inequalities of the form
This system has 2 k maximal infeasible binary vectors and only k minimal feasible binary vectors, i.e.,
It is also worth mentioning that in general, the number of minimal feasible vectors for (6) cannot be bounded by a polynomial in r, n, and the number of maximal infeasible vectors for (6) . For instance, for n = 2k, the system of k inequalities x 1 + x 2 ≥ 1, x 3 + x 4 ≥ 1, . . . , x 2k−1 + x 2k ≥ 1 has 2 k minimal feasible binary vectors and only k maximal infeasible binary vectors.
Results of [22] imply that the problem of generating all maximal infeasible binary vectors for (6) is NP-hard already for binary matrices A:
Theorem 3 Given a system Ax ≥ b with 0, 1-matrix A and a collection X ⊆ {0, 1} n of maximal infeasible binary points, it is NP-hard to decide whether X can be extended by adding a new maximal infeasible binary vector for Ax ≥ b.
In contrast to Theorem 3, from Theorem 1 we obtain the following.
Corollary 2 Consider the problem of generating all minimal feasible binary solutions to a system of non-negative linear inequalities, i.e,, the following problem (P):
Given a system of non-negative Boolean inequalities Ax ≥ b and a collection X of minimal feasible binary vectors for Ax ≥ b, either show that
or find a new minimal binary solution for Ax ≥ b.
Problem (P) can be reduced in polynomial time to the hypergraph dualization problem. In particular, all minimal feasible binary solutions to Ax ≥ b can be enumerated in incremental quasi-polynomial time.
It was conjectured in [21] that problem (P) cannot be solved in polynomial time unless P=NP.
Let us note that if the number of non-zero entries in each row of A is bounded, then problem (P) is obviously solvable in polynomial time. Problem (P) can also be solved in polynomial time when the number of inequalities r is bounded.
Let us also add that inequality (7) and Corollaries 1, 2 can in fact be shown to hold for any monotone system of linear inequalities in binary variables, i.e. whenever Ax ≥ b, y ≥ x, x, y ∈ {0, 1} n implies Ay ≥ b. (See [8] .) Clearly, A ≥ 0 implies that Ax ≥ b is monotone. Furthermore, inequality (7) and Corollaries 1, 2 also hold for monotone systems of linear inequalities in integer variables [5] .
Partial transversals, unions, maximal frequent and minimal infrequent sets
We now turn to the special case of weighted transversals for r = 1, t ∈ {0, 1, . . . , |A| − 1}, and w(A) = 1 for all A ∈ A.
Following [8] , we call weighted transversals for (9) partial t-transversals. Thus, X ⊆ V is a partial t-transversal to A if X is a minimal set which intersects all but at most t of the hyperedges of A, i.e., |{A ∈ A | A ∩ X = ∅}| ≤ t. Let A e,t be the family of all partial t-transversals of A. Define a t-union from A as the union of some t hyperedges of A, and let A ut denote the family of all minimal t-unions of A. In other words, A ut is the family of all the minimal subsets of V which contain at least t hyperedges of A. By the above definitions, t-union and t-transversal families both are Sperner (even if the input hypergraph A is not). It is also easy to see that the families of all minimal t-transversals and (t + 1)-unions are in fact dual, i.e.,
The notion of frequent sets in the data-mining literature (see e.g. [1, 26, 34, 32] ) can be related naturally to the families considered above. More precisely, given a binary m × n-matrix A and a threshold t, a subset X of the columns of A is called frequent if there are more than t rows having a 1 entry in each of the corresponding positions: #{i | i ∈ {1, . . . , m}, a ij = 1 f or j ∈ X} ≥ t. The problems of generating all maximal frequent sets and their duals, the so called minimal infrequent sets (for a given binary matrix) were proposed, and the complexity of the corresponding decision problems were asked in [32] .
Let V = {1, . . . , n} be the column set of A and let A = {A 1 , . . . , A m } be the hypergraph whose incidence matrix is A. Let also A c = {A consists of all the minimal sets X which contain at least t + 1 hyperedges of A c , we have
Analogously, (A c ) e,t consists of all the minimal t-transversals to A c , i.e. subsets of V which are contained in at most t hyperedges of A. It is easy to recognize that X ∈ (A c ) e,t ⇐⇒ X is a minimal infrequent set for A.
If A is a graph, i.e. all hyperedges of A are of size 2, the complementary family to A e,t is also known as the family of the so called fairly independent sets of the graph A, i.e. all the vertex subsets which induce at most t edges (see [32] ).
Results of [25] imply that the task of generating all maximal frequent sets or, equivalently, all minimal t-unions is NP-hard.
Theorem 4 Given a binary matrix A and a collection of maximal frequent sets of columns for A, it is NP-hard to tell whether there are other maximal frequent sets. Equivalently, given a collection of minimal t-unions for a hypergraph, it is NP-hard to determine whether the given collection is complete.
On the other hand, Theorem 1 implies that the tasks of generating partial and ordinary transversals are polynomially equivalent. In particular, given a binary matrix A and a threshold t, all minimal t-infrequent columns sets of A can be generated in incremental quasi-polynomial time. By Theorem 1 this is also true for the weighted variant of the problem, i.e., if row i of A is counted with a prescribed non-negative weight w i , i = 1, . . . , m. We thus obtain the following corollary.
Corollary 3
The problem of generating all minimal t-infrequent sets (for a given row-weighted binary matrix A) polynomially reduces to dualization. In particular, all minimal t-infrequent sets for A can be generated in incremental quasi-polynomial time.
Theorem 2 also yields the following inequality.
Corollary 4 Let A be a binary m × n matrix. Then, regardless of the weights assigned to the rows of A and the threshold weight t,
provided that the right-hand side of the above inequality is positive.
For large m, the inequality of Corollary 4 is again accurate up to a factor of log m. For instance, let A be the constraint matrix of (8), i.e., each of the m = 2 k rows of A contains exactly one 0 and 1 in each pair of adjacent columns {1, 2}, {3, 4}, . . . , {2k − 1, 2k}. Then, assigning unit weight to each row of A, it is easy to see that for small t this matrix has 2 k maximal frequent columns sets and k minimal infrequent sets, i.e., # maximal f requents sets f or A = m log m [# minimal inf requents sets f or A].
Inequalities
Our proof of Theorems 2 makes use of two lemmas which we state in this section. The first lemma is an intersection inequality for two set families S = {S 1 , . . . , S α } and T = {T 1 , . . . , T β } on a common ground set U , say U = {1, . . . , m}. We say that T covers all pairwise intersections of S if α ≥ 2 and for any 1 ≤ i < j ≤ α there is an index k ∈ {1, . . . , β} such that S i ∩ S j ⊆ T k . We also say that S and T are threshold separable if there is a non-negative weight-function w : U → R + and a real t such that w(T k ) ≤ t f or all k ∈ {1, . . . , β} and w(S i ) > t f or all i ∈ {1, . . . , α}, (12) where the weight of a set X ⊆ U is defined in the usual way: w(∅) = 0 and w(X) = {w u | u ∈ X} for X = ∅. Let us note that t > 0 can always be assumed without any loss of generality, since w(S i ) > 0 is implied by the above definition, and thus t = 
In particular, α ≤ mβ.
A variant of the above lemma for the case where S and T can be separated by the unit weight function w(X) ≡ 1 can be found in [8] . We also mention that the threshold separability of S and T is essential for the validity of the lemma: there are exponentially large Sperner set families S = {S 1 , . . . , S α } that only have polynomially many maximal pairwise intersections [8] .
To state our second lemma, we need to introduce some notation. Given a monotone Boolean function h : 2 V → {0, 1}, let us denote by
its family of all maximal false sets, and by
its family of all minimal true sets. Given a family A ⊆ 2 V , a weight function w : A → R r + , and a threshold t ∈ R r + , let us associate a Boolean function g A,w,t : 2 V → {0, 1} to the family of w, t-transversals of A by defining g A,w,t (X) = 1 if and only if X is a w, ttransversal of A, i.e. if X ⊇ A for some A ∈ A w,t . It is clear from the definition of w, t-transversals that if X ⊆ V is a w, t-transversal of A, and Y ⊇ X, then Y is also a w, t-transversal of A. Hence, g A,w,t is a monotone Boolean function.
Lemma 2 Let A be a hypergraph on |V | = n vertices, w(A) be non-negative scalar weights associated to each hyperedges A ∈ A, and t ≥ 0 be a given real. Let us consider an arbitrary monotone Boolean function h : 2 V → {0, 1} such that h ≡ 0 and g A,w,t (X) ≥ h(X) for all X ⊆ V . Then, we have
|{A ∈ A | A ∩ X = ∅}|. (14) Note that if A consists of n singletons {1}, . . . , {n} then g A,w,t is a threshold function and we obtain the following threshold inequality.
Corollary 5 ([8]) Let h : 2
V → {0, 1} be a monotone Boolean function such that w(X) = i∈X w i > t, whenever h(X) = 1, where w 1 , . . . , w n and t are given nonnegative reals. If h ≡ 0, then
|X|. [3, 12, 27, 28] ). Lemma 2 and Corollary 5 thus extend these two threshold inequalities to arbitrary monotone functions h and arbitrary weighted hypergraphs A.
In particular, | max[h] ∩ {X | w(X) ≤ t}| ≤ n| min[h]|. If the function h is also threshold and h ≡ g, then | max[h]| ≤ n| min[h]| and, by symmetry, | min[h]| ≤ n| max[h]|, well-known inequalities (see
The remainder of the paper is organized as follows. In Section 2 we show that Theorem 1 follows from Theorem 2. In Section 3 we prove Lemmas 1, 2, and Theorem 2. Finally, in Section 4 we consider various generalizations, and show that essentially all are NP-hard.
Generating dual-bounded hypergraphs
For completeness, we shall recall in this section several useful notions and an algorithm for generating all hyperedges of a dual-bounded hypergraph [8] .
Superset oracles
Let G be the hypergraph A w,t of weighted transversal introduced in Section 1.2. The input description O of A w,t consists of a complete list of all hyperedges of A, their weights w(A) ∈ R r + and the threshold vector t ∈ R r . Given a vertex set X ⊆ V , we can determine in polynomial time whether or not X contains a hyperedge of A w,t by checking the condition {w(A) | A ∩ X = ∅, A ∈ A} ≤ t. More generally, let G ⊆ 2 V be a Sperner hypergraph on V = {1, . . . , n} represented by a superset oracle, i.e., an algorithm which, given an input description O of G and a vertex set X ⊆ V , can decide whether or not X contains a hyperedge of G. We assume that the length |O| of the input description of G is at least n and call the oracle polynomial-time if T s = T s (|O|) ≤ poly(|O|), where T s is the worst-case running time of the oracle on any superset query "Does X contains a hyperedge of G?". Note that a vertex set X contains a hyperedge of G if and only if the complement X c def = V \ X does not contain a hyperedge of G d . For this reason, any superset oracle for G can also be regarded as a superset oracle for the dual hypergraph G d .
Dual-bounded hypergraphs
Let G ⊆ 2 V be a (family of) Sperner hypergraph(s) represented by a polynomialtime superset oracle. Following [8] , we call G dual-bounded if the number of hyperedges of the dual hypergraph can be bounded by a polynomial in the the number of hyperedges and the length of description of G:
Furthermore, G is called uniformly dual-bounded if
Note that (15) follows from (16) for H = G.
Proposition 1 Problem GEN(G, H)
is polytime reducible to dualization for any uniformly dual-bounded hypergraph G defined by a polynomial-time superset oracle.
Proof. Given a list of hyperedges H ⊆ G, we wish to find a new hyperedge G \H or show that H = G. Start generating minimal transversals X for H and check, for each generated set X ∈ H d , whether or not V \ X contains a hyperedge of G. Note that since X is a minimal transversal to H, the complement V \ X is a maximal independent set for H, i.e., a maximal vertex set that contains no hyperedge of H. If V \ X contains a hyperedge of G, then V \ X contains a new hyperedge in G \ H which can be found by querying the superset oracle at most |X| + 1 times. If V \ X contains no hyperedge of G then V \ X is a maximal independent set for G and hence X ∈ G d ∩ H d . By (16) , the number of such sets
Theorem 2 states that the hypergraph G = A w,t of weighted transversals is uniformly dual-bounded. In view of Proposition 1, this means that Theorem 1 follows from Theorem 2.
Proof of Theorem 2
As mentioned above, our proof of Theorem 2 relies on Lemmas 1 and 2.
Proof of Lemma 1
First of all, since T covers all pairwise intersection of S, any inclusion of the form S i ⊆ S j , i = j implies S i = S i ∩ S j ⊆ T k for some k ∈ {1, . . . , β}. However, S i ⊆ T k contradicts the threshold separability of T and S, see (12) . We can therefore assume without loss of generality that S = {S 1 , . . . , S α } is a Sperner hypergraph. In particular, all the sets in S are distinct. Without loss of generality we can also assume that T is Sperner as well, for otherwise we can replace T by the family of all maximal subsets of T .
We first prove the lemma for α = 2. Assume without loss of generality that β = 1 and (13) follows.
We assume henceforth that α ≥ 3 and prove the lemma by induction on |U | = m. Clearly, the lemma holds for m = 1 because there does not exist a Sperner hypergraph with one vertex and α ≥ 2 hyperedges. Let m ≥ 2.
For u ∈ U , let α u (respectively β u ) denote the number of hyperedges in S (respectively T ) containing u. We split the inductive proof of the lemma into three cases.
Case 1: β u = β for some u ∈ U . In this case let us define
′ can be separated by the original weight function restricted to U ′ if we use the threshold value t ′ = t − w u . By the inductive hypothesis, this gives
Case 2: β u < β for all u ∈ U , and α v ≤ 1 for some v ∈ U , i.e. there is at most one hyperedge in S which contains vertex v, and no vertex of U is contained in all hyperedges in T . If α v = 1, assume without loss of generality that vertex v belongs to S α . Regardless of whether α v = 1 or α v = 0, define
Since α − 1 ≥ 2, hypergraphs S ′′ and T ′′ satisfy the assumptions of the lemma with the original weight function w restricted to U ′′ and with the original threshold value t. By induction, we have
since β > β v holds in this case, and thus the lemma follows.
Case 3: α u ≥ 2 for all u ∈ U , i.e. each vertex u ∈ U is covered by at least two sets in S. Let
and
satisfy the assumptions of the lemma with the restriction of w to U [u] and t [u] = t − w u , we can apply the inductive hypothesis to get
By multiplying the above inequalities by the non-negative weights w u and summing up the resulting bounds for all u, we obtain:
¿From (12) it follows that
from which (13) follows, since t > 0 can be assumed by (12) . This completes the proof of the lemma.
Proof of Lemma 2
Denote max[h] ∩ {X | g A,w,t (X) = 0} by X and let
Since h ≡ 0, there is at least one minimal true set for h, i.e, β ≥ 1. Consider an arbitrary set X i in X . Since g A,w,t (X i ) = 0, this set cannot contain a w, t-transversal to A, i.e., {w(A) | X i ∩ A = ∅, A ∈ A} > t. Equivalently, we have
where X c = V \ X is the complements of X. On the other hand, h(Y k ) = 1 for any set Y k ∈ min[h]. Since g A,w,t (X) ≥ h(X) for all X, we conclude that g A,w,t (Y k ) = 1 for any k ∈ {1, . . . , β}. By the definition of g A,w,t , this means that each set Y k contains a w, t-transversal to
Given a set X ⊆ V , let φ(X) = {A | A ⊆ X, A ∈ A} denote the set of those hyperedges of A which are contained in X. Clearly, φ is a monotonic mapping
and for any sets X, X ′ ⊆ V we have the identity
Denoting the number of hyperedges in A by m, we can view any set φ(X) as a subset of U = {1, . . . , m}.
Consider the set families (17) and (18) imply that S and T are threshold separable:
. . , β. We now split the proof into two cases. This contradicts (17) unless S is an empty family, i.e. α = 0.
Case 2: α ≥ 2. Let us show that T covers all pairwise intersections of S. Let X i , X j , 1 ≤ i < j ≤ α, be two distinct sets in X . Since X i , X j ∈ max[h] are maximal false sets for h, we have h(X i ∪ X j ) = 1. Consequently, there is a minimal true point
by the monotonicity of φ. In view of (19) we now obtain φ(
e., the intersection of any two distinct sets in S can be covered by a set in T .
We have thus shown that S and T satisfy the assumptions of Lemma 1. Hence
However, |A| − |φ(Y c )| is exactly the number of hyperedges in A which have a non-empty intersection with Y and (14) follows.
Proof of Theorem 2
Let H be an arbitrary non-empty sub-hypergraph of A w,t , and let h : 2 V → {0, 1} denote the monotone Boolean function defined by the condition h(X) = 1 ⇐⇒ H ⊆ X for some H ∈ H.
Note that h ≡ 0 because H = ∅. Furthermore, H = min[h] because H and A w,t are Sperner hypergraphs.
Next, for each component t ρ of the threshold vector t = (t 1 , . . . , t r ) and for each component w ρ of the weight function w = (w 1 , . . . , w r ) : A → R r + let A wρ,tρ denote the hypergraph of all minimal w ρ , t ρ -transversals of A, and let g ρ = g A,wρ,tρ be the associated monotone Boolean function, i.e.
Consider an arbitrary set X ⊆ V such that h(X) = 1. Since X contains a w, t-transversal, we have
Consequently, X contains a w ρ , t ρ -transversal for each ρ. This shows that g ρ (X) ≥ h(X) for all X ⊆ V and ρ = 1, . . . , r.
Let us now consider an arbitrary set X ∈ H d . Clearly, we have h(X c ) = 0 because none of the sets H ∈ H can be contained in X c . Thus, X c is a false set for h. In fact, it is easy to see that X c is a maximal false set for h, i.e., h(X c ∪ {u}) = 1 for any vertex u ∈ X c . This is because h(X c ∪ {u}) = 0 would imply that X \ {u} intersects each hyperedge H ∈ H in contradiction with the fact that X ∈ H d is a minimal transversal to H. We have thus shown that
Suppose that we also have X ∈ (A w,t ) d . Then X c contains no w, t-transversal, and consequently
for some ρ ∈ {1, . . . , r}. This means that X c cannot contain a w ρ , t ρ transversal and therefore g ρ (X c ) = 0. Hence
where
In particular, we have
It remains to apply Lemma 2 to each pair of functions h and g ρ to obtain
Since min[h] = H, we have
Now (20) and (21) yield (3).
NP-hard generalizations
As we have shown, generating weighted transversals is polytime reducible to dualization and thus can be executed in incremental quasi-polynomial time.
However, even minor modifications in the definition of weighted transversals may lead to NP-hard generating problems. In this section we shall consider several possible variants, and will show that essentially all generalizations are NP-hard.
Transversals to families of hypergraphs
Let ℵ = {A 1 , ..., A m } be a family of hypergraphs defined on a common vertexset V , and suppose that we wish to generate incrementally all t-transversals to ℵ, i.e., all minimal subsets X ⊆ V transversal to at least m − t hypergraphs of ℵ, where t ∈ {0, . . . , m − 1} is a given threshold. If each hypergraph A ∈ ℵ consists of a single hyperedge, we obtain the hypergraph of partial transversals defined in Section 1.4. In general, however, generating t-transversals to a given hypergraph family ℵ is NP-hard. Consider a arbitrary family S = {S 1 , ..., S m } of subsets of V , and assign to each S i the hypergraph A i = A(S i ) consisting of the |S i | singletons of S i . Then the minimal t-transversals to ℵ are exactly the minimal (m − t)-unions for S, which are NP-hard to generate by Theorem 4.
Partially feasible binary solutions to monotone systems of linear inequalities
Given a system of m linear inequalities Ax ≥ b and an integral threshold t (0 ≤ t < m), we call vector x a partial solutions or t-solution to this system of inequalities, if x violates at most t out of the m inequalities of Ax ≥ b.
Proposition 2 ([8])
Generating all minimal partial binary solutions to a system Ax ≥ b of m linear inequalities is NP-hard, even if the matrix A is binary and b = (2, ..., 2).
Our definition of weighted transversals requires that X satisfy all of the r linear inequalities in (1). Proposition 2 shows that we obtain an NP-hard problem if we weaken (1) by requiring that X satisfy at least t of these inequalities, where t is a given threshold. Another possible generalization could be obtained by relaxing the conditions A ∩ X = ∅ in (1) to |A ∩ X| ≤ l, where l is a given integer. Again, Proposition 2 shows that this generalization is NP-hard already for scalar unit weights and l = 1.
Generating fairly independent sets and their kernels
Consider the hypergraph of partial transversals A e,t introduced in Section 1.4. By definition, each hyperedge of A e,t is a minimal vertex set X which intersects at least |A| − t hyperedges of A. Hence any hyperedge of the complementarity A and A Φ,t ⊆ 2 V the corresponding hypergraphs. Note that |A φ,t | = |A Φ,t | because there is an obvious one-to-one correspondence between the kernel families and the kernels of A. Note also that any fairly independent set contains exactly one kernel, but exponentially many fairly independent sets may contain the same kernel. Generating all fairly independent sets Y which map to a given kernel C = Φ(Y ) reduces to the problem of generating all independent sets for the hypergraph {A \ C | A ∈ A \ φ(C)}, i.e. to dualization. In view of this fact, it is natural to ask whether there is an efficient algorithm for generating the kernel hypergraph A Φ,t (equivalently, A φ,t ). Unfortunately, generating all kernels for a given hypergraph turns out to be NP-hard. To show this fact, it is convenient to replace the problem of generating A Φ,t by the identical problem for another hypergraph.
Let A Ψ,t be the family of all minimal vertex sets Y ⊆ V of size ≥ t such that Y is the union of some hyperedges of A. Let us also denote by A T ⊆ 2 A the transposed hypergraph for A. In other words, each hyperedge of A T is a bunch of the form V v def = {A ∈ A | A ∋ v}, where v ∈ V .
Proposition 3 The problems of generating A Φ,t and (A T ) Ψ,|A|−t are equivalent.
Proof. Given a set X ⊆ V , define T X = v∈V \X . It is easy to see that X is a t-kernel if and only if T X ∈ (A T ) Ψ,|A|−t , i.e., T X is a minimal subfamily of A of cardinality at least |A| − t, which is a union of some edges in A T . This equivalence shows that generating all t-kernels of A is equivalent with generating all minimal subfamilies Y ⊆ A of size at least |A| − t which are the unions of some bunches, i.e. generating (A T ) Ψ,|A|−t .
We are now ready to show the NP-hardness of generating A Φ,t or, equivalently, A Ψ,t .
Finally let us consider the following dual pair of generating problems.
Problem V max A: Generate all maximal subsets X ⊆ V , which are contained in the union of (at most) t hyperedges of A.
Problem V min A: Generate all minimal subsets X ⊆ V , which are not contained in the union of (at most) t hyperedges of A.
