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Resumen
En esta tesis se estudia la cuantificacio´n de sistemas con covariancia general. En el
marco de los formalismos BRST y de cuantificacio´n cano´nica de Dirac, se estudian modelos
de dimensio´n finita que emulan la estructura de v´ınculos de la Relatividad General.
Se comienza con el estudio de un sistema sujeto a un v´ınculo cuadra´tico en los momen-
tos y un conjunto de v´ınculos lineales en los momentos (correspondientes respectivamente
a los v´ınculos “super-Hamiltoniano” y de “supermomentos” de Relatividad General). El
punto de partida es discernir que las contribuciones no hermı´ticas de los fantasmas a los
v´ınculos de supermomento pueden leerse en te´rminos del volumen natural inducido por los
v´ınculos sobre las o´rbitas. Este volumen juega luego un papel fundamental en la cons-
truccio´n del sector cuadra´tico de la carga BRST nilpotente. A nivel cua´ntico, la teor´ıa
permanece invariante ante transformaciones de escala del v´ınculo super-Hamiltoniano. En
el caso en que el sistema posee un tiempo intr´ınseco, esta propiedad se traduce en una
contribucio´n del potencial al te´rmino cine´tico. En este aspecto el resultado difiere sustan-
cialmente del tratamiento usual, donde la invariancia ante transformaciones de escala se
fuerza con la introduccio´n de un acoplamiento con la curvatura. Dicha contribucio´n lejos
de ser antinatural, se justifica elegantemente a la luz del principio variacional de Jacobi.
Luego, el tratamiento se extiende al caso de sistemas con tiempo extr´ınseco. En este
caso, dado que la me´trica posea un vector de Killing temporal conforme y el potencial se
comporte de manera adecuada respecto al mismo, el rol jugado por el potencial en el caso
con tiempo intr´ınseco aqu´ı es tomado por el mo´dulo del vector de Killing de la teor´ıa.
Finalmente, los resultados obtenidos se extienden para un sistema con dos v´ınculos
super-Hamiltonianos. Este paso es sumamente importante ya que la Relatividad General
posee una infinidad de tales v´ınculos, con un a´lgebra entre ellos no trivial.
Palabras claves: Sistemas hamiltonianos con v´ınculos - Covariancia general - Relatividad
general - Cosmolog´ıa cua´ntica - Formalismo BRST.

Abstract
In this Thesis it is studied the quantization of generally covariant systems. Finite
dimensional models which mimic the constraint structure of Einstein’s General Relativity
theory are studied in the framework of BRST formalism and Dirac’s canonical quantization.
First, it is studied a system featuring a quadratic constraint in the momenta and a
set of linear constraints in the momenta (the “super-Hamiltonian” and “supermomenta”
constraints of General Relativity respectively). The starting point is to realize that the
ghost contributions to the supermomenta constraint operators can be read in terms of the
natural volume induced by the constraints in the orbits. This volume plays a fundamental
role in the construction of the quadratic sector of the nilpotent BRST charge. It is shown
that the quantum theory is invariant under scaling of the super-Hamiltonian constraint.
As long as the system has an intrinsic time, this property translates in a contribution of
the potential to the kinetic term. In this aspect, the results substantially differ from other
works where the scaling invariance is forced by introducing a coupling to the curvature.
The contribution of the potential, far from being unnatural, is beautifully justified in light
of the Jacobi’s principle.
Then, it is shown that the obtained results can be extended to systems with extrinsic
time. In this case, if the metric has a conformal temporal Killing vector and the potential
exhibits a suitable behavior with respect to it, the role played by the potential in the case
of intrinsic time is now played by the norm of the Killing vector.
Finally, the results for the previous cases are extended to a system featuring two super-
Hamiltonian constraints. This step is extremely important due to the fact that General
Relativity features an infinite number of such constraints satisfying a non trivial algebra
among themselves.
Keywords: Hamiltonian constrained systems - General covariance - General relativity -
Quantum cosmology - BRST formalism.
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Introduccio´n
Antecedentes existentes sobre el tema
En F´ısica relativista se trabaja a menudo con sistemas descriptos por un nu´mero de
variables que excede el nu´mero de grados de libertad del sistema. Los casos ma´s familiares
son la part´ıcula relativista (tres grados de libertad), descripta por cuatro coordenadas xµ,
y el campo electromagne´tico (dos grados de libertad en cada punto del espacio), descripto
por un campo cuadrivectorial Aµ(x). De esta manera es posible mantener expl´ıcita la co-
variancia de la teor´ıa. La presencia de variables espurias, que no corresponden a aute´nticos
grados de libertad, implica que un mismo estado f´ısico puede ser descripto por distintos
conjuntos de variables, lo cual se refleja en la invariancia de la funcional accio´n ante un
grupo de transformaciones usualmente llamadas “de gauge”. Debido al exceso de variables,
las relaciones p = p(q, q˙) no pueden ser todas invertidas para expresar las velocidades en
funcio´n de las coordenadas y los momentos, dando lugar a relaciones de v´ınculo entre las va-
riables cano´nicas. Estos v´ınculos son precisamente los generadores de las transformaciones
de simetr´ıas locales ante las cuales es invariante la accio´n (invariancia de gauge).
Al cuantificar este tipo de sistemas, resultar´ıa natural proceder a identificar los grados
genuinos de libertad y cuantificar la teor´ıa en ese espacio de fases reducido (me´todo del
espacio de fases reducido). Sin embargo, este procedimiento puede conducir a la pe´rdida
de la covariancia y la localidad expl´ıcitas de la teor´ıa [Dirac (1955); Lusanna (1995)]. En
muchos casos ni siquiera es posible tal identificacio´n o e´sta se torna inmanejable. Debido a
estos inconvenientes, suele tomarse alguno de los siguientes caminos alternativos:
I) El me´todo de Dirac (1964) que considera a todas las variables dina´micas (las inva-
riantes de gauge y las que no lo son) y las convierte en operadores lineales que actu´an en
cierto espacio de estados, y selecciona los estados f´ısicos por medio de una condicio´n auxiliar
(deben ser aniquilados por los operadores de v´ınculo).
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II) El formalismo BRST [Becchi et al. (1974, 1975, 1976); Tyutin (1975); Henneaux
(1985); Henneaux & Teitelboim (1992)] que extiende el espacio de fases mediante el agregado
de variables fermio´nicas (fantasmas) a nivel de la teor´ıa cla´sica, incrementando as´ı au´n ma´s
la redundancia en la descripcio´n del sistema. El nuevo sistema no tiene v´ınculos y la accio´n
extendida se construye de tal manera que ahora posee una simetr´ıa global (en general,
asociada a la conservacio´n de cierta cantidad, la carga BRST en este caso) en lugar de la
simetr´ıa local del sistema original. A nivel cua´ntico, los estados f´ısicos son seleccionados,
nuevamente, por medio de una condicio´n auxiliar (deben ser aniquilados por el operador
BRST, realizacio´n hermı´tica de la carga BRST).
Es fa´cil verificar que los tres caminos indicados son equivalentes en el caso de v´ınculos
sencillos. La cuestio´n de su equivalencia para sistemas arbitrarios es ma´s sutil, y recien-
temente ha generado un creciente intere´s [Kucharˇ (1986); Kucharˇ & Torre (1989); Mc
Mullan & Paterson (1989); Hajicˇek & Kucharˇ (1990); Barvisnky (1990); Kunstater (1992);
Barvinsky & Krykhtin (1993); Barvinsky (1993); Ferraro et al. (1993)]. En particular, en
publicaciones recientes [Kunstater (1992); Ferraro et al. (1993)] se ha estudiado la apli-
cacio´n de estos me´todos a la cuantificacio´n de sistemas con v´ınculos que son lineales y
homoge´neos en los momentos. Si bien este caso incluye numerosos ejemplos de intere´s f´ısico
(teor´ıas de Yang-Mills, campos de p-formas, etc.), no incluye el caso de la gravitacio´n pues
e´sta posee adema´s un v´ınculo cuadra´tico en los momentos.
El campo gravitatorio es un sistema covariante ante transformaciones generales de coor-
denadas (covariancia general) y su Hamiltoniano se anula sobre la superficie de v´ınculo.
Esta es una caracter´ıstica t´ıpica de los sistemas que poseen invariancia ante reparametriza-
ciones (sistemas “parametrizados”), esto significa que el para´metro de las trayectorias en
el espacio de fases no es el tiempo f´ısico sino que es una magnitud f´ısicamente irrelevante.
El Hamiltoniano resulta ser una combinacio´n lineal de cuatro v´ınculos (en cada punto del
espacio); tres de ellos son lineales y homoge´neos en los momentos, y el restante es cuadra´tico
en los momentos.
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de v´ınculo que preserve el a´lgebra de los v´ınculos, reteniendo as´ı la calidad de primera clase
que caracteriza a los generadores de las transformaciones de gauge (ausencia de “anomal´ıas”
en el a´lgebra de v´ınculos). Este es au´n un problema abierto [Anderson (1959); Schwinger
(1963); DeWitt (1967); Kucharˇ (1973); Kucharˇ (1992)] y presenta dos aspectos a resolver:
uno asociado a la regularizacio´n de los operadores, y el otro es el dificultoso tratamiento
que provoca la presencia de funciones de estructura en las relaciones de clausura. Es posible
analizar este u´ltimo aspecto eludiendo la complicacio´n del primero si se estudian modelos
de dimensio´n finita.
Naturaleza del aporte original realizado
El intere´s del trabajo fue extender el estudio de la cuantificacio´n de sistemas con co-
variancia general (en particular, modelos en dimensio´n finita que emulan la estructura de
v´ınculos de la teor´ıa de la Relatividad General) en el marco del formalismo BRST y del
formalismo de Dirac. Este tipo de sistemas contienen al menos un v´ınculo que es cuadra´tico
en los momentos, y hasta la fecha no exist´ıan trabajos que hubiesen aplicado los me´todos
del formalismo BRST en tal caso y lo hayan relacionado con la cuantificacio´n de Dirac.
El estudio de la cuantificacio´n de este tipo de sistemas resulta de sumo intere´s debido a
que su estructura de v´ınculos y a´lgebra imitan a la de la gravedad, y por lo tanto pueden
dar pautas para su posterior aplicacio´n en Gravedad Cua´ntica.
El modelo de dimensio´n finita ma´s simple que captura la estructura del campo gravita-
torio, es el de una part´ıcula relativista movie´ndose en un espacio-tiempo curvo que posee
adema´s grados de libertad espurios [Hajicˇek & Kucharˇ (1990)]. Dicho modelo contiene
un v´ınculo cuadra´tico en los momentos (el “super-Hamiltoniano”) y un conjunto finito de
v´ınculos lineales y homoge´neos en los momentos (los “supermomentos”). Se partio´ del es-
tudio de la cuantificacio´n de este sistema en los marcos del formalismo BRST y de Dirac
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(cap´ıtulo 4), y luego se extendieron los resultados a casos au´n ma´s generales (cap´ıtulos 5 y
6).
Como la misma superficie de v´ınculo puede ser descripta por distintos conjuntos de
funciones de v´ınculos, el me´todo de Dirac tiene sentido so´lo si las funciones de onda f´ısicas
se transforman frente a un cambio de funciones de v´ınculo de tal manera que el producto
interno f´ısico entre las funciones de onda permanezca invariante. Estas propiedades de
transformacio´n, conjuntamente con las transformaciones ante cambio general de coordena-
das, define el tipo de objeto geome´trico que debe ser la funcio´n de onda. Este conocimiento
deber´ıa conducir a operadores diferenciales naturales para realizar el a´lgebra de los v´ınculos,
que son los mismos operadores que definira´n el conjunto de funciones de onda f´ısicas.
En cambio el formalismo BRST, requiere la ampliacio´n del espacio de fases mediante el
agregado de variables fermio´nicas (“fantasmas”). El objeto central de la teor´ıa se construye
partiendo del conjunto de funciones de v´ınculo, la “carga BRST”, una funcio´n fermio´nica
que captura toda la informacio´n acerca de la invariancia de gauge del sistema original, y que
genera una simetr´ıa r´ıgida del sistema extendido asociada con la conservacio´n de la propia
carga. Para cuantificar el sistema, la carga BRST es promovida a un operador hermı´tico y
nilpotente que define estados cua´nticos f´ısicos a trave´s de su cohomolog´ıa.
La dificultad para realizar la cuantificacio´n de Dirac de sistemas del tipo estudiado,
consiste en obtener el ordenamiento adecuado de los operadores de v´ınculo y de las fun-
ciones de estructura de manera tal que se preserve a este nivel el a´lgebra que satisfacen a
nivel cla´sico (ausencia de anomal´ıas). En el marco del formalismo BRST esta dificultad se
traslada a la realizacio´n cua´ntica adecuada de la carga BRST, proceso cuyo e´xito no esta´
garantizado (la teor´ıa podr´ıa presentar anomal´ıas en el a´lgebra de los v´ınculos) y no existe
un me´todo general a seguir.
Sin embargo, lo que convierte al formalismo BRST en una herramienta poderosa al
cuantificar sistemas con libertad de gauge, es que todas las relaciones que provienen del
a´lgebra de los v´ınculos quedan capturadas en la carga BRST, por lo tanto si se logra
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el ordenamiento adecuado de los operadores de v´ınculo y sus correspondientes funciones
de estructura. Otra ventaja del formalismo consiste en la invariancia automa´tica de la
cuantificacio´n bajo combinaciones lineales de los v´ınculos, ya que dichas combinaciones son
equivalentes a cambios de coordenadas en el sector fermio´nico.
Aprovechando estas cualidades del formalismo, teniendo en cuenta las transformaciones
de invariancia de la teor´ıa y considerando seriamente en pie de igualdad a los pares de
variables cano´nicas originales y fermio´nicas, y a partir de una reinterpretacio´n de los re-
sultados conocidos para un sistema con v´ınculos lineales solamente [Ferraro et al. (1993)]
resulto´ factible extenderlos al tipo de sistemas estudiados en esta tesis (es decir, incluyendo
adema´s uno o ma´s v´ınculos cuadra´ticos).
Hasta la fecha, todos los modelos de dimensio´n finita en espacio-tiempo curvos que se
hallan en la literatura consideran sistemas con un u´nico v´ınculo hamiltoniano. Sin embargo,
la Relatividad General tiene una infinitud de v´ınculos hamiltonianos, con un a´lgebra no
trivial entre ellos y los v´ınculos lineales en los momentos. Resulto´ sumamente importante
pues, poder tratar exitosamente el caso de un modelo en dimensio´n finita pero con ma´s de
un v´ınculo superhamiltoniano. La generalizacio´n de los resultados que se hab´ıan obtenido
para los casos con un u´nico v´ınculo Hamiltoniano resulto´ natural (cap´ıtulo 6).
Al final del trabajo, en un ape´ndice se demuestra la nilpotencia de la carga BRST
cua´ntica para los casos que exhiben so´lo un super-Hamiltoniano. Dicha demostracio´n es
central, pero debido a su extensio´n fue inclu´ıda all´ı para no perder fluidez en la lectura.

Cap´ıtulo 1
Sistemas Hamiltonianos con V´ınculos
Los sistemas con v´ınculos son sumamente frecuentes en f´ısica. Teor´ıas como el elec-
tromagnetismo de Maxwell, la gravitacio´n de Einstein y numerosos sistemas meca´nicos que
son manifiestamente invariantes ante transformaciones de Lorentz exhiben v´ınculos que
invalidan la aplicacio´n directa del formalismo cano´nico cla´sico. Es claro tambie´n la impor-
tancia de poseer una formulacio´n Hamiltoniana apropiada para sistemas con v´ınculos si se
desea desarrollar un procedimiento va´lido de cuantificacio´n cano´nica. El propo´sito de este
cap´ıtulo es introducir el tratamiento cla´sico y cua´ntico de sistemas con v´ınculos desarrollado
inicialmente por Dirac (1964).
1.1 Formalismo Hamiltoniano para sistemas con v´ınculos
El movimiento real de un sistema cla´sico entre dos puntos dados es aquel que hace que
la accio´n
S[qi(t)] =
∫
L(qi, q˙i)dt. (1.1)
sea estacionaria.
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La solucio´n que hace estacionaria la accio´n satisface las ecuaciones de Euler-Lagrange
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
= 0, i = 1, ..., N. (1.2)
Estas ecuaciones pueden ser reescritas como
q¨k
∂2L
∂q˙kq˙i
=
∂L
∂qi
− q˙k ∂
2L
∂qkq˙i
. (1.3)
Luego, puede verse de esta u´ltima ecuacio´n que las aceleraciones a un dado tiempo esta´n
determinadas un´ıvocamente por las posiciones y velocidades a ese tiempo si y solo si la
matriz ∂
2L
∂q˙k q˙i
es inversible, es decir, si el determinante
det
(
∂2L
∂q˙kq˙i
)
(1.4)
no se anula.
Por otra parte, si dicho determinante se anula, las aceleraciones no estara´n determinadas
un´ıvocamente por las posiciones y velocidades y la solucio´n de las ecuaciones de movimiento
puede contener funciones arbitrarias del tiempo. A nivel Hamiltoniano, esto implicara´ que
las variables cano´nicas no sera´n todas independientes.
El punto de partida para el formalismo Hamiltoniano es definir, como es usual, los
momentos cano´nicos
pi =
∂L
∂q˙i
(1.5)
con esta definicio´n la Ec. (1.4) equivale a
det
(
∂pi
∂q˙k
)
, (1.6)
que nos dice que en el caso en que se anule, las velocidades no pueden obtenerse de forma
u´nica a partir de las coordenadas y los momentos. Es decir, la anulacio´n del determinante
refleja la existencia de v´ınculos entre los momentos [Hanson et al. (1976); Sundermeyer
(1982); Henneaux & Teitelboim (1992)]. Si el nu´mero de grados de libertad del sistema
es N , el rango de la matriz es R < N , y existe entonces un menor principal de orden R.
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Reetiquetando apropiadamente las coordenadas tendremos
det
(
∂2L
∂q˙rq˙s
)
6= 0 (1.7)
para r, s = 1....R. Esto significa que las velocidades q˙r pueden ser despejadas en funcio´n de
qi, ps y q˙
m (m = R + 1....N) :
q˙r = q˙r(qi, ps, q˙
m) (1.8)
Si reemplazamos las q˙r en la definicio´n para los restantes momentos pm tenemos
pm =
∂L
∂q˙m
= p˜m(q
i, q˙r(qi, ps, q˙
n), q˙n) = pm(q
i, ps, q˙
n). (1.9)
Ahora bien, pm no puede depender de las velocidades q˙
n, pues si as´ı fuera se podr´ıa despejar
al menos una q˙n en funcio´n de las restantes. Pero esto no puede ser, pues que el rango de la
matriz sea R implica que no pueden ser despejadas ma´s velocidades. Luego, pm = pm(q
i, ps),
o, de manera equivalente, existen funciones φm tales que
φm(q
i, pi) = 0. (1.10)
Estas ecuaciones definen M = N − R v´ınculos primarios (supondremos que son indepen-
dientes): nos dicen que so´lo las cantidades qi y ps pueden elegirse arbitrariamente. Por lo
tanto, los v´ınculos definen una superficie de dimensio´n 2N−M = N+R en el espacio de las
fases, que podemos describir con las N coordenadas qi y los R momentos pr. Dado un punto
sobre esta superficie de v´ınculo, podemos ver que el punto correspondiente en el espacio de
velocidades no esta´ completamente determinado: en las R ecuaciones (1.8) las q˙m no esta´n
determinadas porque, para valores dados de qi y pr, no queda definido un punto (q
i, q˙i), sino
una variedad en la cual lasM variables arbitrarias q˙m juegan el papel de para´metros. Luego,
para que la transformacio´n entre coordenadas y velocidades, y coordenadas y momentos
sea biun´ıvoca ser´ıa necesario introducir al menos M para´metros para poder as´ı precisar
la localizacio´n de q˙ en la variedad. Estos para´metros aparecera´n como multiplicadores de
Lagrange cuando definamos el Hamiltoniano y estudiemos sus propiedades.
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El pro´ximo paso en el ana´lisis es entonces, introducir el Hamiltoniano. Para un sistema
sin v´ınculos, el principio variacional δS = 0 escrito en la forma Hamiltoniana
δ
∫
(piq˙
i −H)dt = 0, (1.11)
conduce a las ecuaciones cano´nicas
q˙i =
∂H
∂pi
, (1.12)
p˙i = −∂H
∂qi
, (1.13)
la primera de las cuales permite obtener las velocidades en te´rminos de las coordenadas y los
momentos, dado queH es una funcio´n de qi y pi que se obtiene mediante una transformacio´n
de Legendre de la lagrangiana. En un sistema con v´ınculos, en cambio, los momentos no son
independientes, sino que su variacio´n debe restringirse a la superficie definida por φm = 0.
Por lo tanto, ahora se debe encontrar un extremo de la funcional S =
∫
(piq˙
i −H(qi, pi))dt
sujeta a las restricciones φm(q
i, pi) = 0, lo cual puede hacerse variando
δ
∫ t2
t1
(
piq˙
i −H(qi, pi)− umφm(qi, pi)
)
dt = 0, (1.14)
para variaciones arbitrarias de δqi, δpi, δu
m, sujetas solamente a la restriccio´n δqi(t1) =
δqi(t2) = 0. Las nuevas variables u
m son multiplicadores de Lagrange (en principio, ar-
bitrarios) que conducen a los v´ınculos primarios. As´ı, las ecuaciones resultantes de este
principio variacional son
q˙i =
∂H
∂pi
+ um
∂φm
∂pi
(1.15)
p˙i = −∂H
∂qi
− um∂φm
∂qi
. (1.16)
φm(q, p) = 0 (1.17)
Dado un punto sobre la superficie φm = 0, podemos utilizar la primera ecuacio´n para
obtener la velocidad correspondiente. Las funciones arbitrarias um actu´an como coor-
denadas sobre la variedad de velocidades q˙m, haciendo que la transformacio´n sea ahora
biun´ıvoca.
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Las ecuaciones de movimiento pueden ser expresadas en te´rminos del formalismo de
corchetes de Poisson1; por ejemplo, para una magnitud f´ısica F podemos escribir, en general,
F˙ =
∂F
∂qi
q˙i +
∂F
∂pi
p˙i (1.18)
si F no depende expl´ıcitamente del tiempo. A partir de las relaciones (1.15)-(1.16) y la
definicio´n de los corchetes de Poisson obtenemos
F˙ = {F,H}+ um{F, φm}. (1.19)
Pero, sobre la superficie de v´ınculo vale la igualdad
um{F, φm} = {F, umφm} (1.20)
ya que
{F, umφm} = um{F, φm}+ {F, um}φm (1.21)
y el u´ltimo te´rmino se anula sobre la superficie φm = 0.
Por lo tanto, podemos escribir la igualdad “de´bil”, es decir, restringida a la superficie
de v´ınculo,
F˙ ≈ {F,HT} (1.22)
donde HT es el Hamiltoniano Total
HT = H + u
mφm. (1.23)
Examinemos ahora, las consecuencias de las ecuaciones de movimiento. En primer
lugar, existen ciertas condiciones de consistencia. Por ejemplo, la evolucio´n del sistema
debe preservar los v´ınculos en el tiempo, es decir que las funciones φm deben ser siempre
nulas. Luego, podemos aplicar la ecuacio´n (1.22) a los v´ınculos, tomando F como una de
las funciones φm. Esto nos lleva a
φ˙m = {φm, H}+ um′{φm, φm′} ≈ 0. (1.24)
1Para dos funciones arbitrarias de las variables cano´nicas, F (q, p) y G(q, p), el corchete de Poisson se
define como es usual: {F,G} = ∂F
∂qi
∂G
∂pi
− ∂F
∂pi
∂G
∂qi
.
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Obtenemos as´ı m condiciones de consistencia, una para cada v´ınculo. Si descartamos la
posibilidad de que las ecuaciones de movimiento sean inconsistentes, las m condiciones
(1.24) pueden ser separadas en tres tipos:
1. Un tipo que se satisface ide´nticamente.
2. Otro tipo que puede dar origen a nuevas ecuaciones de la forma (supondremos que
existen K de ellas)
φk(q
i, pi) = 0, k = M + 1, ...,M +K; (1.25)
estas restricciones, que resultan de aplicar las ecuaciones de movimiento, se denominan
v´ınculos secundarios.
3. Finalmente, una ecuacio´n de consistencia puede que no se reduzca a ninguno de los dos
tipos anteriores, e imponga condiciones sobre las funciones um.
Consideremos detalladamente esta u´ltima posibilidad; tenemos las ecuaciones
{φj, H}+ um{φj, φm} ≈ 0 (1.26)
donde φj son todos los v´ınculos, primarios φm y secundarios φk (es decir j = 1, ...,M+K =
J), dado que todos los v´ınculos deben ser preservados por la evolucio´n del sistema; su
solucio´n general es
um = Um + λaVa
m (1.27)
con a = 1, ..., A, donde los coeficientes λa son arbitrarios, las funciones Va
m son todas las
soluciones independientes de las ecuaciones homoge´neas
Va
m{φj, φm} = 0, (1.28)
y Um son soluciones particulares. Sustituyendo estas expresiones para las um en el Hamil-
toniano Total de la teor´ıa, Ec. (1.23),
HT = H + U
mφm + λ
aVa
mφm. (1.29)
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Finalmente, podemos reescribir el Hamiltoniano Total segu´n
HT = H
′ + λaφa, (1.30)
donde
H ′ = H + Umφm (1.31)
y
φa = Va
mφm. (1.32)
Ahora las Um y Va
m son funciones determinadas de las variables qi y pi (debido a las
ecuaciones de consistencia), pero los λa son coeficientes totalmente arbitrarios; su nu´mero,
sin embargo, es menor o igual que el de los coeficientes originales um.
Es necesario definir cierta terminolog´ıa para apreciar las relaciones entre las cantidades
que aparecen en el formalismo. Cualquier magnitud que tenga corchete de´bilmente nulo
con todos los v´ınculos φj se denomina de primera clase. Las magnitudes que no tienen esta
propiedad se denominan de segunda clase. En general, como los v´ınculos φj son las u´nicas
funciones independientes de´bilmente nulas, para cualquier magnitud R que sea de primera
clase su corchete de Poisson {R, φj} debe ser estrictamente igual a una combinacio´n lineal
de los φj :
{R, φj} = rjj′φj′. (1.33)
Tenemos por la tanto, cuatro tipo diferentes de v´ınculos. Pueden ser divididos entre los
de primera clase y los de segunda clase, que es una propiedad independiente de la divisio´n
entre primarios y secundarios. En realidad, puede verse que la distincio´n verdaderamente
significativa es la condicio´n de primera o segunda clase (ma´s au´n a nivel cua´ntico como
veremos luego). La distincio´n entre primarios y secundarios es fundamentalmente depen-
diente de la formulacio´n Lagrangiana original de cual se partio´, y pierde significado una vez
que se ha avanzado a la formulacio´n Hamiltoniana.
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Es importante notar que los φa definidos por la Ec. (1.32) son de primera clase. En
efecto,
{φa, φj} = {Vamφm, φj} = Vam{φm, φj}+ {Vam, φj}φm ≈ Vam{φm, φj}, (1.34)
y como las funciones Va
m son soluciones de las ecuaciones homoge´neas (1.28), se tiene
{φa, φj} ≈ 0. (1.35)
En forma similar, puede demostrarse que el Hamiltoniano H ′ definido en la Ec. (1.31)
tambie´n es de primera clase.
Las funciones φa, adema´s de ser de primera clase, son v´ınculos primarios, ya que son
combinaciones lineales de los v´ınculos primarios φm. Luego, vemos que la situacio´n es tal
que el Hamiltoniano Total esta´ expresado como la suma de un Hamiltoniano de primera
clase ma´s una combinacio´n lineal de v´ınculos primarios de primera clase.
Calculemos la evolucio´n de una variable dina´mica para analizar el papel de los v´ınculos
primarios φa. Si la variable dina´mica F no depende expl´ıcitamente del tiempo , su evolucio´n
estara´ determinada por
F˙ = {F,H ′}+ λa{F, φa} (1.36)
La arbitrariedad en la eleccio´n de las funciones λa hace que la evolucio´n de la variable F
no quede totalmente determinada: para una misma condicio´n inicial F (t0) = F0, en un
instante t posterior a t0, F puede tomar diversos valores segu´n la eleccio´n que se haga de
los coeficientes arbitrarios λa. Para ver esto, hallemos el valor de F en un intervalo de
tiempo pequen˜o ∆t posterior a t0
F (∆t) = F0 + F˙∆t = F0 + {F,H ′}∆t + λa∆t{F, φa}, (1.37)
tomemos otro conjunto de valores diferentes λ
′a, que puede dar un valor distinto para F (∆t),
siendo la diferencia
δF (∆t) = (λa − λ′a)∆t{F, φa}. (1.38)
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Finalmente, podemos reescribir el cambio de F (∆t) como
δǫF = ǫ
a{F, φa}, (1.39)
donde ǫa = (λa − λ′a)∆t es un nu´mero arbitrariamente pequen˜o. Ahora bien, el estado
f´ısico de un sistema no puede depender de la eleccio´n, arbitraria, de los coeficientes; por
lo tanto, ambos valores de la variable F (∆t) deben corresponden al mismo estado f´ısico.
Vemos entonces, que la transformacio´n infinitesimal generada por la funcio´n ǫaφa relaciona
descripciones equivalentes de un mismo estado f´ısico. Tal tipo de transformacio´n se deno-
mina de medida o gauge, y por esto se dice que los v´ınculos primarios de primera clase φa
son generadores de la transformacio´n de gauge.
Los v´ınculos φa no son los u´nicos generadores de transformaciones de gauge; puede
probarse que tambie´n los v´ınculos secundarios de primera clase pueden generar transforma-
ciones que no modifiquen el estado f´ısico del sistema [Hanson et al. (1976); Sundermeyer
(1982); Henneaux & Teitelboim (1992)]. Si llamamos Ga a todos los v´ınculos de primera
clase, primarios y secundarios, la transformacio´n infinitesimal de gauge ma´s general puede
escribirse
δǫF = ǫ
a{F,Ga}. (1.40)
Como los v´ınculos Ga son de primera clase verifican que
{Ga, Gb} = CcabGc ≈ 0; (1.41)
Si existen, adema´s, v´ınculos de segunda clase, puede redefinirse el corchete entre dos
magnitudes de manera tal que esta ecuacio´n siga siendo va´lida (corchete de Dirac, Dirac
(1964); Henneaux & Teitelboim (1992)). De acuerdo con la (1.41), se tiene que δǫGa ≈ 0,
lo cual indica que las transformaciones de gauge no modifican a las funciones Ga, con lo
cual el sistema se mantiene sobre la superficie de v´ınculo.
Dirac conjeturo´ que todos los v´ınculos de primera clase eran generadores de transfor-
maciones de gauge, y propuso por lo tanto, escribir las ecuaciones dina´micas utilizando un
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Hamiltoniano extendido que contuviera a todos los v´ınculos de primera clase
HE = HT + λ
aGa. (1.42)
Sin embargo, hoy se conocen ejemplos en donde no todos los v´ınculos de primera clase
generan invariancias de gauge [Henneaux & Teitelboim (1992)]. A pesar de esto, en los
sistemas f´ısicos usuales la conjetura de Dirac se satisface, y es u´til mantener la definicio´n
del Hamiltoniano extendido.
La descripcio´n de un sistema mediante variables cuya evolucio´n depende de para´metros
arbitrarios es, claramente, ambigua y, por lo tanto, insatisfactoria. Es necesario, entonces,
definir funciones O cuya evolucio´n este´ libre de ambigu¨edades, lo cual ocurrira´ si su corchete
de Poisson con los v´ınculos es de´bilmente nulo:
{O, Ga} ≈ 0. (1.43)
Estas funciones se denominan observables: son invariantes ante transformaciones de gauge
y su evolucio´n esta´ completamente determinada. Si se describe un sistema mediante obser-
vables u´nicamente, los valores iniciales de estos permiten conocer su evolucio´n sin ninguna
ambigu¨edad.
Los conjuntos de puntos del espacio de las fases relacionados por transformaciones de
gauge se denominan o´rbitas; las funciones que llamamos observables tienen el mismo valor a
lo largo de los puntos de una o´rbita y caracterizan as´ı el estado f´ısico del sistema, mientras
que las funciones que no son invariantes de gauge contienen informacio´n acerca de cua´l
punto de la o´rbita se considera, pero esta informacio´n es f´ısicamente irrelevante, dado que
una transformacio´n de gauge aplicada a un punto del espacio de las fases lo transforma
en otro punto del mismo espacio que corresponde al mismo estado f´ısico. Si se considera
la evolucio´n de un sistema desde la configuracio´n (q0, p0) a dos configuraciones (q
1, p1) y
(q1
′
, p1′) dadas por dos elecciones distintas de los coeficientes λ
a, ambas configuraciones
finales corresponden al mismo estado f´ısico pues se encuentran sobre la misma o´rbita y
esta´n, por lo tanto, conectadas por una transformacio´n de gauge.
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En principio, siempre es posible eliminar la ambigu¨edad en la evolucio´n de las variables
eligiendo una configuracio´n entre todas las configuraciones f´ısicamente equivalentes. Esto se
logra seleccionando un u´nico punto de cada o´rbita mediante la imposicio´n de las llamadas
condiciones de gauge, es decir, funciones de la forma
χ
b
(qi, pi, t) = constante (1.44)
que corten una y so´lo una vez a cada o´rbita. Si el nu´mero de v´ınculos independientes Ga es
M , la dimensio´n de cada o´rbita es tambie´n M , pues cada punto se alcanza eligiendo los M
para´metros de gauge ǫa. Las condiciones de gauge deben definir una variedad de dimensio´n
igual a 2N −M (N es el nu´mero de coordenadas cano´nicas) para cortar una vez a cada
o´rbita; por lo tanto, se requieren M condiciones de gauge para seleccionar un representante
de cada o´rbita que identifique el estado del sistema.
La condicio´n de que so´lo un punto de cada o´rbita pertenezca a la variedad definida por
las condiciones de gauge significa que una transformacio´n de gauge mueve a un punto sobre
una o´rbita de manera de sacarlo de la superficie dada por χ
b
= 0, por lo tanto
δχ
b
= ǫa{χ
b
, Ga} ≈ 0 ⇐⇒ ǫa = 0 . (1.45)
Esto significa que
det ({χ
b
, Ga}) 6≈ 0, (1.46)
(notar que la matriz ({χ
b
, Ga}) es cuadrada) por lo cual, el conjunto (Ga, χb) puede verse
como un conjunto de v´ınculos de segunda clase. Estrictamente, la condicio´n (1.46) asegura
la posibilidad de seleccionar un u´nico punto de cada o´rbita so´lo localmente (impide que las
o´rbitas sean tangentes a la superficie χ
b
= 0). Sin embargo, no impide que la superficie
χ
b
= 0 corte ma´s de una vez a alguna o´rbita, dificultad que se denomina problema de
Gribov.
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1.2 Cuantificacio´n cano´nica de sistemas con v´ınculos
Uno de los me´todos tradicionales para cuantificar un sistema f´ısico es el denominado
como cuantificacio´n cano´nica. Su aplicacio´n involucra los siguientes pasos:
1. El estado del sistema sera´ descripto por un elemento |ψ > de un espacio de Hilbert H
con producto escalar < ψ|ψ′ >.
2. Los observables corresponden a operadores lineales hermı´ticos sobre H. El resultado de
una medicio´n es identificado con un autovalor del operador. Esto significa que si |ψ >
es desarrollado en te´rminos de autovectores |an > de una observable Aˆ,
Aˆ|ψ >= an|ψ >
|ψ >=∑ cn|ψ >,
entonces |cn|2 es la probabilidad de que Aˆ tome el valor an. El valor medio de Aˆ en
el estado |ψ > es < Aˆ >=< ψ|Aˆ|ψ >.
3. La evolucio´n dina´mica se obtiene a partir de la ecuacio´n de Schro¨dinger
ih¯
d
dt
|ψ >= Hˆ|ψ >
que implica que el valor medio de Aˆ
ih¯
d
dt
< Aˆ >=
i
h¯
< (HˆAˆ− AˆHˆ) >
que resulta semejante a las ecuaciones cla´sicas de Hamilton si se reemplaza el corchete
de Poisson cla´sico por el conmutador cua´ntico [Aˆ, Bˆ] = AˆBˆ − BˆAˆ de los operadores
Aˆ y Bˆ:
{A,B} −→ i
h¯
[Aˆ, Bˆ] (1.47)
Luego, es necesario que los operadores sean tales que se satisfaga esta correspondencia en
algu´n l´ımite, para reobtener los resultados cla´sicos. De este modo, se elige
[pˆ, qˆ] = −ih¯.
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Sin embargo, existe un problema y es que los observables cla´sicos no tienen un u´nico
operador asociado. Existen ambigu¨edades de “ordenamiento”. Por ejemplo, el observable
p2q pude asociarse con los operadores pˆ2qˆ, pˆqˆpˆ, qˆpˆ2, que son diferentes pues pˆ y qˆ no
conmutan (difieren entre s´ı por te´rminos de orden h¯).
Ma´s au´n, cualquier observable cla´sico puede escribirse como
A(q, p) = A(q, p) +B(q, p)(pq − qp),
pero la realizacio´n del segundo miembro como operador da
Aˆ(q, p)− ih¯Bˆ(q, p) 6= Aˆ(q, p)
De modo que los operadores son conocidos a menos de te´rminos de orden h¯. Si bien, ciertas
condiciones sobre los operadores pueden limitar el ordenamiento (como por ejemplo, el
requisito de hermiticidad), en general, las ambigu¨edades persisten.
Al tratar la cuantificacio´n de sistemas con v´ınculos, lo primero que uno intentar´ıa ser´ıa
aislar los verdaderos grados de libertad y aplicar a este sistema “reducido” las reglas de
cuantificacio´n cano´nica (1.)-(3.). Sin embargo, el conocimiento del espacio de fases re-
ducido, que es el subespacio que se obtiene de retener solamente los momentos no afectados
a los v´ınculos y sus variables conjugadas, muchas veces es so´lo impl´ıcito (a trave´s de las
ecuaciones de v´ınculo), y au´n en caso de conocerse expl´ıcitamente, el proceso de reduccio´n
puede tornarse en la pra´ctica, inmanejable. Mas au´n, el proceso de reduccio´n puede llevar
a la pe´rdida de la covariancia y localidad expl´ıcitas de la teor´ıa [Dirac (1955); Lusanna
(1995)]. Un camino alternativo fue propuesto por Dirac (1964): Supongamos primero que
todos los v´ınculos son de primera clase, entonces el me´todo consiste en resolver la ecuacio´n
de Schro¨dinger
ih¯
d
dt
|ψ >= Hˆ ′|ψ > (1.48)
donde Hˆ ′ es el Hamiltoniano de primera clase de la teor´ıa. Luego, se imponen los v´ınculos
como condiciones suplementarias sobre los estados:
Gˆa|ψ >= 0 (1.49)
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Tenemos por lo tanto, tantas condiciones suplementarias como v´ınculos de primera clase.
Debemos ver por lo tanto, que cada una de ellas sea consistente con la otras. Consideremos
adema´s de (1.49),
Gˆa′ |ψ >= 0 (1.50)
Si multiplicamos (1.49) por Gˆa′ , y (1.50) por Gˆa y restamos ambas ecuaciones, obtenemos
[Gˆa, Gˆa′ ]|ψ >= 0 (1.51)
Luego, esta nueva condicio´n sobre los estados es necesaria por consistencia. Desear´ıamos
que (1.51) fuese una consecuencia directa de (1.49), de modo que todas las condiciones de
consistencia se desprendan de la primera, pero esto significa que se requiere que
[Gˆa, Gˆa′ ] = Cˆ
a′′
aa′Gˆa′′ (1.52)
Si esto se satisface, entonces (1.51) no es una nueva condicio´n sobre el estado.
A nivel cla´sico, como los v´ınculos Ga son de primera clase, se cumple que el corchete
de Poisson entre dos cualquiera de los Ga es una combinacio´n lineal de todos ellos. Sin
embargo, en el ana´logo cua´ntico no necesariamente se cumple (1.51) porque en general las
funciones de estructura Ca
′′
aa′ son operadores que no necesariamente esta´n a la izquierda de
los operadores de v´ınculo.
Existe una condicio´n similar de consistencia con la ecuacio´n de Schro¨dinger. Para que
la evolucio´n preserve las condiciones (1.49) debe satisfacerse
[Gˆa, Hˆ]|ψ >= 0, (1.53)
lo cual significa que debe cumplirse que
[Gˆa, Hˆ] = Cˆ
a′
a0Gˆa′ (1.54)
para que no surja una nueva condicio´n suplementaria. Nuevamente, a nivel cla´sico el
Hamiltoniano es de primera clase, por lo tanto el corchete de Poisson con los v´ınculos
es de´bilmente nulo (es decir, fuertemente igual a una combinacio´n de los v´ınculos). Sin
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embargo, de nuevo, esto no esta´ garantizado a nivel cua´ntico, de manera que las operadores
de las funciones de estructura queden a la izquierda de los operadores de v´ınculo. Como
vemos, la tarea de lograr una cuantificacio´n consistente no es obra de un mero procedimiento
meto´dico, o en palabras de Dirac (1964) refire´ndose a esta dificultad : “en general, es
necesario un poco de suerte para obtener una teor´ıa cua´ntica precisa”.
El intere´s principal de este trabajo es mostrar en ciertos modelos de dimensio´n finita
con covariancia general, co´mo deben ordenarse los operadores de v´ınculo y de estructura
de modo que se satisfagan las ecuaciones (1.52) y (1.54).
El producto interno f´ısico.
Analicemos co´mo deben normalizarse los estados en el me´todo de Dirac. Consideremos
primero un sistema de N grados de libertad y con un u´nico v´ınculo pk = 0. El producto
interno entre dos estados ψ1 y ψ2 del espacio de Hilbert esta´ dado por
< ψ1|ψ2 >=
∫
dq1...dqk...dqNψ∗1(q
1...qN) ψ2(q
1...qN). (1.55)
Si ψ1 y ψ2 son estados f´ısicos (es decir que verifican el v´ınculo, y por lo tanto no dependen
de qk) la integral diverge. Para evitar que esto ocurra debe eliminarse la integracio´n sobre
qk, que corresponde a un grado de libertad no f´ısico, introduciendo una condicio´n de gauge
χ y definiendo el producto interno f´ısico como
(ψ1|ψ2) =
∫
dq1...dqk...dqN δ(χ) |[χ, pk]| ψ∗1(q1...qN ) ψ2(q1...qN), (1.56)
donde la condicio´n de gauge χ da a la coordenada qk, en general, como funcio´n de las dema´s
variables, es decir
χ = 0 ⇐⇒ qk = qk(q1, ..., qk−1, qk+1, ...qN) (1.57)
El jacobiano asegura que el valor de la integral no dependa de la eleccio´n de χ:
δ(χ)|[χ, pk]| = δ(χ)|∂χ/∂qk| = δ(qk).
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El producto interno (1.56) es expl´ıcitamente igual a
(ψ1|ψ2) =
∫
dq1...dqk−1dqk+1...dqNψ∗1(q
1...qk−1qk+1...qn) ψ2(q
1...qk−1qk+1...qN) (1.58)
para los estados f´ısicos, y coincide con el producto escalar en el espacio reducido, es decir,
en el subespacio al cual se restringe el movimiento del sistema reducido.
Para el caso en que el sistema exhiba v´ınculos de primera clase tales que
Ga = pa +
∂V
∂qa
, (1.59)
el producto interno f´ısico puede ser generalizado [Henneaux & Teitelboim (1992)] como
(ψ1|ψ2) =
∫
dq1...dqN
∏
a
δ(χa) |det[χ, pk]| ψ∗1(q1...qN ) ψ2(q1...qN ), (1.60)
Para que las condiciones de gauge sean buenas deben ser resolubles para qa, es decir χ
a
(qi) =
aab(q
i)(qb − f b) con det aab 6= 0 y f b independiente de qb.
Para v´ınculos de forma gene´rica habra´ que insertar un operador µˆ(qˆ, pˆ) tal que
(ψ1|ψ2) =< ψ1|µˆ|ψ2 >, (1.61)
con µˆ un operador hermı´tico singular que elimina la integracio´n sobre las variables que son
puro gauge.
Denotando las funciones de onda f´ısicas como
ψ∗1(q) = (ψ1|q > (1.62)
y
ψ2(q) =< q|ψ2), (1.63)
podemos reescribir el producto interno f´ısico en la forma
(ψ1|ψ2) =
∫
dq(ψ1|q > µˆ < q|ψ2), (1.64)
de modo que nos permite definir el operador identidad en el subespacio de estados f´ısicos:
1 =
∫
dq|q > µˆ < q|. (1.65)
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Y de manera similar, si los vectores |Ψα) forman una base del subespacio de estados f´ısicos,
tenemos:
1 =
∑
α
|Ψα)(Ψα|; (1.66)
los “bras” y “kets” curvos indican que el producto interno debe interpretarse en el sentido
de producto f´ısico.

Cap´ıtulo 2
El Formalismo Cano´nico de la
Gravedad Cua´ntica
La teor´ıa de la Relatividad General y la teor´ıa Cua´ntica representan los dos mayores logros
de la f´ısica del u´ltimo siglo. Ambas teor´ıas son consideradas “aplicables universalmente”, es
decir que todos los sistemas f´ısicos deben obedecer sus principios. Por lo tanto, por esto y por
diversas motivaciones adicionales (ver por ejemplo Isham (1995)), parece esencial combinar
estas dos teor´ıas en una u´nica teor´ıa consistente. Sin embargo, a pesar de grandes esfuerzos
realizados, au´n no existe una teor´ıa definitiva. Esto se debe esencialmente a dificultades de
dos tipos: conceptuales y te´cnicas.
Las dificultades conceptuales ma´s notorias surgen de diferencias substanciales en los
fundamentos f´ısicos mismos de cada teor´ıa. Para comenzar, la meca´nica cua´ntica parece
reposar excesivamente en conceptos de la meca´nica cla´sica para una teor´ıa que pretende
ser ma´s fundamental, y a pesar de la hegemon´ıa de la interpretacio´n de Copenhague,
au´n se discute co´mo debe interpretarse el formalismo para eludir ciertos problemas con-
ceptuales que plantea [Jammer (1966,1974); Blokhintsev (1968); Ballentine (1970,1987);
Popper (1985); Sonego (1992); Sforza (1999)]. Por otra parte, independientemente de la
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interpretacio´n adoptada para la teor´ıa cua´ntica, su formalismo le da un rol privilegiado
al tiempo como “para´metro de evolucio´n”; mientras que en relatividad general, la accio´n
es invariante ante reparametrizaciones, lo cual significa que las trayectorias del sistema no
esta´n parametrizadas por el tiempo sino por un para´metro f´ısicamente irrelevante (de alguna
manera, puede decirse que el tiempo f´ısico se halla “escondido” en el formalismo). Esto
significa que en la pra´ctica, al carecer de una teor´ıa cua´ntica que respete esta invariancia,
se hallan enormes dificultades al intentar cuantificar si no se ha identificado el tiempo f´ısico
de manera un´ıvoca (entre otras propiedades). Esto da lugar al denominado “problema del
tiempo” [Isham (1992); Kucharˇ (1992)].
Entre los numerosos problemas te´cnicos que surgen, dos son particularmente importantes
[Isham (1992); Kucharˇ (1992)]: La divergencia ultravioleta, que se refiere a la no renor-
malizabilidad perturbativa de la gravedad cua´ntica, lo cual sugiere que los operadores de la
teor´ıa no esta´n bien definidos; el problema del ordenamiento, que se refiere a la dificultad
de realizar como operadores a los v´ınculos cla´sicos de modo que respeten el a´lgebra.
Estas consideraciones podr´ıan indicar que su unificacio´n no consistir´ıa “simplemente”
en tratar de armonizar los conceptos de ambas teor´ıas en un esquema coherente. En cam-
bio, sugieren que podemos verlas como l´ımites de una teor´ıa ma´s general correspondiendo
a diferentes e incompatibles aproximaciones de la misma. Actualmente, se ve como la can-
didata ma´s firme para este rol a la teor´ıa de Supercuerdas. La mayor parte del esfuerzo
actual se dirige en esta direccio´n; aunque las esperanzas en este camino no son uniformes
en la comunidad cient´ıfica, debido esencialmente a discrepancias que surgen desde el punto
de vista de la f´ısica relativista en contraposicio´n a la f´ısica de part´ıculas: concepciones
diferentes de la interaccio´n gravitatoria, y distinta actitud frente a la necesidad de una for-
mulacio´n independiente del fondo [Rovelli (1998,2000)]. Por lo cual, las investigaciones en
el formalismo cano´nico au´n continu´an vigorosamente.
En este cap´ıtulo aplicaremos el me´todo usual de cuantificacio´n cano´nica a la relatividad
general. Como vimos, un paso previo necesario sera´ expresarla en forma Hamiltoniana.
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2.1 Formulacio´n Hamiltoniana de la Relatividad Ge-
neral.
Las ecuaciones de Einstein pueden ser derivadas de la accio´n de Einstein-Hilbert
S =
1
16πG
∫
d4x
√−gR + Sm. (2.1)
Haciendo las variaciones respecto de gµν , obtenemos
Rµν − 1
2
gµνR = 8πGTµν . (2.2)
Esta es una ecuacio´n para la geometr´ıa, pero una dada geometr´ıa esta´ descripta por toda
una clase de me´tricas equivalentes (correspondiendo a diferentes sistemas de coordenadas,
como lo permite el principio de covariancia general). Es decir, que al utilizar la me´trica gµν
como variables de campo, estamos utilizando variables redundantes. En consecuencia, la
Relatividad General tendra´ una formulacio´n hamiltoniana con v´ınculos.
Para expresarla en forma hamiltoniana, comenzamos con una generalizacio´n del tiempo.
Cortemos el espacio-tiempo por una hipersuperficie espacial arbitraria Σ,
xα = xα(xi), (2.3)
donde los ı´ndices griegos corren de 0 a 3 y los latinos de 1 a 3. Luego, en cada punto de Σ,
tenemos una base formada por tres vectores tangentes ξαi = ∂ix
α y vector normal unitario
nα tales que
n · ξi = 0, n2 = −1. (2.4)
Ahora, foliamos el espacio-tiempo deformando en forma continua a Σ. De este modo
obtenemos la familia de hipersuperficies parametrizadas en t, xα = xα(xi, t).
Definimos el vector deformacio´n:
Nα ≡ ∂txα(xi, t) (2.5)
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que conecta dos puntos con el mismo ro´tulo xi en dos hipersuperficies pro´ximas. Este vector
puede descomponerse en la base nα, ξαi :
Nα = Nnα +N iξαi (2.6)
Las componentes N y N i se denominan funciones de lapso y corrimiento, respectiva-
mente. Su interpretacio´n f´ısica surge de escribir en la forma 3+1 o ADM, debida a Arnowitt,
Deser & Misner (1962), la me´trica del espacio-tiempo:
ds2 = −N2dt2 + gij(dxi +N idt)(dxj +N jdt). (2.7)
Se puede imaginar el espacio-tiempo foliado por una familia de hipersuperficies t = cte;
luego, N(x)dt es el lapso de tiempo propio entre las hipersuperficies superior e inferior.
Por otro lado, la funcio´n de corrimiento da la correspondencia entre puntos en las dos
hipersuperficies; xi+dxi+N idt en la hipersuperficie inferior corresponde al punto xi+dxi,
t+ dt en la superior. Desde este punto de vista, la ecuacio´n (2.7) es so´lo una expresio´n del
teorema de Pita´goras.
En el marco de la descomposicio´n ADM, es apropiado hacer un ana´lisis del concepto de
curvatura. La curvatura intr´ınseca a la 3-geometr´ıa de una hipersuperficie espacial puede
ser definida y calculada de manera ana´loga al caso de la curvatura cuadridimensional. Pero,
ahora podemos introducir el concepto de curvatura extr´ınseca de la 3-geometr´ıa. Este con-
cepto carece de significado para una 3-geometr´ıa concebida so´lo en s´ı misma. Su existencia
depende de que la 3-geometr´ıa este´ embebida en un espacio-tiempo que la contenga (y
estando ambos bien definidos). El tensor de curvatura extr´ınseca Kij de la hipersuperficie
mide la variacio´n de la normal sobre ella a medida que se traslada sobre la misma (de modo
que dni = −Kijdxj). Su expresio´n es [Misner et al. (1973)]:
Kij =
1
2N
[Ni|j +Nj|i − ∂gij
∂t
], (2.8)
donde la barra vertical indica derivacio´n covariante en la hipersuperficie espacial.
2.1. Formulacio´n Hamiltoniana de la Relatividad General. 29
La accio´n de Einstein-Hilbert, Ec. (2.1), se puede expresar haciendo uso de la descom-
posicio´n ADM:
S =
∫
L dt =
∫
dt d3x
√
(3)gN [KijK
ij −K2 + (3)R] + te´rminos de borde, (2.9)
en la cual suprimimos la accio´n correspondiente a la materia, para simplificar el ana´lisis que
sigue. Adema´s (3)R es el escalar de curvatura tridimensional y por simplicidad tomamos que
16πG = 1. A partir de aqu´ı, a menos que se indique lo contrario, g indicara´ el determinante
de la 3-me´trica de la hipersuperficie espacial.
Vemos que en la accio´n escrita en la forma ADM, no aparecen las derivadas respecto
del tiempo de N y N i, luego sus momentos conjugados son
π =
δL
δN˙
= 0, (2.10)
πi =
δL
δN˙ i
= 0. (2.11)
Estos son los v´ınculos primarios.
El momento cano´nico conjugado a gij es
πij =
δL
δg˙ij
= −√g(Kij − gijK). (2.12)
Luego, el Hamiltoniano es
H =
∫
d3x(πN˙ + πiN˙ i + π
ij g˙ij − L)
=
∫
d3x(πN˙ + πiN˙ i +NH +N iHi), (2.13)
donde H y Hi esta´n dados por
H = Gijklπijπkl −√g (3)R, (2.14)
y
Hi = −2πji |j. (2.15)
30 El Formalismo Cano´nico de la Gravedad Cua´ntica
Estan cantidades se denominan, respectivamente, super-Hamiltoniano y supermomentos
de la me´trica y en donde
Gijkl =
1
2
√
g(gikgjl + gilgjk − gijgkl) (2.16)
es la denominada superme´trica.
Finalmente, la accio´n en forma Hamiltoniana es
S =
∫
dt d3x(πij g˙ij −NH−N iHi). (2.17)
Compa´rese esta expresio´n con la accio´n Hamiltoniana obtenida en el cap´ıtulo anterior,
Ec. (1.14). Haciendo la variacio´n respecto de gij y π
ij obtenemos las ecuaciones de Einstein
correspondientes a Gij = 0. Haciendo la variacio´n respecto de N y de N
i se obtienen las
ecuaciones
H = 0, (2.18)
Hi = 0, (2.19)
que corresponden, respectivamente, a las ecuaciones restantes G00 = 0 y G0i = 0. Estos
v´ınculos tambie´n pueden ser obtenidos imponiendo la condicio´n que la derivada temporal
de los v´ınculos primarios se anulen. Esto es esencial para que la estructura de los v´ınculos
de nuestro sistema se mantenga durante la evolucio´n dina´mica. Como ya vimos, los v´ınculos
que se obtienen de este modo se denominan secundarios. Estos v´ınculos son, adema´s, de
primera clase; es decir, el corchete de Poisson entre dos cualesquiera de ellos es nulo en la
hipersuperficie. Esto asegura independencia de la evolucio´n dina´mica en la foliacio´n. Puede
calcularse expl´ıcitamente que [Hanson et al. (1976); Dirac (1964)]:
{H(x),H(x′)} =
(
gij(x)Hi(x) + gij(x′)Hi(x′)
)
δ,j(x, x
′), (2.20)
{Hi(x),H(x′)} = H(x)δ,i(x, x′), (2.21)
{Hi(x),Hj(x′)} = Hi(x)δ,j(x, x′) +Hj(x′)δ,i(x, x′), (2.22)
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Estos v´ınculos esta´n claramente relacionados con la invariancia de gauge de la teor´ıa.
El v´ınculo (2.18) aparece como consecuencia de la invariancia ante reparametrizaciones
temporales, y la Ec.(2.19) es debida a la invariancia ante reparametrizaciones de las coor-
denadas espaciales en las hipersuperficies. De este modo vemos que el rol de los v´ınculos es
reintroducir en la teor´ıa el principio de covariancia, que hab´ıa sido violado al haber elegido
la forma particular (2.7) de la me´trica.
Debemos sen˜alar un punto importante: en los v´ınculos (2.18) y (2.19) no existe refe-
rencia alguna a la hipersuperficie Σ que posee las cantidades geome´tricas gij y π
ij . Esta
hipersuperficie representa un instante de tiempo, por lo tanto el tiempo ha “desaparecido”
(al menos expl´ıcitamente) del formalismo.
Planteada esta situacio´n, se podr´ıa suponer que dada una hipersuperficie, e´sta queda es-
pecificada por las cantidades gij y π
ij. Podr´ıa existir, adema´s, una transformacio´n cano´nica
[Kucharˇ (1972)]:
gij(x), π
ij(x)→ XA(x),ΠA(x), ̺r(x), πr(x) (2.23)
que separe las cuatro variables XA(x), A=0,1,2,3 que especifican la hipersuperficie de los
dos grados de libertad verdaderos del campo gravitatorio ̺r(x), r=1,2. Luego, se pueden
hallar los v´ınculos (2.18)-(2.19) con respecto a los momentos ΠA(x) y reemplazarlos por el
conjunto de v´ınculos equivalentes
HA(x) ≡ ΠA(x) + hA(x;X, ̺, π) = 0. (2.24)
Las expresiones hA(x) representan la densidad de energ´ıa y el flujo de energ´ıa asociados
con las variables gravitacionales ̺ y π a trave´s de la hipersuperficie XA(x).
En principio, ahora se pueden obtener las leyes dina´micas a partir de los v´ınculos (2.18)-
(2.19) o de (2.24). Sin embargo, no se puede afirmar la existencia de un tiempo global,
es decir, que se pueda encontrar una variable que siempre crezca a lo largo de cualquier
trayectoria dina´mica, de modo que toda trayectoria intersecte una hipersuperficie de tiempo
constante una sola vez. Esto equivaldr´ıa a la no existencia de una transformacio´n cano´nica
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(2.23) tal que los v´ınculos originales (2.18)- (2.19) sean totalmente equivalentes a los nuevos
v´ınculos (2.24). Este problema se denomina el problema global del tiempo [Kucharˇ (1992)].
La “desaparicio´n” del tiempo en este nivel cla´sico, sera´ la causante del problema del
tiempo en Gravedad Cua´ntica y de sus problemas de interpretacio´n.
2.2 Cuantificacio´n cano´nica.
Procederemos ahora a aplicar el me´todo de cuantificacio´n cano´nica de sistemas hamil-
tonianos con v´ınculos a la Gravedad [Dirac (1964); DeWitt (1967); Kucharˇ (1973)].
Comenzamos por convertir la me´trica gij y el momento π
ij en operadores que satisfacen
las reglas de conmutacio´n:
[gij(x), gkl(x
′)] = 0 , [πij(x), πkl(x′)] = 0, (2.25)
[gij(x), π
kl(x′)] =
i
2
(δki δ
l
j + δ
l
iδ
k
j )δ(x, x
′) (2.26)
Podemos ahora adoptar una representacio´n particular, la representacio´n de la me´trica
(en analog´ıa con la representacio´n de posicio´n en meca´nica cua´ntica ordinaria). En esta
representacio´n, el funcional de onda se convierte en un funcional de la 3-me´trica, y el
momento se reemplaza por la derivada variacional con respecto a la 3-me´trica
πij(x) = −i δ
δgij(x)
. (2.27)
El paso siguiente es substituir estos operadores en el super-Hamiltoniano (2.14) y en
el supermomento (2.15) e imponer los v´ınculos como restricciones sobre los estados Ψ del
sistema:
Gijkl(x)
δ2Ψ
δgij(x)δgkl(x)
−
√
g(x)R(x)Ψ = 0, (2.28)
[
δΨ
δgij(x)
]|j = 0. (2.29)
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La ecuacio´n (2.29) (en realidad 3∞3 Ecs.), implica que el funcional de onda Ψ es in-
variante ante transformaciones de coordenadas en la hipersuperficie espacial. Luego, el
funcional de onda depende so´lo de la geometr´ıa espacial y no de la me´trica particular
elegida para representarla. El dominio del funcional de onda es el superespacio, espacio
abstracto de dimensio´n infinita en el cual cada punto es una 3-geometr´ıa [Wheeler (1968)].
La versio´n cua´ntica del v´ınculo super-Hamiltoniano (2.28) es llamada ecuacio´n de
Wheeler-DeWitt. Es una ecuacio´n variacional, y en realidad son ∞3 ecuaciones, una para
cada punto de la hipersuperficie espacial.
Notemos que si en vez de partir de los v´ınculos (2.18)-(2.19) lo hacemos del v´ınculo
(2.24), obtenemos en lugar de la ecuacio´n de Wheeler-DeWitt una ecuacio´n funcional de
Schro¨dinger en las variables hipertemporales XA(x) [Kucharˇ (1992)]:
i
δΨ[X, ̺]
δXA(x)
= hA(x;X, ˆ̺, πˆ)Ψ[X, ̺]. (2.30)
Esta ecuacio´n, basada en una cierta eleccio´n de la variable temporal XA(x), puede dar
una teor´ıa cua´ntica diferente si se basa en otra eleccio´n de la variable temporal. Este
problema se denomina el problema de la eleccio´n mu´ltiple.
La ecuacio´n de Schro¨dinger automa´ticamente nos da un producto interno conservado
en la variable temporal seleccionada. En cambio, la ecuacio´n de Wheeler-DeWitt, como
toda ecuacio´n diferencial funcional de segundo orden, presenta problemas cuando se intenta
convertir su espacio de soluciones en un espacio de Hilbert (problema del espacio de Hilbert).
La consistencia de los v´ınculos (2.28)-(2.29), o bien de (2.24), queda establecida si
sus conmutadores no generan nuevos v´ınculos [Dirac (1964); DeWitt (1967)]. Esto estara´
garantizado toda vez que a nivel cua´ntico logre hallarse operadores tales que realicen el
a´lgebra (2.20), (2.21) y (2.22) con los operadores de funciones de estructura a la izquierda.
Esto restringe el posible ordenamiento de los operadores, pero no lo determina. Vimos que
en el caso cla´sico, los v´ınculos siempre son consistentes, pero la presencia de la me´trica
en (2.20) hace terriblemente dificultoso que esto se satisfaga en el caso cua´ntico. Esta
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dificultad, el problema de ordenamiento de los operadores de v´ınculo, es la que estudiaremos
en los cap´ıtulos posteriores.
2.3 El tiempo e interpretaciones de Gravedad Cua´ntica
Como hemos mencionado, el problema de ordenamiento, el problema de la eleccio´n
mu´ltiple y el problema del espacio de Hilbert son las tres mayores dificultades que afronta
la Gravedad Cua´ntica. Estas surgen como consecuencia de no poseer una variable temporal
natural a nivel cla´sico mientras que la teor´ıa cua´ntica ordinaria se basa en la existencia de
un tiempo privilegiado. Este contraste es el que dificulta la interpretacio´n de la teor´ıa.
Muchas han sido las propuestas para interpretar la Gravedad Cua´ntica. Pero, ba´sicamen-
te existen tres maneras de encarar el problema del tiempo [Kucharˇ (1992); Isham (1992);
Isham (1995)]:
I. Marco del Tiempo Interno. El tiempo esta´ oculto entre las variables cano´nicas
y debe ser identificado antes de la cuantificacio´n. La ecuacio´n en la cual se basa esta
interpretacio´n es la ecuacio´n de Schro¨dinger, no la ecuacio´n de Wheeler-DeWitt. Esta clase
de interpretaciones esta´ expuesta al problema de la mu´ltiple eleccio´n.
II. Marco de Wheeler-DeWitt. Los v´ınculos se imponen sobre los estados en la
representacio´n de la me´trica dando por resultado la ecuacio´n de Wheeler-DeWitt. Se intenta
una interpretacio´n dina´mica de las soluciones y no se pretende indentificar al tiempo entre
las variables me´tricas. Esta clase de interpretaciones esta´ expuesta al problema del espacio
de Hilbert.
III. Marco de la Gravedad Cua´ntica sin Tiempo. Se basa generalmente (aunque
no necesariamente) en la ecuacio´n de Wheeler-DeWitt. Se propone que el tiempo no es
necesario para interpretar la Gravedad Cua´ntica e inclusive, la Meca´nica Cua´ntica en gene-
ral. El tiempo puede surgir en situaciones particulares, pero au´n no siendo as´ı, es posible
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una interpretacio´n probabil´ıstica. Para una exposicio´n no te´cnica de investigaciones en esta
direccio´n ver Barbour (2000).
Esta clasificacio´n de las interpretaciones es u´til, au´n cuando los l´ımites entre las tres
clases no son precisos.
En esta tesis, trabajaremos dentro del primer marco mencionado, ma´s espec´ıficamente
en la Interpretacio´n Interna de Schro¨dinger. En esta interpretacio´n, se insiste en que el
tiempo debe ser identificado entre las variables cano´nicas antes de efectuar la cuantificacio´n.
Ya vimos como obtener la ecuacio´n funcional de Schro¨dinger que surge de esta visio´n, Ec.
(2.30).
Dado que el problema de la evolucio´n funcional sea resuelto, la ecuacio´n funcional de
Schro¨dinger es autoconsistente y se pueden hallar sus soluciones Ψ[X, ̺]. Al menos formal-
mente, la integral funcional
< Ψ|Ψ >≡
∫
D̺|Ψ[X, ̺]|2, (2.31)
que no depende en las variables hipertemporales XA(x). El producto interno (2.31) con-
vierte al espacio F0 de soluciones Ψ[X, ̺] en un espacio de Hilbert. La estructura del espacio
de Hilbert provee la interpretacio´n probabil´ıstica usual del sistema cuantificado. En parti-
cular, |Ψ[X, ̺]|2D̺ es interpretado como la probabilidad de hallar los verdaderos grados de
libertad gravitacionales ̺r(x) en la celda D̺ sobre la hipersuperficie XA = XA(x). Adema´s,
el producto interno (2.31) permite la construccio´n de observables cua´nticos bien definidos.
Cualquier operador
Fˆ = F [X, ˆ̺, πˆ], (2.32)
que es autoadjunto en el producto interno (2.31) es un observable. Las reglas usuales de la
teor´ıa cua´ntica nos dan la probabilidad que, en el estado Ψ, el observable Fˆ tome el valor
F permitido por su espectro, sobre la hipersuperficie XA(x).
La cuestio´n ba´sica en este marco interpretativo es co´mo seleccionar la variable de tiempo
interno. Se han explorado tres opciones:
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• Tiempo Intr´ınseco. Se asume que la variable temporal se construye completamente a
partir de la me´trica intr´ınseca de la hipersuperficie. Misner (1969) fue uno de los pioneros
en hallar un tiempo intr´ınseco en el caso de modelos cosmolo´gicos homoge´neos.
• Tiempo Extr´ınseco. Para identificar la hipersuperficie se necesita, adema´s de su
me´trica intr´ınseca, su curvatura extr´ınseca; es decir, co´mo esta´ curvada en el espacio-
tiempo que la contiene. Como ejemplos podemos mencionar el tiempo que se construye a
partir de la curvatura extr´ınseca media [York (1972)], y el que se halla en el caso de simetr´ıa
cil´ındrica [Kucharˇ (1971); Kucharˇ (1973)].
• Tiempo Material. El tiempo no se construye a partir de cantidades geome´tricas, sino
a partir de los campos de materia acoplados a la gravedad. La introduccio´n de materia
facilita el manejo de los v´ınculos que llevan a la ecuacio´n de Schro¨dinger [Kucharˇ (1992)].
En esta interpretacio´n surge nuevamente el problema global del tiempo a nivel cla´sico:
puede ocurrir que el sistema de v´ınculos (2.24) no sea globalmente equivalente al sistema
de v´ınculos (2.18)-(2.19) para cualquier eleccio´n de tiempo interno. Esto puede ocurrir
si no existe una funcio´n de tiempo global en el espacio de fases tal que cada trayectoria
cla´sica intersecte una sola vez toda hipersuperficie de tiempo constante. Este problema
se ha estudiado en modelos de sistemas sencillos: un par de osciladores armo´nicos en un
estado estacionario [Ha´j´ıcˇek (1990); Scho¨n & Ha´j´ıcˇek (1990)] y en modelos cosmolo´gicos
homoge´neos. Pero, es muy poco lo que se sabe acerca de este problema en la teor´ıa completa.
Tambie´n aparece el problema de la eleccio´n mu´ltiple: si no hay una eleccio´n geome´trica-
mente natural todas las elecciones de tiempo son igualmente buenas (o igualmente malas).
Debido a la gran complejidad de la teor´ıa completa, es un procedimiento habitual el
“congelar” la mayor´ıa de los grados de libertad de la teor´ıa (en realidad, infinitos) para
quedarse con modelos de dimensio´n finita, son los denominados modelos deminisuperespacio
[Halliwell (1988)], ejemplos t´ıpicos son los modelos usuales de la cosmolog´ıa. El hecho
de trabajar con modelos de dimensio´n finita, no so´lo hace factible el estudio de modelos
con las patolog´ıas de la teor´ıa completa, sino que tambie´n evita otra dificultad, que es la
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divergencia ultravioleta de los operadores al cuantificar la teor´ıa. Por estas razones, sera´n
modelos de este tipo los que se estudiara´n en esta tesis, ma´s espec´ıficamente modelos con
tiempo intr´ınseco y extr´ınseco.

Cap´ıtulo 3
El formalismo de
Becchi-Rouet-Stora-Tyutin
Desde el tratamiento original de Dirac, los sistemas con invariancia de gauge han
sido estudiados extensivamente. Un gran avance se produjo con los estudios de Fradkin &
Vilkovisky (1975) sobre la formulacio´n covariante de la integral de camino ante la eleccio´n
del gauge para sistemas con a´lgebras que no cierran, extendiendo as´ı el trabajo pionero de
Fadeev & Popov (1967) para a´lgebras cerradas. Estos trabajos introdujeron la utilizacio´n de
variables fermio´nicas (es decir, anticonmutantes) denominadas “fantasmas” que asegura-
ban la unitariedad de la teor´ıa y la independencia de la eleccio´n del gauge. Sin embargo,
fue el descubrimiento de la simetr´ıa de Becchi-Rouet-Stora-Tyutin (BRST) [Becchi et al.
(1974, 1975, 1976); Tyutin (1975); Henneaux (1985)] que les dio´ a los fantasmas un rol
prominente. La necesidad de los fantasmas y la simetr´ıa que revela su importancia fue
establecida primero a nivel cua´ntico. Ma´s tarde se noto´ que ten´ıa tambie´n lugar, necesa-
riamente y naturalmente, a nivel cla´sico.
La idea central de la teor´ıa BRST es reemplazar la simetr´ıa de gauge original por una
supersimetr´ıa global que actu´a en un espacio de fases extendido apropiadamente. Esta
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supersimetr´ıa captura la invariancia de gauge original y conduce a una formulacio´n ma´s
simple de la teor´ıa.
En este cap´ıtulo desarrollaremos los conceptos fundamentales de la formulacio´n BRST,
a nivel cla´sico y cua´ntico, y mostraremos su relacio´n con la cuantificacio´n cano´nica de
Dirac.
3.1 El formalismo BRST cla´sico
Comenzaremos por considerar un conjunto {Ga(qi, pi)} de v´ınculos de primera clase
independientes (sistema irreducible):
{Ga, Gb} = CcabGc. (3.1)
A continuacio´n, el espacio de fases original de la teor´ıa (qi, pi) es extendido con pares
cano´nicamente conjugados de fantasmas (ηa,Pa) (uno por cada v´ınculo) tales que
{Pa, ηb} = −δba
con ε(Pa) = ε(ηa) = εa + 1, donde εa .= ε(Ga). Es decir, son de paridad de Grassmann1
opuesta al v´ınculo correspondiente (por ej., para v´ınculos boso´nicos se agregara´n variables
fermio´nicas). Adema´s, las nuevas variables cumplen que ηa∗ = ηa y P∗a = (−1)εa+1Pa. Por
otra parte, (ηa,Pa) tienen corchete nulo con cualquiera de las variables cano´nicas originales
(qi, pi).
Se dota al espacio de fases extendido con una estructura adicional, el nu´mero de fantasma
(ghost)
gh(qi) = gh(pi) = 0, gh(η
a) = 1, gh(Pa) = −1,
1En el Ape´ndice A pueden encontrarse las definiciones ba´sicas y la notacio´n que involucran al a´lgebra
de Grassmann.
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El nu´mero de fantasma posee un generador:
G .= i ηaPa, ε(G) = 0, G∗ = −G.
En efecto, {ηa,G} = iηa {Pa,G} = −iPa (el coeficiente i esta´ puesto para que los
autovalores sean reales en meca´nica cua´ntica).
En general, {A,G} = i gh(A)A.
El formalismo BRST se basa en el siguiente teorema:
Teorema 3.1: en el espacio de fases extendido existe una cantidad Ω = Ω(qi, pj , η
a,Pb), el
generador BRST, tal que:
• Ω∗ = Ω ghΩ = 1 ε(Ω) = 1
• Ω = ηaGa+ (te´rminos de orden superior en los fantasmas)
• {Ω,Ω} = 0 (no trivial, pues Ω es fermio´nico).
Ω es u´nico a menos de transformaciones cano´nicas en el espacio de fases extendido.
Demostracio´n. Siempre es posible escoger (localmente) variables (q, p) tales que los v´ınculos
Fa = 0 son abelianos, es decir, {Fa, Fb} = 0. En tal caso, Ω resulta estrictamente Ω = ηaFa.
No´tese que la propiedad de nilpotencia de Ω ({Ω,Ω} = 0), no es mas que otra forma de
expresio´n del cara´cter abeliano de los v´ınculos, ma´s adelante veremos que en casos ma´s
generales (con v´ınculos no abelianos, o a´lgebras abiertas), de todas formas Ω captura en la
propiedad de nilpotencia toda el a´lgebra de los v´ınculos.
Hagamos ahora, una transformacio´n cano´nica (que conserva {Ω,Ω} = 0) generada por
ηbεab (q, p)Pa con detεab 6= 0, y εab es tal que el generador es real y boso´nico (ε(εab) = εa +
εb, ε
a∗
b = (−1)εa(εb+1)εab). Luego,
δΩ = {Ω, ηbεab(q, p)Pa} = −{ηbεabPa,Ω} = −{ηbεabPa, ηcFc} = ηbεabPa + ηηP...+ ... (3.2)
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Y obtenemos que
Ω = ηb(δab + ε
a
b)Fa + ηηP...+ ... (3.3)
No´tese queGb = (δ
a
b+ε
a
b)Fa son funciones de v´ınculo que caracterizan la misma superficie
de v´ınculo que las Fa. El resultado general puede obtenerse a partir del infinitesimal por
exponenciacio´n. Si bien esta demostracio´n es sencilla, no provee un me´todo general para la
construccio´n del generador BRST. ✷
3.1.1 La construccio´n del generador BRST
En esta seccio´n describiremos un me´todo general recursivo para la construccio´n del
generador BRST Ω. Su existencia esta´ garantizada a nivel cla´sico (y como vimos es u´nico
a menos de transformaciones cano´nicas en el espacio de fases extendido).
Sea δ el operador de Koszul-Tate:
δq = 0 = δp, δη = 0, δPa = −Ga, (3.4)
que satisface δ2=0. Frente a productos y sumas δ se comporta como una diferenciacio´n
impar actuando por derecha:
δ(fg) = f δg + (−1)εgδf g. (3.5)
Se dice que δ es un “diferencial” (pues δ2=0).
Por otro lado, desarrollemos Ω como:
Ω =
∑
p≥0
Ω
(p)
, Ω
(0)
= ηaGa, (3.6)
donde Ω
(p)
tiene la forma gene´rica:
Ω
(p)
= ηb1 ...ηbp+1U
(p) a1...ap
b1...bp+1(q, p)Pa1 ...Pap . (3.7)
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Las funciones U
(p)
se llaman funciones de estructura. En particular, los v´ınculos son las
funciones de estructura de orden cero, U
(0)
a = Ga, y las de primer orden, U
(1) c
ab = −12(−1)εaCcba.
Luego, puede probarse que {Ω,Ω} = 0 es equivalente a que las Ω(p) satisfagan:
δΩ
(p+1)
+D
(p)
= 0, (3.8)
con
D
(p)
=
1
2

 p∑
k=0
{Ω
(k)
,Ω
(p−k)
}orig +
p−1∑
k=0
{Ω
(k+1)
,Ω
(p−k)
}P,η

 , (3.9)
donde {, }orig es el corchete en el espacio (q, p), mientras que {, }P,η es el corchete en el
espacio (η,P).
La ecuacio´n anterior puede ser vista como una herramienta para construir cada Ω
(p)
,
partiendo del conocido Ω
(0)
.
Veamos como resulta el generador BRST para algunos casos simples,
Vı´nculos abelianos:
El conjunto ma´s simple posible es el de v´ınculos abelianos,
{Ga, Gb} = 0. (3.10)
En este caso, las funciones de estructura Ccab se anulan y Ω
(0)
es nilpotente sin necesidad de
te´rminos adicionales. Luego, el generador BRST puede ser elegido coincidiendo con Ω
(0)
,
Ω = ηaGa, (3.11)
Como ya hab´ıamos visto en la demostracio´n del teorema, {Ω,Ω} = 0 no es ma´s que la
expresio´n de la condicio´n abeliana de los v´ınculos, Ec. (3.10).
Vı´nculos que cierran de acuerdo a un grupo:
El caso de dificultad creciente al caso abeliano, es el dado por un sistema con trans-
formaciones de gauge que cierran de acuerdo a un grupo. En este caso, los corchetes de
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Poisson no se anulan en todo el espacio de fases. En cambio, se tiene que
{Ga, Gb} = CcabGc, (3.12)
donde Ccab son constantes. La identidad de Jacobi para los corchetes de Poisson implica la
siguiente identidad de Jacobi2 para las constantes de estructura Ccab,
CcabC
e
cd + (−1)(εb+εd)εaCcbdCeca + (−1)(εa+εb)εdCcdaCecb = 0. (3.13)
Si Ccab 6= 0, Ω
(0)
no es nilpotente por s´ı solo. Se necesita agregar el te´rmino Ω
(1)
. Esto es
suficiente para que Ω sea nilpotente debido a la identidad de Jacobi (3.13) y a que las Ccab
son constantes. Luego, Ω esta´ dado por
Ω = ηaGa +
1
2
(−1)εaηaηbCcabPc. (3.14)
La nilpotencia de Ω, {Ω,Ω} = 0, se deduce de (3.12)- (3.13). Y dicha propiedad es de
hecho, completamente equivalente a las ecuaciones de estructura (3.12)- (3.13).
En el caso ma´s general de un a´lgebra abierta, la suma Ω
(0)
+Ω
(1)
puede no ser nilpotente, y
en general se requieren te´rminos de orden ma´s alto en Ω. Estos te´rminos de orden superior
caracterizan la estructura ma´s complicada del a´lgebra de gauge. En verdad, las funciones
de estructura U
(2)
,U
(3)
, ... podr´ıan ser constru´ıdas sin haber introducido los fantasmas y sus
momentos. Esto puede hacerse a partir de la propiedad de primera clase y explorando
sistema´ticamente las consecuencias de la identidad de Jacobi.
Sin embargo, es solamente en el espacio de fases extendido que la covariancia cano´nica
de la estructura de un sistema de v´ınculos de primera clase es manifiesta. Mas au´n, es
solamente despue´s de haber introducido los fantasmas, que la existencia de funciones de
estructura de orden superior revela un contenido algebraico interesante. El uso del forma-
lismo BRST para estudiar la estructura de a´lgebras abiertas es pues conceptualmente ma´s
claro y mucho ma´s econo´mico.
2La versio´n generalizada de la identidad de Jacobi puede hallarse en el Ape´ndice A.
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Rango de la teor´ıa:
Se dice que que un conjunto de v´ınculos y sus funciones de estructura asociadas es de
rango r si todas las funciones de estructura de orden estrictamente mayor que r se anulan.
Esto significa que el generador BRST correspondiente contiene a lo sumo r momentos
fantasmas Pa.
Las teor´ıas abelianas son de rango cero. Las teor´ıas basadas en grupos de gauge ver-
daderos son de rango uno. Rangos mayores que uno generalmente ocurren en teor´ıas con
a´lgebras abiertas.
El concepto de rango no es intr´ınseco a la superficie de v´ınculo, sino al conjunto de
funciones de v´ınculo que se usan para describirla (existe ambigu¨edad en la definicio´n de las
funciones de estructura, dado que el conjunto de v´ınculos puede ser reemplazado por otro
equivalente).
Teorema 3.2: Si todas las funciones de estructura de orden k se anulan para r < k ≤ 2r+1,
luego todas las funciones de estructura de orden estrictamente mayor que 2r + 1 pueden
ser elegidas nulas, y el conjunto de funciones de estructura es de rango r.
Demostracio´n. Inspeccionando la Ec. (3.9), se observa que si Ω
(k)
se anula (luego, se anula
la funcio´n de estructura de orden k ya que es el coeficiente del polinomio en los fantasmas
Ω
(k)
) para r < k ≤ 2r + 1 entonces se anula D(2r+1) y por lo tanto tambie´n se anula Ω(2r+2) y
todos los Ω
(p)
siguientes. Este resultado puede ser u´til para la determinacio´n del rango de
un sistema de funciones de estructura. ✷
3.1.2 Observables, evolucio´n dina´mica y simetr´ıa BRST
La existencia de Ω con la propiedad {Ω,Ω} = 0 en el espacio de fases extendido, nos
permitira´ desarrollar una meca´nica en el espacio de las fases extendido.
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En la teor´ıa original, los observables son funciones F (q, p) que tiene corchetes de´bilmente
nulos con los v´ınculos de primera clase:
{F,Ga} ≈ 0. (3.15)
Esto significa que F queda determinada a menos de una combinacio´n lineal de los v´ınculos:
F ′(q, p) = F (q, p) + ka(q, p)Ga(q, p) ≈ F (q, p) (3.16)
y por lo tanto, F ′ y F deber´ıan considerarse equivalentes.
En el espacio extendido, asignaremos a cada observable F0(q, p) una cantidad F (q, p, η,P)
tal que:
F (q, p, η,P) |
η=0=P
= F0(q, p). (3.17)
En general, se dira´ que F (q, p, η,P) es un observable si
{F,Ω} = 0, ghF = 0. (3.18)
Es decir que F = F0(q, p) + η
aF b1a(q, p)Pb+ (al menos cuatro fantasmas). Obse´rvese
que al orden ma´s bajo en los fantasmas se recupera la propiedad (3.15) indicando que la
extensio´n de los observables es adecuada.
Puede verse que si se tiene una funcio´n K con ghK = −1, entonces {K,Ω} es un
observable:
(i) {{K,Ω},Ω} = (−1)εK{Ω, {K,Ω}} = {Ω, {Ω, K}} = −(−1)εK{Ω, {K,Ω}}
=⇒ {{K,Ω},Ω} = 0.
(ii) gh{K,Ω} = ghK + ghΩ = 0.
Veamos a que´ observable corresponde en el espacio original. Como ghK = −1, debe
ser de la forma: K = −ka(q, p)Pa + ηaKbca (q, p)PbPc + ... Luego, al orden ma´s bajo en los
fantasmas es
{K,Ω} |
η=0=P
= kaGa. (3.19)
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Esto significa que la equivalencia apuntada entre los observables del espacio original,
puede trasladarse al espacio extendido como una equivalencia entre F y F ′ = F + {K,Ω},
con εK = εF + 1. Es necesario que la equivalencia sea cerrada ante adicio´n, multiplicacio´n
y corchete, todas estas propiedades se satisfacen con la ayuda de la propiedad {Ω,Ω} = 0.
En particular, el Hamiltoniano cano´nico es un observable, pues conmuta de´bilmente con
los v´ınculos para asegurar consistencia dina´mica. Luego, existe una extensio´n BRST del
Hamiltoniano que esta´ determinada a menos del te´rmino {K,Ω}, que al orden ma´s bajo en
los fantasmas da´ los te´rminos que aparecen en el Hamiltoniano extendido.
Podemos dar entonces ecuaciones dina´micas en el espacio de las fases extendido: para
cualquier magnitud A(q, p, η,P) sea o no observable, su evolucio´n en el tiempo esta´ dada
por
dA
dt
= {A,H}, (3.20)
como ghH = 0 entonces ghA(t) = ghA(t = 0). En particular, si los fantasmas son inicial-
mente nulos, continuara´n siendo nulos.
La ambigu¨edad en H (H es equivalente a H ′ = H + {K,Ω} con εK = 1) le agrega a
esta ecuacio´n un te´rmino {A, {K,Ω}} = −{K, {Ω, A}} − {Ω {A,K}} (donde se ha usado
la identidad de Jacobi en el segundo miembro). Entonces en el caso de un observable F
tenemos:
d′F
dt
= {F,H ′} = {F,H} − {Ω, {F,K}} (3.21)
es decir que d
′F
dt
esta´ en la misma clase de equivalencia que dF
dt
. Adema´s, a orden cero en
los fantasmas esta ecuacio´n corresponde a aquella con el Hamiltoniano extendido.
La teor´ıa posee una cantidad conservada: el generador BRST Ω. En efecto,
dΩ
dt
= {Ω, H} = 0 (3.22)
pues H es un observable. No´tese adema´s que en este caso la ambigu¨edad en H no agrega
ningu´n te´rmino debido a la propiedad {Ω,Ω} = 0.
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La existencia de una cantidad conservada on-shell es sen˜al de que la teor´ıa posee una
simetr´ıa global. En efecto, la dina´mica puede obtenerse de la accio´n
S[q, p, η,P] =
∫
dt(q˙ipi + η˙
aPa −H − {K,Ω}). (3.23)
Esta accio´n es invariante frente a la transformacio´n global (con para´metros independientes
de t) generada por Ω:
δf = {f,Ω}, (3.24)
la cual es nilpotente: δ2f = {{f,Ω},Ω} = 0 (compa´rese con la demostracio´n de que {K,Ω}
es observable). En efecto,
δH = {H,Ω} = 0,
δ{K,Ω} = δ2K = 0,
y el te´rmino cine´tico so´lo cambia por un te´rmino de superficie pues la transformacio´n es
cano´nica.
Luego, en el espacio de las fases extendido las simetr´ıas locales (de gauge) han sido
capturadas por una (super) simetr´ıa global generada por Ω: la simetr´ıa BRST.
De modo que las trayectorias dina´micas del sistema original pueden ser recuperadas con
so´lo tomar condiciones iniciales adecuadas: fantasmas inicialmente nulos (ya vimos que en
tal caso permanecera´n siempre nulos) y (q, p) sobre la superficie de v´ınculo (recordemos que
la evolucio´n dejara´ al punto sobre la superficie de v´ınculo). La dina´mica de una teor´ıa de
gauge puede pensarse como proveniente de la restriccio´n de las condiciones iniciales de un
sistema con un nu´mero mayor de grados de libertad no vinculados, en el cual las simetr´ıas
de gauge han sido reemplazadas por una u´nica simetr´ıa global. En la accio´n de partida, los
v´ınculos surg´ıan al variar los multiplicadores de Lagrange, en cambio la accio´n BRST no
provee ecuaciones de v´ınculo.
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3.2 El formalismo BRST cua´ntico
La clave del formalismo BRST consiste en que agregando ma´s redundancia (los fantas-
mas) a un sistema que ya era redundante (porque ten´ıa v´ınculos) la descripcio´n se vuelve
finalmente ma´s transparente y, en algu´n sentido, las dos redundancias se cancelan entre s´ı.
Para que las redundancias se cancelen entre s´ı se debe imponer una condicio´n que
seleccionara´ un subespacio de estados f´ısicos. Esta condicio´n debe ser ana´loga a la demanda
de que los estados f´ısicos sean aniquilados por los generadores de las transformaciones de
gauge Gˆa en el formalismo sin fantasmas.
A nivel cla´sico la invariancia de gauge nos lleva a considerar a los observables F y
F + kaGa como equivalentes. Esta equivalencia se traduce en BRST como la equivalencia
entre los observables BRST F y F+{K,Ω}. A nivel cua´ntico, los observables son operadores
lineales que conmutan con Ωˆ: [Fˆ , Ωˆ] = 0. Fˆ y Fˆ+[Kˆ, Ωˆ] deber´ıan considerarse equivalentes.
Realizamos esta equivalencia exigiendo que
Ωˆψf ı´sico = 0, (3.25)
donde Ωˆ, es el operador hermı´tico asociado del generador BRST cla´sico en el producto
interno ∫
dqdηψ∗(q, η)ϕ(q, η), (3.26)
donde ψ, ϕ son superdensidades de peso 1
2
.
Adema´s, la propiedad cla´sica de nilpotencia tambie´n debe satisfacerse a este nivel en la
siguiente forma,
[Ωˆ, Ωˆ] = 2Ωˆ2 = 0.
Recordemos que [, ] indica el anticonmutador cuando se toma sobre dos operadores
ambos fermio´nicos. En particular,
[Pˆa, ηˆb] = −iδba (3.27)
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significa
Pˆaηˆb − (−1)(εa+1)(εb+1)ηˆbPˆa = −iδba. (3.28)
Si la nilpotencia de Ωˆ (Ωˆ2 = 0) no puede ser alcanzada a trave´s de ningu´n ordenamiento
hermı´tico, se dice que las teor´ıa presenta anomal´ıas. En este caso la cuantificacio´n no sera´
consistente.
La condicio´n que selecciona los estados f´ısicos tiene las siguientes propiedades:
1. Es lineal, por lo tanto define un subespacio.
2. Los observables BRST conmutan con Ωˆ, por lo tanto cuando actu´an sobre un estado
f´ısico dan por resultado otro estado f´ısico.
3. Los observables triviales [Kˆ, Ωˆ] tienen elementos de matriz nulos entre estados f´ısicos.
As´ı como existe una relacio´n de equivalencia entre observables, tambie´n se puede es-
tablecer una relacio´n de equivalencia entre estados f´ısicos (“libertad de gauge cua´ntica”).
En efecto, la nilpotencia de Ωˆ garantiza que si χ es un estado cua´ntico cualquiera entonces
Ωˆχ es un estado f´ısico. Sin embargo, Ωˆχ deber´ıa ser identificado con cero pues Ωˆχ tiene
producto interno nulo con cualquier estado f´ısico:
(ψf ı´sico, Ωˆχ) = (Ωˆψf ı´sico, χ) = 0. (3.29)
En particular la aplicacio´n de [Kˆ, Ωˆ] a un estado f´ısico da
[Kˆ, Ωˆ]ψf ı´sico = ΩˆKˆψf ı´sico, (3.30)
es decir, un estado que puede ser identificado con cero.
Por lo tanto, la equivalencia
ψf ı´sico ∼ ψf ı´sico + Ωˆχ (3.31)
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da consistencia a la equivalencia
Fˆ ∼ Fˆ + [Kˆ, Ωˆ] (3.32)
(pues la aplicacio´n de cada uno a un mismo estado f´ısico da por resultado estados f´ısicos
equivalentes).
En particular la extensio´n BRST de los v´ınculos es
Gˆa = i[Pˆa, Ωˆ]. (3.33)
Por lo tanto,
Gˆaψf ı´sico = i(−1)(εa)ΩˆPˆaψf ı´sico (3.34)
es un estado que puede ser identificado con cero.
3.2.1 Relacio´n entre la cuantificacio´n BRST y el me´todo de Dirac
Segu´n hemos visto, el operador BRST que extiende a los operadores de v´ınculo es:
Gˆa(qˆ, pˆ, ηˆ, Pˆ) = i[Pˆa, Ωˆ], (3.35)
de modo que el operador de Dirac corresponde al te´rmino sin fantasmas en el resultado del
conmutador.
Para visualizar esto uno puede reordenar en el Ωˆ hermı´tico los Pˆ de modo que queden
a la derecha de los ηˆ, teniendo en cuenta que los (anti)-conmutadores no son en general
nulos. Luego de aplicar este procedimiento resulta:
Ωˆ = ηˆaGˆa(qˆ, pˆ) + te´rminos con Pˆ a la derecha. (3.36)
Ahora es evidente que:
i[Pˆa, Ωˆ] = Gˆa(qˆ, pˆ) + al menos dos fantasmas. (3.37)
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Ma´s au´n, de Ωˆ2 = 0 se obtiene que el operador que multiplica a ηˆa al cabo del reorde-
namiento satisface:
[Gˆa(qˆ, pˆ), Gˆb(qˆ, pˆ)] = iCˆ
c
ab(qˆ, pˆ)Gˆc(qˆ, pˆ). (3.38)
De modo que Gˆa(qˆ, pˆ) es el operador que realiza cua´nticamente el a´lgebra de los v´ınculos.
Es por lo tanto el operador que aniquila los estados f´ısicos de la cuantificacio´n de Dirac.
En general Gˆa(qˆ, pˆ) no va a coincidir con el orden hermı´tico de Ga(qˆ, pˆ) sino que tomara´
contribuciones del reordenamiento de los fantasmas que servira´n para cancelar anomal´ıas
en el a´lgebra de v´ınculos. De tal forma que Gˆa(qˆ, pˆ) no resultara´ hermı´tico.
Se asume que es posible hallar el operador Ωˆ que satisface las condiciones de nilpotencia y
hermiticidad. Sin embargo, a diferencia del caso cla´sico, no existe a priori ninguna garant´ıa
que esto pueda ser realizado a partir de una teor´ıa cla´sica para la cual {Ω,Ω} = 0, puesto
que la cuestio´n del ordenamiento de los factores resulta crucial. Si la condicio´n Ωˆ2 = 0 no
se satisface debido a efectos cua´nticos, no todos los grados de libertad de gauge desaparecen
del espectro f´ısico y la teor´ıa cua´ntica es ano´mala.
Cap´ıtulo 4
Sistemas con tiempo intr´ınseco
Como hemos visto, el campo gravitatorio es un sistema con covariancia general,
propiedad que se expresa en la aparicio´n de v´ınculos: los supermomentos, lineales y ho-
mogene´neos en los momentos del campo), y el super-Hamiltoniano, cuadra´tico en los mo-
mentos del campo y que exhibe un te´rmino “potencial” (la curvatura espacial). La cuantifi-
cacio´n de este tipo de sistemas requiere la bu´squeda de un ordenamiento para los operadores
de v´ınculo que preserve el a´lgebra (ausencia de anomal´ıas). Para evitar la regularizacio´n
de los operadores y poder estudiar el problema en sistemas ma´s simples pero que preserven
las caracter´ısticas del campo gravitatorio, es usual congelar la mayor´ıa de los grados de
libertad, para quedarse finalmente con sistemas de dimensio´n finita (modelos de “minisu-
perespacio”). En este esp´ıritu, Hajicˇek & Kucharˇ (1990) estudiaron la cuantificacio´n de
este tipo de sistemas de dimensio´n finita en el marco de la cuantificacio´n de Dirac. El mod-
elo propuesto surge por analog´ıa con los v´ınculos presentados por una part´ıcula relativista
en un fondo curvo a la cual se le han agregado grados de libertad espurios.
En el presente cap´ıtulo, estudiaremos en el marco del formalismo BRST el sistema pro-
puesto por Hajicˇek & Kucharˇ (1990), es decir, un sistema con covariancia general descripto
por n pares de variables cano´nicas (qi, pi) sujetas a m+1 v´ınculos de primera clase, dondem
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de ellos son lineales y homoge´neos en los momentos y el restante es una funcio´n cuadra´tica
de los momentos, con una me´trica indefinida no degenerada Gij, ma´s un potencial V . Ha-
llaremos el generador BRST cla´sico y su realizacio´n cua´ntica nilpotente en el caso que el
potencial V sea invariante de gauge (es decir, no cambia ante transformaciones generadas
por los v´ınculos lineales). El producto interno f´ısico estara´ bien definido en el caso que el
potencial sea definido positivo. Esta propiedad del potencial significa el sistema bajo es-
tudio no es ma´s que una part´ıcula relativista y determina que el sistema posea un tiempo
intr´ınseco [Ferraro & Sforza (1997); Ferraro & Sforza (2000a)].
4.1 El modelo: ana´lisis cla´sico
Consideremos un sistema Hamiltoniano descripto por 2n variables cano´nicas (qi, pi),
con i = 1, ..., n; sujeto a los v´ınculos supermomentos
Ha = ξja(q)pj, a = 1, ..., m, (4.1)
y al v´ınculo super-Hamiltoniano
Ho = 1
2
gij(q)pipj + υ, (4.2)
donde gij es una me´trica indefinida no degenerada y υ es un potencial, en principio general
(luego impondremos condiciones segu´n el caso).
Supondremos que el sistema de v´ınculos es de primera clase, es decir que satisfacen:
{Ha,Hb} = Ccab(q)Hc, (4.3)
{Ho,Ha} = Cooa(q)Ho + Cboa(q, p)Hb. (4.4)
Veamos que´ relaciones impone la condicio´n de primera clase. Reemplazando los v´ınculos
(4.1) en (4.3) obtenemos:
ξjbξ
i
a,j − ξjaξib,j = Ccabξic. (4.5)
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Reemplazando los v´ınculos (4.1) y (4.2) en (4.4), tenemos que1
1
2
ξkag
ij
,kpipj − gikpiξja,kpj + ξkaυ,k =
1
2
(L~ξa g¯)ijpipj + L~ξaυ = Cooa(q)Ho + CboaHb, (4.6)
de donde es inmediato que
Cooa(q)υ = L~ξaυ. (4.7)
De la Ec. (4.7), vemos que podemos distinguir dos situaciones dependiendo de las
propiedades que exhiba el potencial υ:
Tipo 1. Es invariante de gauge, es decir {υ,Ha} = 0 = L~ξaυ, ∀a =⇒ Cooa(q) = 0.
Tipo 2. Es definido positivo, υ > 0, entonces podemos despejar
Cooa(q) = υ
−1L~ξaυ. (4.8)
Entonces, tenemos que la Ec. (4.6) nos dara´ dos condiciones diferentes dependiendo
si el potencial es de tipo 1 o´ 2. Adema´s teniendo en cuenta que la funcio´n de estructura
Cooa(q) forzosamente es lineal y homoge´nea en los momentos
Cboa = C
bj
oa(q)pj, (4.9)
tenemos que:
Si υ es del tipo 1,
1
2
(L~ξa g¯)ijpipj = Cbjoa(q)ξibpipj. (4.10)
O, si υ es del tipo 2,
1
2
(L~ξa g¯)ijpipj −
1
2
υ−1L~ξaυgijpipj = Cbjoa(q)ξibpipj. (4.11)
1L~ξa denota la derivada de Lie respecto al campo vectorial ~ξa, ver por ejemplo Nakahara (1990); Schutz
(1980); Misner et al. (1973).
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En esta u´ltima ecuacio´n podemos definir la me´trica
g′
ij ≡ υ−1gij, (4.12)
y entonces obtener
1
2
(L~ξa g¯′)ijpipj = υ−1Cbjoa(q)ξibpipj. (4.13)
Para despejar las funciones de estructura, debemos especificar ciertos objetos geome´tricos
en la variedad. Si llamamos M al espacio de configuracio´n, los vectores {~ξa} pertenecen al
espacio tangente TM . Si son linealmente independientes forman la base de un subespacio
de TM , que llamaremos espacio tangente longitudinal T||M . Definimos la base dual en
T ∗||M como {E˜a} donde las 1-formas E˜a son tales que:
E˜a(~ξb) = δ
a
b (4.14)
Si desarrollamos cada E˜a en la base dual coordenada:
E˜a = Eaj dq
j (4.15)
entonces la Ec. (4.14) queda Eaj ξ
j
b = δ
a
b
Luego, usando estas propiedades, podemos despejar de (4.5), las funciones de estructura
Ccab como:
Ccab = E
c
i (ξ
j
bξ
i
a,j − ξjaξib,j) (4.16)
Y segu´n el potencial sea de tipo 1 o´ 2, obtenemos de (4.10) o (4.13) respectivamente,
Cbjoa =
1
2
Ebi (L~ξa g¯)ij (tipo 1), (4.17)
Cbjoa =
1
2
υEbi (L~ξa g¯′)ij (tipo 2). (4.18)
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Si observamos la definicio´n (4.12) y la consideramos al comparar los resultados (4.17)
y (4.18), notamos que lo que hicimos impl´ıcitamente es un cambio de escala en el super-
Hamiltoniano con el potencial definido positivo. Es decir, pasamos de un potencial tipo 1
al tipo 2 a trave´s de la transformacio´n:
Ho = g′ijpipj + 1 −→ υHo = υg′ijpipj + υ (4.19)
Y como resultado las funciones de estructura se transforman de modo acorde
Cooa = 0 −→ Cooa = υ−1L~ξaυ (4.20)
Cbjoa =
1
2
Ebi (L~ξa g¯)ij −→ Cbjoa =
1
2
υEbi (L~ξa g¯′)ij (4.21)
No´tese que el cambio de escala en el super-Hamiltoniano (4.19) es una transformacio´n
que deja invariante al sistema: los v´ınculos Ho y υHo con υ > 0 son equivalentes. Esta
propiedad sera´ explotada al momento de cuantificar el sistema. Comenzaremos con un
super-Hamiltoniano con potencial constante2 y con una transformacio´n de cambio de es-
cala pasaremos al caso de potenciales definidos positivos. Esta transformacio´n no se re-
alizara´ a nivel de operadores de v´ınculo sino al nivel del operador BRST por medio de una
transformacio´n unitaria.
4.1.1 El generador BRST cla´sico
Aplicando el me´todo recursivo explicado en §3.1.1 construiremos el generador BRST
cla´sico Ω para el modelo de la seccio´n anterior en el caso en que el potencial del super-
Hamiltoniano es invariante de gauge (tipo 1).
Los primeros te´rminos que contribuyen al generado BRST son
Ω
(0)
= ηαHα, α = (o, a) = 0, 1, ..., m (4.22)
2Caso particular de tipo 1, podr´ıamos considerarlo ma´s general pero no ser´ıa claro como definir el
producto interno f´ısico que introduciremos ma´s adelante.
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y
Ω
(1)
=
1
2
ηαηβCγαβPγ (4.23)
Luego, para calcular el te´rmino siguiente debemos usar las Ecs. (3.8)-(3.9),
δΩ
(2)
+D
(1)
= 0, (4.24)
con
D
(1)
=
1
2
[
2{Ω(0) ,Ω(1)}orig + {Ω
(1)
,Ω
(1)}P,η
]
= {ηαHα, 1
2
ηαηβCγαβPγ}orig +
1
2
{1
2
ηαηβCγαβPγ,
1
2
ηαηβCγαβPγ}P,η. (4.25)
Luego,
δΩ
(2)
= −1
2
ηαηβηγ
(
{Hα, Cδβγ}+ CεαβCδγε
)
Pδ. (4.26)
Siendo ηo2 = 0, en el pare´ntesis so´lo sobreviven los te´rminos lineales en p, y los indepen-
dientes de p. Estos u´ltimos se cancelan, pues as´ı ocurre en una teor´ıa con v´ınculos lineales
[Mc Mullan & Paterson (1989); Kunstater (1992); Ferraro et al. (1993)].
Finalmente queda
δΩ
(2)
= −1
2
ηoηbηc
(
{Ho, Cdbc}+ CeobCdce
)
Pd
− 1
2
ηaηoηc
(
{Ha, Cdoc}+ CeaoCdce
)
Pd
− 1
2
ηaηbηo
(
{Ha, Cdbo}+ CeabCdoe
)
Pd (4.27)
Redefiniendo ı´ndices mudos y permutando obtenemos,
δΩ
(2)
= −1
2
ηoηbηc
(
{Ho, Cdbc}+ CebcCdoe − 2{Hb, Cdoc}+ 2CeobCdce
)
Pd (4.28)
No´tese que la identidad δ2Ω
(2) ≡ 0 expresa la identidad de Jacobi:
(
{Ho, Cdbc}+ CebcCdoe + 2{Cdo[c,Hb]}+ 2Ceo[bCdc]e
)
Hd = 0 (4.29)
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Pero como los v´ınculos lineales son independientes, resulta que Ω
(2)
es cerrada:
δΩ
(2)
= 0.
Por lo tanto escogemos
Ω
(2)
= 0 (4.30)
(Ω
(p)
siempre esta´ determinado a menos de una cantidad exacta).
Por el teorema 3.2 bastar´ıa ver que Ω
(3)
= 0, para probar que la teor´ıa es de rango 1.
Calculemos entonces,
D
(1)
=
1
2
{Ω(1) ,Ω(1)}orig
=
1
8
{ηαηβCγαβPγ , ηδηεCσδεPσ}orig
=
1
8
ηαηβηδηεPγPσ{Cγαβ, Cσδε}orig (4.31)
So´lo uno de los η puede ser ηo. Habra´ entonces cuatro te´rminos iguales:
δΩ
(3)
=
1
2
ηoηbηdηePcPa{Ccob, Cade} (4.32)
Por lo tanto,
0 ≡ δ2Ω
(3)
=
1
2
ηoηbηdηe (Pc(−Ha) + PaHc) {Ccob, Cade} (4.33)
=⇒ {Cco[b, Cade]}Hc − {Cao[b, Ccde]}Hc = 0, (4.34)
y como los v´ınculos lineales son linealmente independientes
{C [co[b, Ca]de]} = 0. (4.35)
Por lo tanto,
δΩ
(3)
= 0 =⇒ Ω(3) = 0 (4.36)
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Entonces la teor´ıa es de rango 1. Y el generador BRST cla´sico para la teor´ıa es
Ω = ηαHα + 1
2
ηαηβCγαβPγ
= ηoHo + ηaHa + ηoηaCboaPb +
1
2
ηaηbCcabPc. (4.37)
Recordemos entonces que este resultado es va´lido para sistemas cuyo v´ınculo super-
Hamiltoniano posea un potencial invariante de gauge (no´tese que en (4.37) no aparece
Cooa).
4.2 Cuantificacio´n del sistema.
La cuantificacio´n del sistema en el marco del formalismo BRST requiere que el generador
BRST cla´sico, Ec. (4.37), sea realizado como un operador hermı´tico y nilpotente. Para
el caso de solamente un conjunto de v´ınculos lineales de primera clase este paso ha sido
dado en numerosos trabajos (ver por ej. Ferraro et al. (1993) y referencias all´ı citadas).
Sin embargo, en el caso del modelo presentado, la presencia de un v´ınculo cuadra´tico en
los momentos complica enormemente el hallazgo de la realizacio´n cua´ntica del generador
BRST.
Debido a la dificultad mencionada, comenzaremos por estudiar en detalle el caso en el
que so´lo existen v´ınculos supermomentos y luego incluiremos el v´ınculo super-Hamiltoniano.
Las transformaciones de invariancia de la teor´ıa, la reinterpretacio´n geome´trica de ciertos
resultados y el tratamiento en pie de igualdad de las variables cano´nicas originales y los
fantasmas en este sistema ma´s simple, nos dara´n la clave para hallar el operador BRST en
el caso de sistemas que exhiben adema´s el v´ınculo super-Hamiltoniano.
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4.2.1 Vı´nculos supermomentos
Para un sistema de m v´ınculos linealmente independientes
Ha(qi, pj) = ξka(qi)pk, a = 1, ..., m, (4.38)
el problema de encontrar un ordenamiento para los operadores de v´ınculo que satisfaga el
a´lgebra
[Hˆa, Hˆb] = Ccab(q)Hˆc (4.39)
es resuelto trivialmente por
Hˆa = f 12 ξiapˆif−
1
2 , (4.40)
donde f es arbitraria. En la cuantificacio´n de Dirac la funcio´n f puede ser determinada
pidiendo que los operadores de v´ınculo preserven el cara´cter geme´trico de la funcio´n de
onda [Hajicˇek & Kucharˇ (1990); Mc Mullan & Paterson (1989); Ferraro et al. (1993)].
Dicho cara´cter geo´metrico esta´ determinado por la ley de transformacio´n de la funcio´n de
onda bajo cambios que dejan invariante la teor´ıa a nivel cla´sico: cambios de coordenadas y
combinaciones lineales de los v´ınculos. La funcio´n de onda deber´ıa transformarse de manera
tal que el producto interno f´ısico permanezca invariante.
Por otra parte, en el marco del formalismo BRST, para cuantificar el sistema extendido
se debe realizar el generador BRST para el sistema de primera clase (4.38) (resultado de la
seccio´n anterior, Ec. (4.37), debidamente restringido: poniendo ηo = 0)
Ωlineal = ηaHa + 1
2
ηaηbCcabPc, (4.41)
como un operador hermı´tico y nilpotente (de esta forma la teor´ıa estara´ libre de anomal´ıas,
cap´ıtulo 3):
[Ωˆ, Ωˆ] = 2Ωˆ2 = 0. (4.42)
Antes de llevar a cabo esto, es sumamente importante considerar en pie de igualdad a
las variables cano´nicas originales y fantasmas (esto simplificara´ la visualizacio´n del orde-
namiento buscado cuando se incluya el v´ınculo super-Hamiltoniano). Adoptemos por lo
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tanto, la notacio´n usada en Ferraro et al. (1993):
ηcs = (qi, ηa), Pcs = (pi,Pa), s = −1, 0. (4.43)
Luego, Ωlineal puede ser escrito como
Ωlineal =
0∑
s=−1
ΩcsPcs, (4.44)
donde
Ωcs ≡ (ηaξia ,
1
2
ηaηbCcab). (4.45)
El ordenamiento
Ωˆlineal =
0∑
s=−1
f
1
2 ΩˆcsPˆcsf−
1
2 (4.46)
es nilpotente para cualquier f(q) (es simplemente el resultado cla´sico {Ω,Ω} = 0) pero f
deber´ıa ser elegida de manera tal que Ωˆlineal resulte hermı´tico. De esta condicio´n, resulta
que f debe satisfacer
Cbab = f
−1(fξia),i. (4.47)
El operador as´ı obtenido Ωˆlineal es igual al hallado simetrizando la ecuacio´n (4.2.1), es decir
Ωˆlineal = 1
2
(ΩˆcsPˆcs + PˆcsΩˆcs), que es el procedimiento habitual. Esta realizacio´n de Ωˆlineal
nos conduce a operadores de v´ınculo que coinciden con los hallados mediante el me´todo
geome´trico de Dirac:
Hˆa = f 12 ξiapˆif−
1
2 = ξiapˆi −
i
2
ξia,i +
i
2
Cbab. (4.48)
Si bien la ecuacio´n (4.47) es todo lo que uno necesita para establecer Ωˆlineal, no define
un´ıvocamente a f . De hecho, el lado derecho no cambia si f es multiplicada por una funcio´n
invariante de gauge. La siguiente proposicio´n hara´ ma´s claro el significado geome´trico de
f en el ecuacio´n (4.47).
Proposicio´n 4.1: Para un conjunto dado de v´ınculos de primera clase (4.38), sea α˜ el
volumen inducido por los v´ınculos en el espacio de configuracio´n original M :
α˜ ≡ E˜1 ∧ ... ∧ E˜m ∧ ω˜, (4.49)
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donde {E˜a} es la base dual de {~ξa} in T||M , el espacio tangente longitudinal; y ω˜ =
ω(y) dy1 ∧ ... ∧ dyn−m es una n − m forma cerrada, siendo las yr, n − m funciones que
son invariantes ante la accio´n de las transformaciones de gauge generadas por los v´ınculos
lineales,3 es decir, dyr(~ξa) = 0 ∀r, a. α˜ es el volumen inducido por los v´ınculos en la o´rbita,
multiplicado por un volumen (no elegido) en el espacio “reducido”. Luego,
Cbab = divα˜
~ξa. (4.50)
Demostracio´n. Tomaremos ventaja del hecho que cualquier base puede ser (localmente)
abelianizada. As´ı, probaremos la proposicio´n para una base abeliana, y luego transfor-
maremos ambos lados de la ecuacio´n (4.50) mostrando que permanecen iguales para una
base arbitraria de T||M .
Sea {~ξ′a} una base abeliana en T||M , luego el lado izquierdo de la ecuacio´n (4.50) es
C ′bab = 0. Por otro lado, por definicio´n la divergencia en el volumen α˜
′ del campo vectorial
~ξ′a es escrita en te´rminos de la derivada exterior de la (n− 1)-forma α˜′(~ξ′a) [Schutz (1980)]:
(divα˜′~ξ
′
a)α˜
′ ≡ d[α˜′(~ξ′a)]. (4.51)
El lado derecho de la ecuacio´n (4.50) es adema´s nulo porque α˜′(~ξ′a) es cerrada. De hecho, las
formas E˜ ′a son (localmente) exactas, puesto que una base abeliana es una base coordenada.
Luego, la ecuacio´n (4.50) resulta verdadera para v´ınculos abelianos.
Ahora, cambiemos de base
~ξa = A
b
a (q)
~ξ′b, E˜
a = Aab(q) E˜
′b (4.52)
siendo (Aab la matriz inversa de A
b
a ). Luego,
Cbab = E
b
i (ξ
j
bξ
i
a,j − ξjaξib,j) = Abc(A ca,jξjb −A cb,jξja). (4.53)
3No denominamos a estas funciones “observables” ya que no sera´n invariantes ante la accio´n del v´ınculo
cuadra´tico que introduciremos en la seccio´n siguiente.
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Por otro lado,
d[α˜(~ξa)] = d[detA
−1α˜′(~ξa)] = d[A
b
a detA
−1α˜′(~ξ′a)]
=
m∑
b=1
(−1)b−1(A ba detA−1),j dqj ∧ E˜ ′1 ∧ ...
... ∧ E˜ ′b−1 ∧ E˜ ′b+1 ∧ ... ∧ E˜ ′m ∧ ω˜
= (A ba detA
−1),j A
c
b ξ
j
c E˜
′1 ∧ ... ∧ E˜ ′m ∧ ω˜, (4.54)
(detA−1 ≡ detAab), debido a que so´lo la componente dqj(~ξ′b) = ξ′jb = Acbξjc contribuye.
Por lo tanto,
d[α˜(~ξa)] = A
b
c(A
c
a,jξ
j
b −A cb,jξja)α˜. (4.55)
De este modo, las ecuaciones (4.53) y (4.55) nos dicen ambos lados de la ecuacio´n
(4.47) tienen el mismo valor independientemente de cual sea la base de T||M . Luego, la
proposicio´n resulta demostrada para cualquier conjunto de v´ınculos de primera clase lineales
y homoge´neos en los momentos. ✷
El resultado de la proposicio´n significa en la ecuacio´n (4.47), f puede ser vista como la
componente de α˜ en la base coordenada {dqi}:
α˜ = f dq1 ∧ ... ∧ dqn. (4.56)
En el marco del formalismo BRST, una redefinicio´n de los v´ınculos como la de la ecuacio´n
(4.52) es vista como el cambio de variables ηa → η′a = ηbA ab (q). Puesto que la funcio´n de
onda BRST se comporta como una superdensidad de peso 1/2 en el espacio (q, η) (de modo
de preservar el producto interno invariante), puede concluirse que los factores f
1
2 y f−
1
2 en
la ecuacio´n (4.46) son exactamente lo que se necesita para que Ωˆlinealψ se comporte de la
misma manera que ψ bajo tal cambio (de hecho, f → f ′ = detA f). Esta propiedad de f
deber´ıa tenerse en cuenta al momento de cuantificar un sistema con un v´ınculo cuadra´tico,
ya que podr´ıa facilitar la bu´squeda del operador Ωˆ.
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4.2.2 Vı´nculo super-Hamiltoniano
Como ya se ha adelantado, consideraremos ahora la inclusio´n de un v´ınculo cuadra´tico
con un potencial que no se anula. Esta propiedad permitira´ factorizar el potencial, y
reemplazar al v´ınculo cuadra´tico por uno equivalente pero con un potencial constante (o
como mencionamos antes, un caso particular de tipo 1: invariante de gauge). Comencemos,
por lo tanto por considerar un v´ınculo Hamiltoniano Ho(qi, pj):
Ho(qk, pj) = 1
2
gij(qk)pipj + λ, λ = constante, (4.57)
siendo gij una me´trica indefinida no degenerada. Ma´s adelante, se introducira´ un potencial
que no se anula V = λϑ(q).
De esta forma tenemos el sistema completo Ecs. (4.1)-(4.2), junto con las condiciones
de primera clase, Ecs. (4.3)-(4.4). Segu´n demostramos en §4.1.1, en este caso el generador
BRST es, Ec. (4.37),
Ω = ηoHo + ηaHa + ηoηacboaPb +
1
2
ηaηbCcabPc ≡ Ωcuad + Ωlineal, (4.58)
donde Ωlineal es el mismo de (4.2.1), y Ωcuad es
Ωcuad =
1
2
0∑
r,s=−1
ParΩarbsPbs + ηoλ, (4.59)
con
Ωarbs ≡


ηogij ηoηacbioa
ηoηbcajob 0

 . (4.60)
El sistema se cuantifica convirtiendo al generador BRST en el operador hermı´tico y
nilpotente Ωˆ:
[Ωˆ, Ωˆ] = [Ωˆcuad, Ωˆcuad] + 2[Ωˆcuad, Ωˆlineal] + [Ωˆlineal, Ωˆlineal] = 0. (4.61)
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El te´rmino [Ωˆcuad, Ωˆcuad] se anula trivialmente ya que ηo2 = 0 (no´tese que Ω no depende
de Po). El u´ltimo te´rmino se anula porque Ωˆlineal ya es nilpotente. Luego, so´lo debe
hallarse un ordenamiento para Ωˆcuad que satisfaga [Ωˆcuad, Ωˆlineal] = 0. La estructura de
Ωˆlineal sugiere fuertemente el siguiente ordenamiento hermı´tico para Ωˆcuad:
Ωˆcuad =
1
2
0∑
r,s=−1
f−
1
2 Pˆarf ΩˆarbsPˆbsf−
1
2 + ηˆoλ. (4.62)
Efectivamente, por ca´lculo directo puede probarse que Ωˆ es nilpotente. Esta demostracio´n,
que es central en esta tesis, puede hallarse en el Ape´ndice B.
4.2.3 Operadores de v´ınculo de Dirac
Ahora identificaremos los operadores de v´ınculo de Dirac. Hemos visto en la seccio´n
§3.2.1 que dichos operadores pueden ser identificados fa´cilmente si se escribe de manera
apropiada el operador Ωˆ:
Ωˆ =
1
2
0∑
r,s=−1
f−
1
2 Pˆarf ΩˆarbsPˆbsf−
1
2 + ηˆoλ+
0∑
s=−1
ΩˆcsPˆcs
= ηˆo
1
2
f−
1
2 pˆig
ijf pˆjf
− 1
2 +
1
2
f−
1
2 Pˆaηˆoηˆccajocf pˆjf−
1
2 +
+
1
2
f−
1
2 ηˆoηˆcpˆic
ai
ocf Pˆaf−
1
2 + ηˆoλ+ ηˆaf
1
2 ξiapˆif
− 1
2 +
1
2
ηˆaηˆbCcabPˆc. (4.63)
Los operadores de v´ınculo del me´todo de Dirac son los coeficientes de los operadores
fantasmas en el operador BRST escrito en el ordenamiento ηˆ − Pˆ , es decir que todos lo
momentos fantasmas son llevados a la derecha de las variables fantasmas conjugadas usando
repetidamente las relaciones de anticonmutacio´n. Obtenemos de este modo:
Ωˆ = ηˆo(
1
2
f−
1
2 pˆig
ijf pˆjf
− 1
2 +
i
2
f
1
2 cajoapˆjf
− 1
2 + λ) + ηˆaf
1
2 ξiapˆif
− 1
2+
+
1
2
ηˆoηˆa(f
1
2 cbjoapˆjf
− 1
2 + f−
1
2 pˆjc
bj
oaf
1
2 )Pˆb + 1
2
ηˆaηˆbCcabPˆc. (4.64)
Luego, el coeficiente de ηˆo en la ecuacio´n (4.64) es el operador de v´ınculo super-
Hamiltoniano Hˆo y los coeficientes de ηˆa son los operadores de v´ınculos supermomentos
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Hˆa. El segundo te´rmino en Hˆo es la contribucio´n de los fantasmas al operador de v´ınculo.
No´tese que la hermiticidad de Ωˆ no implica que los operadores de v´ınculo sean hermı´ticos.
Claramente esta propiedad no es necesaria porque el u´nico autovalor de intere´s es el cero.
En cambio el te´rmino no hermı´tico garantiza que el a´lgebra de v´ınculos cierre.
Cambio de escala del super-Hamiltoniano
Hasta ahora hemos tratado con un potencial constante (tipo 1). La introduccio´n de un
potencial definido positivo (tipo 2) λϑ(q) en el v´ınculo super-Hamiltoniano, puede hacerse
al nivel del operador BRST por medio de la transformacio´n unitaria
Ωˆ→ eiCˆ Ωˆ e−iCˆ , (4.65)
que provee un nuevo operador BRST hermı´tico y nilpotente. Elijamos, por lo tanto,
Cˆ =
1
2
[ηˆo ln ϑ(q) Pˆo − Pˆo ln ϑ(q) ηˆo], ϑ(q) > 0. (4.66)
As´ı obtenemos,
Ωˆ = ηˆo(
1
2
ϑ
1
2f−
1
2 pˆig
ijf pˆjf
− 1
2ϑ
1
2 +
i
2
ϑ
1
2f
1
2 cajoapˆjf
− 1
2ϑ
1
2 + λϑ) + ηˆaϑ−
1
2 f
1
2 ξiapˆif
− 1
2ϑ
1
2
+ηˆoηˆaξia(lnϑ),iPˆo +
1
2
ηˆoηˆaϑ
1
2 (f
1
2 cbjoapˆjf
− 1
2 + f−
1
2 pˆjc
bj
oaf
1
2 )ϑ
1
2 Pˆb + 1
2
ηˆaηˆbCcabPˆc.(4.67)
El operador Ωˆ resultante corresponde a un v´ınculo cuadra´tico con el cambio de escala
H = ϑ Ho (luego, Cbjoa = ϑ cbjoa). Una vez ma´s, los nuevos operadores de v´ınculo pueden
leerse de la ecuacio´n (4.67):
Hˆ =
1
2
ϑ
1
2 f−
1
2 pˆig
ijf pˆjf
− 1
2ϑ
1
2 +
i
2
ϑ−
1
2f
1
2Cajoa pˆjf
− 1
2ϑ
1
2 + λϑ, (4.68)
Hˆa = ϑ− 12 f 12 ξiapˆif−
1
2ϑ
1
2 , (4.69)
con las correspondientes funciones de estructura,
Cˆooa = ξ
i
a(ln ϑ),i, (4.70)
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Cˆboa =
1
2
(
ϑ−
1
2f
1
2Cbjoapˆjf
− 1
2ϑ
1
2 + ϑ
1
2 f−
1
2 pˆjC
bj
oaf
1
2ϑ−
1
2
)
, (4.71)
Cˆcab = C
c
ab. (4.72)
Todos los operadores esta´n apropiadamente ordenados de manera que satisfacen el a´lgebra
de v´ınculos a nivel cua´ntico libre de anomal´ıas,
[Hˆ, Hˆa] = CˆooaHˆ + Cˆboa(q, p)Hˆb, (4.73)
[Hˆa, Hˆb] = Cˆcab(q)Hˆc. (4.74)
El resultado (4.68) dice que el operador asociado con el v´ınculo de primera clase H =
1
2
Gij(q)pipj + V (q), con V (q) > 0 ∀q, no es el Laplaciano para la me´trica Gij ma´s V , sino
Hˆ =
1
2
V
1
2 f−
1
2 pˆiV
−1Gijf pˆjf
− 1
2V
1
2 +
i
2
V −
1
2 f
1
2Cajoa pˆjf
− 1
2V
1
2 + V, (4.75)
ya que la me´trica en el te´rmino cine´tico debe ser gij = V Gij. Por simplicidad usamos
un potencial definido positivo, pero debe notarse que, en general, lo que se requiere es
que no se anule. Como se ve, el formalismo BRST provee contribuciones de los fantasmas
a los operadores de v´ınculo, que son necesarias para satisfacer el a´lgebra y preservar el
cara´cter geome´trico de la funcio´n de onda. La contribucio´n de los fantasmas al operador
de v´ınculo cuadra´tico es el segundo te´rmino en la ecuacio´n (4.75) y lo analizaremos luego.
Los operadores de v´ınculo lineales adquieren dos te´rminos antihermı´ticos asociados con las
trazas de las funciones de estructura:
Hˆa = V − 12f 12 ξiapˆif−
1
2V
1
2 = ξiapˆi −
i
2
ξia,i +
i
2
Cbab +
i
2
Coao, (4.76)
donde i
2
Coao = − i2ξia(lnV ),i. De acuerdo con lo que vimos al principio este cap´ıtulo, la
restriccio´n sobre el potencial puede ser relajada, debido a que los resultados no cambian si λ,
en vez de ser constante, es una funcio´n λ(y) invariante en o´rbitas asociadas v´ınculos lineales
(tipo 1). El potencial estar´ıa entonces so´lo restringido a factorizar como V = ϑ(q)λ(y),
ϑ(q) > 0.4 Sin embargo, potenciales que no son definidos positivos hacen menos evidente
4Esta factorizacio´n permite la existencia de un “gauge f´ısico” globalmente bien definido en Hajicˇek &
Kucharˇ (1990): Ω(q) en esa cita puede ser tomado como lnϑ(q) y i2C
o
ao es el all´ı denominado “cociclo”.
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la manera de construir el producto interno f´ısico en el espacio de Hilbert f´ısico [Beluardi &
Ferraro (1995)]. Luego, el te´rmino cine´tico en el super-Hamiltoniano y los supermomentos
son sensibles a la existencia del potencial.
4.2.4 Invariancias y producto interno f´ısico
El operador de v´ınculo Hamiltoniano (4.75) difiere del hallado en Hajicˇek & Kucharˇ
(1990), donde es agregado un te´rmino de curvatura para retener la invariancia de la teor´ıa
ante cambio de escala. De un modo diferente, aqu´ı se consigue la invariancia ante cambios
de escala gracias al papel jugado por el potencial en los operadores de v´ınculo. De hecho, el
papel jugado por los factores f±
1
2 , V ±
1
2 es claro si se presta atencio´n a las transformaciones
que deber´ıan dejar invariante la teor´ıa; estas transformaciones son (i) cambios de coorde-
nadas, (ii) combinaciones de v´ınculos supermomentos, Ec. (4.52), y (iii) cambio de escala
del v´ınculo super-Hamiltoniano (H → eΘ H). El producto interno f´ısico de las funciones
onda de Dirac,
(ϕ1, ϕ2) =
∫
dq [
m+1∏
δ(χ)] J ϕ∗1(q) ϕ2(q), (4.77)
(donde J es el determinante de Faddeev-Popov y χ representa las m + 1 condiciones de
gauge) debe ser invariante bajo cualquiera de estas transformaciones. De acuerdo al cam-
bio del determinante de Faddeev-Popov bajo (ii) y (iii), el producto interno permanecera´
invariante si la funcio´n de onda de Dirac cambia de acuerdo a
ϕ→ ϕ′ = (detA) 12 e−Θ2 ϕ. (4.78)
De esta manera, los factores f±
1
2 , V ±
1
2 en los operadores de v´ınculo son justamente
lo que se necesita para que Hˆaϕ, Hˆϕ, y Cˆboaϕ transformen como ϕ, preservando de esta
manera el cara´cter geome´trico de la funcio´n de onda de Dirac.
En las Ecs. (4.77)-(4.78) la funcio´n de onda es una densidad de peso 1
2
. Si se prefiere
ver a la funcio´n de onda como invariante bajo las transformaciones relevantes (i)-(iii), se
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deber´ıa realizar la transformacio´n
ϕ → φ = f− 12V + 12ϕ, (4.79)
Oˆ → f− 12V + 12 Oˆf+ 12V − 12 . (4.80)
El producto interno f´ısico correspondiente resulta de la integracio´n del invariante φ∗1φ2 en
el volumen invariante V −1 J [
∏
δ(χ)] α˜.
(φ1, φ2) = (ϕ1, ϕ2) =
∫
α˜ V −1 J [
∏
δ(χ)] φ∗1 φ2. (4.81)
Reduccio´n del sistema
Puesto que el producto interno (4.77) o (4.81) es invariante ante la transformacio´n
(ii), se puede elegir la base coordenada abeliana ~ξ′a = ∂/∂Q
a (G′a = Pa). De este modo, el
volumen se expresa
α˜′ = dQ1 ∧ ... ∧ dQm ∧ ω(y)dy1 ∧ ...dyn−m. (4.82)
Luego, las ecuaciones de v´ınculo lineales para la funcio´n de onda de Dirac φ son
∂φ
∂Qa
= 0. (4.83)
Estas ecuaciones simplifican notablemente la ecuacio´n de v´ınculo correspondiente al super-
Hamiltoniano que, cuando se escribe en la base coordenada {dQa, dyr} [luego f ′ = ω(y)],
se reduce a(
−1
2
V
∂
∂Qa
V −1Gar
∂
∂yr
− 1
2
V ω(y)−1
∂
∂yr
ω(y)V −1Grs
∂
∂ys
+
1
2
Caroa
∂
∂yr
+ V
)
φ = 0.
(4.84)
El potencial puede ser factorizado. Luego, teniendo en cuenta las ecuaciones (4.4) y (4.9),
se obtiene que V −1Cbroa = c
br
oa = ∂g
br/∂Qa y V −1Grs = grs = grs(y). Entonces,(
−1
2
ω(y)−1
∂
∂yr
ω(y)grs(y)
∂
∂ys
+ 1
)
φ = 0. (4.85)
Por lo tanto, la contribucio´n de los fantasmas al super-Hamiltoniano permite el surgimiento
del “Laplaciano” en te´rminos de las variables reducidas {yr}. Para obtener el Laplaciano
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verdadero para la me´trica reducida invariante ante cambio de escala grs(y), se deber´ıa elegir
ω(y) como | det(grs)|1/2. Es claro que el formalismo BRST no puede dar un valor para ω(y),
porque Ωˆ es hermı´tico y nilpotente para cualquier ω(y).5
Para analizar la relacio´n entre la cuantificacio´n en el marco del formalismo de Dirac y
la cuantificacio´n en el espacio de fases reducido, elijamos las funciones de fijado de gauge
χa = Qa, {χo, Pa} = 0. Luego, en la ecuacio´n (4.81) se integra en las variables Qa usando
el volumen α˜′ y se obtiene
(φ1, φ2) =
∫
ω˜ V −1 Jo δ(χ
o) φ∗1[q
i(Qa = 0, yr)] φ2[q
i(Qa = 0, yr)]. (4.86)
Se puede definir una densidad de peso 1/2 ante cambios de las yr: 6
ϕR(y) = ω(y)
1
2 V [qi(Qa = 0, yr)]−
1
2 φ[qi(Qa = 0, yr)]
= ω(y)
1
2 f ′[qi(Qa = 0, yr)]−
1
2 ϕ[qi(Qa = 0, yr)]. (4.87)
Luego,
(φ1, φ2) = (ϕR1 , ϕR2) =
∫
dy Jo δ(χ
o)ϕ∗R1(y)ϕR2(y), (4.88)
y ϕR es funcio´n de onda de Dirac en un espacio “reducido” donde so´lo subsiste el v´ınculo
cuadra´tico: ϕR esta´ vinculada por la ecuacio´n (4.85) que es satisfecha por φ[q
i(Qa = 0, yr)].
4.3 Ep´ılogo: Principio de mı´nima accio´n de Jacobi
El modo en que el potencial entra en el ordenamiento de los operadores de v´ınculo
puede parecer artificial (especialmente en el te´rmino cine´tico del v´ınculo cuadra´tico). Sin
5Si, por ejemplo, el sistema tiene solamente un v´ınculo cuadra´tico H, luego Ωˆ = ηˆHˆ ser´ıa hermı´tico y
nilpotente para cualquier ordenamiento hermı´tico de Hˆ.
6La funcio´n ω−1f ′ juega el papel de µ en Ferraro et al. (1993) y el de M en Barvinsky & Krykhtin
(1993). De hecho, si elegimos usar la base Abelianizada ~ξ′a en T||M que es una base coordenada:
~ξ′a = ∂/∂Q
a
(G′a = Pa), E˜
′a = dQa. Luego, ω−1f ′ es el Jacobiano del cambio de coordenadas (Qa, yr)→ qi.
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embargo, vie´ndolo con cuidado el papel que desempen˜a resulta completamente natural. Con
este fin exponemos a continuacio´n un argumento a nivel cla´sico sumamente elegante. Los
sistemas con covariancia general son invariantes ante cambios del para´metro en la accio´n
funcional. Esto significa que el para´metro es f´ısicamente irrelevante: no es el tiempo. El
tiempo puede estar escondido entre las variables dina´micas y, como resultado de ello, el
Hamiltoniano esta´ restringido a anularse [Kucharˇ (1973)]. En este caso el tiempo podr´ıa
ser identificado como una funcio´n t(q, p) en el espacio de fases, que crece mono´tonamente
sobre todas las trayectorias dina´micas. Puesto que el H aqu´ı estudiado es equivalente a un
super-Hamiltoniano con un potencial constante, los sistemas a los cuales pueden aplicarse
los resultados hallados son aquellos semejantes al caso de una part´ıcula relativista en un
espacio tiempo curvo. Luego, el tiempo se halla escondido en el espacio de configuracio´n:
es decir se trata de un tiempo intr´ınseco (recordar lo expuesto en §2.3). Esto significa que la
trayectoria en el espacio de configuracio´n contiene toda la informacio´n sobre el sistema. En
meca´nica cla´sica, el principio de Jacobi [Lanczos (1986); Goldstein (1987)] es el principio
variacional para obtener las trayectorias en el espacio de configuracio´n, para una energ´ıa
fija E, sin informacio´n alguna sobre la evolucio´n del sistema en el para´metro de la accio´n
funcional. Los caminos son obtenidos cuando se var´ıa la funcional
I =
∫ q′′
q′
√
2|E − V |Gijdqidqj. (4.89)
En nuestro caso, la energ´ıa es cero (por la condicio´n de v´ınculo), y la ecuacio´n (4.89)
tiene la forma de la accio´n funcional de una part´ıcula relativista de masa unidad en un
fondo curvo con me´trica 2V Gij = 2gij. Los caminos son geode´sicas de esta me´trica 2gij,
en vez de Gij . Cuando se fija el gauge como Q
a = 0, el principio de Jacobi se reduce a la
variacio´n de la funcional
IR =
∫ y′′
y′
√
2V Grsdyrdys, (4.90)
dando de esta manera un sustento cla´sico a la ecuacio´n de v´ınculo (4.85), donde el Lapla-
ciano es el asociado con la me´trica invariante ante cambio de escala 2V Grs = 2grs(y) que
aparece en la ecuacio´n (4.90).
Cap´ıtulo 5
Sistemas con tiempo extr´ınseco
Al intentar cuantificar un sistema como la relatividad general, vimos que una de sus
caracter´ısticas ma´s complicadas es el problema del tiempo (§2.3). En meca´nica cua´ntica,
el tiempo es un para´metro absoluto; no esta´ en pie de igualdad con las otras coordenadas
que luego se convierten en operadores y observables. En relatividad general, en cambio, el
“tiempo” es una mera etiqueta de una hipersuperficie espacial, y las cantidades f´ısicamente
relevantes son independientes de dichas etiquetas: ellas son invariantes ante difeomorfis-
mos. La relatividad general es un ejemplo de un sistema parametrizado (un sistema cuya
accio´n es invariante ante cambios del para´metro de integracio´n). Tal tipo de sistemas puede
ser obtenido a partir de una accio´n que no posee invariancia de reparametrizacio´n, elevando
al tiempo al rango de variable dina´mica. De este modo, los grados de libertad originales y
el tiempo son funciones de cierto para´metro f´ısicamente irrelevante. El tiempo puede ser
variado independientemente de los otros grados de libertad cuando se agrega un v´ınculo
con su correspondiente multiplicador de Lagrange. En este proceso, surge una caracter´ısica
especial: el Hamiltoniano esta´ restringido a anularse.
La mayor´ıa de los esfuerzos dirigidos a cuantificar la relatividad general (o ciertos mo-
delos de minisuperespacio) enfatizan la analog´ıa con la part´ıcula relativista. Es justamente
73
74 Sistemas con tiempo extr´ınseco
el tipo de tratamiento que realizamos en el cap´ıtulo anterior . Esto se debe a que ambos sis-
temas poseen v´ınculos Hamiltonianos Ho que son hiperbo´licos en los momentos. Si el papel
de la masa al cuadrado es interpretado por un potencial definido positivo, luego la ana-
log´ıa es completa en el sentido que el tiempo esta´ escondido en el espacio de configuracio´n
[Ferraro & Sforza (1997); Hajicˇek & Kucharˇ (1990)]. Ma´s au´n, un potencial definido posi-
tivo garantiza que la componente temporal del momento nunca es nula sobre la superficie de
v´ınculo. De este modo, el corchete de Poisson {qo,Ho} nunca se anula, lo cual indica que qo
evoluciona mono´tonamente sobre cualquier trayectoria dina´mica; esta es la propiedad esen-
cial del tiempo. En este caso, hemos mostrado co´mo obtener un ordenamiento consistente
de los operadores de v´ınculo a partir del formalismo BRST [Ferraro & Sforza (1997)].
Desafortunadamente, la analog´ıa no puede ser considerada muy seriamente puesto que
el potencial en relatividad general es la curvatura espacial (no necesariamente definida
positiva). Esto significa que el tiempo en relatividad general debe ser sugerido por otro
modelo meca´nico. En este cap´ıtulo construiremos un modelo con tiempo extr´ınseco cuyo
potencial no esta´ restringido a ser definido positivo, pero es invariante de gauge (tipo 1)
lo cual nos permitira´ utilizar los resultados ya obtenidos como punto de partida para su
cuantificacio´n en un caso ma´s general [Ferraro & Sforza (1999); Ferraro & Sforza (2000a)].
5.1 El modelo: escondiendo el tiempo
Con el objetivo de hallar un modelo meca´nico mejor para la relatividad general,
comencemos con un sistema que posee n grados de libertad genuinos con un Hamiltoniano
h = 1
2
gµνpµpν + v(q
µ) cuya me´trica gµν es definida positiva.
La dina´mica del sistema no cambiara´ si se agrega una funcio´n del tiempo al Hamilto-
niano, digamos − t2
2
. La accio´n para dicho sistema es
S =
∫ [
pµ
dqµ
dt
− h(qµ, pµ) + t
2
2
]
dt, µ = 1, ..., n (5.1)
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El sistema puede ser parametrizado si la variable de integracio´n t es vista como una varia-
ble cano´nica cuyo momento conjugado es (menos) el Hamiltoniano. Esta u´ltima condicio´n
entra en la accio´n como un v´ınculo Ho = pt + h− t2
2
, y la accio´n queda expresada como
S[qµ, pµ, t, pt, N
o] =
∫ [
pt
dt
dτ
+ pµ
dqµ
dτ
−No
(
pt + h(q
µ, pµ)− t
2
2
)]
dτ (5.2)
donde N es multiplicador de Lagrange.
Hasta aqu´ı el v´ınculo es parabo´lico en los momentos. Sin embargo, si realizamos la
transformacio´n cano´nica,
q0 = pt, p0 = −t (5.3)
convierte al v´ınculo Ho en una funcio´n hiperbo´lica de los momentos [Beluardi & Ferraro
(1995)]:
Ho = q0 + h− 1
2
p20 = −
1
2
p20 +
1
2
gµνpµpν + v(q
µ) + q0 =
1
2
Grsprps + V(qr), (5.4)
con r, s = 0, 1, ..., n. Las componentes de la me´trica son G00 = −1, G0ν = 0, Gµν = gµν
y el potencial es V(qi) = v(qµ) + q0. Luego, Grs es una me´trica Lorentziana, como lo es
la superme´trica en el formalismo de Arnowitt-Deser-Misner (ADM) en relatividad general.
El v´ınculo (5.4) describe un sistema parametrizado con tiempo extr´ınseco (escondido en el
espacio de fases), cuyo potencial no es definido positivo.
Para una analog´ıa ma´s completa con relatividad general, los v´ınculos supermomentos
pueden ser introducidos agregandom grados de libertad qa. Su cara´cter espurio es expresado
por m v´ınculos lineales y homoge´neos en los momentos Ha ≡ ξrapr, donde ~ξa son m campos
vectoriales tangentes a las curvas coordenadas asociadas con las coordenadas qa. Estos m
v´ınculos Ha pueden adema´s ser combinados linealmente
Ha →Ha′ = A aa′ (q) Ha, det A 6= 0, (5.5)
y obtener un conjunto equivalente de v´ınculos supermomentos lineales y homo´geneos. El
conjunto (Ho,Ha) es de primera clase.
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Finalmente la dina´mica del sistema se obtiene variando la accio´n
S[qi, pi, N
o, Na] =
∫ [
pi
dqi
dτ
−NoHo −NaHa
]
dτ, i = 0, 1, ..., n+m (5.6)
donde Na son los multiplicadores de Lagrange correspondientes a los v´ınculos Ha.
Tal sistema satisface las siguientes condiciones (que pueden ser le´ıdas del v´ınculo Ha-
miltoniano, Ec. (5.4)):
∂Gij
∂q0
≈ 0 (5.7)
∂V
∂q0
= 1 (5.8)
El s´ımbolo “≈” significa “igualdad de´bil” (la igualdad esta´ restringida a la subvariedad
definida por los v´ınculos Ha ≈ 0) y reemplaza la igualdad ordinaria debido a que la me´trica
posee un sector no f´ısico que puede depender de q0.
La parametrizacio´n del sistema, que es au´n visible en la ecuacio´n (5.4) debido a la forma
espacial del potencial y las componentes de la me´trica, puede ser enmascarada por medio
de una transformacio´n general de coordenadas. Sin embargo, las propiedades geome´tricas
distintivas del sistema, expresadas por las ecuaciones (5.7),(5.8), pueden ser escritas en
forma geome´trica (es decir, independiente de las coordenadas) usando derivadas de Lie.
De este modo, las ecuaciones (5.4) y (5.7), (5.8) indican que existe un vector de Killing
temporal de´bilmente unitario que satisface
L~ξ0G ≈ 0, (5.9)
L~ξ0V = 1. (5.10)
A diferencia de otros tratamientos donde un v´ınculo hiperbo´lico como (5.4) es comparado
con el de una part´ıcula relativista, y el para´metro del vector de Killing es visto como el
tiempo [Kucharˇ (1973)], en nuestro enfoque el tiempo (t = −p0) es la variable dina´mica
conjugada al para´metro del vector de Killing [Ferraro & Sforza (1999)].
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5.2 El generador BRST cla´sico y cua´ntico
Si bien este modelo se ha obtenido a trave´s de un proceso de parametrizacio´n, el resultado
final desde el punto de vista de los v´ınculos y las funciones de estructura, debido a que el
potencial es invariante de gauge (tipo 1), es enteramente equivalente al del cap´ıtulo anterior
[Ferraro & Sforza (2000a)]. El hecho de poseer un tiempo de caracter´ısticas diferentes al
caso anterior so´lo influira´ en la forma en la cual se define el producto interno f´ısico pero
no en el generador BRST. Esto es as´ı, ya que al aplicar el formalismo BRST lo u´nico que
interesa es el conjunto de v´ınculos (de primera clase) en s´ı y sus funciones de estructura
asociadas.
Es decir que podemos explotar esta equivalencia a nivel de v´ınculos para obtener sin
necesidad de ca´lculo adicional el generador BRST a nivel cla´sico y cua´ntico.
La invariancia de gauge del potencial se corresponde con el tipo 1 descripto en §4.1, en
ese caso vimos que la funcio´n de estructura Cooa(q) se anula, y el a´lgebra resultante es la
(4.3)-(4.4) con Cooa = 0.
Es decir que el generador BRST cla´sico sera´, Ec. (4.37),
Ω = ηoHo + ηaHa + ηoηaCboaPb +
1
2
ηaηbCcabPc. (5.11)
Por lo tanto, tambie´n tenemos que el operador BRST hermı´tico y nilpotente, es entonces,
Ec. (4.64),
Ωˆ = ηˆoHo + ηˆaHa + 1
2
ηˆoηˆa(f
1
2 cbjoapˆjf
− 1
2 + f−
1
2 pˆjc
bj
oaf
1
2 )Pˆb + 1
2
ηˆaηˆbCcabPˆc. (5.12)
con
Hˆo = 1
2
f−
1
2 pˆiGijf pˆjf− 12 + i
2
f
1
2 cajoapˆjf
− 1
2 + V (5.13)
y
Hˆa = f 12 ξiapˆif−
1
2 , (5.14)
donde la funcio´n f = f(q) satisface, en forma ana´loga al caso anterior,
Cbab = f
−1(fξia),i = divα˜
~ξa, (5.15)
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con la excepcio´n que ahora α˜ es el volumen α˜ ≡ f dq0 ∧ ... ∧ dqn+m). 1
Los operadores de v´ınculo de Dirac (5.13)-(5.14) fueron obtenidos del generador BRST
cua´ntico, el objeto central del me´todo.
En el cap´ıtulo anterior, comenzamos con una me´trica pseudo-Riemanniana y un po-
tencial constante (una part´ıcula relativista en un espacio curvo). Dicho sistema ten´ıa la
propiedad c00a = 0, que facilitaba la bu´squeda del generador BRST cua´ntico. Despue´s de eso,
un potencial ma´s general (pero definido positivo) era introducido a trave´s de una transfor-
macio´n unitaria del generador BRST, y c00a surg´ıa como no nula. Este procedimiento nos dio´
los operadores de v´ınculo invariantes ante cambio de escala del v´ınculo super-Hamiltoniano
(sin tener que recurrir a un te´rmino de curvatura).
En el caso presente, el sistema no es una part´ıcula relativista: el potencial no es constante
(ni tampoco definido positivo), y el tiempo no esta´ escondido entre las coordenadas. Sin
embargo, c00a es au´n nula debido a la invariancia de gauge del potencial. Una vez ma´s, la
invariancia ante cambio de escala del v´ınculo superhamiltoniano sera´ introducida a trave´s
de una transformacio´n unitaria en el espacio extendido.
5.2.1 Cambio de escala del super-Hamiltoniano
El cambio de escala del v´ınculo super-Hamiltoniano
Ho → H = F Ho, F > 0 (5.16)
1No´tese que la dimensio´n del volumen se ha incrementado por la inclusio´n de “t” al parametrizar.
Ahora tenemos que la (n+m+ 1)-forma α˜ que resuelve la ecuacio´n (5.15) es un volumen en el espacio de
configuracio´nM: α˜ ≡ E˜1 ∧ ...∧ E˜m ∧ ω˜, donde {E˜a} es la base dual de {~ξa} en T ∗||M (el espacio tangente
“longitudinal”, y ω˜ = ω(y) dy0∧ ...∧dyn es una n forma cerrada donde las yr son n+1 funciones que son
invariantes ante las transformaciones de gauge generadas por los v´ınculos lineales (dyr(~ξa) = 0, ∀r, a). α˜
es el volumen inducido por los v´ınculos en la o´rbita, multiplicado por un volumen (no elegido) en el espacio
“reducido”.
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(luego Gij → Gij = F Gij, V → V = F V) relaja las propiedades geome´tricas de ~ξ0:
|~ξ0| = 1 → |~ξ0| = F− 12 (5.17)
L~ξ0G ≈ 0 → L~ξ0G ≈ C G (5.18)
L~ξ0V = 1 → L~ξ0V = C V + |~ξ0|−2 (5.19)
con C(q) = ~ξ0(lnF ) = −2~ξ0(ln|~ξ0|). As´ı ~ξ0 se convierte en un vector de Killing de´bilmente
conforme no unitario.
A nivel cua´ntico, la operacio´n de cambio de escala correspondiente puede ser llevada a
cabo realizando la transformacio´n unitaria del operador BRST
Ωˆ→ eiMˆ Ωˆ e−iMˆ , (5.20)
con
Mˆ = [Pˆo ln|~ξ0| ηˆo − ηˆo ln|~ξ0| Pˆo], |~ξ0| > 0 (5.21)
dando un nuevo operador BRST hermı´tico y nilpotente,
Ωˆ = ηˆo
(
1
2
|~ξ0|−1f− 12 pˆiGijf pˆjf− 12 |~ξ0|−1 + i
2
|~ξ0|−1f 12 cajoapˆjf−
1
2 |~ξ0|−1 + |~ξ0|−2V
)
+ηˆa|~ξ0|f 12 ξiapˆif−
1
2 |~ξ0|−1 − 2ηˆoηˆaξia(ln|~ξ0|),iPˆo
+
1
2
ηˆoηˆa|~ξ0|−1(f 12 cbjoapˆjf−
1
2 + f−
1
2 pˆjc
bj
oaf
1
2 )|~ξ0|−1Pˆb + 1
2
ηˆaηˆbCcabPˆc, (5.22)
que corresponde a operadores de v´ınculo que satisfacen la invariancia ante cambio de
escala (de modo que Gij = |~ξ0|−2 Gij , V = |~ξ0|−2 V, y Cbjoa = |~ξ0|−2 cbjoa)
Hˆ =
1
2
|~ξ0|−1f− 12 pˆi|~ξ0|2Gijf pˆjf− 12 |~ξ0|−1 + i
2
|~ξ0|f 12Cajoa pˆjf−
1
2 |~ξ0|−1 + V, (5.23)
Hˆa = |~ξ0|f 12 ξiapˆif−
1
2 |~ξ0|−1, (5.24)
con las correspondientes funciones de estructura,
Cˆooa = −2ξia(ln|~ξ0|),i, (5.25)
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Cˆboa =
1
2
(
|~ξ0|f 12Cbjoapˆjf−
1
2 |~ξ0|−1 + |~ξ0|−1f− 12 pˆjCbjoaf
1
2 |~ξ0|
)
, (5.26)
Cˆcab = C
c
ab, (5.27)
tales que preservan el a´lgebra a nivel cua´ntico,
[Hˆ, Hˆa] = CˆooaHˆ + Cˆboa(q, p)Hˆb, (5.28)
[Hˆa, Hˆb] = Cˆcab(q)Hˆc. (5.29)
5.2.2 Producto interno f´ısico
El proceso de cuantificacio´n no esta´ completo sin un producto interno f´ısico donde
los grados de libertad espurios son congelados por medio condiciones de fijado de gauge.
Adema´s de las m condiciones de gauge χa relacionadas con los grados de libertad espurios,
se puede tratar la reparametrizacio´n temporal, que esta´ asociada con la inclusio´n del tiempo
entre las variables dina´micas. Esta es una tarea fa´cil, siempre y cuando se siga el proceso
de parametrizacio´n expuesto al principio de este cap´ıtulo. Al nivel de la ecuacio´n (5.2), es
evidente que se puede insertar una funcio´n delta, δ(t−t0) ({t−t0,Ho} = 1), para regularizar
el producto interno, que significa tomar el producto interno a un tiempo dado t0,
(ϕ1, ϕ2)t0 =
∫
dtdq
[
m∏
δ(χ)
]
J δ(t− t0) ϕ∗1(t, qγ) ϕ2(t, qγ), (5.30)
donde γ = 1, ..., n+m y J es el determinante de Faddeev-Popov asociado con los v´ınculos
lineales. Luego, a trave´s de una transformacio´n cano´nica, el tiempo es asociado con los
momentos, Ec. (5.3); luego, cambiando a esta representacio´n (transformando Fourier la
funcio´n de onda) se obtiene el producto interno:
(ϕ1, ϕ2) =
1
2π
∫
dq dq0 dq′0
[
m∏
δ(χ)
]
J e−it0(q
0−q′0)ϕ∗1(q
0, qγ) ϕ2(q
′0, qγ). (5.31)
Cuando se realiza un cambio de escala del v´ınculo Hamiltoniano, ecuacio´n (5.16), el
producto interno f´ısico debe permanecer invariante. De acuerdo al comportamiento de la
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funcio´n de onda ante cambio de escala, lo cual es evidente en la estructura de los operadores
de v´ınculo (vea´se ecuacio´n (5.33) ma´s abajo), la norma (originalmente unitaria) de ~ξ0 debe
aparecer en el producto interno f´ısico
(ϕ1, ϕ2) =
1
2π
∫
dq dq0
[
m∏
δ(χ)
]
J ϕ∗1(q
0, qγ) |~ξ0|−1
∫
dq′0 e−it0(q
0−q′0)|~ξ0|−1ϕ2(q′0, qγ).
(5.32)
Deber´ıa notarse que la integracio´n en la coordenada q′0 es evaluada a lo largo de las l´ıneas
del campo vectorial ~ξ0.
El ordenamiento obtenido, ecuaciones (5.23)-(5.27), satisface como antes, las propieda-
des de invariancia impuestas a la teor´ıa: (i) cambios de coordenadas, (ii) combinaciones de
v´ınculos supermomentos [Ec. (5.5)], y (iii) cambio de escala del super-Hamiltoniano [Ec.
(5.16)]. El producto interno f´ısico invariante de gauge, ecuacio´n (5.32), debe ser invari-
ante ante cualquiera de estas transformaciones. De acuerdo al cambio del determinante de
Faddeev-Popov bajo (ii) y (iii), el producto interno permanecera´ invariante si la funcio´n de
onda de Dirac cambia de acuerdo con
ϕ→ ϕ′ = (detA) 12 |~ξ0| ϕ. (5.33)
Luego, los factores f±
1
2 , |~ξ0|±1 en los operadores de v´ınculo son justo los necesarios para
que Hˆaϕ, Hˆϕ, y Cˆboaϕ transformen como ϕ, preservando as´ı el cara´cter geome´trico de la
funcio´n de onda de Dirac [Ferraro & Sforza (1999)]. No´tese que el rol jugado por el potencial
definido positivo en el caso con tiempo intr´ınseco, ahora es tomado por el mo´dulo del vector
de Killing conforme temporal de la teor´ıa.
En lo concerniente a la extensio´n del tratamiento aqu´ı expuesto al caso de relatividad
general, se ha mostrado en [Kucharˇ (1973)] que en verdad existe un vector de Killing
conforme temporal en el superespacio del formalismo ADM. Pero, la cuestio´n de si satisface
la propiedad (5.19) permanece abierta.
Es importante mencionar tambie´n que si bien la idea de un tiempo extr´ınseco no es
nueva en relatividad general [York (1972)], su uso en el problema de cuantificacio´n es muy
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poco frecuente [Kucharˇ (1971); Kucharˇ et al (1997)]. Como se ha mostrado, el modelo
meca´nico presentado aqu´ı puede conducir a una mejor comprensio´n de co´mo lograr su
implementacio´n.
Cap´ıtulo 6
Sistemas con dos
super-Hamiltonianos
Los peculiares v´ınculos de las teor´ıas con covariancia general han sido estudiados, espe-
cialmente en lo concerniente a su cuantificacio´n, utilizando ciertos modelos de dimensio´n
finita [Hajicˇek & Kucharˇ (1990); Barvinsky (1990,1996); Ferraro & Sforza (1997,1999,
2000a)]. Sin embargo, en todos esos casos los modelos considerados contienen un solo
v´ınculo super-Hamlitoniano, a pesar que la relatividad general contiene una infinidad de
v´ınculos super-Hamiltonianos (uno por cada punto del espacio) con un a´lgebra no trivial
entre ellos y los supermomentos:
{H(x),H(x′)} = Ha(x)δ,a(x, x′) +Ha(x′)δ,a(x, x′), (6.1)
{Ha(x),H(x′)} = H(x)δ,a(x, x′), (6.2)
{Ha(x),Hb(x′)} = Hb(x)δ,a(x, x′) +Ha(x′)δ,b(x, x′), (6.3)
que aseguran que el sistema evolucione de modo consistente satisfaciendo
H = 0, Ha = 0. (6.4)
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La cuantificacio´n de dicho sistema requiere la bu´squeda de un ordenamiento de factores
de modo que los operadores de v´ınculo preserven el a´lgebra. Modelos con varios v´ınculos
Hamiltonianos han sido considerados, pero en todos los casos se trata de un conjunto de
part´ıculas relativistas en un fondo plano y sin v´ınculos lineales [Longhi et al (1986,1989);
Lusanna (1990)]. Recientemente, Montesinos et al. (1999) propusieron un modelo con tres
v´ınculos, H1, H2 y G en un fondo plano, con un a´lgebra cerrada que tiene la estructura
{H1, H2} ∼ G, {Hi, G} ∼ Hi, (6.5)
que imita parcialmente a (6.1)-(6.3) (al contener un so´lo v´ınculo lineal, no esta´ presente la
u´ltima relacio´n). Este ha sido un gran paso, aunque lamentablemente, los v´ınculos propues-
tos son tan simples que no presentan problemas de ordenamiento, por lo cual no se realiza
aporte alguno en la comprensio´n de uno de los problemas fundamentales de la cuantificacio´n
de este tipo de sistemas.
En este cap´ıtulo, desarrollaremos y cuantificaremos un modelo de dimensio´n finita en
un fondo curvo que imita completamente el a´lgebra (6.1)-(6.3) (pero en forma cerrada) y
que presenta problemas de ordenamiento no triviales [Ferraro & Sforza (2000b)].
6.1 Definicio´n del modelo
Consideremos un sistema descripto por 4n coordenadas cano´nicas (qi, pi) con i = (i1, i2)
donde i1 = 1, ..., n e i2 = n + 1, ..., 2n, sometido a dos v´ınculos super-Hamiltonianos
H1 = 1
2
gi1j1(qk1)pi1pj1 + υ1(q
k2), (6.6)
H2 = 1
2
gi2j2(qk2)pi2pj2 + υ2(q
k1). (6.7)
La me´trica del super-Hamiltoniano H1 depende solamente de las coordenadas qi1 y la
me´trica del super-Hamiltoniano H2 depende solamente de las coordenadas qi2 , ambas son
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indefinidas y no degeneradas. No´tese que los potenciales, en cambio tienen una dependencia
funcional tal que υ1 = υ1(q
i2), es so´lo funcio´n de las coordenadas qi2 y υ2 = υ2(q
i1) lo es
so´lo de qi1 . El sistema esta´ restringido adema´s por m v´ınculos supermomentos linealmente
independientes
Ha = ξiapi, a = 3, ..., m+ 2; i = (i1, i2) (6.8)
donde
ξi1a = ξ
i1
a (q
k1), ξi2a = ξ
i2
a (q
k2). (6.9)
La forma en que las me´tricas, los potenciales y los vectores ~ξa dependen de las coor-
denadas qi1 y qi2 tiene por objetivo la obtencio´n de un a´lgebra de v´ınculos que imite al
a´lgebra (6.1)-(6.3) de la relatividad general.
Es importante destacar que este sistema representa a dos part´ıculas con interaccio´n,
y no es separable en el sentido que no es posible describir el sistema como si fuesen dos
part´ıculas libres (separando la descripcio´n de ellas en cada subespacio (qi1 , pi1) y (q
i2, pi2)).
Esto lo hace muy interesante ya que hasta la fecha y hasta donde sabemos, no exist´ıan
modelos en espacio-tiempo curvo con interaccio´n (toda vez que se introduc´ıa ma´s de un
super-Hamiltoniano, finalmente se terminaba describiendo un sistema de part´ıculas libres
[Kucharˇ (1986)]).
El sistema de v´ınculos (6.6), (6.7) y (6.8) sera´ de primera clase siempre que satisfaga
las relaciones
{H1,H2} = ca12Ha (6.10)
{H1,Ha} = c11aH1 (6.11)
{H2,Ha} = c22aH2 (6.12)
{Ha,Hb} = CcabHc (6.13)
Para comenzar, nos restringiremos a a´lgebras cerradas (las funciones de estructura son
constantes). Ma´s adelante, a partir de cambios de escala en los super-Hamiltonianos po-
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dremos generalizar los resultados al caso de un a´lgebra abierta (aunque la estructura del
a´lgebra (6.10)-(6.13) resultara´ modificada).
Las combinaciones de v´ınculos que se obtienen como resultado del corchete son tales
que respetan rigurosamente el a´lgebra que encontramos en §2.1 para la relatividad general.
Veamos que´ condiciones imponen estas ecuaciones. Si reemplazamos expl´ıcitamente los
v´ınculos en (6.10) obtenemos
gi2k2υ1,k2pi2 − gi1k1υ2,k1pi1 = ca12(ξi1a pi1 + ξi2a pi2), (6.14)
es decir1
ca12ξ
i2
a = g
i2k2υ1,k2 (6.15)
y
ca12ξ
i1
a = −gi1k1υ2,k1 (6.16)
Reemplazando los v´ınculos en (6.11), obtenemos
1
2
(gi1j1,k1 ξ
k1
a − 2gi1k1ξj1a,k1)pi1pj1 + υ1,k2ξk2a = c11a(gi1j1pi1pj1 + υ1) (6.17)
es decir,
gi1j1,k1 ξ
k1
a − 2gi1k1ξj1a,k1 = c11agi1j1 (6.18)
y
ξk2a υ1,k2 = c
1
1aυ1 (6.19)
Expresando estas condiciones en forma geome´trica,
L~ξa g¯1 = c11ag¯1 (6.20)
L~ξaυ1 = c11aυ1 (6.21)
En forma totalmente ana´loga, al reemplazar los v´ınculos en (6.12), obtenemos
1
2
(gi2j2,k2 ξ
k2
a − 2gi2k2ξj2a,k2)pi2pj2 + υ2,k1ξk1a = c22a(gi2j2pi2pj2 + υ2) (6.22)
1No´tese que las ecuaciones (6.15) y (6.16) no obligan a ca12 a ser constantes; bastar´ıa que se cumpla:
ca12 =
(1)ca12(q
i1 )− (2)ca12(qi2 ) con (1)ca12ξi1a = 0 y (2)ca12ξi2a = 0.
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de donde
gi2j2,k2 ξ
k2
a − 2gi2k2ξj2a,k2 = c22agi2j2 (6.23)
y
ξk1a υ2,k1 = c
2
2aυ2 (6.24)
O en forma geome´trica,
L~ξa g¯2 = c22ag¯2 (6.25)
L~ξaυ2 = c22aυ2 (6.26)
Vemos entonces que la condicio´n de primera clase entre los super-Hamiltonianos y los
supermomentos corresponde a que estos u´ltimos sean vectores de Killing conformes de las
me´tricas y los potenciales (lo cual es natural, pues la definicio´n de la derivada de Lie esta´
asociada al corchete).
Finalmente si reemplazamos los supermomentos en (6.13), vemos que2
(ξi1a ξ
j1
b,i1
− ξi1b ξj1a,i1)pj1 + (ξi2a ξj2b,i2 − ξi2b ξj2a,i2)pj2 = Ccab(ξi1c pi1 + ξi2c pi2). (6.27)
6.2 El generador BRST cla´sico y cua´ntico
Debido a que el a´lgebra de v´ınculos cierra de acuerdo a un grupo (funciones de estructura
constantes) el sistema es de rango 1 (como vimos en §3.1.1) y el generador BRST en el
espacio de fases debidamente extendido es entonces
Ω = η1H1 + η2H2 + ηaHa + η1η2ca12Pa + η1ηac11aP1 + η2ηac22aP2 +
1
2
ηaηbCcabPc. (6.28)
Para hallar el operador Ωˆ hermı´tico y nilpotente es u´til escribir, como hicimos previa-
mente, a Ω con los momentos originales y los fantasmas en pie de igualdad. Ω es adema´s
2La Ec. (6.27) no obliga a que Ccab sean constantes, sino a que se descompongan segu´n:
Ccab =
(1)Ccab(q
i1 )− (2)Ccab(qi2) con (1)Ccabξi1c = 0 y (2)Ccabξi2c = 0.
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la suma de un te´rmino cuadra´tico en los momentos
Ωcuad = η1H1 + η2H2 ≡ 1
2
0∑
r,s=−1
ΩarbsParPbs + η1υ1 + η2υ2 (6.29)
ma´s otro lineal en los momentos
Ωlineal = ηaHa + η1η2ca12Pa + η1ηac11aP1 + η2ηac22aP2 +
1
2
ηaηbCcabPc ≡
0∑
s=−1
ΩcsPcs (6.30)
En general, obtener el operador BRST hermı´tico nilpotente a partir de su contraparte
cla´sica es un paso muy dif´ıcil (e inclusive puede no ser realizable pues a nivel cua´ntico su
mera existencia no esta´ garantizada). Sin embargo, en este caso particular, a pesar que el
sistema presenta dos v´ınculos super-Hamiltonianos, el a´lgebra es extremadamente simple
al ser cerrada. Notemos adema´s que, como antes, podemos comenzar por ordenar la parte
lineal de manera que
Ωˆlineal =
0∑
s=−1
f
1
2 ΩˆcsPˆcsf−
1
2 (6.31)
sea hermı´tico (pero en este caso no es nilpotente por s´ı solo) y donde f = f(qi) (depende
de todas las coordenadas).
La condicio´n de hermiticidad exige que f satisfaga (recordar la Ec.(4.47))
Cβaβ = f
−1(fξia),i, (6.32)
con β = (A, a) = 1, 2, 3, ..., m+ 2. Es decir que ahora Cβaβ = C
b
ab + c
1
a1 + c
2
a2.
Es fa´cil ver adema´s, que de este sector lineal podemos identificar al operador de v´ınculo
de los supermomentos como
Hˆa = f 12 ξiapˆif−
1
2 . (6.33)
La parte cuadra´tica restante so´lo presenta momentos cano´nicos (a diferencia de los casos
anteriores en los que exist´ıa un te´rmino con una funcio´n de estructura lineal multiplicada por
un momento fantasma). Considerando los resultados previos (cap´ıtulos 4 y 5) proponemos
el ordenamiento hermı´tico:
Ωˆcuad =
1
2
0∑
r,s=−1
f−
1
2 Pˆarf ΩˆarbsPˆbsf−
1
2 + ηˆ1υ1 + ηˆ
2υ2. (6.34)
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Es decir que los operadores de v´ınculo de los super-Hamiltonianos sera´n
Hˆ1 = 1
2
f−
1
2 pˆi1g
i1j1f pˆj1f
− 1
2 + υ1, (6.35)
Hˆ2 = 1
2
f−
1
2 pˆi2g
i2j2f pˆj2f
− 1
2 + υ2. (6.36)
Finalmente, el operador BRST hermı´tico propuesto, en el ordenamiento ηˆ − Pˆ , es en-
tonces:
Ωˆ = ηˆ1Hˆ1 + ηˆ2Hˆ2 + ηˆaHˆa + ηˆ1ηˆ2ca12Pˆa + ηˆ1ηˆac11aPˆ1 + ηˆ2ηˆac22aPˆ2 +
1
2
ηˆaηˆbCcabPˆc. (6.37)
Debemos demostrar ahora que este ordenamiento de Ωˆ es nilpotente. Es razonable
esperar que surja alguna condicio´n adicional sobre f(qi), que manifieste la presencia de dos
v´ınculos super-Hamiltonianos. Estudiaremos esto en la pro´xima seccio´n.
6.2.1 Demostracio´n de Ωˆ2 = 0
La demostracio´n de la nilpotencia de Ωˆ la realizaremos por ca´lculo expl´ıcito. Varios
te´rminos en [Ωˆ, Ωˆ] son nulos trivialmente debido a que las funciones de estructura son
constantes o a que aparecen fantasmas al cuadrado:
[ηˆ1Hˆ1 + ηˆ2Hˆ2, ηˆ1ηˆ2cb12Pˆb +
1
2
ηˆaηˆbCcabPˆc] = 0, (6.38)
[ηˆ1Hˆ1, ηˆ2ηˆac22aPˆ2] = 0, (6.39)
[ηˆ2Hˆ2, ηˆ1ηˆac11aPˆ1] = 0, (6.40)
[ηˆaHˆa, ηˆ1ηˆbc11bPˆ1 + ηˆ2ηˆac22aPˆ2] = 0. (6.41)
Tambie´n es nulo por construccio´n
[ηˆaHˆa + 1
2
ηˆaηˆbCcabPˆc, ηˆdHˆd +
1
2
ηˆdηˆeCfdePˆf ] = 0. (6.42)
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Por lo tanto, debemos calcular los restantes te´rminos no nulos en
[Ωˆ, Ωˆ] = 2[ηˆ1Hˆ1, ηˆ2Hˆ2] + 2[ηˆ1Hˆ1, ηˆaHˆa] + 2[ηˆ2Hˆ2, ηˆaHˆa]
+2[ηˆ1Hˆ1, ηˆ1ηˆac11aPˆ1] + 2[ηˆ2Hˆ2, ηˆ2ηˆac22aPˆ2] + 2[ηˆaHˆa, ηˆ1ηˆ2cb12Pˆb]
+2[ηˆ1ηˆ2ca12Pˆa, ηˆ1ηˆbc11bPˆ1 + ηˆ2ηˆbc22bPˆ2 +
1
2
ηˆbηˆcCdbcPˆd]. (6.43)
Cada uno de ellos contribuye con
[ηˆ1Hˆ1, ηˆ1ηˆac11aPˆ1] = −iηˆ1ηˆac11aHˆ1, (6.44)
[ηˆ2Hˆ2, ηˆ2ηˆac22aPˆ2] = −iηˆ2ηˆac22aHˆ2, (6.45)
[ηˆaHˆa, ηˆ1ηˆ2cb12Pˆb] = −iηˆ1ηˆ2cb12Hˆb, (6.46)
[ηˆ1ηˆ2ca12Pˆa, ηˆ1ηˆbc11bPˆ1 + ηˆ2ηˆbc22bPˆ2 +
1
2
ηˆbηˆcCdbcPˆd] =
= iηˆ1ηˆ2ηˆa(cc12(c
1
1a + c
2
2a)− cb12Ccba)Pˆc. (6.47)
Este u´ltimo te´rmino es efectivamente nulo ya que es la expresio´n de la identidad de
Jacobi:
{{H1,H2},Ha}+ {{H2,Ha},H1}+ {{Ha,H1},H2} = 0
=⇒ cb12Ccba − cc12(c11a + c22a) = 0. (6.48)
Finalmente, obtenemos que
[Ωˆ, Ωˆ] = 2ηˆ1ηˆ2([Hˆ1, Hˆ2]− icb12Hˆb)
+2ηˆ1ηˆa([Hˆ1, Hˆa]− ic11aHˆ1)
+2ηˆ2ηˆa([Hˆ2, Hˆa]− ic22aHˆ2) (6.49)
Es decir que debemos mostrar expl´ıcitamente que el ordenamiento propuesto para
Hˆ1, Hˆ2 y HˆA satisfacen las condiciones de primera clase a nivel de conmutadores:
[Hˆ1, Hˆ2] =? ica12Hˆa, (6.50)
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[HˆA, Hˆa] =? icAAaHˆA A = 1, 2. (6.51)
Calculemos entonces:
[Hˆ1, Hˆ2] = [1
2
f−
1
2 pˆi1g
i1j1f pˆj1f
− 1
2 + υ1,
1
2
f−
1
2 pˆi2g
i2j2f pˆj2f
− 1
2 + υ2]
= f
1
2 [
1
2
f−1pˆi1g
i1j1f pˆj1 + υ1,
1
2
f−1pˆi2g
i2j2f pˆj2 + υ2]f
− 1
2
= f
1
2 [
1
2
gi1j1 pˆi1 pˆj1 −
i
2
f−1(gi1j1f),i1 pˆj1 + υ1,
,
1
2
gi2j2 pˆi2 pˆj2 −
i
2
f−1(gi2j2f),i2 pˆj2 + υ2]f
− 1
2 (6.52)
Para satisfacer el a´lgebra deben anularse necesariamente los te´rminos cuadra´ticos en los
momentos que emergen del ca´lculo del corchete
[− i
2
f−1(gi1j1f),i1 pˆj1,
1
2
gi2j2 pˆi2 pˆj2 ] = [−
i
2
f−1(gi2j2f),i2 pˆj2 ,
1
2
gi1j1 pˆi1 pˆj1] = 0. (6.53)
Vemos entonces que si pedimos como condicio´n adicional sobre f(qi) que pueda ser
factorizable segu´n
f(qi) = f1(q
i1)f2(q
i2), (6.54)
entonces efectivamente los conmutadores en (6.53) se anulara´n. No´tese que la condicio´n
(6.54) sobre f es elegible en la condicio´n previa (6.32).
Como consecuencia de esta propiedad de f tambie´n se anulara´
[− i
2
f−1(gi1j1f),i1 pˆj1,−
i
2
f−1(gi2j2f),i2 pˆj2] = 0. (6.55)
Quedan entonces los te´rminos:
[− i
2
f−11 (g
i1j1f1),i1 pˆj1, υ2] = −
1
2
f−11 (g
i1j1f1),i1υ2,j1, (6.56)
[
i
2
f−12 (g
i2j2f2),i2 pˆj2, υ1] =
1
2
f−12 (g
i2j2f2),i2υ1,j2, (6.57)
y
f
1
2 [
1
2
gi1j1 pˆi1 pˆj1 + υ1,
1
2
gi2j2 pˆi2 pˆj2 + υ2]f
− 1
2 = ica12f
1
2 Hˆaf− 12 − gi1j1υ2,i1j1 + gi2j2υ1,i2j2 . (6.58)
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Donde, en el miembro derecho se utilizo´ la relacio´n (6.14) del a´lgebra cla´sica para poder
reconstruir Hˆa.
Finalmente deber´ıamos mostrar que es posible anular la suma de te´rminos “sobrantes”
en las Ecs. (6.56), (6.57) y (6.58):
− 1
2
f−11 (g
i1j1f1),i1υ2,j1 − gi1j1υ2,i1j1 +
1
2
f−12 (g
i2j2f2),i2υ1,j2 + g
i2j2υ1,i2j2 = 0. (6.59)
Es decir que debera´ cumplirse:
− f−11 (gi1j1υ2,j1f1),i1 + f−12 (gi2j2υ1,j2f2),i2 = 0. (6.60)
Como consecuencia de reemplazar las identidades (6.15) y (6.16) en (6.60), se obtiene
f−11 (c
a
12ξ
i1
a f1),i1 + f
−1
2 (c
a
12ξ
i2
a f2),i2 = 0. (6.61)
Luego, deber´ıa satisfacerse que
f−11 (c
a
12ξ
i1
a f1),i1 + f
−1
2 (c
a
12ξ
i2
a f2),i2 = c
a
12f
−1(ξiaf),i = c
a
12(C
b
ab + c
1
a1 + c
2
a2) = 0. (6.62)
Lo que efectivamente se cumple como consecuencia de la identidad de Jacobi: para
hacerlo expl´ıcito solo debe tomarse la traza en (6.48).
Nos resta au´n evaluar (recordar que A = 1, 2)
[HˆA, Hˆa] = [1
2
f−
1
2 pˆiAg
iAjAf pˆjAf
− 1
2 + υA, f
1
2 ξka pˆkf
− 1
2 ] =
=
1
2
f−
1
2 (pˆiAg
iAjAf pˆjAξ
k
a pˆk − ξka pˆkpˆiAgiAjAf pˆjA)f−
1
2 + iξkaυA,k
=
1
2
f−
1
2
(
ipˆiA(g
iAjA
,kA
ξkAa − 2giAkAξjAa,kA)pˆjA + fgiAjA((ξka(lnf),k),iA + ξka,iAk)pˆjA
)
f−
1
2
+iξkaυA,k (6.63)
donde, usando las relaciones (6.18)-(6.19) o (6.23)-(6.24), obtenemos
[HˆA, Hˆa] = icAAa
1
2
f−
1
2 pˆiAg
iAjAf pˆjAf
− 1
2 + iξkaυA,k
+
1
2
f−
1
2
(
fgiAjA((ξka(lnf),k),iA + ξ
k
a,iAk
)pˆjA
)
f−
1
2 (6.64)
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Los dos primeros te´rminos en (6.64) son justamente ic
(A)
Aa Hˆ(A) (no existe suma sobre el
ı´ndice A). Nos resta ver si el u´ltimo te´rmino se anula.
En efecto,
(ξka(lnf),k),iA + ξ
k
a,iAk
= (ξka(lnf),k + ξ
k
a,k),iA = (f
−1(ξkaf),k),iA = C
β
aβ,iA
= 0. (6.65)
Lo cual completa la demostracio´n de la nilpotencia de Ωˆ. No´tese que la u´nica condicio´n
adicional sobre f para la nilpotencia es que f(qi) = f1(q
i1)f2(q
i2). ✷
6.2.2 Transformacio´n unitaria y operadores de v´ınculo
En los sistemas estudiados previamente (cap´ıtulos 4 y 5), vimos que era posible generali-
zar la forma de los operadores de v´ınculo y los operadores de funciones de estructura para el
caso en que se realizara un cambio de escala del u´nico v´ınculo super-Hamiltoniano, de ma-
nera que el sistema respetara dicha transformacio´n de invariancia. Dichos cambios de escala
estaban relacionados o bien con un potencial definido positivo (casos con tiempo intr´ınseco)
o con el mo´dulo de un vector de Killing conforme (casos con tiempo extr´ınseco). El sistema
presentemente bajo estudio, posee dos v´ınculos super-Hamiltonianos, por lo tanto los ope-
radores de v´ınculo y de funciones de estructura debera´n respetar los dos cambios de escala
posibles. Otro punto a tener en cuenta es que los potenciales de los super-Hamiltonianos,
hasta ahora no fueron obligados a ser definidos positivos ni a poseer un vector de Killing
conforme como suced´ıa previamente, sino que so´lo fueron condicionados a depender de
ciertos sectores (excluyentes entre s´ı) de las coordenadas. Sin embargo, podemos relajar
esta condicio´n mediante cambios de escala de los super-Hamiltonianos (si bien al definir el
producto interno f´ısico sera´ necesario alguna propiedad adicional sobre ellos, seccio´n §6.2.3).
La manera de realizar a nivel cua´ntico el cambio de escala de los super-Hamiltonianos
H1 → eF1(qi)H1, H2 → eF2(qi)H2 es mediante la transformacio´n unitaria
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Ωˆ→ eiCˆ Ωˆ e−iCˆ , (6.66)
donde
Cˆ =
1
2
[ηˆ1 F1(q
i) Pˆ1 − Pˆ1 F1(qi) ηˆ1 + ηˆ2 F2(qj) Pˆ2 − Pˆ2 F2(qj) ηˆ2]
= ηˆ1 F1(q
i) Pˆ1 + ηˆ2 F2(qj) Pˆ2 + i
2
F1(q
i) +
i
2
F2(q
i)
= −Pˆ1 F1(qi) ηˆ1 − Pˆ2 F2(qj) ηˆ2 − i
2
F1(q
i)− i
2
F2(q
i), F1,2(q) > 0. (6.67)
que dara´ un nuevo operador BRST hermı´tico y nilpotente.
Sera´ u´til usar las siguientes identidades (A = 1, 2)
eiηˆ
A FA(q
i) PˆA = 1 + iηˆA (eFA(q
i) − 1) PˆA, (6.68)
eiPˆA FA(q
i) ηˆA = 1 + iPˆA (eFA(qi) − 1) ηˆA, (6.69)
para calcular expl´ıcitamente la Ec. (6.66), de donde obtenemos
Ωˆ = ηˆ1e
F1−F2
2 Hˆ1e
F1+F2
2 + ηˆ1ηˆ2ie
F1+F2
2 [Hˆ1, e−F2]e
F1+F2
2 Pˆ2
+ ηˆ2e
F2−F1
2 Hˆ2e
F1+F2
2 + ηˆ2ηˆ1ie
F1+F2
2 [Hˆ2, e−F1]e
F1+F2
2 Pˆ1
+
1
2
ηˆ1ηˆ2eF1+F2 cˆa12Pˆa + ηˆae−
F1+F2
2 Hˆae
F1+F2
2
+ ηˆ1ηˆa
(
cˆ11a − ie
F1−F2
2 [Hˆa, e−F1]e
F1+F2
2
)
Pˆ1
+ ηˆ2ηˆa
(
cˆ11a − ie
−F1+F2
2 [Hˆa, e−F2]e
F1+F2
2
)
Pˆ2 + 1
2
ηˆaηˆbCcabPˆc (6.70)
Podemos identificar los operadores de v´ınculo y las funciones de estructura en la Ec.
(6.70) como
Hˆ1 =
1
2
e
F1−F2
2 f
− 1
2
1 pˆi1g
i1j1f1pˆj1f
− 1
2
1 e
F1+F2
2 + eF1υ1, (6.71)
Hˆ1 =
1
2
e
F2−F1
2 f
− 1
2
2 pˆi2g
i2j2f2pˆj2f
− 1
2
2 e
F1+F2
2 + eF2υ2, (6.72)
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Hˆa = e−
F1+F2
2 f
1
2 ξiapˆif
− 1
2 e
F1+F2
2 . (6.73)
Deber´ıa notarse que los operadores de v´ınculo (6.71)-(6.72) corresponden a los v´ınculos
super-Hamiltonianos con cambio de escala HA = e
FAHA, (GiAjA = eFAgiAjA, VA = eFAυA),
con (A,B = 1, 2):
Hˆ1 =
1
2
e
F1−F2
2 f
− 1
2
1 pˆi1e
−F1Gi1j1f1pˆj1f
− 1
2
1 e
F1+F2
2 + V1, (6.74)
Hˆ2 =
1
2
e
F2−F1
2 f
− 1
2
2 pˆi2e
−F2Gi2j2f2pˆj2f
− 1
2
2 e
F1+F2
2 + V2, (6.75)
con las correspondientes funciones de estructura,
CˆBAB = ie
F1+F2
2 [HˆA, e−FB ]e
F1+F2
2
=
1
2
e
FA
2 f−
1
2 [pˆiAfg
iAjAFB,jA + FB,jAfg
iAjA pˆjA]f
− 1
2 e
FA
2 , (6.76)
Cˆa12 = e
F1+F2
2 cˆa12, (6.77)
CˆAAa = cˆ
A
Aa + ξ
i
a(FA),i, (6.78)
Cˆcab = Cˆ
c
ab, (6.79)
todos los operadores y las funciones de estructura esta´n ordenados de modo que satisfacen
[Hˆ1, Hˆ2] = Cˆ
1
12(q, p)Hˆ1 + Cˆ
2
12(q, p)Hˆ2 + Cˆ
a
12Hˆa, (6.80)
[HˆA, Hˆa] = Cˆ(A)Aa Hˆ(A), (6.81)
[Hˆa, Hˆb] = CˆcabHˆc, (6.82)
(no existe suma sobre el ı´ndice A). Es decir, el a´lgebra esta´ libre de anomal´ıas a nivel
cua´ntico. Debe notarse que como resultado de los cambios de escala realizados en los
super-Hamiltonianos, en el resultado del primer conmutador aparecen ahora todos los ope-
radores de v´ınculo, y las funciones de estructura ya no son ma´s constantes (las u´nicas que
permanecen constantes son las asociadas a los conmutadores entre supermomentos).
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6.2.3 Producto interno f´ısico
Para completar el proceso de cuantificacio´n debemos definir un producto interno
f´ısico. Veamos una vez ma´s el rol de las transformaciones que deber´ıan dejar invariante
la teor´ıa; estas transformaciones son (i) cambios de coordenadas, (ii) combinaciones de
v´ınculos supermomentos, y (iii) cambios de escala de los v´ınculos super-Hamiltonianos
(HA → eFA HA). El producto interno f´ısico de las funciones onda de Dirac,
(ϕ1, ϕ2) =
∫
dq [
m+2∏
δ(χ)] J ϕ∗1(q) ϕ2(q), (6.83)
(donde J es el determinante de Faddeev-Popov y χ representa las m + 2 condiciones de
gauge) debe ser invariante bajo cualquiera de estas transformaciones. De acuerdo al cam-
bio del determinante de Faddeev-Popov bajo (ii) y (iii), el producto interno permanecera´
invariante si la funcio´n de onda de Dirac cambia de acuerdo a
ϕ→ ϕ′ = (detA) 12 e−F1+F22 ϕ. (6.84)
De esta manera, los factores f±
1
2 , e±
FA
2 en los operadores de v´ınculo son justamente lo
que se necesita para que Hˆaϕ, HˆAϕ, y Cˆγαβϕ transformen como ϕ (las letras griegas pueden
tomar cualquier valor entre 1 y m+ 2), preservando de esta manera el cara´cter geome´trico
de la funcio´n de onda de Dirac.
En los casos estudiados previamente, los factores de escala estaban asociados o con un
potencial definido positivo (tiempo intr´ınseco) o con el mo´dulo de un vector de Killing
conforme (tiempo extr´ınseco). Hasta aqu´ı no fue necesario hacer suposiciones adicionales
sobre los potenciales presentes en los v´ınculos super-Hamiltonianos. Sin embargo, para
poder definir adecuadamente el producto interno f´ısico, es necesario fijar adecuadamente
las condiciones de gauge para eliminar la integracio´n sobre las variables espurias. Ante-
riormente, esto se hizo fijando las m coordenadas a los v´ınculos supermomentos y teniendo
en cuenta el tiempo f´ısico que conten´ıa la teor´ıa, que se correspond´ıa con ciertas carac-
ter´ısticas del v´ınculo super-Hamiltoniano. De este modo, dependiendo de si el sistema ten´ıa
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un tiempo intr´ınseco o extr´ınseco, se proced´ıa segu´n correspondiera a fijar una condicio´n
de gauge adicional. Sin embargo, ahora tenemos, adema´s de los m v´ınculos supermomentos
(sobre los que sabemos co´mo fijar la libertad de gauge asociada con ellos), dos v´ınculos
super-Hamiltonianos, lo cual implica que debemos tener dos condiciones de gauge adi-
cionales. Podemos pensar que una condicio´n de gauge se determinara´ con el tipo de tiempo
que posea el sistema; si por ejemplo, los v´ınculos super-Hamiltonianos poseen potenciales
definidos positivos, entonces el tiempo sera´ intr´ınseco y los factores que cambian de escala
a los super-Hamiltonianos sera´n los potenciales: FA = lnVA y el producto interno f´ısico y
la condicio´n de gauge ana´logas al caso ya estudiado. En cambio, si el tiempo es extr´ınseco,
los factores de cambio de escala estara´n asociados con el mo´dulo de los vectores de Killing
conformes de cada super-Hamiltoniano: FA = ln|~ξA|−2 y el producto interno estara´ definido
ana´logamente al caso estudiado en esas circunstancias.
Sin embargo, au´n nos falta una condicio´n de gauge. Dicha condicio´n deber´ıa de alguna
forma forzar la equivalencia entre ambos v´ınculos super-Hamiltonianos, es decir, cada va-
riable espuria asociada a estos v´ınculos puede ser relacionada con un tiempo, por lo tanto,
la condicio´n que parece razonable es que esos tiempos sean el mismo. Es decir que el tipo
de condicio´n que proponemos es:
χ = δ(t1 − t2). (6.85)
Esta eleccio´n de gauge puede ser justificada ma´s rigurosamente dentro del marco del for-
malismo de tiempo mu´ltiple [Longhi et al (1986,1989); Lusanna (1990)], en el cual es usual
este tipo de condicio´n.
De esta forma, en el caso presente podemos tratar tanto el caso de tiempo intr´ınseco
como el de extr´ınseco. Por supuesto, para ser consistentes con la condicio´n de gauge (6.85),
ambos super-Hamiltonianos contendra´n el mismo tipo de tiempo. Finalmente, el producto
interno quedara´ completamente regularizado mediante la inclusio´n de (6.85), junto con las
ya conocidas m+ 1 condiciones de gauge restantes.

Conclusiones
En esta tesis se estudio´ la cuantificacio´n de sistemas con covariancia general mediante la
aplicacio´n del formalismo cano´nico y del formalismo BRST a modelos de dimensio´n finita
que emulan la estructura de v´ınculos de la relatividad general. Uno de los aspectos de mayor
intere´s fue encontrar los ordenamientos adecuados de los operadores de v´ınculo de manera
que respeten el a´lgebra a nivel cua´ntico (es decir que no se generen nuevos v´ınculos). La
aplicacio´n del formalismo BRST en la obtencio´n de dichos ordenamientos consistentes para
los operadores de v´ınculo de Dirac, ha dado resultados sumamente novedosos con respecto
a los tratamientos usuales.
El punto de partida ha sido el estudio de sistemas que contienen varios v´ınculos super-
momentos y un u´nico v´ınculo super-Hamiltoniano cuyo potencial es invariante de gauge. La
principal gu´ıa en la bu´squeda del ordenamiento adecuado del operador BRST (aquel con el
cual resulta hermı´tico y nilpotente) fueron las transformaciones de invariancia de la teor´ıa:
(i) transformacio´n general de coordenadas, (ii) combinacio´n lineal de los supermomentos y
(iii) cambios de escala en el super-Hamiltoniano. Si bien este tipo de invariancias hab´ıan sido
tenidas en cuenta previamente (tanto desde el punto de vista de la cuantificacio´n cano´nica
de Dirac, como por ejemplo en Kucharˇ (1986), o adema´s mediante el formalismo BRST en
Ferraro et al. (1993); Barvinsky (1996); Mc Mullan & Paterson (1989)) en este trabajo
se exploto´ estas propiedades en la bu´squeda de un ordenamiento adecuado para la parte
cuadra´tica del generador BRST (asociada con el v´ınculo super-Hamiltoniano). En especial,
el tipo de invariancia (ii) llevo´ a reconocer que la contribucio´n no hermı´tica de los fantasmas
en los operadores de v´ınculo supermomentos puede asociarse al volumen natural inducido
por estos v´ınculos en las o´rbitas. Se mostro´ que este volumen juega un papel fundamental
al ordenar el sector cuadra´tico del operador BRST nilpotente. El tipo de invariancia (iii) –
cambio de escala del v´ınculo super-Hamiltoniano – tambie´n tiene un rol importante en la
determinacio´n del ordenamiento, ya que dicha invariancia debe ser respetada por la teor´ıa a
nivel cua´ntico (la cual se expresa mediante una transformacio´n unitaria de la carga BRST).
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Si bien la introducio´n de esta propiedad es independiente del factor de escala en s´ı, su inter-
pretacio´n f´ısica surge a partir de la definicio´n del producto interno f´ısico, lo cual requiere la
identificacio´n previa del tiempo f´ısico en la teor´ıa. En el caso de tiempo intr´ınseco, el factor
de escala es el potencial definido positivo. Debido a esto el potencial modifica el te´rmino
cine´tico del super-Hamiltoniano, esta caracter´ıstica que parece poco natural es justificada
elegantemente mediante la formulacio´n de Jacobi del principio de mı´nima accio´n. Una con-
secuencia totalmente novedosa es que con este tratamiento no se requiere la inclusio´n de un
te´rmino de curvatura para lograr la invariancia ante cambios de escala, lo que constitu´ıa
un procedimiento habitual [ver por ej. Kucharˇ (1986)]. Una dificultad seria que surge al
intentar extrapolar estos resultados a la relatividad general es que el potencial en el super-
Hamiltoniano en ese caso es la curvatura espacial, que evidentemente no esta´ restringida a
ser definida positiva.
Esto induce la bu´squeda de un nuevo modelo meca´nico que represente de una manera
ma´s acabada a la relatividad general. Esta motivacio´n llevo´ al desarrollo de un modelo con
un tiempo extr´ınseco mediante un proceso de parametrizacio´n. En este caso, los resultados
a nivel de ordenamiento de los operadores de v´ınculo resultan similares, salvo que el rol
jugado por el potencial definido positivo en el caso con tiempo intr´ınseco, ahora es tomado
por el mo´dulo del vector de Killing conforme de la teor´ıa. Fue necesario adema´s una nueva
definicio´n del producto interno f´ısico de acuerdo al nuevo tiempo que contiene la teor´ıa. Es
decir, la insercio´n que regulariza el producto interno difiere del caso previo, ya que al estar el
tiempo asociado con un momento (en vez de una coordenada) involucra un operador integral
que realiza una transformacio´n de Fourier. Resulta llamativo que a pesar de que la idea de
un tiempo extr´ınseco en relatividad general no es reciente [York (1972)], no es usual que
se lo utilice en el problema de la cuantificacio´n (entre los pocos ejemplos existentes pueden
mencionarse a Kucharˇ (1971); Kucharˇ et al (1997)). El modelo que hemos desarrollado
podr´ıa ser de ayuda para comprender como implementar una cuantificacio´n basada en este
esquema.
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Finalmente, una caracter´ıstica no expresada en ninguno de los sistemas hasta ahora
mencionados, es el hecho que la relatividad general contiene una infinidad de v´ınculos
super-Hamiltonianos (uno por cada punto del espacio) con un a´lgebra de v´ınculos no trivial
entre ellos y los supermomentos. Hasta la fecha, los u´nicos modelos en dimensio´n finita
con covariancia general con varios v´ınculos super-Hamiltonianos se formulaban en un fondo
plano y no presentaban problemas de ordenamiento [Montesinos et al. (1999); Longhi et al
(1986,1989); Lusanna (1990)]. Consideramos pues, sumamente importante, haber logrado
resolver un modelo que permitiese estudiar el problema de ordenamiento con ma´s de un
v´ınculo super-Hamiltoniano en espacio-tiempos curvos. La aplicacio´n de los procedimientos
desarrollados previamente a este caso resulto´ natural, y so´lo condiciono´ las caracter´ısticas
del volumen natural de la teor´ıa a factorizar en sectores excluyentes de las coordenadas.
Mediante la transformacio´n de cambio de escala de los super-Hamiltonianos se hallaron los
operadores de v´ınculo que respetan dicha invariancia mediante una transformacio´n unitaria
apropiada (procedimiento con el cual el a´lgebra perdio´ su cara´cter de cerrada). Los cambios
de escala en este modelo pueden estar asociados tanto a un tiempo intr´ınseco como a uno
extr´ınseco, dependiendo de las caracter´ısticas del potencial. La regularizacio´n del producto
interno requiere hallar una condicio´n de gauge extra, que resulta en la insercio´n de una
funcio´n delta que hace que el producto interno f´ısico este´ evaluado a un u´nico tiempo.
De este modo, el problema de ordenamiento de los operadores de v´ınculo de teor´ıas con
covariancia general ha sido estudiado en un amplio espectro de modelos de dimensio´n finita,
con resultados originales que pueden ser un buen indicio de co´mo atacar el problema en la
relatividad general.

Ape´ndice A
A´lgebras de Grassmann
Un a´lgebra de Grassmann Gm tiene m generadores η
a que satisfacen
ηaηb + ηbηa = 0 (en particular ηa2 = 0). (A.1)
Decimos que las ηa son variables fermio´nicas (anticonmutan).
Gm es un espacio lineal de 2
n dimensiones, ya que cualquier elemento de Gm debe
poder escribirse como combinacio´n lineal (a coeficientes constantes) de: 1, η1, ..., ηm, η1η2, ...,
η1η2...ηm, debido a que no puede repetirse un mismo generador en ningu´n monomio. Un
elemento general de Gm sera´
f = f0 + faη
a + fabη
aηb + ... + f1...mη
1...ηm (A.2)
donde puede verse que so´lo es relevante la parte antisime´trica de los coeficientes.
Si en f so´lo aparecen te´rminos con un nu´mero par de generadores diremos que f es
boso´nico o que tiene paridad de Grassmann igual a cero: ε(f) = 0. Si so´lo aparecen
te´rminos con un nu´mero impar de generadores diremos que f es fermio´nico o que tiene
paridad de Grassmann igual a uno: ε(f) = 1. En el caso general, f sera´ una suma de un
elemento par con uno impar.
Si f1 y f2 tienen paridad bien definida entonces: f1f2 = (−1)ε1ε2f2f1
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Derivacio´n
Saber derivar un elemento de Gm es equivalente a saber derivar un monomio:
∂
∂ηa
(ηa1 ...ηai) = δa1a η
a2 ...ηai − δa2a ηa1ηa3 ...ηai + ...+ (−1)i−1δaia ηa1 ...ηai−1 (A.3)
De esta forma se define la derivada “left” como
δf = δηa
∂Lf
∂ηa
(A.4)
Se introduce adema´s la derivada “right” de manera que
δf = δηa
∂Lf
∂ηa
=
∂Rf
∂ηa
δηa (A.5)
Ambas derivadas sera´n iguales so´lo para elementos fermio´nicos. En general si f tiene
paridad bien definida:
∂Rf
∂ηa
= −(−1)ε(f)∂
Lf
∂ηa
(A.6)
Propiedades:
(i) Regla de la cadena
df(ηa(t))
dt
=
dηa
dt
∂f
∂ηa
∂f(ηb
′
(ηa))
∂ηa
=
∂ηb
′
∂ηa
∂f
∂ηb′
(ii) Si f1 y f2 tienen paridad bien definida
∂(f1f2)
∂ηa
=
∂f1
∂ηa
f2 + (−1)ε(f1)f1 ∂f2
∂ηa
(iii)
∂
∂ηa
(
∂f
∂ηb
)
= − ∂
∂ηb
(
∂f
∂ηa
)
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Corchetes de Poisson generalizados
A partir del estudio de una meca´nica que incluya variables fermio´nicas y de su correspon-
dencia con los conmutadores cua´nticos , se puede deducir que la estructura de corchetes de
Poisson resulta
{F,G} =
(
∂F
∂qi
∂G
∂pi
− ∂F
∂pi
∂G
∂qi
)
+ (−1)εF
(
∂LF
∂ηa
∂LG
∂Pa +
∂LF
∂Pa
∂LG
∂ηa
)
(A.7)
donde (ηa,Pa) son pares cano´nicamente conjugados como puede verificarse calculando
el corchete entre ellos.
Propiedades:
• {F,G} = −(−1)εF εG{G,F}
• {F,G1 +G2} = {F,G1}+ {F,G2}
• {F,G1G2} = {F,G1}G2 + (−1)εF εG1G1{F,G2}
• ε({F,G}) = εF + εG
• {F,G}∗ = −{G∗, F ∗}
• {{F1, F2}, F3} + (−1)εF1 (εF2+εF3){{F2, F3}, F1} + (−1)εF3(εF1+εF2){{F3, F1}, F2} = 0.
(Identidad de Jacobi generalizada).

Ape´ndice B
Demostracio´n de Ωˆ2 = 0: Modelos con
un super-Hamiltoniano
En este ape´ndice, demostraremos la nilpotencia del operador BRST para el caso de
sistemas con un v´ınculo super-Hamiltoniano cuyo potencial es invariante de gauge (tipo
1) (la demostracio´n para el caso con potencial definido positivo (tipo 2) no es necesaria,
pues el operador BRST en ese caso es obtenido a trave´s de una transformacio´n unitaria del
primero, preservando por lo tanto la nilpotencia).
Proponiendo los ordenamientos para las partes lineal y cuadra´tica de Ωˆ = Ωˆcuad+Ωˆlineal:
Ωˆlineal =
0∑
i=−1
f
1
2 ΩˆciPˆcif−
1
2 , (B.1)
Ωˆcuad =
1
2
0∑
k,j=−1
f−
1
2 Pˆakf Ωˆakbj Pˆbjf−
1
2 + ηˆoλ, (B.2)
queremos demostrar que
[Ωˆ, Ωˆ] = [Ωˆcuad, Ωˆcuad] + 2[Ωˆcuad, Ωˆlineal] + [Ωˆlineal, Ωˆlineal] = 0. (B.3)
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El te´rmino [Ωˆcuad, Ωˆcuad] se anula trivialmente porque ηo2 = 0 (no´tese que Ωˆ no depende
de Pˆo). El u´ltimo te´rmino es cero porque Ωˆlineal es efectivamente nilpotente. Por lo tanto,
so´lo tenemos que demostrar que el ordenamiento propuesto satisface [Ωˆcuad, Ωˆlineal] = 0.
Para los desarrollos ulteriores es necesario conocer las paridades de los objetos geome´tricos
intervinientes:
ε(ηˆak) = k, ε(Pˆbj) = j, ε(Ωˆci) = i (B.4)
ε(Ωˆakbj ) = k + j + 1, ε(
∂LΩˆci
∂ηbj
) = j + i+ 1, ε(
∂LΩˆcibj
∂ηak
) = i+ j + k. (B.5)
Luego, calculando expl´ıcitamente
[Ωˆcuad, Ωˆlineal] = f
1
2
∑
kj
1
2
f−1PˆakΩˆakbj Pˆbj
∑
i
ΩˆciPˆcif−
1
2+
+f
1
2
∑
i
ΩˆciPˆci
∑
kj
f−1Pˆakf Ωˆakbj Pˆbjf−
1
2 = f
1
2 [
∑
kj
1
2
f−
1
2 Pˆakf Ωˆakbj Pˆbj ,
∑
i
ΩˆciPˆci ]f−
1
2 =
= f
1
2 [
∑
kj
1
2
Ωˆakbj PˆakPˆbj −
i
2
∑
kj
∂L(ln f)
∂ηak
Ωˆakbj Pˆbj −
i
2
∑
kj
∂LΩˆakbj
∂ηak
,
∑
i
ΩˆciPˆci ]f−
1
2 (B.6)
Desarrollando cada te´rmino,
[
∑
kj
1
2
f−
1
2 Ωˆakbj PˆakPˆbj ,
∑
i
ΩˆciPˆci ] =
= −1
2
Ωˆakbj
∂L
2
Ωˆci
∂ηak∂ηbj
Pˆci −
i
2
(−1)j(k+1)Ωˆakbj ∂
LΩˆci
∂ηbj
PˆciPˆak
− i
2
(−1)j+1Ωˆakbj ∂
LΩˆci
∂ηak
PˆciPˆak −
i
2
Ωˆci
∂LΩˆakbj
∂ηci
PˆakPˆbj (B.7)
[− i
2
∑
kj
∂LΩˆakbj
∂ηak
, ΩˆciPˆci] = −
1
2
∂LΩˆakbj
∂ηak
∂LΩˆci
∂ηbj
Pˆci −
1
2
Ωˆci
∂L
2
Ωˆakbj
∂ηci∂ηak
Pˆbj (B.8)
[− i
2
∑
kj
∂L(ln f)
∂ηak
Ωˆakbj Pˆbj , ΩˆciPˆci ] =
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= −1
2
∑
ikj
∂L ln f
∂ηak
Ωˆakbj
∂LΩˆci
∂ηbj
Pˆci −
1
2
∑
ikj
Ωˆci
∂L
∂ηci
[
∂L(ln f)
∂ηak
Ωˆakbj ]Pˆbj (B.9)
El desarrollo del conmutador tendra´ te´rminos cuadra´ticos y lineales en los momentos
Pˆak que debera´n anularse por separado. Los te´rminos cuadra´ticos provienen todos de (B.7):
∑
ijk
[− i
2
(−1)j(k+1)Ωˆakbj ∂
LΩˆci
∂ηbj
PˆciPˆak −
i
2
(−1)j+1Ωˆakbj ∂
LΩˆci
∂ηak
PˆciPˆak −
i
2
Ωˆci
∂LΩˆakbj
∂ηci
PˆakPˆbj ],
su anulacio´n esta´garantizada pues se corresponden exactamente a los que surgen de calcular
el corchete cla´sico {Ω,Ω}, que se anula por construccio´n. No´tese que los dos primeros
te´rminos son iguales; en efecto, como Ωaobo = 0 entonces (−1)jkΩˆakbj = (−1)j+k+1Ωˆakbj .
Luego, permutando los roles de ak y bj (´ındices mudos) en el primer te´rmino:
∑
ikj
−i[(−1)j+1Ωˆakbj ∂
LΩˆci
∂ηak
+
1
2
Ωˆak
∂LΩˆcibj
∂ηak
]PˆciPˆbj = 0. (B.10)
Es decir que debe anularse la parte sime´trica (o antisime´trica si i = j = 0) del corchete:
∑
k
[(−1)j+1Ωˆakbj ∂
LΩˆci
∂ηak
+ (−1)i+1(−1)(j+1)(i+1)Ωˆakci ∂
LΩˆbj
∂ηak
+ Ωˆak
∂LΩˆcibj
∂ηak
] = 0. (B.11)
Los te´rminos restantes en (B.7),(B.8) y (B.9) son todos lineales:
−1
2
∑
ikj
[Ωˆakbj
∂L
2
Ωˆci
∂ηak∂ηbj
+
∂LΩˆakbj
∂ηak
∂LΩˆci
∂ηbj
+ Ωˆak
∂L
2
Ωˆbjci
∂ηak∂ηbj
+
+
∂L ln f
∂ηak
Ωˆakbj
∂LΩˆci
∂ηbj
+ Ωˆak
∂L
∂ηak
(
∂L(ln f)
∂ηbj
Ωˆbjci)]Pˆci (B.12)
Debemos probar que la suma sobre los ı´ndices kj es cero. Con este fin, multipliquemos
la relacio´n hallada a partir de los te´rminos cuadra´ticos, Ec. (B.11), por (−1)j+1, derivando
luego respecto de ηbj y sumando sobre j, obtenemos:
∑
kj
[
∂LΩˆakbj
∂ηbj
∂LΩˆci
∂ηak
+ (−1)(k+j+1)(j+1)Ωˆakbj ∂
L2Ωˆci
∂ηbj∂ηak
+ (−1)(ij+1)∂
LΩˆakci
∂ηbj
∂LΩˆbj
∂ηak
+
+(−1)ij+1+(k+i+1)(j+1)Ωˆakci ∂
L2Ωˆbj
∂ηbj∂ηak
+ (−1)j+1∂
LΩˆak
∂ηbj
∂LΩˆcibj
∂ηak
+(−1)(j+1)+k(j+1)Ωˆak ∂
L2Ωˆcibj
∂ηbj∂ηak
] = 0 (B.13)
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Veamos que el tercer y quinto te´rmino de esta expresio´n se cancelan mutuamente. En
efecto, permutando ak con bj en el tercero:
(−1)ik+1∂
LΩˆbjci
∂ηak
∂LΩˆak
∂ηbj
= (−1)ik+1)(−1)(k+j+i(k+j+1)∂
LΩˆak
∂ηbj
∂LΩˆbjci
∂ηak
= (−1)j ∂
LΩˆak
∂ηbj
∂LΩˆcibj
∂ηak
Permutando ak con bj en el resto de los te´rminos, obtenemos:
∑
kj
[
∂LΩˆakbj
∂ηak
∂LΩˆci
∂ηbj
+ Ωˆakbj
∂L
2
Ωˆci
∂ηak∂ηbj
+ (−1)i+1Ωˆakci ∂
L2Ωˆbj
∂ηak∂ηbj
+ Ωˆak
∂L
2
Ωˆcibj
∂ηak∂ηbj
] = 0, (B.14)
y vemos que aparecen los tres primeros te´rminos lineales de (B.12), que resultan iguales a:
−∑
kj
(−1)i+1Ωˆakci ∂
L2Ωˆbj
∂ηak∂ηbj
= −∑
k
(−1)i+1Ωˆakci ∂
L
∂ηak
(
∑
j
∂LΩˆbj
∂ηbj
)
=
∑
kj
(−1)i+1Ωˆakci[∂
LΩˆbj
∂ηak
∂L(ln f)
∂ηbj
+
∂L
2
(ln f)
∂ηbj∂ηak
Ωˆbj ] (B.15)
Donde la u´ltima igualdad surge de considerar que
∑
j
∂LΩˆbj
∂ηbj
= ηb(ξjb,j − Caba), y que, segu´n
se demostro´ en §4.1, Caba = f−1(fξjb),j, con lo cual
∑
j
∂LΩˆbj
∂ηbj
= ηbξjb(ln f),j =
∑
j Ωˆ
bj ∂
L(ln f)
∂ηbj
.
Adema´s, no´tese que debido al factor ∂
L(ln f)
∂ηbj
, el u´nico valor que contribuye en la relacio´n
(B.15) es j = −1. Luego, de la condicio´n (B.11) con j = −1 tenemos:
∑
k
(−1)i+1Ωˆakci ∂
LΩˆbj
∂ηak
= −∑
k
[Ωˆakbj
∂LΩˆci
∂ηak
+ Ωˆak
∂LΩˆcibj
∂ηak
]
Finalmente
∑
kj
(−1)i+1Ωˆakci ∂
L2Ωˆbj
∂ηak∂ηbj
=
∑
kj
[(Ωˆakbj
∂LΩˆci
∂ηak
+ Ωˆak
∂LΩˆcibj
∂ηak
)
∂L(ln f)
∂ηbj
+ (−1)iΩˆakci ∂
L(ln f)
∂ηbj∂ηak
Ωˆbj ]. (B.16)
No´tese que debido al factor ∂
L(ln f)
∂ηbj ∂ηak
, el u´ltimo te´rmino so´lo es no nulo si j = k = −1.
Como u´ltimo paso, desarrollando y reescribiendo apropiadamente los dos u´ltimos te´rminos
lineales de (B.12):
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∑
kj
[
∂L(ln f)
∂ηak
Ωˆakbj
∂LΩˆci
∂ηbj
+ Ωˆak
∂L
∂ηak
(
∂L(ln f)
∂ηbj
Ωˆbjci)]
=
∑
kj
[Ωˆakbj
∂LΩˆci
∂ηak
∂L(ln f)
∂ηbj
+ Ωˆak
∂LΩˆbjci
∂ηak
∂L(ln f)
∂ηbj
+ (−1)iΩˆbjci ∂
L2(ln f)
∂ηbj∂ηak
Ωˆak ](B.17)
que se cancelan exactamente con (B.16), lo cual completa la demostracio´n de la nilpotencia
de Ωˆ. ✷
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