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Achievable Rates and Training Optimization for
Uplink Multiuser Massive MIMO Systems
Songtao Lu,Student Member, IEEEand Zhengdao Wang,Senior Member, IEEE
Abstract—We study the performance of uplink transmission in
a large-scale (massive) MIMO system, where all the transmitters
have single antennas and the receiver (base station) has a large
number of antennas. Specifically, we first derive the rates that
are possible through minimum mean-squared error (MMSE)
channel estimation and three linear receivers: maximum ratio
combining (MRC), zero-forcing (ZF), and MMSE. Based on the
derived rates, we quantify the amount of energy savings thatare
possible through increased number of base-station antennas or
increased coherence interval. We also analyze achievable total
degrees of freedom of such a system without assuming channel
state information at the receiver, which is shown to be the same
as that of a point-to-point MIMO channel. Linear receiver is
sufficient when the number of users is less than the number
of antennas. Otherwise, nonlinear processing is necessaryto
achieve the full degrees of freedom. Finally, the training period
and optimal training energy allocation under the average and
peak power constraints are optimized jointly to maximize the
achievable sum rate when either MRC or ZF receiver is adopted
at the receiver.
Index Terms—massive MIMO, uplink, multiuser, channel
estimation, energy allocation, training, degree of freedom (DoF)
I. I NTRODUCTION
Massive multiple-input multiple-output (MIMO) systems
are a type of cellular communication where the base station
is equipped with a large number of antennas. The base
station serves multiple mobile stations that are usually
equipped with a small number of antennas, typically one.
Massive MIMO holds good potentials for improving future
communication system performance. There are several
challenges with designing such massive MIMO systems,
including e.g., channel state information (CSI) acquisition
[2], base station received signal processing [3], downlink
precoding with imperfect CSI [4], signal detection algorithm
[5], etc. For multi-cell system, pilot contamination and
inter-cell interference also need to be dealt with [6]. There is
already a body of results in the literature about the analysis
and design of large MIMO systems; see e.g., the overview
articles [7], [8] and references there in.
To reveal the potential that is possible with massive MIMO
systems, it is important to quantify the achievable performance
of such systems in realistic scenarios. For example, it is too
optimistic to assume that perfect CSI can be acquired at the
base station in the uplink, because such acquisition takes tim ,
energy, and channel estimation error will always exist. For
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the downlink, in order to perform effective beamforming, CSI
is again needed, which needs to be either estimated by the
mobile stations and then fed back to the base station, which is
a non-trivial task, or, acquired by the base station by exploiting
channel reciprocity in a time-division duplexing setup.
A. Scope of this paper
In this paper, we are interested in performance of theuplink
transmission in asingle-cellsystem. In particular, we ask what
rates can be achieved in the uplink by the mobile users if
we assume realistic channel estimation at the base station.
Similar analysis has been performed in [9], [10], [11], but
the analysis therein assumes equal power transmission durig
the channel training phase and the data transmission phase.
Also the training duration has not be optimized, and the
effect of channel coherence interval on system throughput has
not been quantified. Power allocation and training duration
optimization for the uplink MIMO system were considered in
[1] for single-cell system and in [12] for a multi-cell system.
If we allow the users to cooperate, then the system can be
viewed as a point-to-point MIMO channel. The rates obtained
in [13], and the stronger result on non-coherent MIMO channel
capacity in [14] can serve as upper bound for the system
sum rate. The question is how much of this sum rate can be
achieved without user cooperation and without using elaborte
signaling such as signal packing on Grassmannian manifolds.
For a system withK mobile users,M base station
antennas, and block fading channel with coherence interval
T , we derive achievable rate using linear channel estimation
and linear base station (front-end) processing, including
maximum ratio combining (MRC), zero-forcing (ZF), and
minimum mean-squared estimation (MMSE) processing. The
total degrees of freedom (DoF) is also quantified. We also
quantify the needed transmission power for achieving a
given rate, whenM ≫ 1, which is an refinement of the
corresponding result in [9].
Furthermore, the energy allocation and training duration
are also both optimized for uplink multi-user (MU) MIMO
systems in a systematic way. Two linear receivers, MRC
and ZF, are adopted with imperfect CSI. The average and
peak power constraints are both incorporated. We analyze the
convexity of this optimization problem, and derive the optimal
solution. The solution is in closed form except in one case
where a one-dimensional search of a quasi-concave function
is needed. Simulation results are also provided to demonstrate
the benefit of optimized training, compared to equal power
allocation considered in the literature.
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The main contributions of this paper are listed as follows:
1) We derive achievable rate using linear channel estimation
and linear base station (front-end) processing, including
MRC, ZF and MMSE processing.
2) We also quantify the total degrees of freedom (DoF) with
estimated channels.
3) We quantify the needed transmission power for achieving
a given rate, whenM ≫ 1, which is an refinement of the
corresponding result in [9].
4) We provide a complete solution for the optimal training
duration and training energy in an uplink MU-MIMO
system with either MRC or ZF receiver, under peak and
average power constraints.
B. Related Works
The throughput of massive MIMO systems has been
studied in several recent papers. For example, the issue of
non-ideal hardware and its effect on the achievable rates were
investigated in [15]. In [9], the achievable rates with perfect
or estimated CSI were derived. Scaling laws were obtained
in terms of the power savings as the number base station
antennas is increased. For channel estimation, the training
power and training duration were not optimized for rate
maximization. Expressions for uplink achievable rates under
perfect or imperfect CSI were derived in [11] for Ricean
channels with an arbitrary-rank deterministic component.For
the downlink MIMO broadcast channel, the optimization over
training period and power in both training phase and feedback
phase was investigated in [16]. An optimized energy reduction
scheme was proposed in [17] for uplink MU MIMO in a single
cell scenario, where both RF transmission power and circuit
power consumption were incorporated.
The rest of the paper is organized as follows. A system
model is developed in Section II. The channel estimation
is discussed in Section III. The achievable rates for linear
receivers and the achievable total degrees of freedom of the
system are derived in Section IV. Section V formulates the
problem of maximization of achievable rate with both averag
and peak power constraints. The solution of this optimization
problem is presented in Sections VI and VII. WhenM → ∞,
simplified expressions for the achievable rates are discussed
in Section VIII. Numerical simulation results are reportedin
Section IX and finally conclusions are drawn in Section X.
II. SYSTEM MODEL
Notation: We useA† to denote the Hermitian transpose
of a matrix A, IK to denote aK × K identity matrix,
C to denote the complex number set,⌊·⌋ to denote the
integer floor operation, i.i.d. to denote “independent and
identically distributed”, andCN (0, 1) to denote circularly
symmetric complex Gaussian distribution with zero mean and
unit variance.
Consider a single-cell uplink system, where there areK
mobile users and one base station. Each user is equipped with
one transmit antenna, and the base station is equipped with
M receive antennas. The received signal at the base station is
expressible as
y = Hs+ n (1)
whereH ∈ CM×K is the channel matrix,s ∈ CK×1 is the
transmitted signals from all theK users;n ∈ CM×1 is the
additive noise,y ∈ CM×1 is the received signal. We make the
following assumptions:
A1) The channel is block fading such that within a
coherence intervalof T channel uses, the channel remains
constant. The entries ofH are i.i.d. and taken fromCN (0, 1).
The channel changes independently from block to block. The
CSI is neither available at the transmitters nor at the receiv r.
A2) Entries of the noise vectorn are i.i.d. and from
CN (0, 1). Noises in different channel uses are independent.
A3) The average transmit power per user isρ. So within a
coherence interval the total transmitted energy isρT .
In summary, the system has four parameters,(M K,T, ρ).
We will allow the system to operate in the ergodic regime,
so coding and decoding can occur over multiple coherent
intervals.
III. C HANNEL ESTIMATION
We assume thatK ≤ M andK < T in this section. To
derive the achievable rates for the users, we use a well-known
scheme that consists of two phases (see e.g., [13]):
Training Phase. This phase consists ofTτ time intervals. The
K users send time-orthogonal signals at power levelρτ per
user. The training signal transmitted can be represented bya
K×Tτ matrixΦ such thatΦΦ† = EIK , whereE = ρτTτ is
the total training energy per user per coherent interval. Note
that we requireTτ ≥ K to satisfy the time-orthogonality.
Data Transmission Phase. Information-bearing symbols are
transmitted by the users in the remainingTd = T − Tτ
time intervals. The average power per symbol per user is
ρd = (ρT − E)/Td.
A. MMSE Channel Estimation
In the training phase, we will chooseΦ =
√
EIK
for simplicity. Other scaled unitary matrix can also be
used without affecting the achievable rate. Note that the
transmission power is allowed to vary from the training phase
to the data transmission phase. With our choice ofΦ, the
received signalYp ∈ CM×Tτ during the training phase can
be written as
Yp = HΦ+N =
√
EH+N (2)
where N ∈ CM×Tτ is the additive noise. The equation
describesM×Tτ independent identities, one for each channel
coefficient. The (linear) MMSE estimate for the channelH is
given by
Ĥ =
√
E
E + 1
Yp =
E
E + 1
H+
√
E
E + 1
N. (3)
The channel estimation error is defined as
H̃ = H− Ĥ = 1
E + 1
H−
√
E
E + 1
N. (4)
It is well known and easy to verify that the elements ofĤ are
i.i.d. complex Gaussian with zero mean and variance
σ2
Ĥ
=
E
E + 1
, (5)
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and the elements of̃H are i.i.d. complex Gaussian with zero
mean and variance
σ2
H̃
=
1
E + 1
. (6)
Moreover,Ĥ andH̃ are in general uncorrelated as a property
of linear MMSE estimator, and in this case independent thanks
to the Gaussian assumptions.
B. Equivalent Channel
Once the channel is estimated, the base station hasĤ nd
will decode the users’ information usinĝH. We can write the
received signal as
y = Ĥs+ H̃s+ n := Ĥs + v (7)
where v := H̃s + n is the new equivalent noise containing
actual noisen and self interferencẽHs caused by inaccurate
channel estimation. Assuming that each element ofs has
varianceρd during the data transmission phase, and there is no
cooperation among the users, the variance of each component
of v is
σ2v =
Kρd
E + 1
+ 1. (8)
If we replacev with a zero-mean complex Gaussian noise
with equal varianceσ2v , but independent ofs, then the system
described in (7) can be viewed as MIMO system with perfect
CSI at the receiver, and equivalent signal to noise ratio (SNR)
ρeff :=
ρdσ
2
Ĥ
σ2v
=
ρdE
Kρd + E + 1
=
ρd
1 + Kρd+1E
. (9)
The SNR is the signal power from a single transmitter per
receive antenna divided by the noise variance per receive
antenna. It is a standard argument that a noise equivalent tov
but assumed independent ofs is “worse”; see e.g., [13]. As a
result, the derived rate based on such assumption is achievable.
In the following, for notational brevity, we assume thatv in
(7) is independent ofs without introducing a new symbol to
represent the equivalentindependentnoise.
Note that the effective SNRρeff is the actual SNRρd divided
by a loss factor1+(Kρd+1)/E. The loss factor can be made
small if the energyE used in the training phase is large.
C. Energy Splitting Optimization
The energy in the training phase can be optimized to
maximize the effective SNRρeff in (9), as has been done in [13,
Theorem 2]. We adapt the result below for our case because
it is relevant to our discussion.
We assume the average transmitted power over one
coherence intervalT is equal to a given constantρ, namely
ρdTd + ρτTτ = ρT . Let α := ρτTτ/(ρT ) denote the fraction
of the total transmit energy that is devoted to channel training;
i.e.,
ρτTτ = αρT, ρdTd = (1− α)ρT, 0 ≤ α ≤ 1. (10)
Define an auxiliary variable whenTd 6= K:
γ :=
KρT + Td
ρT (Td −K)
(11)
which is positive ifTd > K and negative ifTd < K.
It can be easily verified that in all the three cases, namely
Td = K, Td > K, andTd < K, ρeff is concave inα within
α ∈ (0, 1). The optimal value forα that maximizesρeff is
given as follows:
α∗ =



−γ +
√
γ(γ + 1), Td > K
1
2 , Td = K
−γ −
√
γ(γ + 1), Td < K
(12)
The maximized effective SNRρ∗eff is given as
ρ∗eff =



ρT
Td−K
(−2
√
γ(γ + 1) + (1 + 2γ)), Td > K
(ρT )2
4K(1+ρT ) , Td = K
ρT
Td−K
(2
√
γ(γ + 1) + (1 + 2γ)), Td < K
(13)
At high SNR (ρ ≫ 1), we have
γ ≈ K
Td −K
, (14)
and the optimal values are
α∗H ≈
√
K√
Td +
√
K
, ρ∗eff ≈
T
(
√
Td +
√
K)2
ρ. (15)
At low SNR (ρ ≪ 1), we have
γ ≈ Td
ρT (Td −K)
, (16)
and the optimal values are
α∗L ≈
1
2
, ρ∗eff ≈
(ρT )2
4Td
. (17)
IV. A CHIEVABLE RATES
A. Rates of Linear Receivers
Given the channel model (7), linear processing can be
applied toy to recovers, as in e.g., [9]. LetA ∈ CK×M
denote the linear processing matrix. The processed signal is
ŝ :=Ay = AĤs+Av. (18)
The MRC processing is obtained by settingA = Ĥ†. The ZF
processing is obtained by settingA = (Ĥ†Ĥ)−1Ĥ†. And the
MMSE processing is obtained by settingA = Ĥ†(Ĥ†Ĥ +
σ2
v
ρd
)−1, whereσ2v is as given in (8).
Based on the equivalent channel model, viewed as a
multi-user MIMO systems with perfect receiver CSI and
equivalent SNRρeff, the achievable rates lower bounds derived
in [9, Propositions 2 and 3] can then be applied. Also, setting
the training period equal to the total number of transmit
antennas possesses certain optimality as derived in [13], which
meansT ∗τ = K. Specifically, for MRC the following ergodic
rate per user is achievable:
R(MRC) :=
(
1− K
T
)
log2
(
1 +
ρeff(M − 1)
ρeff(K − 1) + 1
)
. (19)
For ZF, assumingM > K, the following rate per user is
achievable:
R(ZF) :=
(
1− K
T
)
log2 [1 + ρeff(M −K)] . (20)
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Note that the factor(1− KT ) is due to the fact that during one
coherence interval of lengthT , K time slots have been used
for the training purpose. The number of data transmission slts
is T −K, and the achieved rate needs to be averaged overT
channel uses. Also, these rates are actually lower bounds on
achievable rates (due to the usage of Jensen’s inequality).
For the MMSE processing, we assume that the noisev
in (7) is independent ofĤ and Gaussian distributed. The
total received useful signal energy per receive antenna is
KρdE/(E + 1). The noise variance per receive antenna is
σ2v as in (8). Therefore the SNR per receive antenna is equal
to
SNR =
KρdE
Kρd + E + 1
. (21)
Using a recent result in [18, Proposition 1], we obtain
an achievable sum rate for MMSE processing after MMSE
channel estimation, given by
R(MMSE) :=KeK/SNR
(
f(M,K,
K
SNR
)−
f(M,K − 1, K
SNR
)
)
log2 e (22)
where the functionf() is defined as
f(m,n, x) =
∑n
k=1 detΨn,m(k, x)
Γn(m)Γn(n)
. (23)
In (23), Ψn,m(k, x) is an n × n matrix with (s, t)th entry
[Φn,m(k, x)]s,t given by
[Φn,m(k, x)]s,t
(n+m− s− t)! =
{∑(n+m−s−t)+1
h=1 Eh(x), t = k
1 t 6= k
whereEh(·) is the exponential integral function; and
Γn(m) =
n∏
i=1
Γ(m− i+ 1) (24)
with Γ(·) being the Gamma function.
We summarize the results in the following theorem.
Theorem 1:With K mobile users andM antennas at the
base station, and a channel model as given in (1), coherence
interval lengthT , training energyE, and data transmission
power ρd, the following rates are achievable: 1) rate given
by (19) with MRC receiver; 2) rate given by (20) with ZF
receiver; and 3) rate given by (22) with MMSE receiver.
As a numerical example, we depict in Fig. 1 the rates that
can be achieved for a test system for optimizedα as in (12),
as well as the unoptimizedα = (T −K)/T .
B. Degrees of Freedom
We define the DoF of the system as
d(M,K, T ) := sup lim
ρ→∞
R(total)(ρ)
log2(ρ)
(25)
where the supremum is taken over the totality of all reliable
communication schemes for the system, andR(total) denotes
the sum rate of theK users under the power constraintρ.
We may also speak of the (achieved) degree of freedom of
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Fig. 1. Achievable sum rate of MRC, ZF and MMSE receivers, where
M = 20, K = 4, T = 196. Solid lines indicate the sum rate with optimized
α and dashed lines illustrate the results with allocating thesame power for
both training and data phases.
one user for a particular achievability scheme, which is the
achieved rate of the user normalized bylog2(ρ) in the limit
of ρ → ∞. The DoF measures the multiplexing gain offered
by the system when compared to a reference point-to-point
single-antenna communication link, in the high SNR regime;
see e.g., [19].
Theorem 2:For an (M,K, T ) MIMO uplink system with
M receive antennas,K users, and coherence intervalT , the
total DoF of the system is
d(M,K, T ) = K†
(
1− K
†
T
)
. (26)
whereK† :=min(M,K, ⌊T/2⌋). 
Proof: To prove the converse, we observe that if we
allow the K transmitters to cooperate, then the system is a
point-to-point MIMO system withK transmit antennas,M
receive antennas, and with no CSI at the receiver. The DoF
of this channel has been quantified in [14], in the same form
as in the theorem. Without cooperation, the users can at most
a hieve a rate as high as in the cooperation case.
To prove the achievability, we first look at the caseK† <
M . In this case, we note that if we allow onlyK† users to
transmit, and let the remaining users be silent, then using the
achievability scheme describe in Section III, each of theK†
users can achieve a rate per user using the zero-forcing receiver
given as follows (cf. (20))
(
1− K
†
T
)
log2
[
1 + ρ(M −K†)
]
. (27)
Note that the conditionK† < M is needed. If we choose
E = Kρ andρd = ρ, then the effective SNR in (9) becomes
ρeff =
ρ
1 + Kρ+1Kρ
. (28)
It can be seen that asρ → ∞, log(ρ)/ log(ρ) → 1 and a DoF
per user of(1 −K†/T ) is achieved. The total achieved DoF
is thereforeK†(1 −K†/T ). Although better energy splitting
is possible, as in Section III-C, it will not improve the DoF.
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WhenK† = M , the case is more subtle. In this case the
zero-forcing receive is no longer sufficient. In fact, even the
optimal linear processing, which is the MMSE receiver [9,
eq. (31)], is not sufficient. The insufficiency can be established
by using the results in [20, Sec.IV.C] to show that asρ → ∞,
the effective SNR at the output of MMSE receiver has a limit
distribution that is independent of SNR. We skip the details
here, since it is not the main concern in this paper.
Instead, we notice that the equivalent channel (7) has SNR
given by (28), which forKρ > 1 is greater thanρ/3. So, the
MIMO system can be viewed as a multiple access channel
(MAC) with K† single-antenna transmitters, and one receiver
with M receive antennas. Perfect CSI is known at the receiver,
and the SNR betweenρ/3 and ρ. Using the MAC capacity
region result [21, Theorem 14.3.1], [22, Sec. 10.2.1], it can be
shown that a total DoF ofK† can be achieved overT −K†
the time slots.
Remark 1. The DoF is the same as that of a point-to-point
MIMO channel with K transmit antennas andM receive
antennas without transmit- or receive-side CSI [14]. This is
a bit surprising because optimal signaling over non-coherent
MIMO channel generally requires cooperation among the
transmit antennas. It turns out that as far as DoF is concerned,
transmit antenna cooperation is not necessary. This is the new
twist compared to the point-to-point case.
Remark 2. It can be seen from the achievability proof that
for M > K, which is generally applicable for massive MIMO
systems, ZF at the base station is sufficient for achieving the
optimal DoF. However, MRC is not sufficient becauseρ shows
up both in the numerator and denominator of (19). So asρ →
∞, the achieved rate is limited. This is due to the interference
among the users.
Remark 3. For the caseK† = M , non-linear decoding such
as successive interference cancellation is needed.
Remark 4. WhenT is large, a per-user DoF close to 1 is
achievable, as long asK ≤ M .
Remark 5. WhenM is larger thanK†, increasingM further
has no effect on the DoF. However, it is clear that more
receive antennas is useful because more energy is collected
by additional antennas. We will discuss the benefit of energy
savings in the next section.
C. Discussion
1) Power Savings for Fixed Rate:As more antennas are
added to the base station, more energy can be collected.
Therefore, it is possible that less energy is needed to
be transmitted from the mobile stations. When there is
perfect CSI at the base station, it has been shown in [9]
that the transmission power can be reduced by a factor
1/M to maintain the same rate, compared to a single-user
single-antenna system.
When there is no CSI at the receiver, however, it was
observed in [9] that the power savings factor is1/
√
M instead
of 1/M . In the following we do a slightly finer analysis of
the effected power savings whenM is large, assuming the
training phase has been optimized as in Section III.
ConsiderM ≫ K > 1. Because the received power is
linearly proportional toM , the transmitted power can be
smaller whenM is larger. WhenM ≫ 1, the system is
operating in power-limited regime. It can be seen from (19)
and (20) that whenρ is small, MRC performs better than
ZF, which has been previously observed, e.g., [9]. On the
other hand, in the low-SNR regime the difference between
them is a constant factor(M − 1)/(M − K) in the SNR
term within the logarithmic functions in (19) and (20). The
difference becomes negligible whenM is large. Using either
result, and the effective SNR in (17), we are able to obtain
the following.
Corollary 1: If we fix the per-user rate atR = (1 −
K/T ) log2(1 + ρ0), then the required powerρ is
ρ =
√
4ρ0(T −K)
MT 2
+ o
(
1√
M
)
(29)
Proof: This can be proved by settingρM = ρ0 in the
rate expression for ZF.
It is interesting to note that increasingT has a similar effect
as increasingM on the required transmission power, reducing
the power by1/
√
M or 1/
√
T . The reason is the ifT is
increased, then the energy that can be expended on training
is increased, improving the quality of channel estimation.O
the other hand, for (29) to be applicable, we needM ≫ K.
2) MMSE and Optimal Processing:If MMSE processing is
used at the base station, then the performance can be improved
compared to MRC and ZF. However, at low SNR, MRC is
near optimal and at high SNR, ZF is near optimal. So MMSE
processing will not change the nature of the results that we
have obtained, although a slightly higher rate is possible.Also,
it is observed that the difference between ZF and MMSE is
negligible for a wide range of SNR as shown in Figure 1 and
the similar results can be found at [9].
V. JOINT OPTIMIZATION OF ENERGY ALLOCATION AND
TRAINING DURATION
If the peak power, rather than the average power, is limited,
then our DoF result still holds because the achievability
proof actually uses equal power in the training and data
transmission phases. The power savings discussion in the
previous subsection still applies, because the system is lited
by the total amount of energy available, and not how the
energy is expended. In the regime where the SNR is neither
very high or very low, the peak power constraint will affect
the rate. We provide a detailed analysis in this section.
A. Energy Allocation
We assume that the transmitters are subject to both peak
and average power constraints, where the peak power during
the transmission is assumed to be no more thanρmax; i.e.,
0 ≤ ρd, ρτ ≤ ρmax. (30)
B. The Optimization Problem
For an adopted receiver,A ∈ {MRC,ZF}, our goal is to
maximize the uplink achievable rate subject to the peak and
average power constraints. Based on the model in (7), we
6
will consider two linear demodulation schemes: MRC and ZF
receivers.
For MRC receiver, the signal-to-inference plus noise ratio
(SINR) for any of theK users’ symbols can be obtained by
substitutingρeff into ρeff(M − 1)/(ρeff(K − 1) + 1) (see [9,
eq. (39)]):
SINR(MRC) =
Tτρτρd(M − 1)
Tτρτρd(K − 1) +Kρd + Tτρτ + 1
. (31)
For the ZF Receiver, the expected value of SINR for any
of the K users’ symbols can be obtained by substitutingρeff
into ρeff(M −K) (see [9, eq. (42)]):
SINR(ZF) =
Tτρτρd(M −K)
Kρd + Tτρτ + 1
. (32)
For either receiver, a lower bound on the sum rate achieved
by theK users is given by
R(A)(α, Td) =
Td
T
K log2(1 + SINR
(A)) (33)
whereA ∈ {MRC,ZF}.
Our optimization problem can be formulated as follows:
(OP) maximize
α,Td
R(A)(α, Td) (34)
subject to Td + Tτ = T (35)
ρTα+ ρmaxTd ≤ ρmaxT (36)
−ρTα− ρmaxTd ≤ −ρT (37)
0 ≤ α ≤ 1 (38)
0 < Td ≤ T −K (39)
whereR(A)(α, Td) is as given in (33); (36) and (37) are from
the peak power constraints in the training and data phases,
respectively; and the last constraint is from the requirement
that Tτ ≥ K.
VI. SINR MAXIMIZATION WHEN Td IS FIXED
The feasible set of the problem (OP) is convex, but the
convexity of the objective function is not obvious. In this
section, we consider the optimization problem whenTd is
fixed. In this case, we will prove thatR(A)(α, Td) is concave
in α, and derive the optimizedα. The result will be useful in
the next section whereα andTd are jointly optimized.
For a fixedTd, from the peak power constraints (36) and
(37), we have
ρmaxTτ
ρT
+
(
1− ρmax
ρ
)
≤ α ≤ ρmaxTτ
ρT
. (40)
Combined with (38), the overall constraints onα is
min{0, ρmaxTτ
ρT
+
(
1− ρmax
ρ
)
} ≤ α ≤ max{ρmaxTτ
ρT
, 1}.
(41)
In the remaining part of this section, we will first ignore the
peak power constraint, and derive the optimalα ∈ (0, 1) for
a givenTd. At the end of this section, we will reconsider the
effect of the peak power constraint on the optimalα.
A. MRC Case without Peak Power Constraint
Using (10) we can rewrite (31) as
SINR(MRC)(α) =
M − 1
K − 1
α(α − 1)
α2 − a1α− b1
(42)
where
a1 = 1 +
Td −K
ρT (K − 1) , b1 =
ρTK + Td
ρ2T 2(K − 1) > 0. (43)
It can be verified that1− a1 − b1 ≤ 0.
1) Behavior of theSINR(MRC)(α) Function: Define
g(α) := SINR(MRC) · (K − 1)/(M − 1). (44)
And let gd(α) = α2 − a1α− b1, which is the denominator of
g(α).
Lemma 1:The functiong(α) is concave inα over (0, 1)
when1− a1 − b1 ≤ 0 andb1 > 0.
Proof: See Appendix A.
According to Lemma 1, we know that there is a global
maximal point for (42). Taking the derivative of (42) and
setting it as 0, we have
(1− a1)α2 − 2b1α+ b1 = 0. (45)
Remark 6. It can be observed that when1 − a1 − b1 ≤ 0
and b1 > 0, gd(α) is negative at bothα = 0 and α = 1.
Since the leading coefficient ofgd(α) is positive,gd(α) < 0
for α ∈ (0, 1), and it has no root in(0, 1).
Based on Remark 6, we deduce thatg(α) > 0 for α ∈ (0, 1).
In addition, we haveg(0) = 0 andg(1) = 0. Therefore, there
is an optimalα within (0, 1) rather than at boundaries.
2) The Optimizingα: We discuss the optimalα in three
cases, depending onTd, as compared toK.
• If Td = K, then1− a1 = 0. Hence, we haveα∗ = 1/2,
and
SINR(MRC)(
1
2
) =
M − 1
K − 1
1/4
1/4 + K(ρT+1)ρ2T 2(K−1)
(46)
• If Td < K, then 1 − a1 > 0. Since b1 > 1 − a1,
b1/(1 − a1) > 1. Between the two roots of (45), the
one in between 0 and 1 is
α∗ =
b1 −
√
b1(a1 + b1 − 1)
1− a1
. (47)
• If Td > K, then1 − a1 < 0. It can be deduced that in
this caseα∗ in (47) is still between 0 and 1 and therefore
is the optimalα.
Substituting (43) into (47), we have
α∗ =
√
(ρTK + Td)(ρTTd + Td)− (ρTK + Td)
ρT (Td −K)
. (48)
We can simplify the expression for the optimalα at high and
low SNR:
• At high SNR, the optimalα∗ is
α∗H ≈
√
KTd −K
Td −K
=
√
K√
Td +
√
K
. (49)
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• Similarly, at low SNR, the optimalα∗ is
α∗L ≈
1
2
. (50)
As a result,SINR(MRC)(α∗L) = (M − 1)/(4Td(K − 1)).
If the SNR is low, the fraction between the training and
data is independent on the system parametersM , K, ρd,
ρτ , Tτ , andT .
B. ZF Case without Peak Power Constraint
This optimization problem in the ZF case is similar to that
in Section. III-C. Here, we only give the final optimization
results.
Using (10) we can rewrite (32) as
SINR(ZF)(α) =
ρT (M −K)α(1− α)
(Td −K)(γ + α)
(51)
The optimized results ofα∗ are the same as in (12). The
optimizedSINR(ZF) is just given by(M−K)ρ∗eff. At both high
SNR and low SNR, the results are the same as in the MRC
case.
C. MRC and ZF with Peak Power Constraint
So far we have ignored the peak power constraint. When
the peak power is considered, andα∗ is not within the feasible
set (41), the optimal̃α∗ with the peak power constraint is the
α within the feasible set that is closest to theα∗ we derived,
which is at one of the two boundaries of the feasible set, due
to the concavity of the objective function.
VII. A CHIEVABLE RATE MAXIMIZATION IN GENERAL
In this section, α and Td are jointly optimized for
maximizing the achievable rate of uplink MU-MIMO system
as illustrated in (34)–(39) when both average and peak power
constraints are considered.
The feasible set with respective toα andTd is illustrated in
Fig. 2. It can be observed that the feasible region is in betwen
the following two lines
Td = −ρTα/ρmax+ T, (52)
Td = −ρTα/ρmax+ ρT/ρmax (53)
whereα andTd satisfy (38) and (39).
We have the following lemma that is useful for describing
the behavior of our objective functionSINR(A)(α, Td) when
α is fixed.
Lemma 2:The functionf(x) = x ln(1+a/(b+cx)), when
a, b, c, x > 0, is concave and monotonically increasing.
Proof: See Appendix B.
In summary, the convexity of the objective function are
known to have the following two properties:
(P1) From Lemma 1, for fixedTd, R(A) is a concave function
with respect toα.
(P2) From Lemma 2, for fixedα, R(A) is a concave function
and monotonically increasing with respect toTd.
Since the feasible set is convex, our optimization problem
(OP) is a biconvex problem that may include multiple local
α
Td
T −K
0
T
α†
Td = −
ρ
ρmax
Tα +
ρ
ρmax
T
Td = −
ρ
ρmax
Tα + T
α1α2
Fig. 2. Feasible region and the contour of the objective functio in the MRC
case;T = 196, K = 20 andM = 50.
optimal solutions. However, after studying the convexity of
the objective function, there are only three possible casesfor
the optimal solutions, as we discuss below.
In the remainder of this section, letα† denote the optimal
α whenTd = T −K.
A. Case 1:ρτ is limited byρmax
Defineα1 := ρmaxK/ρT , which is the root ofT − K =
−ρTα/ρmax+T in α; see Fig. 2. In the case whereα1 < α†,
because of the property P2 the optimal(α∗, T ∗d ) must be on
one of the two lines given by i)Td = −ρTα/ρmax+ T , α ∈
[α1, 1], and ii) Td = T −K, α ∈ [0, α1].
On the lineTd = T−K,α ∈ [0, α1] the objective function is
concave and increasing withα, thanks to property P1. Hence,
we only need to consider the lineTd = −ρTα/ρmax+ T, α ∈
[α1, 1].
Lemma 3:The objective functionR(MRC)(α, Td) along the
line Td = −ρTα/ρmax+ T, α ∈ [α1, 1] is quasiconcave inα.
Proof: Consider MRC processing. Substituting (52) into
R(MRC)(α, Td), we have
R(MRC)(α) =
K
T
(
− ρT
ρmax
α+ T
)
log2(1 + SINR
(MRC)(α))
(54)
where
SINR(MRC)(α) =
α(α − 1)ρ2T 2(M − 1)
a2α2 − b2α− c2
, (55)
anda2 = ρ2T 2(K − 1) + ρ2T 2/ρmax, b2 = ρ2T 2(K − 1) +
ρT 2−ρTK−ρT/ρmax andc2 = KρT+T . SinceR(MRC)(α) >
0, in order to prove the quasi-concavity ofR(MRC)(α), we
need to prove that the super-level setSβ = {α|0 < α <
1, R(MRC)(α) ≥ β} for eachβ ∈ R+ is convex. Equivalently,
if we define
φβ(α) =
β
K
T (
ρTα
ρmax
− T )
+ log2(1 + SINR
(MRC)(α)). (56)
we only need to prove thatSφ = {α|0 < α < 1, φβ(α) ≥ 0}
is a convex set.
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It can be checked that the first part ofφβ(α), namely
β/[KT (
ρTα
ρmax
− T )], is concave forα ∈ [0, 1]. For the other
part ofφβ(α), from (55) we know that
a2 − b2 − c2 = ρT (
ρ
ρmax
− 1)− T (1− α ρ
ρmax
) < 0 (57)
where a2, c2 > 0. Applying Lemma 1, we know
SINR(MRC)(α) is concave. Hence,log2(1 + SINR
(MRC)(α))
is also concave since functionlog(1 + x) is concave and
non-decreasing [23]. Therefore, its super-level setSφ is
convex. It follows that the super-level setSβ of R(MRC)(α)
is convex for eachβ ≥ 0. The objective function is thus
quasiconcave.
Thanks to Lemma 3, we can find the optimalα by setting
the derivative of (54) with respect toα to 0. Efficient
one-dimensional searching algorithm such as Newton method
or bisection algorithm [23], can be adopted to find out the
optimalα.
B. Case 2:ρd is limited byρmax
Defineα2 := 1 − ρmax(T − K)/ρT , which is the root of
T − K = ρTα/ρmax + ρT/ρmax in α. If α2 > α†, because
of the property P2 the optimal(α∗, T ∗d ) must be on one of
the two lines given by i)Td = −ρTα/ρmax+ T, α ∈ (α1, 1),
α ∈ [α1, 1], and ii) Td = T − K, α ∈ [α2, α1]. Along the
line Td = T −K,α ∈ (α1, 1), the corresponding function is
decreasing inα because of the property P1. Also considering
P2, which implies that the optimal point in this case cannot
includeTd < T −K, we conclude that the point(α∗, T ∗d ) =
(α2, T −K) is the global optimal solution of the problem.
C. Case 3: Neitherρd nor ρτ is not limited byρmax
If α2 < α† < α1, the optimal point is achieved at
(α∗, T ∗d ) = (α
†, T −K), according to properties P1 and P2.
Summarizing what we have discussed so far, we have the
following theorem.
Theorem 3:For the MRC receiver, setα† = 1/2 if Td = K
and otherwise setα† according to (48) whenTd = T − K.
Setα1 = ρmaxK/ρT and setα2 = 1− ρmax(T −K)/ρT . The
solution for the joint optimization of training energy allocation
α and the training durationTτ = T − Td is given in three
cases. Case 1) Ifα1 < α†, thenα∗ is given by the maximizer
of R(MRC)(α) in (54), andT ∗d = −ρTα∗/ρmax+ T ; Case 2)
If α2 > α† then (α∗, T ∗d ) = (α2, T − K); Case 3) Ifα2 <
α† < α1, then(α∗, T ∗d ) = (α
†, T −K).
We also have similar results regarding the optimal energy
allocation factorα and training periodTτ for the ZF case. The
only difference is that the achievable rateR(ZF)(α) should be
given by substituting (52) intoR(ZF)(α, Td), which is
R(ZF)(α) =
K
T
(
− ρT
ρmax
α+ T
)
log2(1 + SINR
(ZF)(α)) (58)
where
SINR(MRC)(α) =
α(α − 1)ρ2T 2(M −K)
a3α2 − b3α− c3
, (59)
anda3 = ρ2T 2/ρmax, b3 = ρT 2 − ρTK − ρT/ρmax andc3 =
KρT +T . Comparing (54), (55) and (58), (59), we can obtain
the results for ZF receiver as follows.
Theorem 4:For the ZF receiver, setα† = 1/2 if Td = K
and otherwise setα† according to (12) whenTd = T − K.
Setα1 = ρmaxK/ρT and setα2 = 1− ρmax(T −K)/ρT . The
solution for the joint optimization of training energy allocation
α and the training durationTτ = T − Td is given in three
cases. Case 1) Ifα1 < α†, thenα∗ is given by the maximizer
of R(ZF)(α) in (58), andT ∗d = −ρTα∗/ρmax+ T ; Case 2) If
α2 > α
† then(α∗, T ∗d ) = (α2, T −K); Case 3) Ifα2 < α† <
α1, then(α∗, T ∗d ) = (α
†, T −K).
We also remark that our results are applicable for anyM >
K, including whenM ≫ K, i.e., the massive MIMO system
case.
VIII. D ISCUSSION
When M increases, the transmit power of each user can
be reduced proportionally to1/
√
M for large M while
maintaining a fixed rate as discussed in Section IV-C1 and
[9]. Here we discuss the asymptotic achievable rates when
M → ∞.
A. If Td is fixed andM → ∞
If the energy over the training and data phases is allocated
differently, we have the following results after optimizing the
α for largeM .
Theorem 5:For both ZF and MRC, letρu :=
√
Mρ be
fixed. Then,
R(A) → Td
T
K log2(1 +
ρ2uT
2
4Td
), M → ∞ (60)
Proof: According to (42) and (51), whenM → ∞, we
have
SINR(A)(α) =
α(1− α)ρ2uT 2
Td
, (61)
where the maximum SINR can be obviously obtained when
α = 1/2.
Note, if the peak power constraints are considered,α needs
to be within the interval as shown in (41). Otherwise, the
optimal solution is located at the boundary of (41).
Remark 7. If the power is allocated equally between the
two phases, we haveα = Tτ/T [9], then the difference
of achievable rate between the optimized and the equally
allocated power scheme is
∆R(A)(α) =
Td
T
K(log2(1 +
ρ2uT
2
4Td
)− log2(1 + Tτρ2u)),
=
Td
T
K log2(
4Td + ρ
2
uT
2
4Td + 4Td(T − Td)ρ2u
), (62)
where the numerator minus the denominator within thelog2(·)
is equal to ρ2u(T
2 − 4TTd + T 2d ) = ρ2u(T − Td)2 ≥ 0.
Therefore, it is clear that the optimized achievable rate is
always larger than the unoptimized one. The gain in rate
offered by optimizing the energy allocated for training is given
by (62).
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B. Optimizedα andTd whenM → ∞
For both MRC and ZF, under the peak power constraints, the
average transmit power of each user isρ = ρu/
√
M , whereρu
is fixed. Defineρ/ρmax = ξ. Consequently, the corresponding
ρmax = ρu/(ξ
√
M). WhenM → ∞, applying Theorems 3
and 4, we have the following cases:
• Case 1:ρτ is limited byρmax
R(A)(α) = K(−ξα+ 1) log2
(
1 +
α(α− 1)ρ2uT
ξα− 1
)
(63)
Taking the derivative of (63) and setting it to zero, we can
obtain the optimalα with one dimension search algorithm
[23]. Then, the durationT ∗d can be obtained by (52)
directly with substitutingα∗.
• Case 2:ρd is limited byρmax
R(A)(α∗) = Kξ(−α∗ + 1) log2
(
1 +
α∗(α∗ − 1)ρ2uT
T −K
)
(64)
whereα∗ = 1− (T −K)/(ξT ) andT ∗d = T −K.
• Case 3: Neitherρd nor ρτ is not limited byρmax
R(A)(α∗) =
T −K
T
K log2
(
1 +
ρ2uT
2
4(T −K)
)
(65)
whereα∗ = 1/2 andT ∗d = T −K.
IX. N UMERICAL RESULTS
In this section, we compare the achievable rates between
equal power allocation scheme and our optimized one under
average and peak power constraints. In our simulations, we
set ρmax = 1.2ρ, K = 10, and T = 196. We consider
the following schemes: 1) MRC, which refers to the case
where MRC receiver is used and the same average power
is used in both training and data transmission phases [9]. 2)
A-MRC, which refers to the case where MRC receiver is used,
the training duration isK, and there is only average power
constraint. 3) AP-MRC, where MRC receiver is used, and
both the training duration and training energy are optimized
under both the average and peak power constraints. We will
also consider the ZF variants of the above three cases, namely
ZF, A-ZF, and AP-ZF. The energy efficiency is defined as
η(A) := R(A)(α, Td)/ρ.
In Fig. 3, we show the achieved rates of various schemes
as the number of antennas increases. It can be seen that the
A-MRC (ZF) performs better than the MRC (ZF) as well as
the AP-MRC (ZF). In Fig. 4, the energy efficiency is shown as
a function ofρ. It can be seen that there is an optimal average
transmitted power for maximal energy efficiency as has been
also observed before in [9]. It can also be seen that optimized
schemes, e.g., A-MRC (A-ZF) and AP-MRC (AP-ZF), show
a significant gain whenρ is small, since the power resource
is scarce. In Fig. 5, we show the energy efficiency versus sum
rate. It can be observed that the energy efficiency is maximized
at a certain rate. In particular, the optimized schemes achieve
higher energy efficiencies. Also from the simulations, we can
see that ZF performs better than MRC at high SNR, but worse
when SNR is low.
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X. CONCLUSIONS
In this paper, we considered an uplink multiuser cellular
system where the base station is equipped with multiple
antennas. The channels were assumed to be acquired by
the base station through training symbols transmitted by the
mobile users. With estimated channels at the base station,
we derived sum rates that is achievable with MMSE channel
estimation and MRC, ZF, and MMSE detectors. Based on
the derived rates, we were able to quantify the amount of
energy savings that are possible through the increase of
either the number of base station antennas, or the coherence
interval length. We also quantified the degrees of freedom
that is possible in this scenarios, which is the same as that
of a point-to-point MIMO system. The achievability scheme
when the number of users is less than the number of base
station antennas is linear: zero-forcing is sufficient. Otherwise,
nonlinear processing at the base station is necessary to achieve
the optimal total degrees of freedom.
For the case that both average and peak power constraints
were considered, we considered the problem of joint training
energy and training duration optimization for the MRC and ZF
receivers so that the sum achievable rate is maximized. We also
performed a careful analysis of the convexity of the problem
and derived optimal solutions either in closed forms or in
one case through a one-dimensional search of a quasi-concave
function. Our results were illustrated and verified through
numerical examples.
XI. A PPENDIX
A. Proof of Lemma 1
Replacingα asx in (42), we need to verify that the second
derivative of (42) with respective tox is negative [23]. The
first derivative ofg(x) is
g′(x) =
(1− a)x2 − 2bx+ b
(x2 − ax− b)2 (66)
where1 − a− b < 0, b > 0 andx ∈ (0, 1). Then, taking the
second derivative ofg(x), we have
g′′(x) =
2
(x2 − ax− b)3
(
(a− 1)x3 + 3bx2 − 3bx+ ab+ b2
)
︸ ︷︷ ︸
f(x)
(67)
From Remark 6 andb > 0, we know that(x2 − ax− b)3 < 0.
We need to showf(x) > 0.
Checking the boundary off(x), we know that
f(0) = ab+ b2 = b(b+ a) > b > 0, (68)
f(1) = ab+b2 = a−1+ab+b2 = (a+b−1)(b+1)> 0. (69)
Next, we need to consider the monotonicity of the function
during the intervalx ∈ (0, 1). Taking the derivative of (x),
we get
f ′(x) =3(a− 1)x2 + 6bx− 3b
= 3(a− 1)(x2 + 2b
a− 1x−
b
a− 1), (70)
which is a quadratic function.
Whena = 1, f ′(x) = 6bx− 3b = 3b(2x− 1). The function
is decreasing untilx = 1/2 and increasing afterwards. Since
f(
1
2
) =
1
4
b+ b2 > 0, (71)
it can be deduced thatf(x) > 0.
When a 6= 1, we know thatf ′(1) = 3(a + b − 1) > 0,
f ′(0) = −3b, meaning that the functionf(x) is decreasing
first and increasing after the minimum point.
Here, we need to verify the minimum value off(x∗) is
always greater than 0. According to (70), the minimum point
given by the root of ′(x∗) = 0 is
x∗ = − b
a− 1 +
√
b(a+ b− 1)
(a− 1)2 , (72)
sincea + b > 1 and b > 0. Substituting (72) intof(x), we
have
f(x∗) =[x((a− 1)x2 + 2bx− b) + bx2 − 2bx+ ab+ b2]
∣∣
x=x∗
=
b(a+ b− 1)
a− 1 (
2b
a− 1 − 2
√
b(a+ b− 1)
(a− 1)2 + a)
︸ ︷︷ ︸
h
. (73)
For a− 1 > 0,
h =
2b
a− 1 −
√
b(a+ b− 1)
a− 1 + a
=
2
a− 1
b2 − b(a+ b− 1)
b+
√
b(a+ b− 1)
+ a (74)
(a)
>a− 2b
b+
√
b2
> 0 (75)
where (a) is based ona− 1 > 0. Therefore,f(x) > 0.
For a− 1 < 0,
h =
2b
a− 1 +
2
√
b(a+ b− 1)
a− 1 + a (76)
(b)
<
2(1− a)
a− 1 + a < 0, (77)
where (b) is due tob > 1− a. Hence,f(x) > 0.
B. Proof of Lemma 2
The derivative off(x) = x ln(1 + a/(b + cx)), where
a, b, c, x > 0, is
f ′(x) = ln(1 +
a
cx+ b
)− acx
(cx+ a+ b)(cx+ b)
(78)
It is clear that limx→∞ f ′(x) = 0. If we can verify that
the functionf ′(x) is monotonically decreasing, thenf ′(x) is
always positive. Hence, we take the derivative off ′(x), and
obtain
f ′′(x) = −abc
2x+ ac2(a+ b)x+ 2ac(a+ b)b
[(cx+ b)(cx + a+ b)]2
< 0, (79)
since a, b, c, x > 0. This means thatf ′(x) is decreasing.
Therefore,f ′(x) is always positive, i.e.,f(x) is an increasing
and concave function.
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