University of Kentucky

UKnowledge
Theses and Dissertations--Physics and
Astronomy

Physics and Astronomy

2019

SCANNING PROBE MICROSCOPY MEASUREMENTS ON 2D
MATERIALS AND IRIDATES
Armin Ansary
University of Kentucky, armin.ansary@gmail.com
Author ORCID Identifier:

https://orcid.org/0000-0002-2509-343X

Digital Object Identifier: https://doi.org/10.13023/etd.2019.436

Right click to open a feedback form in a new tab to let us know how this document benefits you.

Recommended Citation
Ansary, Armin, "SCANNING PROBE MICROSCOPY MEASUREMENTS ON 2D MATERIALS AND IRIDATES"
(2019). Theses and Dissertations--Physics and Astronomy. 66.
https://uknowledge.uky.edu/physastron_etds/66

This Doctoral Dissertation is brought to you for free and open access by the Physics and Astronomy at
UKnowledge. It has been accepted for inclusion in Theses and Dissertations--Physics and Astronomy by an
authorized administrator of UKnowledge. For more information, please contact UKnowledge@lsv.uky.edu.

STUDENT AGREEMENT:
I represent that my thesis or dissertation and abstract are my original work. Proper attribution
has been given to all outside sources. I understand that I am solely responsible for obtaining
any needed copyright permissions. I have obtained needed written permission statement(s)
from the owner(s) of each third-party copyrighted matter to be included in my work, allowing
electronic distribution (if such use is not permitted by the fair use doctrine) which will be
submitted to UKnowledge as Additional File.
I hereby grant to The University of Kentucky and its agents the irrevocable, non-exclusive, and
royalty-free license to archive and make accessible my work in whole or in part in all forms of
media, now or hereafter known. I agree that the document mentioned above may be made
available immediately for worldwide access unless an embargo applies.
I retain all other ownership rights to the copyright of my work. I also retain the right to use in
future works (such as articles or books) all or part of my work. I understand that I am free to
register the copyright to my work.
REVIEW, APPROVAL AND ACCEPTANCE
The document mentioned above has been reviewed and accepted by the student’s advisor, on
behalf of the advisory committee, and by the Director of Graduate Studies (DGS), on behalf of
the program; we verify that this is the final, approved version of the student’s thesis including all
changes required by the advisory committee. The undersigned agree to abide by the statements
above.
Armin Ansary, Student
Dr. Douglas Strachan, Major Professor
Dr. Christopher Crawford, Director of Graduate Studies

SCANNING PROBE MICROSCOPY MEASUREMENTS ON 2D MATERIALS
AND IRIDATES

DISSERTATION
A dissertation submitted in partial
fulfillment of the requirements for
the degree of Doctor of Philosophy
in the College of Arts and Sciences
at the University of Kentucky
By
Armin Ansary
Lexington, Kentucky
Co-Directors: Dr. Douglas R. Strachan, Professor of Physics
and
Dr. Kwok-Wai Ng, Professor of Physics
Lexington, Kentucky

Copyright c Armin Ansary 2019
https://orcid.org/0000-0002-2509-343X

ABSTRACT OF DISSERTATION

SCANNING PROBE MICROSCOPY MEASUREMENTS ON 2D MATERIALS
AND IRIDATES
In the past two decades, there has been a quest to understand and utilize novel materials such as iridates and two-dimensional (2D) materials. These classes of materials
show a lot of interesting properties both in theoretical predictions as well as experimental results. Physical properties of some of these materials have been investigated
using scanning probe measurements, along with other techniques.
One-dimensional (1D) catalytic etching was investigated in few-layer hexagonal
boron nitride (hBN) films. Etching of hBN was shown to share several similarities
with that of graphitic films. As in graphitic films, etch tracks in hBN commenced at
film edges and occurred predominantly along certain crystal directions of its lattice,
though it was shown that the tracks were generally narrower than those of few-layer
graphene under similar processing conditions. This ability for thin hBN films to
be etched completely through allowed for a crystalline substrate to guide the etching
process, which was demonstrated with the successful etch track formation of few-layer
hBN on single-crystalline sapphire substrates as well as graphene on sapphire.
The heterostructure of graphene on hBN with different thicknesses has been studied by an atomic force microscope (AFM) using electrostatic force microscopy (EFM)
technique resulting in the measurement of the electronic surface potential. The sizes
of the gold nanoparticles grown on the surface of the graphene/hBN heterostructure
were studied as well.
Also, we have studied the high-quality single crystal Na2 IrO3 , which is a 5d transition metal oxide with a scanning tunneling microscope (STM). Na2 IrO3 has a layered
structure with a honeycomb lattice. The insulating gap is measured to be about 400
meV according to the dI/dV curve, which is consistent with other measurements.
We will show topographic images and discuss the evolution of the density of states
and the behavior of the gap from room temperature down to 100 K.
KEYWORDS: 2D Materials, Graphene, Scanning Probe Microscopy, Nanoscience,
Surface Science, Iridates
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Chapter 1 Introduction, Theory and Background

1.1

Insight

Novel materials and phenomena have always been pursued by scientists and engineers.
In the past couple of decades, two dimensional (2D) materials and iridium oxides
(iridates) have shown new and intricate properties which attract more members into
the community.
After the birth of graphene [1] and the 2D materials in general (e.g., MoS2 , NbSe2 ,
etc.), there has been a quest to both understand and also exploit this new class of materials. Due to their small sizes and superior properties, faster and smaller technology
is expected through utilizing the 2D materials. Also, Iridates are predicted to exhibit
fascinating behavior such as superconductivity, metallic surface states behaviors, etc.,
which interest the physicists.
In this work, using scanning probe characterization methods and growth techniques, we study some of the physical properties of graphene, hexagonal boron nitride
(hBN) and Na2 IrO3 . In chapter 1, we go over some of the related theories such as
tight-binding approximation, normal modes, Raman effect, and quantum tunneling.
In chapter 2, most of the experimental techniques used in this thesis will be explained.
In chapters 3 and 4, we study the catalytic etching of hBN and graphene on different
substrates [2]. Electrostatic force microscopy measurements on the heterostructures
of graphene/hBN are covered in chapter 5. Finally, in chapter 6, we investigate the
honeycomb Na2 IrO3 via tunneling measurements.

1

1.2

Two-Dimensional Materials

1.2.1

Graphene

In order to comprehend the lattice and structure of graphene or 2D materials in
general, we must study the building blocks, which in graphene’s case is carbon atoms.
Carbon (C) belongs to group 14 (or IV ) of the periodic table and has six electrons
with the atomic configuration of 1s2 /2s2 2p2 . Carbon in its ground state has two
electrons in the 2p orbital, where one electron is in the 2px and the other one in the
2py . However, when one carbon atom is near another atom, for example, another
carbon atom, it’s energetically favorable for one of its 2s electrons to hop to 2pz
orbital, which makes covalent bonding between two carbon atoms possible. When
a 2s state combines with only one of the 2p states (2px ), two mixed or so-called
hybrid states of sp1 will form enabling each carbon atom to covalently bond (socalled σ bond) with two other atoms and the other states 2py and 2pz will stay
unaffected. The process of superimposing two orbitals together to form a new state
is called hybridization [3, 4]. Figure 1.1(a) shows the electronic configurations for
hybridization steps. If the 2s electron mixes with two electrons from 2p orbital (2px
and 2py ), three hybrid states will form, leaving the other 2pz state unaffected. This
type of hybridization is called sp2 . In this case, each carbon atom can covalently
bond with three other atoms via strong σ bonds accompanied by dangling bonds
participating in weaker π bonds (shown in Figure 1.1(b)). One example for the class
of sp2 hybridization is graphene, which has a honeycomb lattice as it is depicted in
Figure 1.1(c) which is a two-dimensional sheet of carbon atoms. Each graphene layer
is attracted to another layer via van der Waals forces, which can stack up to form
graphite. The distance between two layers is approximately measured ∼ 3.35 Å, and
two neighboring carbon atoms are ∼ 1.42 Å apart [5–7].
The sp3 hybridization is when superposition occurs between 2s1 with all three 2p

2

Figure 1.1: Carbon atom sp2 hybridization and orbitals. (a) Electronic configuration
of a carbon atom for three cases of the ground state, excited state, and hybridized
state. (b) Hybridized orbitals of two carbon atoms in the vicinity of each other. The
2pz orbitals are shown in light orange color, and the hybridized sp3 are shown in blue.
(c) A sheet of graphene. (d) Two layers of graphene on top of each other forming
two-layer graphite.
orbitals allowing carbon atoms to form four covalent σ bonds which can create strong
compounds. Diamond is an excellent example of sp3 hybridization. Different types
of hybridization and synthesis conditions allow various forms of carbon compounds.
Graphene, graphite, carbon nanotubes, Buckminsterfullerene (or buckyball), and diamond are some examples as presented in Figure 1.2. Buckyball [8] (or sometimes
called C60 ), which consists of sixty carbon atoms connected via σ bonds forming a
ball shape is a zero-dimensional (0D) material with interesting properties. Carbon
nanotube (CNT) is a rolled up graphene sheet with some chirality [9]. CNTs are
strong one-dimensional (1D) objects that can be either metallic or semiconductor

3

depending on the chirality.
The sp2 is of special interest because it deals with two-dimensional materials such
as graphene [1, 10, 11]. For sp2 in an arbitrary coordinate system, the hybridized
orbitals orient themselves in the xy-plane, and the half-filled unhybridized 2pz orbital
is along the z-axis (perpendicular to the sp2 orbitals) [12]. Due to sp2 hybridization

Figure 1.2: Different forms of the carbon atom. (a) Buckminsterfullerene (or buckyball) consists of sixty carbon atoms in a soccer ball shape. (b) A carbon nanotube
with armchair chirality. (c) A sheet of graphene. (d) Three-layer graphite (AB
stacking). (e) Diamond is an example of sp3 hybridization
graphene has a honeycomb lattice and the distance between the two nearest neighbor
(NN) atoms is a = 1.42 Å. As shown in Figure 1.3(a), the unit cell has a diamond
shape, and the primitive lattice vectors a~1 and a~2 are:
√ !
3 3
a~1 = a
,
,
2 2
√ !
3 − 3
a~2 = a
,
.
2 2

(1.1)
(1.2)

There are two atoms per unit cell, which can be called A and B (shown in red and
4

blue in Figure 1.3(a)). In the reciprocal lattice, the first Brillouin zone (BZ) is also
a hexagon. The center of BZ is called the Γ-point, and the K and K 0 -points sit
on the corners of the hexagon, such as shown in Figure 1.3(b). Figure 1.3(b) is the
schematic of the corresponding first BZ of the lattice in Figure 1.3(a). The high
symmetric points have the following vectors:
~Γ = (0, 0),

(1.3)

√
2
3π
2π
~ =
,
,
K
3a 3a
√ !
2π
3π
2
~0 =
K
,−
,
3a
3a


2π
~ =
,0 .
M
3a
!

(1.4)
(1.5)
(1.6)

Figure 1.3: Honeycomb lattice of graphene in real and momentum space. (a)
Graphene’s honeycomb lattice in real space. Red (blue) circles represent the carbon atoms at site A (B). The unit cell has a diamond shape (dotted black line). The
distances between nearest-neighbor (NN), next
√ nearest-neighbor (NNN), and next
next nearest-neighbor (NNNN) atoms are a, 3a and 2a respectively. (b) The first
Brillouin zone in the reciprocal (k-space) lattice with its high symmetry points Γ, M ,
K, and K 0 .
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1.2.2

Hexagonal Boron Nitride

Boron nitride, like carbon, can be found in different forms with different properties
such as non-crystalline amorphous boron nitride or aBN (which is similar to amorphous carbon), cubic boron nitride or cBN (analogous to diamond), and hexagonal
or hBN. Similar to graphite, hexagonal boron nitride is a layered material where each
layer consists of boron and nitrogen atoms residing on the corners of the hexagons of
the honeycomb lattice. The atoms bond covalently giving rise to a strong structure
which places hBN as one of the strongest materials [13,14]. Figure 1.4 shows the honeycomb lattice of hBN. The distance between the layers and the neighboring atoms is
∼ 3.32 Å and ∼ 1.44 Å, respectively. Unlike graphite (which AB stacking gives rise to
its most stable form [5]), layers of hexagonal boron nitride favor AA0 stacking [15,16]
(Figure 1.4). Hexagonal boron nitride has a wide band gap of ∼ 5.5 − 6 eV [17, 18]

Figure 1.4: Honeycomb lattice of hexagonal boron nitride. (a) Honeycomb lattice of
two-layer hBN. The distance between the layers is ∼ 3.32 Å. (b) A top view (c-axis)
of the lattice. The distance between the neighboring atoms is ∼ 1.44 Å. Boron (B)
and nitrogen (N) are represented by blue and red spheres, respectively.
that makes it a good insulator. For that reason, hBN can be utilized as a layer for
gating in electronic devices.
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1.3

Graphene’s Band Structure Using Tight-Binding Approach

We can start with the tight-binding Hamiltonian using the standard second quantization technique (without considering the spins) [12, 19–21]
Ĥ = −

X

tij (â†i b̂j + b̂†j âi ),

(1.7)

ij

where tij is the energy needed for an electron to hop from an atom at site i to an
atom at site j (If we consider only nearest-neighbor (NN) hopping, then t is the energy
needed for an electron to jump from atom A to one of the three B neighbor atoms
and vice versa). Note that ~ is considered to be 1. The value of t (nearest-neighbor
hopping) is estimated between 2.6-3.2 eV [21]. In Equation 1.7, â, b̂, â† , and b̂† are
the annihilation and creation operators. Annihilation (creation) operator â or b̂ (â†i
or b̂†i ) annihilates (creates) an electron at site A or B with the position of r~i and
follow anti-commutation relationship:
{â†i , âj } = δij

and {b̂†i , b̂j } = δij .

We can narrow down the electron hopping to only the nearest neighbors. So the
Hamiltonian can be written such as:
Ĥ = −t

XX

(â†i b̂i+~αni + b̂†i+~αn âi ).
i

i∈A

(1.8)

n

Here α
~ in are the lattice translation vectors (for example in nearest-neighbor hoping
regime the vectors connecting atom A to B for the in real space). Going to momentum
space transforms the operators to:
âi =
â†i =

1

X
1
2

(N ) ~k
1 X
(N )

1
2
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~k

~

e−ik.~ri â~k ,
~

e+ik.~ri â~†k .

(1.9)
(1.10)

which ~k = kx eˆx + ky eˆy is the vector in momentum space. Inserting the Fourier
transformed operators in the Hamiltonian, one gets:
Ĥ =

o
−t X n i~k.~ri −ik~0 .(r~i +~αni ) †
n
~
~0
â~k b̂k~0 + e−ik.(r~i +~αi ) e+ik .~ri b̂~†k âk~0 .
e e
N
0

(1.11)

~
i,nk,k

By rearranging the terms in the exponents, one gets:
o
−t X n i(~k−k~0 ).~ri −i~k0 .~αni †
†
−i(~k−k~0 ).~
ri i~k.~
αn
i
Ĥ =
b̂~k âk~0 .
e
e
e
â~k b̂k~0 + e
N
0

(1.12)

~
i,n,k,k

Using the following property of Kronecker delta,
δkk0 =

1 X i(~k−k~0 ).~ri
e
,
N i

(1.13)

the Hamiltonian will eventually become:
Ĥ = −t

X

~ n
e−ik.~α â~†k b̂~k

+

~ n
eik.~α b̂~†k â~k



.

(1.14)

α
~ ,~k

In matrix representation, one can write the Hamiltonian in the following form:





−t ∆~k   â~k 
 0
Ĥ =
(1.15)

,
â~†k b̂~†k 
∗
−t∆~k
0
b̂~k
where we define:
∆~k =

X

~

n

e−ik.~α .

(1.16)

n

The Schrödinger’s equation in matrix representation can be therefore written as:





− ∆~k   â~k 
 0
 â~k 
t
(1.17)

 = E~k 
.
∗
−∆~k
0
b̂~k
b̂~k
Hence the energy bands can be easily found by calculating the eigenvalues of the 2×2
matrix in Equation 1.17, such as the following:
E(~k) = ±t ∆~k ∆~∗k
8

 12

.

(1.18)

Figure 1.5: Graphene’s lattice. (a) Real space lattice of graphene. Circles in red and
blue represent the atoms at site A and site B, respectively. The translational vectors
α
~ 1 ,~
α2 , and α
~ 3 are represented by arrows. (b) The first Brillouin zone in the k-space
along with the path of the high symmetry direction Γ → M → K → Γ is shown.
By plugging translation vectors α
~ n (Figure 1.5(a)):
α
~ 1 = a (1, 0) ,
α
~2 = a
α
~3 = a

√ !
−1 3
,
,
2 2
√ !
−1 − 3
,
,
2
2

for nearest neighbor atoms into Equation 1.16, the ∆~k can be simplified to:
(
!)
√
3
3
∆~k = e−ikx a 1 + 2e 2 ikx a cos
ky a
.
2

(1.19)

(1.20)

Therefore, the two energy bands will have the well-known form of:
E(~k) = ±t

q
3 + g(~k),

(1.21)

where
√
3
3
g(~k) = 2 cos( 3ky a) + 4 cos( kx a) cos(
ky a).
2
2
√

(1.22)

Note that by taking only the nearest-neighbor hopping into account, the energy has a
symmetric form meaning the two energies mirror each other with respect to the Fermi
9

level (electron-hole symmetry). Figure 1.6 is the dispersion relation plotted along the
high symmetry direction Γ → M → K → Γ (shown in Figure 1.5(b))with a hopping
parameter of t = 2.8 eV . Because graphene has two atoms per unit cell and each
atom has one electron in the pz orbital, the valance band is filled, and the conduction
band is empty. Therefore for an undoped graphene sheet, the Fermi level places itself
right where valance band and conduction band meet (K-point). At the K-points

√ 
2π 2 3π
,
, conduction, and valance bands are degenerate. The degeneracy also
3a
3a
occurs at the K 0 points, which makes graphene a zero band gap semiconductor. Zero
band gap at the Dirac points for graphene exists due to the fact that atoms on A and
B sites are identical or interchangeable – both carbon atoms. Two characteristics of
having zero band gap (unlike insulators) and not having a partially-filled band (unlike
metals) put graphene in the semi-metal category [1, 10, 22]. Furthermore, we notice

Figure 1.6: Energy dispersion relation for ~k along the high symmetry direction in
nearest neighbor regime.
that near K-point (in Figure 1.6) the dispersion relation has a linear behavior [22].
We can examine the dispersion relation around this point more closely by working

10

on ∆~k . We can expand the momentum around K-point (or K 0 ) as follows:
~k = K
~ + p~,
where

(1.23)

p~
 1. Now we insert ~k in ∆~k :
~
K
(
−iKx a−ipx a
∆K+~
~ p = e

1 + 2e

"√

3
i(Kx +px )a
2

We can simplify Equation 1.24, and since
∆K+~
~ p ≈ −

cos

3
(Ky + py ) a
2

#)
.

(1.24)

p~
 1, we get:
~
K

3a
(px + ipy ) .
2

(1.25)

So near K-point, the energy will be:

 21
3a
~ + p~) = ±t ∆ ~ ∆∗~
≈ ±t | p~ | .
E(K
K+~
p K+~
p
2

(1.26)

We can define vF = t 3a
, which is called the Fermi velocity and its value can be
2
estimated vF ∼ 1 × 10−6 m/s [21, 23]. Therefore the energy around the K-point can
be approximated:
E(~p) ≈ ±vF | p~ | .

(1.27)

By repeating similar steps for the K 0 -point, we reach the same form for energy. As
it can be seen from Equation 1.27, the energy has linear behavior around the Dirac
points, and in 3D they form cones known as Dirac cones. The electrons participating in electronic transport mechanism (electrons near the Dirac points), according
to their linear dispersion relation are massless which gives rise to a unique quality
where they are described by Dirac’s equation rather than Schrödinger’s unlike other
semiconductors with parabolic dispersion relation. That is the reason the K and K 0
are called Dirac points, and the cones near those points are called Dirac cones. Figure 1.7(a) shows the energy bands of graphene in 3D k-space. As it can be observed,
the bands touch each other at six Dirac points (degenerate energies) and Figure 1.7(b)
11

Figure 1.7: Graphene’s energy bands in 3D. (a) The energy dispersion relation is
plotted in 3D. (b) The energy bands near the K point. The cones are visible showing
the linear behavior of energy close to Dirac points.
shows a close-up view of one of the Dirac cones representing the linear dispersion relation. One can extend the electron hoping to the next nearest neighbors and write
the following Hamiltonian:
Ĥ = −t1

XX
i∈A

(â†i b̂i+~αni + H.C) − t2

n

XX

(â†i âi+~αm
+ b̂†i+~αm b̂i + H.C),
i
i

i∈A

(1.28)

m

where t1 and t2 are the hoping parameters for the nearest neighbors and the next nearest neighbors, respectively, and α
~ im are the translation vectors connecting next nearest
neighbor atoms. We use the same strategy as we used for the case of only nearestneighbor hopping in order to find the energies. Figure 1.8(a) shows the graphene’s
bands with hopping parameters of t1 = 2.8 eV and t2 = 0.25 eV . Note that the
electron-hole symmetry is broken and two energies will show an asymmetric shape
with respect to Fermi level for their electronic dispersion. Figures 1.8(b) and (c) also
show contour plots of the energies.

1.4
1.4.1

Raman Scattering, Phonons and Normal Modes
Raman Effect

Raman scattering is essentially the inelastic interaction of a photon with the vibrational modes of the surface of a material of interest. In this process, the wavelength of
the incoming photon is known, and the scattered photon undergoes a frequency shift.

12

Figure 1.8: The energy bands, including the next nearest neighbors for graphene. (a)
The dispersion relation is plotted along the high symmetry direction using t1 = 2.8
eV and t2 = 0.35 eV in the calculations. (b) and (c) The contour plots for the same
parameters used in (a) for valence and conduction bands.
The energy and momentum are conserved during the process, so for the first order
Raman scattering where only one phonon (a phonon is the quantum of vibrational
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energy) is involved [24–26]:
Ei = Ef ± Ephonon ,

(1.29)

~ki = ~kf ± ~kphonon ,

(1.30)

where Ei and ~ki are related to the incident photon, Ef and ~kf are related to the
scattered photon, and Ephonon and ~kphonon refer to the lattice’s phonon involved in
the process. We can use a classical theory to approach Rayleigh and Raman scattering, although classical models cannot deal with the whole picture of the scattering
~
problems. One can start with the induced electric dipole moment P:
~ = αE.
~
P

(1.31)

Here α is the polarizability of the material (in general the polarizability is considered
~ is the applied electric field. Since the incident light has a timeas a tensor), and E
dependent electric field with some frequency, the dipole moment at the surface will
have the following form:
~ = αEmax cos(ωi t),
P(t)

(1.32)

where Emax is the amplitude of the incoming photon’s electric field. Due to the lattice
vibrations polarizability undergoes some time-dependent change too. Therefore each
molecule can be distorted due to lattice vibrations from its equilibrium place by some
amount u:
u(t) = umax cos(ωphonon t).

(1.33)

Here umax is the amplitude of the distortion. Thus, by expanding near the equilibrium
(Taylor series) position, the polarizability will be:
α = αeq +

∂α
1 ∂ 2α
|eq u +
|eq u2 + ...
2
∂u
2 ∂u
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(1.34)

We can drop the second order terms (only focusing on the first order Raman) and
rewrite the dipole moment:


∂α
~
P(t)
= αeq +
|eq umax cos(ωphonon t) Emax cos(ωi t).
∂u

(1.35)

With the use of the trigonometric identity cos(A) cos(B) = 21 [cos(A + B) + cos(A − B)],
the dipole moment induced on the surface by the incident photon can be written as:
~
P(t)
=αeq Emax cos(ωi t)
∂α
1
|eq cos[(ωi + ωphonon )t] cos[(ωi − ωphonon )t].
+ Emax umax
2
∂u

(1.36)

Because the polar states have higher energies compared to equilibrium states, the
system undergoes a spontaneous photon emission with the help of phonon emission or
absorption [26,27]. From Equation 1.36, one can realize that the total induced electric
dipole moment has three terms with different frequencies. Therefore the scattered
light has three different frequencies as well. The first term has a frequency of ωi ,
which is the same as incoming photon’s. This term represents the Rayleigh scattering,
and the other two terms refer to Raman scattering with two oscillating frequencies of
ωi −ωphonon (Stokes) and ωi +ωphonon (anti-Stokes). Stokes and anti-Stokes photons are
involved in phonon creation and annihilation, respectively. It needs to be mentioned
that Rayleigh scattering is a weak process, but the Raman scattering has weaker
intensities compared to Rayleigh scattering. The ratio of Raman to Rayleigh is in
the order of ∼ 10−3 [24].
The second order Raman scattering, which involves two phonons, can be studied
by keeping the second order term in Equation 1.36.
1.4.2

Graphene’s Normal Modes

Understanding Raman spectroscopy for any material will not be achievable without
studying the vibrational normal modes of it since Raman spectroscopy investigates
the photon-phonon interactions. So in this section, we will go over some of the
15

concepts and mechanism towards finding the normal modes of graphene [28–31] or
any other material with a similar structure such as hBN [32]. In order to get the
equations of motion for the atoms, one can write the Lagrangian L for the system in
the most general case in the form [31, 33, 34]:
L=

1X n
1 X nn0 0 n
0
M (l) [u̇ni (l)]2 −
φij (ll )ui (l)un0
j (l ).
2 nli
2 nn0 ll0 ij

(1.37)

The first term on the right-hand side of the equation is the kinetic energy and potential
energy represented by the second term. For the most general case, one should notice
that the summation over i or j is from 1 to 3. In the equation, uni is the small
displacement of atom at site n on lattice l along ith direction, and M n (l) is the mass
0

0
of the atom at site n on lattice l. In the potential term φnn
ij (ll ) is the force on the

atom of site n and lattice l along direction i from the atom of n0 and lattice l0 along
direction j due to their couplings. Using the Hamiltonian principle:
Z
δ Ldt = 0,

(1.38)

we can write the equations of motion for a system:
M n (l)üni (l) =

X

0

0 n0 0
φnn
ij (ll )uj (l ).

(1.39)

jl0 n0

In order to solve the equations, we propose the ansatz solution of the following harmonic form:
uni (l) = √

1
~ n
ani e−i[ωt−k.~α (l)] ,
Mn

(1.40)

where ani is the vibration amplitude of atom at site n along ith direction, ω is the
angular frequency, ~k is wave vector, and α
~ n (l) is the translation vector of the studied
lattice similar to what we used in the tight-binding section. After plugging the
ansatz solution and simplifying, one can reach the following well-known form for
the equations of motion:
X

nn0 ~ n0
(k)aj − ω 2 ani = 0.
Dij

jn0
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(1.41)

0

nn ~
Here, Dij
(k) is the dynamical matrix and has the form:

1

0

nn ~
Dij
(k) = √

X

M n M n0

~

α
0 −i[k.~
φnn
ij (ll )e
0

].

n (l)

(1.42)

ll0

Since the dynamical matrix is Hermitian, the eigenvalues that represent the frequen0

0
cies of the vibrational modes of the system are real. The force constants φnn
ij (ll ) can

be found such:
0

0

0
nn
(ll0 )eˆi (n)eˆj (n),
φnn
ij (ll ) = γ

(1.43)

0

where γ nn (ll0 ) is spring constant between two atoms and eˆi (n) is the unit vector along
α
~ n (l). Since there is translational symmetry, we can set the origin to be at l and use
a slightly simpler notation:
0

0

0
nn
φnn
ij (lo l ) = φij (l).

(1.44)

So the force constants will be:
0

0

nn
φnn
(l)eˆi (n)eˆj (n).
ij (l) = γ

(1.45)

Once the elements of the dynamical matrix are calculated, the nontrivial solutions
for the normal modes can be found when [33, 35]:
0

nn ~
|Dij
(k) − ω 2 δij δnn0 | = 0.

(1.46)

We can now start with Equation 1.46 in order to find the normal modes of graphene.
Graphene has two atoms per unit cell: A and B. The lattice translation vectors α
~ n (l)
are defined as the same as in section 1.3. Since there are two atoms per unit cell
and three dimensions, graphene has six phonon dispersion bands where two of them
are out-of-plane and four in-plane modes. The elements of the 6 × 6 matrix can be
calculated in a straight forward manner. Due to symmetry and matrix properties,
the 6 × 6 dynamical matrix can be reduced into two independent irreducible matrices
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of 4 × 4 and 2 × 2:


Din−plane

AA
Dxx

AA
Dxy

AB
Dxx

AB
Dxy






 AA
AA
AB
AB
Dyx
Dyy
 Dyx Dyy


=


 DBA DBA DBB DBB
xy
xx
xy
 xx




BB
BB
BA
BA
Dyy
Dyx
Dyy
Dyx

and


Dout−of plane



=



AA
Dzz

AB
Dzz

BA
BB
Dzz
Dzz











,









(1.47)




,



(1.48)

with the matrix elements of:
n
 √ o

y
3
3kx
AA
BB
Dxx = 2 γ1 + 2γ2 − 2γ2 cos 2 cos 3k
= Dxx
,
2


√
√


3
y
AA
BB
−
γ
cos
3k
Dyy
= γ1 + 3γ2 − γ2 cos 3k2x cos 3k
= Dyy
,
2
y
2
3
!
√


√
3
3
AA
AA
,
= 3α2 sin
Dxy
kx sin
ky = Dyx
2
2

 √ 
3ikx
y
1
AB
BA ∗
−ikx
2
),
Dxx = − 2 γ1 e
2+e
= (Dxx
cos 3k
2


√
√
ikx
y
AB
BA ∗
BA ∗
AB
= − 21 i 3α1 e 2 sin 3k
Dxy
) ,
) = (Dxy
= (Dyx
= Dyx
2


√
ikx
y
AB
BA ∗
= −3
Dyy
γ e 2 cos 3k
= (Dyy
) ,
2 1
2
√ 
√

y
BB
BB
Dxy
= 3α2 sin 3k2x sin 3k
= Dyx
,
2
√ 
√ 

y
AA
BB
Dzz
= 3γz1 + 6γz2 − 4γz2 cos 3k2x cos 3k
−
2γ
cos
3ky = Dzz
,
z2
2

o
n
√
3ikx
y
AB
BA ∗
= −γz1 e−ikx 1 + 2e 2 cos 3k
= (Dzz
).
Dzz
2
Here γ1 and α1 are the nearest neighbors force constant tensors for parallel and
perpendicular directions and γ2 and α2 are the next nearest neighbor force constant
tensors for parallel and perpendicular directions respectively for in-plane modes. Also,
γz1 and γz2 are force constants for the nearest neighbors and next-nearest neighbor
atoms along the z-axis for out-of-plane modes. By solving the eigenvalue equations
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for the matrices, we find all six phonon modes for 2D graphene, three of which
are acoustic (A) modes, which vanish for ~k → 0, and the other three are optical
modes (O). They are called optical because they can be measured by optical tools
such as Raman spectroscopy. Optical phonons can contribute to light scattering

Figure 1.9: Phonon modes in 2D and 3D for graphene. (a) The dispersion relation of
six phonons along Γ → M → K → Γ direction. The parameters are M = 1 γ1 = 5,
α1 = −0.2, γ2 = 1, α2 = −0.6, γz1 = 1.1, and γz2 = −0.2. (b) and (c) The in-plane
and out-of plane phonon branches plotted in 3D using the same parameters.
processes due to their high energy for their small k to meet both momentum and
energy conservation, unlike acoustic phonons. Two different vibrations for in-plane
modes are considered: one along the carbon-carbon (c-c) axis (longitudinal) and one
perpendicular to the c-c axis (transverse) which are abbreviated by L and T. For
19

out-of-plane modes vibrations are already perpendicular to the c-c axis. The center
zone (Γ-point) has the following values for ωs’:
r

6γ1
ω i−T O = ω i−LO =
M
r
6γz1
ω o−T O =
M

(1.49)
(1.50)

Figure 1.10: Contour plots of dispersion relation of graphene phonons. (a), (b), (c)
and (d) show the contour plots of the dispersion relation for in-plane modes. (e) and
(f) represent the out-of-plane phonon branches. The parameters are the same as in
Figure 1.9.

The in-plane longitudinal optical (i-LO) and transverse optical (i-TO) frequencies
20

are degenerate for ~k = 0 and split into non-degenerate modes for other values. The
plot in Figure 1.9(a) represents ω versus k-vector along high symmetry direction of
Γ → M → K → Γ showing all six phonons (labeled on the plot). The in-plane and
out-of-plane modes are shown in black and red colors, respectively. Figure 1.9(b) and
(c) show the phonons dispersion relation in three dimensions for in-plane and outof-plane modes. We can focus on each branch by contour-plotting them (Figure 1.10
depicts all six branches).
Graphene features four major peaks in its Raman spectra, which are called G,
D, 2D (or G0 ) and D0 [36–44]. The G band which appears at ∼ 1580 cm−1 is the
most well-known characteristic of the graphite. The G band is the result of a firstorder Raman process which is associated with the degenerate i-TO and i-LO phonons
at the Γ-point. In this process, a phonon scatters by an electron-hole pair created
by a photon (laser) giving rise to a shift in the energy of the reflected light. On
the other hand, the D and 2D peaks, which appear at ∼ 1340 cm−1 and ∼ 2680
cm−1 are based on second-order Raman processes where iTO modes near K-points
are involved [38, 41, 42]. For 2D modes, first, a photon creates an electron-hole pair.
Then the electron is inelastically scattered by an iTO phonon to a different state
near K 0 . The electron is again inelastically scattered to the same state by another
phonon and recombines with the hole causing a shift in the energy of the reflected
laser. D modes follow the same process but involve two inelastic scatterings by one
iTO phonon and the defect of the lattice (instead of two phonons) [41, 43]. The D0 is
a weak feature occurring at ∼ 1620 cm−1 that is the result of two scatterings by an
iLO phonon and a defect both near the K-point (or K 0 ) [39, 45].

1.5

Tunneling and Density of States

In classical mechanics, an electron of energy E inside a potential well of U (x) cannot
penetrate regions where E < U (x). In quantum physics, however, particles can tunnel
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into barriers with higher potentials, which is the key element in scanning tunneling
microscopy (STM) [46].

Figure 1.11: Schematics of a tunnel junction. Two electrodes (tip and sample) are
separated by a vacuum barrier. A positive bias voltage of V has been applied (the
convention is the positive voltage has been applied on the sample); therefore, the
energy of the electrons in the sample decreases by the value of eV . Due to the
applied bias, the vacuum barrier also experiences a tilt at its energy level. The
tunneling takes place when the distance between two electrodes L is small enough.
Two examples of the density of states (DOS) for two electrodes I and II are shown.
In this section, we use Bardeen’s tunneling [47–51] approach to study the planar
tunneling junction shown in Figure 1.11. The junction is made up of three regions
of electrode I (which is the tip in an STM), electrode II (which is the sample to be
investigated) and vacuum gap. If the distance between the electrodes (L) is large, the
electron wavefunctions described below equations will decay. Assuming the mass of
the electron is m, and the potentials of electrode I and II are UI and UII respectively,
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the Schrödinger’s equations can be written as:


~2 ∂ 2 Ψ
∂Ψ
=
−
i~
+ UI Ψ
∂t
2m ∂z 2


~2 ∂ 2 Ψ
∂Ψ
=
−
i~
+ UII Ψ
∂t
2m ∂z 2

(1.51)
(1.52)

Since there is no interaction between two electrodes, the independent states will be:
Ψ = ψµ e−

iEµ t
~

Ψ = χν e−

,

iEν t
~

,

(1.53)
(1.54)

where the spacial wavefunctions ψ and χ fulfill the following eigenvalue equations:

~2 ∂ 2
+ UI ψµ = Eµ ψµ ,
2m ∂z 2
 2 2

~ ∂
+ UII χν = Eµ χν .
2m ∂z 2


(1.55)
(1.56)

However, if L is small enough, the Schrödinger’s equation of the system can be written
as:
∂Ψ
i~
=
∂t



~2 ∂ 2 Ψ
−
+ UI + UII Ψ.
2m ∂ 2 z

(1.57)

In order to solve Equation 1.57, time-dependent quantum perturbation theory needs
to be carried out. There were some assumptions in Bardeen’s theory [47], such as the
orthogonality of the wavefunctions of ψ and χ. Thus, by using Fermi’s golden rule [46],
the probability of tunneling of an electron elastically form state µ in electrode I into
an unoccupied state ν in electrode II will be:
Pµν =

2π
δ(Eµ − Eν ) | Mµν |2 t,
~

(1.58)

where Mµν are the tunneling matrix elements. In order to correctly incorporate all
the states in both electrodes into the probability, summation over all the occupied
and unoccupied states and as well as involving the density of states of the electrons is
required. At zero Kelvin, there is a distinct border in energy between the occupied and
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unoccupied states for both electrodes, which is given by the Fermi level. However, for
non-zero temperatures, the Fermi-Dirac distribution function needs to be considered
for the tunneling probability. Thus, at thermal equilibrium, by including the spins,
the net

∗

elastic tunneling current at bias voltage of V is:
Z
4πe +∞
I=
[f (EF − eV + ε) − f (EF + ε)]
~ −∞
× ρI (EF − eV + ε)ρII (EF + ε) | M |2 dε.

(1.59)

Here f (ε) which is the Fermi-Dirac distribution function is given by:
f (ε) =

1
e(ε−EF )/kB T

+1

,

(1.60)

where EF is the Fermi energy which is defined as the energy of the electrons that
are filling the highest level of the occupied states. Also, kB and T are Boltzmann’s
constant and the temperature in Kelvin, respectively. Within small values for kB T ,
the tunneling current of Equation 1.59 can be written as:
Z
4πe eV
I=
ρI (EF − eV + ε)ρII (EF + ε) | M |2 dε.
~ 0

(1.61)

Therefore, the tunneling current depends on the density of states of the electrodes
(tip and sample with equal contribution) and also the tunneling matrix elements. It
was assumed by Bardeen that the tunneling matrix elements are relatively constant if
the energies are small enough [48,51,52]. By taking a derivative of Equation 1.61 and
assuming the bias voltages (using positive bias as shown in Figure 1.11) are small,
one can obtain the differential conductivity which is proportional to the density of
states of the sample (ρSample ) and the tip (ρT ip ):
dI
∝ ρT ip (EF )ρSample (EF + eV ).
dV

(1.62)

Similarly, for negative biases:
dI
∝ ρT ip (EF )ρSample (EF − eV ).
dV

(1.63)

∗
One should note that the electrons can tunnel from electrode I into II and vice versa. Therefore,
the effective current has to be taken into consideration
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Therefore, by choosing a material with a relatively constant density of states (for
different energies) for the tip, the differential tunneling conductivity is proportional
to the density of the states of the sample. Therefore, according to Equations 1.62
and 1.63, an STM can probe both occupied and unoccupied states [53].

Copyright c Armin Ansary, 2019.
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Chapter 2 Experimentation and Methods

In this chapter, we go over some of the most useful methods and techniques that have
been used in our research labs. We will begin with the fabrication and preparation
of the first and later on devices for characterizations will be explained to some level.

2.1

Sample Preparation and Fabrication

Production of samples comes first in order to start any measurements or characterizations. In our labs, we try to fabricate samples as high quality and clean as possible.
In this section, I will explain the popular sticky tape method, metal deposition, layer
transfer, etc.

2.1.1

Mechanical Exfoliation

Due to their small sizes and delicacy, working with 2D materials needs a significant
amount of attention and a clean set up and environment. Figure 2.1(a) shows three
famous 2D materials: (I) hBN, (II) graphene and (III) MoS2 . In the 2D materials
world, there are mainly two methods to obtain 2D materials: Exfoliation and chemical
vapor deposition (CVD). Samples fabricated by exfoliation method generally give
higher quality with larger domains of crystals compared to the CVD method.
Exfoliation is based on using some adhesive to thin the starting material [1,54]. To
start, we need to prepare the underlying substrates for exfoliation. We have used different types of substrates such as silicon, r-plane sapphire, and quartz. Figure 2.1(b)
shows a silicon wafer. The substrates are initially cut to the desired chip size. Silicon wafers can be cut with more ease as long as the cutting directions are along the
crystal’s lattice directions compared to sapphire or quartz (sapphire and quartz are
stronger materials in general). Usually, a small scratch line is drawn in the corner of
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the wafer using a diamond tip scriber, and then with two pairs of flat head tweezers,
we apply a gentle pressure to cut the wafer into two pieces. We can continue the process until we reach into needed sizes for the chips. The substrates then are cleaned
with acetone, isopropyl alcohol (IPA) and deionized (DI) water either by sonication
or running the solvents over the substrates. After that, the substrates are blown with
nitrogen gas. The next step is to use UV ozone treatment in order to remove hydrocarbon contaminants and also make the surface of the substrates slightly hydrophilic
for better adhering of the materials to the surface [55].
After the substrates become ready, we can take up the exfoliation technique. In
this method, a small piece of the material; for example, graphite will be put on a
piece of sticky tape. Then by the help of the adhesive on the tape, the piece of
graphene is thinned and splits into two pieces. This process can be continued several
times, so the graphite piece is thinned enough and covers most of the surface of the
sticky tape. We typically perform this process semi-randomly meaning that we try
to use some pattern for choosing which part of the sticky tape we use for each step of
thinning (like the one shown in Figure 2.1(c)), but we can’t control how many layers
are peeled each time. When the surface of the tape looks quite uniform, we press the
tape from its sticky side onto the substrate (with mild pressure), and then we gently
remove it from the chip (see Figure 2.1(d)).
Because of van der Waals interaction, a portion of the 2D material will stick to
the chip, and other portions get peeled off from the surface. In order to remove
any tape residue, we anneal the samples at temperatures around 400 to 500 ◦ C in
400 sccm (standard cubic centimeter per minute) of H2 and 400 sccm of Ar gas
environment. The annealing with gas to remove residues is sometimes called CVD
cleaning. Figure 2.1(e) is an example image of graphene on a silicon chip (not CVD
cleaned) through a 10X objective lens. The yellow objects in the figure are thick
flakes of graphite, and the blue and light blue objects are thin layers. Figure 2.1(f)
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shows the zoomed in image (red box in Figure 2.1(e)) of thin flakes of graphene.

Figure 2.1: Process of exfoliation. (a) Three well-known 2D materials with different
properties (I)hBN (II)graphite (III)MoS2 . (b) A silicon wafer. (c) Graphite pieces
thinned on the adhesive side of a piece of tape. (d) Graphite pieces being pressed
down on a silicon chip. (e) Optical image of the surface of a sample that has graphite
and graphene flakes exfoliated on (optical microscope). (f) A zoomed in image of the
red box in panel (e).

2.1.2

Electron Beam Evaporator

Electron beam evaporation is one of the important steps in producing nanotubes, etch
tracks, or depositing metal leads in our lab. We use different metals as our sources
such as gold, nickel, or iron. Figure 2.2 shows the schematic of the system we use.
Electron beam evaporator is based on simple basics. In this technique, high energy
electrons hit the sample’s source, so the material starts heating up and eventually
vaporizes and gets deposited on the aimed sample (substrate or 2D material). The
details of the procedure are the following.
As shown in Figure 2.2, the process is done in a vacuum chamber. In order to
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have higher quality and less amount of contamination, we use high vacuum (HV) for
the procedure. We use a mechanical pump (roughing pump) and a turbo pump to
reach pressures around ∼ 10−7 T orr inside the chamber before deposition. Before we
turn the electron beam on, we make sure that shutter piece is shielding the sample
so there won’t be any unexpected or unmeasured particles covering the sample. We
then make sure that the parameters that the thickness monitor uses to measure, such
as the density of the metal are matching the source’s material.
The next step is to turn on the power supply. The high voltage is turned on,
and the current will be slowly raised subsequently. This process heats up a filament
(electron source), and by the help of a magnetic field, the electrons are guided such
that they hit a target (metal source). The value of the high voltage is in the order
of ∼ 5 kV and can be slightly adjusted if the electron beam doesn’t hit the source
target. Each metal has its own threshold of current to become molten and be able
to vaporize. For example, a value around ∼ 80 mA is used for gold deposition. Once
the metal atoms gain enough energy from the hitting electrons, they start to leave
the source in a cone shape.
In order to monitor how much material is deposited per unit area, the system
uses a quartz crystal microbalance. The apparatus has a quartz crystal that shakes
at some frequency. When the mass of the shaking crystal changes, the resonate
frequency changes subsequently. Since the value of the density and other parameters
are given, the system can calculate what thickness of the material is being deposited.
The system we use can detect a minimum of 0.1 Å/s for the thickness rate. Once the
rate is good for the amount of film we intend to deposit, we open the shutter, and
the sample becomes exposed to the metal particles. Before opening the shutter, we
wait for a few minutes, so any unwanted contamination residing on the surface of the
source doesn’t hit the sample. When the thickness of the film reaches to the planned
amount, we close the shutter and in a reverse order that we start we zero the current,
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Figure 2.2: Schematic of the electron beam evaporator. The electrons (dotted blue
lines) produced by a hot element are guided by some electric and magnetic components to hit the metal source in a crucible. The molten metal (in orange color) starts
to evaporate; therefore, the particles (shown by yellow dotted lines) start leaving the
source and being deposited on the surface of the sample.
turn off the high voltage and turn off the power supply. Note that for the entire
process, the system remains in vacuum. Since the process generates considerable
heat, there are pipes attached to the chamber filled with running cold water to cool
down the system.
Electron beam evaporation is a useful technique enabling us to place metallic leads
such as gold or nickel of thickness of ∼ 40 nm, deposit a thin film of gold (∼ 3.5
Å) for gold nanoparticle synthesis, deposit nickel or iron nanoparticles for catalytic
etching or nanotube growth, etc.
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2.1.3

Chemical Vapor Deposition

Chemical vapor deposition or CVD is a technique used for various purposes. In our
lab, CVD is used to clean samples of remaining adhesives used in exfoliation or polymers during the transfer process, grow nanotubes, catalytic etching, or crystal growth.
The CVD procedure consists of two items: heat and gas, where the combination of
the two leads to chemical interaction and change of the samples.

Figure 2.3: The principles of chemical vapor deposition. (a) A cartoon image of our
set up. The samples are placed on a quartz sample holder and inserted in the middle
of the system. (b) The actual CVD in our lab. The furnace is in the left of the figure,
and the transfer rod apparatus is shown in the left.

The CVD system we use consists of three major components which are: a furnace
(Thermo Scientific Lindberg/Blue M ), a gas flow meter (mks type 247 ) and a homebuilt motorized sample inserting rod. Figure 2.3(a) and (b) represent the schematic
of CVD and an actual set up that our group uses.
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The procedure starts by inserting the sample on a quartz boat (sample holder)
into a 1-inch quartz tube (the quartz tube already inside the furnace) by use of a
motorized rod. Then the required gases are flown into the system at needed rates
by use of a gas flow controller. The temperature of the furnace (in the center) can
also be programmed as needed. The furnace in our lab (shown in Figure 2.3(b)) can
reach a maximum temperature of 1100 ◦ C. Routinely checking for leaks in the system
is very important since CVD processes are very sensitive to ambient contaminants
which are uncontrollable factors. For instance, oxygen causes oxidation of graphene
at even ∼ 450◦ C.

2.1.4

Layer Transfer

In recent years transferring a 2D material on top of another and producing heterostructures of 2D materials has become very popular and useful. In general, the
process is very challenging, time-consuming, and needs a lot of attention for the
reasons explained later in the section.
The first step is to make a pick-up stamp, which consists of multiple transparent
layers of different materials. We start by preparing the polymer Polydimethylsiloxane
(PDMS). We use SYLGARD 184 and mix around 90% of silicone elastomer and 10%
of the curing agent in a Petri dish. The amount of material poured in the container
dictates the thickness of the PDMS sheet. For our purposes, we use ∼ 1 − 2 mm thick
layers. Many air bubbles are produced during the mixing that can be removed by
vacuum. Figure 2.4(a) shows a non-baked PDMS polymer right after being mixed.
Therefore the Petri dish with the mixed PDMS is placed inside a desiccator with
vacuum capability and the system is slowly pumped down by a mechanical vacuum
pump. The air bubbles then start to leave the solution as the time goes by producing
a transparent homogeneous layer like the one shown in Figure 2.4(c). After this step,
we bake the product at ∼ 75 ◦ C on a hotplate or inside an oven for several hours
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to get to a solid state for the PDMS layer. The PDMS on the Petri dish can be
cut into needed size and transferred on a clear double-sided tape already stuck on a
microscope slide.
The next step is to prepare the sticking layer for picking up the flakes. Different
types of polymers can be used for this motive, such as Polycarbonate (PC), Polypropylene carbonate (PPC), etc. But, generally, in our lab, we use the PC because of its
better chance of success during the pick-up. PC comes in solid pellets and needs to
be dissolved in solvents. To do so, PC pellets with a ratio of 1:10 are dumped in
chloroform, and the resulting solution is stirred overnight to reach a uniform liquid.
After that, using a glass pipette, one or two drops of PC is sandwiched between two
clean microscope slide. Figure 2.4(d) represents a drop of PC on a microscope slide.
Almost instantaneously afterward, the two microscope slides are detached from each
other and two very thin films of PC will form on the surfaces of the slides.
To move the PC film over the PDMS layer, we make a rectangular hole (slightly
larger than the PDMS size) on a sticky tape piece and stick it on the PC film that we
made. The tape slowly gets peeled off, and it detaches the PC film off the microscope
slide resulting in a thin layer of PC (Shown in Figure 2.4(e)). By attaching the PC
film over the PDMS layer, the pick-up stamp becomes ready, and it looks similar to
Figure 2.4(f). Figure 2.4(g) represents a cartoon image of the stamp. Note that any
dirt or contamination can make the stamp unusable, so we perform most of the steps
in a clean room.
To make any heterostructure, we need to have at least two samples (one to be
picked up and the other one to be transferred onto). They can be graphene, hBN,
or any 2D material. So we exfoliate the required 2D materials onto silicon chips
and have our samples ready beforehand. We utilize a home-built transfer set up
which includes an optical microscope (Olympus BX41 ), a micro-manipulator and a
transparent microscope heated stage with a controller. Figures 2.5 depict all the steps
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Figure 2.4: The steps for preparing the pick-up/transfer stamp with polymers. (a) An
image of liquid PDMS solution right after mixing. (b) The same PDMS solution after
a few minutes of vacuum treating. (c) twenty minutes of vacuum treating removes all
the bubbles off the liquid PDMS. (d) A drop of PC on a microscope slide. (e) A thin
film of PC on a piece of holed sticky tape (f) Final transfer stamp. (g) Schematic of
transfer stamp with different layers
that are done during transfer.
After finding the flakes of interest (both the one that gets picked up and also the
one that is transferred onto), the stamp is placed just above the flake as shown in
Figure 2.5(a). Then, the temperature of the microscope stage is raised to ∼ 100 ◦ C
to vaporize any water molecules residing on the contact surfaces. Then, using the
micro-manipulator, the stamp is placed down, so the PC layer is in good contact with
the flake (Figure 2.5(b)). After that, we raise the stamp slowly and make sure that
the flake is stuck to the PC layer and being picked up off the chip. (Figure 2.5(c)).
Slightly lowering the temperate of the stage before lifting can sometimes help the
success rate for pick up. The next step is to place the stamp along with the picked
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up flake right above the flake that we want to transfer onto. At this stage, one needs

Figure 2.5: Step-by-step transfer process. (a) Placing the stamp right above the flake
I (the one that is planned to be picked up). (b) Lowering the stamp so there is a
contact between PC and flake I while the stage temperature is ∼ 150 ◦ C. (c) Picking
up the flake of interest off the chip. (d) Finding flake II and placing flake I right
above it. (e) Two flakes in contact. (f) Raising the temperature above ∼ 150 ◦ C and
slowly moving the stamp up, so the PC film releases the PDMS layer. (g) Washing
the sample with chloroform (h) The final heterostructure sample on a silicon chip.
to carefully and precisely move the stamp in the x-y plane and swap the optical focus
of the microscope between the two flakes several times as lowering the stamp, so
the picked up flake is placed on the planned spot (Figure 2.5(d)). After the contact
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(Figure 2.5(e)) the temperature is raised to above ∼ 150 ◦ C (glass transition of PC),
so the PC layer releases itself from the PDMS layer, and the stamp leaves the PC
layer and picked up flake behind (Figure 2.5(f)). Therefore a heterostructure with a
polymer layer on top is made. The sample is then soaked in chloroform as shown in
Figure 2.5(g) for 6 hours and followed by a CVD cleaning treatment (∼ 350 ◦ C with
400 sccm of H2 and Ar for three hours) after that to remove any polymer residue or
contamination. Figures. 2.6 show an example of a heterostructure 2D material which
is transferred graphene on an hBN flake.

2.2

Raman Spectroscopy Setup

As explained in the previous chapter, Raman spectroscopy is a non-destructive method
that gives plenty of information about the phonon and vibrational modes of materials.
The basics of Raman spectroscopy is simple; A beam of light with known wavelength
hits the surface of a material, and then the change in the wavelength of reflected light
is measured.
We use a confocal Raman microscope system in for Raman measurements. It
mainly consists of an optical microscope (Olympus BX41 ), a laser (633 nm wavelength), a spectrometer (Horiba iHR 320 ) which houses three diffraction gratings,
a detector (Horiba Synapse) and a computer. Figure 2.7 shows a simple picture of
Raman spectroscopy. The experiment starts by finding the sample’s spot that needs
Raman measurements. After locating the spot, laser’s beam with known wavelength
and polarity direction is guided by mirrors and travels through the microscope’s objective lens to hit the sample. The laser’s spot has a circle shape with a diameter
less than ∼ 1 µm. In order to obtain better results, the microscope’s focus knob is
changed until the laser’s spot has the most intensity or in other words smallest size
on the sample when looked with the optical microscope.
To prevent any damages on the sample from the laser, a neutral density filter
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Figure 2.6: Optical images of some of the steps during transferring graphene on
hBN. (a) An optical image of a graphene piece that would be picked up. (b) An
optical image of hBN that the graphene flake would be transferred on. (c) Suspended
graphene flake on the stamp (after pick up). (d) The stamp with graphene in contact
with the hBN flakes on silicon (zoomed out optical image). (e) Graphene transferred
on hBN viewed through the stamp (still in contact). (f) The final heterostructure
after washed with chloroform and CVD cleaned.
is placed on the beam’s path before reaching to the microscope. Also, the angle of
polarization can be changed using a rotating half-wave plate (or quarter-wave plate)
if needed. After the light interacts with the lattice, it bounces back, and the reflected
beam (Rayleigh scattered along with Raman shifts) pass through the lens in the
reverse direction. Since the Rayleigh scattered light which has the same frequency as
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the laser does won’t give any valuable information and also it will be the dominating
signal due to its high intensity, it needs to be blocked by a laser (Rayleigh) filter. The
filter that is used in our lab is a notch filter allowing us to investigate both Stokes
and anti-Stokes Raman peaks.

Figure 2.7: A simple schematic of the major components of Raman spectroscopy
The filtered light then is guided by other sets of mirrors and optical fiber to
enter the spectrometer where it bounces off a diffraction grating and another set of
mirrors to expand the light even more before hitting the detector. The spectrometer
houses three diffraction gratings on a wheel that rotates and gives the option to select
600, 1200 or 1800 lines/cm gratings. The more lines per unit length on a diffraction
grating, the more light is diffracted, therefore the better resolution of the wavelengths
in the spectra.
The resulting spectra then get to the detector, which is a CCD (charge-coupled
device) sensor with a known size oriented along the spectroscopy axis. Depending
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on its wavelength, each photon will hit a different position of the sensor. Therefore
by calibrating the system, the corresponding energy (or wavelength) for each pixel
can be determined. In Raman spectroscopy, the signals are generally reported in
wavenumber in units of cm−1 .
Raman mapping is another useful technique that can be employed. In this method,
the spectroscopy measurements will be repeated for not just one point on the sample,
but a line or a 2D shape. Taking Raman mapping is relatively time-consuming, but
due to the dynamic nature of its images, the method is very popular in the nanoscience
field.

2.3

Scanning Electron Microscopy

Imaging the surface of the samples is essential and one of the critical steps towards
characterization of the materials. Optical microscopy, atomic force microscopy, transmission electron microscopy, etc., are some examples people use. In this section, the
imaging technique of scanning electron microscopy (SEM) will be briefly explained.
SEM is a quite fast method to investigate the surface and sometimes cross-section of
samples, such as etch tracks, nanotubes, nanoparticles, etc.
Scanning electron microscopy is a useful technique which is based on focal microscopy, meaning that it uses focused particles (in this case electrons) as its probe
[27]. Unlike optical microscopy that works with photons and is limited to not better than roughly 200-400 nm of spatial resolution due to the wavelength of visible
light (400-700 nm), scanning electron microscopes benefit from much better spatial
resolution for the reason that electrons that serve as the probe particles can be given
higher energies, therefore much smaller de Broglie wavelengths. Essentially in focal
microscopy, the spacial resolution is dictated by the wavelength of the probe particles
and numerical aperture, which in vacuum is sin θ, where θ is the half of the maximum
angle of the cone of probe particles that pass through the focusing lens. According to
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Abbe’s equation [56,57], in focal microscopy, the spatial resolution for particle probes
of wavelength λ in vacuum is:
R = 0.612

λ
.
sin θ

(2.1)

Thus, the energy of the electrons will determine the resolution of an SEM. Now using
the conservation of energy and de Broglie wavelength’s equation the resolution of an
SEM with accelerating voltage of V in nanometer will be:
R≈ √

0.75
.
V sin θ

(2.2)

Each SEM has four major elements: electron emitter and accelerator, focusing
or lensing unit, scanning module, and detecting module. First, a beam of electrons
is produced by heating up a filament (∼ 2700 K) [58] in the electron gun. The
electron gun is kept in ultra-high vacuum (UHV) because high temperatures cause
the filament (usually tungsten) to oxidize and get damaged. The electrons emitted
from the gun will then be attracted towards a high voltage anode (adjustable from
100 V to 100 KV ) and accelerated towards the sample. On its way, the beam of
electrons passes through a lensing mechanism (consist of magnetic and electrostatic
components) where it becomes focused with small spot size. Scanning coils then guide
and adjust the position of the hitting spot on the sample in the x-y plane. Different
types of phenomena occur when the high energy electrons collide with the specimen,
and in order to isolate the interactions to the ones only by the beam and sample, the
SEM’s chamber is pumped down to high vacuums. Figure 2.8 shows the schematic
of an SEM with its main components.
One of the outcomes of the beam-specimen interaction is the production of secondary electrons (SE), which is the result of an inelastic collision of primary electrons
with the atoms of the sample. When the beam of electrons hits the surface of the
sample, it causes the ionization of the atoms on the surface of the specimen, resulting
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Figure 2.8: An example of major elements of a typical scanning electron microscope.
The electron beam (depicted by blue lines) is accelerated towards the sample due to
the high voltage on the anode and then through some lensings and adjustments hits
the specimen.
in the production of loosely bound electrons. Secondary electron detector which can
resolve features in the order of ∼ 10 nm or better [59] are used to spot SE for imaging.
Backscattered electrons (BSE) are another type of particles that can be detected
using backscattered electron detectors. BSEs are essentially the result of an elastic
collision of the primary electrons with the nuclei of the sample that gives rise to
bouncing back of electrons with large angles (That’s why BSEs are sometimes called
reflected electrons). The backscattered electrons not only provide information about
the contrast in the topography of the sample like SEs, but they are also sensitive to
the composition of the target. This behavior is due to the fact that heavier nuclei
give rise to a larger amount of reflected electrons or in other words, a specimen
with higher atomic numbers causes higher intensity captured by the BSE detector.
Electron backscattered diffraction (EBSD) technique can be used inside an SEM to
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investigate the crystal structure of small sized materials.
Characteristic X-rays are another outcome of beam-specimen interaction. When
the inner-shell electrons of the specimen’s atoms get kicked out by the high energy
electrons from the beam, the outer-shell electrons will fill the vacant spots giving rise
to the emission of photons with relatively high energy. The photons (or X-rays) then
can be detected by energy-dispersive X-ray spectroscopy detectors (EDX) and give
chemical information about the sample.

Figure 2.9: A cartoon picture of possible scenarios for the interaction of the electron
beam with the sample.
Other types of phenomena happen as the result of beam-specimen interaction,
which produce different classes of products such as Auger Electrons, continuum Xray, and cathodoluminescence, which we dont discuss in this thesis. Figure 2.9 shows
some possible phenomena that can occur when the primary electron beam hits the
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sample.

2.4

Scanning Tunneling Microscopy

Scanning tunneling microscopy is considered a probe microscopy method where it uses
a metallic tip as its probe and works based on quantum tunneling phenomenon. The
technique was invented by Binning and Roher in 1980s enabling scientists to image
down to atomic resolution and probe the density of states locally on the surface of
the atoms of non-insulating materials [53,60]. Each STM has several crucial elements
which will be explained briefly throughout this section.
The home-built STM head has two major components. The first one is the scanner, which is a tubular shape piezoelectric material (shown in Figure 2.11(a)) on
which the tip is placed. The tube is purposefully scraped on specific sections, and
small pieces of wire have been carefully soldered in order for the tube to have small
movements. The scanner enables the tip to scan in the x-y plane by bending and
displace the tip along the z-axis by shrinking and extending itself. The second component that houses the scanner and the tip enables them to approach and reach the
sample in small steps (controlled by the electronics). As a result, the tip will be placed
within atomic distances of the sample. The procedure has the following mechanism.
A sapphire triangular prism with a cylinder shape hole drilled in its center (where
the scanner component is placed as shown in Figure 2.11(b)) is surrounded by six
polished alumina plates placed on six sets of piezoelectric pads (Figure 2.11(c)) with
shear mode polarization (walker legs) stuck to main body (made up of Macor) of the
STM. The main body has two parts that are connected, so the prism can’t fall due
to gravity when it’s positioned perpendicular to the earth. The sample is placed far
enough in front of the tip, so the tip is not accidentally damaged (Figure 2.11(d)). By
applying high voltage (∼ 80-160 V ) square wave with special fashion to each set of
walker legs at a time, the piezoelectric pads undergo a shear motion along the z-axis
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Figure 2.10: Schematics of a scanning tunneling microscope. The STM head, along
with the sample, is decoupled from the vibrations of the surrounding. The sample is
biased with some voltage and is probed based on quantum tunneling principles by an
atomically sharp metallic tip. The data from the STM head piezos, bias voltage, and
tunneling current is processed by the computer resulting in imaging and spectroscopy.
of the STM causing a stick-slip motion and moving the scanner towards the sample
(or the in the other direction for backing up the tip) [61, 62].
One of the most important pieces of an STM is a sharp tip with a relatively
constant density of states for different energies. Different metals can be used for
making tips, but tungsten, gold, and platinum-iridium alloys are the most widely
used metals. In order to make STM tips in our lab, we take a thin tungsten wire
(0.1-0.25 mm) which is connected to an electrode and pass it through a thin circular
liquid film of 3 M NaOH (dissolved in DI water). The wire stays vertical and passes
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Figure 2.11: The dismantled STM head. (a) The scanner and z-actuator piezoelectric
tube. The line-cuts on the tube are visible. (b) The prism where the scanner tube is
housed (pointed to by blue arrow) and enabled to have coarse motion along the z-axis.
(c) Two sets of walker legs each consisting of a polished alumina plate (pointed to
by a green arrow) stuck to a stack of piezoelectric pads (indicated by a blue arrow).
(d) The seeded STM tip (pointed to by a red arrow) and the sample screw holder
(pointed to by a blue arrow).
perpendicularly from the center of the film for about 5 mm (see Figure 2.12(a)).
The film itself is also bound by another electrode. The wire then electrochemically is
etched and therefore cut. The piece that falls due to gravity is used for an STM tip. To
remove any residue or oxides formed during etching, the tip is dipped into hydrofluoric
acid (HF) for 30 seconds and is rinsed by ethanol and DI water subsequently. Because
tungsten oxidizes in ambient, it should be mounted on the STM head as fast as
possible. Using this method, we are able to fabricate tips with less than 50 nm
radius of curvature. Figure 2.12(b) shows two SEM images of an STM tip.
Due to the small magnitudes of the tunneling currents (IT unneling ), which can be
typically ∼ 10 pA − 50 nA, a current amplifier is used to convert the diminutive
current which is the signature of quantum tunneling into a voltage that can be read

45

Figure 2.12: The process of STM tip fabrication. (a) A tungsten wire passes through
a 3 Molar NaOH solution film and electrochemically etched until the bottom piece
of falls and resulting in a sharp tip. (b) An SEM image of an STM tip made by the
method explained in part (a).
by the electronics (RHK STM100 ). The better the output of the current amplifier,
the better the STM’s performance. The overall output of the STM depends on the
current amplifier but is restricted by other factors such as thermal noise. Figure 2.13
shows the schematics of a current amplifier and how it operates. The current amplifier
consists of two main elements [50]: an operational amplifier (usually called op-amp)
and a resistor with a high value for its resistance. A capacitor is also used in parallel
with the resistor to filter any surges in the output voltage. Basically, the op-amp will
be powered by an external source. The STM tip then stays virtually ground, and
subsequently, the tunneling current probed by the tip will be converted to a voltage
to be read by the electronics. The absolute value of the voltage can be calculated by
the following equation:
Vout = IT unneling × R.

(2.3)

Therefore, if a 1 GΩ resistor is used, a tunneling current of 1 nA will be read as
1 V by the electronics. A lot of the materials that scientists work with nowadays
can change their properties in ambient. Therefore there is always the demand to
have a reliable method to prevent any contaminations or changes on the samples that
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Figure 2.13: Schematic of the current amplifier that is used in the electronics. Resistor
R determines the final output of the current to voltage converter. A capacitor is
placed in parallel with the resistor to filter any possible surges in the voltage.
are transferred to the STM head. We use the following procedure to achieve that
goal. The samples are typically attached to a metallic screw (sample screw shown in
Figure 2.14(a)) by silver epoxy (for conduction) or a strong insulating epoxy (Stycast
2850FT ). Silver paint or epoxy can be used to electrically connect the sample to
the metallic sample screw. After that, small amount the durable insulating epoxy is
brushed carefully near the center of the sample such that it covers about 50% of the
surface on top of the sample without touching the corners of the sample or the silver
paint. A small rod (made up of steal) is then gently placed on top on the epoxy,
as shown in Figure 2.14(b). After that, the product (sample/sample screw/epoxy) is
baked at 70 ◦ C overnight, so the rod sticks to the sample well.
The STM head is assembled and wrapped by a 30 W heater. The sample screw
needs to be fastened on the detachable part of the sample exchanger and mounted
inside the cleaving location right above the STM head. A sample exchanger is a long
bar that can reach to the sample screw holder and then taken out from the system
without breaking the vacuum. It can also engage the gears in the system. In order
to lower the vibrations, the STM head is then suspended by three small springs to
the main base. The base will be placed inside a metallic brass can which acts az a
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chamber and sealed by indium wire. The can is then pumped down to high vacuum
and then placed inside a cryostat which is already suspended on an optical table.

Figure 2.14: Sample cleaving mechanism. (a) The sample (Na2 IrO3 ) attached to the
sample screw. (b) A side view of the sample screw. The cleaving post is attached
on top of the sample. (c) The STM head is attached to the base by three screws
indicated by the yellow arrows. The red arrow indicates the tip protector cap and the
dark blue arrow points to the metallic beam which rotates and performs the cleaving
step.
After reaching high enough vacuum, we transfer liquid nitrogen (for measurements
at even colder temperatures liquid helium). It will take about 24 hours for the STM
and the sample to cool down to 77 K. Since the sample screw in placed firmly inside
the cleaving location, we can start the cleaving process by engaging the gears that
can rotate the cleaving bar (pointed to by the dark blue arrow in Figure 2.14(c)) by
the sample exchanger. After checking that the tip is protected by a movable shield
(pointed to by the red arrow in Figure 2.14(c)), the cleaving bar is rotated, and it
hits and knocks off the small rod attached to the sample. This process breaks the top
48

part of the crystal, and the fresh surface will be exposed and ready to be investigated.
Since the cleaving procedure is done in the vacuum and cryogenic temperatures,
it reduces the chance of any oxidation or contaminations on the cleaved surfaces.
The sample screw along with the cleaved sample then will be mounted on the sample
screw holder enabled by the machinery (pointed by the blue arrow in Figure 2.11(d))
so that the cleaved surface of the sample faces the tip. The sample exchanger is
removed, and the scanner, along with the tip, will approach the sample for the main
measurements.
In order to start the measurements as mentioned earlier, the tip needs to be
close to the surface of the sample to sense the tunneling current. Therefore, the
sample is biased with some finite voltage (typically 0.5-1.0 V ) and the tip through
the electronics measures the current. The course approach operation is set such that
when tip measures some value for the current, for example, 0.1 nA, it stops and
it means that the tip is close enough to the surface so the scanner can be used to
displace the tip along the z-axis. Once in the range, the tip can probe and investigate
the sample.
STM is used mainly for high resolution-imaging, locally measuring the density
of the states and atom manipulation. By finding the density of state for different
energies, one can obtain the energy gap for superconductors, semiconductors, etc.
There are two types of imaging for acquiring topography: constant-current imaging
and constant-height imaging. In constant-current imaging, the sample is biased to
some finite voltage, and then the current is kept constant through the feedback loop
controlled by the electronics causing piezos to move the tip in the z-axis, so the
current remains constant for each point in the x-y plane. The data of the voltages
(which reflects the topography) sent to the scanner’s piezos is then used to construct
the topography of the sample. In the constant-height method, the sample is biased
to a fixed voltage, but the voltage of the z-axis movement of the scanner remains
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constant (meaning that the feedback loop is off) and the system records the current
of each point in the x-y plane while scanning. The changes of the current reflect the
height because for a finite bias voltage, the closer the tip, the higher the tunneling
current and vice versa. The latter method is used for atomically smooth samples
with smaller heights of steps to avoid damaging the tip. Figures 2.15 represent two
examples of STM imaging.

Figure 2.15: Two examples of STM images. (a) A relatively large STM scan of the
surface of a gold film deposited on SiO2 . The gold’s electronic clouds are visible. (b)
An atomically resolved STM image of the surface of graphite. The honeycomb lattice
of the top surface is visible.
In order obtain the local density of states, the tip is moved to the spot of interest
for spectroscopy, then the tip-sample distance is fixed by applying a bias voltage to
the sample and setting the tunneling current to some desired value (by changing the
tunneling current the tip-sample distance changes concordantly). By sweeping the
bias voltage, the tunneling current is monitored and measured while the distance
between the tip and the sample remains constant. Therefore for each voltage (or
energy), one gets the tunneling current and the I − V can be plotted.
As mentioned earlier in chapter 1, the derivative of current (I) with respect to
voltage (VBias ) represents the density of states (dI/dV ). Because of achieving a
better signal to noise ratio, a lock-in amplifier is typically used to simultaneously
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take the derivative with respect to voltage and send the signal to the computer while
sweeping the voltage and acquiring the current. In this method, a small ac voltage
(δV ) is modulated on the bias voltage with some known frequency; thus, the resulting
voltage is VBias + δV . The change in the bias voltage is reflected in the tunneling
current (hence the tunneling current will be I + δI). The lock-in device (Stanford
Research Systems Model SR830 ) takes the frequency of the modulation and the value
of δV into account for the resulting current, so it can take the derivative numerically
which leads to the calculation of dI/dV . Therefore the dI/dV (sometimes known as
conductance G) versus VBias can be plotted, which refers to the density of states for
different energies. This method is sometimes called scanning tunneling spectroscopy
(STS).
The Second derivative of the current versus voltage (d2 I/dV 2 or dG/dV ) is typically used for inelastic electron tunneling (the technique is called inelastic electron
tunneling spectroscopy or IETS) in which the plots can show spikes or kinks representing vibrational modes of the system [49, 50].
The two methods of imaging and spectroscopy can be combined in order to map
the conductance on topography. In this method, after imaging the sample, a line
or an area of interest will be picked and sectioned into a finite number of points (in
the x-y plane). Then the dI/dV versus V (conductance for different energies) will be
acquired for each point. Finally, for any given bias voltage (energy), conductance G of
each point on the sample can be mapped. Acquiring conductance maps is relatively
time-consuming, but since they give a lot of information about the surface of the
samples, they are very popular in today’s tunneling spectroscopy.

2.5

Atomic Force Microscopy

After co-inventing STM, Binning, along with some others, developed atomic force
microscopy (AFM) [63]. Unlike STM where the feedback is used on the tunneling
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current, an atomic force microscope is based on the force between the probe and the
sample which extends the use of the AFM to image insulators too. For this reason,
AFM is considered a more versatile instrument among scanning probe microscopes.
The basics of the AFM technique has been shown in Figure 2.16. The main elements
of an AFM are: a laser, a cantilever with a sharp tip, a position-sensitive detector or
PSD (sometimes called split-diode photosensor) and a stage set consisting of an x-y
scanner and a z-actuator enabled of scanning in the x-y plane and moving along the
z-axis. The AFM system purchased from Asylum Research (MFP 3D) is utilized in
our lab.

Figure 2.16: Schematics of an atomic force microscope.

The basics of an AFM is the following. A laser’s beam is shined on the back
surface of a silicon probe. The probe includes a sharp tip underneath a cantilever
coated with a metal (or metallic alloys) in order to better reflect the light. After
carefully seating the cantilever in the cantilever holder and placing the AFM head
over the sample, the position of the laser’s spot is adjusted so that the cantilever
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is receiving the maximum amount of light to perform better. Next, the deflections
(both vertical and lateral) are zeroed both manually (using a wheel on the AFM
head) and also using the computer software in order to have no offsets in the signal
(or very small values). The reflected light then will be guided to a photodetector
that is position sensitive (shown in Figure 2.17(a)). Therefore, depending on where
on the sensor the light hits, the photodetector sends a different voltage (that’s why
it’s called position-sensitive detector). The probe is taken close to the surface of the
sample so it can sense the forces, and then is dragged on the surface. Due to the
changes of the sample’s topography or the friction between the probe and the sample,
the cantilever is deformed (twists, etc.), therefore the reflected laser’s beam will be
spotted on a different position on the sensor as represented in Figures 2.17(b) and
(c). The four-quadrant photodetector is sensitive to changes along two directions.
When the cantilever undergoes twists caused by frictional forces (Figure 2.17(b)),
the laser’s spot changes its position along the “lateral deflection” axis (∆LD ) on
the PSD and when the cantilever is bent (as shown in Figure 2.17(c)) because of
topography changes, the laser’s spot is moved to a different location along the“height
deflection” axis (∆V D ). Therefore, the PSD gives two different signals as voltages to
the electronics: vertical (height) and lateral deflection.

Figure 2.17: Cartoon pictures of the position-sensitive detector (PSD) with different
corresponding signals. (a) PSD and its different axes of deflection. (b) Torsional
change of the cantilever results in a shift (∆LD ) in the position of the lasers spot
along the lateral deflection axis. (c) A bent of the cantilever gives rise to a shift
(∆V D ) in the position of the lasers spot along the vertical deflection axis.
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2.5.1

Contact Mode and Lateral Force Microscopy

Contact mode imaging was developed in the early years of the invention of AFM. In
this method, which is sometimes referred to static mode, the tip is dragged across
the surface of the sample while the feedback loop is on over the normal force. Then,
due to the forces in the atomic regime (i.e., repulsive and attractive forces) sensed
by the probe, the cantilever undergoes some deflections which can be detected by
the system. The changes in the deflection are then reckoned as the topography as
discussed above.
For imaging in contact mode, the cantilevers need to be calibrated resulting in
finding the relation between the deflection and the force, so one knows the amount
of the forces applied on the surface by the probe. In order to do that, first, the tip
is placed close to the surface using the coarse tip approach mechanism. Using some
reasonable setpoint for the deflection (because we don’t know how much force we apply before calibration) the z-actuator extends until the deflection voltage reaches the
setpoint defined while monitoring the signal, then the z-actuator retracts and results
in taking a force curve as depicted in Figure 2.18(a). The step by step procedure is
the following.
First, the probe is in the air and not touching the surface (blue line in Figure 2.18(a)), and while approaching the sample, the deflection remains unchanged.
The blue line to the right of the dashed line in Figure 2.18(a) represents this step.
Right before the contact, the probe is attracted to the surface due to attractive forces
which correspond to the small dip on the blue line at the dashed line. Then the
repulsive force will come in to play as the z-actuator extends, causing the cantilever
to flex until reaching the deflection voltage setpoint. Then, the z-actuator starts retracting, and the deflection decreases as a result (as shown with the red line on the
left of the dashed line). After the probe is no longer flexed by repulsive forces due
to probe-surface interactions, it is still pulled by attractive forces before completely
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Figure 2.18: Force curves of the cantilever. (a) A cartoon image of the force detected
by the AFM when the probe approaches the surface of the sample (blue) and moves
away from the surface (red). Before the contact, there is no change in the signal,
but after the contact, the Hooke’s law can be seen. The adhesion force can also be
measured from the force curve. (b) Represents an actual force curve taken on top of
a single layer graphene flake.
leaving the sample. This force, which is called adhesion force corresponds to the dip
in the red line at the dashed line. The tip then disengages, and the deflection remains
unchanged while the z voltage changes and the probe-surface distance increases.
The slope of the line in the left side of the dashed line (in contact region) gives
the relation between the amount of flexing of the cantilever and the deflection which
is called invOLS (stands for inverse optical lever sensitivity):
invOLS =

Zdisplacement
.
Def lection

(2.4)

The one remaining item before calibration is to find the spring constant of the cantilever. In order to do that, a thermal tune method which is provided by the system is
utilized. Through the use of equipartition theorem, for a system with spring constant
ks , the kinetic and thermal energy have the following relation:
1
1
KB T = ks < z 2 >,
2
2

(2.5)

where KB is the Boltzmann constant, T is the temperature and < z 2 > is the cantilever’s mean-square displacements. A thermal tune will capture all thermal oscillations for a range of frequencies and finds the resonant frequency of the cantilever
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along with the quality factor Qf , resulting in the calculation of the spring constant
of the probe [64]. After finding the spring constant, the relation between the force
in Newton and deflection in Volts is acquired. Figure 2.18(b) shows an actual force
curve of a probe on graphene after calibration.
Contact mode imaging can be done by choosing the area of interest on the sample
within the xy scanner piezos’ limits and dragging the probe across the surface by applying a constant normal force which is controlled by the feedback loop on the height
deflection. Therefore, the system applies voltages to the z piezo, and the voltage data
is then attributed as topography. Normally, two topography images which are trace
and retrace are saved and compared for consistency.∗ A useful technique that can
be performed while contact mode imaging is lateral force microscopy (LFM). In this
method, as the probe is scanning over the surface at constant normal force, the lateral
deflection is monitored and captured for both trace and retrace. In order to measure
the forces in Newton, lateral deflection needs to be calibrated. LFM calibration is a
little bit more tedious and requires more attention. There are different methods used
for lateral calibration of the cantilever [65, 66] which won’t be discussed here due to
lack of interest.
Figure 2.19 shows possible lateral signals that can be detected by moving a tip
back and forth on an example surface. The surface features a high friction region
(shown in purple) and a step. The vertical and lateral deflections indicate different
signals depending on which direction the probe is moved. For the trace and retrace,
as seen in Figures 2.19(b)-(g), the lateral deflection signals are similar when the
tip is dragged over a step, but the signals will switch signs while passing over the
high friction region (the purple line). The step-by-step details are demonstrated in
Figure 2.19 for better understanding of the procedure.
∗

Trace is when the tip is dragged from left to right (assuming up-down is in parallel with the
cantilever) and retrace is when the tip is dragged to the left.
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Figure 2.19: Example of signals for lateral force microscopy. (a) The probe scanning
across the sample which has two region with different frictions and a step. (b)-(d)
The topography and LFM signals while dragging the tip from the left to the right.
(e)-(g) The topography and LFM signal when the probe is scanning from the right
to the left.
2.5.2

Tapping Mode Imaging

Hard contact between the tip and the surface could result in damaging of the tip
or the sample. For preventing these issues, tapping mode or intermittent contact
mode (or sometimes called AC mode) imaging was developed and evolved soon after
the invention of AFM. In tapping mode method, a piezoelectric actuator vibrates
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the cantilever. The oscillating probe is then allowed to hit the surface for a small
fraction of time and doesn’t involve the probe with any lateral forces (Figure 2.20(a)).
Using the same principles as used in contact mode, the amplitude of oscillation,
which is measured by the PSD, is kept constant by the feedback loop. So, when the
probe reaches closer to a topographic feature, the amplitude of oscillation changes
subsequently and in order to change it back, the system applies voltages to the z piezos
to adjust the height. The data of the z voltage will then be assigned to topography.
In this mode, the phase of the oscillating probe can also be monitored for both trace
and retrace, which could give helpful information (phase image is sometimes called
map of dissipation). In contact mode imaging, the only force sensed by the probe is
repulsive mode, but in tapping mode, both repulsive and attractive forces can play a
role in imaging, giving rise to two modes of imaging: attractive mode and repulsive
mode.
Repulsive and attractive forces can be both deduced from the famous LennardJones potential. The potential is plotted in Figure 2.20(b) and has the following form
(A and B positive constants):
V =

B
A
− 6,
12
r
r

(2.6)

where the first term represents the short-range repulsion based on Pauli’s exclusion
principle and the second term is the representative for long-range van der Waals force.
We can study a simple case to better understand the difference between the attractive and repulsive mode in AFM. For a one dimensional (motion along the z-axis)
system with a sinusoidal driving force, the equation of motion can be written as the
following [35]:
mz̈ + bż + ks z = F0 cos ωt,

(2.7)

where m is the mass, ks is the spring constant, b is the coefficient of the damping
term, F0 is the magnitude, and ω is the frequency of the external force. The equation
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Figure 2.20: Tapping mode atomic force microscopy. (a) The oscillating probe just
above the surface of the sample. (b) The Lennard-Jones potential. When the distance
between the probe and the sample decreases, the repulsive force increases exponentially. (c) Attractive or repulsive mode tuning the cantilever. When the probe is
sensing the attractive (repulsive) forces, the frequency decreases (increases) and the
phase grows (decreases).
by defining ω0 2 =

ks
,
m

2β =

b
m

F0
m

and A =

can be rewritten as:

z̈ + 2β ż + ω0 2 z = A cos ωt.

(2.8)

The particular solution can be found as the following [35]:
A

zp (t) = p

(ω02

− ω 2 )2 + 4ω 2 β 2

cos (ωt − ϕ),

(2.9)

with
−1

ϕ = tan




2ωβ
.
ω02 − ω 2

(2.10)

The quantity ϕ refers to the phase difference between the applied force and resultant
motion. The phase versus the frequency is shown in Figure 2.20(c). Hence, by
applying the force at the resonant frequency (or natural frequency) of the cantilever,
the phase will be

π
.
2

Also for frequencies much lower and higher than the resonant

frequency, the phase will be 0 and π respectively.
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Assuming the probe is oscillating at the resonant frequency by the shake piezo,
while the oscillating tip is lowered, it starts to sense the long-range attractive forces.
Therefore, it is pulled down to the surface and spends more time closer to the sample
which gives rise to a decrease to the frequency (this means that the probe oscillates
at a lower frequency than it does in free air and it stays behind in other words).
Therefore the phase starts to increase as the attractive force grows (Figure 2.20(c)).
If the probe is lowered enough to sense the short-range repulsive force, then the
opposite case happens. So, the tip spends less time at the surface of the sample
resulting in an increase in the frequency of the tip and a decrease to the phase. This
behavior also means that the shake piezo stays behind compared to the tip.
Different settings are used to choose between attractive and repulsive modes in
our system. In order to choose attractive mode AFM, the cantilevers are tuned with
a target amplitude of 200mV and a target percent of +10%; which means that the
system first finds the resonant frequency of the cantilever, then it offsets the drive
frequency until the amplitude at that frequency is 220 mV . After that, it adjusts the
drive amplitude to 200 mV . For attractive mode imaging, the setpoint is chosen to
be roughly 110-125 mV .
Using similar logic, for repulsive mode imaging, the probes are tuned with a target
amplitude of 1 V and a target percent of −5%. Values around 600-700 mV are used
for the setpoints in this mode of imaging.

2.5.3

Electrostatic Force Microscopy and Surface Potential Probing

There are various types of probe microscopies based on electrostatic forces. In this
section, the experimental aspects of the two of the most useful electrostatic force
microscopy (EFM) techniques are explained [51].
Force Gradient Imaging:
Force gradient imaging is the most common EFM methods used by groups to probe
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electrostatic forces present on the surface of the samples. This method consists of two
sets of scans depicted in Figure 2.21. In the first one, an ordinary tapping mode scan
(trace and retrace) is acquired using a conductive probe for each line from the area
of interest of the sample. For the second step, the probe is lifted from the surface
by some known amount (different values are used for different situations), and biased
with some voltage. Then, another set of tapping mode scan (with the same AC mode
parameters) is performed either by following the topography (which in our system
is called NAP) or by following the averaged topography (SNAP). During the second
scan, the electrostatic forces exerted on the probe due to the application of the bias
voltage will affect the cantilever’s frequency and result in changes in the phases of
the second scan (NAP or SNAP). For that reason, the phase map (NAP or SNAP)
represents the force gradient EFM signal.

Figure 2.21: Schematic of electrostatic force microscopy. First, the topography scan
is taken (dotted black line) in AC mode. For NAP mode the probe is lifted by
some amount and the topography is followed by the probe (dotted red line) while
oscillating. For SNAP mode, the probe is lifted and moves across the average height
of the topography (solid blue line) while oscillating.
In order to comprehend the procedure, we can model the probe-sample system as
a parallel plate capacitor where the overall capacitance of the system is determined
by many factors such as the geometry of the probe or the sample. The magnitude of
the force between the plates of a capacitor with a capacitance of C, when the voltage
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across the plates is ∆V , can be written as:
FE (z) =

1 ∂C(z)
(∆V )2 .
2 ∂z

(2.11)

Therefore, the electrostatic force detected by the system is quadratic with respect to
the voltage of the probe. In an actual case, normally, at a constant lift height, at
least five to ten different scans are performed with different biases. So, for each point
on the surface, the difference between the phase of the topography scan and phase of
NAP (or SNAP) scan can be calculated, and ∆ϕ versus bias voltage can be plotted.
The concavity and the offset of each parabola corresponding to each point on the
sample will reveal useful information.
Kelvin Probe Microscopy
Scanning Kelvin probe microscopy (SKPM), sometimes known as scanning surface
potential microscopy (SSPM) or scanning Kelvin force microscopy (SKFM), targets
the surface potential directly. This method is similar to the electrostatic force gradient
microscopy explained above. Again, a conductive probe is used to perform a two-step
scan. The surface is probed in tapping mode in the first scan (trace and retrace).
The probe is lifted by some amount from the surface, but unlike the force gradient
method, in Kelvin probe microscopy, a DC plus an AC bias is applied to the probe
(instead of oscillating the cantilever) during the second scan when the probe is either
in NAP or SNAP mode while applying the feedback loop on the DC bias voltage.
Before proceeding with the procedure of the technique, it’s important to know the
resulting forces due to introducing the AC bias.
For a simple case, assuming the probe in at potential VDC + VAC sin (ωt) and the
sample is at VSurf ace (Obviously the potential is different on each point of the sample
and in fact we are trying to find the potential for each point on the surface), the total
potential difference between the probe and the sample will be:
∆V = VDC + VAC sin (ωt) − VSurf ace .
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(2.12)

This value can be squared and plugged into equation 2.11 to find the force between
the probe and the surface:
FE (z) =

1 ∂C(z)
2 ∂z

× (VDC − VSurf ace )2 + 2 (VDC − VSurf ace ) VAC sin (ωt) + (VAC sin (ωt))2 .
(2.13)

Using the trig identity trigonometric identity 2 sin2 (θ) = 1 − cos (2θ) and simplifying
the force can be written:


1 ∂C(z)
1 2
2
FE (z) =
(VDC − VSurf ace ) + VAC
2 ∂z
2
+2 (VDC


1 2
− VSurf ace ) VAC sin ωt − VAC cos 2ωt .
2

(2.14)

Thus, there will be three different responses in the resultant force: static response
(FDC ), 1st harmonic response (F1ω ), and second harmonic response (F2ω ). While
performing SKPM, in the second step of the process, the AFM system through the
use of lock-in technique extracts the first harmonic terms, and by changing the value
of VDC , it minimizes F1ω . Therefore, according to F1ω term in Equation 2.14, the
value of VDC that was applied by the system is attributed as the surface potential
(VSurf ace = VDC ). So, the map of surface potential for each point in the image is
measured directly.

Copyright c Armin Ansary, 2019.
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Chapter 3 Parallel Boron Nitride Nanoribbons and Etch-Tracks Formed
Through Catalytic Etching

3.1

Introduction

Etching is a potentially powerful approach to achieving high-quality, low-dimensional
nanomaterials [67]. Recently, catalytic etching has been used to synthesize onedimensional (1D) etch tracks and nanowires within bulk three-dimensional (3D) starting materials [68]. Such etching is reminiscent of the crystallographically oriented etch
tracks that have long been known to form on graphite through catalytic hydrogenation [69], and has more recently been shown to persist in few-layer graphene films [70].
While the 1D catalytic etching of two-dimensional (2D) few-layer graphene is known
to be a potential avenue for constructing nanoscale graphitic structures [10,11,71–76],
the generality of this low-dimensional catalytic formation to other layered materials
has not been demonstrated. Although pits and other similar types of surface etching
have been achieved down to a substrate [77–84], 1D catalytic etching through an
entire film observed for graphitic materials has remained more elusive in other 2D
materials. Considering the vast (and growing) array of other layered 2D materials
with different behaviors [54, 85], this 1D catalytic etching through an entire film, if
generally applicable, could represent an avenue to achieve a diverse assortment of
lower-dimensional nanostructures.∗
An example of layered nanomaterial synthesis that could potentially benefit from
1D catalytic etching is the production of hexagonal boron nitride (hBN) nanoribbons,
which has continued to be particularly challenging [86]. Towards this goal, catalytic
etching of 1D etch tracks on the surface of bulk hBN has recently been reported and
utilized to grow embedded graphene nanoribbons [87]. The results of the etching on
∗

This chapter is reproduced from reference [2].
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the surface of bulk hBN strongly resemble the etch tracks that have long been known
to occur on graphite [69] and that were later shown to be capable of persisting completely through a few-layer graphene film situated on a supporting substrate [70]. 1D
catalytic etching on bulk hBN shares a number of similarities with that on graphite;
it typically starts from the film edges, occurs predominantly along preferred crystal
directions, and can occur for single layers on the hBN surface. This suggests that, as
in the case of graphitic materials, it should be possible to achieve 1D catalytic etching completely through a few-layer hBN film — supported by recent computational
work [88].
Herein, we showed that such 1D complete catalytic etching through a 2D film can
be extended to hBN, an important laminar material [89]. This work demonstrated
that the 1D catalytic etching could indeed be a generally applicable processing method
for achieving isolated, lower-dimensional nanostructures from a vast array of laminar
2D materials [85].

3.2

Procedure and Results

We achieved this 1D catalytic etching of hBN through high-temperature hydrogenation. We found that 1D etch tracks on bulk hBN were typically narrower than those
observed in few-layer graphene (under similar processing conditions) while maintaining many of the same features of the etching of bulk graphite. Our results further
indicated that the catalytic hydrogenation can occur completely through a few-layer
hBN film, making the process potentially useful for the formation of isolated nanoscale
structures [86, 90–93]. To demonstrate that the etching can be achieved completely
through a few-layer film of hBN, we utilized a single crystalline sapphire substrate
as a crystallographic guide.

As etching was achieved entirely through the film,

the etch track directions were guided by the underlying crystalline substrate. This
substrate-guided etching resulted in parallel hBN nanoribbons and clearly demon-
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Figure 3.1: Crystallographic etching of bulk hBN and few-layer graphene on a SiO2
substrate processed at 800 ◦ C for 30 min. (a) AFM topography image of the
graphene/hBN system with crystallographic etching, where the few-layer graphene
has been outlined with a red line (upper-right corner of the figure). (b) Highresolution AFM topography image showing etching of hBN in the region within the
green box in (a). (c) Line-scan along the solid red line in (b), showing two parallel
nanoribbons on the surface of the bulk hBN formed by the three parallel etch tracks
marked by the red arrows. The nanoribbons have widths of ∼ 11.9 and 10.5 nm.
(d) Line-scan taken along the dashed green line in (b) showing a ∼ 1 nm-tall Ni
nanoparticle located at the short green dashed arrow.
strated substrate-induced effects upon the 1D catalytic hydrogenation of hBN.
The samples were prepared by exfoliating either hBN or few-layer graphene onto
insulating SiO2 or r-plane ({11̄02}) sapphire substrates [94] (see Appendix A for more
details on sapphire). Nickel was then deposited onto the films using electron beam
evaporation with a nominal thickness (as measured by a crystal-thickness monitor) of
between 0.1 and 0.2 Å. To perform the catalytic etching, we utilized a tube furnace
with a flow of 800 sccm Ar and 200 sccm H2 at temperatures ranging between 690 ◦ C
and 980 ◦ C at ambient pressure for 30 to 60 min (see Appendix B for more details on
the sample preparation and furnace processing parameters used in the experiments).
Figure 3.1(a) shows an atomic force microscopy (AFM) image of several layers of
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graphene (outlined in the solid red line) directly exfoliated on top of a multilayer
stack of hBN that had been processed in the furnace at 800 ◦ C for 30 min. The
few-layer graphene layers show the 1D channels (the darker lines pointed to by the
arrows) that are characteristic of catalytic etching [70].
Although much narrower, and therefore not as discernable as in the few-layer
graphene, similar 1D catalytic etching also occurred in the hBN regions of the sample. These etch tracks were more easily resolved through the higher-resolution AFM
images in Figure 3.1(b) made along the edges of the few-layer hBN film in the region
of the blue square in Figure 3.1(a). Figure 3.1(b) clearly shows a number of etch
tracks starting at the edges of the hBN layers that appear to occur preferentially
along specific crystallographic directions of its underlying lattice.
As with surfaces of bulk graphite [69], this crystallographically oriented etching of
hBN can result in parallel etch tracks that cut out nanoribbons on the surface of a bulk
layered material. An example of this parallel etching is seen in Figure 3.1(b), where
the three solid red arrows point to etch tracks that cut out two ∼ 12 nm-wide surface
hBN nanoribbons. The widths of these nanoribbons were confirmed by the line-scan
profile in Figure 3.1(c) made along the straight solid red line of Figure 3.1(b). It is
also apparent from this line-scan that the depths of these etch tracks of hBN can be
extremely shallow. The shallowest etch track (the one in the center of Figure 3.1(c))
had a depth consistent with etching only a single layer of the bulk hBN surface.
This extremely narrow and shallow etching of hBN appeared to be performed by
extremely small catalyst particles, as illustrated by a line-scan along the dashed-green
line in Figure 3.1(b) that intersects a shallow trench (pointed to by the long dashed
green arrow) and a catalyst particle (pointed to by the short dashed green arrow). The
corresponding AFM line-scan in Figure 3.1(d) shows that the catalyst particle that
performed this single-layer etching was about 1.5 nm in height, a size considerably
smaller than the particles observed in the adjacent graphite regions. The small sizes
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Figure 3.2: Catalytic crystallographic etching of a 3.7 nm-thick flake of hBN on a
SiO2 substrate processed at 900 ◦ C for 60 min. (a) AFM topography image showing
crystallographic etching. (b) AFM topography image of the region outlined in red in
(a). (c) Histogram showing the angular dependence of the etch tracks in (a). Similar
to etching in few-layer graphene, the etch tracks show strong preference to align along
three angles separated by 60◦ . These angles are consistent with the crystal symmetry
of hBN.
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of these active catalyst particles was further supported by the 18 etch tracks in hBN
observed in the region around Figure 3.1(b) (see Figure B.3in Appendix B) which
had an average width of 5.7 ± 2.0 nm, and average etch track depth of 0.6 nm (∼ 2
layers [95]), ranging from ∼ 0.3 nm (1 layer) to ∼ 1.8 nm (5-6 layers). In comparison,
the etch tracks on the graphite flake visible in Figure 3.1(a) had an average width of
16.4 ± 6.9 nm and depth of ∼ 1.3 nm (4 layers), ranging from ∼ 0.6 nm (2 layers)
to ∼ 2.0 nm (6-7 layers).
The differences in the widths and lengths of the etch tracks for few-layer hBN,
and few-layer graphene in Figure 3.1(a) could be strongly influenced by the size of
the catalyst particles on each of these materials. The average size of the catalyst
nanoparticles on the layered materials (like those in Figure 3.1 is predicted to depend on the local interfacial and electrostatic interactions with the particles and the
underlying layered material [96].
For the same thickness of hBN, we generally found straighter etching for narrower
etch tracks. An example of this is seen in Figure 3.1(b) where the etch track indicated
by the thicker (yellow) arrow is both wider and more curved than the three indicated
by the narrower (red) arrows. This observation is consistent with recent theoretical
work proposing that smaller nanoparticles should tend to etch preferentially along
straight crystallographic directions in comparison to larger nanoparticles [88]. In
addition to directly impacting the width of the etch tracks, the nanoparticle size is
expected to influence the etch track rate (length of track per unit time). According
to recent theoretical work on 1D catalytic etching, larger nanoparticles are expected
to have a greater etch track rate [97]. Thus, the lengths of the etch tracks observed
for few-layer hBN and graphene in Figure 3.1 may also strongly reflect the size of
the catalyst particles on their surfaces. This size effect on the etch track rate made
it difficult to directly compare the catalytic activity for hydrogenation between hBN
and few-layer graphene using our results.
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Figure 3.3: Catalytic etching of hBN on a SiO2 substrate processed at 980 ◦ C for
60 min. (a) AFM topography image of an etched flake of hBN. (b) Histogram of
the etch tracks in the hBN flake shown in (a) showing decreased peak maxima in
comparison to those from samples processed at lower temperatures, similar to that
in Figure 3.2(c). (c) High-resolution AFM topography scan showing deep etching of
hBN. (d) Enlarged view of the green box in (a) showing a region of bilayer hBN. (e)
The line-scan taken from the red line indicates complete etching through the ∼ 5.3
nm-thick hBN flake at the location of the red arrow. (f) The line-scan taken from
the line in (d) shows etching at the locations of the green arrows.
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3.3

Analysis

The directionality of the crystallographic etching of hBN showed strong preference
along three directions of its lattice, closely resembling the catalytic etching of graphite
and few-layer graphene. Figure 3.2(a) shows an AFM image of a sample consisting
of a hBN film etched at the higher temperature of 900 ◦ C for 60 min, resulting in an
increased amount of etching as compared to the lower-temperature results shown in
Figure 3.1 This sample showed a clear preference for the etch directions, a result that
is easily discernible in the higher-resolution image of Figure 3.2(b). The histogram
in Figure 3.2(c), consisting of all the etch tracks in Figure 3.2(a), clearly shows three
preferred etching directions separated by 60◦ angles.
Overall, there appeared to be a window roughly ranging from 750 to 950 ◦ C
for the gas flow parameters used that yielded crystallographic etching of hBN. At
temperatures below this window, we did not observe catalytic etching (see Figure B.4
in Appendix B). At temperatures above this window, the etching had decreased
crystallographic directionality. Figure 3.3(a) shows an AFM image of a few-layer
hBN film that had been catalytically etched at 980 ◦ C. A histogram of the etch
tracks in the thickest (lightest colored region) of the film is shown in Figure 3.3(b)
(see Appendix B for detailed tracing overlays). This histogram shows significantly
reduced peak heights, in comparison to the one resulting from the lower-temperature
etch in Figure 3.2, despite the fact that the overall etch length analyzed was 1.4 times
longer.
Although the strong crystallographic orientation seen from lower-temperature processing (as in Figure 3.2) was diminished, the higher temperature promoted the etching completely down to the insulating amorphous substrate. Figures 3.3(c) and (e)
show an AFM line-section (along the solid-red line) that shows an etch track that
appears to have a depth down to the level of the substrate. This etching down to the
substrate also appeared to occur for the thinnest isolated hBN layers. The portion
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Figure 3.4: Catalytic etching of ∼ 1.7 nm-thick hBN films at 940 ◦ C located on a
single-crystalline sapphire substrate. (a) AFM topography image of three flakes of
few-layer hBN after etching on the same sapphire substrate. (b) The region in (a)
within the lower blue box showing etching along the [11̄01̄] sapphire direction. (c)
The region in (a) within the upper yellow box showing etching along the same [11̄01̄]
sapphire direction as in (b) for two other separate hBN flakes, resulting nanoribbons.
(d) AFM topographic line-scan along the green line in (b) showing the series of narrow
etch tracks down to the same depth as the bare sapphire substrate (at the far left).
The [11̄01̄] crystal direction of the underlying sapphire substrate is indicated in (a)(c).
All scale bars in this figure are 500 nm.
of the sample at the top of the AFM image in Figure 3.3(a) was a bilayer hBN region, according to the AFM analysis. A cross-sectional AFM line-analysis of a folded
region in this vicinity (located in the green square of Figure 3.3(a)) is presented in
Figures 3.3(d) and (f). While the etching was more difficult to experimentally resolve
due to the surface roughness features of the substrate and film, there appeared to
be etch tracks intersected by the solid green line (at the locations pointed to by the
arrows) with a depth down to the substrate level for the film in this extremely thin
region.
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We obtained more striking evidence for the 1D catalytic etching entirely through
few-layer hBN by performing the process on a single-crystalline sapphire substrate.
In the case of graphene, complete 1D etching through few-layer films on a singlecrystalline sapphire substrate results in guided etch tracks [98–102]. This guided
etching is understood to arise due to interactions with the underlying substrate during
the catalysis that promotes etch track formation along the preferred orientations of
the crystalline substrate surface.
We performed these guided catalytic etching experiments for few-layer hBN located on single-crystalline r-plane sapphire substrates. The hydrogenation process
on these samples was performed at 940 ◦ C using the same gas flow parameters as
for the SiO2 substrates (see Appendix B for more details). Figure 3.4(a) shows an
AFM topography image of three randomly oriented few-layer hBN films deposited
and etched on an r-plane sapphire substrate. It is clear from this image, and the
accompanying higher-resolution images in Figure 3.4(b) and Figure 3.4(c), that the
1D etching on the sapphire resulted in a striking series of parallel etch tracks. The
1D etching mechanism for these flakes mainly occurred along the [11̄01̄] crystal direction of the underlying sapphire for all three randomly oriented hBN flakes, strongly
indicating that the substrate dictated the etching direction. Further support for this
substrate-guided etching was provided by an additional flake (Figure 3.5) that was
located a macroscopic distance of 2.2 mm away from the flakes in Figure 3.5.
The line-scan in Figure 3.4(d) (made along the green line in Figure 3.4(b)) clearly
shows that the etch tracks are down to the same height level as the supporting
sapphire substrate (at the left of Figure 3.4(d)). In addition to giving strong evidence
that the etching was completely through the film, the results on sapphire substrates
indicated that it could be a generally applicable method for yielding a large number of
closely spaced parallel nanoribbons on an insulating supporting substrate. This linescan analysis of our sample yielded an average nanoribbon width of 32 ±24 nm with
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Figure 3.5: Flakes that are macroscopic distances away from each other, having the
same etch direction. (a) AFM image of a 1.1 nm-thick hBN flake on the same wafer as
those in Figure 3.4, but located 2.2 nm away, showing the same etch direction relative
to the substrate. (b) Composite optical microscope image of the wafer consisting of
the flakes from Figure 3.4 and this figure. The two regions corresponding to these
figures are circled and labeled, with an intentional scratch mark used to label the
wafer also visible.
an average spacing of 13 ±6 nm size-scales that are not readily achievable through
other nanoscale processing methods.
We only observed this substrate-guided etching for hBN films less than several
nanometers in thickness. This can be understood to arise from the depth of an etch
track being dictated by the size of the catalyst particle. The preferential mode of 1D
catalytic etching of hBN (as in the case of few-layer graphene) was for the catalysis
to start at the edges of the film and to proceed inwards (rather than downward from
the top surface). For films with thicknesses greater than the size of the nanoparticle,
the particles were incapable of simultaneously etching all the hBN layers from the
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edge, making it impossible for them to maintain contact with the underlying sapphire
during etch track formation. This size effect was supported by the fact that thicker
hBN films tended to show the catalyst particles etching only several uppermost layers of the film, without the trenches reaching completely through to the underlying
substrate (see, e.g., the etch tracks on thick hBN shown in Figure 3.1(b)). This size
effect also naturally explained the loss of substrate-guided etching for thicker films
resulting from a loss of contact between the nanoparticle and the sapphire.
There are several possible catalytic reactions, giving gaseous boron and nitrogen
products, that could be the source of the etch tracks and hBN nanoribbons, such
as [103]
Ni

2 BN(s) + 6 H2 (g) −−→ B2 H6 (g) + 2 NH3 (g),

(3.1)

or [104]
Ni

3 BN(s) + 3 H2 (g) −−→ B3 N3 H3 (g).

(3.2)

These possible chemical processes are the reverse gas phase reactions commonly used
to synthesize hBN via chemical vapor deposition (CVD) [105].
Several considerations suggest that production of is much more favorable over in
the catalytic etching. Using published free energy values at the relevant temperature
of 1,200 K [106], we estimated the gas phase equilibrium constants for the two reactions as K(1) = p1B2 H6 p2N H3 p◦3 /p6H2 ≈ 1×10−32 and K(2) = p1B3 N3 H6 p◦2 /p3H2 ≈ 5×10−20 ,
with pB2 H6 , pN H3 , pH2 , pB3 N3 H6 as the partial pressures of the respective gases and
p◦ ≡ 1 bar [107]. Estimating pN H3 ∼ 2pB2 H6 and pH2 ∼ 1 bar, since these are
possible etching reactions near standard pressures, the calculated pressures were
pB2 H6 ∼ 1 × 10−11 and pB3 N3 H6 ∼ 5 × 10−20 bar. The much higher values for the partial pressures of the products in Equation 3.1, in comparison to that in Equation 3.2,
indicated that this first reaction could etch to a much greater extent without the
local environment reaching equilibrium, thus making it the more thermodynamically
preferable reaction. In addition, the products in Equation 3.1 both have ∼ 1/3 the
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mass of the product in Equation 3.2, making for higher rates of diffusion away from
the reaction locations. Moreover, the molecular pathway in Equation 3.1 requires
only two BN, whereas three are required for Equation 3.2, likely resulting in lower
energy barriers for the first option.
We expect the environment to play an important role in determining the 1D
catalytic etching of hBN, as it does with few-layer graphene and graphite [108]. For
example, increasing the temperature generally increases the catalytic hBN etch rates,
consistent with the ∼ 1019 increase in the partial pressures of the product gases for
Equation 3.1 (in going from room temperature to 1200 K) and Arrhenius activation
[107]. In addition, increasing the applied hydrogen partial pressure will drive the
reactions to the right, yielding increased etching.
However, an increase in the applied H2 gas pressure during catalysis can hydrogenate the hBN edges, reducing adhesion to the catalyst particle. In this high H2
partial pressure regime, etching is no longer expected to remain crystallographic [88].
Under the H2 partial pressure and temperature conditions used in the experiments
presented here, the nickel catalyst particle is expected to strongly adhere to the Brich zigzag (ZZ), N-rich ZZ, and armchair (AC) edges of hBN (see Figure 5 from
Ref. [88]). Based on this, one would expect to see histogram peaks for thicker hBN
on SiO2 at 30◦ intervals (corresponding to both ZZ and AC etch tracks), instead of
the 60◦ intervals we observed in Figure 3.2(c). This discrepancy may be due to the
details of the metal–hBN interface, as the two different interfacial models investigated
in a previous study [88] yield an order of magnitude difference in the variation of the
formation energy as a function of etching angle.

3.4

Conclusions

In conclusion, 1D catalytic etching was shown to occur for few-layer hBN through
the film completely, similar to hydrogenation commonly observed in graphene. The
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many striking similarities of the 1D crystallographic catalytic hydrogenation between
hBN and few-layer graphene films suggested that this etching could be a generally
applicable processing method for achieving lower-dimensional nanoscale structures,
such as nanoribbons and nanogaps, from the vast array of laminar 2D materials.
This potential was demonstrated in our work through the formation of closely spaced
parallel hBN nanoribbons on single-crystalline sapphire substrates.

Copyright c Armin Ansary, 2019.
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Chapter 4 Catalytic Etching of Graphene on Sapphire

4.1

Introduction

As mentioned in the previous chapter, the underlying substrate can affect the behavior
of the etching or growth of 2D materials. In this section, we study the effects of the
r-plane sapphire as the substrate on the catalytic etching of a few layers of graphene
(FLG) flakes. The goal of this analysis is to find a relation (if it exists) between the
direction of the etch tracks formed on FLG flakes and the underlying r-plane sapphire
substrates.

4.2

Experimental Methods

The r-plane ([11̄02]) sapphire substrates were cleaned, annealed and then cut into
appropriate sizes using the methods explained in chapter 2 and supplementary B.
Through the use mechanical exfoliation graphene flakes were deposited onto silicon
substrates and then were cleaned via the standard CVD process. Nickel was used
as the catalyst metal for the etching. For that reason, a quasi-film of 0.1 Å nickel
was deposited on top of the graphene flakes using electron beam evaporator. Then,
through the CVD procedure, the samples were catalytically etched. Three different
chips (which can be called sample A, B, and C) were used for analysis in this chapter
with each one having slightly different parameters in the CVD process.
During the first step of the CVD process, all three samples experience 30-minute
annealing at 500 ◦ C with Ar and H2 gases flowing inside the tube at the rates of
800 sccm and 200 sccm respectively in order to clean any residues or contaminations
off the samples. The etching temperatures at the second step of the CVD process
(60 minutes) for samples A, B, and C were 850 ◦ C, 960 ◦ C, and 890 ◦ C respectively.

78

The furnace was turned off immediately, and the samples were removed from the
high-temperature region of the furnace to cool down to room temperature as fast as
possible in an Ar gas environment.

Figure 4.1: An AFM image of an etched flake of FLG. The thinner region which has
∼ 0.6-0.7 nm of a thickness (measured by AFM) experiences a larger amount of 1D
etching effect (along the red arrow) where the etching on the thicker region (∼ 1.5
nm) is less affected by the substrate. The inset represents a histogram plot.
An atomic force microscope (AFM) was used to image the topography of the
graphene flakes for the analysis. Images were acquired in tapping mode (both repulsive and attractive, depending on the situation) to minimize the probe-sample
interactions. In order to have a better sense of the behavior of the etching, various
locations of all three chips were imaged.
For the sake of this analysis, twenty images from different regions were picked
guaranteeing that the results are not exclusive to particular areas. According to
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the fact that the substrates can affect the etchant nanoparticles on the flakes easier
when the flakes are thinner, we narrowed down the analysis to the etch tracks that
were formed on thin layers (less than ∼ 4 nm) and also etched all the way down
to the substrate. Figure 4.1 illustrates an interesting etching process on thin layers
of graphene with different thicknesses. The white dots on the image represent the
agglomerated nickel nanoparticles. Both crystallographic etching and parallel etching,
which was described in chapter 3 and also reported by references [98–101], are visible
in the figure. As the flake thickness decreases, the etch tracks become more oriented
along the direction indicated by the red arrow rather than along the graphene’s
crystal directions. The inset in the figure is a histogram plot of all the etch tracks
(the histogram is plotted via a MATLAB code which will be explained briefly below).
The peak at 45◦ in the histogram is in a good agreement with the direction of trenches.

4.3

Theoretical Analysis

To study the effect in more details, a set of numerical analysis has been carried out.
By using a home-built code written in MATLAB, the length and the angle of every
etch track of interest is measured for all twenty images resulting in twenty data sets.
Measuring the length and the angle is done by clicking at the endpoints of each track
for every image (the computer code is written such that it assumes direction down
is angle zero and counterclockwise is positive). Therefore, each data set is a 2×N
matrix (N is the total number of etch tracks for each image) where each row contains
the length and angle (corresponding to that length) for every etch track.
In order to a find a connection between the direction of the etch tracks and
the crystal orientation of the underlying sapphire substrate, the equation below is
then utilized in a computer code (developed in Mathematica), which calculates the
normalized projection length of every etch track for every possible angle in the x-y
plane. Note that every angle is given the same weight in the calculations, which means

80

that it is presumed there is no specific direction or any easy axis for the underlying
substrate.
PN
CorrΘj =

i=1

| li cos (θi − Θj ) |
.
PN
l
i
i=1

(4.1)

In this equation, li is the length of each etch track, θi is the angle of each track with
respect to an arbitrary fixed axis, and Θj is the angle we calculate the projection of
each etch track along with. The angle Θ changes from -90◦ to +90◦ . Note that angle
0◦ is pointing downwards. The fact that the etch tracks are not arrows was taken
into account by merging the supplementary angles in the data sets. This was carried
out by taking the absolute value for li cos (θi − Θj ) first and then summing up the
values.
The values of CorrΘj for each angle are then placed into another 2×M matrix,
where M is the total number of the angles for which CorrΘ is calculated.∗ The first
column of this matrix contains the angles, and the second column consists of the
corresponding values of the calculated Corr. For every image, the graph of Corr v.s.
Θ is plotted. Also, for every plot, Θmin and Θmax , which are the angles at which the
value Corr is at its minimum and maximum respectively have been found by fitting
a polynomial function and finding the global minimum and maximum. Figure 4.2
consists of twenty panels and represents all the Corr v.s. Θ plots for all the twenty
images of the etched flakes of graphene on sapphire. The found values of the Θmin
and Θmax are also shown.

4.4

Results

By examining each image and its corresponding plot, we have discovered the following
interesting results. For thin enough flakes of graphene on sapphire substrates there
exists an angle Θmax at which the Corr is maximum corresponding to a direction
∗

The total number of the angles depends on how much precision is needed. For this study, the
value of the angle started from -90◦ to 89.9◦ in increments of 0.1◦ resulting in a total number of
1800 for the angles
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Figure 4.2: All of the AFM images that are used for the correlation analysis. The
insets are the plot of Corr v.s. Θ corresponding to each image. The angles Θmax and
Θmin are shown for every case.
that most of the etch tracks tend to align themselves with (this behavior can be seen
visually). The angle Θmax interestingly corresponds to the [11̄01̄] direction of the
underlying sapphire substrate within some error.
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There also exists an angle Θmin at which the value of Corr is minimum, which is
as well connected to the etching behavior. By carefully inspecting each image, it is
noticed that the etching direction is suppressed along the angle Θmin . As the number
of graphene layers decreases, the value of Θmax - Θmin becomes closer to 90◦ . This
characteristic can be seen better for the cases in the panels 6, 8, 10, 11, 14, 19 and
20 in Figure 4.2 since the flakes are thin enough, whereas panels 2 and 7 don’t show
such behavior because of the larger thickness of the flakes.
In order to more closely study the etching mechanism of FLG on r-plane sapphire,
two extreme cases are illustrated in Figure 4.3. Figures 4.3(a) and (d) show images of
two etched flakes of graphene. The colored thin lines on the image are representatives
of the trenches that are used in the analysis (the etch tracks that were not all the
way down to the substrate and the ones formed on the flakes with thicknesses larger
than ∼ 4 nm were not included in the study). Graphs in Figure 4.3(b) and (e)
are Corr v.s. Θ plots corresponding to Figures 4.3(a) and (d). It can be seen that
the Corr plot is flatter in Figure 4.3(b) than Figure 4.3(e) showing less distinctive
minima and maxima which is the reflection of the less correlated etching phenomena in
Figure 4.3(a). This means that the etching process occurs in three equally distributed
directions (whilst slightly affected by the substrate) as it is shown in the histogram
Figure 4.3(c) where crystallographically etching peaks are visible. No direction for
etching can be considered suppressed in this case.
On the other hand two different phenomena are present in Figure 4.3(d): (1)
pure 1D etching along the [11̄01̄] direction on ∼ 0.6-0.7 nm thick graphene (region I)
caused by sapphire substrate and (2) mixed behavior of crystallographic etching and
parallel (1D) etching on the ∼ 1.5 nm flake (region II). Figure 4.3(e) illustrates the
Corr plot of the trenches in region II (drawn by thin colored lines in Figure 4.3(d))
that shows a distinct minimum at -46.0◦ and a distinct maximum at +45.4◦ . As the
histogram in Figure 4.3(f) confirms, most of the etchings occur along ∼ +45◦ , i.e.
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Figure 4.3: Two examples of AFM images along with correlation plots and histograms. (a) and (d) Show a relatively thick and relatively thin FLGs with traces (in
colored lines. (b) and (e) represent the Corr values v.s. Θ corresponding to traces
on (a) and (d). (c) and (f) are length histograms for different angles corresponding
to etch tracks on (a) and (b).
[11̄01̄] direction of sapphire’s crystal.

4.5

Conclusions

Etch tracks have been formed on graphene flakes over r-plane sapphire substrates
with nickel nanoparticles through hydrogenation. We studied the relation between
the etch tracks and the crystal directions of the underlying sapphire and also showed
that, as the thickness of the graphene layers decreases, the etching occurs along [11̄01̄]
direction of the underlying sapphire. Furthermore, we showed that, for thinner flakes,
there are angles of Θmax and Θmin which correspond to the favorable and suppressed
etching directions for graphene respectively.

Copyright c Armin Ansary, 2019.
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Chapter 5 Electrostatic Force Microscopy on 2D Heterostructures

5.1

Introduction

In this chapter, we study heterostructures of graphene on hexagonal boron nitride
(G/hBN) using electrostatic force microscopy (EFM) and Kelvin probe force microscopy (KPFM) techniques. Through utilizing these methods, the electric field,
potential at the surface, capacitance variations, etc., can be understood. These
methods can be used for identifying the thickness alterations, spotting defects on
the surface or discerning materials, since they probe the electrical properties.

5.2

Experimental Results

We have successfully transferred few-layer graphene (FLG) flakes onto hBN flakes.
The details for the transfer procedure were explained in chapter 2. In order to clean
any unwanted residues that would not be removed by solvents, using the AFM in
contact mode, the surface of the final product was wiped with an AFM tip (a method
which we call nanocatharsis). This type of cleaning was carried out multiple times
and was done slowly in order to prevent any mechanical damage to the samples such
as tearing, etc. The samples were intended to be made such that, after the transfer,
there are graphene, hBN and G/hBN with the greater possible thickness combinations
as well as SiO2 to probe.
We were able to fabricate several samples, but, in this section, electrostatic force
measurements performed on two samples are reported (sample I and II). Figure 5.1(a)
shows an AFM topography image taken from sample I, which has relatively thin
graphene (bilayer and trilayer) flakes transferred on top of an hBN flake (the flake
has steps with different thickness ranging from 6 to 100 nm). In the figure, graphene
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and hBN are outlined by black and red dashed lines, respectively. As shown in the
figure, there are two trilayer and one bilayer graphene regions where extend from
SiO2 to thick hBN layers. Air bubbles underneath the graphene regions left after the
transfer process are visible. Figure 5.1(b) is the height profile that was taken from
the blue dashed line shown in (a).

Figure 5.1: Topographic AFM image of sample I along with height scan-line. (a)
An AFM image of a successfully transferred flake of FLG (shown by the black
dashed lines) on top of a flake of hBN with different thicknesses (indicated by the
red dashed lines). There are two regions of three-layer graphene (3LG) and one
two-layer graphene (2LG). The position of the colored dots (associated with letters
(A-H)) is used for single point EFM measurements shown in Figures 5.2. The gray
box represents the area in which EFM images were obtained for later on (as shown
in Figures 5.3). (b) The scan-line taken from the horizontal blue dashed line in (a)
showing different thicknesses of the hBN flake.
Eight spots in Figure 5.1(a) (where each spot features a distinct thickness/layer
variety) have been chosen for performing electrostatic force gradient measurements.
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To each point, a letter has been assigned for the reference (A-H). Figure 5.2(a) represents force gradient measurements taken from the points A-H, which are shown in
Figure 5.1(a). In order to take the EFM measurements at each spot, after acquiring
the topography image in tapping mode (Figure 5.1), the conductive AFM tip (no initial bias voltage) with a metallic coating of Pt/Ir (ElectroTap150-G and Multi75E-G)
was moved right on top of the location of interest (A-H). The tip, in AC mode, was
then lowered towards the surface such that the tip is engaged with the sample (120
mV in the setpoint). After this step, the tip was lifted 150 nm so that there is no mechanical interaction between the probe and the sample and the EFM measurements
were performed by sweeping a bias voltage on the tip (two cycles ) and monitoring
the phase. Figure 5.2(a) clearly shows the parabolic behavior of the phase v.s. the
bias voltage in the tip. Figures 5.2(b) and (c) show the phase versus the bias voltages
-5.5 to -4 V and 4 to 5.5 V respectively in more details (corresponding to the black
dashed outlined boxes in Figure 5.2(a)). Electrostatic force gradient images at different tip bias voltages have been acquired (Figure 5.3). The images were taken from
the gray box marked in Figure 5.1(a) and show the EFM response of bilayer graphene
across over SiO2 and a relatively thin hBN region for four different bias voltages on
the probe. Each image was taken in SNAP mode (explained in chapter 2) where for
each scan line, initially, the topography using a conductive tip (in AC mode) was
acquired and then the tip was lifted 40 nm to prevent mechanical interactions of the
tip and the surface of the sample for the following scan. A fixed bias voltage was
then applied to the tip, and the phase signal was monitored as it was scanned along
the averaged path of the topography scan.
Directly finding the electrical potential on the surface of the sample is achievable
using the KPFM method. In this technique, the system tries to minimize the force
due to first harmonic caused by an AC voltage on the tip (while the tip scans the
surface at given lift height) by fixing the DC bias voltage. The DC bias voltage on the
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Figure 5.2: Force gradient EFM measurements on different spots of Figure 5.1(a) in
distinct colors. (a) Eight EFM spectra (phase v.s. bias voltage) acquired from the
spots shown in Figure 5.1(a) (spots A to H) plotted in different colors. The EFM lift
heights are 150 nm for all the spectra. (b) The fitted plots in quadratic functions.
(c) and (d) are the zoomed-in plots inside the black dashed boxes shown in (b).
tip at any location is then attributed to the surface potential on the sample. More
details about this method are explained in chapter 2.
Figure 5.4(a) shows the surface potential of the area represented in Figure 5.1(a).
The tip lift height is 70 nm for the NAP scan (explained in chapter 2). Figure 5.4(b)
represents a 3D topography image of the same area where the surface potential is
superimposed as the color on the image for better visualizing. Figures 5.4(c) and
(d) represent the surface potential behavior of the bare hBN and the heterostructure
G/hBN sections respectively as a function of the thickness (the profiles are taken from
the purple and red lines on Figure 5.4(a)). On only hBN regions (Figure 5.4(c)), as
the thickness of the layers increases, the surface potential initially decreases slightly
and then rises quickly. Whereas over the trilayer graphene flake (Figure 5.4(d)), as
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Figure 5.3: Force gradient EFM images of the shown gray box in Figure 5.1(a)
with different bias voltages. (a) and (b) are the images acquired at negative tip bias
voltages of -1 V and -5 V respectively. (c) and (d) are the images acquired at positive
bias voltages of +1 V and +5 V , respectively. The tip’s lift height was 40 nm for all
images.
the thickness of the underlying hBN increases, the surface potential does not show any
dramatic increase like it is seen on the bare hBN regions, as if the graphene flake keeps
the electric potential relatively constant. In other words, the trilayer graphene is an
equipotential surface over hBN. Figures 5.4(e) and (f) on the other hand represent
the surface potential profiles acquired from the blue and green lines in Figure 5.4(a)
where compare the electric potential on the G/SiO2 G/hBN regions. The potential
on graphene flakes is higher than the potential on SiO2 and thin layers of hBN, but
it is lower than the potential on thickest hBN regions. According to Figures 5.4, the
surface potential on hBN, which on thinner parts is lower than graphene’s, increases
as the thickness grows until it becomes larger than the surface potential on graphene.
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Figure 5.4: Surface potential measurements of the Figure 5.1(a). (a) A KPFM image
of sample I with a 70 nm tip lift height of the area shown in Figure 5.1(a). The image
shows three distinct stripes for where the graphene regions are. (b) A 3D image of
the topography of the same area shown in (a), where the color represents the surface
potential (the surface potential in color is superimposed over the 3D topography).
(c) and(d) are the profiles of the surface potential taken along the purple (not on
graphene) and red (on 3LG) lines shown in (a). These lines are parallel to the edge of
the graphene flakes. (e) and (f) are the surface potential profiles of taken along the
vertical blue and green lines shown in (a). The small arrows in (a) show the positive
direction of the (c)-(f) plots.
Sample II is another interesting heterostructure system of G/hBN where the
graphene flake including a single layer region along with three and eight layer graphene
was deposited onto a flake of hBN with different thicknesses to form a mesh of thicknesses. Figure 5.5(a) shows an optical image of sample II. The graphene flake and
hBN flake are outlined with thick black dashed lines, and red dashed lines respectively. Raman spectroscopy mapping is a useful surface characterization technique
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that can be utilized for determining the compound, its thickness, and quality. Figures 5.5(b)-(d) are the Raman maps of the same area shown in Figure 5.1(a) where
panel (b) corresponds to hBN’s E2g which occurs at the wavenumber ∼ 1365 cm−1
and panels (c) and (d) correspond to graphene’s G and 2D peaks which occur at the
wavenumbers ∼ 1580 cm−1 and ∼ 2680 cm−1 respectively. The hBN peak map does
not show any substantial changes for different thicknesses, whereas for both graphene
peaks (especially the G peak), layers are distinguishable and the intensities vary on
distinct layers. Another noticeable detail that can be seen in Figures 5.5(c) and (d)
is how the underlying hBN sheet enhances the intensity of graphene’s Raman peaks
compared to the regions where graphene is on top of SiO2 .
The AFM topography image of sample II is illustrated in Figure 5.6(a) which
shows the grid made out of G/hBN with various layers. The border of hBN and
graphene flake is shown with red and thick black dotted lines. Graphene’s different
layers are outlined by thinner black dots to differentiate between the layers. Figure 5.6(b) shows the height profile obtained from the dashed blue line shown in
Figure 5.6(a). During the transfer process, some parts the single layer graphene were
folded and made a region with a varied number of layers (labeled FG in the figure). Altogether, as it can be seen from Figure 5.6(a), the product contains various
combinations of layers.
Figure 5.7(a) and (b) show 2D and 3D KPFM images taken from the same area
shown in Figure 5.6. Figures 5.7(c)-(h) are the surface potential profiles obtained
from the solid colored lines in panel (a). On bare hBN on SiO2 , similar to sample I,
the surface potential increases as the number of layers increases. Graphene on SiO2
also behaves similarly, i.e., by increasing the number of layers, the surface potential
grows. The electric potential on single-layer graphene has its minimum value on
SiO2 , but when graphene goes over hBN, it experiences an abrupt increase and then
keeps increasing as the thickness of the underlying hBN increases. Similar behavior
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Figure 5.5: Optical and Raman images of sample II. (a) An optical image of a flake
of graphene with different thicknesses transferred onto a flake of hBN. (b)-(d) The
Raman spectroscopy maps of the same region shown in (a). (b) corresponds to the
hBN’s E2g (∼ 1365 cm−1 ). (c) and (d) are the Raman maps corresponding to G (∼
1580 cm−1 ) and 2D or G0 (∼ 2700 cm−1 ) peaks of graphene.
occurs for thicker graphene regions, but as the thickness of graphene increases, the
abrupt change at the hBN border decreases such that the surface potential on the
eight-layer graphene shows minimal change. On thinner layers of hBN, the surface
potential exhibits a large increase in the region where the single layer graphene is
placed. However, as the number of the hBN layers grows, this change becomes smaller
until, at even greater thickness, the potential begins to decrease. These results in
the surface potential on the thickest layers of hBN being larger in regions without
an overlying sheet of single layer of graphene, as in sample I. Figure 5.7(b), which
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Figure 5.6: AFM topography image of FLG/hBN heterostructure (sample II) along
with the height profile. (a) shows a thin graphene flake (outlined by thick black
dotted lines) over an hBN flake (outlined by red dotted lines). Different thicknesses
of FLG (single layer, 3 layers, 8 layers and folded graphene) are differentiated by thin
black dashed lines in the figure. (b) represents a height profile taken along the dashed
blue line in (a).
shows topography and surface potential superimposed on a 3D image, provides a fine
illustration of electric potential at different layers and enables to better visualize the
picture.
The tip’s lift height can alter the values of surface potential, but the potential’s
behavior does not change for different lift heights. Figures 5.8 show a comparison
between two different lift heights of 100 nm and 50 nm. As expected, for larger
lift heights (Figure 5.8a)) the KPFM images look more indistinct and when the
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Figure 5.7: Surface potential measurements of sample II. (a) shows a KPFM image
taken of the same region shown in Figure 5.6 (a) with a tip lift height of 50 nm. (b)
is a 3D image of (a) where the surface potential is superimposed as the color over the
topography. (c)-(h) are the surface potential profiles taken from of the colored lines
in (a). The small arrows in (a) show the positive direction of the (c)-(h) plots.
tip is closer to the sample (Figure 5.8(d)), more details of potential variations are
detectable. Figures 5.8 (b) and (c) are the potential profiles taken along the blue and
red lines in (a) and Figures 5.8 (e) and (f) are the potential profiles taken along the
blue and red lines in (d).
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Figure 5.8: Tip lift height dependent surface potential measurements. (a) A KPFM
image with a tip lift height of 100 nm. (b) and (c) are the potential profiles taken
along the scan-lines shown in blue and red in (a) respectively. (d) A KPFM image
with a tip lift height of 50 nm. (e) and (f) are the potential profiles taken along the
scan-lines shown in blue and red in (d) respectively.
5.3

Conclusions

In this chapter, we present several EFM and KPFM measurements on two different
samples of G/hBN heterostructures with various thicknesses. The surface potential
changes significantly moving from sections of single-layer graphene on SiO2 to hBN,
but thicker layers of graphene show more uniform electric potential on their surfaces.
On thin hBN layers, the surface potential undergoes a large change when moving
from SiO2 onto hBN sections. Also on thin hBN layers, placing even one layer of
graphene gives rise to a large change in surface potential, but as the number of the
underlying hBN increases, the change in the potential decreases such that at very
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thick hBN layers, graphene
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Chapter 6 Tunneling into Na2 IrO2

6.1

Introduction

Iridates (iridium oxides) have been attracting a tremendous amount of attention in
recent years due to the variety of possible ground states predicted for the compounds.
Both theoretical and experimental studies are being reported continuously, advocating the importance and the potentials of such materials [109–116]. The interesting
properties of iridates originate from the fact that the transition metal (Ir) in these
compounds has electrons in its 5d orbitals. In 5d transition metal oxides (TMOs) the
strength of Coulomb Interaction (U ) is weaker, and the bandwidth (W ) is wider compared to 3d TMOs, because the electrons are more spatially extended. In addition,
Iridium, which is considered a heavy element (Z=77), gives rise to a strong spin-orbit
coupling (SOC) [117]. Thus, these three energies (U , W and SOC) become comparable in value and result in intricate and interesting behaviors that are predicted through
the use of mechanisms such as quantum spin Hall (QSH) and topological insulators
(TI) [113, 118], quantum spin liquids [119, 120], etc. For example, the Mott insulator Sr2 IrO4 provides a favorable platform of novel phases for researchers. Sr2 IrO4
is a layered perovskite with a canted square lattice that has been studied through
different methods such as angle-resolved photoemission spectroscopy (ARPES) [121],
resonant inelastic x-ray spectroscopy (RIXS) [122], scanning tunneling spectroscopy
(STS) [123], etc.
The honeycomb Na2 IrO3 is another example that has drawn a lot of attention in
the last decade. This compound was suggested as a candidate system to be studied via
the Kitaev-Heisenberg model [124–128]. Also, it was proposed [113] to be a strongly
correlated TI, which lead to a race among physicists to study Na2 IrO3 using various
theoretical and experimental techniques. According to transport measurements [129,
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130], Na2 IrO3 shows a robust insulating behavior, with the origin of the insulating
phase of this material still being under debate. While it is mostly considered a
relativistic Mott insulator, there have been some suggestions of other possibilities
such as a Slater-type insulator [131]. There have been observations of surface metallic
states on Na2 IrO3 by ARPES techniques indicating the material acting like a TI [132].
However, such surface conductivity was not seen by F. Lüupke et al. [133] using
tunneling spectroscopy measurements.
As shown in Figure 6.1, the alternating stacks of NaIr2 O6 (where the Ir4+ ions
form a honeycomb lattice) and Na atoms along the c- axis construct the layered
Na2 IrO3 with the lattice parameters of a = 5.32 Å, b = 9.22 Å and c = 5.54 Å [130].

Figure 6.1: The crystal structure of Na2 IrO3 . (a) A side view (parallel to the ab
plane) shows the layered structure of Na2 IrO3 . Stacks of Na atoms and NaIr2 O6 are
visible. (b) The honeycomb lattice is shown (top view of ab plane). The Na, Ir and
O atoms are depicted in blue, green and red colors respectively.
High-quality single crystals of Na2 IrO3 for this study were grown using the self
flux method. The samples have been characterized by transport, magnetic, and Xray measurements prior to tunneling measurements. Na2 IrO3 also orders magnetically
below 18 K, forming an antiferromagnetic ground state, and the electrical resistivity
of Na2 IrO3 is extremely high at low temperatures [129, 130].
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Scanning tunneling spectroscopy (STS) is one of the most powerful methods commonly used to locally probe the electronic density of states of materials. Unlike
ARPES (which only probes the occupied states), STM is also capable of probing
unoccupied states in the material. The charge gap can be determined by the energy
difference between occupied and unoccupied states. In this study, we used a lowtemperature tunneling microscope to measure the density of states and investigate
the ultra high-grade crystals of Na2 IrO3 at temperatures down to ∼ 110 K. Due
to the large values of electrical resistivity, tunneling measurements were not possible
at temperatures below ∼ 110 K. Although, this challenge has been reported in the
ARPES report [132], F. Lüupke et al. [133] claimed to conduct their measurements
at 77 K which this could be due to defects in their samples.

6.2

Results

Over a dozen single crystal Na2 IrO3 samples were studied with different STM tips
confirming reproducible results. In order to exclude the effects of the density of
states of the probes on the measurements, tips with different types of materials such
as tungsten, gold and platinum were used, all giving similar results for the tunneling
spectra. In order to obtain fresh and atomically flat surfaces, the samples were
mechanically cleaved in situ at both 300 K or 77 K such that the STM tips were
perpendicular to the ab surface of the crystal. No significant dissimilarities in results
have been noticed between the cleaving at those two temperatures.
Tunneling measurements were conducted at different temperatures to find any
possible temperature dependent features in the data throughout the experiments. We
have obtained topography images with atomically flat exposed surfaces. Figure 6.2
(a) is obtained at 160 K with an electrochemically etched tungsten tip at constant
current mode. As shown in Figure 6.2 (a), three steps with atomically flat surfaces
are exposed. Figure 6.2(b) represents a line-scan generated along the red dashed line
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in Figure 6.2(a) and evidently shows the smooth atomic steps.

Figure 6.2: A topographic STM image of a cleaved surface of Na2 IrO3 crystal at
160 K with the tunneling condition of VBias = 200 mV and a constant current of
IT unneling = 100 pA. (a) Three distinct steps with atomically flat surfaces are visible.
(b) A scan-line along the red dashed line in (a) shows the step edges on the exposed
cleaved surface.
We have acquired tunneling spectra (dI/dV ) at two different sets of temperatures,
one ranging from 120 K to 160 K and the other at room temperature utilizing the
standard lock-in technique. Figure 6.3 represents a plot of dI/dV versus the bias
voltage on the sample using a sharp tungsten tip at T = 300 K and reveals a robust
insulating gap with a size order 400 meV . This value is in good agreement with other
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methods used in references [134, 135]. No other features are visible within the charge
gap in Figure 6.3.

Figure 6.3: A dI/dV v.s. VBias plot taken at room temperature. A sharp tungsten tip
has been used for the measurements. The initial tunneling condition before obtaining
the spectra was: VBias = 600 mV and IT unneling = 600 pA.
Figures 6.4(a) and (b) show a topographic image and the corresponding conductance (dI/dV ) map respectively which were taken at T = 160 K. The map of
conductance at 500 mV (Figure 6.4(b)) shows higher intensities at the step edges
shown in Figure 6.4(a). The averaged spectra of the entire region in Figure 6.4(a) is
represented in Figure 6.4(c). The edges of valance and conduction bands are pointed
to by the black arrows giving rise to an estimation of ∼ 400 meV for the energy gap.
There is also a feature at around -550 mV (pointed to by a dashed black line) which
is still unknown to us.
To analyze the crystal’s surface density of states at different temperatures, a
careful temperature dependent dI/dV spectroscopy has been carried out. As demonstrated in Figure 6.5(a), averaged dI/dV v.s. VBias spectra (50 spectra) have been
plotted for temperatures from 150 to 120 K in 5 K intervals showing notable changes
in the behavior of the spectra. Since, a blunt gold tip was used for the measurements,
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Figure 6.4: Topographic, conductance map and the averaged dI/dV v.s. V at T = 160
K (a) The topography image is obtained at VBias = 1 V and IT unneling = 200 pA (b)
Represents the corresponding dI/dV map plotted at 500 mV . (c) The averaged
dI/dV for the entire region shown in (a). The gap is shown and estimated to be ∼
400 meV
the taken spectra became averaged and the topography could not be acquired. Therefore, the location of the taken spectra is not exactly known. The tunneling condition
before acquiring each set of spectra remained constant throughout the process for
accurate comparison (VBias = 1.2 V and IT unneling = 300 pA). For better comparison, a special normalization has been applied the plots where we only focused on the
positive bias voltages and then for zero bias we set the values of the dI/dV to be zero
and for VBias = 1.2 V to be 1. Thus, all the spectra have the same endpoints of 0
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and 1 as represented in Figure 6.6(b). It can be seen (Figure 6.5) that the density of
states of Na2 IrO3 undergoes a significant change as the temperature decreases. We
have used the critical points (where the concavity of the graphs switch their signs) as
the reference points. The position of the critical points shifts as the temperature is
lowered, showing indications of the insulating gap becoming smaller. This is in contrast with the transport measurements, which imply a more pronounced insulating
behavior for lower temperatures.

Figure 6.5: Temperature dependent STS on Na2 IrO3 using a gold tip. (a) This plot
shows the raw data of the spectra at different temperatures plotted in one graph
indicating that by changing the temperature, the shape of each plot changes. The
temperatures range from 150 K to 120 K in a 5 K interval, and all spectra have
been taken with initial tunneling condition of VBias = 1.2 V and IT unneling = 300 pA.
(b) Shows the corresponding normalized spectra of (a). The normalization has been
carried out such that only the positive voltages have been considered and the value
of dI/dV at VBias = 0 and VBias = 1.2 V for each plot have been set equal to 0 and 1
respectively. An intentionally blunt gold tip for spatially averaging the spectra was
used.

Since the STM probes the surface states, whereas the transport measurements
are related to the bulk states, we attribute this behavior to the emergence of exotic
metallic surface states that are not detectable at higher temperatures via STM. The
metallic surface states of Na2 IrO3 at room temperature have been seen using ARPES
techniques by N. Alidoust et al. [132], and the origin of these states is still unknown.
We notice that for temperatures lower than 150 K, the tunneling spectra highly
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depend on tip-sample distance. Tip-sample separation dependent tunneling spectroscopy have been performed on the crystal at constant temperatures. Figure 6.6
represents the averaged raw data (50 spectra) for a set of spectra acquired at T = 125
K with different probe-sample distances such that the initial bias voltage is kept the
same (VBias = 1.2 V ) and the tunneling current was increased for each case. It
is observed that by decreasing the distance between the tip and the surface of the
sample, the spectra manifests smaller gap sizes. There is also a sudden jump in the
conductance for IT unneling = 500 pA, meaning that at the Fermi level the electrical
conductance has a non-zero value.

Figure 6.6: A plot of dI/dV v.s. VBias obtained at different tip-sample distances but
all at T = 125 K, and and initial bias voltage of 1.2 V . An intentionally blunt gold
tip for spatially averaging the spectra was used.

6.3

Conclusions

Low-temperature scanning tunneling microscopy and spectroscopy have been performed on high-quality single crystal Na2 IrO3 . We have shown topography images of
atomically flat surfaces of the sample. We show that when the temperature is lowered, for fixed tunneling conditions, the tunneling spectra changes in a manner such
that the gap becomes smaller. Also, we presented that by decreasing the distance
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between the probe and sample (increasing tunneling current at fixed voltages) gives
rise to smaller gaps.

Copyright c Armin Ansary, 2019.
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Appendix A R-plane Sapphire

Sapphire or aluminum oxide (Al2 O3 ) is a transparent hard crystal which can be cut
at different planes. Due to its hexagonal structure, Miller-Bravais indexing system
is used for symmetry reasons. In this system, instead of the ordinary three indexing
system, four indices are used. Figure A.1 shows different planes for sapphire.

Figure A.1: Different planes of sapphire (Al2 O3 ) in Miller-Bravais indices. The rplane ({11̄02}, shown in green), m-plane ({11̄00}, shown in purple ) and a-plane
({112̄0},shown in red) have been shown in green, purple and red colors respectively.

Copyright c Armin Ansary, 2019.
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Appendix B Supplementary Material for Chapter 3

B.1

Substrate Preparation

Silicon wafers (p-doped, with 300 nm SiO2 layer) were cut and rinsed with acetone,
isopropanol and DI water. Samples were cleaned using UV ozone for 60 minutes to
remove all hydrocarbons from the substrate. R-plane ([11̄02]) sapphire substrates
(purchased from MTI Corporation) were cut and rinsed with acetone, isopropanol,
methanol and DI water multiple times followed by cleaning with UV-prepared ozone
gas (using a NOVASCAN PSD Series Digital UV Ozone System) for 60 minutes.
In order to obtain atomically flat surfaces the sapphire substrates were then annealed
at 1000 ◦ C for 24 hours in air [94]. An atomic force microscopy (AFM) comparison
between a sapphire substrate before (Figure B.1(a)) and after (Figure B.1(b)) annealing is shown in Figure B.1. This data demonstrates that the annealing results
in atomically-flat terraces and well-defined atomic steps, similar to the substrates
used in the aligned growth of carbon nanotubes [136–138]. In our work we focus
on the etching of hBN on sapphire substrates that have undergone this annealing
preparation step, since it is well-known to be an important step in guided catalytic
processes [136].

Figure B.1: AFM images of (a) not annealed and (b) annealed sapphire at 1000 ◦ C
for 24 hours.
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B.2

Sapphire Crystal Orientation

The direction on r-plane sapphire was determined relative to the primary flat orientation on the sapphire wafer, which is oriented at 45 ± 2◦ counterclockwise from the
projection of the c-axis onto the r-plane.

B.3

Transfer of Graphene onto hBN

To transfer graphene onto hBN flakes we used mechanical exfoliation [139–141]. First,
hBN (purchased from HQ graphene) was mechanically exfoliated onto silicon substrates using sticky tape. Then, using another piece of tape, we exfoliated graphene
onto the same chip. Optical images of the hBN-covered substrate (like the ones in
Figure B.2(a) below, and Figure 3.1(a) from chapter 3) were compared before and
after exfoliating graphene to identify hBN flakes that had been partially covered by
graphene.

B.4

Sample Preparation and Etching

Electron beam evaporation at a pressures of ∼ 5 × 10−7 T orr was used to deposit
nominally 0.1 Å - 0.2 Å thick films of nickel onto the samples as a catalyst material.
After deposition, samples were put into a chemical vapor deposition (CVD) furnace
(a 0.86 inch inner-diameter quartz tube placed inside a Thermo Scientific Lindberg
model TF55035C furnace). The samples were prepared in a two-step CVD process
using gas flow rates of 800 sccm for Ar and 200 sccm for H2 (kept constant over the
complete duration of temperature ramping).
For the case of samples on SiO2 substrates, the samples were first annealed at 500
◦

C for 30 minutes. This was immediately followed by ramping the temperature up

at a rate of 10 to 25 ◦ C/minute to a final processing value in the range of 690 ◦ C
to 980 ◦ C. The samples remained at this processing temperature for a period of one
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hour with the gas flow rates kept constant in order to etch the samples.
CVD processing of samples on r-plane sapphire was performed with a slightly
modified procedure to reduce the size of the catalyst particles in order to promote the
etching of few-layer hBN. For these substrates, the first annealing step was performed
at the lower temperature of 330 ◦ C for 30 minutes. After this annealing, the samples
were removed from the hot zone of the furnace while maintaining the gas flow rate
over the sample. We then raised the temperature to 940 ◦ C, reinserted the samples
into the hot zone of the furnace, and continued the process for 60 minutes.
In both cases (i.e., for samples prepared on SiO2 and r-plane sapphire), the substrates were immediately removed from the hot zone of the furnace after the hightemperature processing step and allowed to cool to room temperature while maintaining the controlled flow of Ar and H2 .

B.5

Raman Scattering Measurements

Raman Spectroscopy measurements were performed with a confocal Raman instrument using an incident laser wavelength of ∼ 633 nm. The instrument consists of
an iHR-320 by Horiba spectrometer, a Synapse Horiba detector, and a BX41 by
Olympus optical microscope. To protect the samples from damage, the incident laser
power was reduced to a level below 1 mW through the use of a neutral density filter.
An exposure time of 200 seconds was used for all the measurements in Figure B.2
and the spot sizes had less than ∼ 1 micron in diameter.
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Figure B.2: Raman spectra of samples. (a) Optical image of a graphene flake transferred onto hBN from Figure 3.1(a) in the main text. Red, blue, and black dots
indicate locations of micro-Raman spectra for (b)-(g). (b) Graphite G peak taken
from the red spot in (a) at ∼ 1570 cm−1 . (c) Graphite 2D peak of the same spot
at ∼ 2670 cm−1 . (d) and (e) Raman spectra taken at the location of the blue spot
in (a), located on hBN. The E2g peak of hBN is located at ∼ 1365 cm−1 [142]. No
graphite G or 2D peaks are visible. (f) and (g) Raman spectra taken at the location
of the black dot in (a), where a graphene flake is located on top of an hBN flake.
Both the hBN E2g peak and graphene G peak are visible (f) as well as the graphene
2D peak (g). All spectra were taken with an incident laser wavelength of 633 nm.
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B.6

Atomic Force Microscopy

Atomic force microscopy (AFM) was used to analyze the samples. AFM topography measurements were performed with an Asylum Research MFP-3D operating
in tapping mode using Tap300Al-G (from Budget Sensors) and conical CFMR-25
(from Aspire) tips. Figure B.3 shows an enlarged AFM tapping mode scan around
the etched hBN region shown in Figure 3.1(b) of the main text used to analyze the
average etch track width and depth in hBN.

Figure B.3: High-resolution AFM tapping mode scan around the etched hBN region
shown in Figure 3.1(b) of the main text used to analyze the average etch track width
and depth in hBN.

B.7

Lower Bound of Catalytic Etching Window

Figure B.4 shows an AFM image of an hBN film processed at 690 ◦ C for 60 minutes.
This film was processed at a temperature below the 750 to 950 ◦ C window of 1D
crystallographic catalytic etching. As a result, the film does not show any evidence
of catalytic etching.
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Figure B.4: Hexagonal BN flake after CVD processing at 690 ◦ C showing nucleation
of nickel nanoparticle on the surface (white spots), but no etching.

B.8

Histogram Analysis

The angles, lengths, and positions of the traced etch tracks are recorded in MATLAB and histograms are then generated with this data. Histogram analyses (as in
Figure 3.2(c) of the main text) were performed using a MATLAB code developed
in-house. The histograms were created by manually tracing over the etch tracks in
MATLAB (as seen in Figures B.5 and B.6).
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Figure B.5: Image showing traced etch tracks (blue lines) in hBN used to create the
histogram in Figure 3.1(c) in the main text.

Figure B.6: Image showing traced etch tracks (blue lines) in hBN used to create the
histogram in Figure 3.3(b) in the main text.

Copyright c Armin Ansary, 2019.
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[56] E. Abbe. Beiträge zur Theorie des Mikroskops und der mikroskopischen
Wahrnehmung. Archiv für Mikroskopische Anatomie, 9(1):413–418, dec 1873.
[57] Helmholtz and H. Fripp. On the Limits of the Optical Capacity of the Microscope. The Monthly Microscopical Journal, 16(1):15–39, jul 1876.
[58] K.-R. Lyman, C.E., Newbury, D.E., Goldstein, J., Williams, D.B., Romig Jr.,
A.D., Armstrong, J., Echlin, P., Fiori, C., Joy, D.C., Lifshin, E., Peters. Scanning Electron Microscopy, X-Ray Microanalysis, and Analytical Electron Microscopy. Springer US, Plenum Press, New York, 1 edition, 1990.
[59] Michael T. Postek, Karen S. Howard, Arthur H. Johnson, and Kathlyn L.
McMichael. Scanning Electron Microscopy: a Student’s Handbook. 1980.

117

[60] Gerd Binnig and Heinrich Rohrer. Scanning Tunneling MicroscopyFrom Birth
to Adolescence. Reviews of Modern Physics, 59(3):615–625, jul 1987.
[61] S H Pan, E W Hudson, and J C Davis. He Refrigerator Based Very Low
Temperature Scanning Tunneling Microscope. Technical report, 1999.
[62] Anjan K. Gupta and K.-W. Ng. Compact Coarse Approach Mechanism for
Scanning Tunneling Microscope. Review of Scientific Instruments, 72(9):3552–
3555, sep 2001.
[63] G. Binnig, C. F. Quate, and Ch. Gerber. Atomic Force Microscope. Physical
Review Letters, 56(9):930–933, mar 1986.
[64] N A Burnham, X Chen, C S Hodges, G A Matei, E J Thoreson, C J Roberts,
M C Davies, and S J B Tendler. Comparison of Calibration Methods for AtomicForce Microscopy Cantilevers. Nanotechnology, 14(1):1–6, jan 2003.
[65] D. Patrick Hunley, Tyler J. Flynn, Tom Dodson, Abhishek Sundararajan, Mathias J. Boland, and Douglas R. Strachan. Friction, Adhesion, and Elasticity of
Graphene Edges. Physical Review B, 87(3):035417, jan 2013.
[66] Mathias J. Boland, Jacob L. Hempel, Armin Ansary, Mohsen Nasseri, and
Douglas R. Strachan. Graphene Used as a Lateral Force Microscopy Calibration
Material in the Low-Load Non-Linear Regime. Review of Scientific Instruments,
89(11), 2018.
[67] S. R. (Stephen Richard) Elliott. The Physics and Chemistry of Solids. J. Wiley,
1998.
[68] Lei Yu, Alexandra J. Riddle, Shanshan Wang, Abhishek Sundararajan, Justin
Thompson, Yao-Jen Chang, Matthew E. Park, Sung S. Ambrose Seo, and
Beth S. Guiton. SolidLiquidVapor Synthesis of Negative Metal Oxide Nanowire
Arrays. Chemistry of Materials, 28(24):8924–8929, dec 2016.
[69] Akira Tomita and Yasukatsu Tamai. Optical Microscopic Study on the
Catalytic Hydrogenation of Graphite. The Journal of Physical Chemistry,
78(22):2254–2258, oct 1974.
[70] Sujit S. Datta, Douglas R. Strachan, Samuel M. Khamis, and A. T. Charlie Johnson. Crystallographic Etching of Few-Layer Graphene. Nano Letters,
8(7):1912–1915, jul 2008.
[71] Phaedon Avouris, Zhihong Chen, and Vasili Perebeinos. Carbon-Based Electronics. Nature Nanotechnology, 2(10):605–615, oct 2007.
[72] Kyoko Nakada, Mitsutaka Fujita, Gene Dresselhaus, and Mildred S. Dresselhaus. Edge State in Graphene Ribbons: Nanometer Size Effect and Edge Shape
Dependence. Physical Review B, 54(24):17954–17961, dec 1996.

118

[73] Lijie Ci, Zhiping Xu, Lili Wang, Wei Gao, Feng Ding, Kevin F. Kelly, Boris I.
Yakobson, and Pulickel M. Ajayan. Controlled Nanocutting of Graphene. Nano
Research, 1(2):116–122, aug 2008.
[74] Leonardo C. Campos, Vitor R. Manfrinato, Javier D. Sanchez-Yamagishi, Jing
Kong, and Pablo Jarillo-Herrero. Anisotropic Etching and Nanoribbon Formation in Single-Layer Graphene. Nano Letters, 9(7):2600–2604, jul 2009.
[75] D. Patrick Hunley, Abhishek Sundararajan, Mathias J. Boland, and Douglas R.
Strachan. Electrostatic Force Microscopy and Electrical Isolation of Etched
Few-Layer Graphene Nano-Domains. Applied Physics Letters, 105(24):243109,
dec 2014.
[76] D. Patrick Hunley, Mathias J. Boland, and Douglas R. Strachan. Integrated
Nanotubes, Etch Tracks, and Nanoribbons in Crystallographic Alignment to a
Graphene Lattice. Advanced Materials, 27(5):813–818, feb 2015.
[77] Lifeng Wang, Bin Wu, Lili Jiang, Jisi Chen, Yongtao Li, Wei Guo, Pingan Hu,
and Yunqi Liu. Growth and Etching of Monolayer Hexagonal Boron Nitride.
Advanced Materials, 27(33):4858–4864, sep 2015.
[78] Yunlong Liao, Kaixiong Tu, Xiaogang Han, Liangbing Hu, John W. Connell,
Zhongfang Chen, and Yi Lin. Oxidative Etching of Hexagonal Boron Nitride Toward Nanosheets with Defined Edges and Holes. Scientific Reports, 5(1):14510,
nov 2015.
[79] Do-Hyun Kim, Minwoo Lee, Bora Ye, Ho-Kyun Jang, Gyu Tae Kim, Dong-Jin
Lee, Eok-Soo Kim, and Hong Dae Kim. Catalytically-Etched Hexagonal Boron
Nitride Fakes and Their Surface Activity. Applied Surface Science, 402:254–260,
apr 2017.
[80] Peter Sutter, Jayeeta Lahiri, Peter Albrecht, and Eli Sutter. Chemical Vapor
Deposition and Etching of High-Quality Monolayer Hexagonal Boron Nitride
Films. ACS Nano, 5(9):7303–7309, sep 2011.
[81] Lu Hua Li, Jiri Cervenka, Kenji Watanabe, Takashi Taniguchi, and Ying Chen.
Strong Oxidation Resistance of Atomically Thin Boron Nitride Nanosheets.
ACS Nano, 8(2):1457–1462, 2014.
[82] Mahito Yamamoto, Theodore L. Einstein, Michael S. Fuhrer, and William G.
Cullen. Anisotropic Etching of Atomically Thin MoS2. The Journal of Physical
Chemistry C, 117(48):25643–25649, dec 2013.
[83] Robert Ionescu, Aaron George, Isaac Ruiz, Zachary Favors, Zafer Mutlu, Chueh
Liu, Kazi Ahmed, Ryan Wu, Jong S. Jeong, Lauro Zavala, K. Andre Mkhoyan,
Mihri Ozkan, and Cengiz S. Ozkan. Oxygen Etching of thick MoS2 Films.
Chem. Commun., 50(76):11226–11229, aug 2014.

119

[84] Haiqing Zhou, Fang Yu, Yuanyue Liu, Xiaolong Zou, Chunxiao Cong, Caiyu
Qiu, Ting Yu, Zheng Yan, Xiaonan Shen, Lianfeng Sun, Boris I. Yakobson, and
James M. Tour. Thickness-Dependent Patterning of MoS2 Sheets with WellOriented Triangular Pits by Heating in Air. Nano Research, 6(10):703–711, oct
2013.
[85] Ganesh R. Bhimanapati, Zhong Lin, Vincent Meunier, Yeonwoong Jung, Judy
Cha, Saptarshi Das, Di Xiao, Youngwoo Son, Michael S. Strano, Valentino R.
Cooper, Liangbo Liang, Steven G. Louie, Emilie Ringe, Wu Zhou, Steve S. Kim,
Rajesh R. Naik, Bobby G. Sumpter, Humberto Terrones, Fengnian Xia, Yeliang
Wang, Jun Zhu, Deji Akinwande, Nasim Alem, Jon A. Schuller, Raymond E.
Schaak, Mauricio Terrones, and Joshua A. Robinson. Recent Advances in TwoDimensional Materials beyond Graphene. ACS Nano, 9(12):11509–11539, dec
2015.
[86] Jun Yin, Jidong Li, Yang Hang, Jin Yu, Guoan Tai, Xuemei Li, Zhuhua Zhang,
and Wanlin Guo. Boron Nitride Nanostructures: Fabrication, Functionalization
and Applications. Small, 12(22):2942–2968, jun 2016.
[87] Lingxiu Chen, Li He, Hui Shan Haomin Wang, Hui Shan Haomin Wang, Shujie Tang, Chunxiao Cong, Hong Xie, Lei Li, Hui Xia, Tianxin Li, Tianru Wu,
Daoli Zhang, Lianwen Deng, Ting Yu, Xiaoming Xie, and Mianheng Jiang. Oriented Graphene Nanoribbons Embedded in Hexagonal Boron Nitride Trenches.
Nature Communications, 8:14703, mar 2017.
[88] Liang Ma and Xiao Cheng Zeng. Catalytic Directional Cutting of Hexagonal Boron Nitride: The Roles of Interface and Etching Agents. Nano Letters,
17(5):3208–3214, may 2017.
[89] C. R. Dean, A. F. Young, I. Meric, C. Lee, L. Wang, S. Sorgenfrei, K. Watanabe,
T. Taniguchi, P. Kim, K. L. Shepard, and J. Hone. Boron Nitride Substrates
forHigh-Quality Graphene Electronics. Nature nanotechnology, 5(10):722–726,
oct 2010.
[90] Cheol-Hwan Park and Steven G. Louie. Energy Gaps and Stark Effect in Boron
Nitride Nanoribbons. Nano Letters, 8(8):2200–2203, aug 2008.
[91] Veronica Barone and Juan E. Peralta. Magnetic Boron Nitride Nanoribbons
with Tunable Electronic Properties. Nano Letters, 8(8):2210–2214, aug 2008.
[92] Er-Jun Kan, Xiaojun Wu, Zhenyu Li, X. C. Zeng, Jinlong Yang, and J. G.
Hou. Half-Metallicity in Hybrid BCN Nanoribbons. The Journal of Chemical
Physics, 129(8):084712, aug 2008.
[93] Alejandro Lopez-Bezanilla, Jingsong Huang, Humberto Terrones, and Bobby G.
Sumpter. Boron Nitride Nanoribbons Become Metallic. Nano Letters,
11(8):3267–3273, aug 2011.

120

[94] M. Yoshimoto, T. Maeda, T. Ohnishi, H. Koinuma, O. Ishiyama, M. Shinohara,
M. Kubo, R. Miura, and A. Miyamoto. AtomicScale Formation of Ultrasmooth
Surfaces on Sapphire Substrates for HighQuality ThinFilm Fabrication. Applied
Physics Letters, 67(18):2615–2617, oct 1995.
[95] Oded Hod. Graphite and Hexagonal Boron-Nitride have the Same Interlayer
Distance. Why? Journal of Chemical Theory and Computation, 8(4):1360–
1369, apr 2012.
[96] Zhengtang Luo, Luke A. Somers, Yaping Dan, Thomas Ly, Nicholas J. Kybert,
E. J. Mele, and A. T. Charlie Johnson. Size-Selective Nanoparticle Growth on
Few-Layer Graphene Films. Nano Letters, 10(3):777–781, mar 2010.
[97] Zongyang Qiu, Li Song, Jin Zhao, Zhenyu Li, and Jinlong Yang. The Nanoparticle Size Effect in Graphene Cutting: A PacMan Mechanism. Angewandte
Chemie (International ed. in English), 55(34):9918–21, 2016.
[98] Takahiro Tsukamoto and Toshio Ogino. Control of Graphene Etching by Atomic
Structures of the Supporting Substrate Surfaces. Journal of Physical Chemistry
C, 115(17):8580–8585, may 2011.
[99] Takahiro Tsukamoto and Toshio Ogino. Graphene Etching Controlled by
Atomic Structures on the Substrate Surface. Carbon, 50(2):674–679, 2012.
[100] Pablo Solı́s-Fernández, Kazuma Yoshida, Yui Ogawa, Masaharu Tsuji, and Hiroki Ago. Dense Arrays of Highly Aligned Graphene Nanoribbons Produced by
Substrate-Controlled Metal-Assisted Etching of Graphene. Advanced Materials,
25(45):6562–6568, dec 2013.
[101] Yusuke Iida, Kenji Yamazaki, and Toshio Ogino. Graphene Nano-Cutting Using
Biologically Derived Metal Nanoparticles. Carbon, 63:133–139, 2013.
[102] Hiroki Ago, Yasumichi Kayo, Pablo Solı́s-Fernández, Kazuma Yoshida, and
Masaharu Tsuji. Synthesis of High-Density Arrays of Graphene Nanoribbons
by Anisotropic Metal-Assisted Etching. Carbon, 78:339–346, 2014.
[103] Stanley Middleman. The Role of Gas-Phase Reactions in Boron Nitride
Growth by Chemical Vapor Deposition. Materials Science and Engineering:
A, 163(1):135–140, may 1993.
[104] A. C. Adams. Characterization of Films Formed by Pyrolysis of Borazine.
Journal of The Electrochemical Society, 128(6):1378, jun 1981.
[105] Yumeng Shi, Christoph Hamsen, Xiaoting Jia, Ki Kang Kim, Alfonso Reina,
Mario Hofmann, Allen Long Hsu, Kai Zhang, Henan Li, Zhen-Yu Juang, Mildred. S. Dresselhaus, Lain-Jong Li, and Jing Kong. Synthesis of Few-Layer
Hexagonal Boron Nitride Thin Film by Chemical Vapor Deposition. Nano Letters, 10(10):4134–4139, oct 2010.

121

[106] Peter J. Linstrom and William G. Mallard. The NIST Chemistry WebBook:
A Chemical Data Resource on the Internet — NIST. Journal of Chemical and
Engineering Data, 46(No. 5), sep 2001.
[107] Peter Atkins and Julio De Paula. Atkins’ Physical Chemistry. W. H. Freeman,
tenth edit edition, 2014.
[108] Mohsen
Boland,
Aligned
963, oct

Nasseri, D. Patrick Hunley, Abhishek Sundararajan, Mathias J.
and Douglas R. Strachan. Tuning Between Crystallographically
Carbon Nanotube Growth and Graphene Etching. Carbon, 77:958–
2014.

[109] G. Cao, J. Bolivar, S. McCall, J. E. Crow, and R. P. Guertin. Weak Ferromagnetism, Metal-to-Nonmetal Transition, and Negative Differential Resistivity in
Single-Crystal Sr2IrO4. Physical Review B, 57(18):R11039–R11042, may 1998.
[110] G. Cao, Y. Xin, C. S. Alexander, J. E. Crow, P. Schlottmann, M. K. Crawford,
R. L. Harlow, and W. Marshall. Anomalous Magnetic and Transport Behavior
in the Magnetic Insulator Sr3Ir2O7. Physical Review B, 66(21):214412, dec
2002.
[111] S. J. Moon, H. Jin, K. W. Kim, W. S. Choi, Y. S. Lee, J. Yu, G. Cao,
A. Sumi, H. Funakubo, C. Bernhard, and T. W. Noh. DimensionalityControlled Insulator-Metal Transition and Correlated Metallic State in 5d Transition Metal Oxides Srn+1IrnO3n+1. Physical Review Letters, 101(22):226402,
nov 2008.
[112] B. J. Kim, Hosub Jin, S. J. Moon, J.-Y. Kim, B.-G. Park, C. S. Leem, Jaejun Yu, T. W. Noh, C. Kim, S.-J. Oh, J.-H. Park, V. Durairaj, G. Cao, and
E. Rotenberg. Novel Jeff=1/2 Mott State Induced by Relativistic Spin-Orbit
Coupling in Sr2IrO4. Physical Review Letters, 101(7):076402, aug 2008.
[113] Atsuo Shitade, Hosho Katsura, Jan Kuneš, Xiao-Liang Qi, Shou-Cheng Zhang,
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