The storage of CO 2 in fluid-filled geological formations has been carried out for more than a decade in locations around the world. After CO 2 has been injected into the aquifer and has moved laterally under the aquifer's cap-rock, density-driven convection becomes an important transport process to model. However, the challenge lies in simulating this transport process accurately with high spatial resolution and low CPU cost. This issue can be addressed by using the lattice Boltzmann equation (LBE) to formulate a model for a similar scenario when a solute diffuses into a fluid and density differences lead to convective mixing. The LBE is a promising alternative to the traditional methods of computational fluid dynamics. Rather than discretizing the system of partial differential equations of classical continuum mechanics directly, the LBE is derived from a velocity-space truncation of the Boltzmann equation of classical kinetic theory.
Introduction
Density-driven convection is a process that is observed in real-world problems, especially during CO 2 storage in saline aquifers. Since CO 2 storage in geological formations has been proposed as an effective mitigation strategy for reducing atmospheric CO 2 levels [1] , it is important to determine what parameters impact density-driven convection and the ultimate rate of CO 2 dissolution. Past work (i.e. [2] [3] [4] [5] [6] ) has covered this topic, and concludes the convective mixing that takes place during the dissolution process of CO 2 storage increases the rate of CO 2 dissolution into the aquifer. The implication is that an increase in the CO 2 dissolution rate leads to an enhanced storage capacity of the aquifer.
In research, the traditional approaches for modeling CO 2 dissolution and density-driven convection relied on finite volume methods (or the use of commercial simulations built upon finite volume methods) for numerical simulation [7] . Some work has been done on the use of lattice Boltzmann modeling for CO 2 storage applications (i.e. [8] ). Indeed, the use of the lattice Boltzmann equation (LBE) for porous media has received attention (i.e. [9] ), and provides more research opportunity for the future.
The motivation for this work is to simulate density-driven convection of CO 2 in water, and the novelty of our approach is as follows: we use a LBE that is second order accurate in time and space, we apply moment-based boundary conditions that exactly satisfy the macroscopic boundary conditions, our collision operator is a multiple relaxation time scheme which stabilizes the flow and allows for high Rayleigh numbers on coarse meshes, and the multiple relaxation time for the transport equation is constructed to minimize numerical diffusion [10, 11] . By modeling the convective mixing of CO 2 in water in a non-porous domain, results from this work set a solid foundation to build when considering a porous domain.
To present this work, we begin by discussing the discrete Boltzmann equations used for hydrodynamics and concentration modeling. An overview is given of how the discrete Boltzmann equations satisfy the macroscopic equations, which include the Navier-Stokes equations and the convective-diffusive transport equation. Then the discrete Boltzmann equations are reduced to the lattice Boltzmann equations. After the mathematical model section, an overview of the multiple relaxation time scheme for the collision operator is given, followed by a discussion of the moment-based boundary conditions and the specific boundary conditions used in this problem. Results are presented and findings are summarized in the conclusion section.
Mathematical Model

Discrete Boltzmann Equations
In this problem, the change in fluid density as well as solute density are solved for over time, thus two discrete Boltzmann equations (DBEs) are used: the first DBE is for the hydrodynamics and the second DBE is for concentration. They are Equ. 1
where the discrete distribution functions, f k (x,t) and g k (x,t), are the fluid and solute particle distribution functions in the k-th direction, respectively, f eq and g eq are the equilibrium distribution functions, c k is the discrete particle velocities, Ω kj is the collision operator term (which is -(1/τ)δ kj if the BGK collision operator is used, where δ kj is the Kronecker delta function), R k is the forcing term, and t is time. The inclusion of j in the DBEs implies Einstein's summation convention. To get the lattice Boltzmann equations, we need to fully discretize the DBEs (i.e. in space and time).
The equilibrium distribution functions are constructed in such a way that the conservation of mass and linear momentum conditions are met. In this work, f k is computed on a D2Q9 model grid (two-dimensional, with nine discrete particle velocities), thus f eq is:
where w f k =4/9 for k=0, w f k =1/9 for k=1-4, w f k =1/36 for k=5-8. For g k , a D2Q5 model grid is used (two-dimensional, with five discrete particle velocities), thus g eq is:
where w g k =1/3 for k=0, and w g k =1/6 for k=1-4. Figure 1 shows the D2Q9 grid, with the discrete particle velocities for a lattice node located at (i,j). Nine vectors exist in the D2Q9 grid, including a rest particle centered on the node. In the D2Q5 grid, only the discrete velocities labeled 0, 1, 2, 3, and 4 exist. Regarding the forcing term R k that appears in the first DBE, its form must satisfy the Navier-Stokes equations and it must satisfy the following constraints:
Equ. 4
A possible form for R is shown in Equ. 5 [12] , although this work incorporates the force directly onto the moments, so R is not solved for explicitly in the algorithm expect during initialization. Equ. 5
The fluid density, fluid momentum, and fluid momentum flux, (as well as higher order moments, Q), solute density, and solute flux are computed respectively by:
Then, by taking the moments of the first DBE in Equ. 1 (for f ) we find the following set of equations:
Equ. 7
Since Π and Q are non-conserved moments, they are expanded using Chapman-Enskog expansion in order to seek solutions over slowly varying timescales that are much longer than the relaxation parameter, τ f . These expansions are Equ. 8
where the relaxation time for the fluid is τ f = υ/c s 2 = 3υ. To preserve the ordering we must also expand the temporal derivatives, for example:
Equ. 9
By taking a leading-order approximation of the equation listed in the above set, and a few other steps, the terms in the momentum flux expansion are Equ. 10
Then, the Navier-Stokes equations are obtained by substituting the expansion terms for Π into the set of equations.
Note that Π (1) with the coefficient -ρτ f /3 gives the Newtonian viscous stress tensor (plus an O(Ma 3 ) error term) where the kinematic viscosity, υ, is τ f /3. In this work, the force term in the linear momentum balance accounts for a buoyancy term that depends on the concentration of CO 2 in the fluid, and is written as F=αg(C-C c ), where C c is a reference concentration, α is the volumetric explansion due to solute concentration, and g is gravitational acceleration. As CO 2 dissolves into water, the resulting fluid density increases linearly with CO 2 concentration [13] . As the density of the fluid increases, convective fingering will be initiated once the interface between the two fluids becomes disturbed. Then, as these convective fingers penetrate into the depth of the domain, the fluid is susceptible to the Rayleigh-Taylor instability. Also in this work, we assume the fluid is incompressible, and thus the change in density over time is zero, as well as the spatial density gradient. We further make the assumption that the density does not vary greatly, and thus the Boussinesq approximation implies that density is important in the buoyancy term only, as noted by the transformation of the mass balance equation into the continuity equation.
The multiple scales expansion of Equ. 1 for g yields
Equ. 11
Expanding the non-conserved moments ψ and Γ, where the relaxation parameter for the solute distribution function is τ g = d/c s 2 = 3d, we have
and by taking leading order approximation we find Equ. 13
As shown in Equ. 13, the BGK equation for the solute field gives the desired equations with an additional numerical diffusion term. However, this numerical diffusion term can be controlled with a multiple relaxation time scheme for the collision operator, which will be discussed shortly.
Non-Dimensionalization
These modeling equations are made to be non-dimensional in order to make the model more general and applicable to the same physical problem but for a variety of different fluid parameters. First, to simplify the problem, the density is set to be unity. The dimensional variables (u, p, C, x, t) are related to the non-dimensional variables (u', p', C', x', t') through characteristic or reference values (x 0 , t 0 , g 0 , C 0 ). These relationships are:
Also, we can define non-dimensional numbers to use during the dimensional analysis. These are the Rayleigh and Schmidt numbers:
After substituting the above relationships into the Navier-Stokes and the convection-diffusion equations, the non-dimensional modeling equations are (while neglecting density variation due to the small Mach number assumption):
Equ. 17
Discretization of the Discrete Boltzmann Equations
Now that the macroscopic equations have been presented and we have discussed how the discrete Boltzmann equation can satisfy the Navier-Stokes equations, we will present the approach taken in this work to reduce the DBE to a fully discrete form. This discrete form gives us our lattice Boltzmann equations. However, before we discretize the DBEs, we will say Equ. 18
so that the DBE for f k becomes Equ. 19
The following discretization steps will be shown only for f k , although the same applies for g k . Integrating the DBE along a characteristic time gives: Equ. 20
Then, the integral can be approximated using the trapezium rule, and becomes: Equ. 21
The above is a second order discretization of the DBE shown in Equ. 19, but yields an implicit system of algebraic equations. However, we may obtain an explicit system at each time step by a variable transformation. New variables are defined as the distribution function (f or g) plus half a time-step's worth of collisions [14] :
and after substituting the new variables into Equ. 21, and resulting explicit form is (for the BGK collision operator):
where x is a spatial location, c = Δx/Δt (the distance the particle travels over time at the discrete particle velocity), and t is time. The more general equation where the collision operator is not necessarily the BGK is [15] :
From the explicit forms of the LBEs, f and g are computed, not the regular f or g that was used to compute the macroscopic variables explained previously. However, we can use f and g to get to the macroscopic variables. For the fluid density,
For the fluid velocity, we find: Equ. 26
Also since ! = ! and F = !g , the velocity is computed by:
For the solute density, Equ. 28
Multiple Relaxation Time Collision Operator
The idea behind the multiple relaxation time (MRT) scheme is to use different rates to relax each moment, and to perform collisions on the moments, rather than on the distribution functions that eventually calculate these moments. Being able to relax moments at different rates gives us control over which moments relax directly to zero after collisions. The reason why it is beneficial to relax certain moments directly to zero is this can dampen the oscillations that non-conserved moments might cause at high Reynolds numbers (i.e. when τ is small).
In this work, we use the MRT scheme presented in [15] , with the relaxation times of the kinetic moments set to Δt/2 in order to make them decay straight to zero after collisions. The collision operator in the MRT DBE is made up of a diagonal matrix Λ that contains the relaxation times. M is a transformation matrix that maps between the distribution function and its moments, by m = Mf, or f = M -1 f. Thus, the DBE can be written as the following: Equ. 29
In the D2Q9 lattice grid used for f, the mapping between nine equilibrium moments and the nine equilibrium distribution functions for the fluid give the construction of M. The first six equilibrium moments correspond to the hydrodynamic moments (density and the momentum in the x and y direction, the three more make up the momentum flux tensor Π), and the final three correspond to the 'ghost' moments. These three ghost moments are found from Σh k , Σh k c k x , and Σh k c k y , where h k = (1,-2,-2,-2,-2,4,4,4,4) T [15] , corresponding to the next three Hermite polynomials. The collision times for the first six moments are set to be τ in order to get the viscosity to be τ/3, and the collision times for the final three moments are set to be τ = Δt/2. By doing so, the ghost moments decay straight to zero after collisions.
In the D2Q5 lattice grid used for g, the mapping between five moments and the five distribution functions for the solute give a construction for M that is made up of the following lattice vectors, which are found by Gramm-Schmidt orthogonalization:
We construct the collision operator for g to avoid a checkerboard instability and to control the numerical diffusion, while making sure that it has fourth order isotropy [10, 16, 17] . The equilibrium moments of g are
where a is chosen according to d=τ k (4+a)/10, where τ k =(√3)/6, and the other two relaxation times are (√3)/3 [10] . The MRT collision operator for g allows us to reduce the numerical error and make the numerical diffusion isotropic to fourth order, while the BGK collision operator cannot [11] .
Boundary Conditions
A simple and traditionally-applied method to implement boundary conditions in lattice Boltzmann modeling is to set the outward pointing f equal to the inward pointing f at the lattice node located on or near the wall. This method is known as the 'bounce-back' method, however when bounce-back is used with the BGK collision operator, the no-slip boundary condition is not satisfied. A method that does not require constraints to be placed on the collision matrix in order to satisfy boundary conditions is the moment-based method [18, 19] . Figure 2 illustrates that the moment-based method simulates a velocity profile that is exact with machine precision to the analytical solution in the Poiseuille flow problem (i.e. flow through a long narrow channel). The figure also shows that the bounce-back method simulates a non-zero velocity along the wall, which is due to numerical error and not due to physical slip [20] , and thus the velocity profile does not match the analytical solution. A comparison of the bounce-back method for different Reynolds numbers is presented in Figure 3 . When Re=100, the agreement with the analytic solution is good, however not exact. When Re=1, the simulated velocity profile in the channel is poor. The error in the bounce-back method is a function of viscosity, which means bounce-back will predict unreliable permeabilities in flows in porous media [9, 21, 22] . Since flows in porous media often have a very low Reynolds number, bounce-back boundary conditions are not accurate enough to implement for porous media simulations. Since the moment-based method satisfies the no-slip boundary condition while the bounce-back method does not, we choose to implement moment-based boundary conditions in this work. In moment-based boundary conditions, conditions are imposed on the moments of f and g, rather than on f and g directly. Then translation from the conditions in the moment basis to conditions in the particle basis takes place. For example, when using the D2Q9 model, a south wall has three unknown distribution functions (f 2 , f 5 , f 6 ), so three linearly independent equations are needed. These equations come from the moments, and the moments at the wall arrange themselves into linearly independent groups. The table below presents these linearly independent moment groupings for the south wall. Note that a similar table can be constructed for any of the other walls, with the appropriate moment groups that provide a set of three linearly independent equations. One moment from each group is selected, and then a constraint is imposed on each selected moment (i.e. the boundary conditions of the wall), and then the unknowns are solved. For example, if a horizontal wall is impermeable to fluid flow, then ρu y =0, or if the horizontal wall has 'q' fluid flux across it, then ρu y =q. If there is noslip along the horizontal wall, then ρu x =0. The same principal applies for vertical walls, except with the appropriate velocity components to describe no-slip and fluid flow. These flux and no-slip boundary conditions give two moments, however one more is needed to solve for the three unknowns. For the horizontal wall, Π xx provides another independent moment equation, because it is the only other independent hydrodynamic moment. When there is no-slip on the wall, then δu/δx = 0, so then Π xx = Π (0) xx .
For example, at a south wall where we need to solve for f 2 , f 5 , f 6 , the equations to use are the following:
Equ. 30
When using the f scheme and with a forcing term present, the form of these moment equations change slightly, since we have f but we want to find u (not ). The way to determine u from u was shown above, so now the moment equations that will be used for a horizontal wall for the f scheme are:
For the solute boundary conditions, the D2Q5 lattice grid is used, and thus a wall only has one unknown g that needs to be solved. The solute flux is given by the expansion shown in Equ. 8, and thus the vertical solute flux across a horizontal wall is Equ. 32
Since we prescribe u=0 on the wall, by Chapman-Enskog we find Equ. 33
Thus, when u y =0, the solute flux across the horizontal wall is Equ. 34
where d=τ g /3. So, by prescribing the flux on the boundary, the unknown g coming off the wall can be solved. However, in this work, we use the LBE shown in Equ. 23 (but for solute), which came from defining a new variable. The non-equilibrium part of the expansion for the flux is thus Equ. 35
and after some substituting, we find that for a wall where u=0, the unknown g coming off the wall with a no-solute flux condition may be solved from rearranging Equ. 36
If the boundary condition is such that a horizontal wall has a constant solute concentration, the moment-based boundary condition is simply a rearrangement of Equ. 28. For example, is a north wall has a constant solute concentration of C, the unknown g 4 is found by Equ. 37
In this problem, the boundary conditions are presented in Figure 4 , and are the following: there is no fluid flow across the top and bottom boundaries (i.e. the north and south boundaries are impermeable cap-rock), there is no solute flux across the bottom boundary, however the top boundary has a constant solute concentration of C = 1 (i.e. supplied by a layer of fluid that is fully saturated with CO 2 ). The side boundaries are periodic, in order to represent an infinitely wide domain. Initially, the domain contains no solute concentration, and thus C = 0. 
Results
Model Validation
The macroscopic equations used in this work are the same that are used in the Rayleigh-Benard thermal convection problem, where a top and bottom boundary that is held at a high and low temperature, respectively, leads to buoyancy-driven convective mixing. Wang et al. [10] used results (i.e. Nusselt numbers) of the spectral solution in [23] for the Rayleigh-Benard problem as a tool to compare the accuracy of their lattice Boltzmann modeling work. In our work, we also use the Nusselt numbers from the spectral solution in [23] as a validation tool. The following table compares our findings (for two different flows) against the corresponding spectral solution. Cases were run at different mesh resolutions for a Rayleigh number of 2,000 with a Prandtl number of 0.71, and for a Rayleigh number of 50,000 with a Prandtl number of 7.0. The Prandtl number is similar to the Schmidt number but refers to thermal diffusion. By using the MRT scheme for simulation of the Rayleigh-Benard problem, we observe that it converges with second order accuracy, and that the error between this work's simulated Nusselt number to that of the spectral solution is decreasing as the mesh resolution is increased.
Time Evolution of Concentration Field Set 1: Impact of Schmidt number
In this work, the development of convective fingering is of interest, and the following concentration fields are used to visualize the impact that the Rayleigh number and Schmidt number have on the convective and diffusive transport processes. In the first set of results, the Rayleigh number is the set at 98,000, while the Schmidt number is 0.5 for case (1.a) and 300 for case (1.b). Both cases were run with a mesh resolution of 161 by 41 lattice nodes (an aspect ratio of 4:1), and since the non-dimensional height of the domain is 1, the lattice nodes have a spatial step of 0.025. The time step is 0.00025, and the non-dimensional force is 1. The boundary conditions are as explained in Figure 5 . Results are shown at select times in order to visualize the evolution of the concentration field. In case (1.a), the Schmidt number was set to be below unity in order to simulate the case when the diffusivity is higher than the viscosity (Schmidt = υ/d). The time evolution of the concentration field shows that the domain will approach a saturated state at an early time when the d parameter is high. This is because the flux of solute at the top boundary is high. The fields also reveal that when d is high, the convective fingers develop into wide fingers, which is likely influenced by the domain depth. In contrast to case (1.a), the Schmidt number is set to be above unity for case (1.b) in order to visualize the impact of a high viscous to diffusive ratio (i.e. diffusivity is lower than viscosity). As the diffusivity is lowered, the solute flux across the top boundary is lowered as well, and thus in case (1.b) we observe that the domain does not approach a saturated state as quickly as it does in case (1.a). However, we observe that a lower diffusivity impacts the development of the convective fingers in that they are thinner and penetrate into the domain faster than in case (1.a). Also, over time these fingers do not merge into adjacent fingers as much as they do in case (1.a), and more individual fingers are sustained over time.
It is important to note that the development of the convective fingers shown in the above cases is influenced by the depth of the domain as well as the degree of turbulence in the fluid. Once the convective finger has lengthened enough to reach the bottom boundary, the advancing front of the convective finger cannot develop in the vertical direction (downwards) anymore, so it begins to develop in the horizontal direction. Then, the front of the finger moves vertically upward. In fact, during the whole process of the finger growth, upwelling of low-density fluid is occurring too, as the high-density finger is advancing into the domain. Initially, the advancing high-density fingers and the upwelling low-density fluid regions form symmetrical patterns along the width of the domain, which is especially noticed in case (1.a), until a point is reached in time when the convective mixing is no longer symmetrical. This is influenced by turbulent mixing, and at a high Rayleigh number, the convective fingers are less likely to develop symmetrically over time.
Set 2: Impact of Rayleigh number
Since the degree of turbulence is related to the Rayleigh number, the second set of results illustrate what happens when the Schmidt number is the same in two cases (Schmidt=1), but the Rayleigh number is either (2.a) 2,000 or (2.b) 1,000,000. time = 1.5 time = 3.75 By comparing the concentration fields in Figure 7 and Figure 8 , we observe that the system is less stable when Rayleigh number is high, and convective fingering is initiated earlier in time. In case (2.a), we can see that at time=1.5, no convective finger has developed, since the density difference is not large enough to produce any noticeable instability in the fluid yet. By time=3.75, fingers fill the domain in a symmetric pattern, and past that time the fingers continue to evolve in a symmetric pattern as the a saturated state is approached. In case (2.b), we can see that at time=1.5, convective fingers exist and are already turbulent. This early instability is caused by a higher density difference between solute-saturated fluid and pure fluid. Then, by time=2.0, turbulent convective mixing through out the whole domain is noticed.
Conclusion
We have used a new lattice Boltzmann equation to simulate density-driven convection, which is an important process that happens during CO 2 storage in saline aquifers. Although some studies (i.e. [8] ) have attempted to apply the LBE for CO 2 storage simulations, the novelty of our work includes the use of a second order accurate LBE, the use of moment-based boundary, and a multiple relaxation time collision operator for simulating the density-driven flow of solute in water. Since the moment-based boundary condition ensures no-slip is simulated on a wall, it is the method of choice and is superior over the traditionally used bounce-back method. The results of this work give us the foundation to move onto applying density-driven convection in a porous domain.
Some general fluid flow physics and fingering development were noticed from the evolution of the concentration fields, including the observation that when diffusivity is large, convective fingers are wider and merge together quickly, resulting in fewer fingers over time. When diffusivity is small, the fingers are thinner and develop into long fingers quickly. Since the fingers are thinner in the small diffusivity case, the merging is less obvious and more individual fingers seem to be sustained as time evolves. Also noticed was the impact of the Rayleigh number, in that the system quickly moves to an unstable state with turbulent convective mixing when the Rayleigh number is high.
The results discussed in this work are important for CO 2 storage simulations. However, in order to increase the practical application of this work to the real-world case, we need to reflect on the typical aquifer characteristics of CO 2 storage projects. When modeling fluid flow behavior in an underground reservoir, temperature and pressure variations impact the hydrodynamics and the miscibility of solutes in fluid. In our work, the macroscopic equations were made non-dimensional with the Rayleigh and Schmidt numbers. In particular, the Schmidt number is a function of temperature, so it would be beneficial to investigate this relationship further and to incorporate non-isothermal conditions in our simulations.
