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Introduction
The separability problem in Quantum Information Theory asks for a criterion to detect entanglement of quantum states. Denote by M k and P k the set of complex matrices of order k and the set of positive semidefinite Hermitian matrices of order k, respectively.
This problem is known to be a hard problem [1, 2] even for bipartite mixed states, which can be briefly described as:
Determine whether a given A ∈ M k ⊗ M m is separable or entangled (A is separable if A = n i=1 C i ⊗ D i , where C i ∈ P k , D i ∈ P m , for every i, and entangled otherwise).
This problem was only solved for km ≤ 6. Its original solution requires the classification of positive maps T : M k → M m , km ≤ 6, which is unknown for km > 6.
Let us identify M k ⊗ M m ≃ M km via Kronecker product. We shall say that A = n i=1 A i ⊗ B i ∈ M k ⊗ M m ≃ M km is positive under partial transposition, or simply PPT, if A and its partial transposition A t 2 = n i=1 A i ⊗ B t i are positive semidefinite Hermitian matrices. Now, the separable matrices in M k ⊗ M m (km ≤ 6) are just the PPT matrices [3, 4] . An alternative proof of this result (not based on positive maps) was obtained in M 2 ⊗ M 2 [5] . Given a positive definite matrix B ∈ M 2 ⊗ M 2 ≃ M 4 , there are invertible matrices R, S ∈ M 2 such that (R ⊗ S)B(R ⊗ S)
where
Id, γ 2 , γ 3 , γ 4 are the normalized Pauli matrices and λ i ∈ R. The separability of this B is equivalent to satisfying the following inequality (see [5] ):
( 1.2)
The canonical form presented in (1.1) is the so-called filter normal form. In general, we say that A ∈ M k ⊗ M m can be put in the filter normal form if there are invertible matrices R ∈ M k , S ∈ M m such that (R ⊗ S)A(R ⊗ S)
Id and tr(C i C j ) = tr(D i D j ) = 0, for every i = j [5, 6] . Now, the inequality (1.2) is a special case of a more general type of inequality ( [7, ), which provides a sufficient condition for separability. Note that (1.2) is also necessary for separability in M 2 ⊗ M 2 and has been obtained from the matrices in the filter normal form. Thus, matrices in this form seem to provide sharper inequalities.
Moreover, there are several criteria for detecting entanglement or separability [8] . The filter normal form has also been used to prove the equivalence of some of them [9] . Therefore, it plays an important role in Quantum Information Theory.
In this work, we tackle the problem of finding a necessary and sufficient computable condition for the filter normal form of PPT states. Our main result is based on a connection between this form and the Sinkhorn-Knopp theorem for positive maps.
Let V ∈ M k be an orthogonal projection and V M k V = {V XV, X ∈ M k }. A positive map T : V M k V → W M m W is a linear transformation such that T (V M k V ∩ P k ) ⊂ W M m W ∩ P m . A positive map T : M k → M m is called doubly stochastic [10] if
and T * (
where T * is the adjoint of T with respect to the trace inner product: A, B = tr(AB * ) . Two positive maps L 1 : M k → M m and L 2 : M k → M m are said to be equivalent, if there are invertible matrices R 1 ∈ M k and S 1 ∈ M m such that L 2 (X) = S 1 L 1 (R 1 XR
. Now, given a positive semidefinite Hermitian matrix
It has been noticed that A ∈ M k ⊗ M m can be put in the filter normal form if and only if
is equivalent to a doubly stochastic map (e.g., [11] ). The next two conditions are known to be necessary and sufficient for the equivalence of a positive map T : M k → M m with a doubly stochastic one:
• For square maps (k = m), the capacity of T : M k → M k is positive and achievable [2] .
• For rectangular maps (any k, m), T : M k → M m is equivalent to a positive map with total support [11, Theorem 3.7] .
In the classical Sinkhorn-Knopp theorem [12] [13] [14] [15] , the concept of total support plays the key role. The second characterization above adapts this concept to positive maps.
Some easy properties on A ∈ M k ⊗ M m ≃ M km that grant the equivalence of G A with a doubly stochastic map were obtained in [11] . For example, if A is a positive semidefinite Hermitian matrix such that either is fractional-rank non-decreasing was provided in [16, 17] . So the equivalence can be efficiently checked when k and m are coprime.
Unfortunately, an algorithm that checks whether the capacity is achievable or the existence of an equivalent map with total support is unknown (in general). Our main result is an algorithm to solve this problem for positive maps PPT matrix  with one extra property (Algorithm 3) .
Firstly, we consider a PPT matrix
with tensor rank k. There is an invertible matrix P ∈ M k such that ℑ(T (X)) ⊃ ℑ(X), for every X ∈ P k , where T (X) = G C (X t ) and C = (P ⊗ Id)B(P ⊗ Id) * (Lemma 2.10).
A remarkable property owned by every PPT matrix was used in [18] to reduce the separability problem to the weakly irreducible PPT case. Here, we use the same property (Proposition 2.7) to show that this positive map T = G C (X t ) : M k → M k is equivalent to a doubly stochastic map if and only if the following condition holds (Theorem 3.1):
Our algorithm 3 searches all possible pairs (V, W ). This is possible since there are at most k pairs when B ∈ M k ⊗ M k is PPT (see Lemma 2.8).
Next, in order to find such V (algorithm 1), we must look for Perron eigenvectors (see Definition 2.1). Given V , the corresponding W is related to the unique zero of the function f :
3). Note that f (X) seems to be a quartic function. It turns out that f (X) is quadratic, since T is completely positive (check the formula for f (X) in Lemma 3.4). If we regard M k−s×s (C) as a real vector space then the search for a zero of f (X) is an unconstrained quadratic minimization problem (see Lemma 3.4 and Remark 3.5).
Since W must be unique then we shall solve this unconstrained quadratic minimization problem only when the solution is known to be unique (Remark 3.5). Therefore, the only difficult part of our algorithm is finding Perron eigenvectors of completely positive maps.
There are some algorithms that can be used to find positive definite Hermitian matrices within linear subspaces [19, 20] , however these Perron eigenvectors might be positive semidefinite.
Secondly, we extend the result to PPT matrices in M k ⊗ M m using [11, Corollary 3.5] 
We show that G B ((·) t ) : M k → M m is equivalent to a doubly stochastic map if and only if G B ((·) t ) : M mk → M mk is equivalent to a doubly stochastic map. Thus, our algorithm 3 can be applied on B to determine whether B can be put in the filter normal form.
The existence of v with full tensor rank within the range of A ∈ M k ⊗ M k is essential for our algorithm to work. There are several possible properties to impose on a subspace of C k ⊗ C k in order to guarantee the existence of such v within this subspace [21] [22] [23] [24] [25] [26] [27] . The Edmonds-Rado property [1, 2, 28] is the most relevant to our problem.
In other words, D is the Choi matrix associated to the completely positive map G D (X t ) [29] . Actually, the
is the inverse of Jamiołkowski isomorphism [30] .
A well known necessary condition for the equivalence of G D (X t ) with a doubly stochastic map is to be rank non-decreasing, i.e., rank(G D (X t )) ≥ rank(X) for every X ∈ P k [1] . We say that the ℑ(D) = span{v 1 , . . . , v n } has the Edmonds-Rado property, if the existence of v ∈ ℑ(D) with tensor rank k is equivalent to G D (X t ) being rank non-decreasing.
Now, if ℑ(D)
is generated by rank 1 tensors then it has the Edmonds-Rado property [1, 21] . Therefore the range of every separable matrix has this property [31] . Thus, if D is separable with no vector v with full tensor rank in its range then D can not be put in the filter normal form.
We do not know whether ℑ(D) has the Edmonds-Rado property when D is only PPT. If the range of any PPT matrix had this property then our algorithm would work for any PPT matrix, since the existence of v would be granted whenever G D (X t ) is rank non-decreasing. Finally, there are polynomial-time algorithms that check whether there is v ∈ ℑ(D) with tensor rank k [1] and whether G D (X t ) is rank non-decreasing [16] .
This paper is organized as follows. In Section 2, we present some very important preliminary results. It is worth noticing that Proposition 2.7 is the key that makes our main algorithm (algorithm 3) to work. This proposition describes the complete reducibility property owned by every PPT matrix [18] . In Section 3, the reader can find our main result (Theorem 3.1) and one problem derived from this main result (Problem 3.2). This problem can be solved as a unconstrained quadratic minimization problem (Lemma 3.4, Remark 3.5). In Section 4, we bring all the results together in our algorithms. Algorithm 3 provides a way to determine whether a completely positive map originated from a PPT matrix in M k ⊗ M k (with a rank k tensor within its image) is equivalent to a doubly stochastic map or not. This algorithm can be used to compute the filter normal form of PPT matrices. In Section 5, we extend our results to PPT matrices in
is an orthogonal projection. Let ℑ(A) be the image of the matrix A and tr(A) be its trace. We shall use the trace inner product in M k : A, B = tr(AB * ).
Preliminary Results
In this section, we present some preliminary results. It is worth noticing that Proposition 2.7 is the key that makes our main algorithm (algorithm 3) to work. This proposition describes the complete reducibility property [18] .
Remark 2.2. The existence of a Perron eigenvector of an arbitrary positive map
The next three lemmas are well known. We present their proof for the convenience of the reader in Appendix.
irreducible if and only if the following conditions hold.
(
The next proposition is the key that makes our algorithm to work for PPT matrices. This proposition describes a remarkable property owned by these matrices. The author of [18] used this complete reducibility property to reduce the separability problem in Quantum Information Theory to the weakly irreducible PPT case. Proposition 2.7. (The complete reducibility property of PPT states [18] ) by item a) and c) .
Now, by item b) and equation 2.1, we have
.
The next lemma shall be used in our main theorem to prove the uniqueness of W (item 3 of 3.1). Its proof is another consequence of the complete reducibility property.
This result is also valid if
Since
Lemma 2.9. Let T : M k → M k be a positive map and Q ∈ M k an invertible matrix. Let us assume that for every orthogonal projection
Since S, T are similar maps then
Let W be the orthogonal projection described in the statement of this theorem and W ′ the orthogonal projection onto ℑ((Q −1 )
Next, let W ′′ be another orthogonal projection satisfying the same properties of
satisfies the same properties of W (by the argument above).
By the uniqueness of W , we have
So the uniqueness of W ′ follows.
Proof. Let P ∈ M k be an invertible matrix such that (P ⊗ Id)v = u, where u = k i=1 e i ⊗ e i and {e 1 , . . . , e k } is the canonical basis of C k . Thus, u ∈ ℑ(A), where A = (P ⊗ Id)B(P ⊗ Id) * . There is ǫ > 0 such that A − ǫ(uu t ) is a positive semidefinite Hermitian matrix. Thus, G A−ǫuu t (X t ) is a positive map. Note that
Main Results
In this section we present our main result (Theorem 3.1) and one problem derived from this main result (Problem 3.2). This problem can be solved as a unconstrained quadratic minimization problem (Lemma 3.4, Remark 3.5).
The following statements are equivalent:
Proof. (1 ⇔ 2) The existence of the orthogonal projections described in item 2 and the condition ℑ(T (X)) ⊃ ℑ(X) for every X ∈ P k imply that T : M k → M k has a positive achievable capacity. Then it is equivalent to a doubly stochastic map (See [2] ). Now, if a positive map T : M k → M k is equivalent to a doubly stochastic map and ℑ(T (X)) ⊃ ℑ(X) for every X ∈ P k then we can easily find orthogonal projections as described in item 2. So the first two conditions are equivalent. Check also [11, Theorem 3.4 ] for a different approach based on Sinkhorn and Knopp original proof.
Note that B is PPT and
Thus, the hypotheses of Lemma 2.8 hold for this B. Moreover, it follows from the hypothesis of item 2 that
where V is the orthogonal projection onto ℑ(P V P * ).
By Lemma 2.8, V = W i for some i. Hence,
Note that ker(W ) ∩ ℑ(V ) = { 0} if and only if ker(W j ) ∩ ℑ(P V i P * ) = { 0}.
if and only if W is the orthogonal projection onto ℑ(P * W i P ) (i.e. j = i). Thus, there is a unique W such that
Recall that, ℑ(W ) = ℑ(P * W i P ) = ℑ(P * P V P * P ). So rank(W ) = rank(V ).
have the same spectral radius, since they are similar and the same is valid for
Thus, T | V M k V and T * | W M k W have also the same spectral radius.
If V 1 = Id then the proof is complete. If V 1 = Id then, by hypothesis of item 3, there is an orthogonal projection W 1 such that
by item a) of Lemma 2.5. Let Q 1 be an invertible matrix such that
and the same occurs if we replace T 1 by T * 1 . Now, let V 2 be an orthogonal projection such that
If V 2 = Id − V 1 then T 1 satisfies the conditions of item 2. Hence, the same conditions hold for T and the proof is complete.
Next, assume that V 2 = Id − V 1 . By Lemma 2.9, the property owned by T described in item 3 of the statement of this theorem is also owned by T 1 . Hence, there is an orthogonal projection W 2 such that
Moreover, since A 1 satisfies the hypotheses of Lemma 2.8 with t = 1 and s = 2 then
Let Q 2 be an invertible matrix such that
Repeating this argument s times
This last theorem gives rise to the following problem. We present a solution for this problem in the next two lemmas (3.3, 3.4) .
Problem 3.2. Given a completely positive map
We shall call such W a solution to the Problem 3.2 subjected to T and V .
The next lemma simplifies our search for W of problem 3.2 and relates it to a solution of a unconstrained quadratic minimization problem (lemma 3.4). Recall that item 3 of theorem 3.1 requires the uniqueness of this solution. Thus, we shall solve this minimization problem only when the uniqueness of the solution is granted (see remark 3.5). 
, where s = rank(V ),
By Lemma 2.6, there is
Next, let U be a unitary matrix such that U * V U = Id s×s 0 0 0 .
Thus, the spectral radius of its adjoint
Now, let W 1 be a solution to the Problem 3.2 subjected to T 1 : M k → M k and V 1 . Thus,
Finally, rank(W ) = rank(W 1 ) = rank(V 1 ) = rank(V ).
. The following statements are equivalent: a) W is a solution to the Problem 3.2 subjected to these T 1 and V 1 .
Id 0 0 0
Now, by Lemmas 2.4 and 2.5, since
Hence,
This equality yields the formula for f (X) in the statement of this lemma. Next, let us show the equivalence between a) and b).
Proof of a) ⇒ b) : Let W be a solution of Problem 3.2 subjected to T 1 and V 1 .
and W is the orthogonal projection onto ℑ Id S .
Finally, note that S is a zero of f (X). The proof that a) ⇒ b) is complete.
Proof of b) ⇒ a) : Let S ∈ M k−s×s (C) be a zero of f (X).
Since f (S) = 0 then
which is equivalent to S * = Z * and ZS * = R. Thus,
Let W 1 be the orthogonal projection onto ℑ Id S * S SS * .
Note that
has spectral radius equals to 1 (by item c) of Lemma 2.5),
In order to complete this proof, we must show that T * 1 | W 1 M k W 1 is irreducible. If this is not the case, then there is δ 1 ∈ P k ∩W 1 M k W 1 such that T * 1 (δ 1 ) = αδ 1 , α > 0 and 0 < rank(δ 1 ) < rank(W 1 ).
Repeating the same argument used previously in [a) ⇒ b)], we have
which is a contradiction with Lemma 2.5. 
Algorithms
In this section, we bring all the results together in our algorithms. Our main algorithm (Algorithm 3) checks whether a PPT state B ∈ M k ⊗ M k with a vector v ∈ ℑ(B) with tensor rank k can be put in the filter normal form or not. It searches for all pairs of orthogonal projections (V, W ) as described in problem 3.2 for a positive map T :
This procedure reproduces the proof of the theorem 3.1, particularly the part (3 ⇒ 2) .
Algorithm 1: Given a completely positive map T :
Note that every time V is redefined its rank decreases. So the process shall stop.
Step 1: Compute rank(V ).
• If rank(V ) = 1 then define V 1 = V .
• If rank(V ) = 1 then do Step 2.
Step 2: Find the spectral radius λ of T :
and find a Perron eigenvector γ ∈ V M k V associated to λ.
•
Step 3.
• If dim(ker(T − λId| V M k V ))) = 1 and ℑ(γ) = ℑ(V ) then redefine V as the orthogonal projection onto ℑ(γ) and do Step 3.
Redefine V as the orthogonal projection onto ℑ(γ − ǫγ ′ ) and repeat Step 2.
Step 3: Find a Perron eigenvector
• If ℑ(δ) = ℑ(γ) then redefine V as the orthogonal projection onto ℑ(V ) ∩ ker(δ) and return to Step 1.
Algorithm 2:
This algorithm finds the unique solution W of Problem 3.2 subjected to T and V .
Step 1: Find the spectral radius λ of T : V M k V → V M k V and the invertible matrix Q ∈ M k of Lemma 3.3.
Step 2: Define
Regard M k−s×s (C) as a real vector space and find the unique zero S ∈ M k−s×s of the quadratic function f : M k−s×s (C) → R + ∪ {0} defined in Lemma 3.4.
• If the unique zero exists then define W as the orthogonal projection onto ℑ Q * Id s×s S k−s×s • If the zero does not exist or it is not unique then there is no such W .
Proof. Let e 1 , . . . , e m be the canonical basis of C m . Note that for every Thus, if there is a vector v ∈ ℑ( B) with tensor rank mk then we can run algorithm 3 with B. If the algorithm finds out that G B ((·) t ) : M mk → M mk is equivalent to a doubly stochastic map then B can be put in the filter normal form.
Summary and Conclusion
In this work we described a procedure to determine whether
is a PPT matrix and there is a full tensor rank vector within its image. The difficult part of the algorithm is finding Perron eigenvectors of G A ((·) t ) : M k → M k . This procedure can be used to determine whether a PPT matrix can be put in the filter normal form, which is a very useful tool to study entanglement of quantum mixed states. The existence of a full tensor rank vector within its range is a necessary condition to put a separable matrix in the filter normal form.
Finally, we noticed that the procedure can be extended to PPT matrices in M k ⊗ M m . Now, if V T * (·)V : V M k V → V M k V is not irreducible then there is a proper subalgebra
Hence, 0 = tr(V T * (V 1 )V (V − V 1 )) = tr(T * (V 1 )V (V − V 1 )V ) = tr(V 1 T (V − V 1 )). Thus,
c) Let γ ∈ P k ∩ V M k V be such that γ 2 = δ. Denote by γ + the Hermitian pseudo-inverse of γ. So γ + γ = γγ + = V . Note that Next, let us assume by contradiction that conditions 1) and 2) hold and T | V M k V is not irreducible. Thus, there is an orthogonal projection
By item a) of Lemma 2.5, V T
Hence, by Lemma 2.4, 
Therefore, it is also an eigenvalue of its adjoint T :
Actually, λ is the spectral radius of T | V 1 M k V 1 , since V 1 M k V 1 ⊂ V M k V and by hypothesis. So, by Perron-Frobenius theory, there is γ
Note that γ and γ ′ are linearly independent, since ℑ(γ ′ ) ⊂ ℑ(V 1 ) = ℑ(V ) = ℑ(γ). Thus, the geometric multiplicity of λ is not 1. Absurd! 
