Abstract. Using the principal component (PCA) strong ability of extracting effective features of foundation pit horizontal displacement monitoring data (monitoring, monitoring temperature, relative humidity, excavation depth) characteristics analysis .extracting the effective principal component, constructing the PCA SVM regression prediction model, and the analysis result through comparing with the measured values show that: the displacement data of prediction model based on PCA and SVM was more higher accuracy than a model using SVM, higher reliability, which means has certain applicability in engineering application.
Introduction
Support vector machine (SVM) method is learning methods based on statistical learning theory and structural risk minimization principle, and it good at extrapolating ability in terms of regression prediction, and it is suitable for small samples statistical learning problems. Existed in the work of foundation pit deformation forecast of foundation pit engineering geological conditions and the parameters of the rock mass and the uncertainty on the mechanics, Combined with principal component analysis and support vector machine (SVM) model, constructing a prediction model based on PCA -the SVM prediction model to analysis and predict the deflection of the foundation pit engineering.
This experiment choose the foundation pit engineering in Jilin province people's hospital as the research object, using 0.5 second grade total station leica TS30 regular observation of the slopes, and recording and monitoring the observation time, monitoring temperature, relative humidity, excavation depth and other factors that affect the displacement of foundation pit at the same time.
PCA-SVM model is established according to the sample data, the forecast of foundation pit horizontal displacement estimates, compared with the measured data, the analysis model of prediction accuracy, PCA-SVM model for the feasibility of the foundation pit displacement prediction.
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Method

Support Vector Machines
Support Vector machine SVM (Support Vector those) is a kind of machine learning algorithms based on statistical learning theory. The input vector from the original space is mapped to high-dimensional feature space by selecting the corresponding nonlinear mapping function and using structural risk minimization criterion to improve the generalization ability of the models. The learning algorithms minimum sampling error and reduce the model to the upper bound of the generalization error at the same time. the method has the characteristics of high precision, fast operation speed compared with traditional machine learning algorithms. For nonlinear indivisible samples, the dual form of SVM is [1] [2] [3] [4] :
In the type: (,) ij Kxx is a kernel function used for nonlinear mapping, Choose a different form of kernel function that means adopt different nonlinear mapping, the sample from the original space is mapped to high-dimensional feature space.
Principal component analysis
The (1)The original data standardization: To eliminate the original variable dimension which was different, the effects of numerical difference which was too large, a standardized processing to the original variable was needed.
(2)To establish correlation matrix R, and calculating the eigenvalue and eigenvector,namely: 
Results
To construct multiple independent variable factors for feature extraction based on principal component analysis. The observed total number of excavation depth, temperature, relative humidity, the four deformation factors as sample data , As shown in 
Conclusions
(1)In the forecast of foundation pit horizontal displacement，it can improve the generalization ability of the model when joined the factors related to the deformation such as the temperature, relative humidity, excavation depth and others to enhance reliability.
(2)The performance of the forecast model is more excellent which established by combining with PCA and SVM method, compared with the observed precision, maximum relative error is 7.75%, the minimum error is only 1.25%.
