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Abstract
Kerestes, Jared, N. M.S.M.E., Department of Mechanical and Materials Engineering,
Wright State University, 2021. Numerical Investigation of Flow Around a Deformed
Vacuum Lighter-Than-Air Vehicle.

This study characterizes the functional dependence of drag on Reynolds number for a
deformed vacuum lighter-than-air vehicle. The commercial computational fluid dynamics
(CFD) code, FLUENT, is used to preform large eddy simulations (LES) over a range of
Reynolds numbers; only Reynolds numbers less than 310,000 are considered. While the
overarching goal is drag characterization, general flow-field physics are also discussed,
including basic turbulence spectra. All large eddy simulations are preceded by a
Reynolds-averaged Navier-Stokes (RANS) simulation using Menter’s shear stress
transport (SST) model. The precursor RANS simulation serves to (1) provide realistic
initial conditions, (2) decrease the time needed to achieve a statistically averageable state,
(3) assess near-wall mesh resolution, and (4) provide an estimate of the integral length
scale. After achieving a statistically averageable state, each LES is integrated for at least
5 through-flow times. For sub-grid scale modeling, turbulence kinetic energy (TKE)
transport is enabled, as it is the only model which allows for direct assessment of TKE
resolution; all simulations resolve at least 80% of the total TKE at every point in the
computational domain. To validate this study, all calculated drag coefficients are
compared with experimental wind tunnel data.
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Chapter 1: Introduction
1.1 Background
Lighter-than-air vehicles (LTAV) are not a modern conception. Despite this,
LTAVs remain relevant as a consequence of their versatility and simplicity. Traditional
LTAVs derive buoyancy from lighter-than-air gases, such as Hydrogen and Helium.
Vacuum lighter-than-air vehicles (VLTAV) operate on the same principle, but instead
derive buoyancy from the absence of gas, rather than the addition thereof. Of course, the
challenges inherent in designing a VLTAV are apparent. As part of an ongoing research
project at the Air Force Institute of Technology (AFIT), Graves et al. [1] proposed a
Celestial Icosahedron VLTAV. Fig. 1-1 depicts the internal structure of the proposed
geometry.
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Fig. 1-1: Internal CNC structure of the proposed geometry.
The internal structure is comprised of nine intersecting Carbon Nanotube
Composite (CNC) rings—three rings per axis, each offset forty-five degrees from its
neighbor. While not depicted, the internal structure is enveloped in a graphene
membrane. When subject to sea-level pressure (assuming a fully evacuated interior), the
VLTAV membrane deforms appreciably, as illustrated by Fig. 1-2. This result was
obtained via finite element analysis (FEA) with Abaqus [1].

2

Fig. 1-2: Deformed VLTAV; result of FEA analysis with Abaqus.
This is the deformed VLTAV (DVLTAV). In his master’s thesis, Graves [2] developed
an 8in scale model of this geometry. The present research will build on the previous
research of Graves.

1.2 Motivation
Traditional LTAVs derive their buoyancy from a lighter-than-air gas. Historically, the
major issue with such a design is the permeability of the membrane; thus, to maintain
constant altitude, these vehicles must carry a reserve of their buoyant gas to compensate
for in-flight leakage [2]. The addition of a reserve not only decreases payload but
necessitates the LTAV periodically return to the surface for replenishment. VLTAVs do
not require any such reserve, thus increasing both their payload and flight time. In theory,
a VLTAV can loiter infinitely; however, the inclusion of an on-board pump is necessary
to expel any atmospheric air which penetrates the membrane. The addition of a pump will
also allow the VLTAV to change altitudes more readily than traditional LTAVs. As
3

opposed to managing ballast, a VLTAV can simply pump atmospheric air into or out of
the membrane.
With these advantages comes unique applications. NASA has suggested the use of
VLTAVs in atmospheric probing, specifically in probing the atmosphere of Venus. A
VLTAV could be injected into the Venusian atmosphere and used for collecting
temperature, pressure, chemical, and biological data using on-board wireless sensors.
Given sufficient time, a collection of VLTAVs could even map the surface of Venus. In
comparison to current NASA probes, VLTAVs (1) are much lighter, and therefore easier
to launch, (2) require comparatively little power, (3) do not require complex electronic
systems, and (4) offer low heating entry [2]. Additionally, there are no trapped gas
leakage concerns, as there are with traditional probes.

1.3 Objective
The objective of this investigation is to ascertain the following:
𝐶𝑑 = 𝑓(𝑅𝑒)

( 1.1
)

𝐶𝑑 is the coefficient of drag and 𝑅𝑒 is Reynolds number, defined as
𝑅𝑒 =

𝜌𝑈∞ 𝐷
𝜇

( 1.2
)

where 𝜌 is the fluid density, 𝑈∞ is the fluid freestream velocity, D is the DVLTAV
diameter (8in), and 𝜇 is the fluid dynamic viscosity. Drag must be characterized if the
DVLTAV is to be used in an exploratory capacity.
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1.4 Approach
To achieve this objective, the DVLTAV will be simulated numerically over the
range of Reynolds numbers, given by Table 1-1.
Table 1-1: Range of Reynolds numbers for which the DVLTAV will be simulated.
𝑼∞ (𝐦𝐩𝐡)
10
20
30
40
50

𝑹𝒆
~60,000
~120,000
~180,000
~245,000
~300,000

All simulations will be accomplished using the commercial CFD code, FLUENT.
FLUENT is an unstructured finite volume code which solves the governing equations of
fluid dynamics using a cell-centered approach. In this investigation, the DVLTAV will be
oriented as depicted in Fig. 1-3.

Fig. 1-3: Orientation of the DVLTAV; black arrow indicates freestream direction.
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In this orientation, each coordinate axis coincides with an axis of 4-turn rotational
symmetry. Owing to its inherent symmetry, this is, arguably, the most natural orientation.
For this study, the DVLTAV will be modeled as a rigid body.

1.5 The Case for LES
The question remains, how will flow around the DVLTAV be modeled? As noted
by Constantinescu [3], flow around bluff bodies remains one of the foremost challenges
in modern Computational Fluid Dynamics (CFD) as a consequence of the large-scale
separation exhibited by such flows. Researchers, such as Drikakis [4] and Constantinescu
and Squires [5], have attempted to predict flow around a sphere using traditional
Unsteady Reynolds-Averaged Navier Stokes (URANS) models. At high Reynolds
numbers, Drikakis found poor agreement between the standard k-ε model and
experimental data. Constantinescu and Squires compared URANS models to both Large
Eddy Simulation (LES) and Detached Eddy Simulation (DES) and found LES/DES to be
superior.
Furthermore, in studying the drag coefficient of a sphere, Jones, and Clark [6]
chose to employ LES over URANS; they found excellent agreement between their work
and previously published experimental data. Indeed, LES appears to be the predominant
choice for modeling flow around spheres, but what about imperfect spheres (i.e.,
geometries with a semblance closer to that of the DVLTAV)? Li et al. [7] and Aoki et al.
[8] both analyzed flow around gold balls using LES. While Li et al. did not make explicit
comparisons to experimental data, Aoki et al. found excellent agreement between
computational and experimental results. While the DVLTAV “dimples” are far larger and
lesser in number than those of a golf ball, the need for accurate resolution of turbulent
6

structures is the same. In simulating what he referred to as a “dimpled sphere,” Hart [9]
also concluded LES was superior to URANS.
In recent years, owing to advances in computational hardware and architecture,
LES has become a popular choice within the CFD community. While (U)RANS models
will undoubtedly continue to be the predominant (and in many cases, only) choice, LES
has proven useful for a number of relatively simple flows. For this reason, the current
DVLTAV analysis will be conducted using LES.

1.6 Computational Fluid Dynamics
In their most general form, the Navier-Stokes equations describe the motion of
any viscous fluid. For an incompressible, Newtonian fluid, the Navier-Stokes Equations
reduce to the familiar form
𝜕𝒖
1
+ (∇𝒖) ⋅ 𝒖 = − ∇𝑝 + 𝜈∇2 𝒖
𝜕𝑡
𝜌

( 1.3
)

where 𝒖 is the fluid velocity, 𝜌 is the fluid density, and 𝜈 is the fluid kinematic viscosity.
In addition to Equation ( 1.3 ), the Continuity equation
∇⋅𝒖=0

( 1.4
)

is necessary to close the set. There exists no general analytic solution to these equations,
as they are notoriously difficult to solve in their entirety. So difficult, in fact, the Clayton
Mathematics Institute is offering a one-million-dollar prize for “substantial progress
toward a mathematical theory which will unlock the secrets hidden in the Navier-Stokes
equations” [10]. The Navier-Stokes equations are a set of 1) nonlinear, 2) coupled, and 3)
second-order partial differential equations. Pritchard and Mitchell cite these complexities
as the impetus for alternative solutions [11]. Computational Fluid Dynamics (CFD) was
7

born as a result of this impetus. In CFD, the governing equations are solved numerically,
with the aid of modern computing systems and architecture.
While pioneering mathematicians such as Newton, Taylor, Euler, and Navier
developed much of the necessary theoretical foundation for CFD, it was not until the late
1960s that CFD found practical use [12]. The advent and subsequent proliferation of the
digital computer revolutionized engineering design practice; in addition to experimental
and theoretical methods, the digital computer gave rise to computational methods. As
computational power continues to grow, Pletcher et al. [12] suggest CFD will come to be
the dominant design method—an argument buttressed by Fig. 1-4.

Fig. 1-4: Evolution of computational power, as measured by the LINPACK
benchmark [12].
As Fig. 1-4 illustrates, computational power has increased tremendously in the
last decade alone. This is due, in part, to the paradigm shift toward parallel computing, in
which the computational work is split among hundreds, or even thousands, of individual
8

processors. The LINPACK benchmark, developed in the late 1970s, continues to be the
predominant performance metric; the benchmark requires the solution of a dense system
of linear equations [12]. Since 1995, the performance in terms of floating-point
operations per second (FLOPS) has increased by an order of magnitude approximately
every 3.3 years.

9

Chapter 2: Theory
2.1 Flow Regimes
The behavior of a fluid changes markedly with Reynolds number. Named after
pioneering fluid dynamicist Osborne Reynolds, Reynolds number is a ratio of inertial to
viscous forces. Thus, a high Reynolds number indicates inertial dominance, whereas a
low Reynolds number indicates viscous dominance. When inertial forces are dominant
(i.e., high Reynolds numbers), a flow is said to be turbulent. In the absence of sufficient
viscous damping, small perturbations develop into sustained instabilities (fed by mean
flow energy); turbulence, as it is outwardly observed, is the collection of all such
instabilities. Conversely, when viscous forces are dominant, a flow is said to be laminar.
In such flows, viscous forces are sufficiently large to prevent the development of
sustained flow instabilities, leading to an outwardly “smooth” appearance. In laminar
flows, fluid particles organize in unmixed “layers” of constant property, hence the name
laminar, derived from the Latin lamina, meaning thin layer [11]. This organized
movement manifests itself as an outward “smoothness.” Fig. 2-1 illustrates this
fundamental difference between laminar and turbulent flows.

Fig. 2-1: Representative pathlines for both laminar (top) and turbulent flows
(bottom) [11].
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Notice, the laminar pathline is “smooth” whereas the turbulent pathline fluctuates
randomly. Chaotic velocity fluctuation is not the only hallmark of turbulent flows.
Turbulent flows are also characterized by the following (relative to laminar flows): 1)
higher diffusion rates of scalar quantities, 2) higher friction drag, 3) higher pressure
drops, and 4) delayed separation in flows with adverse pressure gradients [12].
Generally speaking, laminar flows are relatively simple to solve numerically; for
laminar flows, the Navier-Stokes equations are solved directly. Currently, there is no
such universal approach for turbulent flows. Three of the most common approaches will
be discussed forthwith: 1) direct numeric simulation (DNS), 2) Unsteady ReynoldsAveraged Navier-Stokes (URANS), and 3) large-eddy simulation (LES). Despite decades
of research, Turbulence remains a poorly understood phenomenon. As Sir Horace Lamb
(1932) quipped:
“I am an old man now, and when I die and go to Heaven, there are two
matters which I hope for enlightenment. One is quantum electrodynamics,
and the other is the turbulent motion of fluids. And about the former, I am
rather optimistic.”

2.2 Direct Numeric Simulation
Richardson defined turbulence as consisting of “eddies” [13]. Unfortunately,
“eddy” is a dually vague term that eludes precise definition. In general, an “eddy” is a
localized turbulent structure, coherent over a region of size l [13]. Eddies exist across a
broad spectrum of length scales; their size and number depend strongly on Reynolds
number. Fig. 2-2 depicts the structure of turbulent shear flow at both moderate and high
Reynolds numbers.
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Fig. 2-2: Turbulent free shear flow at a moderate Reynolds number (left); turbulent
free shear flow at a high Reynolds number (right) [13].
Notice, as Reynolds number increases, the number of eddies increases, as does the range
of lengths scales over which they exist. Further observe, the larger eddies contain smaller
eddies. About the latter observation, Richardson famously wrote:
“Big whorls have little whorls which feed on their velocity,
And little whorls have lesser whorls,
And so on to viscosity.”
This dramatic range of eddy sizes makes numeric simulation of turbulent flows
inherently difficult. To properly resolve an eddy requires at least four grid points (in two
dimensions). As Reynolds number increases, the cost of resolution increases
exponentially. Simulating turbulent flows by resolving eddies down to the smallest length
scale is known as Direct Numeric Simulation (DNS).
DNS is free from additional empiricism (outside of the traditional assumptions),
but at what cost? For something as simple as channel flow, the number of required grid
points can be estimated from [12]
𝑁𝐷𝑁𝑆 = (0.088𝑅𝑒ℎ )9⁄4

( 2.1
)

where 𝑅𝑒ℎ is the Reynolds number based on the mean channel velocity and channel
height. For a Reynolds number of 100,000—a low Reynolds number by any account—
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the computational grid would be in excess of 750 million points. Needless to say, the
required compute time would be prohibitively long. While Equation ( 2.1 ) may not be
exact, it is important to note the strong dependence on Reynolds number, as this is a
characteristic of DNS in general—a consequence of the need to resolve the whole range
of eddy sizes (see Fig. 2-2). For complex flows of practical interest, DNS is unrealistic.
However, DNS has provided valuable insight into the physics of turbulence.

2.3 Unsteady Reynolds Averaged Navier Stokes
Unlike DNS, Unsteady Reynolds-Averaged Navier-Stokes (URANS) is
applicable to a much broader spectrum of flows. For this reason, URANS has been the
industry standard for decades. In stark contrast to DNS, URANS models all scales of
turbulence through the introduction of “turbulence models”—a source of great
empiricism. It is far simpler and dramatically less expensive, but also decidedly less
accurate. The utility of URANS lies in its simplicity.
The unsteady Reynolds equations are derived by first decomposing the dependent
variables into time-mean and fluctuating components, then time averaging. For example,
the x-component of velocity (in a cartesian frame of reference) can be expressed as
𝑢 = 𝑢̅ + 𝑢′
where 𝑢̅ is the time-mean component and 𝑢′ is the fluctuating component. Fig. 2-3
illustrates this decomposition.
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( 2.2
)

Fig. 2-3: Decomposition of u-velocity into time-mean and fluctuating components
[12].
Notice, this decomposition results in a “smooth” profile—an undesirable consequence of
the averaging process. URANS resolves only the mean flow field.
While the continuity equation is not affected by the averaging process, the same is
not true of the momentum equation(s). The averaging process results in an additional
stress tensor (termed the Reynolds stress tensor). The Reynolds stress tensor is typically
written as
′ ′
̅̅̅̅̅̅
𝜏𝑖𝑗 = −𝜌𝑢
̅̅̅
𝑖 𝑢𝑗

( 2.3
)

This additional stress tensor contains the products of all fluctuating terms and is typically
conceptualized as the “apparent” stress. The stress terms in the averaged equations can be
grouped into laminar-like stress gradients and “apparent” stress gradients, arising from
the transport of momentum via turbulent fluctuation [12]. Written symbolically,
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𝐷𝑢̅𝑖
𝜌
⏟ 𝐷𝑡

( 2.4
)

Particle acceleration
of mean motion

=

𝜕𝑝̅
−
⏟ 𝜕𝑥𝑖
Mean pressure
gradient

(𝜕𝜏̅̅̅)
𝑖𝑗 lam

+

⏟ 𝜕𝑥𝑗
Laminar−like
stress gradients
of the mean motion

+

(𝜕𝜏̅̅̅)
𝑖𝑗 turb
⏟ 𝜕𝑥𝑗
Apparent stress
gradients arising from
the transport of
momentum via
turbulent fluctuations

Equation ( 2.4 ) is akin to Equation ( 1.3 ) (the Navier-Stokes equations), in that both are
statements of conservation of momentum. Equation ( 2.4 ) is the URANS form of the
Navier-Stokes equations, as evidenced by the additional stress tensor on the right-hand
side.
In order to close this set, the Reynolds stress tensor must be related to the timemean field (commonly referred to as the “closure problem”). Turbulence models
introduce auxiliary equations to model the Reynolds stress tensor—herein lies the
additional empiricism alluded to previously. To date, the two most popular families of
URANS turbulence models are the 𝑘 − 𝜖 and 𝑘 − 𝜔 families. The 𝑘 − 𝜖 family
introduces two additional transport PDEs, one for turbulence kinetic energy (k) and one
for turbulence dissipation (𝜖). Similarly, the 𝑘 − 𝜔 family introduces equations for
turbulence kinetic energy (k) and specific dissipation (𝜔). Notice, both families model the
transport of turbulence kinetic energy (TKE)—an important quantity in the study of
turbulent flows. Mathematically, TKE is defined as
𝑘=

1 ′ ′
̅̅̅̅̅̅
𝑢𝑢
2 𝑖 𝑖

( 2.5
)

TKE distribution is central to the concept of Richardson’s energy cascade and, by
extension, LES.
While URANS is far more practical than DNS, it relies upon empirical closure
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models and recovers only the mean flow field. Moreover, URANS has been documented
to perform poorly when applied to flows involving more than a single dominant length
scale (e.g., bluff-body flow) [14]. This shortcoming, in particular, served as an impetus
for the development of more sophisticated modeling techniques.

2.4 Large Eddy Simulation
In terms of empiricism, LES introduces significantly less than URANS—this
being one of the primary motivations for the development thereof. The overarching goal
of LES is to resolve only the large, energy-containing, eddies and model the smaller,
dissipative eddies. Small-scale turbulence contributes far less to the Reynolds stress
tensor and is isotropic at sufficiently high Reynolds numbers [15]. Assumptively,
modeling only small-scale turbulence lessens the impact on accuracy—an assumption
which numerical experiment has largely vindicated. Fig. 2-4 compares the resolution
capabilities of various turbulence models.

Fig. 2-4: Comparison of resolution capabilities of various turbulence models [9].
Note the disparity in resolutions. On the far left is RANS (RANS is a subset of URANS
in which the flow is assumed to be steady state), wherein all scales of turbulent motion
are modeled. On the far right is DNS, wherein all scales of turbulent motion are resolved.
LES lies in between these two extremes.
Similar to URANS, LES solves a set of averaged equations. However, the
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governing equations are spatially averaged as opposed to temporally averaged. LES
belongs to a broader category of turbulence models known as Scale Resolving
Simulations (SRS), in which part of the turbulence spectrum is resolved and part is
modeled. LES accomplishes this scale separation by filtering the governing equations,
either in physical space or Fourier space; eddies of the same scale as the filter are
resolved, whereas eddies of smaller scale—referred to as the sub-grid scale (SGS)—are
modeled. Much like URANS, LES decomposes flow variables into two components. For
example, the x-component of velocity (in a cartesian frame of reference) can be expressed
as
𝑢 = 𝑢̅ + 𝑢̃

( 2.6
)

where 𝑢̅ is the resolved component and 𝑢̃ is the residual component. Fig. 2-5 is a
symbolic schematic of the filtering operation.

Fig. 2-5: Symbolic schematic of scale separation, where the cutoff length (Δ) is
assumed to equal the local grid size [16].
Notice, the large eddies (represented by light-grey ellipses) span more than one
cell in every direction; hence, these scales are marked as resolved. Conversely, the
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smaller eddies (represented by dark-grey ellipses) span less than one cell in any given
direction; hence, these scales are marked as SGS. While Fig. 2-5 is purely symbolic, it
conveys an important point: in general, filter width is a function of grid size (at least for
implicit LES, wherein the grid itself acts as the filter). Thus, LES solutions are grid
dependent. If too coarse a grid is employed, large-scale eddies will not be fully resolved.
If too fine a grid is employed, the benefit of LES is lost (as the premise of LES is to
resolve only the largest of scales). For this reason, systematic grid refinement is not an
appropriate convergence metric, as a grid independent LES is a DNS [17], [18]. So, this
begs the question, what is an appropriate mesh resolution? This question is generally
addressed in light of the turbulent energy cascade (see Length Scales, section 2.5 ).
As with URANS, filtering the Navier-Stokes equations results in an additional
stress tensor (termed the SGS stress tensor), which requires modeling. Similar to
turbulence models, SGS models relate the SGS stress tensor to the resolved flow field. In
1963, Smagorinsky proposed the first SGS model which now bears his name [19]. Since
only small-scale turbulence is modeled in LES, the modeled component of stress rarely
exceeds 5-8% of the total stress; this is in stark contrast to URANS, wherein it is not
uncommon for 99% of the total stress to be modeled [12].
While LES is not truly instantaneous, its resolution is far superior to that of
URANS. This does not come without a significant increase in computational effort,
however. To give the reader some appreciation of this increase, consider Table 2-1.
Table 2-1: Computing power estimate for a single turbomachinery blade with endwalls [20].
𝐌𝐞𝐭𝐡𝐨𝐝

𝐂𝐞𝐥𝐥𝐬

𝐓𝐢𝐦𝐞 𝐬𝐭𝐞𝐩𝐬
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𝐑𝐚𝐭𝐢𝐨 𝐭𝐨 𝐑𝐀𝐍𝐒

RANS

~106

~102

1

LES

~108 − 109

~104 − 105

~105 − 107

Notice, at minimum, LES is 5 orders of magnitude more computationally expensive than
RANS—at least, for a single turbomachinery blade with end-walls. LES is still far more
economical than DNS, but significantly more expensive than URANS. For this reason,
LES is not yet feasible as a design tool, but Pletcher et al. [12] suggests LES will
eventually supersede URANS in the decades to come. But, for now, URANS remains the
industry standard—a position which it has benefited from greatly and to which the reams
of resources are a testament. In the words of Gaitonde [14]: “One factor for the
prevalence of RANS is undoubtedly the existence of a wealth of guidelines and quality
control measures which by far outweigh the consensus of advice for users of LES.”

2.5 Length Scales
Turbulent motion occurs across a broad spectrum of length scales. Richardson, in
1922, was the first to address the role of these length scales in turbulent transport [21].
According to Richardson, kinetic energy enters turbulence at the largest scales of motion.
The Reynolds number at these scales is comparatively large and, thus, viscous effects are
negligible. Owing to the absence of sufficient damping, these large scales are inherently
unstable. A stable length scale is not achievable until viscous and inertial forces are of
similar magnitudes. This is what Richardson termed the energy cascade. In summary,
Richardson asserted the following: (1) kinetic energy enters turbulence via the largest
scales of motion and (2) the kinetic energy acquired in this manner is transferred (by
inviscid action) to smaller and smaller scales until the energy is dissipated by viscous
action at the smallest scale.
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In 1941, Kolmogorov proposed three hypothesis (valid for sufficiently high
Reynolds numbers) which significantly advanced Richardson’s theory:
I.

Kolmogorov hypothesized large-scale turbulent motion is anisotropic, whereas
small-scale turbulent motion is (statistically) isotropic [22]. Kolmogorov argued
that information about the geometry and orientation of large eddies is lost during
the chaotic scale-reduction process. For convenience, Pope [21], introduces the
lengthscale lEI as the demarcation between the anisotropic large scales (l > lEI )
and isotropic small scales (l<lEI ).

II.

Kolmogorov hypothesized small-scale turbulent motion is universal, with a
statistical description uniquely determined by the rate of dissipation (ε) and
kinematic viscosity (ν) [22]. These small length scales exist in what Pope [21]
refers to as the universal equilibrium range, in which “small eddies can adapt
quickly to maintain dynamic equilibrium with the energy transfer rate imposed by
the large eddies” [21]. From Kolmogorov’s second hypothesis, it is possible to
derive the Kolmogorov length scale given by
1

𝜈3 4
𝜂=( )
𝜀

( 2.7
)

The Kolmogorov length scale is the smallest length scale of turbulent motion. It
characterizes the dissipative scale and, hence, punctuates Richardson’s energy
cascade. The Reynolds number at this scale is of order unity.
III.

Kolmogorov hypothesized the existence of a subrange (within the universal
equilibrium range) wherein viscous dissipation is negligible; thus, in this range,
turbulent motion is uniquely determined by 𝜖, independent of 𝜈. This “inertial
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subrange” lies between the energy-containing range and dissipation range. Pope
[21] defines the demarcation point between the dissipation range and inertial
subrange to be lDI , such that the inertial subrange may be defined as
lDI ≪ 𝑙 ≪ lEI

( 2.8
)

The inertial subrange is part of the broader universal equilibrium range, but not of
the dissipation range, as viscosity is not yet significant.
Fig. 2-6 illustrates the scales of turbulent motion as hypothesized by Kolmogorov.

Fig. 2-6: The scales of turbulent motion as hypothesized by Kolmogorov [21].
In Fig. 2-6, l0 is the integral length scale (not explicitly part of Kolmogorov’s
hypotheses, but included for reference). The integral length scale lies within the
anisotropic energy-containing range and characterizes the distance over which the
fluctuating velocity field is correlated [21]. This length scale is important, as it is the
scale at which turbulent kinetic energy peaks.
It is now possible to address the following question: what is an appropriate mesh
resolution for LES? The ideal LES mesh resolves all scales of motion greater than or
equal to lEI and models all scales of motion less than lEI . In practice, it is difficult to
estimate lEI directly, thus it is necessary to introduce the following approximation [21]:
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1
lEI ≈ l0
6

( 2.9
)

Approximately 6 elements are needed across the integral length scale to assure sufficient
resolution. Unlike lEI , it is possible to derive the following relation for l0 [21]
l0 ≈

𝑘 3/2 𝑘 1⁄2
≈
𝜖
𝐶𝜇 𝜔

(2.10)

where 𝐶𝜇 is a modeling constant. Typically, the integral length scale is estimated a priori
using a RANS model. If the Reynolds number is sufficiently low, it is possible to
construct an LES mesh based upon an alternate length scale (such as the Taylor
microscale), but this is relatively uncommon. And, of course, a grid based on the
Kolmogorov length scale is simply a DNS. Unlike URANS, length scales are central to
the concept of LES. This is, of course, because URANS models all length and time
scales, whereas LES models only a small subset thereof.

2.6 Velocity Correlations
The energy spectrum function (𝐸(𝜅)) describes the distribution of turbulent
kinetic energy over eddies of wavenumber, κ. The units of 𝐸(𝜅) (𝑚3 𝑠 −2) are consistent
with those of energy per wavenumber. Thus, the energy contained in eddies with
wavenumbers between 𝜅𝑎 and 𝜅𝑏 is
𝜅𝑏

(2.11)

𝑘(𝜅𝑎,𝜅𝑏) = ∫ 𝐸(𝜅)𝑑𝜅
𝜅𝑎

In the inertial subrange, turbulence is uniquely determined by 𝜖 independent of 𝜈
(Kolmogorov’s third hypothesis). Using dimensional analysis:
𝑎

𝑏

[𝑚
⏟ 3 𝑠 −2 ] = ([𝑚
⏟ 2 𝑠 −3 ]) ([𝑚
⏟ −1 ])
𝐸(𝜅)

𝜖
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𝜅

(2.12)

Solving Equation (2.12) for a and b yields
2
𝑎= ,
3

𝑏=−

5
3

(2.13)

Therefore,
𝐸(𝜅) ∝ 𝜖 2/3 𝜅 −5/3

lDI ≪ 𝑙 ≪ lEI

(2.14)

This is the famous −5/3 Kolmogorov spectrum. In the inertial subrange, the energy
spectrum function is self-similar and exhibits a distinctive −5/3 slope. Fig. 2-7 depicts
energy spectra for various Reynolds numbers.

Fig. 2-7: Energy spectra for various Reynolds numbers; red box indicates
dissipation range [21].
Notice, the very prominent region in which all spectra—regardless of Reynolds
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number—exhibit a −5/3 slope. The region boxed in red corresponds to the dissipation
range. For LES, this range will not be present, as the whole premise of LES is to model
dissipative scales. When obtaining spectra experimentally, it is common to employ
Taylor’s hypothesis of frozen turbulence [23]. When obtaining spectra computationally,
Taylor’s hypothesis needs not necessarily be employed, as the entire instantaneous flow
field is readily available. In either case, it is typical to examine only one-dimensional
spectra.
Two-point one-time autocovariance (colloquially referred to as the two-point
correlation) characterizes the distance over which a random field is correlated; for a
turbulent flow field, the two-point correlation tensor is defined as
𝑅𝑖𝑗 (𝒓, 𝒙, 𝑡) = ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
𝑢′𝑖 (𝒙, 𝑡)𝑢′𝑗 (𝒙 + 𝒓, 𝑡)

(2.15)

where 𝑢′𝑖 and 𝑢′𝑗 are fluctuating velocity components. Physically, 𝑅𝑖𝑗 is a measure of the
correlation between neighboring velocity fluctuations. If 𝑅𝑖𝑗 = 0, neighboring velocity
fluctuations are uncorrelated. For homogenous turbulence, the correlation tensor is
independent of 𝒙. Assuming 𝒓 coincides with coordinate direction 𝒆𝟏 , Equation (2.15)
can be rewritten as
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
𝑅𝑖𝑗 (𝑟1 , 𝑡) = 𝑢′
𝑖 (𝑥, 𝑡)𝑢′𝑗 (𝑥 + 𝑟1 , 𝑡)

(2.16)

For isotropic turbulence, the longitudinal and transverse autocorrelation functions
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(2.17)
𝑢′
1 (𝑥, 𝑡)𝑢′1 (𝑥 + 𝑟1 , 𝑡)
)
,
𝑔(𝑟
1
̅̅̅
𝑢12
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
𝑢′2 (𝑥, 𝑡)𝑢′2 (𝑥 + 𝑟1 , 𝑡)
=
̅̅̅
𝑢22
alone are sufficient to specify the correlation tensor [21]. From the longitudinal and
𝑓(𝑟1 ) =

transverse autocorrelations functions it is possible to define longitudinal (l11 ) and
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transverse (l22 ) integral length scales:
∞

∞

l11 = ∫ 𝑓(𝑟1 )𝑑𝑟1

l22 = ∫ 𝑔(𝑟1 )𝑑𝑟1

0

(2.18)

0

Interestingly, for homogenous isotropic turbulence,
l11 = 2l22

(2.19)

Just as longitudinal and transverse integral length scales are defined in terms of the
autocorrelation tensor, so too are longitudinal and transverse energy spectra:
𝐸11 (𝜅1 ) =

1 ∞
∫ 𝑅 (𝑟 )𝑒 −𝑖𝜅1 𝑟1 𝑑𝑟1 ,
𝐸22 (𝜅1 )
𝜋 −∞ 11 1
1 ∞
= ∫ 𝑅22 (𝑟1 )𝑒 −𝑖𝜅1𝑟1 𝑑𝑟1
𝜋 −∞

(2.20)

2.7 Turbulent Boundary Layers
Turbulent boundary layers can be divided into two distinct regions: the inner
region, where viscous effects are dominant, and the outer region, where inertial effects
are dominant [16]. Once again, the relative strength of these forces dictates flow
behavior—a reoccurring theme in fluid dynamics. Canonically, the inner and outer
regions are further subdivided into distinctive layers. Fig. 2-8 illustrates this
decomposition.
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Fig. 2-8: Mean turbulent boundary layer velocity profile and its division into inner
and outer regions (left) mean turbulent velocity profile—in wall units—and its
division into four layers (right) [21].
In turbulent boundary layers, both viscous stress and Reynolds stress contribute to
the total shear stress at any point. Symbolically,
𝜏𝑡𝑜𝑡𝑎𝑙 = 𝜏𝑣𝑖𝑠𝑐𝑜𝑢𝑠 + 𝜏𝑅𝑒𝑦𝑛𝑜𝑙𝑑𝑠

( 2.21 )

Reynolds stress vanishes at the wall as a consequence of the no-slip boundary condition.
In the absence of Reynolds stress, wall shear stress is purely a viscous phenomenon. Fig.
2-9 illustrates the relative strengths of both viscous stress and Reynolds stress throughout
a typical turbulent boundary layer (from the DNS of a turbulent channel, Kim et al. [24]).

Fig. 2-9: Relative contributions of both viscous stress and Reynolds stress on the
total shear stress; Re = 5,600 for the dashed line and 13,750 for the solid line [24].
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The DNS of Kim et al. exemplifies the invaluable insight DNS has provided into the
physics of turbulent flows. As Fig. 2-9 illustrates, viscous stress constitutes the entirety of
the total shear stress at the wall, but the influence of viscosity diminishes rapidly with
distance. Note: both Fig. 2-8 and Fig. 2-9 include 𝑦 + . Obtained from dimensional
analysis (or asymptotic expansion), y+ is a measure of distance (not to be confused with
the cartesian coordinate direction, y) defined as
𝑦+ =

𝜌𝑢𝜏 𝑦
𝜇

( 2.22 )

where y is the wall-normal distance and 𝑢𝜏 is the friction velocity given by
𝜏𝑤
𝑢𝜏 = √
𝜌

( 2.23 )

𝜏𝑤 is the wall shear stress.
Commonly referred to as viscous lengths or wall units, y+ functions similar to
Reynolds number—both are ratios of inertial to viscous forces. Notice, in Fig. 2-9, the
viscous stress comprises 100% of the total shear stress at the wall, 50% at 𝑦 + ≈ 11.5 and
less than 10% by 𝑦 + ≈ 50. Typically, 𝑦 + ≈ 50 is used at the demarcation point between
inner and outer regions. Sagaut, [16], subdivides these regions as follows:
I.

Viscous Sublayer (0 ≤ 𝑦 + ≤ 5): Thin region of flow characterized by strong
velocity gradients; while viscosity is dominant in this region, the flow is not
strictly laminar.

II.

Buffer Layer (5 ≤ 𝑦 + ≤ 30): Relatively thin region of flow characterized by a
peak in turbulent kinetic energy production, occurring around y+=15; viscosity is
no longer dominant, but still relevant.

III.

Logarithmic Layer: (30 ≤ 𝑦 + ≤ 𝑦/𝛿 ≪ 1): Comparatively large region of flow
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wherein inertial forces come to dominate; viscosity is relevant for only a small
portion of this region (the logarithmic layer spans both inner and outer regions).
The upper limit of the logarithmic layer depends on Reynolds number.
IV.

Wake Region: Largest constituent of the turbulent boundary layer—purely
inertial. In addition to Reynolds number, the extent of the wake region also
depends upon how boundary layer thickness (δ) is defined.

Fig. 2-10 illustrates how the production of turbulent kinetic energy varies throughout a
typical turbulent boundary layer. Moreover, since distance is expressed in terms of
boundary layer thickness (instead of wall units), the proportionalities are correct.

Fig. 2-10: Normalized turbulent kinetic energy production (per unit volume)
throughout a typical turbulent boundary layer [25].
Notice how incredibly thin the viscous sublayer is; while the buffer and logarithmic
layers are considerably thicker, the wake region comprises roughly 80% of the turbulent
boundary layer. While it is difficult to tell, turbulent kinetic energy production peaks
within the buffer layer.
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To properly resolve a turbulent boundary layer (in LES or otherwise), a 𝑦1+ ≤ 1 is
required; this ensures adequate resolution of the near-wall velocity gradient. (If the cost
of resolution is prohibitive, the near-wall region may be modeled using the “law of the
wall,” first proposed by Von Karman in 1931 [26].) For UANS simulations, 𝑦 + is the
only germane wall unit. However, for LES, it is necessary to introduce two additional
wall units:
𝛥𝑥 + =

𝜌𝑢𝜏 𝛥𝑥
𝜇

( 2.24 )

𝛥𝑧 + =

𝜌𝑢𝜏 𝛥𝑧
𝜇

( 2.25 )

and

where 𝑥 + is assumed to be in the streamwise direction and 𝑧 + is assumed to be in the
spanwise direction. In LES, unlike URANS, grid density must increase in in all three
directions (streamwise, spanwise, and wall-normal) as a wall is approached. This is to
ensure adequate resolution of near-wall eddies, the size of which depend strongly on both
wall-normal distance and Reynolds number. Turbulent eddies rapidly decrease in size as
a wall is approached. This phenomenon, known as wall damping, is an important
characteristic of turbulent flows and served as inspiration for early turbulence models
[15]. Fig. 2-11 illustrates appropriate boundary layer grids for both URANS and LES.
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Fig. 2-11: URANS grid (left) LES grid (right); symbolic representation of wall
damping (both) [27].
Notice, the URANS grid is compressed in only one direction: the wall-normal
direction. Consequently, there are an insufficient number of cells across the smaller, nearwall eddies. Moreover, aspect ratio increases as the wall is approached. This is acceptable
for URANS, but inappropriate for LES. Notice, the LES grid in refined in both wallnormal and streamwise directions (for a three-dimensional grid, the spanwise direction
would also require refinement). Again, the question must be posed, what is an
appropriate resolution? For fluid regions, this question was addressed via the energy
cascade. For solid boundaries, the answer is not as well-defined.
As mentioned previously, the consensus of advice regarding LES is still relatively
poor. For solid boundaries, resolution requirements are typically stipulated in terms of
“wall units” (sometimes referred to as the viscous grid). More precisely, as constraints on
the size thereof. The present study will abide by the recommendations of Georgiadis et al.
[18]. One goal of their paper, among others, was to establish a set of recommended
practices for LES. To do so, the authors drew upon advice from a number of reputable
organizations, including NASA, the U.S. Air Force Research Laboratories (AFRL),
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Purdue, Cambridge, Boeing, and the AIAA Fluid Dynamics Technical Working Group.
The resulting recommendations represent something of an average. For wall-resolved
LES, Georgiadis et al. [18] recommends the following:
15 ≤ 𝛥𝑧 + ≤ 40,

50 ≤ 𝛥𝑥 + ≤ 150

( 2.26 )

These values agree well with those recommended by Sagaut [16]. While the
recommendation of Georgiadis et al. [18] is based on flat-plate flow, it represents an
excellent starting point for most LES applications. In truth, much of what is considered
“good CFD practice” is derived from simplified models—the Courant number, for
example. If higher-order discretization schemes are employed, the recommendation of
Georgiadis et al. [18] may prove conservative. For wall-normal resolution, Menter [27]
recommends a minimum of 30 nodes be placed within the boundary layer.
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Chapter 3: A Numeric Example
3.1 Purpose
Chapter 3 introduces fundamental CFD concepts presented via concrete example.
The theory presented is common across all domains of CFD – RANS, URANS, LES and
DNS. It is important that these CFD fundamentals are known to better understand the
LES results presented.

3.2 Introduction
Simplified models are excellent illustrative tools and have contributed extensively
to CFD practice. In this chapter, the one-dimensional advection equation will be used to
illustrate a number of pertinent CFD concepts, including, discretization, stability, and
order of accuracy. The one-dimensional advection equation is a simplified (linear) model
of (nonlinear) fluid advection. More generally, it models the transport of any substance
(chemical species, pollutants, suspended particles etc.…) whose rate of change is linearly
proportional to its gradient.

3.3 Discretization
The one-dimensional advection equation is given by
𝜕𝜙
𝜕𝜙
+𝑢
=0
𝜕𝑡
𝜕𝑥

( 3.1 )

where 𝜙 is a scalar quantity (such as density) and 𝑢 is the advection speed. For this
particular example, 𝑢 is assumed to be constant, but could, in general, be a function of
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both space and time. Closely related to the advection equation, is the advection-diffusion
equation
𝜕𝜙
𝜕𝜙
𝜕 2𝜙
+𝑢
=𝛤
𝜕𝑡
𝜕𝑥
𝜕𝜙 2

( 3.2 )

which includes a damping term (with the diffusion coefficient, 𝛤) to model transport via
diffusion. While advection-diffusion is not the focus of the present chapter, it is included
to illustrate how diffusion is treated mathematically which will be important for later
chapters.
To solve the advection equation—or any PDE—numerically, it is necessary to
first discretize the domain. The discretization process transforms continuous variables
into discrete variables, existing only at specified points in both space and time. Moreover,
discretization allows the governing PDE(s) to be recast as algebraic equations. The nature
of the resulting equations depends upon the mathematical character of the PDE
(hyperbolic, parabolic, and/or elliptic). The degree to which the discretized equation
approximates the PDE is determined by its order of accuracy, consistency, and stability.
Before discussing these criteria, it is necessary to first obtain a discrete equation.
Since FLUENT is a finite-volume code, the finite-volume method will be
employed to discretize the advection equation. To apply a finite-volume method, the
domain must be discretized into control volumes. Unlike other methodologies (finite
difference/finite element), the finite-volume method requires governing equations be
expressed in conservation (or divergence) form. For simple advection, the difference
between conservation and nonconservation form is trivial; this is not so in general. Before
discretizing the advection equation, it is prudent to first examine the structure of a finitevolume mesh. Fig. 3-1 depicts a standard finite-volume mesh.
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Fig. 3-1: Depiction of a one-dimensional finite-volume mesh.
Notice, the control volumes in Fig. 3-1 are hexahedral, but could, in general, be of
arbitrary shape. This is one advantage of the finite-volume approach. For this problem,
the dependent variable (𝜙) will be stored at the cell centers, marked with crosses. This is
known as a cell-centered approach and is, once again, consistent with FLUENT. Each
control volume (for the on-dimensional case) is bounded by two faces whose centroids
are marked with circles; boundary faces are necessary to enforce conservation.
Rewriting the advection equation in conservation form yields
𝜕𝜙 𝜕𝐹
+
=0
𝜕𝑡 𝜕𝑥

( 3.3 )

𝐹 = 𝑢𝜙

( 3.4 )

where

In Equations ( 3.3 ) and ( 3.4 ), F is known as the “flux function” or “flux vector,” as it
represents the flux of 𝜙 through a control surface (boundary face). To arrive at a
discretized equation, it is necessary to integrate Equation ( 3.4 ) over an arbitrary control
volume. Integration is a fundamental part of the finite-volume method, as it results in a
statement of conservation. Integrating Equation ( 3.4 ) yields
𝜕𝜙
𝜕𝐹
𝑑𝑉 + ∫
𝑑𝑉 = 0
CV 𝜕𝑡
CV 𝜕𝑥

∫

( 3.5 )

If 𝜕𝐹/𝜕𝑥 is interpreted as the divergence of a one-dimensional vector, V, then the
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Divergence theorem permits Equation ( 3.5 ) to be rewritten as
𝜕𝜙
̂ 𝑑𝑆 = 0
𝑑𝑉 + ∮ 𝑽 ∙ 𝒏
CV 𝜕𝑡
𝐶𝑆

∫

( 3.6 )

Under the assumed Gaussian quadrature (i.e., a single integration point located at
face/cell centroids), Equation ( 3.6 ) reduces to
𝜕𝜙
𝑑𝑥𝑑𝑦𝑑𝑧
⏟
𝜕𝑡
Rate of change
of mass within
the control volume

+ (𝐹
⏟ 𝑖+1⁄ − 𝐹𝑖−1⁄ ) 𝑑𝑦𝑑𝑧 = 0

( 3.7 )

2
2
Net flux of mass
through the control volume

For the one-dimensional case, 𝑑𝑦 and 𝑑𝑧 are unity (assuming propagation in the xdirection). If 𝜙 is interpreted as density, Equation ( 3.7 ) is a statement of continuity. For
convenience, this interpretation will be adopted to both aid in discussion and give
Equations ( 3.1 ) and ( 3.7 ) concrete physical meaning. 𝐹𝑖+1/2 and 𝐹𝑖−1/2 are the
numerical flux functions, representing the flux of mas into and out of the control volume.
The subscripts 𝑖 + 1/2 and 𝑖 − 1/2 are used to denote surfaces rather than cell centers
(Fig. 3-1). Equation ( 3.7 ) is only semi-discrete, as expressions for both the temporal
derivative and the numerical flux function have yet to be stipulated.
For this example, the numerical flux function will be specified using an upwind
scheme. Upwind schemes draw information from the “upwind” direction, as determined
by the direction of propagation. Assuming u to be a positive constant,
𝐹𝑖+1⁄ = 𝐹𝑖 and 𝐹𝑖−1⁄ = 𝐹𝑖−1
2

2

To better illustrate the upwind scheme, consider Fig. 3-2.
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( 3.8 )

Fig. 3-2: Blue arrows (indicating flow direction) superimposed upon finite-volume
grid to illustrate the concept of upwind differencing.
Notice, the flow direction (indicated with blue arrows) is left to right, in accordance with
the assumed behavior of u. Thus, for this simple example, the “upwind” direction is the
minus x-direction. Evaluating face fluxes is the chief difficulty in applying a finitevolume methodology. Upwinding is just one of the myriad of discretization schemes
available for this purpose (among others, FLUENT offers, first-order upwinding, secondorder upwinding, QUICK, central-differencing, and MUSCL).
Temporal discretization is fundamentally different from spatial discretization, as
temporal discretization necessitates the creation of a fictitious temporal axis [28].
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Fig. 3-3: Illustration depicting the fundamental difference between space and time
discretization [28].
Transient terms may be evaluated using either Taylor expansions or pseudo time
elements [28]. Since temporal space is always structured, it is common to use the former
method (a number of finite-difference techniques exist for temporal discretization,
including the popular Crank-Nicolson method [29]). For this example, temporal
discretization is accomplished with a basic backwards Euler method, given by
𝜕𝜙 𝜙𝑖𝑛+1 − 𝜙𝑖𝑛
+
=0
𝜕𝑡
∆𝑡

( 3.9 )

where the superscript n is used to denote the time level, and subscript 𝑖 is used to denote
the 𝑖 th control volume (FLUENT’s temporal discretization options are decidedly less
diverse, including only first and second-order methods). The fully discretized advection
equation can now be written
𝑛
𝜙𝑖𝑛+1 − 𝜙𝑖𝑛
𝜙𝑖𝑛 − 𝜙𝑖−1
+𝑢
=0
∆𝑡
∆𝑥

( 3.10 )

Often, it is convenient to express the discretized equation as an “update” equation by
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isolating the 𝑛 + 1 time level:
𝜙𝑖𝑛+1 = 𝜙𝑖𝑛 −

𝑢∆𝑡 𝑛
𝑛
(𝜙𝑖 − 𝜙𝑖−1
)
∆𝑥

( 3.11 )

This is only possible for explicit schemes. (The above scheme is explicit since all
unknowns are evaluated at time level n.) Now, it is possible to discuss order of accuracy,
stability, and consistency.

3.4 Order of Accuracy
Representing a PDE as an algebraic expression inevitably introduces error. The
question is, how much? Formally, this question is answered by Taylor expanding each
term in the algebraic equation. For example, consider the algebraic approximation
𝑛
𝜕𝜙 𝜙𝑖𝑛 − 𝜙𝑖−1
≈
𝜕𝑥
𝛥𝑥

( 3.12 )

used in the discretized advection equation. Taylor expanding each term yields
𝜙𝑖𝑛 = 𝜙𝑖𝑛

( 3.13 )

and
𝑛

𝑛
𝜙𝑖−1

=

𝜙𝑖𝑛

𝜕𝜙 𝑛 𝛥𝑥 2 𝜕 2 𝜙
− 𝛥𝑥 ( ) +
(
) +⋯
𝜕𝑥 𝑖
2 𝜕𝑥 2 𝑖

( 3.14 )

Subtracting Equation ( 3.14 ) from ( 3.13 ) and dividing through by Δ𝑥 yields
𝑛

𝜕𝜙 ∆𝑥 𝜕 2 𝜙
−
(
) +⋯
𝜕𝑥
2 𝜕𝑥 2 𝑖

( 3.15 )

Now, substituting Equation ( 3.12 ) into Equation ( 3.14 ) yields a statement of absolute
equality (unlike Equation ( 3.12 ), which was but an approximation)
𝑛

𝑛
𝜕𝜙
𝜙𝑖𝑛 − 𝜙𝑖−1
∆𝑥 𝜕 2 𝜙
=
− ( 2) + ⋯
⏟
⏟ 𝛥𝑥
𝜕𝑥
⏟ 2 𝜕𝑥

"PDE"

𝑖

FDE

T.E.
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( 3.16 )

Notice, the finite-difference equation (FDE) is, in reality, a truncated Taylor
series; the truncated terms constitute the truncation error (T.E.). The accuracy of a given
scheme is dictated by the order of its truncation error (i.e., how quickly does the
truncation error vanish as the spatial resolution tends to zero). Equation ( 3.16 ) can be
rewritten using order of (O) notation
𝑛
𝜕𝜙 𝜙𝑖𝑛 − 𝜙𝑖−1
=
+ 𝑂(∆𝑥)
𝜕𝑥
𝛥𝑥

( 3.17 )

where 𝑂(Δ𝑥) has a precise mathematical meaning [12]. Big O notation, as it is
sometimes called, characterizes the behavior of T.E. as spatial resolution tends to zero.
For example, a scheme 𝑂(Δ𝑥 2 ) should exhibit a smaller T.E. than a scheme 𝑂(Δ𝑥) for a
given spatial resolution. Moreover, the truncation error should vanish faster upon spatial
refinement. Thus, the accuracy of any given difference equation is governed by the
behavior of its T.E. Equation ( 3.17 ) is first-order accurate (i.e., the T.E. is dominated by
terms of order Δ𝑥). Taylor expanding the approximation to the temporal derivative in
Equation ( 3.10 ) reveals it too is first-order accurate. Thus, the given discretization of the
advection equation is first-order accurate in both space and time.

3.5 Stability and Consistency
A discretization scheme is said to be stable if it tends to damp out perturbations in
input data. Conversely, a discretization scheme is said to be unstable if it tends to amplify
perturbations in input data. In numerical analysis, input data exists in a naturally
perturbed state as a consequence of both round-off error (an artifact of finite precision)
and truncation error. Fig. 3-4 illustrates the initial distribution of error (ε) for an arbitrary
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mesh.

Fig. 3-4: Schematic illustrating error present in initial data as a result of both
truncation error and round-off error [12].
How can the stability of a discretization scheme be evaluated, given an arbitrary error
distribution, 𝜖(𝑥, 𝑡), such as the one depicted in Fig. 3-4? In 1950, Von Neumann coauthored a landmark paper addressing this question [30]. Von-Neuman stability analysis,
as it is now called, decomposes error into a Fourier series. Under this assumption, 𝜖(𝑥, 𝑡)
can be written as [31]
𝑁⁄2

( 3.18 )
𝑎𝑡 𝑖𝑘𝑚 𝑥

𝜀(𝑥, 𝑡) = ∑ 𝑒 𝑒
𝑚=1

where a is an arbitrary constant, and km is the wavenumber. For a discrete domain, the
Fourier series is truncated, as the number of grid points (N) dictates the highest-order
harmonic allowable in Equation ( 3.18 ) and, by extension, the highest wavenumber.
Applied to the upwinded advection equation, the details of which are omitted for brevity
(see [31] or [12] for a complete derivation), the Von Neumann stability analysis reveals
the scheme is conditionally stable, provided
𝑢∆𝑡
≤1
∆𝑥

( 3.19 )

This is known as the CFL criterion (or Courant number), named after R. Courant,
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K. Friedrichs, and H. Lewy who first described it in their, now famous, 1928 paper (note:
Courant, Friedrichs, and Lewy did not employ Von Neumann stability analysis in their
derivation, relying instead upon heuristic arguments) [32]. The CFL criterion constrains
the rate at which a numeric solution can be advanced in time; for a numeric solution to
remain stable, it cannot be advanced faster than information physically propagates.
Alternatively, the numeric domain of dependence must encompass the totality of the
analytic domain of dependence. While its discovery was prolific, the Courant number is
not a universal stability criterion for hyperbolic PDEs—only for those which are dually
hyperbolic and linear. Nevertheless, the Courant number is used extensively in CFD to
quantify temporal refinement; while the Navier-Stokes equations are not subject to the
CFL criterion, it is generally considered “good practice” to ensure the Courant number is
sufficiently small.
It is mentioned in passing that implicit schemes are (in theory) free from such
stability constraints. Since FLUENT uses a fully implicit time-marching algorithm (for
the pressure-based solver), the CFL criterion need not be stringently observed. However,
for high-fidelity simulations, such as LES, the Courant number should be sufficiently
low. Again, it is necessary to quantify “sufficient” resolution. Kornhaas et al. [33]
recommends the global Courant number not exceed 5 (when using an implicit method).
The FLUENT companion guide [34] offers similarly general advice:
It is important to emphasize that this [the CFL criterion] is
not a numerical limit and that the solver will be able to
sustain much larger CFL numbers. In complex applications,
there will always be limited regions of fine cells or large
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velocities and you should not restrict the CFL number based
on such zones. The recommendation of CFL=1 should be
applied in the main SRS region in combination with a
uniform isotropic grid. It is recommended that you vary the
time step for each type of application and explore its optimal
value. This can substantially save on computing costs.
Thus, time step size should be sufficiently small (CFLMAX<5), but not unduly
constrained, else the benefit of implicit time marching is lost.
Stability, consistency, and convergence are similar, but subtly different. Ideally, a
numeric scheme should exhibit all three characteristics. A scheme is consistent if, upon
spatial and temporal refinement, the truncation error tends to zero (i.e., the difference
equation tends toward the original PDE). A scheme is stable if, upon perturbation, error
does not compound with each successive iteration (i.e., the numeric solution approaches
the “exact” solution—hypothetical solution as computed by an infinite precision
machine—of the scheme). A scheme is convergent if, upon spatial and temporal
refinement, the numeric solution approaches the “true” solution of the PDE. Convergence
is, perhaps, the most difficult characteristic to prove. However, according to Lax’s
equivalence theorem, “Given a properly posed initial value problem and a finitedifference approximation to it that satisfies the consistency condition, stability is the
necessary and sufficient condition for convergence” [12].

3.6 Modified Equation
As a consequence of truncation error, an exact (infinitely precise) solution of
Equation ( 3.10 ) does not, in general, satisfy the advection equation. Thus, from one
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point of view, an exact solution to the FDE can be viewed as a numeric solution to the
original PDE, plus a finite amount of error (T.E.). As it so happens, there is another point
of view, first described by Warming and Hyett in 1974. An exact solution of the FDE can
be viewed as an exact solution (no T.E.) of a different PDE. Warming and Hyett
described this “different” PDE as the modified equation [35]. The modified equation for
Equation ( 3.10 ) is [31]
𝜕𝜙
𝜕𝜙 𝑢𝛥𝑥
𝜕 2 𝜙 𝑢𝛥𝑥 2
𝜕 3𝜙
(1 − 𝐶) 2 +
(3𝐶 − 2𝐶 2 − 1) 3
+𝑢
=
𝜕𝑡
𝜕𝑥
2
𝜕𝑥
6
𝜕𝑥
+⋯

( 3.20 )

where C is the Courant number. Every difference equation has a unique modified
equation. Equation ( 3.19 ) is the modified equation for the upwinded advection equation.
The modified equation provides insight into the behavior of the numerical solution. For
example, excluding higher-order terms from Equation ( 3.20 ) yields
𝜕𝜙
𝜕𝜙 𝑢𝛥𝑥
𝜕 2𝜙
(1 − 𝐶) 2
+𝑢
=
𝜕𝑡
𝜕𝑥
2
𝜕𝑥

( 3.21 )

Notice, the result looks strikingly similar to the advection-diffusion equation; in the case
of Equation ( 3.21 ), the diffusion coefficient is not μ, but rather
𝑢𝛥𝑥
(1 − 𝐶)
2

( 3.22 )

Thus, the scheme will be predominantly dissipative. This so-called “artificial
viscosity” is purely numeric in origin but behaves much the same as physical viscosity.
The artificial viscosity is implicit; however, there too exists explicit artificial viscosity,
which is purposefully added to stabilize certain numeric schemes. Explicit artificial
viscosity is typically added to mitigate the effects of dispersion. Much like upwinding is
inherently dissipative, other schemes are inherently dispersive. In general, when the
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leading term of the truncation error is even, the scheme exhibits predominantly
dissipative behavior. Conversely, when the leading term of the truncation error is odd, the
scheme exhibits predominantly dispersive behavior. These two contrasting behaviors are
illustrated by Fig. 3-5.

Fig. 3-5: (a) Original waveform (b) waveform as distorted by effects of numerical
dissipation (c) waveform as distorted by effects of numerical dispersion [31].
Adding explicit artificial viscosity to an inherently dispersive scheme helps dampen
spurious oscillations. Notice, for the upwinded advection equation, the coefficient of
dissipation (Equation ( 3.22 )) is a function of the Courant number. For a courant number
of identically 1, the truncation error vanishes completely and, hence, so does the artificial
dissipation. Numeric schemes are often constructed to take advantage of such fortuitous
error cancellation. For the current numeric example, the Courant number will be
constrained to 0.75 to better emulate reality. In CFD, it is almost impossible to guarantee
a constant Courant number across the entire solution domain. Thus, the effects of
numeric dissipation and dispersion are omnipresent—even if, for some portions of the
mesh, fortuitous error cancellation occurs.
LES, unlike (U)RANS, is hypersensitive to numeric dissipation. In most cases,
even a comparatively small amount of implicit numerical dissipation is sufficient to
overwhelm the SGS viscosity. Some discretization methods, such as the upwind method,
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should be avoided altogether; even a seventh-order upwind scheme has been shown to
introduce unacceptable levels of artificial viscosity [16]. Second-order accuracy is
desirable when discretizing both convective and diffusive terms (of the Navier-Stokes
equations). Unfortunately, when discretizing convective terms using second-order
methods, the solution often becomes polluted with spurious high-frequency oscillations.
To mitigate this, FLUENT offers a “bounded” second-order discretization option for
convective terms. This option is slightly more dissipative than a pure second order
formulation but offers the benefit of increased stability (i.e., less “wiggles”). It is the
extreme sensitivity of LES to numerical dissipation that makes error separation and
analysis difficult [17]. Implicit numerical dissipation can also be exacerbated by certain
mesh characteristics, such as cell aspect ratio [16]. This is just one example of how an illconceived mesh can detrimentally impact the solution. Mesh skewness and orthogonality
are two other important mesh metrics which should be carefully monitored to ensure
solution fidelity.

3.7 The Upwinded Advection Equation: Results
To solve the problem, appropriate initial and boundary conditions must be
prescribed. To best illustrate the dissipative nature of upwinding, the initial condition is a
square wave:
𝜙 = 1 0.4 ≤ 𝑥 ≤ 0.6
𝜙(𝑥, 𝑡 = 0) = {
𝜙 = 0 Otherwise

( 3.23 )

To emulate an infinite domain, the boundary conditions are periodic (periodic boundary
conditions “connect” opposing ends of the domain such that the passage of information is
continual). For convenience, the propagation speed, u, is taken to be unity. Fig. 3-6
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depicts the solution at integer values of time.

Fig. 3-6: Solution of one-dimensional advection equation plotted at integer values of
time.
Since the domain is periodic, the waveform returns to its original position at every
integer value of time. This is made possible by restricting the domain to 0 ≤ x ≤1 (and by
assuming a wave speed of unity). Notice, the devastating effects of numeric dissipation;
after only 3 cycles, the amplitude spuriously decayed by over 40%. Moreover, during the
same period of time, gradients became decidedly less pronounced. Much like physical
viscosity, numerical viscosity is diffusive, working to equilibrize all gradients. This is
prominently depicted in Fig. 3-6; the waveforms “spread out” with time—a hallmark of
diffusive processes. Fig. 3-6 is slightly misleading, as it appears to depict a standing
wave. This is, of course, because Fig. 3-6 is a collection of traces, and not reflexive of the
solution (surface) in its entirety. Fig. 3-7 offers a more comprehensive picture.
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Fig. 3-7: Contour plot depicting advection of ϕ over one cycle.
Initially, the waveform is a square wave centered at x = 0.5; as time progresses,
the wave is advected along the right-running characteristic (since the problem is onedimensional, there exists only one characteristic). As a consequence of boundary
condition periodicity, the wave is continuously recycled. Fig. 3-7 depicts one such cycle.
Once again, as time progresses, the wave “spreads out.” The tendency of numeric
diffusion to equilibrate strong gradients is evidenced in Fig. 3-7 by the rainbow hue
which softens the transition from yellow (corresponding to ϕ = 1) to blue (corresponding
to ϕ = 0). A contour plot of the exact solution would consist of only two colors: yellow
and blue. This can, in fact, be demonstrated. Recalling the upwind scheme becomes exact
for a Courant number of identically 1 (as a consequence of fortuitous error cancellation),
the exact solution is given by Fig. 3-8.
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Fig. 3-8: Contour plot depicting exact solution of the advection equation over one
cycle.
The difference between Fig. 3-8 and Fig. 3-7 is striking. Notice, Fig. 3-8 is dichromatic;
the contour plot abruptly changes from yellow to blue, indicating a step-change in the
solution. This is in sharp contrast to Fig. 3-7, which exhibits a gradual change from
yellow to blue, indicating a continuous solution with finite gradients.
As this simple example has demonstrated, numerical diffusion has egregious
consequences. It must be minimized for high-fidelity simulations, such as LES. As
mentioned previously, meshing plays an important role in determining the quality and
reliability of any simulation—especially LES. In this example, the mesh was perfectly
cartesian. This is grossly unrealistic, as such perfection is never attainable in practice.
Therefore, since a discussion of meshing is not possible within the context of this simple
example, it seems only appropriate to briefly touch on this topic forthwith.
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3.8 The Influence of Meshing
FLUENT supports a variety of cell types including, but not limited to, those
depicted in Fig. 3-9.

Fig. 3-9: Various cell shapes accepted by the FLUENT solver [34].
Historically, hexahedrons were the dominant cell type. However, with the proliferation of
unstructured solvers, the hexahedron has been eclipsed by the more versatile tetrahedron.
While an unstructured mesh can be hexahedral, there exists no general hexahedral
meshing algorithm; there are, however, an abundance of tetrahedral meshing algorithms
(Delaunay, Advancing Front, and Octree to name a few) [36]. Hexahedral meshing is
fundamentally more challenging than tetrahedral meshing (from a topological
standpoint), hence the disparity in algorithmic development [36].
In the absence of perfect meshes, it becomes necessary to measure a rather
abstract quantity: imperfection. Generally speaking, imperfections are defects arising
from “bad” elements. Unfortunately, there exist no universal criteria for distinguishing
“good” elements from “bad” elements. Fig. 3-10 depicts traditionally “good” elements
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and traditionally “bad” elements.

Fig. 3-10: Traditionally “good” elements (left) and traditionally “bad” elements
(right) [36].
Notice, the traditionally “good” elements are nearly equilateral and equiangular.
However, in some applications, anisotropic elements are permissible; thus “good”
elements need not necessarily be both equilateral and equiangular [36]. Unfortunately,
the size and shape of a “good” element varies with application. A “good” element in FEA
might be a “bad” element in CFD and vice versa. There are an inordinate number of
metrics available for measuring element quality. In CFD, the three most important
metrics are 1) aspect ratio 2) orthogonality and 3) skewness [28], [36], [37]. Average
element quality determines overall mesh quality.
Aspect ratio is a measure of “stretch.” Of the aforementioned metrics, it is,
perhaps, the easiest to conceptualize. Aspect ratio is minimum for equilateral elements.
Except for near-wall regions, elements should be nearly equilateral, particularly for highfidelity simulations such as LES.
Orthogonality is a measure of “alignment.” Two elements are said to be
orthogonal if their centroid-to-centroid vector, 𝑪𝑭, and face-normal vector, 𝑺𝒇 , are
colinear. Fig. 3-11 depicts non-orthogonal elements.
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Fig. 3-11: Depiction of non-orthogonal elements [28].
Non-orthogonality makes evaluation of diffusive fluxes difficult. To see this, recall the
finite-volume method hinges upon Gauss’ theorem
̂ )𝑑𝑆
∭ ∇ ∙ 𝑭𝑑𝑉 ≡ ∯(𝑭 ∙ 𝒏

( 3.24 )

Applied to the diffusion term of a generic transport PDE, Equation ( 3.25 ) yields
̂ )𝑑𝑆
∯ 𝛤(𝛁𝜙 ∙ 𝒏

( 3.25 )

where 𝛤 is a generic diffusion coefficient. For a general polyhedral cell, Equation ( 3.25 )
reduces to
𝑁

( 3.26 )

̂𝑓 ]𝑆𝑓
∑[𝛤𝑓 (𝛁𝜙)𝑓 ∙ 𝒏
𝑓=1

where N is the number of faces and subscript f denotes a face value. Notice, the gradient
must be evaluated at the cell face. (There are a number of gradient reconstruction options;
FLUENT offers Green-Gauss Cell Based, Green-Gauss Node Based, and Least Squares
Cell based). The chief difficulty arises when evaluating
(𝛁𝜙)𝑓 ∙ 𝒏
̂𝑓
For orthogonal elements, Equation ( 3.27 ) can be evaluated directly
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( 3.27 )

(𝛁𝜙)𝑓 ∙ 𝒏
̂𝑓 = (

𝜕𝜙
𝜙𝐹 − 𝜙𝐶
) =
𝜕𝑛 𝑓
𝑑𝑐𝑓

( 3.28 )

For non-orthogonal elements, the center-to-center vector, 𝑺𝑭, is decomposed into an
orthogonal contribution and a non-orthogonal contribution (consistent with the original
recommendation of Jasak [38])
𝑺𝑭 = 𝐸𝑓 𝒆 + 𝑇𝑓 𝒕

( 3.29 )

This decomposition permits Equation ( 3.28 ) to be rewritten as
(𝛁𝜙)𝑓 ∙ 𝒏
̂𝑓 = (𝛁𝜙)𝑓 ∙ (𝐸𝑓 𝒆 + 𝑇𝑓 𝒕) =

𝜙𝐹 − 𝜙𝐶
𝐸𝑓 + (𝛁𝜙)
⏟ 𝑓 ∙ 𝑇𝑓 𝒕
⏟ 𝑑𝑐𝑓
Orthogonal
Contribution

( 3.30 )

Non−Orthogonal
Contribution

The cross-diffusion term (Non-Orthogonal Contribution) must be evaluated separately,
using a corrective technique (currently, the three most popular corrective techniques are
the Minimum Correction Approach, Orthogonal Correction Approach, and Over-Relaxed
Approach [36]).
Skewness is a measure of “displacement.” Two elements are said to be skewed if
𝑓 (interface centroid) and 𝑓′ (intersection point of centroid-to-centroid vector, 𝑪𝑭, and
interface) are not coincident. Fig. 3-12 depicts two skewed elements.

Fig. 3-12: Depiction of skewed elements [28].
To maintain second-order accuracy, all face integrals must be evaluated at 𝑓; thus, it
becomes necessary to interpolate. Assuming 𝜙 is known at 𝑓′,
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where 𝒅𝒇′𝒇

( 3.31 )
𝜙𝑓 = 𝜙𝑓′ + (𝛁𝜙𝑓′ ) ∙ 𝒅𝒇′𝒇
is the displacement vector connecting 𝑓 and 𝑓′. Elements can be both non-

orthogonal and skewed, in which case it is necessary to first correct for nonorthogonality, then interpolate.

In general, a mesh will contain stretched elements,

non-orthogonal elements, and skewed elements. It is difficult to separate their individual
effects from their aggregate effects: (1) degrade discretization accuracy, (2) reduce
stability, and (3) increase numeric diffusion [36]–[38]. As mesh/element quality
deteriorates, these effects become more pronounced; for LES in particular, simulation
accuracy and reliability depend upon mesh quality.
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Chapter 4: Research Methodology
4.1 Domain, Boundary Conditions, and Discretization Methods
4.1.1 Domain
The computational domain is a subset of the physical space wherein the governing
equations of fluid dynamics are solved numerically. The domain must be of adequate
size, lest its boundaries artificially influence the solution. Fig. 4-1 depicts the
computational domain.

Fig. 4-1: Cylindrical computational domain and coordinate system.
The domain extends 2.5D upstream, 10D downstream, and 5D radially; D is the average
diameter of the DVLTAV (~8in). The domain is demonstrably of adequate size. For the
50mph case (highest Reynolds number), no appreciable property gradients exist normal
to domain boundaries, evidenced by Fig. 4-2.
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Fig. 4-2: Streamlines plotted on yz-plane for the 50mph case.
Streamlines near boundaries are utterly unperturbed. Therefore, there cannot exist
appreciable gradients (in velocity or pressure) normal to these boundaries. Thus, the
domain is of adequate size, for both this case and those of lower Reynolds number.

4.1.2 Boundary Conditions
Uniform velocity is prescribed at the inlet, without perturbation, as illustrated by
Fig. 4-3.
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Fig. 4-3: Inlet boundary conditions.
Since the flow is incompressible, this is analogous to specifying mass flux. Pressure is
specified at both the radial and outlet boundaries (colloquially, these two boundaries will
be referred to as the “outlet”), as illustrated by Fig. 4-4.

Fig. 4-4: Radial and outlet boundary conditions.
Pressure cannot be specified at the inlet; it must be calculated as part of the solution. Inlet
pressure will adapt until the specified mass flux is achieved. For this reason, any value of
pressure can be prescribed at the outlet. In this instance, sea-level atmospheric pressure
(101Kpa) is prescribed. Regardless of the pressure prescribed at the outlet, inlet pressure
will adapt accordingly. The no-slip condition is enforced on the DVLTAV surface, as
illustrated by Fig. 4-5.
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Fig. 4-5: DVLTAV surface boundary condition.
Surface pressure must be calculated as part of the solution. The no-slip condition (i.e.,
zero surface velocity) is necessary to ensure a physically consistent solution. With
appropriate boundary conditions defined, the problem is now well-posed.

4.2 Discretization Methods
Care must be exercised in discretizing the governing equations; inherently
dissipative schemes, such as upwind differencing, must be avoided (see section 3.7 The
Upwinded Advection Equation: Results). Central differencing is generally an apt choice,
as its numeric diffusion is meritoriously low. Unfortunately, it is inherently dispersive
(see section 3.6 Modified Equation); pure central differencing will pollute the solution
with spurious oscillations. For this reason, all convective terms are discretized using
bounded central differencing (BCD)—a specialized scheme developed by ANSYS to
mitigate nonphysical oscillation. BCD actively suppresses oscillations with wavelength
less than twice the local grid spacing [6], [34]. It is a composite scheme based on the
normalized variable diagram approach of Leonard [39]. BCD is formally second-order
accurate (see section 3.4 Order of Accuracy), although, in regions of severe oscillation,
accuracy may be degraded to guarantee boundedness. Temporal discretization is also
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accomplished using BCD. All diffusive terms are centrally differed by default. Pressure
terms are discretized using FLUENT’s generic “second-order” option and gradient
reconstruction is set to Green-Gauss (LES is not particularly sensitive to gradient
reconstruction [27]).
The flow is assumed incompressible; thus, FLUENT’s fully implicit, segregated,
solver is used. While FLUENT offers both segregated and coupled solvers, it is
computationally advantageous to solve the governing equations sequentially, rather than
simultaneously. Fig. 4-6 illustrates the fundamental differences between these two
solution approaches.

Fig. 4-6: Flowcharts for inner iteration: segregated (left) and coupled (right) [34].
Both approaches require the governing equations be solved iteratively—a consequence of
their nonlinear nature. Notice, the segregated approach necessitates the solution of an
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additional equation: the pressure-correction equation. A solution to the segregated
momentum equations will not, in general, satisfy continuity. The pressure-correction
equation is introduced to enforce continuity. While this may seem circuitous, it is far
more economical to solve the equations in this fashion. FLUENT offers a number of
pressure-velocity coupling algorithms. However, SIMPLEC is chosen, as it demonstrably
reduces the number of required inner iterations (i.e., iterations necessary to achieve
convergence for a given timestep) [27]. The SIMPLEC algorithm [40] is a variation of
the original SIMPLE algorithm [41] aimed at increasing iterative convergence.
To model the effects of unresolved turbulence, it is necessary to introduce an SGS
model. FLUENT offers the following models for wall-resolved LES: Smagorinsky-Lilly,
Dynamic Smagorinsky-Lilly (DSL), Wall-Adaptive Local Eddy-Viscosity (WALE), and
Dynamic Kinetic Energy (DKE). While all four models are deficient in some manner (for
example, DSL predicts non-zero turbulent viscosity in regions of laminar shear), the
shortcomings of Smagorinsky’s original model are particularly egregious [6], [18]. For
this reason, it is removed from consideration. Of the remaining models, DSL and WALE
are comparatively similar; both parameterize subgrid-scale stresses using resolved
velocity scales [34]. Inherent to these parameterizations is the assumption of local
dynamic equilibrium. Herein lies the difference between these models and DKE, as DKE
relaxes this assumption and accounts for the transport of SGS TKE:
3/2
𝑘𝑠𝑔𝑠
𝜕𝑘̅𝑠𝑔𝑠
𝜕𝑢̅𝑗 𝑘̅𝑠𝑔𝑠
𝜕𝑢̅𝑖
𝜕 𝜇𝑡 𝜕𝑘𝑠𝑔𝑠
𝜌
+𝜌
= −𝜏𝑖𝑗
− 𝐶𝜖 𝜌
+
(
)
𝜕𝑡
𝜕𝑥𝑗
𝜕𝑥𝑗
Δ𝑓
𝜕𝑥𝑗 𝜎𝑘 𝜕𝑥𝑗

( 4.1 )

Reference [42] has a more complete discussion of this model. DKE thus offers a subtle
benefit: SGS TKE need not be empirically estimated. As a result, it is possible to directly
calculate the resolved fraction of total TKE
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𝑘resolved
𝑘resolved
=
𝑘sgs + 𝑘resolved
𝑘total

( 4.2 )

It is for this subtle benefit that DKE is chosen. Celik et al. [43] claim LES predictions are
reliable if at least 80% of the total turbulent kinetic energy is resolved. Their
recommendations have guided the work of many researchers [44], [45], [46]. In
employing DKE, the recommendations of Celik et al. also guide the present work.

4.3 Meshing
In 1992, Aerospace Engineer Joe F. Thompson observed, “The PDE codes now
available typically require much less esoteric expertise of the knowledgeable user than do
the grid generation codes” [36]. To this day, mesh generation remains a significant
bottleneck. Despite decades of research, algorithmic advancement has stagnated.
According to NASA, current mesh generation software cannot consistently “produce
valid high-quality meshes of the desired resolution about complex configurations on the
first attempt” [47]. Compensatory human intervention is thus necessary, as an illconceived mesh can (1) degrade discretization accuracy, (2) reduce stability, and (3)
increase numeric diffusion [36]–[38]. A high-quality mesh is of paramount importance,
especially for LES.
A block-structured hexahedral mesh seems an apt first choice for LES. However,
FLUENT’s in-house meshing software does not support block-structured meshing. For
this purpose, ANSYS developed ICEM CFD—a companion application also compatible
with FLUENT. Since the DVLTAV is approximately spherical, an O-grid blocking
topology is used. Fig. 4-7 depicts a block-structured mesh generated using ICEM CFD
(Note: mesh density is drastically reduced for illustrative purposes).

60

Fig. 4-7: 2D cut plane of block-structured hexahedral mesh generated using ICEM
CFD.
Notice, the quality in most regions is exceptional. There is, however, one glaring
flaw: dramatic step-changes in element size. Block-structured meshes do not permit the
refinement of individual blocks (a topological constraint). To circumvent this
fundamental limitation, individual elements were isotopically subdivided. While
FLUENT accepts hanging nodes (i.e., a node not shared by all neighboring elements),
this solution is not ideal. Clearly, a more flexible approach is needed.
Unstructured tetrahedral meshing offers increased flexibility (hence its
prevalence). Unlike other unstructured meshing algorithms, Octree produces regular
tetrahedra wherever topologically possible, making it an attractive choice for LES. Fig.
4-8 depicts an Octree mesh generated using ICEM CFD (Note: mesh density is
drastically reduced for illustrative purposes).

61

Fig. 4-8: Cut plane of Octree mesh generated in ICEM CFD.
Only in sensitive regions is the mesh refined. The ability to effectuate targeted
refinement is, perhaps, the single greatest advantage of unstructured tetrahedral meshing.
Unfortunately, transitions between regions of differing resolution are abrupt (an artifact
of the Octree algorithm). Moreover, element quality within transitory regions is poor.
Element grading can be marginally improved by decreasing global growth parameters,
but this does little to improve quality. Although it lacks “smoothness,” the flexibility of
the Octree mesh is a significant improvement over the rigidity of the block-structured
mesh.
To improve smoothness, Delaunay meshing is used. While ICEM CFD does offer
Delaunay meshing, FLUENT’s in-house meshing software (henceforth FLUENT
meshing) is preferred for this purpose. Fig. 4-9 depicts a Delaunay mesh generated using
FLUENT meshing (Note: mesh density is drastically reduced for illustrative purposes).
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Fig. 4-9: Cut plane of Delaunay mesh generated in FLUENT meshing.
Notice the stark contrast between Fig. 4-9 and Fig. 4-8; the Delaunay mesh is appreciably
“smoother. Its refinement is also more efficient. Fig. 4-10 depicts the regions in which
the mesh is refined.

Fig. 4-10: Bodies of influences used in generation of Delaunay mesh.
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Notice, the near-wake refinement region (NWRR) is teardrop-shaped. Its influence is
very clearly depicted in Fig. 4-9; while less prominent (a consequence of reduced
density), the influence of the far-wake refinement region (FWRR) can also be discerned.
Owing to its quality, “smoothness”, and efficiency, the Delaunay mesh is most conducive
to LES. Hence, it is used in all simulations. With a meshing strategy outlined, it is now
possible to discuss mesh sizing.

4.4 A Priori Estimation Using RANS
Recall, Celik et al. [43] recommends >80% of the total TKE be resolved at every
point in the computational domain. Equivalently, “the filter cutoff must be placed
sufficiently far within the inertial subrange” [16]. TKE resolution is commensurate with
spatial resolution; as spatial resolution increases (i.e., filter cutoff decreases), so too does
TKE resolution, as illustrated by Fig. 4-11.

Fig. 4-11: Energy spectrum, depicting both resolved TKE (green) and modeled TKE
(red) [20].
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This begs the question, at what spatial resolution is >80% of the total TKE resolved? An
estimate for the minimum required (spatial) resolution can be obtained by invoking
Equation ( 2.9 )
1
lEI ≈ l0
6

( 4.3
)

Recall, lEI is the demarcation point between the energy-containing range and the inertial
range (hence the subscript, EI). The integral length scale can be approximated via (see
section 2.5 Length Scales)
𝑘 3/2 𝑘 1⁄2
l0 ≈
≈
𝜖
𝐶𝜇 𝜔

( 4.4
)

Thus, using an appropriate RANS model, lEI can be estimated a priori.
As a concrete example, consider the 30mph case. Fig. 4-12 depicts the estimation
of lEI using Menter’s SST model [48].

Fig. 4-12: A priori estimate of the minimum required resolution (for LES) obtained
using k-ω SST; contours of lEI plotted on the x = 0 plane.
Observe, lEI is minimum in the near-wake region (excluding the near-wall region).
Conversely, TKE is maximum in the near-wake region, as Fig. 4-13 depicts.
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Fig. 4-13: TKE distribution in computational domain (left) TKE distribution in
boundary layer (right); contours plotted on the x = 0 plane obtained using k-ω SST.
For this reason, mesh resolution is higher in the NWRR than in the FWRR (see Fig.
4-10). Also observe, TKE demonstrably peaks in the boundary-layer; since TKE is
known to peak in the buffer layer (see section 2.7 Turbulent Boundary Layers), boundary
layer thickness may be estimated in this manner. Recall, LES requires approximately 30
nodes within the boundary layer to ensure proper resolution of near-wall eddies.
The NWRR is teardrop-shaped to best encapsulate the recirculation region. Fig.
4-14 depicts the recirculation region.
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Fig. 4-14: Contours of velocity magnitude, plotted on plotted on the x = 0 plane;
obtained using k-ω SST.
It is in this teardrop-shaped region that (1) lEI is minimum and (2) TKE is maximum. The
NWRR is sized so as to increase mesh resolution only within this region. Fig. 4-15
depicts a Delaunay mesh generated using a priori estimates.
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Fig. 4-15: Delaunay mesh generated for 30mph case based on a priori RANS
estimates (note: entire computational domain not depicted).
A posteriori analysis is necessary to assess mesh efficacy; generally, it is deficient in
some manner. However, a priori estimation with RANS provides an excellent “first
guess.”

4.5 Convergence
Owing to their nonlinear nature, the governing equations must be solved
iteratively. Thus, appropriate convergence criteria must be established. Convergence is
thus defined to occur when:
1. All residuals are 10-4 or less.
2. All relevant quantities achieve statistically steady states.
FLUENT defines the residual of quantity 𝜙 as [34]
𝑅𝜙 =

∑Cells|∑nb 𝑎nb 𝜙nb + 𝑏 − 𝑎P 𝜙P |
∑Cells |𝑎P 𝜙P |
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( 4.5
)

where 𝑎𝑛𝑏 are the influence coefficients for the neighboring cells, 𝑎𝑝 is the center
coefficient, and b is the source contribution.
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Chapter 5: Results and Discussion
5.1 Drag Characteristics
For each case, data acquisition was delayed by at least 1 throughflow time to
allow a statistically stationary state to develop. Throughflow time is defined as
𝑇𝑡𝑓 =

𝐿
𝑈∞

( 5.1
)

where L is the length of the computational domain and 𝑈∞ is the freestream velocity.
After the initial transient, each case was integrated for an additional 5 throughflow times
to ensure statistical convergence (Menter [27] recommends integrating over a minimum
of 3 throughflow times). Fig. 5-1 depicts the temporal evolution of the drag coefficient
for each case considered.
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Fig. 5-1: Temporal evolution of streamwise drag coefficient, 10mph (top), 50mph
(bottom); dashed red line indicates time average.
The drag coefficient is defined as
𝐶𝑑 =

𝐹𝑑
2𝐴
0.5𝜌𝑈∞

( 5.2
)

where 𝐹𝑑 is the drag force and A is the frontal area. All time histories are clearly chaotic;
however, as Reynolds number increases, so too does the average amplitude of oscillation.
This observation is further buttressed by Table 5-1.
Table 5-1: Drag coefficient statistics.
𝑼∞ (𝐦𝐩𝐡)
10
20
30
40
50

𝑹𝒆
~60,000
~120,000
~180,000
~245,000
~300,000

̅𝑪̅̅𝒅̅
0.433
0.405
0.332
0.326
0.311
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𝝈𝑪 𝒅
0.0155
0.0210
0.0230
0.0292
0.0299

̅̅̅𝒅̅ (%)
𝝈𝑪𝒅 /𝑪
3.58
5.19
6.93
8.96
9.63

The last column of Table 5-1 is the coefficient of variation defined as
̅̅̅
𝜎𝐶𝑑 /𝐶
𝑑

( 5.3
)

where 𝜎𝑐𝑑 is the standard deviation of 𝐶𝑑 . At a Reynolds number of ~300,000, the
coefficient of variation is nearly 10%, whereas, at a Reynolds number of ~60,000, the
coefficient is 3.6%. Vortex shedding becomes increasingly violent as Reynolds number is
increased—a violence that manifests itself as an increase in the volatility of Cd.
Experimental drag coefficients are available from the research of Graves [2]. Fig.
5-2 is a graphical comparison of experimental and computational data.

Fig. 5-2: Comparison of experimental and computational data.
Table 5-2 offers a more quantitative comparison.
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Table 5-2: Comparison of experimental and computational data; overbar indicates
temporal average.
𝑼∞ (𝐦𝐩𝐡)
10
20
30
40
50

𝑹𝒆
~60,000
~120,000
~180,000
~245,000
~300,000

𝐂𝐨𝐦𝐩. ̅̅
𝑪̅𝒅̅
0.433
0.405
0.332
0.326
0.311

𝐄𝐱𝐩. ̅̅
𝑪̅̅𝒅
0.448
0.399
0.351
0.316
0.307

𝐄𝐫𝐫𝐨𝐫 (%)
3.34
1.50
5.41
3.16
1.30

While the maximum error is ~5.4%, the average error is considerably lower (~2.9%).
Overall, the agreement is excellent. For use in future studies, the data was fit with a
power function:
𝐶𝑑 = 6.98𝑅𝑒 −0.247

60,000 ≤ 𝑅𝑒 ≤ 300,000

( 5.4
)

When plotted on logarithmic axes, the data is linear, thus a power function fit was
deemed most appropriate. As Reynolds number is increased, drag approaches a nearconstant value.
The DVLTAV also experiences a net lateral force, as depicted by Fig. 5-3.
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Fig. 5-3: Phase diagram of Cs and Cl for the 50mph case; red arrow indicates timeaveraged magnitude of lateral force coefficient.
Both the lift force (𝐹𝑙 ) and side force (𝐹𝑠 ) were nondimensionalized to facilitate
comparison with the drag force:
𝐶𝑙 =

𝐹𝑙
,
2𝐴
0.5𝜌𝑈∞

𝐶𝑠 =

𝐹𝑠
2𝐴
0.5𝜌𝑈∞

( 5.5
)

The instantaneous lateral force coefficient (CL) can be calculated from
𝐶𝐿 = √𝐶𝑆2 + 𝐶𝑙2

( 5.6
)

where 𝐶𝑆 is the side force coefficient and 𝐶𝑙 is the lift coefficient. The time-averaged
magnitude of CL is approximately zero. Overall, drag is clearly the dominant force, as
would be expected for a bluff body. 𝐶𝑆 and 𝐶𝑙 oscillate erratically—more so than 𝐶𝑑 —
evidenced by the highly irregular meanderings of the phase diagram curve. These results
are more or less typical; hence, only the 50mph case is depicted.
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5.2 Comparison of Drag Characteristics
Since the DVLTAV bears some semblance to both a sphere and a golf ball, it
seems only natural to compare their drag characteristics. Fig. 5-4 depicts experimental
drag curves for both a golf ball and a sphere.

Fig. 5-4: Drag characteristics of a golf ball [49] and a smooth sphere (right) [11].
These geometries have also been exhaustively analyzed using LES (for example: Jones
and Clark [6] (sphere) and Li et al. [7] (golf ball)). The drag on a golf ball is
approximately constant over the range 60,000 ≤ Re ≤ 150,000, as is the drag on a sphere.
At a relatively high Reynolds number (~370,000), the sphere experiences a drag crisis
(i.e., an abrupt reduction in drag). Notice, the golf ball experiences a similar crisis, albeit
at a much lower Reynolds number. The DVLTAV does not experience such a crisis—at
least, not over the range 60,000 ≤ Re ≤ 300,000—as evidenced by Fig. 5-2. It is possible
a crisis occurs outside of this range, but further study would be necessary to ascertain this
fact. Fig. 5-5 compares the drag coefficients for the DVLTAV, golf ball, and smooth
sphere.
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Fig. 5-5: Comparison of drag coefficients for a smooth sphere (black), golf ball
(blue), and the DVLTAV (red) (data from [11] and [49]).
For lower Reynolds numbers, the DVLTAV’s drag coefficient is similar to that of a
smooth sphere. However, as Reynolds number increases, the DVLTAV’s drag coefficient
becomes increasingly similar to that of a golf ball.

5.3 General Flow Characteristics
5.3.1 Local and Global Separation
Fig. 5-5 raises several questions: (1) Why, for lower Reynolds numbers, is the
DVLTAV’s drag coefficient similar to that of a smooth sphere? (2) Conversely, why, for
higher Reynolds numbers, is the DVLTAV’s drag coefficient similar to that of a golf
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ball? (3) Why does the DVLTAV’s drag coefficient decrease as Reynolds number
increases? To answer these questions, it is necessary to first understand the flow physics
of both golf balls and spheres.
Notice, the drag coefficient of a sphere (Fig. 5-4) decreases steadily up unto a
Reynolds number of approximately 1,000, at which point it plateaus. Then, at a Reynolds
number of approximately 270,000, the drag coefficient decreases abruptly. This sudden
reduction in drag is known as the drag crisis and is precipitated by the transition from
laminar to turbulent flow (within the boundary layer). Consequently, at crisis, the
separation point shifts to the rear (from approximately 87̊ to 103̊ [7]), as the turbulent
boundary layer is more tolerant of the adverse pressure gradient. Up unto the point of
separation, the boundary layer is everywhere coherent. Fig. 5-6 depicts how angle of
separation is typically defined for spherical/semi-spherical bodies.

Fig. 5-6: Time-averaged surface streamlines depicting laminar separation (angle of
separation is approximately 87̊) [6].
The dimples of a golf ball serve to prematurely induce transition to turbulence.
Whereas the boundary layer of a sphere naturally transitions to turbulence, golf balls are
designed to artificially trip transition. Notice, in Fig. 5-4, the golf ball undergoes crisis at
a Reynolds number of approximately 60,000—compared to 270,000 for a sphere. At
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crisis, the separation point shifts to the rear (from approximately 85̊ to 110̊ [7]), similar to
a sphere. Once again, up unto the point of separation, the boundary layer is everywhere
coherent.
The DVLTAV too has “dimples,” although they are far larger and lesser in
number than those of a golf ball. The dimples of a golf ball subtly perturb the flow,
tripping transition without inducing separation. The DVLTAV’s “dimples” induce
separation, rather than trip turbulence. Fig. 5-7 and Fig. 5-8 depict contours of timeaveraged wall shear. Separation is defined as occurring when time-averaged wall shear
approaches zero. Relatively low time-averaged wall shear indicates semi-coherent
attachment.
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Fig. 5-7: Side view of time-averaged wall shear for (a) 10mph case (b) 50mph case.

Fig. 5-8: Top view of time-averaged wall shear for (a) 10mph case (b) 50mph case.
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The DVLTAV’s “dimpled” surface induces a pattern of local separation and
reattachment (consistent across all Reynolds numbers), culminating in complete
separation around the equator. Unlike both a golf ball and a sphere, the boundary layer is
not everywhere coherent prior to (global) separation. This pattern of local separation and
reattachment deprives the flow of inertia. Consequently, global separation consistently
occurs at the equator, as evidenced by Fig. 5-7 and Fig. 5-8; with reduced momentum, the
flow cannot navigate the equatorial “ridge” (underlying CNC ring) depicted in Fig. 5-9.

Fig. 5-9: Depiction of equatorial ridge (left) and contour of time-averaged wall shear
for 50mph case (right).
Notice, all instances of local separation coincide with the locations of “ridges”. However,
it is not until the equatorial “ridge” that the flow detaches completely, as illustrated by
Fig. 5-10.
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Fig. 5-10: Contours of time-averaged velocity magnitude plotted on yz-plane for (a)
10mph case and (b) 50mph case.
A five-fold increase in Reynolds number precipitates only a marginal delay in separation.
This is why a decisive drag crisis is not observed. For a sphere, the separation point shifts
almost 20̊ downstream at the crisis. Unlike both a golf ball and a sphere, the global
separation point never shifts to the rear. For this reason, the DVLTAV is more akin to a
sphere at low Reynolds numbers (at low Reynolds numbers, the sphere has yet to
experience a drag crisis, unlike a golf ball).
Over the range of Reynolds numbers considered, the DVLTAV’s drag coefficient
decreases by roughly 25%. While incommensurate with the increase in Reynolds number,
drag does decrease appreciably. Since the global separation point does not shift
dramatically, what precipitates this decrease? As Reynolds number increases (i.e., flow
momentum increases), reattachment regions grow in size (several such regions are
highlighted with white ellipses in Fig. 5-7 and Fig. 5-8). This increase in reattachment
manifests itself as a decrease in drag. Once reattachment regions achieve maximum size,
drag plateaus—as evidenced by Fig. 5-2.
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While the DVLTAV’s drag coefficient does decrease with Reynolds number,
there is no evidence of a drag crisis. For this reason, the DVLTAV is more akin to a golf
ball at high Reynolds numbers, as a sphere experiences a drag crisis at a Reynolds
number of ~270,000. Transition is the controlling flow mechanic for both golf balls and
spheres, whereas separation/reattachment is the controlling flow mechanic for the
DVLTAV.

5.3.2 Wake Region
Visualizing the wake region requires proper identification of coherent flow
structures. The Q-criterion, proposed by Hunt et al. [50], is a popular visualization
technique; Hunt et al. defines an eddy as a region of space with positive second invariant
of the velocity gradient. The second invariant of the velocity gradient is defined as
𝑄=

1
(|𝛀|2 − |𝑺|2 )
2

( 5.7
)

where 𝜴 and S are the antisymmetric and symmetric components of the velocity gradient
tensor, respectively. A positive value of Q indicates vorticity prevails over strain. Fig.
5-11 depicts instantaneous iso-surfaces of the Q-criterion for the 30mph case. Since the
vortex street does not appreciably change as Reynolds number is increased—at least, not
outwardly—only the 30mph case is depicted; it alone is sufficient for general
characterization.
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Fig. 5-11: Iso-surfaces of Q-criterion colored by time-averaged velocity; plotted for
30mph case.
Consistent with a priori predictions (see Fig. 4-12), the smallest of length scales are found
in the near-wake region. Hairpin-shaped vortical structures are also clearly present both
within this region and further downstream. Notice, the same separation patterns depicted
in Error! Reference source not found. are also observable in Fig. 5-11.

5.4 Velocity Spectra
Velocity spectra were obtained for only one Reynolds number, as it was necessary
to integrate for over 30 throughflow times to obtain sufficient data. Both streamwise (zdirection) and transverse (y-direction) velocity were sampled at 40 points along the zaxis, spanning 2D. The first sample point was located 5D downstream to allow the flow
sufficient length to recover homogeneity. Fig. 5-12 and Fig. 5-13 depict the longitudinal
and transverse velocity spectra, respectively.
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Fig. 5-12: Longitudinal energy spectrum (top left). Longitudinal autocorrelation
function (top right). Longitudinal (streamwise) fluctuating velocity (bottom).
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Fig. 5-13: Transverse energy spectrum (top left). Transverse autocorrelation
function (top right). Transverse (y-direction) fluctuating velocity (bottom).
Both energy spectra agree reasonably well Kolmogorov theory. To recover a
greater portion of the inertial subrange would require increased mesh density—an
unnecessary expenditure, given the premise of LES. Nonetheless, both spectra
demonstrably exhibit a -5/3 slope, albeit over limited ranges. Interestingly, the transverse
fluctuating velocity appears to oscillate more rapidly than the longitudinal fluctuating
velocity. This is consistent with the response of 𝐶𝐿 , whose behavior was markedly more
erratic than the that of 𝐶𝐷 .
The transverse autocorrelation function decays more rapidly than the longitudinal
autocorrelation function. Consequently, the longitudinal integral length scale is larger;
Table 5-3: compares the longitudinal integral length scale, transverse integral length
scale, and a priori RANS estimate.
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Table 5-3: Summary of length scales at a distance of 5D downstream for the 30mph
case.
l11
0.056

l22
0.031

l0 (𝑅𝐴𝑁𝑆)
0.1

Notice, l11 = 1.8l22 ; theoretically, l11 = 2l22. While not excellent, the a priori RANS
estimate is reasonable—certainly sufficient for a first guess.

5.5 Pressure Distribution
Graves [2] recorded static pressure measurements at the 16 discrete locations
depicted in Fig. 5-14. Both the sting location and stagnation point are also marked for
reference.

Fig. 5-14: Static pressure measurements locations.
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Note, the measurement locations are symmetric. Pressure port pairs are summarized by
Table 5-4.
Table 5-4: Summary of measurement location symmetric pairs.
𝐏𝐚𝐢𝐫 #
1
2
3
4
5
6
7
8

𝐋𝐨𝐜𝐚𝐭𝐢𝐨𝐧𝐬
1 & 16
2 & 12
3 & 15
4 & 14
5 & 13
6 & 11
7 & 10
8&9

While Graves tested the DVLTAV for freestream velocities ranging from 10-100mph (in
10mph increments), only the 50mph case will be compared with LES results;
experimental uncertainty was deemed unacceptable for the 10-40mph cases [2]. Fig. 5-15
compares experimental and computational results for the 50-mph case. Data is arranged
in accordance with Table 5-4.
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Fig. 5-15: Comparison of experimental and computational pressure distributions.
Both RANS and experimental results are from the study of Graves [2]. Note the
symmetry exhibited by location pairs (i.e., 1 & 16, 2 & 12, etc.…) Overall, LES results
compare more favorably with experimental data, as evidenced by Table 5-5.
Table 5-5: RMS error of both LES and RANS results.
𝐌𝐞𝐭𝐡𝐨𝐝
LES
RANS

𝐑𝐌𝐒 𝐄𝐫𝐫𝐨𝐫 (𝐏𝐚)
130
250

The agreement between LES and experimental results is marginal, but better than that of
RANS. Bear in mind, the 50mph case coincided with the maximum acceptable
experimental uncertainty. A plausible explanation for the discrepancies between
experimental and computational data is surface roughness. The surface of the additively
manufactured DVLTAV Graves used in his study was exceptionally rough. This likely

88

precipitated premature separation (as Graves observed when studying an additively
manufactured sphere).

5.6 Quality Assessment
For simplicity, all 5 simulations were conducted using only two meshes: mesh
M1L, consisting of ~50M elements and mesh M1S, consisting of ~15M elements. Table
5-6 summarizes a number of pertinent simulation statistics.
Table 5-6: Summary of simulation statistics; corner brackets indicate values
averaged in both space and time.
𝑼∞ (𝐦𝐩𝐡)

𝑹𝒆

𝜟𝒕 (𝐦𝐬)

〈𝐂𝐅𝐋〉

〈𝜟+ 〉

10
20
30
40
50

~60,000
~120,000
~180,000
~245,000
~300,000

1/4
7/32
3/16
5/32
1/8

0.7
1.3
1.7
4.0
4.1

16
31
44
32
39

〈

𝒌𝐫𝐞𝐬𝐨𝐥𝐯𝐞𝐝
〉 (%)
𝒌𝐭𝐨𝐭𝐚𝐥
92
91
89
92
91

𝑵𝑬𝒍𝒆𝒎𝒆𝒏𝒕𝒔 (× 𝟏𝟎𝟔 )
~15
~15
~15
~50
~50

Timestep size was chosen such that convergence (see 4.5 Convergence) was attainable
within <10 inner iterations. Hart [43], in his study of a dimpled sphere, chose timestep
size in a similar fashion.
Recall, a “good” LES resolves >80% of the total TKE at every point in the
computational domain [43]. At minimum, 89% of the total TKE was resolved. Further
recall, solid boundaries carry additional requirements [18]:
15 ≤ 𝛥𝑧 + ≤ 40,

50 ≤ 𝛥𝑥 + ≤ 150

( 5.8 )

Except for academic flows, Δ𝑥 + and Δ𝑧 + are notoriously difficult to define [18]. Hence,
the following single-value approximation was introduced:
𝛥+ =

𝜌𝑢
̅̅̅̅max(|𝐶𝐹
𝜏0
𝑖 |)
𝜇
89

( 5.9 )

𝑢𝜏0 is the time-averaged friction velocity and 𝐶𝐹𝑖 is the 𝑖 th centroid-to-centroid vector.
̅̅̅̅
Fig. 5-16 depicts both ̅̅̅̅
𝑢𝜏0 and CD𝑖 in context.

Fig. 5-16: Section of DVLTAV surface mesh depicting the quantities used in the
calculation of 𝚫+ .
A MATLAB script was developed to calculate the value of Δ+ at every node where the
flow remained attached. Average values of Δ+ are recorded in Table 5-6; all reported
values are sufficiently small.
To assess the adequacy of spatial resolution, a third mesh (M2) was constructed;
comprised of 32M elements, M2 was larger than M1S, but smaller than M1L. Both the
30mph case and 50mph case were recomputed using M2. Table 5-7 summarizes the
results.
Table 5-7: Comparison of drag coefficients.
𝑼∞ (𝐦𝐩𝐡)
30
50

𝑹𝒆
~180,000
~300,000

𝑪𝑫 (𝐎𝐫𝐢𝐠𝐢𝐧𝐚𝐥 𝐑𝐞𝐬𝐨𝐥𝐮𝐭𝐢𝐨𝐧)
0.332
0.311

90

𝑪𝑫 (𝐌𝟐)
0.340
0.303

Difference (%)
2.41
2.57

Clearly, the resolutions of both M1S and M1L were adequate for these two cases. It is
assumed this implies adequacy of resolution for the remainder of cases, as their Reynolds
numbers were lower.
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Chapter 6: Conclusions
The DVLTAV proposed by Graves et al. [1] was simulated over a range of
Reynolds numbers using LES. The following can be concluded:
•

Computational results agreed remarkably well with experimental data;
consequently, there is great confidence in the ability of LES to accurately predict
salient flow features.

•

Compared with both a sphere and a golf ball, the DVLTAV was more akin to the
latter at a higher Reynolds number and more akin to the former at a lower
Reynolds number. While there was no evidence of a decisive drag crisis, the drag
coefficient did decrease by roughly 25% over the range of Reynolds number
considered. The golf ball exhibited a drag crisis at a Reynolds number of ~50,000.
The DVLTAV could exhibit a crisis at a similarly low Reynolds number, but
further study would be necessary to ascertain this.

•

While the DVLAV does experience a net lateral force, it is negligible compared
with the drag force (this is expected for a bluff body). The lateral force did,
however, oscillate more erratically than the drag force.

•

Global separation occurred at approximately the same location for all Reynolds
numbers considered. This is why a decisive drag crisis was not observed. During
crisis, the detachment point of a sphere shifts nearly 20̊ downstream.
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•

The DVLTAV’s “ridged” surface tended to induce a pattern of local separation
and reattachment. This pattern of separation-reattachment-separation was
consistent across all Reynolds numbers.

•

Both longitudinal and transverse velocity spectra were obtained for the 30mph
case. Consistent with the behavior of 𝐶𝐿 , the y-velocity oscillated more erratically
than the z-velocity. Both spectra agreed well with Kolmogorov theory over a
limited range of wavenumbers. The inertial subrange was clearly represented,
indicating adequacy of resolution—at least for the 30mph case.

•

All LES simulations were preceded by at least one RANS simulation. RANS was
used to estimate lEI a priori. LES meshes were constructed based upon this initial
estimation and assessed for efficacy a posteriori. Overall, RANS provided
reasonable estimates of lEI and, hence, l0 .

•

To ensure LES quality, at least 80% of the total TKE was resolved at every point
in the computational domain; the viscous gird was also demonstrated to be
sufficiently fine. A single-value approximation for the viscous grid was
introduced, as the canonical definition proved ambiguous; the approximation was
based on the maximum distance between cell centroids. For both the 30mph case
and 50mp case, the drag coefficient was shown to be independent of spatial
resolution. It was assumed this implied adequacy of resolution for the remaining
cases.
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