Models of black hole properties play an important role in the ongoing direct detection of gravitational waves from black hole binaries. One important aspect of model based gravitational wave detection, and subsequent estimation of source parameters, are the low level modeling of information related to perturbed Kerr black holes. Here, we present new methods and models for the analytically understood gravitational wave spectra (quasinormal mode frequencies), and harmonic structure of Kerr black holes (mixing coefficients between spherical and spheroidal harmonics). In particular, we present a greedy-multivariate-polynomial (GMVP) regression method and greedy-multivariate-rational (GMVR) regression method for the automated modeling of polynomial and rational functions respectively. GMVR is a quasi-linear numerical method for interpolating rational functions. It therefore represents a solution to Runge's phenomenon. GMVP is used to develop the first model for QNM frequencies explicitly enforces consistency with the extremal Kerr limit. GMVR is used to develop a model for harmonic mixing coefficients that extends previous results to dominant multipoles with ≤ 5. We discuss the use of these models in current and future gravitational wave signal modeling.
I. INTRODUCTION
In the coming years, expectations for frequent Gravitational wave (GW) detections of increasing signal-to-noise ratio (SNR) are high [1, 3] . Concurrent with Virgo, the Advanced LIGO (aLIGO) detectors will enter their third observing run in approximately early 2019. During this period, a few to dozens of binary black hole (BH) signals are likely to be detected [3] . In this context, signal detection and subsequent inference of physical parameters hinges upon efficient models for source properties and dynamics [4] . Most prominently, there is ongoing interest in efficient and accurate signal models for binary BH inspiral, merger and ringdown (IMR) [7, 15, 22] . As the merger of isolated BHs is expected to result in a perturbed Kerr BH, there is related interest in having computationally efficient models for perturbative parameters, namely those that enable evaluation of the related ringdown radiation [6] .
In particular, a perturbed Kerr BH (e.g. resulting from binary BH merger) will have GW radiation that rings down with characteristic dimensionless frequencies,ω mn = ω mn + i/τ mn , where ω mn is the central frequency of the ringing, and 1/τ mn is the damping rate. These discrete frequencies have associated radial and spatial functions which are spheroidal harmonic in nature [18, 20] . Together, these harmonic functions and frequencies constitute the Quasi-Normal Mode (QNM) solutions to Einstein's equations. Specifically, they are the eigen-solutions of the source free linearized Einstein's equations (i.e. Teukolsky's equations [29] ) for a perturbed BH with final mass, M f , and dimensionless final spin, j f . The well known and effective completeness of these solutions allows gravitational radiation from generic perturbations to be well approximated by a spectral (multipolar) sum which combines the complex QNM amplitude, A mn , with the spin weight -2 spheroidal harmonics, −2 S mn .
= 1 r mn A mn e iω mn t −2 S mn ( j fω mn , θ, φ) = 1 r ¯ m h¯ m (t) −2 Y¯ m (θ, φ) .
In the first and second lines of Eqn. (1), we relate the observable GW polarizations, h + and h × , to the analytically understood morphology of the time domain ringdown waveform. Here, the labels and m are polar and azimuthal eigenvalues of Teukolsky's angular equations, where units of M i = 1 (e.g. the initial mass of the binary BH system), and c = 1. In the third line of Eqn. (1), we represent h in terms of spherical harmonic multipoles. This latter form is ubiquitous for the development and implementation of IMR signal models for binary BHs.
Towards the development of these models, Eqn. (1) enters in many incarnations. In the Effective One Body (EOB) formalism, h¯ m is modeled such that, after its peak (near merger), the effective functional form reduces (asymptotically) to Eqn. (1)'s second line [8, 9, 12, 24, 25] . This view currently comes with the added assumption that −2 S mn = −2 Y m , where only n = 0 is explicitly considered, and −2 Y m are the spins weighted -2 spherical harmonics. Only where j fω mn = 0 do −2 S mn (0, θ, φ) = −2 Y m θ, φ), which makes equating the spherical and spheroidal harmonics approximate at best for general values of j fω mn . The consequences of that approximation, in particular the mixing between spherical and spheroidal harmonics, are discussed in reference [5, 19, 20] . This approximation also applies to many of the Phenom models, where the frequency domain multipoles,h¯ m ( f ), are constructed such that their high frequency behavior is consistent with Eqn. (1) in the time domain [15, 17, 22, 28] .
Both Phenom and EOB approaches directly use phenomenological models for the QNM frequencies, as these fits are more computationally efficient than the underlying analytic calculations, which involve the solving of continued fraction equations [18] . In the case of the higher multipole model PhenomHM and its derivative models, fits for the QNM frequencies are used in the process of mappingh 22 ( f ) into other h¯ m ( f ) [22] . In that setting, it is demonstrated that QNM frequencies correlate with the morphology of each h¯ m in not only ringdown, but also merger and late inspiral, as is implied by the source's causal connectedness pre and post merger. (2) where, the spherical-spheroidal mixing coefficient, σ¯ m mn , is
In Eqn. (3), * denotes complex conjugation, and Ω is the standard solid angle in spherical polar coordinates. In practice, using Eqn. (2) is computationally efficient: Whereas the calculation of each −2 S mn involves a series solution which slowly converges for j f near unity, the calculation of each −2 Y¯ m is achieved using closed form expressions. It is therefore efficient to use accurate models for σ¯ m mn which avoids convergence issues. These can then be used directly to calculate h¯ m via Eqn. (2) , and thereby the GW polarizations via Eqn. (1) .
In this combined context, it is clear that the modeling of QNM frequencies,ω mn , and spherical-spheroidal mixing coefficients, σ¯ m mn , are relevant for a range of GW signal models. While models forω mn and σ¯ m mn are present in the literature (e.g. [5, 6] ), there exist minor shortcomings which we wish to address here.
For the QNM frequencies, it is well known that for nearly extremal BHs (i.e. j f → 1) some of the frequencies have zerodamping (i.e. τ mn → ∞) [30] . In the context of aLIGO data analysis, where source parameters are estimated using routines which sample over the space of all possible BH masses and spins, it is useful to have accurate physical behavior in the extremal limit [2] . Here, we present the first models forω mn that explicitly account for zero-damping in the extremal Kerr limit.
For the modeling of σ¯ m mn , we note that the results presented in [5] are limited to cases where the azimuthal indices, and¯ , are less than or equal to 3. As the most advanced signal models include at least or¯ of 3, there is use in extending current results. In particular, it is well known that σ 43330 can have a significant impact on the (4, 3) spherical multipole (via Eqn. 2). For consistency with the multipolar content of current ringdown models, we extend previous results to include the most significant multipoles with ≤ 5 [19, 20] .
In parallel, the methods for modelingω mn and σ¯ m mn have been dispersed: different phenomenological techniques have been used under no coherent framework. Here we will present linear modeling techniques, namely the greedy-multivariatepolynomial (GMVP) and greedy-multivariate-rational (GMVR) algorithms, in which model terms are iteratively learned with no initial guess. The description of GMVP given here is complementary to similar algorithms used to model QNM excitation amplitudes, A mn , as present in reference [10, 19, 20] . As we will discuss, the GMVR algorithm is an iterative approach to the (pseudo) linear modeling of multivariate rational functions, wherein iterations of linear inversions are used to refine the ultimately non-linear model.
In the rudimentary form presented here, both GMVP and GMVR are intended for use with low noise data (e.g. the results of analytic calculations), and each employs a reverse (or negative) greedy algorithm to counter over modeling [11, 14] . As the underlying process for GMVP and GMVR is stepwise regression, highly correlated basis vectors (i.e. polynomial terms) are handled via an approach we will call degree tempering. It will be demonstrated that these approaches are readily capable of modeling the complex valuedω mn and σ¯ m mn . Results suggest that the versions of GMVP and GMVR presented here may have broad application in instances where training data are approximately noiseless, and an initial guess is difficult to obtain. Both algorithms are publicly available in Python via Ref. [21] .
The plan of the paper is as follows. In section Section (II), we outline the GMVP and GMVR algorithms. In Section (III), we demonstrate the application of each algorithm. We first consider the application of GMVP to the modeling of QNM frequencies. We then consider the application of GMVR to the modeling of spherical-spheroidal mixing coefficients. In Section (IV), we review the performance of GMVP and GMVR, and we discuss current and potential applications for these methods.
II. METHODS
Within the topic of regression, linear regression has particular advantages. Its matrix based formulation can be computationally efficient, and it does not require initial guesses for model parameters. Perhaps most intriguingly, the formal series expansions of smooth functions support linear and rational models (e.g. Padé approximants) that have application to many datasets. With this in mind, here, we will develop algorithms for the linear (polynomial and rational) modeling of scalar functions (real or complex) of many variables.
If we consider a scalar function, f , of N variables sampled in j, x j = {x α j } N α=0 , then f ( x j ) can be represented (possibly inaccurately) as a sum over K linearly independent basis functions, φ k ( x j ):
The central player in Eqn. (4) is the set of basis coefficients µ k . Typically, one chooses or derives φ k ( x j ) to capture inherent features of f ( x j ). With φ k ( x j ) assumed to be known, the linear representation (namely Eqn. 4) is lastly defined the set of µ k . From here it is useful to note that Eqn. (4) has a linear homogeneous matrix form. In particular, defining
is the pseudo-inverse [23, 26] ofÛ. Equations (4), and related discussion through Eqn. (6) illustrate the most rudimentary solution to the linear modeling problem. However, there are many ways to expand upon and refine the solution presented thus far. In the following subsections we will consider two such approaches. First we will consider the general polynomial modeling of multivariate scalar functions. This will encompass the GMVP algorithm. Second, we will build upon the GMVP approach by considering models of rational functions (polynomials divided by polynomials). To consider these two approaches in a largely automated way (i.e. where the set of possible basis functions is known, but the select basis functions ultimately used are learned), we will make use of the greedy algorithm approach [14] .
A. A Generic Greedy Algorithm
While we most often want a single model for a given dataset (e.g. some approximation of f from numerical calculation or experiment), there are often many more modeling choices than desired. In particular, if we refer to our set of all possible basis functions as our "symbol space", then the problem of determining how many, and which basis vectors (i.e. symbols) to use is a problem of combinatoric complexity.
A well known method for finding an approximate solution to this problem is the so-called "greedy" algorithm: We will iteratively construct models with increasing number of symbols. The process begins by finding the single symbol (basis vector) that yields the most accurate model in the sense of minimizing the least-squares error. That encompasses the first iteration of a process in which we will greedily add symbols to our model. In each subsequent iteration, remaining symbols are added to the model one at a time, resulting in many trial models, each with its own representation error. The trial model with smallest representation error is kept for the next greedy iteration. In this way, a list of optimal model symbols is learned. This forward greedy process ends when the model accuracy, or changes thereof, passes a previously specified threshold. This rough algorithmic picture is encapsulated by Alg. 1. for λ in λ bulk do 7:
= A(λ trial ) (action returns fit error) 9: if < min then 
if not done then 16 :
λ kept = λ kept ∪ λ min (update kept symbols) 18: end if 19: end while 20: Output: {λ kept } (the Greedy Basis)
The very similar "negative" greedy algorithm removes model symbols until representation error increases beyond a specified threshold.
B. Greedy Multivariate Polynomial Fitting
The study of smooth scalar functions (e.g. f ( x)) often centers about the Taylor series expansion. In that instance, it is clear that any infinitely differentiable scalar function of many variables can be represented in terms of its derivatives by
From the first to second line of Eqn. (7), we have used the definition of the exponential function (i.e. its series expansion).
In the second line, the equality has been replaced by an approximation as we have limited the linear representation to K terms. This latter point is key to the perspective of GMVP: given training data thought to be related to a smooth multivariate function, it may in many cases be well approximated by a truncated series expansion in an appropriate coordinate basis.
Algorithm 2 GMVP, a degree tempered stepwise algorithm for multivariate polynomial modeling of scalar data.
1: Input: {x, f,max degree = 6, tol} 2: Define, λ bulk , the bulk symbol space using the n-fold cartesian inner-product of the power set of each basis symbol 3: Define A GMVP according to Alg. (3). 4 : Given max degree, define, D, a list of allowed polynomial degrees (e.g. {0, 1, 2, 3, 4, 5, 6})
bulk as all symbols from λ bulk with degree less than or equal to current degree: λ This truncated expansion happens to be a polynomial in at most N variables. In this setting, the uncertainty of which and how many basis terms to include makes this a problem ripe for the application of linear modeling driven by a greedy process, namely Eqn. (5) and Alg. (1) .
Here, the basis symbols required by Alg.
(1) are the multinomial terms in Eqn. (7) .
Each term is an element of the n-fold cartesian inner-product of the power-sets of each model dimension. That is λ bulk = {x 0 , x 1 ..x N , ...
Note that in practice it may be useful to encode elements of λ bulk with strings representing their constituents (e.g. x 0 x 0 x 1 x 2 x 2 x 4 could be repre- 
Fits of dimensionless QNM central frequencies (solid lines) along with select numerical values (grey markers) computed using Leaver's method [18] . Before the application of κ(), points are spaced between -0.995 and 0.995 according to 0.995 times the sin of a fiducial angle which is uniformly spaced between −π/2 and π/2. Values of  are shown in the upper axis for κ at l = m. The grey dashed line marks the value of κ where  = 0. Fits of dimensionless QNM decay rates (solid lines) along with select numerical values (grey markers) computed using Leaver's method [18] . (Bottom) Percentage residual errors for fits of dimensionless QNM central frequencies and decay times (solid lines) along with select numerical values (grey markers) computed using Leaver's method [18] .
sented by the string "001224"). This provides a way of bijectively mapping between symbols and numerical basis vectors. The action, A(λ trial ), required by Alg. (1) encompasses the evaluation of Eqn. (5) to solve for the basis coefficients, µ k , and the calculation of the modeling error. An explicit sketch of this is given by Alg. (3) .
The combination of these two ideas alone results in an algorithm prone to a deficit of stepwise methods: the algorithm may confuse correlated basis vectors (e.g. x 2 may be confused with x 4 ). To counter this, we may incrementally increase, or temper, the maximum allowed multinomial degree. For example, when iterating through allowed degrees, if the current maximum degree is 3, then degree 4 terms, such as x 0 x 1 x 2 3 , will not be considered within the space of model symbols. The degree tempering process halts when increasing the maximum allowed degree has no significant effect on model representation error.
The combination of degree tempering with the greedy approach results in the GMVP algorithm as presented in Alg. (2).
C. Greedy Multivariate Rational Fitting
Despite the apparent universality of of Eqn. (7), there are many cases where K must be orders of magnitude greater than 1 in order for f to be accurately represented by a multinomial. Worst, in cases where the underlying dataset is best described by a rational function, no polynomial order will yield satisfactory results (i.e. the well known "Runge's phenomenon" [13] ).
Of the simplest examples are rational functions of the form
whereμ is the additive mean of f ( x), andσ f is the standard deviation of f ( x), and φ k are the multinomials basis functions considered in the previous section. Note that, in Eqn. (8), the sum over v does not include the constant term associated with φ 0 . While it is tempting to embrace Eqn. (8)'s f ( x) as a nonlinear function and so resort to nonlinear modeling methods, a reformulation reveals an underlying linear structure [27] . Namely, if we let
then algebraic manipulation of Eqn. (8) allows
We are free to relabel the indices such that Eqn. (10) is manifestly linear in a single index. At this stage, we will also explicitly consider the j th samples of the domain, and so refer to (e.g.) x as x j . These adjustments of perspective result in
where
and
Recalling Equations (5)- (6), it follows that the coefficients of interest (a k and b k ), may be estimated according to
where,P is the pseudo-inverse of the matrix whose elements are ψ k ( x j ), α = (z 0 , z 1 , ...z R+V−1 , z R+V ), and g = (g 0 , g 1 , ...g R+V−1 , g R+V ).
However, we note thatP depends on g signals. Let us briefly consider the effect of zero-mean noise on g, e.g. g → g + n. In this, it may be that shown that n may be entirely relegated toP. It is in this sense that Eqn. (14) is insufficient to generally solve for α, asP may be adversely affected by noise.
The key to robustly solving for α lies in iterative refinement [27] . Specifically, we note that Eqn. (10) may be modified to iteratively minimize the impact of numerical noise onP. That is, to reduce the impact of noise onP, we are free to calculate it using model evaluations of g rather than the original (noisy) training data. If we define g (0) = g (i.e. g is the training data), withP =P( g (n) ), then Eqn. (14) generalizes to
In practice, one solves Eqn. (15) for α (n+1) , and then uses the related a (n+1) r and b 
where ||a|| is the L-2 norm of a.
4: Output:
Much as in the case of multivariate polynomial fitting, we are left with an unknown number and content of basis symbols. In principle, the existence of a r and b v makes the problem more complicated, as one might imagine optimizing over each symbol space independently. To broach this complications, we again use a greedy algorithm with degree tempering. However, rather than independent greedy optimizations for the numerator and denominator bases symbols, Eqn. (11) suggests that the appropriate labeling of symbols (e.g. "numerator" or "denominator") may yield an effective flattening of the supposed 2D symbol selection problem. Put another way, rather than two simultaneous greedy optimizations over R+1 and V symbols (with (R+1)V iterations), a single greedy process over V + R + 1 symbols is performed, where each symbol is additionally labeled as being in the numerator or denominator.
With the conceptual tools in hand, we may proceed to constructing GMVR by first defining its action, A GMVR . This is done in Alg. (4) .
The combination of Eqn. (15) and Eqn. (16), along with PGREEDY and degree tempering, results in the GMVR algorithm as presented in Alg.
(5). Both GMVP and GMVR are publicly available on Github through the positive repository (Ref.
[21]), and may be imported in python via positive.learning.gmvpfit and positive.learning.gmvrfit.
III. RESULTS
We briefly review the application of GMVR to a toy problem wherein a scalar rational function of two variables is treated. We then present two applications to GWs. First we apply GMVP to the modeling of complex valued Kerr QNM frequencies. Second, we apply GMVR to the modeling of spin -2 spherical-spheroidal harmonic mixing coefficients (Eqn. 3). While only 1D and 2D domains are treated here, we note that Ref. [19] has used a version of GMVP to model the QNM excitation amplitudes in a 4D parameter space.
A. GMVR Toy Problem
Here, our goal is to very briefly overview the functionality of the GMVR algorithm as implemented in Ref. [21] . While it is possible to investigate the output of GMVR with varying hyper-parameters (such as the tolerance input to Alg. 5), we will focus only on a simple usage case. Similarly, we note that GMVR as implemented in Ref. [21] involves a negative greedy phase to counter over-modeling in cases where the aforementioned tol is too low. For relevance of presentation to physics examples in subsequent sections, we will restrict ourselves to a case where numerical noise is low, and the negative greedy step does not alter the output of Alg. 5.
Let us now consider the application of GMVR to a fiducial scalar function of the form
where n is a uniform random variable on [−1, 1]. Towards easily identifying test values for a j and b k with those recovered, it is more straightforward to distribute σ to the denominator, yielding
Under this perspective we will consider test data generated with the parameters listed in Table (I) 's left two panels. To generate the test data, Eqn. (18) is evaluated with 25 points in x 0 and x 1 , where each is between -3 and 3. Though not a requirement of GMVR, for simplicity of presentation, domain points are equally spaced. A gaussian fit to the fractional residuals is displayed for comparison. In particular, despite the uniform nature of the underlying noise distribution, a biased fit will often have residuals that are approximately gaussian. We see that this is not the case here, and that the uniformly random noise distribution is approximately recovered. Specifically, when considering many noise realizations, we find that sample noise and residuals have an average correlation of 99.46%. Here it is demonstrated that GMVR converges in a way that is approximately exponential, owing to the underlying analytic nature of the training data. Table (I) demonstrates GMVR's accurate recovery of the underlying model parameters. We note that GMVR's initial output contains terms in the numerator which correspond to the addition of a constant to the overall model, thus correcting for the difference between the offset parameter, µ, and the true, but arbitrary, mean of the dataset. Table ( I) presents recovered model parameters after this effect has been accounted for with simple algebraic manipulation.
In this rudimentary example case, GMVR correctly recovers the functional form of the input data, and accurately recovers the correct values of model parameters. But, in general, GMVR and related techniques, having no knowledge of the underlying noise distribution, will attempt to model minor correlations and offsets within the training data's noise. However, we have demonstrated the utility of GMVR in a relatively ideal usage case where the underlying function is rational, and the training data is only weakly contaminated with noise.
In the following sections, we consider realistic, but similarly ideal cases, where the functional form of the sample data is not known to be explicitly polynomial or rational, but the amount of noise within the training data is negligible. 
B. Modeling QNM frequencies with GMVP
In seeking to apply GMVP to select QNM frequencies, we wish to account for the known extremal Kerr behavior of some modes. Namely, we will impose a zero-damping constraint: some frequencies are real as j f → 1 [30] . We also wish to impose a domain transformation, κ( j f , , m), such that 0 ≤ κ ≤ 1 and the individual QNM frequencies are made approx. polynomial in κ.
For the domain transformation, inspection of QNM frequencies with ≤ 5 suggest that κ( j f , , m) = log 3 (2 − j f ) 1/(2+ −|m|) (19) appropriately linearizes the sharp behavior of each frequency near j f = 1 while also mapping −1 ≤ j f ≤ 1 onto 0 ≤ κ ≤ 1.
Towards the zero-damping constraint, when considering a QNM frequencyω mn , zero-damping at j f = 1 implies that ω mn (κ ≈ 0) − m/2 ∝ κ, where m/2 is the well known limiting value for each QNM frequencies real part as j f → 1. This implies thatω
In the case of the non-zero damped QNMs, (e.g. ( , m) = (3, 2)), a more general polynomial form may be adopted, namely,ω
The polynomial content of Eqn. (20) and Eqn. (21) is determined by GMVP. Equations (22)- (30) display the resulting polynomial models. In particular, the domain map allows most QNM frequencies to be well modeled by 4th order polynomials which include all lower degree terms; concurrently, the real and imaginary parts of eachω mn are modeled simultaneously. Fig. 1 displays select training points, as well as model fits forω mn 's real and imaginary parts. For the top right and top left panels, the simple polynomial behavior of each curve is a result of the displayed linear domain in κ( j f , , m). In the top left panel, we have scaled 1/τ mn by factors for m/(n + 1/2) to place the QNMs with n = 0 and n = 1 at approximately the same scale. Fig. 1 's top left and right panels' upper axes demonstrate the effect of mapping j f onto κ. In particular, it is shown that the two branches (namely j f > 0 and j f < 0) naturally form a single family of solutions when accounting for the sign of the BH's oriented spin [16] . Concurrently, the use of κ as a domain variable has the desirable effect of making each ω mn and τ mn approximately polynomial. We note that, in the asymptotic vicinity of j f = 1, the QNM frequencies and decay times are known to have solutions that are asymptoticly degenerate [31] .
Algorithm 4 A GMVR , the action for GMVR. Model calculation given basis symbols, and output of model error estimate. Calculate the model representation error, e.g.
10:
(Implicitly, n = n + 1) 12: end while 13: Output:
In allowing Equations (22)- (30) to extrapolate to j f = 1, we do not explicitly account for this additional effect.
Lastly, Fig. 1 's bottom two panels show fractional residual errors. Although each model's fractional error is within 2%, each error is dominated by well known nonlinear oscillations which are considered to be outside of the experimental accuracy of current 2nd generation GW efforts.
Together, Equations (22)- (30) 
C. Modeling spherical-spheroidal inner-products with GMVR
Here we apply GMVR to the spherical-spheroidal mixing coefficients, σ¯ m mn . As in the case of the QNM frequencies, we use the domain transformation defined by Eqn. (19) to simplify the functional form of each σ¯ m mn .
While it is possible to enforce extremal Kerr and Schwarzschild limiting conditions for σ¯ m mn , we find it effective to first use GMVR to determine a functional form that works for individual σ¯ m mn , and then from these ansatz develop a single ansatz for all σ¯ m mn . Equations (A1)-(A12) present the resulting model equations. Fig. 4 displays fits, training data and related residuals. For efficiency of presentation, each σ¯ m mn is plotted via its real and imaginary part. In cases where (¯ ,m) = ( , m), the real part of σ¯ m mn varies about unity in a manner consistent with the Schwarzschild limit, where σ¯ m mn = δ ¯ δ m m . This is equally true in cases where (¯ ,m) ( , m). As with the QNM frequencies, residuals are dominated by small scale oscillations with amplitudes that are fractions of a percent of the central values.
IV. DISCUSSION
We have developed upon previous techniques for the linear and pseudo-linear modeling of low noise data. In particular, the GMVP algorithm performs multivariate polynomial modeling of real and complex valued scalar functions with no inherent limitation on the number of domain parameters. The GMVR algorithm does the same with multivariate rational functions. When applied to the modeling of analytically computed quantities, both algorithms perform extremely well in producing accurate and precise representations of training data, suggesting extended applicability of GMVR and GMVP to similar problems.
Treating a toy problem with GMVR demonstrates its ability to faithfully recover underlying model parameters for a plausible dataset. This treatment also demonstrates the convergence of the algorithm's greedy phase with increasing iterations, as well as the convergence of an underlying iterative refinement phase (Eqn. 16).
Algorithm 5 GMVR, a degree tempered stepwise algorithm for multivariate rational modeling of scalar data.
1: Input: {x, f,max degree = 6, tol} 2: Define, λ bulk , the bulk symbol space using the n-fold cartesian inner-product of the power set of each basis symbol. This is the combined bulk for numerator and denominator symbols. Both GMVP and GMVR may be used to automatically determine the functional form and model for a given dataset that is expected to be respectively polynomial or rational. An alternative use strategy is to use either GMVP or GMVR to determine a fitting ansatz for individual cases (e.g. individual QNMs), and then use these results to develop a single ansatz for all cases. This is what as been done for the modeling of QNM frequencies and spherical-spheroidal mixing coefficients.
GMVP has been applied to the modeling of QNM frequencies. The resulting models have been constrained in the extremal Kerr limit. The fits presented are of direct use in Ref. [22] , where efficiently evaluable QNM frequencies are required to generate template waveforms for GW searches and parameter estimation. The fits presented may find future use in Phenom or EOB based GW models.
GMVR has been applied to the modeling of mixing coefficients between the spherical and spheroidal harmonics. These fits are of direct use in Ref. [10] , and may be of future use in similar ringdown-only models for the purpose of testing General Relativity.
While GMVR and GMVP show promise in the cases shown here, in their presented rudimentary form, both posses a number of limitations. If given sufficiently dense training data, neither currently performs cross-validation. And perhaps most notably, neither method directly accounts for information about the noise distribution within the training data. As such, the methods presented are recommended primarily for datasets where noise is very small or negligible. Nevertheless, the GMVR toy problem demonstrates GMVR's ability to handle moderately noisy training data, suggesting current applicability to a variety of problems where polynomial interpolation is insufficient.
Of relevance to current and future GW science, the models presented for QNM frequencies and harmonic mixing coefficients have aided (e.g. Refs. [10, 19, 22] ), and are expected to continue aiding the development and implementation of GW signal models.
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