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In this note we use eigenvalues of folded cubes to simplify an analogue of Kelly's
Lemma for vertex-switching reconstruction due to Krasikov and Roditty. Our new
version states that the number of subgraphs (or induced subgraphs) of an n-vertex
graph G isomorphic to a given m-vertex graph can be found from the s-vertex-
switching deck of G provided the Krawtchouk polynomial K ns(x) has no even roots
in [0, m]. This generalizes a condition of Stanley for s-vertex-switching reconstruc-
tibility. We also comment on the role of cubes and folded cubes in the theory of
vertex-switching reconstruction.  1996 Academic Press, Inc.
All graphs in this note are finite and simple (no loops or multiple edges).
Given a graph G and SV(G) the switching of G on S is the graph GS
obtained by replacing all edges of G between S and V(G)"S with the non-
edges. Let Rn denote a set containing exactly one representative of each
isomorphism class of n-vertex graphs (loosely, Rn is the set of unlabelled
n-vertex graphs). Given an n-vertex graph G, let G* denote the unique
representative of Rn isomorphic to G (loosely, G* is the unlabelling of G).
We abbreviate ``vertex-switching'' to ``VS'' consistently. The s-VS deck of a
graph G is the multiset Ds(G)=(GS*: SV(G), |S |=s) , and G is s-VS
reconstructible if Ds(G) determines G up to isomorphism. Given graphs G
and H, let Xs(G  H ) denote the number of s-subsets S of V(G) for which
GS is isomorphic to H. Let Ans denote the matrix with rows and columns
indexed by the entries of Rn , with the (G, H ) entry being Xs(H  G). The
Krawtchouk polynomials K ni are defined as
Kni (x)= :
i
t=0
(&1) t \xt +\
n&x
i&t + .
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Krasikov and Roditty [6] gave analogues of Kelly's Lemma, used for
reconstructing the number of subgraphs in a graph, for s-VS reconstruction.
The case s=1 was also addressed independently by Ellingham and Royle
[3]. Here we use an idea from [3] to simplify Krasikov and Roditty's
most general result, which is as follows.
Lemma 1 (Krasikov and Roditty [6, Remark 2]). Suppose G is an
n-vertex graph. Then Ds(G) determines the number of induced subgraphs of
G isomorphic to a given m-vertex graph provided no eigenvalue of Am1 is a
root y of
Rms ( y)= :
min(m, s)
k=max(0, s+m&n) \
n&m
s&k + Pmk ( y)
where Pmk ( y)=K
m
k ((m&y)2).
We can divide the set of n-vertex graphs into switching classes, where
graphs G and H are switching equivalent if GS is isomorphic to H for some
SV(G). If we partition the rows and columns of Ans into switching
classes, then it becomes a block diagonal matrix. As shown in [3], each
diagonal block M of Am1 is a quotient of the adjacency matrix of the folded
m-cube, and moreover one such block (corresponding to the switching
class of Km) is the first intersection matrix of the folded m-cube. It follows
that the eigenvalues of Am1 are exactly those of the folded m-cube, which are
known to be the numbers m&4j for j=0, 1, ..., wm2x [2, p. 264]. There-
fore, substituting the roots of Am1 into R
m
s gives
Rms (m&4j)= :
min(s, m)
k=max(0, s+m&n) \
n&m
s&k + Pmk (m&4j)
= :
min(s, m)
k=max(0, s+m&n) \
n&m
s&k + K mk (2j)
= :
min(s, m)
k=max(0, s+m&n) \
n&m
s&k + :
min(k, 2j)
t=max(0, k+2j&m)
(&1)t \2jt +\
m&2j
k&t +
= :
min(s, 2j)
t=max(0, s+2j&n)
(&1)t \2jt + :
min(t+m&2j, s)
k=max(t, s+m&n) \
n&m
s&k +\
m&2j
k&t +
= :
min(s, 2j)
t=max(0, s+2j&n)
(&1)t \2jt +\
n&2j
s&t +=K ns (2j).
Hence we obtain the following result.
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Theorem 2. Suppose G is an n-vertex graph. Then Ds(G) determines the
number of induced subgraphs (or just subgraphs) of G isomorphic to a given
m-vertex graph provided K ns has no even roots in [0, m].
The result for induced subgraphs implies the result for arbitrary subgraphs
as in [3, Corollary 3.5]. The special case m=n of this theorem is Stanley's
result from [10], that an n-vertex graph G is s-VS reconstructible if K ns has
no even roots in [0, n].
Lower bounds are known for rns , the smallest root of K
n
s . An asymptotic
bound was given by MacWilliams and Sloane [9, p. 561, Lemma 36], but a
nonasymptotic bound has recently been found by Levenshtein [8, Section 6],
who showed that for 2sn2+1,
rns =
n
2
& max
w20+ } } } +w
2
s&1=1
:
s&2
i=0
wiwi+1 - (i+1)(n&i)

n&- (s&1)(n&s+2)&- (s&2)(n&s+3)
2
.
Thus, for an n-vertex graph G, Ds(G) determines the number of subgraphs
of G isomorphic to a given m-vertex graph if m is less than either of the
expressions on the right above. When s=1, we just have rn1=n2, so m<n2
suffices.
Remark 3. Krasikov and Roditty derive Lemma 1 by setting up a linear
system whose matrix is Bms =
min(s, m)
k=max(0, s+m&n) (
n&m
s&k ) A
m
k . They then show
that the eigenvalues of Bms have the form stated in the lemma by using the
fact that the matrices Amk satisfy the same recurrence relation as the
Krawtchouk polynomials K mk . Another way to prove this is by using results
for distance-regular graphs (or association schemes) [1, 2, 4] and matrix
quotients [4]. By partitioning the row and column indices (elements of Rn)
into switching classes, the matrices Amk can simultaneously be put in block
diagonal form. The diagonal blocks of Amk are quotients of the k th
adjacency matrix of the folded m-cube, and for a given switching class the
quotient operation is the same for all k (i.e. we use the same partition of
the vertex set of the folded m-cube). As all adjacency matrices of the folded
m-cube have common eigenspaces, and the eigenvalues are given by
Krawtchouk polynomials, the eigenvalues of Bms can be shown to have the
form of the lemma. As in [3], we may restrict our attention to individual
switching classes; it is not known whether the diagonal block of Bms corre-
sponding to a given switching class always has all eigenvalues of the whole
matrix, although at least one such block (for the switching class of Km)
does.
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Remark 4. The theory of distance-regular graphs, applied to folded
cubes, can also be used to derive other results in the theory of VS
reconstruction. In particular, Krasikov and Roditty introduced a linear
system called the balance equations for VS reconstruction in [5], and gave
explicit solutions in [7]. The solutions are derived by using the similarity
between a certain Krawtchouk polynomial identity and the balance equa-
tions. This similarity is not accidental. The matrix of the balance equations
for s-VS reconstruction can in fact be regarded as the s-th intersection
matrix of a folded cube (or as the s-th intersection matrix of a cube, with
symmetry conditions added). The solutions of the balance equations can
then be derived from the known eigenvalues and eigenvectors of intersection
matrices of association schemessee for example [1, Section 2.4]. For
cubes or folded cubes the eigenvalues and eigenvectors are expressible in
terms of Krawtchouk polynomials.
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