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The aim of this study is to construct the automated essay scoring support system useful for
both teachers and students at the university's basic education classes. In recent years, it is
discussed the necessity of active learning and the strict evaluation. It is dicult to evaluate
the results of written essays in such classes in the conventional examinations, therefore
performance evaluation like essays, papers, presentations are adopted. Teachers are required
to support students for writing and score their essays strictly. The most currently researches
on the automated essay scoring system are aiming to pass / fail judgment of large-scale
examination. We can barely nd any research on systems to utilize on site focusing on
improvement of grades and education for university students.
In order to solve these problems, we propose a rubric for human scoring and introduce it
to the automated essay scoring system and construct the essay scoring support system.
Our system is constructed on the Learning Management System (LMS), making it possible
for both teachers and students to use themselves in the course of ordinary lessons, thereby
making ecient use and reducing the burden. Specically, we extend the Moodle plug-
in TeMP[1], which is the text mining system developed by collaborative research with
Umemura et al. Moodle has a role as a system portal, and collects data, feeds back the
scoring result, and exchanges data with an external server that performs scoring processing.
The essays obtained through Moodle are processed by the data analysis server (cloud type
application). Teachers are supplied the score and linguistic statistical information. The
data analysis server performs scoring process by MeCab (morphological analyzer) and R
(SVM, multiple regression, other calculation). It is used the open source RedPen server as
the document inspection server, which checks grammar and syntax errors.
The characteristics of this study are the following two points:
(1) The scoring support model based on rubric to maintain strict evaluation
(2) The highly comprehensive vocabulary level dictionary construction model
v
Firstly, the rubric is developed with reference to the Written Communication VALUE
Rubric[2] in AAC&U of the United States and common rubric in Japanese university. This
has ve evaluation viewpoints and 25 evaluation items. We evaluate 12 evaluation items
among them automatically, and predict two evaluation viewpoints from the result by mul-
tiple regression model. Furthermore, the classier is created by support vector machines
from scored essays as learning data. The new essays are classied by it to the nal scores.
Scoring accuracy is based on the correlation with human scoring, and it is 53.6 % in classi-
cation that predicts a total score. In the actual trial at the educational site, useful results
suggesting class improvement are obtained.
Secondly, we propose the construction model of the vocabulary level dictionary used in the
vocabulary level evaluation of essays to better the scoring accuracy. Specically, the word
diculty level is calculated based on the appearance probability calculated by applying the
topic model using the LDA to the large-scale corpus, and the value is further complemented
by the TF-IDF.
In the basic education of the university, sentence making skills and vocabulary skills are
common evaluation items. As a result of a comprehensive evaluation of the report from these
feature quantities, it was conrmed that some degree of accuracy was conrmed from the
trial at the educational site, and useful results were obtained for both faculty and students.
This system can be used as the automated essay scoring support system. In addition, from
the viewpoint of progress of natural language processing technology in recent years, further
higher scoring accuracy can be expected by developing to grades that have stepped into the
evaluation of logical contents.
vi
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年にはヒューレット財団（The William and Flora Hewlett Foundation）がスポンサーとなっ
て，AESSのコンペティションが実施され，154チームが参加した4．Web上でエントリーし，























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































e-raterは，世界最大の教育試験サービス期間である ETS（Educational Testing Service）

















No 変量 信頼性 重み付け 　相関 1








5 談話（discourse）ユニットの数 0.48 0.21 0.65
6 各 ユニットにおける平均のワード数 0.32 0.12 0.17
7 当該エッセイの 6 点法によるコサイン類似
度が最大となるスコア点
0.38 0.04 0.44










11 平均の単語長さ， 0.25 0.03 0.32





















































テムは Proposition Scoring Engineに基づく測定値を統合することができるとしている．た
だし，詳細は公開されていなない．





















































































ているAESSは e-raterとAI gradingである．e-raterは専門の評価者 2名が採点し，スコア
に 2点以上の差がある場合は，人間の評価者が調整する方式をとっている.この際，評価者は
ルーブリックを基に評価しているが，コンピュータシステム側の採点ではこのルーブリック


















































































































与したアメリカ英語の均衡コーパス Brown Corpus (約 100万語)である．その後，イギリス


























































































































































































































































大 よ そ の




























































































































Content Structure Evidence Style Skill
Content 1 - - - -
Structure 0.67*** 1 - - -
Evidence 0.46*** 0.59*** 1 - -
Style 0.54*** 0.60*** 0.47*** 1 -
Skill 0.47*** 0.62*** 0.54*** 0.72*** 1
n=83, 　 ***：p＜ 0.001
表に示す通り，CSE間，SS間，さらに CSEと SS間で 5%水準で有意な相関がある.下線
は相関が高いことを示す．Skillについてはほとんどの評価観点で相関がみとめられた．Style
























































































































































































































































































　・範囲より少ない場合，妥当性=1-(0.1 × (最小値 11-レポートの平均句読点間隔) )
　　 -10.0以下は 0.0













　・範囲より少ない場合，妥当性=1-(0.05 × (最小値 26-レポートの平均文長)）








































15 0.329* 22 -0.322*
16 0.335* 23 0.017
17 0.275 24 0.121




Style観点予測値 0.602* Skill観点予測値 0.210*
表内の係数値はスピアマンの順位相関に基づく.
　　*は相関が認められることを示す.

































































　 Correctly classied rate
Classier Training data Test data
SVM
Gaussian (rbfdot) 0.801 0.536
Linear (vanilladot) 0.655 0.571
Polynomial (polydot) 0.727 0.464
Decision tree 0.764 0.571
44
表 4.3.3: SVM分類器による分類結果
評価値 (総合成績レベル) 教員採点結果 正解件数 不正解件数 不正解の状況
A 1 0 1 Bに分類された
B 21 21 0
C 16 3 13 Bに分類された
D 5 1 4 Bと Cに分類された































































表す 4つの指標を算出した．表 4.5.1は 2つのレポートの特性および語彙の豊富さに関する各
指標の平均・標準偏差を示す．
表 4.4.1: 学生レポートの基礎統計量
統計量 レポート 1（n=42） レポート 2（n=25）平均 標準偏差 平均 標準偏差
評定値 7.85 1.37 8.04 1.41
文字数 186.87 47.29 889.44 182.20
異語数 34.02 7.93 106.40 21.10
総語数 40.98 10.05 191.56 40.40
トークン比 0.84 0.07 0.56 0.06










レポート 1評定値（n=42）　　 レポート 2評定値（n=25）
異語数 　　　　 0.32* 　　　　 0.10
総語数 　　　　 0.42* 　　　　-0.02
トークン比 　　　　-0.26 　　　　 0.05
K特性値 　　　　 0.18 　　　　-0.21




























A 43 427.6 (216.0)
B 40 325.5 (171.7)
全体の集計 83 378.4 (201.5)













クラス 文書数 平均文字数 　 Style Skill
A 43 427.6 0.602 0.210
B 40 325.5 0.463 0.089




















































































































































授業実施年度 クラス 文書数 平均文字数（標準偏差） 採点対象レポート
2015 A 43 427.6 (216.0) レポート 1
2015 B 40 325.5 (171.7) レポート 1
2016 C 42 443.0 (166.3) レポート 1










































文体 誤字 構文 主述 冗長さ 表記 レポート１ レポート 2 文字数統一 脱字 関係 ゆれ 文字数 文字数 増減
84 1 -1 -2 -6 3 -1 487 576 89
90 0 -1 -1 -9 0 0 324 347 23
102 0 0 0 4 -15 0 495 471 -24






表 6.3.4: クラス Cの語彙力の変化
レポート 平均文字数 漢字使用率 語彙水準 語彙の豊富さ




レポート 2 438.1 37.0%* 2.95* 0.62
(15回) (134.5) (+3%) (+0.16) (+0.01)































回答者数 最大 最小 平均 標準偏差
25 48 202 102.5 48.1




























































1本章は,文献 [77] [79] [80]を加筆・訂正したものである．
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語彙の難易度 5 1 1 ― 3 5
単語 大国 アメリカ 日本 資金調達 必要 考察







































































































































































































研究でも用いられている [23]．今，ある文書 dに出現する単語 tの出現頻度を tf(t; d)，全文
書数をN，単語 tが出現する文書数を df(t)とする．ある単語 tのコーパスCでの単語重要度
TF-IDFを w(t; C)とすると，TF-IDFは式（4.3）で求められる．




ておく．この式の係数を  ，とすると，出現確率 P (t)の代替値 P 0(t)は式（4.4）で求める
ことができる．
P 0(t) =   w(t; C) +  (7.4.4)











































トピック数 200 300 400 500 600 700
相関 1 -0.210 -0.225 -0.237 -0.245 -0.211 -0.214
出現確率算出




図 7.5.1は，python libraryの gensimを用いて，トピック数 500としてWikipediaデータ
































P 0(t) = w(t; C)  2  10 6 + 0:0215 (7.5.1)
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参照する難易度 採点単語数 採点可能単語数累計率 採点漏れ単語率
日本語教育
語彙表 658 658(74.1%) 230 (25.9%)
LDAによる
追加採点 166 824(92.8%) 64 (7.2%)
TF-IDFに


























































































ベル 5以上である．表 7.4.2より，これに相当する単語は出現確率 0.0258以下であるとして該
当する単語の個数を調べ，文書全体の単語に占める割合を計算する．今，ある文書 dにおけ
る，主要語彙となる単語の異なり語数をM(d)，出現確率 0.0258以下の単語の個数を Htn(d)

















































ワーク（CNN）を用いた文章の分類を試みている [88] [89]．寺田ら (2016)は，CNNによる
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