The posterior probability can be obtained as follows:
Where = 1, . . . , .
P(s)
is constant for each class, and can be therefore ignored. The support for class can be calculated as follows:
For each classifier , a confusion matrix is generated based on × labeling the training subset. The element of this matrix, is the
number of element classified as while their true class is . is the total number of elements of Z from class . This can be represented as follows:
Where is an estimate of the probability , and is an
estimate of the prior probability for class .
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The previous formula suffers from a drawback, that it when equals zero, , it will automatically set as zero, regardless to the rest of the estimates.
( )
That is why Titterington et al. (Titterington et al., 1981) proposed a modification to the estimate to overcome the null value for as follows:
Where is the number of elements belonging to the class , and B is a constant (Kuncheva, 2004) .
S2. Boosting using Adaboost.M1
 Let S be the training subset of N number of samples :
where is the sample, and is the label for = [( , ), = 1, … ,  Choose the class that receives the highest total vote as the final classification.
