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Abstract
Answering a question of Körner and Simonyi, this paper gives a strongly consecutive repeat-free
code of maximal size in [b]n.
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1. Introduction and deﬁnition
Körner and Simonyi [2] deﬁned the concepts of weakly consecutive repeat-free and
strongly consecutive repeat-free codes, asking the question of how large such codes can be.
This article gives a complete answer for the question in the case of strongly consecutive
repeat-free codes, and a conjecture regarding the answer for weakly consecutive repeat-free
codes.
Let b be a positive integer, and let [b] = {1, . . . , b}. Then a (b, n)-code is a subset of
[b]n. A (b, n)-code C is said to be weakly consecutive repeat-free if for any words x, y ∈ C
and index i such that xi = yi and xi+1 = yi+1, the sets {xi, yi} and {xi+1, yi+1} are not
equal. The code is said to be strongly consecutive repeat-free if it satisﬁes the above and
also, for any word x ∈ C and index i, xi = xi+1.
As an example, consider the following example of Körner for b = 3. Let C consist
of words x1 . . . xn where xi ∈ {1, 2} for odd i, xi ∈ {2, 3} for even i and if xi = 2
then xi+1 = 2. If n = 3, for example, then C = {121, 131, 132, 231, 232}. Clearly C is
strongly consecutive repeat-free. Furthermore, |C| = Fn+2 where Fn is the nth Fibonacci
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number. Körner conjectured that this construction was the largest possible for b = 3. The
construction provided in Section 2 can be seen as a generalization of this construction, and
so Corollary 2.5 proves this conjecture.
A related concept is a repeat-free code, which is a C such that if for indices i < j , we
have xi = yi and xj = yj , but xt = yt for all i < t < j , then {xi, yi} = {xj , yj }. For upper
and lower bounds on the largest size of such a code, see [3]. For a background on related
questions and why they are studied, see [1].
2. The alternating code
Let code An,b consist of the sequences x = x1x2 . . . xn where x1 < x2 > x3 < . . . xn.
Theorem 2.1. An,b is strongly consecutive repeat-free.
Proof. Clearly, for any x ∈ An,b, and for any i, xi = xi+1.
Furthermore, if i is odd, for x, y ∈ An,b, xi < xi+1 and yi < yi+1. Therefore xi + yi <
xi+1 + yi+1 and hence {xi, yi} = {xi+1, yi+1}. Similarly, for even i, xi + yi > xi+1 + yi+1,
and hence {xi, yi} = {xi+1, yi+1}. Therefore An,b is strongly consecutive repeat-free. 
Given a code C ⊆ [b]n, deﬁne the curtailment of C to be the code C′ ⊆ [b]n−1 consisting
of the words w1 . . . wn−1 for all words w1 . . . wn ∈ C. For integer i with i ∈ [b], deﬁne
Ci = {x: x ∈ C|xn = i}. For integer k with 1kb, deﬁne Sk(C) to be the sum of the k
largest values of |Ci |. Let Sk(n, b) be the largest value of Sk(C) for strongly consecutive
repeat-free code C ⊆ [b]n. Let S0(n, b) = S0(C) = 0. The Sk(n, b) satisfy the following
inequality:
Theorem 2.2. For integers 1kb and 1n, Sk(n + 1, b)b−1i=b−kSi(n, b).
Proof. Let C ⊆ [b]n+1 be any strongly consecutive repeat-free code, and let C′ be the
curtailment of C. Note that C′ is strongly consecutive repeat-free. By relabelling the letters
in alphabet [b] if necessary, suppose that |C′1| |C′2| . . . |C′b|.
Let GC be the directed graph on [b] where i → j is a directed edge of GC iff there exists
w ∈ C with wn = i and wn+1 = j . Then since C is strongly consecutive repeat-free, it
follows that GC has no loops and no 2-cycles (pairs of edges in opposite directions between
the same vertices).
Therefore, for all j, |Cj |ij∈GC |C′i |i =j |C′i |Sb−1(C′). Similarly, for j1 < j2,
|Cj1 | + |Cj2 |  ij1∈GC |C′i | + ij2∈GC |C′i |
 i /∈{j1,j2}2|C′i | + (|C′j1 | or |C′j2 |)
 i /∈{j1,j2}2|C′i | + |C′j1 |
= (i =j2 |C′i |) + (i /∈{j1,j2}|C′i |)
 Sb−1(C′) + Sb−2(C′).
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The sameargument extended, gives that for j1 < · · · < jk , |Cj1 |+· · ·+|Cjk |Sb−1(C′)+
· · · + Sb−k(C′). But there exists j1, . . . , jk such that Sk(C) = ki=1|Cji |. Therefore,
Sk(C)Sb−1(C′)+ · · · + Sb−k(C′)Sb−1(n, b)+ · · · + Sb−k(n, b). The theorem follows
since there exists such a C with Sk(n + 1, b) = Sk(C). 
The above inequality for Sk(n, b) becomes an equality for Sk(An,b).
Theorem 2.3. Sk(An+1,b) = b−1i=b−kSi(An,b)
Proof. Suppose n is an odd integer and 1 < ib. Then for every x ∈ (An,b)i , xn−1 > i, and
hence x1 . . . xn−1(i − 1) is also an element of An,b. This shows that |(An,b)i | |(An,b)i−1|.
Therefore Si(An,b) = ij=1|(An,b)j |. Note that |(An+1,b)i+1| is equal to the number of
words inAn,b which will permit having i+1 appended. These are those words inAn,b which
end with an element of {1, . . . , i}. Therefore |(An+1,b)i+1| = ij=1|(An,b)j | = Si(An,b).
Similarly if n is an even integer and 1 i < b, then |(An,b)i | |(An,b)i+1|, and the same
argument will show that |(An+1,b)b−i | = bj=b+1−i |(An,b)j | = Si(An,b).
Therefore for odd n,
Sk(An+1,b) =bj=b+1−k|(An+1,b)j |
=bj=b+1−kSj−1(An,b)
=b−1j=b−kSj (An,b).
Similarly for even n,
Sk(An+1,b) =kj=1|(An+1,b)j |
=kj=1Sb−j (An,b)
=b−1j=b−kSj (An,b). 
The ﬁnal preliminary is to note that the Sk’s agree in the case n = 1.
Theorem 2.4. For integers 1kb, Sk(A1,b) = Sk(1, b).
Proof. Clearly any code C ⊆ [b]1 has |Ci |1 for all i. Therefore Sk(C)k for all such
C. Thus Sk(1, b)k. Furthermore, Sk(1, b)k, since Sk([b]1) = k and [b]1 is strongly
consecutive repeat-free. Also, [b]1 = A1,b, so Sk(A1,b) = k = Sk(1). 
This completes the proof thatAn,b is the best strongly consecutive repeat-free (b, n)-code.
Corollary 2.5. Sk(n, b) = Sk(An,b) for all k, n, b. In particular, no strongly consecutive
repeat-free (b, n)-code is larger than An,b.
Proof. Theorem 2.4 states this for n = 1. Suppose true for n = n′ − 1. Then by Theorem
2.2, Sk(n′, b)b−1i=b−kSi(n′ − 1, b) = b−1i=b−kSi(An′−1, b), which is equal to Sk(An′,b) by
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Table 1
Value of c(n, b) for small n or b
n b c(n, b)
1 1 = |B1n−1 |
1 b = |B∅|
2 2
n
2  = |B2n−1 |
2 b(b−1)2 + 1 = |Bi | for all i
/∈ {1, 3, 5} 3 2n = |B2n−1 |
3 12 + 22 + · · · + (b − 2)2 + b2 = |Bbb|
odd, 5 4  99+17
√
33
66 (
√
33+7
2
n−1
2
) = |B4(3n−3)4|
even 4 
 231+43
√
33
66 (
√
33+7
2
n−2
2
) = |B4(3n−3)1|
4 5n
4−10n3+37n2−38n+27−3(−1)n
24 = |Bb
 b+12 1|
/∈ {1, 2, 3, 5} 5 an
{= |B5(3n−3)5| if n odd= |B5(3n−3)1| if n even
5 |Bbzzb| where z = 
 32 +
√
n2+n
3 
Theorem 2.3. However, since An′,b is a strongly consecutive repeat-free code, Sk(An′,b)
Sk(n
′, b). Therefore there is equality, and the induction is complete.
For code C, Sb(C) = |C|, and hence |An,b| = Sb(An,b) = Sb(n, b), the largest possible
size of a strongly consecutive repeat-free (b, n)-code. 
3. Weakly consecutive repeat-free codes
Given a word y = y1y2yn−1 ∈ [b]n−1, let By ⊆ [b]n denote the weakly consecutive
repeat-free code consisting of the sequences x = x1x2 . . . xn where x1x2x3 . . . xn,
and if xi = xi+1, then xi = yi . Let c(n, b) be the size of the largest weakly consecutive
repeat-free code in [n]b.
Conjecture 3.1. For all n, b there exists a word y ∈ [b]n−1 such that c(n, b) = |By |.
The author has proved this conjecture for 1n5 and for 1b5. As a matter of
interest, Table 1 provides the answer for small n and b. The sequence an is deﬁned by
a1 = 374 , a2 = 232 , a3 = 39 and an+3 = 3an+2 + an+1 − 2an, and is asymptotically
n where  = 1.1719 . . . (a root of 1832x3 − 4351x2 − 19558x + 25948 = 0) and
 = 3.1149 . . . (a root of x3 − 3x2 − x + 2 = 0). The details are left to the interested
reader.
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