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Cet article pre´sente des strate´gies de codage pratiques permettant d’implanter l’ide´e du (( dirty paper coding ))
introduite par la the´orie de l’information dans le cadre du canal de diffusion avec un e´metteur et des re´cepteurs
multi-antennes. Le pre´sent travail de´crit des strate´gies de codage canal qui utilisent la connaissance du canal a`
l’e´metteur et dont la conception s’inspire des concepts sugge´re´s par la the´orie. La mise en oeuvre comple`te des
algorithmes de codage et de de´codage nous permet alors d’e´valuer les performances de ces strate´gies en termes de
taux d’erreurs binaires et non pas en terme de re´gion de taux de codage comme c’est souvent le cas dans les travaux
existants. Diffe´rents codeurs internes (ZF-DPC, MMSE-DPC) et externes (THS, SCS, TCQ) sont compare´s entre
eux. Enfin, nous conside´rons le codage DPC en tant que strate´gie d’acce`s multiple et le comparons avec le TDMA.
Nous verrons d’ailleurs que les re´sultats obtenus pour les codeurs pratiques propose´s ne concordent pas toujours
avec les pre´dictions the´oriques pour les codeurs optimaux au sens de la the´orie de l’information.
Abstract
In this paper we propose several dirty paper coding schemes for the broadcast channel when both the transmitter
and receivers are equipped with multiple antennas. These coding schemes are based on channel state information
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2at the transmitter and inspired from information-theoretic concepts. The proposed end-to-end algorithms allows us
to evaluate the performance of the broadcast channel in terms of bit error rates and not in terms of coding rates
as it is usually the case in the corresponding literature. Different inner coding schemes such as the ZF-DPC and
MMSE-DPC and different outer coding schemes such as the THS, SCS and TCQ are compared and discussed. We
also consider the DPC idea as a way of implementing a multiple access scheme. In this respect it is compared with
the well-know TDMA scheme. Sometimes our conclusions show quite surprising results in comparison to what is
expected by pure information-theoretic considerations.
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emboıˆte´s.
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I. INTRODUCTION
1. ´Etat de l’art et position du proble`me
Le syste`me de communications conside´re´ dans cet article est un canal de diffusion, tel qu’il est de´fini dans
sa version originelle [1], c’est-a`-dire comportant un e´metteur et plusieurs re´cepteurs qui veulent chacun de´coder
leur propre message (messages prive´s). Une station de base qui e´met vers plusieurs mobiles, ou une borne Wi-Fi
qui e´met vers plusieurs PC sont des exemples de ce type de syste`me. Nous privile´gions ici le cas du syste`me
cellulaire, avec peu de perte de ge´ne´ralite´. Sauf mention explicite l’e´metteur et les re´cepteurs sont toujours e´quipe´s
de plusieurs antennes. Le canal de diffusion conside´re´ est donc un canal MIMO (multiple input multiple output).
De plus, nous supposons que l’e´metteur connaıˆt la matrice de transfert du syste`me, c’est-a`-dire les diffe´rents canaux
entre l’e´metteur et les re´cepteurs. Dans ce contexte, un de nos principaux objectifs est de proposer et d’analyser
quelques strate´gies de codage exploitant au mieux cette connaissance. Pour cela, nous allons tout d’abord pre´ciser
le sens de l’optimalite´ dont nous faisons mention ici.
Au sens de la the´orie de l’information la strate´gie de codage optimale doit permettre d’atteindre n’importe quel
point de la re´gion de capacite´ du canal de diffusion. Pour le canal MIMO gaussien, [2] a montre´ re´cemment
3qu’un codage de type DPC (dirty paper coding) est optimal. Le codage DPC a e´te´ introduit par [3] pour le canal
mono-utilisateur, de type Y = X + S + Z, c’est-a`-dire un canal AWGN (additive white Gaussian noise), avec
une interfe´rence S connue de l’e´metteur de manie`re non causale et inconnue du re´cepteur. Dans [3], Costa montre
qu’une telle strate´gie atteint la meˆme capacite´ que dans la situation ou` le re´cepteur connaıˆt S, situation qui revient
a` ne pas avoir d’interfe´rence du tout ; de plus, ce re´sultat est vrai quelle que soit la puissance d’e´mission, ce
qui est a priori assez surprenant. La ge´ne´ralisation de ce re´sultat au canal de diffusion MIMO gaussien par [2]
revient donc a` dire qu’on atteint les meˆmes performances the´oriques que l’on utilise un (( bon )) codeur pour une
communication cohe´rente1 ou un (( bon )) codeur DPC (e´metteur informe´) avec des re´cepteurs ne connaissant pas
les canaux. Alors que l’on sait en the´orie comment construire un (( bon )) codeur DPC au sens de la the´orie de
l’information, en pratique la recherche de codeurs DPC optimisant d’autres crite`res de performances, tels que les
taux d’erreurs binaires aux de´codeurs TEB (BER, bit error rate), les taux d’erreurs paquet TEP (BLER, block error
rate), la complexite´ de codage/de´codage ou encore la robustesse aux erreurs d’estimation de canal reste encore
ouverte.
L’approche retenue dans cet article est de concevoir des codeurs et de´codeurs pratiques dont la structure s’inspire
de la the´orie de l’information, et d’e´valuer leurs performances en termes de taux d’erreurs binaires, sachant que la
plupart des analyses de performances disponibles dans la litte´rature de ce domaine concernent les re´gions de taux de
codage (re´gions atteignables, re´gions de capacite´). Lorsqu’on regarde le codeur DPC de la the´orie de l’information
[2], on s’aperc¸oit qu’il comporte deux e´tages, utilisant chacun la connaissance du canal : un codeur (( externe )),
qui introduit de la redondance afin qu’on puisse au de´codage correspondant a` l’e´tage externe corriger les erreurs,
suivi d’un codeur (( interne )) ou pre´-codeur. Les roˆles respectifs de ces e´tages apparaıˆtront mieux plus loin dans
l’article.
Nous avons effectue´ les choix suivant pour implanter les deux e´tages. Pour le pre´-codeur, nous avons retenu
deux solutions : une version e´tendue du pre´-codeur ZF-DPC de [4] initialement pre´sente´ pour un e´metteur multi-
antenne et des re´cepteurs mono-antennes, et le MMSE-DPC de [5] et [6]. Notons que les pre´-codeurs choisis
ont vocation a` maximiser le taux-somme (somme des de´bits ou de´bit total de la cellule) et non pas, a priori, a`
1 Une communication est dite cohe´rente lorsque chaque re´cepteur connaıˆt le canal qui le lie a` l’e´metteur.
4optimiser les performances en termes de TEBs, qui font partie des crite`res de performances retenus dans cet article.
Cependant, la maximisation du taux-somme est relie´e a` une bonne gestion de l’interfe´rence par le codeur, et cette
bonne gestion de l’interfe´rence devrait conduire a` des TEBs suffisamment petits. Pour le codeur externe, nous
avons choisi une quantification code´e en treillis (TCQ, trellis coded quantization), utilise´e dans [7] dans le cadre
du tatouage de donne´es, et que nous avons e´tendu a` notre contexte (cas vectoriel en particulier). Notons qu’une
version plus e´volue´e de la TCQ a aussi e´te´ utilise´e dans [8] pour un canal mono-utilisateur. Cette version de la
TCQ permet de (( gaussianniser )) les sorties du codeur et ainsi d’obtenir un gain de mise en forme, conforme´ment
a` l’ide´e introduite par Forney dans [9]. Bien suˆr, cette option un peu plus complexe aurait pu eˆtre inte´gre´e dans
notre e´tude, et il faut pre´ciser que si l’on relaˆche totalement les contraintes de complexite´ de codage et de´codage,
le meilleur choix est pre´cise´ment d’utiliser des grands re´seaux de points emboıˆte´s ge´ne´raux (NL, nested lattices)
comme le sugge`rent [10], [11]. Cependant, notre but principal est de proposer un codeur implantable offrant un
bon compromis performances-complexite´ ; de plus, meˆme en faisant abstraction de cette grande complexite´, il n’y
a pas de me´thode syste´matique pour construire de bons re´seaux de points emboıˆte´s. `A l’inverse, si la contrainte de
complexite´ est forte, le pre´-codeur peut toujours eˆtre implante´ selon des me´thodes moins performantes, telles que
la strate´gie de Tomlinson-Harashima [12], [13] (THS, Tomlinson-Harashima scheme), ou la technique SCS (Scalar
Costa’s scheme) d’Eggers et al. [14] .
En plus de l’objectif de concevoir des strate´gies de codage-de´codage DPC pratiques et d’e´valuer leurs
performances en termes de taux d’erreurs binaires, nous avons voulu aussi apporter des e´le´ments de re´ponses
supple´mentaires, certes pour des cas particuliers mais ayant un caracte`re expe´rimental, aux proble`mes aborde´s par
[15], [16], [17]. Dans [15] Jindal et Goldsmith analysent la pertinence du codage DPC pour un canal de diffusion
MIMO gaussien en tant que strate´gie d’acce`s multiple, en e´valuant le rapport du taux-somme atteint par un codage
DPC (et donc la capacite´-somme puisque le codage DPC peut atteindre n’omporte quel point de la re´gion de
capacite´) au taux-somme atteint par le TDMA. Les auteurs montrent que ce rapport est toujours supe´rieur a` 1, et
s’en approche pour une puissance d’e´mission faible et/ou pour de petites valeurs du rapport du nombre d’antennes
d’e´mission sur le nombre total d’antennes en re´ception. Dans [16] Yang et Belfiore conside`rent e´galement le DPC
en tant que strate´gie d’acce`s multiple et analyse la re´gion des taux atteignables pour un canal de diffusion SISO
5gaussien a` 2 utilisateurs. Les auteurs observent que le codage DPC est tre`s sensible a` une erreur sur la connaissance
du canal en re´ception ; leurs analyses montrent que le TDMA domine le DPC pour de petites erreurs d’estimation
du canal en e´mission. Les travaux plus fondamentaux de Lapidoth et al. [17], re´alise´s inde´pendamment, confirment
l’analyse de type the´orie de l’information de [16]. Nous montrerons sur des cas particuliers que ces analyses sont
a` nuancer, et qu’il faut encore les approfondir pour en tirer des conclusions pratiques suffisamment ge´ne´rales.
2. Re´capitulation des objectifs et plan de l’article
A ce stade nous pouvons re´capituler pre´cise´ment les principaux objectifs et contributions du travail pre´sente´ ici :
– extension du pre´-codeur ZF-DPC au cas des re´cepteurs (par. III-2.1) multi-antennes pour ces canaux statiques
et quasi-statiques ;
– extension de la TCQ au cas des re´cepteurs multi-antennes (par. III-3) ;
– discussion technique et expe´rimentale sur le choix du codeur externe : THS/SCS/TCQ/NL (par. III-3 et par.
V-3) ;
– discussion technique et expe´rimentale sur le choix du codeur interne : ZF-DPC/MMSE-DPC (par. III-2 et par.
V-4 ;
– comparaison des codeurs DPC aux pre´-annulateurs d’interfe´rence traditionnels [25], [26] (par. V-5) ;
– discussion expe´rimentale du choix de DPC en tant que strate´gie d’acce`s multiple : comparaison DPC - TDMA
pour le cas SISO pour des choix de codeurs particuliers (par. V-6) ;
– e´tude expe´rimentale de l’influence de l’estimation de canal sur les performances du codage-de´codage DPC
(par. V-6).
II. MODE`LE DES SIGNAUX POUR LE CANAL DE DIFFUSION MIMO
Tout au long de l’article nous utiliserons les notations suivantes : les notations s, v et M de´signeront
respectivement une quantite´ scalaire, un vecteur colonne et une matrice. La notation M d= ` × c indiquera que la
matrice M posse`de ` lignes et c colonnes. Les notations (.)T , (.)∗ et (.)H de´signeront respectivement la transpose´e,
le conjugue´ et la transconjugue´e. Enfin, r et t de´signeront respectivement le nombre totale d’antennes en re´ception
et le nombre d’antennes d’e´mission.
6Soit K le nombre total d’utilisateurs pouvant eˆtre actifs. Le signal rec¸u (figure 1) par l’utilisateur k (avec
k ∈ {1, ...,K}) s’e´crit Y k = HkX + Zk ou` X ∈ Ct est le signal en bande de base e´mis par la station de base,
Hk
d= rk × t est la matrice de transfert du canal entre l’e´metteur et le re´cepteur k et Zk ∼ N(0, I). La station de
base ayant une puissance limite´e le signal X doit donc ve´rifier la contrainte Tr[E(XXH)] , Tr(Σ) ≤ P . Dans
l’e´criture des algorithmes de codage et de´codage nous supposerons que les matrices des canaux sont statiques, et ce
par souci de simplification de la pre´sentation. Cependant l’extension au cas quasi-statique (canal constant pendant la
dure´e d’un bloc de donne´es) en de´coule et les simulations seront re´alise´es majoritairement dans le cas quasi-statique
sauf lorsqu’il sera fait mention explicite du cas contraire. Nous pre´ciserons d’ailleurs parfois les particularite´s du
cas quasi-statique quant aux codages propose´s. Nous utilisons la matrice globale du canal de diffusion, de´finie a`







Y = HX + Z (1)
ou` H = [HT1 ...H
T
K ]
T d= r × t avec r =∑k rk.
Pre´cisons que le signal X est construit, en particulier, a` partir des messages prive´s W1, ...,WK destine´s aux
diffe´rents utilisateurs. Chaque message Wk appartient a` un alphabet fini de type {1, ...,Mk} a` partir duquel nous
























Fig. 1. Mode`le de canal MIMO Broadcast - MIMO broadcast channel model
7III. STRATE´GIES DE CODAGE DPC
Apre`s avoir rappele´ la structure d’un codeur DPC sugge´re´e par la the´orie de l’information, nous allons de´tailler
les strate´gies de codage interne et externe que nous avons choisies.
1. Structure des codeurs DPC
Comme nous l’avons de´ja` mentionne´, la structure choisie pour l’e´metteur repose sur la structure de (( bons ))
codeurs au sens de la the´orie de l’information. Tout comme pour un canal MIMO mono-utilisateur [18], on va
retrouver dans cette structure un pre´-codeur, dit codeur interne, qui utilise la connaissance de la matrice de canal
H. L’entre´e de ce pre´-codeur est note´e X˜ ; sa sortie (a` savoir X) a de´ja` e´te´ de´finie dans le paragraphe II pre´ce´dent.
En amont de ce pre´-codeur se trouve un codeur externe, qui va utiliser comme entre´es non seulement les messages
informatifs W1, ...,WK , comme c’est le cas pour une structure classique mais aussi la matrice de canal. Ce dernier
aspect constitue une particularite´ des codeurs DPC, puisque la partie codage correcteur d’erreur exploite e´galement
la connaissance du canal. La figure 2 re´sume de deux fac¸ons diffe´rentes cette structure, en utilisant des notations
que nous allons pre´ciser dans ce qui suit.
Codeur Externe DPC N°K
Codeur Externe DPC N°2











Codeur Externe DPC N°K
Codeur Externe DPC N°1



























Fig. 2. Deux fac¸ons e´quivalentes d’envisager la structure du codeur - Two equivalent transmitter structures
2. Strate´gies de codage interne
Le pre´-codeur est suppose´ line´aire. Comme c’est souvent le cas, le choix d’une structure line´aire peut s’ave´rer
optimal lorsque des signaux gaussiens sont mis en jeu. Ainsi, dans le cas du canal de diffusion MIMO, il existe un
pre´-codeur line´aire qui est optimal au sens de la capacite´-somme du canal : le MMSE-DPC. Sous cette hypothe`se





T ou` B d= t × r. Le signal e´mis peut donc eˆtre
vu comme une superposition de K signaux : X =
K∑
k=1
BkX˜k, comme ce serait le cas pour un e´metteur CDMA par
exemple.
Les deux strate´gies de pre´-codage DPC que nous avons retenues sont le ZF-DPC et le MMSE-DPC. Les deux
visent a` maximiser le taux-somme mais la solution MMSE est optimale en termes de taux-somme [5], alors que la
solution ZF est sous-optimale mais peut eˆtre plus simple a` implanter [4]. Nous n’avons pas retenu de pre´-codeur
permettant de se de´placer sur la frontie`re de la re´gion de capacite´, car il s’ave`re qu’a priori un tel pre´-codeur n’est
pas facile a` trouver. Les travaux de Weingarten et al. [2] font intervenir implicitement un tel pre´-codage, mais
ne fournissent pas de matrice de pre´-codage (( preˆte a` l’emploi )). Notre choix est donc sous-optimal en terme de
re´gion de capacite´. La figure 3 permet de visualiser cette sous-optimalite´ pour le cas de deux utilisateurs, cas qui
est privile´gie´ dans cet article : la re´gion en pointille´ repre´sente la re´gion de capacite´ tandis que la re´gion hachure´e
et de´limite´e par le quadrilate`re est obtenue en appliquant une strate´gie a` temps partage´ (TDMA) entre chacun des
points permettant d’atteindre les deux points extreˆmes d’allocation de ressources et le point obtenu avec un codage













































Stratégie à temps partagé
Région de apaité
Capaité somme
Fig. 3. Sous-optimalite´ en terme de re´gion de capacite´ - What is lost in terms of coding rates for our approach w.r.t the capacity region
Beaucoup d’autres crite`res que le taux-somme auraient pu eˆtre retenus pour le choix de la strate´gie de codage
interne. [19] propose plusieurs moyens d’e´laborer des pre´codeurs non DPC, selon diffe´rents crite`res lie´s par exemple
a` des contraintes de puissance. De tels crite`res sont plus restrictifs et moins performants en terme de TEB, mais sont
9utiles lors des dimensionnements des syste`mes. [20] propose une pre´sentation comple`te du pre´codeur MMSE dans
sa version classique. Dans ce dernier article, les auteurs proposent une version ame´liore´e dans laquelle les erreurs
peuvent eˆtre ponde´re´es. Cela nous fournit un crite`re qui semble pertinent en pratique : assurer diffe´rentes qualite´s
de services pour chaque utilisateur en fonction de ses besoins, et non pas force´ment en fonction de la qualite´ de
leur canal. Ainsi, on allouera a` un utilisateur posse´dant un excellent canal, mais ne sollicitant qu’un service voix,
seulement la puissance ne´cessaire pour assurer ce service, afin d’ame´liorer d’autres communications sur des canaux
de moindre qualite´. Cette solution peut eˆtre clairement sous optimale en terme de taux-somme, puisque pre´cise´ment
une solution optimale en terme de taux-somme alloue d’autant plus de puissance a` un canal que celui-ci est bon ;
ne´anmoins, un tel pre´codeur est excellent en terme de nombre d’utilisateurs satisfaits. Cependant, une telle solution
ne´cessite a` la fois un pre´codage et un codage en re´ception (voir [20]). De plus, l’e´tablissement du pre´codeur DPC
dual est tre`s difficile, notamment parce que les formules de dualite´ connues le sont en terme de capacite´ et non de
taux d’erreur. Par conse´quent, nous n’utiliserons pas ce pre´codeur ; nous conserverons toutefois ce crite`re dans nos
simulations, afin de voir comment se comportent des pre´codeurs non adapte´s a priori a` celui-ci.
1) Pre´-codeur ZF-DPC pour les re´cepteurs multi-antennes:
Nous e´tendons ici le pre´-codeur ZF-DPC de [4] au cas ou` les re´cepteurs sont e´quipe´s de plusieurs antennes et pour
un rang quelconque de la matrice de canal H. Tout comme dans [4], nous effectuons la de´composition QR de la





























GK,1 . . . GK,K′

Q.
Afin de donner la signification de K ′, nous de´finissons la notation indicielle i(1), ..., i(K ′), relative a` l’ordre de
codage des utilisateurs : par exemple, dans le cas de deux utilisateurs, si le codage de l’utilisateur 2 est effectue´
avant l’utilisateur 1 alors i(1) = 2 et i(2) = 1. Cette notation associe donc a` l’ordre de codage le (( nume´ro ))de
l’utilisateur concerne´. On peut ainsi dans l’exemple pre´ce´dent dire que ri(1) = r2 et ri(2) = r1. L’entier K ′ est alors
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de´fini comme le plus petit entier tel que
K′∑
k=1
ri(k) ≥ m, ou` m est le rang de la matrice H. Pre´cisons e´galement les
dimensions des matrices mises en jeu dans cette de´composition :
– ∀k ∈ {1, ...,K ′ − 1}, Gk,k d= ri(k) × ri(k) ;
– GK′,K′




– ∀k ∈ {1, ...,K ′ − 1}, ∀` ∈ {1, ..., k}, Gk,` d= ri(k) × ri(`) ;
– ∀k ∈ {K ′, ...,K}, ∀` ∈ {1, ...,K ′ − 1}, Gk,` d= ri(k) × ri(`) ;
– ∀k ∈ {K ′, ...,K}, Gk,K′ d= ri(k) × ri(K′).
Enfin, la matrice Q est de taille m×t et ses lignes sont orthogonales entre elles. Nous pouvons maintenant exprimer






Pour le ke`me utilisateur, le signal rec¸u peut se re´e´crire selon :
Y k = Gk,kX˜k +
∑
`<k
Gk,`X˜` + Zk (4)












. Pour l’utilisateur k, le pre´-codeur
ZF-DPC annule donc totalement l’interfe´rence associe´e aux termes ` > k. L’autre partie de l’interfe´rence (termes
en ` < k) peut e´galement eˆtre annule´e en appliquant un codage successif (ou se´quentiel) des utilisateurs. Le canal
de chaque utilisateur sera donc e´quivalent a` un canal de Costa pour lequel l’interfe´rence ` < k est effectivement
connue par le codeur k. Finalement, le codeur interne est e´quivalent a` un banc de codeurs de Costa, comme le
montre la figure 2.
Il nous faut maintenant pre´ciser deux points importants. Comment choisir l’ordre de codage des utilisateurs ?
Comment re´aliser l’allocation de puissance entre ces utilisateurs ? Les re´ponses a` ces deux questions de´pendent du
crite`re de performance que l’on cherche a` optimiser. Nous avons retenu 3 crite`res de performances que nous allons
de´crire.
• Optimisation du taux-somme pour les canaux statiques
Graˆce au pre´-codeur ZF-DPC et au banc de codeurs de Costa, chaque utilisateur voit un canal sans interfe´rence, et
le canal de diffusion MIMO est donc e´quivalent a` K ′ sous-canaux mono-utilisateurs MIMO en paralle`le. Le taux-
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somme est donc optimise´ en re´alisant un (( water-filling )) sur les valeurs singulie`res des matrices G1,1, ...,GK′,K′ ,
valeurs singulie`res que nous noterons {λ1,1, ..., λ1,r1 , ..., λK′,1, ..., λK′,rK′}. Par conse´quent, le taux-somme atteint






max {0, log(µλk,`)} (5)













On peut ainsi de´terminer l’ordre de codage des utilisateurs en testant les K! ordres possibles, en appliquant pour
chacun la proce´dure de (( water-filling )) et en gardant au final l’ordre et l’allocation de puissance qui maximisent
le taux-somme.
• Diversite´ multi-utilisateur pour les canaux quasi-statiques
Dans le cas d’un canal de diffusion avec un e´metteur multi-antenne, des re´cepteurs mono-antennes et des sous-canaux
a` e´vanouissement de Rayleigh par bloc, Tu et Blum [21] ont propose´ un algorithme d’optimisation (appele´ (( greedy
algorithm )) et fonde´ sur des de´compositions en sous-espaces) qui est optimal en terme de diversite´ multi-utilisateur.






Nous avons montre´ dans l’Annexe I que cet algorithme se ge´ne´ralise au cas des re´cepteurs multi-antennes. Cependant
l’ordre de codage trouve´ ne sera pas force´ment le meilleur en terme de taux-somme. A faible rapport signal-a`-bruit
par exemple, le taux-somme est maximise´ en attribuant toute la puissance au meilleur utilisateur (celui posse´dant
le meilleur SINR -signal-to-noise plus interference ratio) ce qui ne correspond pas toujours a` une optimisation
de la diversite´ multi-utilisateur. Enfin il est important de noter que si on applique cet algorithme pour un canal
statique, on ne be´ne´ficiera pas de l’effet de moyennage du canal, et la sous-optimalite´ de l’algorithme en terme de
taux-somme peut alors eˆtre plus prononce´e que pour un canal quasi-statique.
• Minimisation de la puissance d’e´mission
Cette fois-ci chaque re´cepteur veut obtenir une certaine qualite´ de transmission (en terme de TEB) et un certain
de´bit (efficacite´ spectrale ou taux de codage). On de´termine alors l’ordre de codage et l’allocation de puissance
qui minimisent la puissance de l’e´metteur. En pratique, cela est possible si l’e´metteur dispose de tables de qualite´s
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lui permettant de faire cette optimisation. Nous ferons cette hypothe`se dans certaines simulations de la partie
expe´rimentale.
2) Pre´-codeur MMSE-DPC pour les re´cepteurs multi-antennes:









Les matrices de covariances {Σ`} doivent eˆtre optimise´es sous les contraintes de puissance Tr[Σ`] = P`, avec∑
`
P` ≤ P . On remarquera dans l’e´quation (6) que l’interfe´rence due aux utilisateurs indice´s par ` < k n’apparaıˆt
pas dans l’expression de la matrice de pre´-codage MMSE-DPC, car nous supposons que le codeur interne est un
banc de codeurs successifs de Costa qui assure cette pre´-annulation.
Revenons au proble`me de l’ordre de codage des utilisateurs et de l’allocation de puissance. Il est montre´ dans [5]
que pour n’importe quel ordre de codage, il existe toujours un jeu de puissances (P1, ..., PK) tel que le pre´-codeur
MMSE-DPC atteigne la capacite´-somme du canal. En revanche la re´gion de taux atteignables de´pendra de cet ordre.
Pour un ordre de codage fixe´, on doit optimiser l’allocation de puissance de manie`re a` optimiser le taux-somme
qui s’exprime par :
Rmmse−dpcsum = log |I+HHΣH|, (7)
avec Σ = Diag(Σ1, ...,ΣK). Lorsque les re´cepteurs sont mono-antennes, on peut utiliser l’algorithme d’optimisation
de [22], qui assure la convergence vers le maximum global. On peut e´galement appliquer cet algorithme au cas de
re´cepteurs multi-antennes, mais au prix d’un surcroıˆt de complexite´ d’autant plus grand que l’algorithme doit eˆtre
re´pe´te´, ce qui serait le cas pour des canaux quasi-statiques.
3) Commentaires sur le choix ZF-DPC – MMSE-DPC:
Nous avons vu que si le crite`re de performance retenu est le taux-somme, l’ordre de codage est de´cisif pour
l’utilisation d’un pre´-codeur ZF-DPC, et il faut alors utiliser un algorithme spe´cifique pour trouver le meilleur
ordre. En revanche, le MMSE-DPC est insensible a` cet ordre. L’allocation de puissance est de´termine´e graˆce a` une
simple proce´dure de type (( water-filling )) pour la solution ZF-DPC, alors qu’un algorithme d’optimisation doit eˆtre
utilise´ pour la solution MMSE-DPC, algorithme qui est d’autant plus complexe que le nombre d’antennes croıˆt. De
13
plus sur des canaux quasi-statiques la moindre complexite´ de ZF-DPC sur la solution MMSE-DPC peut pre´-valoir
d’autant plus que nous avons vu que la solution ZF-DPC est optimale en terme de diversite´ multi-utilisateur.
Notons que la ge´ne´ralisation de l’algorithme greedy de [21] que nous proposons dans l’Annexe I est
particulie`rement inte´ressante de ce point de vue : les algorithmes utilise´s pour le MMSE-DPC e´tant complexes,
notre ZF-DPC ge´ne´ralise´ est une bonne solution sous-optimale en terme de taux-somme, tout en e´tant optimale en
terme de diversite´. Finalement, l’algorithme sous-optimal ZF-DPC sera dans un grand nombre de situations mieux
adapte´ que le MMSE-DPC, car de complexite´ moindre.
3. Strate´gies de codage externe
Nous avons vu pre´ce´demment que les pre´-codeurs ZF-DPC et MMSE-DPC supposaient qu’un banc de (( bons ))
codeurs DPC e´tait implante´ en amont. Il nous faut maintenant pre´ciser comment ge´ne´rer le signal X a` partir des
messages informatifs W1, ...,WK et de la matrice de canal H. Nous pre´sentons cette description pour le cas du
pre´-codeur ZF-DPC mais le cas MMSE-DPC s’en de´duit imme´diatement.
Nous avons vu dans l’e´quation (4) que le pre´-codage ZF-DPC transforme le canal de diffusion MIMO en plusieurs
sous-canaux mono-utilisateurs en paralle`le, chacun des sous-canaux e´tant un canal de Costa vectoriel. En effet, pour
tout k ∈ {1, ...,K ′}, le signal rec¸u s’e´crit bien Y k = Xk + Sk + Zk, ou` Xk = Gk,k X˜k, et l’interfe´rence Sk =∑
`<kGk,` X˜` est connue du codeur k de manie`re non-causale. Dans [23], Yu et Cioffi ont montre´ que le re´sultat
de [3] se ge´ne´ralise au cas vectoriel en utilisant la strate´gie suivante :
Condition 1 Xk = Uk−AkSk, ou` Uk est une variable auxiliaire de codage, Ak = Σk (Σk + I)−1






Condition 2 I(Xk;Sk) = 02
Ainsi, la sortie Xk d’un bon codeur DPC du banc de codage au sens de la the´orie de l’information doit satisfaire
les deux conditions pre´ce´dentes. Si on utilise un codeur satisfaisant ces conditions, le taux de codage s’e´crit
Roptk = max
Σ˜k,Tr(Σ˜k)≤P˜k
log |I+GkΣ˜kGHk | avec Σk = GkΣ˜kGHk .
D’apre`s [18] les vecteurs propres de Σ˜k doivent coı¨ncider avec les vecteurs singuliers a` droite de Gk, et ses
valeurs propres, qui correspondent a` la matrice de puissance P˜optk , doivent suivre l’allocation de puissance donne´e
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par le (( water-filling )) sur les valeurs propres de Σ˜k :
Gk = UkDkVHk ⇒ Σ˜k = VkP˜optk VHk .
Cela nous donne une troisie`me condition sur le codage DPC :







Nous allons maintenant de´crire une strate´gie de codage DPC pratique qui va ve´rifier les trois conditions mises
en e´vidence. Il est important de pre´ciser qu’imposer ces proprie´te´s the´oriques au codeur DPC s’ave`re efficace en
termes de TEB pour le canal mono-utilisateur SISO (single input single output), comme le montre la strate´gie
SCS de [14]. Le codeur pratique final est repre´sente´ sur la figure 4. De´crivons maintenant les diffe´rents e´tages qui








































Fig. 4. Strate´gie de codage propose´e pour l’implantation pratique d’un DPC vectoriel - Equivalent channel for the proposed practical
vector DPC scheme
Un codeur DPC posse`de deux entre´es : le message informatif Wk et l’interfe´rence connue Sk. Comme l’illustre
la strate´gie de [14], une fac¸on d’implanter un codeur DPC est de faire appel a` un quantificateur (ope´rateur modulo)
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qui va quantifier l’interfe´rence connue. Dans [14] le codeur DPC contient en fait deux sous-e´tages inde´pendants :
le codeur canal suivi d’un quantificateur SCS. Ici nous optons pour la TCQ qui est une strate´gie plus performante.
Celle-ci fonctionne selon le meˆme principe qu’une modulation code´e en treillis sauf qu’ici c’est le codage canal
et la quantification (propre a` la gestion de l’interfe´rence connue) qui sont faits conjointement. Pour l’utilisateur
k, les Rk = 1n log2 |Mk| bits d’information sont divise´s en deux parties (figure 5). La premie`re partie est code´e
par un codeur convolutif qui sert a` se´lectionner un sous-ensemble de quantificateurs. La seconde partie permet
de se´lectionner un quantificateur a` l’inte´rieur de ce sous-ensemble. Ce quantificateur a pour roˆle de quantifier
l’interfe´rence connue Sk. La figure 5 illustre le me´canisme de la TCQ pour un codeur de rendement 1/2, avec une
quantification scalaire et une modulation de type PAM (Pulse Amplitude Modulation). Il y a huit quantificateurs au
total (pour deux bits code´s et un bit non code´), quatre sous-ensembles (choisis avec les deux bits code´s), et deux
quantificateurs par sous-ensemble (choisi graˆce au bit non code´).
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Fig. 5. Exemple d’un me´canisme de TCQ avec quantification scalaire et modulation PAM - How the TCQ works : scalar case for a 4-PAM
Pour expliquer simplement la manie`re graˆce a` laquelle sont impose´es au codeur DPC les trois conditions vues
pre´ce´demment, nous allons exploiter l’interpre´tation en (( re´seaux de points emboıˆte´s )) de la TCQ vectorielle.
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Les re´seaux de points emboıˆte´s (connus sous le nom de nested lattice) permettent d’implanter de bons codeurs
source-canal [10]. Ceux-ci consistent en l’utilisation de deux re´seaux de points, l’un, dit re´seau grossier, contenant
le second, dit re´seau fin. Le re´seau fin Λ1 implante le codage canal, tandis que le re´seau grossier Λ2 implante
le codage source (l’ope´rateur modulo). La TCQ est une version sous optimale des re´seaux de points emboıˆte´s,
posse´dant l’avantage d’une construction simple des deux re´seaux de points : une bonne conception de Λ1 graˆce
a` une bonne conception du treillis permet d’avoir un assez bon codeur canal. Le re´seau grossier Λ2, c’est-a`-dire
le quantificateur vectoriel ou ope´rateur modulo vectoriel utilise´ pour tirer parti de l’information apporte´e par la
connaissance d’une partie de l’interfe´rence, reste toutefois a` construire, ce qui est d’autant plus simple que la taille
du re´seau est petite. Or, les nombres d’antennes au niveau des re´cepteurs utilise´s dans les syste`mes cellulaires ne
devrait pas eˆtre e´leve´ (typiquement 2 a` 4). Pour ces valeurs le re´seau grossier aura donc une petite dimension, ce
qui rend sa conception simple. On voit donc qu’au lieu d’essayer de construire directement des re´seaux de points
emboıˆte´s de taille n × rk, ce qui est a` la fois complique´ a` faire et complexe a` coder et de´coder, on peut utiliser
n re´seaux de points de taille rk : cette solution est certes sous-optimale mais offre des performances relativement
bonnes. Il nous faut de´sormais proposer un choix convenable pour le re´seau grossier, et voir comment imposer les
trois proprie´te´s vues plus haut.
1) Conception du re´seau grossier (ope´rateur modulo):
Dans le cas le plus simple ou` les re´cepteurs sont mono-antennes, soit rk = 1 pour tout k, le re´seau de points grossier
est cubique : pour chaque transition du treillis de longueur n, on utilise un quantificateur scalaire mod−∆, si bien
qu’au total on construit un re´seau cubique de dimension n. La contrainte de puissance Pk alloue´e a` l’utilisateur
fixe la taille de la cellule de quantification, caracte´rise´e par la grandeur ∆ dans notre exemple. Ainsi, nous avons
dans le cas scalaire ∆2/6 = Pk (voir [14]). Dans le cas vectoriel (re´cepteurs multi-antennes), cette contrainte porte
sur la matrice de covariance de la sortie de la TCQ. Traduire cette contrainte sur la forme du motif du re´seau
grossier n’est a priori pas simple. Pour simplifier cette conception, on peut tenir compte du fait que le re´seau est
souvent choisi syme´trique. Ainsi, la matrice de covariance des sorties de la TCQ vectorielle devient diagonale,
ce qui nous permet d’imposer plus facilement les proprie´te´s the´oriques de´sire´es. Par exemple, pour le cas des
re´cepteurs a` deux antennes conside´re´ dans les simulations, le re´seau de points hexagonal A2 est un bon candidat,
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k. Il nous faut pour finir de´crire l’e´tiquetage
a` l’inte´rieur d’une cellule du re´seau grossier. Dans le cas scalaire (i.e. mono-antenne) l’e´tiquetage des repre´sentants
du quantificateur est fait automatiquement en suivant les re`gles d’Ungerboeck sur le treillis (voir [28]) ; pour le cas
∀k ∈ {1, ...,K}, rk = 2, on peut encore faire un e´tiquetage (( a` la main )). Cependant, pour des dimensions plus
grandes, il n’y a pas actuellement de solution simple a` ce proble`me, qui reste encore ouvert, meˆme si des solutions
sous-optimales ont e´te´ propose´es, comme par exemple celles de Pe´pin et al. [24].
2) Comment imposer les (( bonnes proprie´te´s )) au codeur DPC:
En utilisant un re´seau de points grossier tel que nous venons de le de´crire, la sortie X ′k de l’ope´rateur modulo
Λ2 est telle que Σ′k = I. Pour re´aliser la troisie`me condition sur le codage DPC, il nous faut avoir simultane´ment




k. Pour cela il suffit de faire suivre l’ope´rateur modulo par un ope´rateur line´aire
G−1k Σ
1/2
k (ce qui est explique la pre´sence d’un tel bloc sur la figure 4).
La premie`re condition est obtenue graˆce a` la strate´gie suivante. Le message informatif Wk, destine´ a` l’utilisateur
k, est repre´sente´ par un coset Ck de Λ1. Le coset Ck contient tous les points de Λ1 qui sont localise´s dans la
cellule fondamentale3 de Voronoı¨ de Λ2. L’ide´e de variable auxiliaire sugge´re´e par la the´orie est donc implante´e
ici graˆce a` un code coset dont les mots sont ajoute´s au signal A′kSk avec A′k = (I +Σ−1k )−1Σ−1/2k . En effet, le
signal auxiliaire Uk est implicitement obtenu par le codeur DPC qui se´lectionne le mot de code le plus proche du
signal A′kSk graˆce a` l’ope´rateur modulo.
Enfin, la deuxie`me condition de codage DPC, c’est-a`-dire l’inde´pendance entre X ′k and Sk, est obtenue en
utilisant un dither en e´mission, et connu e´galement du re´cepteur ([11]). Notons que l’emploi d’un dither implique
e´galement que X ′k a une distribution uniforme sur la re´gion de Voronoı¨ Λ2, ce qui facilite la re´alisation de la
relation Σ′k = I.
3) De´codeur DPC:
Nous avons vu que c’est l’e´metteur qui prend en charge la gestion de l’interfe´rence : les re´cepteurs n’ont plus a`
accomplir cette taˆche. Chaque re´cepteur peut donc de´coder le message qui lui est destine´ en traitant le signal rec¸u
3 Une cellule est la zone de´finie autour d’un point du re´seau par les points du re´seau les plus proches de celui-ci. La cellule fondamentale
est la cellule dont le point de re´fe´rence est l’origine.
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graˆce au dither et a` une ope´ration modulo. L’aspect de´codage est de´veloppe´ dans le paragraphe IV-3.1.
IV. STRATE´GIES DE RE´FE´RENCE. DE´CODAGE ET DEGRE´ DE CONNAISSANCE DU CANAL
Le but de cette partie est double : tout d’abord, nous de´crivons les strate´gies de re´fe´rence auxquelles seront
compare´es les strate´gies DPC dans la partie expe´rimentale (partie V) ; puis nous pre´cisons l’ope´ration de de´codage
(paragraphe IV-3), en insistant sur l’information ne´cessaire aux re´cepteurs. Le codage DPC e´tant une technique de
pre´-annulation d’interfe´rence, nous le comparerons aux pre´-annulateurs pre´-ZF et pre´-MMSE (paragraphe IV-1).
Le codage DPC pouvant aussi eˆtre vu comme une strate´gie d’acce`s multiple, nous le comparerons au TDMA
(paragraphe IV-2), dans le cas SISO par souci de simplicite´.
1. Pre´-annulateurs d’interfe´rence classiques
Une manie`re simple de pre´-annuler l’interfe´rence sur la liaison descendante est d’appliquer une pre´-annulation
de type pre´-ZF ou pre´-MMSE (voir par exemple les travaux de Haardt et al. dans [25] et [26]). Dans ces strate´gies
le pre´-codeur utilise la connaissance de H pour appliquer une strate´gie de gestion et suppression de l’interfe´rence.
Cependant, le codage canal en amont n’utilise pas cette connaissance et n’a donc pas une fonction d’annulation










Certaines conditions d’inversibilite´ doivent bien suˆr eˆtre satisfaites, cependant dans le cas contraire une inversion











i , ou` m
′ = rang(HHH).
Nous utiliserons ces pre´-annulateurs d’interfe´rence comme re´fe´rences pour e´valuer les performances des pre´-
annulateurs DPC, qui utilisent pour leur part la connaissance du canal a` la fois pour le pre´-codage et pour le
codage canal. Cette diffe´rence implique d’ailleurs que les pre´-annulateurs classiques ne sont pas optimaux en
termes de taux-somme.
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2. Emetteur TDMA de re´fe´rence
Nous avons vu que le codage DPC permet de construire un e´metteur pour le canal de diffusion, c’est-a`-dire
un e´metteur capable de (( ge´rer )) plusieurs utilisateurs sur la liaison descendante. Nous avons e´galement vu qu’un
banc de codages successifs et un pre´-codage line´aire permettent de voir le signal e´mis comme la superposition de
signaux destine´s a` chacun des utilisateurs : X =
∑
kXk. Le codage DPC implante donc bien une strate´gie d’acce`s
multiple dans laquelle les utilisateurs e´mettent en meˆme temps et sur la meˆme bande de fre´quence. Tout comme
[16] nous allons comparer cette strate´gie au TDMA dans le cas SISO, pour lequel l’e´metteur et les re´cepteurs
sont mono-antennes. Cette comparaison, dont l’objet a e´te´ pre´cise´ dans l’introduction (partie I), sera faite pour un
codage pratique et donc pour un choix particulier de codeurs.
Dans le cas SISO, il n’y a pas de pre´-codage pour l’e´metteur TDMA (figure 6). Il n’y a pas d’interfe´rence
d’acce`s multiple en TDMA, l’e´metteur TDMA ne se sert donc pas de la connaissance des canaux a` l’e´mission.
Pour coder les messages W1, ...,WK , nous avons opte´ pour une modulation code´e en treillis (ou TCM, trellis coded
modulation) afin de faire une comparaison e´quitable en termes de complexite´ avec le codeur DPC qui utilise la
TCQ. Enfin, il faut e´galement que la comparaison soit e´quitable en termes d’efficacite´ spectrale et de puissance
alloue´e.
Soit Tk la dure´e de l’intervalle temporel ((( time slot ))) attribue´ a` l’utilisateur k ; soient pik et ρk respectivement
la puissance instantane´e et l’efficacite´ spectrale instantane´e sur intervalle de temps. L’efficacite´ spectrale moyenne








Pre´cisons que, pour des raisons de synchronisation notamment, on prend en pratique Tk = T/K pour tout k, T
e´tant la dure´e de la trame d’e´mission. Par conse´quent, si on attribue a` l’utilisateur k un de´bit moyen Rk avec
le codage DPC, l’e´metteur TDMA doit compenser en augmentant son efficacite´ spectrale instantane´e selon un
facteur donne´ par ρk = K × Rk. Si on note P la puissance moyenne disponible pour le codage DPC, alors la
puissance instantane´e d’un utilisateur peut varier de 0 a` KP , puisqu’on se laisse la liberte´ d’allouer la puissance
totale entre les K utilisateurs. Ainsi, on peut d’ores et de´ja` clairement identifier les aspects principaux et de´cisifs
de la comparaison DPC-TDMA. Les deux avantages du TDMA sont l’absence d’interfe´rence d’acce`s multiple et
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la possibilite´ de varier la puissance instantane´e d’un utilisateur de 0 a` KP . En revanche, comme l’e´metteur DPC
envoie les donne´es de tous les utilisateurs simultane´ment, l’e´metteur TDMA doit compenser cette perte d’efficacite´
spectrale d’un facteur 1/K en augmentant les efficacite´s spectrales des TCM du facteur inverse K pour atteindre
des de´bits moyens identiques a` ceux obtenus avec le codage DPC.
Fig. 6. Structure TDMA a` l’e´metteur - TDMA transmitter structure
3. De´codage et degre´ de connaissance du canal : le cas SISO
1) De´codeur DPC:
Nous allons tout d’abord indiquer comment se simplifie le codage DPC dans le cas SISO, et de´tailler la proce´dure
de de´codage pre´sente´ dans III-3. Dans le cas SISO, il n’y a pas de codeur interne, les sorties des diffe´rents codeurs
internes sont simplement ajoute´es selon X =
K∑
k=1
Xk. Le codeur total est donc constitue´ d’un banc de codeurs
DPC, chacun constitue´ d’une quantification code´e en treillis et scalaire (voir figure 7).
La TCQ e´tant e´quivalente a` un re´seau de points, un mot de code de taille n (et donc un treillis de longueur n)
associe´ a` X ′k = hkXk s’e´crit comme
X ′k = Ck − αkSk +Dk mod ∆Zn, (10)
ou` le vecteur Ck de´signe le coset associe´ au message Wk, le vecteur Dk repre´sente le dither, et αk est un scalaire
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Fig. 7. Structure d’un codeur DPC SISO - DPC coder structure for a SISO BC
jouant le roˆle de la matrice Ak dans le cas scalaire. Pour tout k ∈ {1, ...,K}, le kie`me de´codeur rec¸oit le signal :










hkXj + Zk︸ ︷︷ ︸
Z′k
. (11)
Chaque sous-canal Yk = X ′k + Z ′k + Sk est alors un canal de Costa pour lequel






|hk|2P ` , Qk ;
– E[|Z ′k|2] = NkB +
∑
`>k
|hk|2P ` , N ′kB ou` on fixe par hypothe`se NkB = 1.
Par conse´quent l’image du mot de code e´mis en re´ception de l’utilisateur k est Y k = X ′k + Sk +Z ′k. Le de´codeur
applique alors l’ope´ration de de´codage suivante :
Cˆk = αkY k −Dk mod ∆Zn, (12)
ce qui correspond a` la recherche du coset le plus proche du mot rec¸u Y k. Cette recherche se traduit en pratique par
un algorithme de Viterbi qui de´termine la se´quence la plus vraisemblable. Implanter la relation (12) revient donc
a` calculer les me´triques des branches du treillis qui font intervenir le parame`tre de Costa αk. La valeur optimale






(voir [3] pour plus de de´tails). Ce parame`tre s’apparente
donc au RSIB. Dans le cas ou` le canal est suppose´ statique, nous voyons que la connaissance de ce parame`tre
revient a` une connaissance comple`te du canal en re´ception. Cependant, dans un syste`me re´el, les canaux seront
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quasi-statiques, et la connaissance du SINR αk au kie`me re´cepteur fera donc appel aux statistiques du canal et non
a` sa connaissance instantane´e. Si cette connaissance s’ave`re non disponible ou peu fiable on peut toujours utiliser
en pratique la strate´gie de Tomlinson-Harashima (THS) qui revient ici a` prendre αk = 1.
2) De´codeur TDMA:
Comme nous l’avons pre´cise´ plus haut, l’e´metteur TDMA ne se sert pas de la connaissance du canal en e´mission,
mais celle-ci est indispensable en re´ception pour avoir une communication cohe´rente. Le de´codage au niveau d’un
re´cepteur se fait par application de l’algorithme de Viterbi sur la se´quence rec¸ue. La connaissance du canal est
donc indispensable pour le calcul des me´triques de branches du treillis implantant l’algorithme de de´codage.
3) Mode´lisation de l’erreur d’estimation de canal:
Nous supposerons que le canal est estime´ en re´ception a` partir d’une se´quence d’apprentissage de longueur s. Cette
se´quence sera suppose´e avoir de bonnes proprie´te´s d’auto- et d’inter-corre´lation. Nous supposerons aussi que la
qualite´ d’estimation sera la meˆme a` l’e´metteur qu’au re´cepteur. Cette hypothe`se est valide au moins dans deux
exemples courants :
1) l’e´metteur posse`de un retour d’information sur le canal depuis le re´cepteur sans erreur (on parle de CSI
feedback),
2) la base utilise une se´quence d’apprentissage de taille m sur la liaison montante et suppose la re´ciprocite´ des
liens montants et descendants pour se servir de canaux montants estime´s sur la liaison descendante.
La puissance de l’erreur d’estimation de canal s’exprime alors par (voir par exemple [27]) :
∀k ∈ {1, ...,K}, E[|hˆk − hk|2] = NkB `
s
(13)
ou` ` ≤ s est la longueur du canal, soit ` = 1 dans notre contexte. Notons enfin que sous l’hypothe`se NkB = 1,
cette puissance est toujours infe´rieure a` 1.
V. DISCUSSION EXPE´RIMENTALE
1. Choix du crite`re de performance du syste`me
Le proble`me dans la comparaison de deux strate´gies de codage est le choix d’un crite`re de performance syste`me
pertinent. Par exemple pour K = 2 le syste`me peut difficilement eˆtre caracte´rise´ par un couple (TEB1, TEB2),
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puisque si la strate´gie de codage C donne le couple (TEB1, TEB2) et la strate´gie de codage C′ donne le couple
(TEB′1, TEB′2) avec TEB1 < TEB′1 et TEB2 > TEB′2, on ne peut pas conclure quant au choix de la meilleure
strate´gie. Nous avons retenu trois crite`res de comparaison. Le premier crite`re est, pour une puissance d’e´mission
donne´e, la re´gion des couples (TEB1, TEB2) atteignables par une strate´gie. C’est le pendant d’une re´gion de
taux de codage atteignables mais il s’agit ici de caracte´riser la qualite´ des transmissions pour des de´bits fixe´s. Le
second crite`re retenu est la puissance minimale ne´cessaire en e´mission pour atteindre des (( cibles )) de qualite´s











qui repre´sente le rapport des puissances d’e´mission minimales ne´cessaires pour
atteindre les cibles de qualite´s pour chacune des strate´gies de codage C1 et C2. Enfin le troisie`me crite`re de
performance qui sera conside´re´ est la nombre d’utilisateurs satisfaits (ceux qui obtiennent le de´bit demande´ avec
la qualite´ correspondante requise).
2. Parame`tres de simulations
Dans la plupart des simulations nous conside´rons le cas 2 utilisateurs (K = 2) et de manie`re marginale le cas a`
3 utilisateurs. Dans ce dernier cas les conditions simulations seront alors spe´cifie´es a` l’endroit correspondant. Pour
le cas K = 2 nous voulons que les deux utilisateurs atteignent l’une des cibles (TEB1, TEB2) = (10−5, 10−3)
ou (TEB1, TEB2) = (10−5, 10−5). Nous conside´rons trois couples de nombres d’antennes, le triplet (t, r1, r2)
pouvant valoir (2, 1, 1), (4, 1, 1) ou (4, 2, 2). Nous utilisons aussi un coefficient d’asyme´trie du canal de diffusion
de´fini comme le rapport entre la puissance (instantane´e dans le cas statique, moyenne dans le cas quasi-statique) du
canal du premier utilisateur et celle du second, ce coefficient est note´ γ et peut varier dans la plage [0 dB, 5 dB].
Lorsque le canal ne sera pas suppose´ connu parfaitement les parame`tres ρk = NkBE[||Hˆk−Hk||2] seront utilise´s pour
quantifier le degre´ de connaissance du canal. Deux valeurs d’efficacite´ spectrale seront envisage´es : nous avons
choisi des taux de 1 ou 2 bits par utilisation du canal (bpuc). Enfin, sauf mention explicite, les canaux seront
suppose´s quasi-statiques.
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3. Comparaison des codeurs externes
Dans cette partie le codeur interne est fixe´ : la solution MMSE-DPC est choisie pour le pre´codeur. Nous comparons
alors trois strate´gies de codage externe : la TCQ, le SCS et le THS (ces deux strate´gies ont e´te´ mentionne´es dans
I-1. Ces deux dernie`res strate´gies sont peu complexes et il s’agit donc surtout de voir ce que le surcouˆt (raisonnable)
en complexite´ due a` la TCQ permet en ame´lioration de performances. Le lien entre la strate´gie SCS et THS est
en fait assez simple puisque la solution THS correspond a` faire tendre α vers 1. Autrement dit le THS peut eˆtre
vu comme un codeur DPC qui supprime toute l’interfe´rence (zero-forcing) alors que le SCS correpond a` une
e´limination partielle de l’interfe´rence (MMSE) puisque α = P/(P +N).
Pour un taux de 1 bpuc pour chaque utilisateur nous regroupons ci-dessous quelques re´sultats significatifs (figure
8). Le crite`re de performance retenu est ici la puissance d’e´mission minimale pour atteindre le de´bit et la qualite´
de´sire´s. On s’aperc¸oit qu’utiliser la strate´gie d’Eggers (SCS) au lieu de la strate´gie de Tomlinson Harashima apporte
peu de gain en performance et ce pour des qualite´s de services diffe´rentes et des nombres d’antennes diffe´rents.
On remarque meˆme que le gain duˆ a` l’utilisation de SCS au lieu de THS se re´duit lorsque les taux d’erreurs
cibles deviennent se´ve`res. Ceci est cohe´rent puisque pour obtenir des TEB plus bas on doit augmenter la puissance
globale et donc α → 1. Le choix de SCS sur THS ne s’impose donc pas a` partir de nos re´sultats. De plus le
calcul des αk pour SCS ne´cessite une connaissance partielle (canaux quasi-statiques) ou totale (canaux statiques)
des canaux en e´mission et en re´ception : THS est donc plus robuste a` d’e´ventuelles erreurs d’estimation du canal.
Notre analyse sugge`re que THS semble mieux adapte´ a` une implantation re´elle. Comparons maintenant la solution
SCS a` la solution TCQ. Pour un choix assez large des parame`tres de simulations (dont seule une partie est donne´e
ici) on peut voir que la TCQ permet un gain en puissance d’e´mission souvent supe´rieur a` 2 dB. Pour le cas
(t, r1, r2) = (4, 2, 2) on atteint un gain de 4.6 dB et 5.3 dB entre les sche´mas SCS et TCQ pour des asyme´tries de
1 et 6.5 respectivement. Ce n’est que pour les RSB assez bas que la TCQ est moins performante mais pour ces RSB
les TEB correspondants sont assez ele´ve´s et donc, a priori, il ne s’agit pas d’une zone de fonctionnement tre`s utile
en pratique. De plus, comme nous le verrons, la solution TCQ est relativement robuste aux erreurs d’estimation de
canal, ce qui la place donc comme un bon candidat pour une implantation re´elle d’un codeur externe DPC.
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(t, r1, r2) = (2, 1, 1) (t, r1, r2) = (4, 1, 1)
γ = 1 γ = 6.5 γ = 1 γ = 6.5
(QoS1, QoS2) = GdB( SCSTHS ) 0.15 0.28 0.02 0.41
(10−5, 10−3) GdB(TCQSCS ) 2.02 2.23 2.26 1.85
(QoS1, QoS2) = GdB( SCSTHS ) 0.14 0.12 > 0.01 0.21
(10−5, 10−5) GdB(TCQSCS ) 2.17 2.43 2.29 1.98
Fig. 8. Comparaison des diffe´rents codeurs externes - Comparison between the different outer coding schemes
4. Comparaison des codeurs internes
Cette-fois c’est le codeur externe qui est fixe´ : on choisit, comme le confirme l’analyse pre´ce´dente, la solution
TCQ. Nous comparons alors les solutions ZF-DPC et MMSE-DPC en termes de TEB. Nous savons de´ja` qu’en
termes de taux somme, et pour un fort RSB, les performances des ces deux strate´gies coincident puisqu’elles sont
toutes deux optimales pour ce re´gime de fonctionnement [4]. Il s’ave`re que ce comportement en taux-somme se
retrouve en TEBs lorsque le canal est (( bon )) : c’est-a`-dire lorsque la puissance d’e´mission est suffisamment forte
et/ou que le rapport t/r soit assez grand. En effet pour des TEBs suffisamment faibles le gain apporte´ par le
MMSE-DPC sur le ZF-DPC n’est pas significatif. Cependant pour des RSB plus faibles les diffe´rences sont plus
significatives et ce phe´nome`ne est amplifie´ par le degre´ d’asyme´trie du canal. Si on peut accepter le surcouˆt de
complexite´ duˆ a` l’utilisation du MMSE-DPC, on voit que cette solution s’impose car elle e´vite a` la fois le proble`me
important de l’ordre de codage (d’autant plus critique pour des canaux estime´s) et garantit un gain sur ZF-DPC
pour des RSB moyens et un rapport t/r modeste.
(t, r1, r2) = (2, 1, 1) (t, r1, r2) = (4, 1, 1) (t, r1, r2) = (4, 2, 2)
γ = 1 γ = 6.5 γ = 1 γ = 6.5 γ = 1 γ = 6.5
(QoS1, QoS2) = (10−5, 10−3) 0.16 2.62 0.02 0.25 0.58 2.04
(QoS1, QoS2) = (10−5, 10−5) > 0.01 1.25 > 0.01 0.09 *** ***





5. Comparaison avec les pre´-annulateurs d’interfe´rence
Nous voulons ici comparer les performances des codeurs DPC, pour lesquels a` la fois le pre´-codeur et le codeur
correcteur d’erreur ge`re l’interfe´rence, a` des pre´codeurs classiques qui ge`rent a` eux seuls l’interfe´rence. Toujours
en conservant la TCQ comme codeur externe, nous comparons le MMSE-DPC et le pre´-MMSE (tableau 11). Le
gain obtenu en utilisant le sche´ma DPC est tre`s souvent substantiel (typiquement 3 dB), sans que l’on puisse par
ailleurs de´gager de comportements particuliers par rapport aux diffe´rents parame`tres du canal. La figure ?? montre
que le choix du codeur externe est important dans cette comparaison : l’utilisation d’une strate´gie DPC ne suffit
pas a` assurer un gain par rapport a` une strate´gie classique, il faut e´galement que le codeur externe soit bien choisi.
Les interpre´tations physiques de cette comparaison sont difficiles car rien ne sugge`re qu’un des parame`tres du canal
influe sur le gain de fac¸on syste´matique et/ou pre´visible.
(t, r1, r2) = (2, 1, 1) (t, r1, r2) = (4, 1, 1) (t, r1, r2) = (4, 2, 2)
γ = 1 γ = 6.5 γ = 1 γ = 6.5 γ = 1 γ = 6.5
(QoS1, QoS2) = (10−5, 10−3) 2.38 3.85 1.27 0.85 3.02 2.95
(QoS1, QoS2) = (10−5, 10−5) 2.28 3.36 1.16 0.78 *** ***
Fig. 10. Comparaison entre une strate´gie DPC et une strate´gie classique : GdB(MMSE-DPCpre´-MMSE ) - Comparison between DPC and conventional
interference cancellers
La figure 12 re´sume finalement l’influence des diffe´rents facteurs que nous avons conside´re´s dans les trois derniers
paragraphes : tout d’abord l’influence du choix du codeur externe, puis du codeur interne et enfin le gain obtenu par
rapport a` la strate´gie classique correspondante et de meˆme efficacite´ spectrale (ici 1 bpuc). Les cibles de qualite´s
ont e´te´ choisies afin de rendre synthe´tique et lisible la figure.
6. Comparaison des strate´gies d’acce`s multiple
Nous conside´rons ici le codage DPC comme une strate´gie d’acce`s multiple et nous comme cette strate´gie au
TDMA. Nous nous plac¸ons dans le meˆme contexte que [16] c’est-a`-dire celui des syste`mes a` diffusion SISO. Les
deux crite`res de performances retenus pour cette comparaison sont la re´gion de TEB atteignable et le nombre
d’utilisateurs satisfaits. Nous regardons e´galement l’influence de la connaissance du canal sur cette comparaison.
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Fig. 11. Comparaison entre une strate´gie DPC et une strate´gie classique : GdB( pre´-MMSEMMSE-DPC ) - Comparison between DPC and conventional
interference cancellers
Pre´cisons que dans cette partie tous les re´sultats sont donne´s pour des canaux statiques tire´s ale´atoirement une fois
pour toutes.
Tout d’abord, conside´rons le cas de la connaissance parfaite du canal, c’est-a`-dire que nous choisirons ρ
suffisamment grand, typiquement 100 dB en pratique. La figure 13 repre´sente les re´gions de TEB atteignables
pour les strate´gies TDMA et DPC lorsque le canal de diffusion est syme´trique (les re´cepteurs ont le meˆme niveau
de bruit ca`d γ = 1). Les efficacite´s spectrales sont fixe´es : R1 = R2 = 1 bpuc puis R1 = R2 = 2 bpuc. Notons
que ces re´gions de TEB sont obtenues en faisant varier l’allocation de puissance entre les 2 utilisateurs pour un
budget de puissance totale donne´. Dans les deux exemples pre´sente´s le TDMA (rappel : implante´ par une TCM) est
plus performant que la strate´gie DPC (rappel : implante´ par une TCQ) et ce d’autant plus que l’efficacite´ spectrale
augmente. Le re´sultat est un peu surprenant puisqu’il va a` l’encontre du re´sultat the´orique correpondant pour les
re´gions de capacite´ pour lequelles c’est le DPC domine le TDMA. Ainsi, pour les sce´narios typiques envisage´s,
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MMSE−DPC TCQ, Utilisateur 1
MMSE−DPC TCQ, Utilisateur 2
ZF−DPC TCQ, Utilisateur 1
ZF−DPC TCQ, Utilisateur 2
MMSE−SCS , Utilisateur 1
MMSE−SCS , Utilisateur 2
Pré−MMSE , Utilisateur 1



















G (MMSE−DPC TCQ / MMSE−DPC SCS) ~ 2.04 dB
G (MMSE−DPC TCQ / ZF−DPC TCQ) ~ 0.17 dB
G (MMSE−DPC TCQ / Pré MMSE) ~ 2.41dB 
Fig. 12. Synthe`se de l’influence sur les performances des diffe´rents facteurs envisage´s - Influence of the main parameters on the overall
system performance
une implantation pratique du DPC semble moins pertinente a priori que le choix d’une strate´gie TDMA en terme
de re´gions de TEB atteignables. De plus ce type de re´sultat se maintient lorsque l’asyme´trie du canal de diffusion
augmente ou que les de´bits des utilisateurs diffe`rent (cf. figures 14 et 15).
Nous approfondissons maintenant la comparaison TDMA - DPC en regardant le nombre d’utilisateurs satisfaits.
Prennons K = 3 pour le nombre maximal d’utilisateurs actifs. La figure 16 montre l’e´volution du nombre
d’utilisateurs satisfaits en fonction de la puissance d’e´mission pour le TDMA et DPC et pour diffe´rentes cibles
d’efficacite´s spectrales et TEB. On constate qu’en dehors du regime a` faible puissance d’e´mission et des situations
ou` le premier utilisateur posse`de un lien nettement plus fort que celui du second (voir figures pre´ce´dentes) le
TDMA est toujours meilleur pour ce crite`re qu’une solution DPC. Cela revient a` dire qu’augmenter la taille de la
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TDMA associé à une TCM MAQ−8
DPC associé à une TCQ MAQ−4
TDMA associé à une TCM MAQ−32
DPC associé à une TCQ MAQ−8
 R1 = R2 = 1 bpuc 
 R1 = R2 = 2 bpuc
Fig. 13. Re´gions de TEB atteignables pour un canal syme´trique (γ = 0 dB) pour R1 = R2 = 1 bpuc (P = 6) et R1 = R2 = 2 bpuc
(P = 25) - Achievable BER regions for a symmetric broadcast channel (γ = 0 dB) with R1 = R2 = 1 bpcu (P = 6) and R1 = R2 = 2
bpcu (P = 25)
constellation d’une modulation code´e en treillis, comme on le fait pour le TDMA utilisant une telle modulation,
de´grade moins rapidement les performances que ne le fait l’interfe´rence supple´mentaire que doit alors traiter une
solution DPC.
Enfin on aborde la comparaison TDMA - DPC d’un point de vue de la robustesse aux erreurs d’estimation des
canaux. Lorsqu’on fait varier le degre´ de connaissance du canal on constate que, contrairement a` ce qui se passe
en terme de taux de codages ([16]), les re´gions de TEB atteignables graˆce au DPC sont plus stables et robustes
que celles obtenues avec le TDMA (figures 17 et 18). Une fois encore, on retrouve un re´sultat qui va a` l’encontre
de ce que pre´dit la the´orie pour les codeurs optimaux. Bien entendu nos re´sultats ne valent que pour les codeurs
propose´s mais il n’en demeure pas moins qu’ils permettent de ponde´rer les re´sultats de [16] et [17].
En conclusion, meˆme si le TDMA semble ge´ne´ralement un meilleur sche´ma (sauf lorsque le premier utilisateur
est tre`s favorise´ par les conditions de propagation), nous avons vu que les solutions DPC permettent d’obtenir
n’importe quelles cibles de qualite´s de service (notre crite`re principal), et ce de fac¸on plus robuste aux erreurs
30







TDMA associé à une TCM MAQ−8
DPC associé à une TCQ MAQ−4
Fig. 14. Re´gions de TEB atteignables pour un canal asyme´trique (γ = 5 dB) pour R1 = R2 = 1 bpuc et P = 20 - Achievable BER
regions for an asymmetric broadcast channel (γ = 5 dB) with R1 = R2 = 1 bpcu (P = 20)
d’estimation du canal que le TDMA. Les solutions DPC sont donc a` la fois meilleures en terme de capacite´-
somme que les strate´gies TDMA pour une puissance d’erreur d’estimation raisonnable, mais sont e´galement une
solution assez robuste a` ces meˆmes erreurs en terme de TEB. Nous trouvons des re´sultats pratiques qui diffe`rent
des pre´visions the´oriques ([15]) effectue´es pour une connaissance parfaite du canal. Ainsi, les implantations de
sche´mas fonctionnels et pratiques que nous avons de´crits ici sont particulie`rement inte´ressants pour un de´ploiement
dans de vraies conditions, et se pre´sentent comme une re´elle alternative au traditionnel TDMA.
VI. CONCLUSION
Nous avons propose´, pour le canal de diffusion MIMO, un codeur DPC pratique complet et e´value´ ses
performances en termes de TEB. La structure correspodante du codeur s’inspire de la the´orie de l’information. En
termes de strate´gies de gestion de l’interfe´rence ce choix nous a conduit a` des gains assez significatifs (typiquement 3
dB en puissance d’e´mission) par rapport a` une strate´gie classique de pre´-annulation d’interfe´rence (i.e. pour laquelle
le codeur correcteur d’erreur n’utilise pas la connaissance de l’interfe´rence). En termes de strate´gies d’acce`s multiple
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Fig. 15. Re´gions de TEB atteignables pour un canal asyme´trique (γ = 5 dB) pour R1 = 2 bpuc et R2 = 1 bpuc, avec P = 60 - Achievable
BER regions for an asymmetric broadcast channel (γ = 5 dB) with R1 = 2 bpcu and R2 = 1 bpcu (P = 60)


























TDMA avec TCM MAQ−16
DPC avec TCQ MAQ−4










Puissance disponible (en dB)
TDMA avec TCM MAQ−128
DPC avec TCQ MAQ−8
Fig. 16. Nombre d’utilisateurs satisfaits selon le budget de puissance disponible pour des canaux syme´triques (γ2 = γ3 = 0 dB), avec
R1 = R2 = R3 = 1 bpuc, et une cible homoge`ne de 5.10−5 (a` gauche), ou R1 = R2 = R3 = 2 bpuc, et une cible homoge`ne de 5.10−4
(a` droite) - Number of satisfied users as a function of the transmit power
32












ρ = 100 dB (Connaissance Parfaite) 
ρ = 15 dB 
ρ = 10 dB 
Fig. 17. Impact de l’erreur d’estimation sur les re´gions de TEB atteignables, pour un canal syme´trique, R1 = R2 = 1 bpuc et P = 6 -
Impact of channel estimation errors on the achievable BER regions for a symmetric BC with R1 = R2 = 1 bpcu and P = 6
nous avons mis en e´vidence des sce´narios typiques pour lesquels le DPC ne domine pas toujours le TDMA et
observe´, pour les codeurs conside´re´s, que le DPC est moins sensible aux erreurs d’estimation de canal qu’une
solution TDMA e´quivalente en de´bits.
Le travail propose´ doit eˆtre e´tendu pour juger de la pertinence de la construction de codes spe´cifiques au canal
de diffusion, la solution la plus habituelle consistant souvent a` orthogonaliser le canal de diffusion dans un domaine
donne´ (temps, fre´quence, etc.). Pour ame´liorer le codeur externe il faut trouver de bonnes fac¸ons de construire des
re´seaux de points emboıˆte´s, sachant que la TCQ permet une construction sous-optimale mais syste´matique pour
construire un tel re´seau. Pour le codeur interne (pre´-codeur) celui-ci devrait eˆtre directement conc¸u pour optimiser le
crite`re de performance final (ex : nombre d’utilisateurs satisfaits) au lieu du taux-somme. Pour cela on peut imaginer
un MMSE-DPC ge´ne´ralise´ qui ponde`re les erreurs quadratiques moyennes de chacun des utilisateurs selon leur
importance. Il s’agirait alors d’une extension significative des travaux de [20] pour les pre´codeurs classiques associe´s
avec un annulateur d’interfe´rence en re´ception. Enfin, une e´tude plus approfondie pour ces nouvelles strate´gies sera
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ρ = 100 dB (Connaissance parfaite) 
ρ = 20 dB 
ρ = 15 dB 
Fig. 18. Impact de l’erreur d’estimation sur les re´gions de TEB atteignables, pour un canal syme´trique, R1 = R2 = 2 bpuc et P = 25 -
Impact of channel estimation errors on the achievable BER regions for a symmetric BC with R1 = R2 = 2 bpcu and P = 25
ne´cessaire pour mieux cerner les proble`mes du choix de l’acce`s multiple pour le canal de diffusion et de robustesse
aux erreurs d’estimation de canal.
ANNEXE I
ZF-DPC ET DIVERSITE´ MULTI-UTILISATEUR POUR LES RE´CEPTEURS MULTI-ANTENNES
Dans ce paragraphe nous allons pre´senter la ge´ne´ralisation de l’algorithme de Tu et Blum [21] au cas des
re´cepteurs multi-antennes. Cet algorithme a e´te´ propose´ pour de´terminer l’ordre optimal de codage du ZF-DPC
propose´ par Caire et Shamai pour un canal gaussien et e´galement pour exploiter la diversite´ multi-utilisateur sur
canal de Rayleigh i.i.d. La de´monstration de Tu et Blum faisait jouer un roˆle privile´gie´ a` la norme des coefficients
diagonaux de la matrice triangulaire infe´rieure obtenue dans la de´composition QR du canal. Nous allons adapter
cette ide´e dans le cas de re´cepteur multi-antennes. Pour cela nous reprenons les notations de III-2.1. Nous avons
vu dans ce paragraphe que le taux somme du ZF-DPC vectoriel se calcule selon un (( waterfilling )) sur les valeurs
singulie`res des matrices blocs Gi,i pour i ∈ {1, . . . ,K ′}. Ceci motive le choix de la plus grande valeur singulie`re
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d’une matrice comme norme privile´gie´e de notre l’algorithme :
||Gi,i||m = ||Hi||m = λmaxi = max
j
{λji}
ou` λji est la j e`me valeur propre de HiHHi . On remarque que si ri = 1, cette norme s’identifie a` la norme euclidienne
du vecteur h1, que l’on retrouve dans [21]. L’algorithme propose´ correspond a` celui de Tu et Blum, dans lequel
on remplace le roˆle des lignes de la matrice du canal H par les blocs Hi.
Algorithme (( greedy ZF-DPC )) ge´ne´ralise´
1) Initialisation : Soit S un espace pris e´gal a` 0. Toutes les matrices Hi sont marque´es non traite´es ;
2) projeter toutes les matrices non traite´es sur l’espace comple´mentaire de S. Les matrices projete´es sont note´es
H˜i ;
3) se´lectionner la matrice Hi pour laquelle la norme de sa projection ||H˜i||m est la plus grande et la marquer
traite´e ;
4) le nouvel espace S est alors forme´ par toutes les matrices traite´es ;
5) re´pe´ter les e´tapes 2, 3 et 4 jusqu’a` obtenir une projection nulle.
L’ordre final sera celui selon lequel les matrices sont e´te´ traite´es. Par construction, cet algorithme conside`re a` la
fois le canal et l’interfe´rence. Lorsqu’on applique celui-ci sur un canal Rayleigh i.i.d., et pour un nombre d’antennes








Pour de´montrer ce re´sultat on peut s’inspirer du cas mono-antenne [21]. Il faut remarquer que si l’on conside`re
l’ensemble des matrices correspondant a` des canaux mono-antennes alors on retombe sur le cas particulier de Tu et
Blum. Si on envisage maintenant l’ensemble des matrices posse´dant un meˆme nombre d’antennes ri en re´ception
on constate que les e´le´ments diagonaux de HiHHi suivent chacun une loi du χ2 a` 2t degre´s de liberte´. Ainsi la
trace d’une telle matrice suit une loi du χ2 a` 2t×ri degre´s de liberte´s. Les valeurs singulie`res e´tant toutes positives,
la plus grande d’entre elle sera donc e´gale au minimum a` la valeur de la trace divise´e par ri, qui est une variable
ale´atoire λ¯i suivant la meˆme loi du χ2 a` un facteur multiplicatif 1/ri pre`s. Supposons que l’on alloue toute la
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On montre alors comme dans [21] que cette dernie`re quantite´ tend vers l’infini, ce qui conclut la de´monstration.
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