Depression is a disorder characterized by misery and gloominess felt over a period of time. Some symptoms of depression overlap with other somatic illnesses implying considerable difficulty in diagnosing it. This paper contributes to its diagnosis through the application of data mining, namely classification, to predict patients who will most likely develop depression or are currently suffering from depression. Synthetic data was used for this study. To acquire the results, the popular suite of machine learning software, WEKA, was used.
ATTRIBUTES SELECTION
Attributes (symptoms in the case of depression) selection is one of the most important processes in data mining. This process involves selecting an effective subset of relevant attributes or features needed for constructing the data mining model. Rushing this process can result in possibly selecting redundant and unnecessary attributes, which could heavily impact the constructed model and the outcomes of the mining process.
This work relied on a number of online surveys and questionnaires including those presented in [25]- [27] to select the attributes needed for classifying depression. The selected set of attributes was further enlarged by adding more attributes from the above mentioned references on depression and predicting depression. After filtering out redundancies, the number of attributes in the selected set was 50. Following consultation with faculty at the College of Health professions, this set was reduced to 31 attributes including the class variable "May Have Depression." The final set of attributes is presented in Table 1 below. 
MODEL CREATION AND TESTING
In this study, classification is deployed for finding hidden patterns in data. To create the model, a classification algorithm needs to be applied. To acquire the classification model, the C4.5 decision tree algorithm is employed. WEKA implements a later and slightly improved version namely, C4.5 revision 8. This is referred to as J4.8. The results of implementing the depression classification model are obtained using J4.8. Splitting a dataset into training and testing sets is a central part of assessing data mining models. Normally, when a data set is divided into a training set and testing set, the highest portion of the data is used for training, and a smaller fraction of the data is used for testing. The J4.8 algorithm is trained using 600 instance dataset and tested with 400 instance dataset. Table 2 depicts a sample of the training data. The numbers in the header row represent the symtoms (attributes) mentioned in Table 1 . The numbers in the first column imply rows 301 to 320 out of the 600 training data rows (depression cases). Table 2 . Sample training data As mentioned above, synthetic data was used. This data was created using a Java program. The training of the J4.8 algorithm provided encouraging results based on the attributes subset (30 attributes) that were included after careful consideration and consultation with experts in the field of depression. The WEKA output of training J4.8 is summarized in Figure 1 .
As can be observed in Figure 1 , 555 instances were correctly classified and 45 instances were incorrectly classified. This resulted in 92.5% of the instances being correctly classified. There was a relative absolute error of 24.94%, and a root relative squared error of 49.94%. 1 1 2 1 2 1 2 2 2 2 2 2 3 1 3 2 1 2 1 2 1 2 1 3 2 2 2 2 1 3 2 1 2 1 1 3 2 2 1 2 0 1 3 3 2 2 3 2 1 2 2 2 2 1 1 3 3 2 2 1 1 1 2 3 1 2 1 1 2 3 1 2 1 2 1 2 2 3 0 1 2 1 3 2 3 3 1 1 0 2 3 1 2 3 1 2 3 2 0 2 2 1 1 1 3 2 3 2 2 1 3 2 2 3 1 1 3 3 1 2 2 3 2 1 2 2 1 2 1 1 3 1 2 1 2 1 2 2 3 1 1 1 0 3 3 2 2 2 1 1 1 2 2 3 No 318 1 1 2 1 3 1 1 3 2 2 2 2 3 3 1 2 2 3 3 2 3 1 2 1 2 2 1 2 3 1 Yes 1 2 1 3 2 1 3 2 1 2 1 2 2 1 1 3 1 1 0 1 2 2 0 3 3 1 2 0 No 320 1 3 3 1 1 2 0 2 3 3 1 3 3 3 2 1 1 1 1 3 2 1 2 3 A test set is used to determine the accuracy (validation) of the model. The resulting model is applied to the testing instances. After completing the training phase satisfactorily, 400 rows (depression cases) of data were used to test the created model. Table 3 shows the partial testing instances (cases 101 to 120), and Figure 2 depicts the testing outcome. Figure 2 , illustrates that 333 instances were correctly classified and 67 instances were incorrectly classified. This led to the conclusion that 83.25% of the instances were correctly classified. The relative absolute error was 24.94%, and the root relative squared error was 49.94%. 
MODEL USAGE
After training and testing, the created model should be used for classifying unknown instances provided that the accuracy of classification is adequate. The classification model should be capable of predicting unseen instances using the model it has learned. Certainly, it is desirable to re-train periodically using new training data. The depression classification model was used to predict 20 unseen instances through re-evaluating the model on these unseen instances. Table4 depicts these predictions. Out of the 20 instances (unkown depression cases), 13 were classified as "No" and 7 instances as "Yes." Column 31 represents the diagnosis.
Another way of showing the results involves providing the probability distribution for the predictions. This is illustrated in Figure 3 . The actual classes are unknown and therefore '?' is displayed under the "actual" column. The "predicted" column contains the predictions (classe labels). The '+' under 3 2 1 1 3 1 0 1 1 2 1 2 2 1 3 1 1 3 2 1 3 3 3 3 1 2 0 1 No   108 3 1 2 3 3 1 1 1 1 2 1 2 1 1 1 1 1 2 2 3 1 1 2 1 1 3 1 1 1 1 2 2 2 1 2 2 1 1 1 2 2 2 1 2 1 2 2 1 3 3 3 Yes 118 1 1 3 2 2 1 2 1 3 2 1 2 2 1 3 1 1 1 1 1 2 2 3 1 1 3 1 2 3 3 No 119 1 3 2 1 3 1 2 2 2 1 1 0 3 3 1 2 3 1 3 2 2 1 3 2 1 1 1 2 3 3 Yes 120 3 3 2 3 2 1 1 3 2 3 3 0 3 2 2 1 3 1 1 0 2 1 3 3 1 2 0 1 0 symbol is significant. There are two probability distribution columns. The first column is for class 1 (No), and the second for class 2 (Yes). The '*' next to the probability distribution implies the correct class's probability. The correct class refers to the class shown under "predicted." For each row, the probability distribution for the two classes sum up to 1. Taking row 1 as an example, it is noticeable that 0.923 and 0.077 add to 1. The given values indicate that class 1 was predicted with a probability of 0.923, and there is a very small probability, 0.077, to conclude it is class 2. Out of the twenty classes, ten were predicted with a probability of 1. This includes 9 No's and 1 Yes. The smallest probability for predicting class 1 (No) is 0.778. For class 2 (yes), the smallest probability is 0.829. Therefore, the predictions made are trustworthy and reliable.
The above mentioned probability distributions are normally important if further analysis and research is needed by human. When dealing with depression, physicians will definitely pursue further examination prior to adopting the recommendation (prediction). Hence, these probability distributions are essential for medical applications of data mining and it would be appropriate to take them into consideration. Table 4 . Unkown cases with their diagnosis 2 2 3 2 1 2 2 2 2 1 1 2 1 3 0 2 2 2 3 1 1 2 1 1 2 1 1 2 1 0 1 3 2 2 1 1 3 2 3 2 3 0 1 1 2 1 1 2 2 2 2 1 1 
RESULTS INTERPRETATION
To interpret the results, Table 4 will beutilized. This table contains all the data used for the 20 unkown cases that need to be diagnosed. Each row or instance represents a case to be diagnosed. The numbers in the firstcolumn represent the case number. The numbers in the header row represent the symptoms (attributes) as mentioned in Table 1 . To interpret the diagnosis of cases (rows) 5 and 8, IF-THEN rules (If conditions then conclusion) will be employed. Any symptom that has a value of '0' will not appear in the conditions of the rules. Table 1 in section 2 indicates that the value '0' stands for "None." Table 4 matches the outcomes of Figure 3 and was generated by the WEKA system. The following are two examples of using the prediction model. 
Row 5 (case# 5)

IF
CONCLUSION
Depression is an exponentially growing medical illness. It is hard to diagnose depression due to a number of its symptoms being shared with other somatic illness. In this paper, a large set of attributes (symptoms) were selected based on surveys and interviews with experts in the field of depression. Some of these attributes overlap with various somatic illnesses. However, taken together, the adopted attribute set is sufficient to isolate depression from other illnesses. Synthetic data was used to train and test the classification model. As can be observed in the figures above, the outcomes for the synthetic datasets were reasonable in terms of accuracy, precision, and recall of the training and testing processes.
The above depression classification application will be further improved in the future. First, the selected attributes will be further discussed with more experts in the field to derive the most effectual attributes set. Having done that, a survey will be created. The real data will be used to train and test the model. Later, the model will be applied to unseen instances and the outcomes will be compared with the outcomes that were obtained using the synthetic data.
