Northern Illinois University

Huskie Commons
Honors Capstones

Undergraduate Research & Artistry

5-4-2018

inertial motion capture gear
Jacob Goes
Trevor Dennison
Joshyn Jacob
Ayush Shah
Edward O'Donnell

Follow this and additional works at: https://huskiecommons.lib.niu.edu/studentengagementhonorscapstones

Recommended Citation
Goes, Jacob; Dennison, Trevor; Jacob, Joshyn; Shah, Ayush; and O'Donnell, Edward, "inertial motion
capture gear" (2018). Honors Capstones. 667.
https://huskiecommons.lib.niu.edu/studentengagement-honorscapstones/667

This Dissertation/Thesis is brought to you for free and open access by the Undergraduate Research & Artistry at
Huskie Commons. It has been accepted for inclusion in Honors Capstones by an authorized administrator of
Huskie Commons. For more information, please contact jschumacher@niu.edu.

NORTHERN ILLINOIS UNIVERSITY

Inertial Motion Capture (IMC) Gear

A Thesis Submitted to the

University Honors Program

In Partial Fulfillment of the

Requirements of the Baccalaureate Degree

With Upper Division Honors

Department Of
Electrical Engineering

By
Jacob Goes

With
Trevor Dennison, Joshyn Jacob, Ayush Shah, Edward O’Donnell

DeKalb, Illinois

(05/12/2018)

1

Table of contents

Abstract

2

Problem Statement

3

Requirement Specification

5

The Design

6

Design verification and testing

9

Failure Mode Analysis

18

Summary and Conclusions

19

References

19

2

Abstract
With many of the limitations that exist with traditional motion capture systems, there
is a need for a system that can be used in a real world setting. Our project is to plan,
design, build, and test a portable motion tracking system with a goal of having several IMU
(inertial measurement units) functioning in a linked system that can store the data locally
and transfer the data to a computer program to interpret the data into anatomically
significant terms. The system will provide accurate data, not require constant connection to
external equipment, be able to store large amounts of data, be able to recreate the user’s
joint angles in the software, and will facilitate a full range of movement on the part of the
user.
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1. Problem statement
1.1 Need

Motion capture systems are designed to track the movement of markers in order to create
a digital representation of real world movement [1]. While the current widely implemented
system is adequate for most of the tasks asked of it, there are still limitations to its design and
further implementations of motion detection to be realized. Optical markers are used to track
specific portions of a person. An array of pre-setup cameras is used to detect these markers, and
these markers are then placed in software in a simulated 3D space. This indicates that any
motion capture requires a setup of cameras and a clear line of sight between cameras and
markers. This means that traditional tracking systems can’t work in real world environments.
While there are systems like Xsense can work around these constraints, they are far too
expensive to be a general consumer product [2].
1.2 Objective

The end goal of this project is to produce a system that tracks in-field motion without a
need for external setup and major usage restraints. The system will be implementable with the
user wearing an array of sensors that requires no external equipment to track.
Portable: The system must be able to be used without additional equipment setup outside
of the user. It should be able to be worn for hours in a real world environment even with clothes
or other equipment on.
Large Storage: The system should be able to either store large amounts of data or be able
to easily off load measured data to a computer or other device. If the storage system is used it
should be able to store up to a day of data. If we use the transmission method then it should be
able to off load the system quickly and efficiently.
Cost-Efficient: The system must be more cost efficient than previous versions that might
exist. It will be higher than the sum of its parts but not approaching the almost $12,000 mark of
other comparable units [2].
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1.3 Research survey and Patent search

Our system will extend the art by allowing users to easily have angles calculated for
joints while giving them reference to the torso. Most of the available technology out there does
not allow for this without large external equipment. This is again where we set our system apart.
Our system can operate without any external equipment during data collection. This allows the
user to gather huge amounts of data in a real world environment without the limitation of large
set up.
Motion tracking system US 7395181 B2
This system utilizes IMUs to track motion, but it is included with external setup and is not
portable. Our system’s novelty to this patent is the mobility and freedom that it would provide.
Method of monitoring human body movement US 8821417 B2
This system Provides information about movement of the human body, but doesn't utilize IMUs
or include orientation or joint angles. This is where our design is considered novel.
Joint angle tracking with inertial sensors US 20090204031 A1
This system provides angle calculation, but doesn’t include a reference to the torso. Our system
will be novel in relating the arm position to the torso.
Motion Tracking System with Inertial-Based Sensing Unit US20130217998A1
This system provides motion and joint information, but it is limited to a single joint and does not
reference the torso.
Motion tracking system US20090278791A1
This system is most similar to what our system is looking to accomplish. The key differences are
that it is comprised of magnetic field transducers and receivers, which ours won’t, and that ours
will take orientation data and extrapolate it to determine anatomically relevant data.
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2. Requirement specifications

Table 1: Requirements
Marketing Requirements

Engineering requirements

Justification

4

The sensor array will track 4
points of interest
simultaneously, calculate joint
angles, and extend these
angles to anatomically
relevant positions.

The system would be useless
without having high degrees
of precision and the ability to
calculate anatomically
relevant positions. This is the
core function of the system.

1,3

The sensor array will have up
to 8 hours of data stored
locally and require no
external equipment prior to
data extraction

Since the idea is to produce a
system that is portable it
would need to not be
constantly physically
connected to the computer
running the system

1,2

The sensor array will facilitate
full range of motion from the
user compared to range of
motion without the array.

Since many users would be
utilizing the system with worn
clothing or while performing
more complex tasks it would
have to not hinder movement
and be worn under or with
clothing
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The sensor array will be able
to work with Mac, Windows,
and Linux

The system would need to
able to work with several
types of computers to allow
ease of use for all types of
users and in many different
environments

Marketing Requirements
1. The system should be portable to the point where the user can carry it around with
them during their everyday commute.
2. The system should be comfortable enough for the user to be able to wear the system
during the average work day without feeling any discomfort.
3. The system should be able to store all data taken from a laborer’s movements
throughout their work day.
4. The system should record the user’s movements accurately as well as in real time,
without lag to give a more accurate feedback of daily actions.
5. The system should have a wide software compatibility, as an average user not many
are equipped with the latest technology, making the system have a wider software
compatibility will make it easier on the consumer to use the system everyday
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3. The Design

Fig 1: Gantt Chart

The user will wear a sensor array which will have the IMUs positioned at anatomical
points of interest. The user will go through an initial calibration, which entails a posture to
reference any movement off of. The central AVR will operate in master operation, and the IMUs
will operate in slave configuration. The AVR will output sampling signals, which will tell the
IMUs to return gyroscope and accelerometer readings. Once the user moves, these readings will
be converted to raw digital readings and sent to the AVR located at the torso IMU. In said AVR,
they will be labeled with a timestamp and grouped depending on which AVR the readings come
from. These groups will then be placed in a storage system where they can be analyzed later. In
addition, the AVR will perform calculations and implement a filter to obtain euler angles. The
change in euler angles will be run through a rotational matrix and spit out orientation vectors.
Finally, these vectors will be used to calculate joint angles, and will be stored in order to
reference later.
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Fig 2: Functional Decomposition Level 0
Module

IMU Sensor Network Motion Capture System

Inputs

Movement (Positional and Orientation)
Power

Outputs

Anatomically relevant angles

Functionality

Calculate the anatomical angles of the user

Fig 3. Functional Decomposition Level 1
Module

IMU Sensor Array

Inputs

Movement (Positional and Orientation)
Power
Clock

Outputs

Individual Raw Data

Functionality

To be attached to the user and transfer
individual height, orientation, and acceleration
info into voltage measurements by measuring
gyroscope, accelerometer, and barometer
measurements.
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Module

Central Module

Inputs

Individual Raw Data

Outputs

Combined Raw Data
Clock
Power

Functionality

The central module will first output a clock
signal to extract readings from separate IMU
sensors. It then receives these digital
signals, and applies them with labels and a
time stamp. Then all of the labeled voltage
readings copied into storage. It also runs real
time calculations

Module

Rotational Algorithm

Inputs

Combined euler data

Outputs

Orientation vector representation

Functionality

It takes the euler data change and plugs it
into an algorithm that, along with the previous
global rotation of the IMU, outputs the new
global rotation and the orientation vectors.

Module

Anatomical Angle Algorithm

Inputs

Orientation Vectors

Outputs

Anatomically relevant angles

Functionality

The vectors are put through dot products to
determine the angles between the two IMUs,
thus detailing the joint angles.
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4. Design verification and testing
4.1 Unit testing (Have test data for individual unit testing)
The IMU’s that we are using have internal biases in their accelerometer and
gyroscope outputs. This would throw off the measured orientation of the IMU, and
therefore the calculated anatomically relevant angles. There is an initial calibration
technique that we used to eliminate these inherent biases. The accelerometer
calibration involves sampling accelerometer readings when the IMU is held still while
aligned along the x, y, or z axis. The code will compare the readings with the max and
min values of each axis reading and will replace if the absolute value is greater than
what was previously recorded. This is replicated along each axis for positive and
negative readings. These experimental values are then scaled to expected values and
are used in the calculations of initial orientation using gravity, as well as in a low pass
filter for orientation. The gyroscope calibration is less predictable and has to be set
every time the device is used. During the initial calibration, the user is told to stand still
in a specified position to get initial accelerometer readings and measure the gyroscope
error when held still. This is then stored in a variable and is subtracted from further
gyroscope readings. This gyroscope calibration isn’t comprehensive and drift is still
seen. This needed to be accounted for with the filter referred to earlier

Table 2: Accelerometer Calibration
Before Calibration

After calibration

X Accelerometer Max/Min

0.90/-1.09g

1.00/-1.00g

Y Accelerometer Max/Min

1.02/-1.00g

1.00/-1.00g

Z Accelerometer Max/Min

1.02/-1.04g

1.00/-1.00g

X Gyroscope from 0

5842

31

Y Gyroscope from 0

223

42

Z Gyroscope from 0

252

31

Once the IMU’s were calibrated, they could undergo the initial orientation
calculation. The way initial orientation is calculated is by reading the accelerometer data
while in a reference position while not moving so that the only force acting on it is due to
gravity. Using trigonometry, the exact angles can be calculated from the partial g
readings on each axis. This does allow for the IMU to rotate horizontally with respect to
gravity, so we will need to force the position of initial calibration.
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Fig. 4: Displayed yaw angles of 4.84 and 148.33 deg from left to right
In order to determine change in orientation, one must utilize the gyroscope to the
fullest capacity. The plan is to record the raw gyroscope data values for the system.
These values are to be divided by the specified number of bits per degree per second to
get the values into degrees per second. Then the reading is multiplied by the sampling
period to get us the degree change in that time. This alone is not enough, as the
gyroscope will drift over time even with the initial stationary calibration. Therefore we
had to implement a complementary filter, which in operation works somewhat as a high
pass filter for the gyroscope and a low pass filter for the measured accelerometer angle.
This prevents drift from occurring from the gyroscope and prevents user movement from
affecting the angle too much. This has a drawback of only being able to work in two
planes as the accelerometer angle doesn’t account for horizontal measurements. This
is, unfortunately, inevitable no matter which filter we choose. What is necessary is a
reference point on the horizontal plane. This can be accomplished with a
magnetometer, as it can track the earth’s magnetic field. This has been implemented in
many devices [3]. With one of the product’s potential applications being used to track
user movement inside of an exoskeleton, the goal was to make it electromagnetically
independent. Unfortunately, that proved to be a critical issue, as there is no actual way
to calculate global yaw without it. Therefore, our system needs to be limited to two
planes in order to prevent gimble lock and serious drift over time.
new Angle = coefficient*(previous Angle+rotation*dt)+(1-c)*(accel Angle)
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Fig 5: Rotational Block Diagram
We see the block diagram in Fig. that represents the algorithm of combined rotational
matrices to achieve tracking of the IMU’s heading and up vectors within 3D space. These
vectors for the sake of calculation will be treated as unit vectors originating from the origin. This
keeps the math simple and it is easier on the processor. The algorithm works under the principle
that we can combine rotational matrices for the parts to have a rotational for all 3 axis. From that
we can combine full rotational matrices to achieve the same result as applying them individually
to the input matrix. We then took an idea of showing the local (IMU perspective) change in
rotation then rotating that by the global rotation (The current orientation of the IMU before the
change). This global rotation is just a combination of previous global rotation and previous
change rotation. This produces the expected result as we demonstrate in matlab with Fig 5 for
the code used and Fig 6 for the output result for sample testing.
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Fig 6. Rotational Testing
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4.2 Integration testing (once all the units are integrated, testing of the integrated
system), you may have different hierarchies as you feel appropriate
We will be able to test a single arm as an integrated system to see if the system
can behave in a predictable way while the system is operational.
At the same time we can put our own values into the system to try and generate
expected results. We can do this through matlab and through the actual program.
From testing 1 arm we can test two and so on and so forth.
We have the system integrated to a point to save the output observed in fig. 7
into a csv file for processing separately, either within python/c/or other language on a
different computer. The saved output is represented in fig.9, the code to convert it is in
fig. 8 and the processed data is shown in fig. 10. The motion shown is a flexion of the
elbow, bringing it from down up to 90 degrees and back down.

Fig 7. Code of Integration Testing
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Fig 8. Code of Full Angle file calculations.

Fig. 9, raw angle
changes

Fig. 10 , calculated current
Hand, Elbow, shoulder
angles
15

Fig 11. Plots of angle changes and current angle of elbow
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4.3 Acceptance testing: How your design conforms to the overarching
engineering requirements you set forward.
Our system conforms to some the set over-arching engineering requirements set
forth within the design stages.
Portable Requirement: The system must be able to be used without additional

equipment. It should be able to be worn for hours in a real world environment even with
clothes or other equipment on.
Result: The system will be able to operate using it’s on board CPU inside the central
module to collect data and store it onboard the device. After operation, the data can be
taken from the sd/usb storage device and processed on an external computer. However,
the battery we chose had too high of voltage waveform variation, and was prone to under
voltage. This caused the raspberry pi to shut off at times. There are mobile battery packs
for the raspberry pi so in theory the system can be entirely portable, but the prototype is
not.
Large Storage Requirement: The system should be able to either store large amounts of

data or be able to easily off load measured data to a computer or other device. If the
storage system is used it should be able to store up to a day of data. If we use the
transmission method then it should be able to off load the system quickly and efficiently.
Result: The System will be able to store large amounts of data on board with the small
usb storage device mounted directly to the onboard Central module. Given the relatively
small size of data within csv files we should be able to store a lot of data on board.
Combine this with the offloading capabilities of bluetooth, it can allow the system to
fully fulfill the storage requirements.
Cost Effective Requirement: The system must be more cost efficient than previous

versions that might exist. It will be higher than the sum of its parts but not approaching
the almost $12,000 mark of other comparable units.
Result: System has a budget of around $200 so it is well below any other comparable
system. This fulfills our cost effective requirement.
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4.4 Requirement verification:

Table 3: Verification
Engineering requirements

Requirement Verification

The sensor array will track 3 points of
interest simultaneously and will be able to
display anatomical angles while the user
is moving through 3D space.

The system tracks 4 points of reference
on the subject, 3 on the ligament, with
precision and reported by a series of
vectors and anatomically relevant angles.
However, this is only available on two
planes as we can only track two rotations
of the IMU without significant drift.

The sensor array will have up to 8 hours
The system has enough power to last a
of data stored locally and require no
full work day, with an onboard SD drive to
external equipment prior to data extraction allow the data to be stored and carried on
the system, to be viewed later. However,
with the limitations of what can be
measured, we decided that it would not
be practical to measure movement on a
single plane for eight hours, and was
therefore never tested to do so.
The sensor array will facilitate full range of When asked, the user wearing the system
motion from the user compared to range
said that the wires were slightly irritating,
of motion without the array.
but overall didn’t get in the way of
movement. The system may not be a
one size fits all, but different wire lengths
and strap sizes can be devised to
accommodate most people.
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5. Failure mode analysis

Table 4: Failure Mode Analysis
Severity

5

4

3

2

1

Positional Drift

Permanent
Major
displacement until displacement for
calibration
>1 second

Minor
displacement for >
1 second
Brief major blip

Brief minor blip

Movement
Restriction

Cuts off user
blood flow

Prevents full
range of motion

Causes change in Slows user
movement
movement

User feels
uncomfortable

Electrical
Disconnect

Disconnect from
power supply
wrecking the
Raspberry Pi OS

Complete
unplugging of
data line

Brief loss of
connection

Causes significant Causes slight
noise
noise

Fragility

Repairable
Irreparable
breaking of
damage to critical functional
components
components

Casing wear
exposing
components

Benign cracks or
chips

Frequency

5

4

3

Aesthetic wear

2

1

Positional Drift

One/minute

Once/Hour

Once/8 Hours

Once/Week

Once/Month

Movement
Restriction

100% of users

75% of users

50% of users

20% of users

5% of users

Electrical
Disconnect

Once/minute

Once/Hour

Once/8 Hours

Once/Week

Once/Month

Fragility

Within 1 week

Within 1 month

Within 3 months

Within 6 months

Within 1 year

Detectability

5

4

3

2

Hard even after
analysis

May go unnoticed may go unnoticed Immediately
Hard until analysis for an hour
for a minute
noticeable

Positional Drift

Hard even after
analysis

May go unnoticed may go unnoticed Immediately
Hard until analysis for an hour
for a minute
noticeable

Movement
Restriction

Hard even after
analysis

May go unnoticed may go unnoticed Immediately
Hard until analysis for an hour
for a minute
noticeable

Electrical
Disconnect

Hard even after
analysis

May go unnoticed may go unnoticed Immediately
Hard until analysis for an hour
for a minute
noticeable

Fragility

Hard even after
analysis

May go unnoticed may go unnoticed Immediately
Hard until analysis for an hour
for a minute
noticeable

1
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6. Summary and Conclusions
The purpose of the IMC gear product is to be able to get anatomical angles from a person and
you can get the access of data through remote device. The IMC gear takes the accelerometer
and gyroscope data at different body segments to work determine their orientation. With the
help of the IMUs and the help of the raspberry pi, data compiles on device. This data is
manipulated to determine the anatomically relevant angles of the user. The data is stored
onboard the IMU to be extracted after use. The data is then manipulated on an external
computer and calculated anatomical angles, albeit in only two planes of motion. While there is
still much optimization and improvements to be done, it performs simple anatomical
measurements and is a good base for future work.
7. Future Work
As with any project, there are improvements that can be made to the prototype and the
design overall. The most obvious would be to implement a magnetometer to be able to control
gyroscope drift on the global horizontal plane. This would remove the EM independence, but
removing gimbal lock from the filter would be well worth it. The filter could also use an upgrade
from a simple complementary filter to a Kalman filter. The complementary filter was chosen
because of its simplicity to code, but it is not as accurate. Quaternions should also be
implemented to prevent gimbal lock in the rotational matrix as well. This will take time to do as it
is a highly complex concept to understand, but will ultimately benefit the system. Having the
code be able to handle multiple starting points would also be beneficial as well, this way
different angles can be read. This will greatly diminish in importance once the gimbal lock in the
filter is eradicated, but for the system as it is currently it will work well.
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