Abstract Recovery of object boundaries to subpixel accuracy is possible from digital images if su cient assumptions can be made. Subpixel restoration is of most relevance if an object is at the limit of resolution of a sensor, either being only a few pixels in size or having ne structure. A method is proposed for recovering a binary image from multilevel pixel values, which are modelled by a convolution of the true scene with a blurring kernel, together with additive noise. Small objects, such a s i m m unogold-labelled particles in electron micrographs, are parameterised using Fourier descriptors, and a network of splines is used to parameterise the lament structure of fungal hyphae.
Introduction
Digital images are imperfect representations of scenes in the real world, because data are a ected by blur, subjected to noise and rounding error, and sampled only at a lattice of points pixels. These factors lead to many problems in digital image analysis. For example, it is very di cult to study objects which are near the resolution limit of an imaging sensor. A fundamental case is where the true scene is binary, appropriate for many simple scenes such as back-illuminated opaque objects i.e. silhouettes. To illustrate, Fig  1 shows a digitized electron micrograph of an immunogold-labelled section of tulip virus Roberts, 1994, and Fig 2 shows a digitized photograph of part of a fungal mycelium grown on cellophane Hitchcock et al, 1996 . Figs 1 and 2 are blurred and noisy versions of binary scenes, consisting of black blobs gold particles and black bres fungal hyphae on grey backgrounds. We wish to determine the shapes and sizes of the gold particles and measure the widths and orientations of the hyphae. In both cases it would clearly be bene cial to recover the binary scenes to subpixel resolution.
The reversal of blur is a numerically unstable procedure which can be made tractable only by including assumptions about the form of the true scene. For example, a linear deconvolution such as the Wiener lter discards the high-frequency components of images, and in maximum entropy restoration the constraint is used that pixels cannot take negative values. See, for example, Rosenfeld and Kak, 1982, chapter 7 . The vast majority o f image processing techniques operate at pixel rather than sub-pixel level. However, several authors have considered sub-pixel restoration. Boult and Wolberg 1993 proposed a method which depends on an image having a smoothly-varying pixel intensity. If the main features of interest are smooth edges which separate regions of constant i n tensity, then one approach is to locate an edge to pixel accuracy and then t a smooth curve Koplowitz and Raj, 1987; Sriraman et al, 1989 . Sub-pixel edge detection can also be implemented using a lter Huertas and Medioni, 1986; Oakley and Shann, 1991 or moments Tabatabai and Mitchell, 1984; Lyvers et al, 1989 . Application areas include measuring blood vessel diameters in angiography Sandor and Spears, 1985, locating industrial parts Young, 1987 , estimation of vegetation cover by remote sensing Jasinski and Eagleson, 1990 , deconvolution of astronomical images Weir and Djorgovski, 1991 and alignment in lithography Gatherer and Meng, 1992 . Several authors have considered the recovery of binary scenes. Glasbey 1996 showed that inference is very uncertain if data are also binary. H o wever, if pixels are multi-level, more progress can be made. Havelock 1989 found that grey-level quantisation led to greater loss of information than did spatial quantisation. Further, Kiryati and Bruckstein 1991 showed that blur improves the resolving power of digitised images. Jubb 1991 and Gavin and Jennison 1997 considered the restoration to subpixel accuracy of binary scenes, using a Bayesian approach and Markov random elds to regularise the problem.
The restoration of binary scenes can be regarded as a statistical problem. In x2 w e identify an appropriate statistical model for digital image data, and propose an inferential procedure. Then, in x3 w e apply this methodology to restore the images of blob-like and lamentous objects in Figs 1 and 2. Finally, i n x4 w e discuss the results.
Method
The model for image formation used in this paper is as follows. The true binary scene has intensity fx; y at location x; y:
fx; y = f 1 if x; y 2 C f 0 otherwise, for some set C, and foreground and background levels of f 1 and f 0 which m a y o r m a y not be known. We assume prior knowledge of the shape of C, the boundary of which m a y b e speci ed by geometric shapes, Fourier descriptors, splines or other functions, depending on the particular application. The digital image has intensity v alues, z, only at integer lattice positions i; j for i; j = 1 ; : : : ; n , where z ij = ij + e ij and ij = fx; y gi , x; j , y dx dy :
Here ij is the expected pixel value at i; j, g is a blurring kernel which i n tegrates to unity and e ij is an independently distributed error term with mean zero, variance 2 . W e will assume that g is of known functional form such a s a b i v ariate Gaussian or Cauchy density, speci ed by a dispersion parameter 2 . P arameters 2 and 2 may o r m a y not be known in particular applications. Implicitly, w e assume that the signal-to-noise ratio in the data is relatively high, because otherwise sub-pixel restoration is not possible.
We wish to infer f, given an observed pixel array, z. W e propose to do this by minimising the sum of squares where h is a function of g, de ned in the Appendix both generally and for Gaussian and Cauchy k ernels. We used a standard algorithm for the 1-dimensional integration routine D01AJF in NAG, 1993 and encountered no problems. In both applications in x3, we used the Nelder-Mead simplex algorithm routine E04CCF in NAG, 1993 to minimise the sum of squares iteratively. There is the potential for problems with local minima, although we w ere not aware of encountering any. They can be guarded against by using multiple starting values for the parameters. The computing time in our applications was not great by image analysis standards, because we w ere only ever considering small regions of images.
There are many w ays to parameterise the boundary of C, and these also serve to regularise the restoration problem, which is otherwise ill-conditioned. In earlier work using a subpixel grid and no further constraints, we found that restoration was only achievable with unrealistically low noise levels Hitchcock and Glasbey, 1995 x t = x 0 + r t cost ; y t = y 0 + r t sint;
about an origin x 0 ; y 0 , where r t is a positive, periodic function. One advantage of this model is that it automatically ensures the boundary will not self-intersect. However, because the radius function has to be single valued, the model is inappropriate for most non-convex objects. If the boundary is smooth, the radius function can be approximated by a F ourier descriptor, r t = 0 + 2 sin2t + 2 + 3 sin3t + 3 + : : :+ N sinNt+ N ;
with non-negative parameters 0 ; 2 ; 3 ; : : : ; N and parameters 2 ; 3 ; : : : ; N constrained to the interval 0; 2 . This parameterisation is rotationally invariant and any star-shaped domain can be approximated using a su ciently large value of N. The rst-order harmonic, 1 sint + 1 , has been omitted because it is almost confounded with x 0 ; y 0 : it has approximately the same e ect as a change in origin.
Fifty of the gold particles in Fig 1 with no close neighbours were selected for modelling.
Initially, a circular model with a Gaussian blurring kernel was tted to log-transformed pixels in a 1515 square window centred on each particle, such as those within the white frame in Fig 1. The Nelder-Mead simplex algorithm NAG, 1993 was used in each case to minimise the sum of squares with respect to f 0 , f 1 , 2 , x 0 , y 0 and 0 . Then, 2 was estimated from the residual sum of squares. The model was re tted with a second-order harmonic included. On average, over the 50 particles, the reduction in sum of squares was 29. Further reductions of 10, 3.3, 2.5 and 1.5 were achieved by including third-, fourth-, fth-and sixth-order harmonics, respectively. These improvements are all highly signi cant statistically, on the basis of F-tests, under the assumption that the errors are independently distributed. However, there is evidently some autocorrelation in the residuals. Table 1 shows autocorrelations in residuals from a sixth-order model tted to the data in Fig 3, for a range of shifts in row and column positions. In general, only autocorrelations at shifts of 1 or 2 rows and columns are signi cantly di erent from zero. Using this formula, and assuming that covariances are zero of ji , kj 3 o r jj , lj 3, the adjusted standard errors of 2 ; 3 ; : : : ; 6 in the sixth-order harmonic model tted to the data in Fig 3 are given in Table 2 . For comparison, also given are the least-squares standard errors, based on the assumed independence of errors. It can be seen that least-squares-based standard errors of low-order harmonics, in particular, are under-estimated. For this particle, the coe cients 5 and 6 are not signi cantly di erent from zero. so a fourth-order model appears to be adequate. Although our results show clearly that the gold particles in Fig 1 are not circular, the departures from circularity are only small. The average radius 0 is 3.5 pixels, and the average values of 2 ; 3 ; : : : ; 6 are 0.173, 0.098, 0.066, 0.063 and 0.067 respectively. N o relationship between the phase shifts in di erent harmonics could be discerned, and therefore no further characterisation of the shape could be achieved. The shapes of the gold particles has some e ect on the e ciency of labelling of antigenic sites on the virus section. Glasbey and Roberts 1997 identify a point process model for the spatial distribution of particles in Fig 1. 
Fibre network
The fungal hyphae in Fig 2 were modelled as a network of interconnecting curves, each speci ed by a spline function together with width parameters. The network structure was obtained using standard image analysis techniques. First, the image was thresholded to separate the bre from the background, with the threshold value selected from the histogram of pixel values. See, for example, Glasbey and Horgan, 1995, section 3.1. The precise value of the threshold is not critical provided the connectivity of the thresholded image is not a ected. Fig 5a shows Parameters f 0 and f 1 were estimated from the background intensity and a thick portion of bre, respectively. The blurring kernel, a combination of the e ects of photographing the hyphae and using a digitising scanner, was estimated using the techniques in Glasbey et al 1994. A Gaussian kernel with 2 = 0 :8 w as identi ed. The remaining parameters in the model, that is the node positions, bre orientations and widths, were estimated iteratively from starting values extracted from the skeleton. A greedy algorithm was used in which parameters for each n o d e w ere optimised in turn using the Nelder-Mead simplex algorithm. Nodes were revisited until convergence of parameter values. Because changes in parameter values at a node only a ect local pixel values, it was possible to simplify the computations. Pixels were divided among the nodes by initially nding the nearest point on the skeleton and then the nearest node. The boundary of the bre was described up to adjacent nodes in an anticlockwise direction and the method of x2 used to nd the pixel values at the local sites.
To demonstrate the e ectiveness of the method, Fig 7 shows a simulated bre network. In Fig 7b the true boundary is superimposed in black and the estimated boundary in white. The positions of intermediate nodes is also shown. Agreement is good, but is less than perfect at the ends of bres because of the dependency on a few pixel values. Also, the junction has not been recovered precisely. If noise levels are reduced, the t becomes almost perfect. However if only one intermediate node is used the parameters cannot exactly match the bre. Other simulated examples showed similar patterns. Fig 8a shows the restoration of the bre within the white frame in Fig 2. The t is not perfect because an outline of the bre is visible in the residuals display in Fig 8b, but almost all the variation has been accounted for. We found that problems lay, not so much with large amounts of random noise, but kinks and buds on the bre which meant that the model did not t exactly. F or this reason we found it best to use reasonably large intervals between the intermediate nodes.
Discussion
When measurements are needed to greater precision than the inter-pixel distance, it is sometimes possible to increase the magni cation of an imaging sensor. However, this can be time consuming, and greatly increases the data handling problems. Subpixel resolution is achievable by the human eye-brain and in this paper we h a ve explored some aspects of what is achievable digitally. Because digital images are corrupted by blur and noise, recovery even at the pixel level is impossible without some assumptions on the form of the image. The binary assumption, that the true image takes only two v alues, is very strong in the restrictions it places on permissible images and makes problems highly non-linear.
Almost all image processing techniques lters, segmentation, mathematical morphology, feature extraction operate at pixel rather than sub-pixel level, and therefore could not have produced the results given in x3. Restoration of binary scenes can be formulated as statistical problem. In x2 w e identi ed an appropriate statistical model and inferential procedure, an approach which is complementary to other sub-pixel methods. The Fourier descriptor method works well for small blob-like objects. For larger objects, a global parameterisation is ine cient and the optimisation becomes more di cult. However, it is then possible to choose parameters which h a ve only a local e ect and optimise subsets of the parameters independently as demonstrated with the fungal hyphae. Long sections of smooth boundary can be recovered very accurately but there is a limit to the amount o f boundary detail which can be recovered. Typically a parameterisation needs to be chosen which does not allow a boundary to change direction signi cantly over the width of a pixel. As noise levels increase, it is important that the number of data points is large compared to the number of parameters. This may force a recovered boundary to be smooth, but that is normally more appropriate than to risk predicting imaginary boundary detail.
Appendix: Proof of integration result Therefore, for certain functional forms of g, for which h is expressible in closed form, we have reduced a 2-dimensional integral to a 1-dimensional one. It will usually be necessary to evaluate this numerically, but provided the integrand is an analytic function, the error decreases exponentially with step size, because the integral is over a complete period of a periodic function. In particular, for integrating a Gaussian density o ver a circle, the method is competitive with the existing algorithm Gilliland, 1962, and Patel and Read, 1982, pp Skeleton of large components in a. 
