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Korosi muncul pada hampir semua material yang ada dan berada pada 
!ingkungan yang bervariasi . Dua morfologi dasar korosi adalah pit dan crack. Kedua 
morfologi tersebut dapat berada pada material yang sama dan mempunyai 
penampakan yang berbeda. 
Tujuan tugas akhir ini adalah untuk mengklasifikan kedua morfologi tersebut. 
Permasalahan yang muncul di sini adalah memisahkan morfologi korosi dari 
background-nya. Korosi mempunyai bentuk yang bervariasi, sehingga pemisahan 
morfologi korosi dengan cara segmentasi kurang menunjukkan hasil yang baik. 
Dalam permasalahan ini digunakan metode yang tidak memerlukan segmentasi, 
yaitu dekomposisi wavelet, baik wavelet standar maupun wavelet paket, untuk 
mendapatkan feature sebagai data masukan jaringan syaraf. Metode jaringan syaraf 
yang dipakai di sini adalah Learning Vector Quantization (LVQ) dengan beberapa 
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1.1 Latar Belalmng 
BABI 
PENDAHULUAN 
Korosi rnerupakan sesuatu yang sangat penting dalam ilmu material dan 
muncul pada berbagai macam material dalam bentuk yang berbeda tergantung pada 
lingkungan sekitamya. Sebagai hasil dari fenomena fisika dan kimia yang kompleks, 
korosi mempunyai sejumlah morfologi yang dapat dibedakan menjadi beberapa tipe. 
Tugas akhir ini adalah untuk menunjukkan bahwa metode analisis tekstur 
sangat berguna untuk mengklasifikasikan tipe-tipe korosi tersebut, yang dalam hal ini 
dikonsentrasikan pada dua morfologi dasar : pit formation (lobang) dan cracking 
(pecahan). Karena dua macam morfologi tersebut dapat ditemukan pada material 
yang berbeda, lingkungan yang berbeda, dan terjadi dengan proses yang berbeda, 
maka citra yang menunjukkan morfologi sarna dapat kelihatan sangat berbeda. 
Penyebab utama terjadinya korosi adalah terlalu kompleks untuk digunakan 
dalarn sistem pengenalan otomatis. Sehingga, hanya citra itu sendiri yang dapat 
mendefinisikan kelas yang ada. 
Dengan adanya klasifikasi korosi tersebut akan diketahui tipe korosi yang 
terjadi pada suatu benda, sehingga dapat dilakukan langkah-langkah tertentu untuk 
rnengantisipasinya sesuai dengan tipe korosi yang ada. 
1.2 Perumusan Masalah 
Unsur utama dalam pembuatan tugas akhir ini adalah ekstraksi feature dan 
klasifikasi . 
Elistra ksi f e-ature 
~ Dekomposisi wavelet 
Pada citra satu dimensJ , transformasi wavelet dari suatu sinyal s(t) dibentuk 
dengan n1empmyeksikan s ke kumpulan wavelet yang membentuk basjs 
ortogonal. Kumpulan ini terdiri dari dilatasi dan translasi mother wavelet tunggal. 
Hasil representasi berisi suatu sinyal terpisah untuk setiap skala resolusi. 
Transformasi wavelet citra dua dimensi l(t,y) dapat dibentuk dengan mencrapkan 
filter H dan L yang sama berurutan sepanjang baris dan kolom citra. Subc1tra 
yang dihasilkan dari suatu operator dapat ditulis sebagai : 
L1(m,n) = [Lx *[Ly * l]](x,y) 
D1\m,n) =[Lx *[H), * !]J(x,y) 
D~(m,n) =[Hx *[LY '~ I]](x,_v) 
D~(m,n) = [H,. * [Hr * I]](x, _v) 
dengan * menyatakan operator konvolusi, sedangkan m, n merupakan koordinat 
sumbu x dan sumbu y. L1 merupakan citra yang dihasilkan okh proses 
dekomposisi terhadap citra asli I. Citra detail Di, D~, D~ merupakan detail untuk 
arah vertikal, horizontal dan diagonal. Konvolusi yang pertama dilakukan 
terhadap kolom citra, konvolusi yang kedua dilakukan terhadap baris citra. 
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• Energi 
Dekomposisi membedakan infonnasi dari skala yang berbeda. Energi 
konvensional dapat ditentukan dengan 
AI N 
E~ = :•)v L I ( D~ ( m, n)) 2 
m= l :V=I 
Dengan M,N menyatakan ukuran dari subcitra. 
Komponen vektor terdiri dari energi subcitra yang dihasilkan dari dekomposisi 
wavelet. 
K.Jasifikasi 
Sebelum dilakukan proses klasitikasi, dilakukan terlebih dahulu proses 
pembelajaran. Pada tahap pembelajaran, contoh-contoh dari training set yang telah 
diketahui kelasnya digunakan untuk mengkompilasi pengetahuan tentang distribusi 
kelas. Basil dari proses pembelajaran ini adalah bobot untuk setiap kelas, yang 
nantinya digunakan untuk melakukan proses klasifikasi. 
Cara yang biasa dipakai untuk mengevaluasi perfonnansi sistem adalah dengan 
membandingkan kelas yang sesungguhnya dengan kelas hasil klasifikasi terhadap 
citra masukan. 
Pada tugas akhir ini, digunakan metode jaringan syaraf buatan, yaitu 
Learning Vector Quantization (LVQ) network sebagai dasar untuk melakukan 
klasifikasi . 
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1.3 Batasan Masalah 
Tugas akhir ini dibatasi dengan beberapa kondisi sebagai berikut : 
• Citra yang digunakan sebagai input adalah citra dengan level warna dan 
ukuran tertentu. 
• Transfonnasi wavelet dilakukan sampai dengan level tertentu (dua level). 
• Citra input mempunyai fonnat file bitmap (file BMP). 
• Citra input telah mengalami preprocessing. 
1.4 Tojoan Togas Akhir 
• Membuat suatu perangkat lunak untuk mengklasifikasikan morfologi korosi 
suatu bahan. 
1.5 Manfaat Togas Akhir 
• Mengklasifikasikan morfologi korosi suatu bahan yang dapat digunakan 
lmtuk menentukan langkah-langkal1 berikutnya. 
• Sebagai bahan referensi lUltuk penelitian selanjutnya dalam bidang ilmu 
material, kecerdasan buatan dan citra digital. 
1.6 Metodologi 
• Studi literatm 
• Mempelajari transfonnasi wavelet multiresolusi, proses konvolusi, jaringan 
syarafbuatan (terutamaLearning Vector Quantization Network) . 
• Desain program 
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• Perancangan secara teoretis terhadap perangkat lunak yang akan dibuat. 
• Pembuatan program 
• lmplementasi desain program yang sudah dibuat sesuai dengan kebutuhan-
kebutuhan yang ada. 
• Tes dan evaluasi 
• Menganalisis kinerja perangkat lunak yang telah dibuat, dengan melakukan 
tes terhadap input yang berbeda-beda. Sehingga dapat diketahui tingkat 
keakuratan perangkat lunak tersebut. 
1.7 Sistematika Penulisan 
Dalam penulisannya, tugas akhir ini dibagi dalam enam bab. Masing-masing 




Pendahul uan, menguraikan Jatar belakang, perumusan 
masalah, batasan masalah, tujuan, manfaaat, metodologi 
yang digunakan, dan sistematika penulisan tugas akhir. 
Dasar teori wavelet, yang menguraikan teori-teori dasar 
yang digunakan untuk menganalisis transformasi wavelet, 
seperti teori-teori tentang aljabar linear. 
Klasifikasi pola, yang menjelaskan klasifikasi pola secara 
umum dan dan diikuti dengan penggunaan jaringan syaraf 
buatan, sesuai dengan metode yang dipakai dalam tugas 
akhir ini . 
5 
M il ~~ PER PUS T~'<AM~ 
11\::::, Tl ruT TEKNOLOGI 




Perancangan dan Implementasi, berisi penyusunan 
algoritma perangkat lunak, mulai dari input yang 
digunakan sampai output yang dihasilkan. 
Uji coba dan analisis hasil, berisi analisis terhadap kinerja 
perangkat lunak sehingga diketahui tingkat keakuratannya. 
Kesimpulan dan saran, yang memberikan kesimpulan dan 




DASAR TEORI WAVELET 
DAN MULTIRESOLUSI 
Wavelet merupakan fungsi matematika yang menampilkan data pada 
komponen fi·ekuensi yang berbeda dan kemudian mengolah masing-masing 
komponen dengan resolusi yang sesuai dengan skalanya. 
Wavelet telah menjadi sesuatu yang sangat berguna pada aplikasi-aplikasi 
ilmu pengetahuan dan teknologi, tennasuk di dalamnya grafika komputer, 
pemampatan data dan pengolahan sinyal. Dalam perkembangannya, wavelet telah 
banyak digtmakan dalam bidang-bidang yang lain. 
Sebagai alat bantu, wavelet dapat menggambarkan sinyal asli secm·a 
matematis . Sinyal asli yang dimaksud di sini dapat berupa sebuah citra, kurva atau 
yang lain. Pada tugas akhir ini, transfonnsi wavelet dihubtmgkan dengan analisis 
multiresolusi. Mengingat teori dasar analisis multiresolusi adalah aljabar linear, 
be1ikut ini akan dijelaskan secara singkat konsep dasar aljabar linear ym1g 
berhubungan dengan analisis multiresolusi. 
Ruang vektor 
Jika V sebarm1g himpunan benda yang dua operasinya didefinisikan, yaitu 
penambahmJ dan perkalian dengan skalar (bilangan real). Pena.mbahan tersebut 
dipahami untuk mengasosiasikan sebtLal1 aturm1 denan setiap pasang benda u dan v 
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dalam V, yang mengandung elemen u + v, yang disebut jmnlah jumlah u dan v. 
Dengan perkalian skalar diartikan aturan tmtuk mengasosiasikam1ya baik untuk 
setiap skalar k maupun setiap benda u pada V yang mengandung elemen ku, yang 
dinamakan perkalian skalar (skalar multiple) u oleh k. Jika aksioma-aksioma berikut 
dipenuhi oleh semua benda u, v, w pada V dan oleh semua skalar k dan /, maka 
dina.makan V sebuah ruang vektor (vector ::.pace) dan benda-benda pada V dinamakan 
vektor: 
a. jika u dan v adalah benda-benda pada V, maka u + v berada. di V 
b. u + v =v + u 
C. U + ( V + W) = ( U + v) + W 
d. ada sebuah benda 0 di V sehingga 0 + u = u + 0 = u lmtuk semua u di t,. 
e. lmtuk setiap u di v; ada sebuah benda - u di V yang dinamakan negatif u 
seh:ingga u + (-u) = (-u) + 11 = 0 
f. jika k adalal1 sebarang skalar dan u adalal1 sebarang benda di V, maka ku 
berada di V 
g. k(u+v) = ku+kv 
h. (k + /) u = ku + lu 
I. k(lu) = (k/) (u) 
j. lu = u 
Sebuah ruang vektor dapat saja terkandw1g di mang vektor yang lebih besar. 
Misalnya, garis dan bidang yang melalui titik asal adalah ruang vektor yang 
terkandw1g dalam ruang vektor yang lebih besar pada ~ . 
Jika W adalah himpunan dari satu atau lebih vektor dari sebuah ruang vektor 
V, maka W adalah subruang dari V jika dan hanya jika kondisi-kondisi berikut 
berlaku : 
Basis 
a. jika u dan v adalah vektor-vektor pada W, maka u + v terletak di W 
b. jika k adalah sebarang skalar dan u adalah sebarang vektor pada W, maka 
ku berada di ff/ 
Jika V adalah sebarang ruang vektor danS = {vi, v2, . .. , Vr} merupakan 
himpunan berhjngga dari vektor-vektor pada V. maka S dinamakan basis untuk V jika 
a . S bebas linear; 
b. S merentang I ' 
Jika ei = (1 ,0,0, ... ,0), e2 = (0,1,0, .. . ,0), ... , en = (0,0,0, ... ,1). Karena setiap 
vekior v =(vi, v2, .. . , Vn) pada R" dapat dituliskan sebagai v =vi e1 + v2 e2+ . . . + v" 
en, maka S merentang ~~ sehingga S adalah sebuah basis. 
Vektor dalam sebuah basis untuk V disebut !!pan V. 
Basil Kali Dalam dan Orthogonalitas 
Sebuah basil kali dalam (inner product) pada ruang vektor real V adalah 
fungsi yang mengasosiasikan bilangan real <u, v> dengan masing-masing pasangan 
vektor u dan v pada V sedemikian rupa sehingga aksioma-aksioma berikut dipenuhi 
untuk semua vektor u, v, dan w di V dan juga untuk semua skalar k. 
a. <u, v> = <v, u> ( aksioma simetri) 
b. <u + v, w> = <u, w> + <v, w> (aksioma penambahan) 
9 
c. <ku, v> = k<u, v> 
d. <v,v> 2 0; dan <v,v> = 0 
jika dan hanyajika v = 0 
(aksioma kehomogenan) 
(aksioma kepositifan) 
Salah satu sifat hasil kali da1am adalah orthogonalitas. Dua buah vektor u dan v 
dikatakan orthogonal, jika hasil kali dalamnya memenuhi <u, v> = 0. 
Norma 
Panjang sebuah veh.1:or v sering dinamakan norma v dan dinyatakan dengan 
!!v ii - Jelaslah bahwa dari teorema Phythagoras bahwa norma vektor v = (v 1 , v2) di 
ruang dua adalah 
Sedangkan nonna vektor v di ruang 3 adalah 
Ruang Hilbert 
Ruang Hilbert merupakan ruang hasil kali dalam dari fungsi satu dimensi 
f(x), yang dinyatakan sebagai L2 (R) [3]. Untuk f(x),g(x) E L2 (R) hasil kali 
dalamnya didefinisikan sebagai: < g(u),f(u) >= J:g(u)f(u)du . 
Nonnalisasi untuk f(x) pada L2 (R) didefinisikan sebagai ll! ll 2 = f_] JCut du. 
Konvolusi dari dua fungsi, f(x),g(x) E L2 (R) dinyatakan sebagai berikut: 
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Hal ini dikenal sebagai relasi skala-dua untuk fungsi penyekalaan dan deret 
p{ k} yang disebut deret skala-dua dari ¢> . Pembahasan dibatasi pada fungsi-fungsi 
penyekalaan yang hanya memiliki Pk yang tidak no! secara terbatas pada hubungan 
di atas. 
Suatu fungsi ¢> E I} {R} dikatakan menghasilkan analisis multiresolusi (Multi 
Resolution Analysis I MRA) jika fungsi tersebut menghasilkan sekumpulan deretan 
pada subruang tertutup V0 yang memenuhi sifat-sifat sebagai berikut : 
2{~v, J ~ L' (R) 
J.nj=z v1 = {O} 
4.f(x)sV1 <=> f(2x )sV1+1j&Z 
2.2 Multiresolusi 
2.2.1 Analisis Wavelet 
Wavelet merupakan fungsi real t, dilambangkan dengan 'P(t) dalam ruang 
fungsi L 2 (R) . Fungsi ini dihasilkan oleh parameter dilatasi dan translasi yang 
dinyatakan dalam persamaan yang dikemukakan oleh Grosman dan Morlet sebagai 
berikut: 
If/ a,b (t) = iaiT '1/(t~b) 
dengan a adalah parameter dilatasi dan b adalah parameter translasi. Fungsi '!' 
disebut mother wavelet dan harus memenuhi kondisi [5] : 
-oo 
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Transfonnasi wavelet dibedakan menjadi dua tipe, yaitu transfonnasi wavelet 
kontinyu dan transfonnasi wavelet diskret. Faktor yang membedakan dua tipe 
transfonnasi tersebut terletak pada nilai parameter translasi dan parameter dilatasi. 
Seca.ra umum bentnk transformasi wave]et dinyatakan sebagai berikut [5] : 
(T.-avf"Xa,b )= (f,ll/a,b (x )) 
"" (7~•avfXa,b)= jaj;2 J(x~(x;,b)dx 
Persamaan ini menunjukkan bahwa transfom1asi wavelet f(x)EL2 (R) satu dimensi 
mentpakan bentuk integral konvolusi antara fungsi j(x) dengan fimgsi wavelet 
2.2.1.1 Transformasi Wavelet Kontinyu 
Trasfmmasi wavelet kontinyu ditentukan oleh nilai parameter dilatasi a dan 
parameter translasi b yang bervariasi secara kontinyu, dim ana a, b E R denan a ;r: 0. 
2.2.1.2 Transformasi Wavelet Diskret 
Transfonnasi wavelet diskret dapat diperoleh dali transfonnasi wavelet 
kontinyu dengan mengambil nilai parameter a dan b yang diskret saja. Transformasi 
ini dibedakan menjadi duajenis, yaih1: 
• Sistem diskret redtmdan 
Diskretisasi parameter-parameter tersebut adalah a = a0-"' dan b = nb0a0-m; 
dimana m,n E Z dan ditentukan suatu nilai tertentu untuk a0 > 1 dan b0 > 0 
{tertentu) akibatnya fungsi wavelet jenis ini tergantung pada a0,b0, ftmgsi 
waveletnya terbentuk : 
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( ) - ':'~ ( ( b - m )) 'fa .b X - Go If/ X- n oa o 
Transformasi ini dapat menyebabkan adanya redudansi pada penggambaran 
fungsi aslinya sebab dimungkinkan untuk menghitung nilai transfom1asi 
waveletnya secara pendekatan tanpa perlu perhitungan secara tepat. 
• Transfonnasi wavelet basis orthononnal 
Dengan memiliki nilai-nilai yang sangat khusus untuk mother wavelet 'J'l dan 
G,b ; maka dapat diperoleh suatu nilai-nilai 'P,,, ,11 yang rnerniliki basis orthononnal 
pada L 2(R). Umumnya dipilih parameter Go = 2 dan b0 = J [5]. Bentuk fungsi 
waveletnya dapat dinyatakan sebagai berikut : 
dimanam,n E Z 
Salah satu contoh fungsi 'J'l yang menyebabkan Pm,n pada persamaan di atas 




lf(x) = - ~ jikG t <xs;l ~ MtLIK P ERPUS lAKAA1 untuk lainnyG INSTITUT TE.t<;NOLOGI 5 C.I'Ul UH - NO,EMBER 
2.2.2 Analisis Multiresolusi 
Transformasi multiresolusi telah dipelajari untuk aplikasi ilmu komputer 
sejak Rosenfeld dan Thurston [2] melakukan deteksi tepi multiskala. Pada resolusi 
yang berbeda, detail suatu citra mempunyai karakteristik yang berbeda pula. Untuk 
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mengolah perbedaan tersebut, dilakukan pengambilan informasi yang berbeda dari 
suatu citra pada dua resolusi yang berbeda. Jika terdapat urutan resolusi yang 
semakin bertambah (r)J E 1, maka detail dari j(x) pada resolusi ri didefinisikan 
sebagai perbedaan infonnasi antara aproksimasij(x) pada resolusi r1_1 dan pendekatan 
pada resolusi '1· 
Jika A2J adalah operator dimana pendekatan sinyal pada resolusi 2J dan 
terdapat fungsi f(.x) yang mempunyai energi : .f(--r) E L2(R) , maka dapat ditetapkan 
bahwa : 
• A 21 merupakan operator linear. Jika A2j f(x) rnerupakan pendekatan terhadap 
fungsi f(x) pada resolusi i, maka A
2
j f(x) tidak berubah jika melakukan 
pendekatan Jagi pada resolusi i. Operator A21 rnerupakan operator proyeksi pada 
ruang vektor V2, c L 
2 (R). Ruang vektor V21 dapat diartikan sebagai himpunan 
dari semua pendekatan yang rnungkin pada resolusi i dari fungsi yang ada pada 
L2(R). 
• Dari semua fungsi pendekatan pada resolusi i, A21 .f(x) merupakan fungsi yang 
paling dekat kef(x) . 
Sehingga operator A2j merupakan proyeksi ortogonal pada ruang vektor A2j • 
• Pendekatan sinyal pada resolusi j +l berisi semua informasi penting untuk 
melakukan perhitungan pada sinyal yang sama dengan resolusi yang lebih kecil, 
i. Karena A2J rnerupakan operator proyeksi pada V2i maka prinsip ini ekivalen 
dengan persamaan berikut : 
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Suatu operasi pendekatan adalah sama pada semua resolusi. Ruang fungsi 
pendekatan diturunkan dari satu sama lain dengan menyekala setiap fungsi 
pendekatan menggunakan rasio dari nilai resolusinya. 
VjE Z, 
• Pendekatan A2, f(x) terhadap sinyal.f{--'r:) dapat dikarakterisasikan oleh 2! sam pel 
per unit panjang. Jikaf(x) ditranslasikan dengan panjang sebanding dengan 2:1, 
A2, .f(x) ditranslasikan oleh jumlah yang sama dan dikarakterisasi oleh sampel 
yang sama. Terdapat prinsip-prinsip untuk j = 0, yaitu transalasi matematika 
terdiri dari : 
karakterisasi diskret 
terdapat isomorfisme 1 dari vi ke / (Z) 
translasi pendekatan 
\lk E Z,A1fk(x) 
= A1 f(x-k), fk (x)= f(x-k) 
translasi sampel 
• ketika melakukan perhitungan suatu pendekatan f(x) pada resolusi 2!, beberapa 
informasi mengenaif(x) hilang. Dengan adanya peningkatan resolusi menjadi +oo 
pendekatan sinyal harus konvergen terhadap sinyal asli . Kebalikannya, dengan 
adanya resolusi berkurang menjadi nol, pendekatan sinyal berisi sedikit infonnasi 
dan kovergen ke nol. 
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2.3 Analisis Citra berdasarkan Wavelet 
Unt11k mengaplikasikan transformasi wavelet pada citra, digunakan 
pengembangan metode untuk dua dimensi. Transfmmasi wavelet pada citra dua 
dimensi l(-t,J1 dapat dibentuk dengan mengaplikasikan filter H dan L bernrutan 
sepanjang kolom dan baris citra. Subcitra yang dihasilkan adalah : 
L1 (m,n) = [Lx * [Ly * l]](x,y) 
Di(m, n) = U-x *[H, * l]](x,y) 
D~(m,n)=[H x *[Ly *IJ](x,y) 
D~(m , n) =[Hx *[H, * I]](x,y) 
dengan * menyatakan operator konvolusi, sedangkan m,n mernpakan koordinat 
sumbu x dan sumbu y. L1 merupaka11 citra yang dihasilkan oleh proses dekomposisi 
terhadap citra asli I. Citra detail D11 , D~, D~ merupakan detail untuk arah vertikal, 
horizontal dan diagonal. Konvolusi yang pe1tan1a dilakukan terhadap kolom citra, 
konvolusi yang kedua dilakukan terhadap bmis citra. Setelah itu subsampling pada 
kedua arah dapat dilakukan. Proses dekomposisi dilakukan seperti pada gambar 2.1 
Sebagaimana pada kasus satu dimensi, dengan iterasi menggunakan lowpass 
pada subcitra c-1 (L1, D/, D/, D/) pada level yang berbeda dapat dilakukan. 
Hasilnya adalah suatu dekomposisi wavelet dengan detail citra untuk skala dan 
orientasi yang berbeda. Jika hanya pada C dilaku.kan dekomposisi, maka didapatkan 
wavelet standar (StW)/piramid. Dan jika pada semua subcitra dilakukan dekomposisi 
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Gambar 2.1 Proses dekomposisi 
downsample columns hapus kolom yang berindeks genap 
downsample baris hapus baris yang berindeks genap 
konvolusi dengan filter x pada baris citra 
konvolusi dengan filter x pada kolom citra 
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2.4 Analisis Tekstur berdasarkan Wavelet 
Feature 
Feature merupakan bagian data yang dapat diolah, misalnya intensitas sinyal. 
Feature bisa bersifat simbolik seperti wama; nwnerik sepeni halnya berat. Features 
dapat dihasilkan dari penerapan feature extraction algorithm terhadap data yang 
dimasukkan. Feature bisa mempunyai level entitas yang lebih tinggi , misalnya : 
geometric descriptor dari suatu daerah citra atau penampakan suatu citra sebagai 
obyek tiga dimensi . 
Dalam pengolahan feature perlu diperhatikan bahwa : 
• Proses pengolahan mungkin diperlukan untuk ekstraksi feature 
• Ekstraksi feature mungkin berisi kesalahan atau noise 
Feature bisa dinyatakan sebagai variabel kontinu, diskret, atau biner-diskret. Feature 
biner digunakan untuk menyatakan ada atau tidaknya feature tertentu. 
Proses ekstraksi dan seleksi feature harus memenuhi beberapa hal, yaitu : 
• Dapat dilakukan perhitungan 
• Dapat menghasilkan sistem pen genal an pol a yang "baik" 
• Mengurangi persoalan tanpa menghilangkan infonnasi yang penting 
Seleksi Feature 
Seleksi feature merupakan proses memilih masukan yang digunakan untuk 
sistem klasifikasi pola. Batasan-batasan perhitungan akan menentukan feature yang 
dipakai. Seleksi feature bisa dilakukan dengan menggunakan perhitungan 
matematika atau dengan cara simulasi. 
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Ekstraksi feature 
Jika terdapat data masukan dua dimensi f(x,y), maka himpunan feature 
didefinisikan sebagai : m"q = J: J:x" y "f (x , y)dxdy p , q = 0,1,2, .... 
dengan x merupakan koordinat sumbu X, dan y merupakan koordinat sumbu Y. 
Central moment didefinisikan sebagai : 
Algoritma yang paling sesuai untuk seleksi feature adalah sequential forward 
floating selection (FFI·"S)[6]. Proses inisialisasi dilakukan dengan mengambil satu 
feature yang terbaik dari himpunan. Kemudian, menambahkan feature terbaik dari 
sisanya, atau menghapus yang terjelek dari himpunan, sampai dicapai keadaan yang 
paling optimal. Keadaan terbaik dan terjelek ditentukan dengan mengukur perbedaan 
antara performansi klasifikasi dengan atau tanpa feature. Kondisi terbaik diperoleh 
jika terdapat pengaruh yang besar dengan adanya sisipan dan terjelek akan diperoleh 
jika feature tersebut tidak banyak mempengaruhi hasil yang didapatkan .. 
Pengambilan feature tidak harus sebanyak mungkin. Meskipun dengan 
adanya banyak feature mungkin membawa banyak nilai, akan menimbulkan tingkat 
kerumitan yang lebih besar. Untuk itu harus ditentukan penggunaan feature yang 
paling efektif. 
Dari berbagai kemungkinan cara ekstraksi feature yang ada, kuadrat nilai 
paling sering digunakan [6]. Yaitu dengan persamaan : 
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M N 2 E~ = A)N IL:(n;(m,n)) 
111=1 11 =1 
dengan M.N menyatakan ukuran subcitra. 
Rotation Invariance 
Berdasar pada fakta bahwa transformasi dilakukan sepanjang arah vertikal 
dan horisontal , rotasi kecil dapat mempunyai efek yang serius terhadap hasil. 
Terdapat metode dirnana feature wavelet ditransformasikan menjadi feature 
rotation invariant. Pada skala i, energi yang diasosiasikan dengan detail subcitra D/ 
dapat diartikan sebagai energi untuk satu arah. Pada subcitra didapatkan bahwa 
persarnaan : 
E~ (m , n)= (n~ (m, n)J 
yang dinotasikan dengan e~ merepresentasikan energi lokal untuk satu arah. Dengan 
menjurnlahkan tiga energi lokal <=1,2_3 akan didapatkan total energi per piksel (untuk 
skala ke-i). 
Didapatkan bahwa : 
E i ( ) i i i tat m, n = e, + e2 + e3 
dengan substitusi didapatkan : 
dengan rnenjurnlahkan global feature global subcitra per skala : 
M N 
E;ot = ~ LLE101(m,n) 
m=l 11=! 
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dari <~u.3 dapat dilakukan perhitungan untuk mendapatkan orientational anisotropy 
atau arah enerf,>i, yaitu : 
() . I ( ) - - '- {T I - ~ i )2 I ,' - , i )2 /,, - I )2 
.. nan x,y - h:L,(,·u) V\e 1 e2 +\e 1 e3 +\e 2 e3 
Orian' (x, y) merupakan piksel anisotropi dari energi yang memberikan pengukuran 
yang efeJ..iif terhadap distribusi energi berkaitan dengan arah. Dengan menjumlabkan 
feature global subcitra didapatkan : 
.11 N 
Orlan'= ,~ix LLOrian(m,n) 
m~ l n=l 
Untuk dekomposisi wavelet dengan level d didapatkan 2d + l dimensi, yang 
berisi E;ol dan Orian' untuk. setiap skala i, ditambah komponen tambahan untuk 
energi dari low pass Ld. 
Untuk dekomposisi wavelet paket didapatkan feature sebanyak 2d untuk 
orientasi paket wavelet (OWP). Jika konsep orian diterapkan didapatkan feature 
sebanyak 2d+ 1, dengan menghitung Orian untuk setiap tiga subcitra yang berasal dari 
subcitra yang mempunyai level yang sama sebelumnya. 
Ekivalensi dari subcitra dengan d = 2 adalah seperti pada gambar 2.2 dan 2.3. 
Subcitra yang mempunya.i tanda yang sama menyatakan ekivalensi subcitra tersebut. 
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Gambar 2_2 Wavelet standar 
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Klasijikasi merupakan pengelompokan data masukan ke dalam satu atau lebih kelas 
yang telah ditentukan berdasarkan ekstraksi feature yang diperlukan atau atribut dan 
pengolahannya atau anal isis terhadap atribut-atributnya. 
Pengenalan adalah kemampuan untuk melakukan klasifikasi. Pengenalan pola sering 
kali dirumuskan dengan menambahkan satu kelas tarnbahan, yaitu kelas 
unclass?fiab!e. 
Kelas pola adalah hirnpunan pola. Hal yang penting pada beberapa aplikasi 
klasifikasi pola adalah indentifikasi atribut yang diper1ukan (misal : feature) dan 
menentukan perhitungan yang baik terhadap proses pengenalan!klasifikasi. 
Preprocessing adalah proses pemfilteran atau transformasi data mentah menjadi data 
yang lebih "baik" dan memperkecil adanya noise. 
Noise adalah keadaan yang tidak ideal, termasuk di dalamnya adalah : 
• kesalahan dalam pemrosesan awal;. 
• kesalahan dalam ekstraksi feature; 
• kesalahan dalam pernbelajaran data. 
Pola (Pattern) 
Kebanyakan informasi yang berada di sekeliling kita mempunyai bentuk yang 
berpola. Informasi tersebut seringkali diklasifikasikan dan dideskripsikan salah, 
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padahal kemampuan ini bisa diotomatisasi. Informasi-infonnasi yang mempunyai 
pola sama dapat dimasukkan ke dalam kelas/kelompok yang sama, sehingga dari 
infonnasi yang jumlahnya sangat banyak tersebut dapat dikenali/diklasifikasikan 
dengan mudah. 
Pengenalan pola pada dasarnya berdasar pada pola (pattern). Suatu pola 
dapat berupa himpunan basil pengukuran atau penelitian yang dinyatakan dalam 
vektor atau matriks. Pola bisa diubah dari satu bentuk data ke bentuk yang lain, 
misalnya : dari citra dua dimensi menjadi vektor. 
3.2 Pengklasifikasi I Classifier 
Pengklasifikasi akan memecah ruang feature menjadi kelas yang disebut 
daerah keputusan (decision region). Daerah keputusan tersebut harus bersifat 
nonoverlapping. Batas masing-masing daerah disebut dengan batas keputusan 
(decision boundary ). 
Dengan sudut pandang tersebut, klasifikasi vektor ~ menjadi cukup 
sederhana, yaitu menentukan daerah keputusan ( dalam K) dimana ~ berada dan 
memasukkan ~ ke dalam kelas tersebut. Yang menjadi pennasalahan dalam hal ini 
adalah menentukan daerah keputusan dari ~-
Terdapat pengklasifikasi berdasarkan fungsi diskriminan (discriminant 
function) . Pada kasus kelas c fungsi diskriminan dinyatakan dengan gi(x), i = 
1,2, ... ,c, digunakan untuk membagi It sebagai berikut: 
• Masukkan ~ ke dalam kelas Wm (daerah R111 ) dimana g111 (y > gi (y 'IIi = 1,2, ... c 
dan! ~m. 
Pada kasus dimana gk (~ = gi (y akan terbentuk batas keputusan. 
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Bentuk khusus da1i fungsi diskriminan yang penting adalah ftmgsi 
disktiminan linear (linear discriminant function) : g;~)=~:· !+W0; dimana !!.::£ 
adalah vektor bobot d x 1 yang digunakan untuk kelas ke-i. Pennasalaha11 yang 
muncul adalah bagaimana menggunakan statistik, sintatik, atau jaringan syarat tirua.n 
untuk mengimplementasikan fungsi diskriminan. 
Supervised classifi{~r 
Untuk mengaplikasikan pengklasifikasi ke dalam persoalan yang ada, 
pengetahuan mengenai distribusi kelas harus ditentukan dari himplman pelatihan 
(training set) dari tal1ap pembelajaran (learning stage). Pengetahuan ini kemudian 
ditransfonnasikan ke dalam aturan klasifikasi. Contoh data yang belum pemah 
dipakai, dimasukkan ke dalam pengklasifikasi dan dilakukan pengecekan terhadap 
hasil yang ada (tahap percobaan I test stage). 
Pemisahan kelas pada ruang feature menentukan keberhasilan 
pengklasifikasi. Ruang feature adalah multidimensi. Jika fungsi densitas probabilitas 
kelas diketahui, pengklasifikasi Bayesian akan memaksimalkan kebenaran 
klasifikasi, karena daerab mang masukan akan diasosiasikan dengan dengan kelas 
yang memplmyai probabilitas yang besar[9] . 
Pada praktiknya, fungsi probabilitas tidak diketahui. Seberapa baik tingkat 
estimasinya tergannmg pada bagaimana himpunan pelatihan (training set) 
direpresentasikan untuk semua data. Hal m1 terutama ditentukan oleh ukuran 
himpunan pelatihan dan dimensi ruang feature. 
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tertentu. Komponen otak manusia yang "digunakan" pada jaringan syaraf tiruan 






Neuron merupakan elemen utama sistem syaraf. Sedangkan sistem syaraf 
tersusun dari sekitar lima juta neuron. Neuron mempunyai fungsi-fungsi khusus, 
yaitu : menerima sinyal yang datang dari neuron tetangga, mengintegrasikan sinyal-
sinyal tersebut, menimbulkan pulsa syaraf, menghubungkan pulsa tersebut dan 
mentransmisikannya ke neuron lain yang dapat menerima. 
Synapsis diperlukan untuk berkomunikasi antara sel-sel syaraf. Sinyal 
dipancarkan sepanjang sel secara elektrik tetapi tidak terdapat hubungan langsung 
antara dua sel syaraf. Mereka terpisah oleh ruang yang disebut synaptic gap, yang 
tidak dapat dilewati pulsa listrik. 
Sel pendukung, sebagai bagian terpisah dari neuron, mempunya1 banyak 
fungsi , seperti untuk penyaluran nutrisi. 
Fase desain 
Untuk mendesain pengklasifikasi pola berbasiskan jaringan syaraf, yang 
terutama harus diperhatikan adalah : 
• Jaringan tersebut dapat dilatih untuk membentuk klasifikasi yang diinginkan, dan 
tidak terjadi ambiguitas . 
• Struktur jaringan yang cocok sehingga diasumsikan bahwa semua masalah dapat 
dipecahkan. 
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3.3 Learning Vector Quantization (LVQ) 
LVQ merupakan metode untuk mengklasifikasikan pola, di mana masing-
masing output merepresentasikan kelas atau kategori tertentu. Vektor bobot dari unit 
output sering di sebut sebagai vektor reference (codeb ook) untuk kelas dari unit yang 
direpresentasikan. Selama training, akan terjadi perubahan vektor bobot. 
Setelah training, L VQ akan mengklasifikasikan vektor input ke dalam kelas 
yang sama dengan unit output yang mempunyai vektor bobot terdekat dengan vektor 
input. 
3.3.1 Arsitektur 
Arsitektur L VQ adalah sebagai berikut : 
/ y 1 ( y l 
¥ 
/ 







Gambar 3.2 Arsitektur LVQ 
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4.1 Pendahuluan 
Pada bab ini akan dibahas perancangan dan pembuatan perangkat Junak untuk 
mengklasifikasikan citra korosi ke dalam morfologi tertentu, yaitu pit dan crack. 
Perangkat lunak dibuat pada sistem operasi Windows 98 dengan menggunakan 
kompiler Borland Delphi 4.0. 
Klasifikasi citra korosi ini terdiri dari dua bagian utama, yaitu dekomposisi 
citra dan proses pengolahan menggunakan jaringan syaraf, yaitu LVQ (Learning 
Vector Quantization). Proses pengolahan ini terdiri atas inisialisasi , pelatihan, dan 
klasifikasi. 
4.2 Perancangan Perangkat Lunak dan Tujuannya 
Tujuan perancangan perangkat lunak ini adalah untuk mempermudah 
implementasi algoritma yang dipakai. Perancangan ini terdiri dari perancangan 
arsitektur jaringan syaraf, perancangan data, dan perancangan proses. 
4.2.1 Perancangan Arsitektur Jaringan Syaraf 
Arsitektur LVQ pada dasarnya sama dengan arsitektur Kohonen Self-
Organizing Map. Yang membedakannya, bahwa untuk LVQ . . masmg-masmg 
keluaran mempunyai kelas yang telah didefinisikan. Dalam hal ini, terdapat dua buah 
keluaran (output), yaitu kelas pit dan kelas crack. Sedangkan banyaknya masukan 
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(input) tergantung dari jenis dekomposisi dan pemilihan feature yang dipakai. Dalam 
bentuk diagram, arsitektur LVQ ini dapat dinyatakan dengan gambar 4.1. 
------....., 
Gambar 4.1 Arsitektur jaringan syaraf 
x vektor masukan (xi, ... ,Xi, ... Xn) 
y vektor keluaran (yi , Y2) 
Wij vektor bobot untuk unit keluaran ke:/ (w1j, .. . , Wij, . . . Wnj) 
4.2.2 Perancangan Data 
Data yang digunakan untuk implementasi perangkat lunak ini dibagi menjadi 
tiga bagian utama, yaitu data masukan, data proses dan data keluaran. 
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4.2.2.1 Data Masukan 
Perangkat lunak ini menggunakan data masukan berupa file citra bertipe 
bitmap dengan ukuran 128 x 128 piksel. Selanjutnya, nilai setiap piksel akan 
dipindahkan pada variabel bertipe TList. 
4.2.2.2 Data Proses 
Selama proses berlangsung, digunakan beberapa macam data. Yaitu, data 
proses inisialisasi, data proses pelatihan dan data proses klasifikasi . 
• 
• 
Proses inisialisasi, pelatihan dan klasifikasi dengan masukan citra, akan 
melalui proses dekomposisi. Data proses dekomposisi disimpan dalam 
field bertipe arrray dua dimensi bertipe TList yang terdapat pada kelas 
TFeature. 
Data hasil proses inisialisasi berupa data bobot disimpan dalam bentuk 
vektor. Data ini disimpan dalam file sebagai file teks, yang selanjutnya 
digunakan sebagai data awal untuk pelatihan atau dapat digunakan untuk 
klasifikasi secara langsung. 
• Data masukan untuk proses pelatihan atau klasifikasi disimpan dalam 
bentuk array dua dimensi bertipe single. 
• Data hasil proses pelatihan berupa array dua dimensi bertipe single 
sebagai nilai-nilai bobot untuk proses pelatihan selanjutnya atau untuk 
proses klasifikasi. 
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4.2.2.3 Data Keluaran 
Data keluaran yang dihasilkan dari proses klasifikasi berupa vektor yang 
selanjutnya dicetak pada file teks. Infonnasi yang disimpan adalah kelas untnk setiap 
data masukan. 
4.2.3 Perancangan Proses 
Proses pada sistem ini terdiri atas proses dekomposisi terhadap file citra 
sebagai masukan dan proses pengolahan jaringan syaraf, yaitu proses inisialisasi, 
proses pelatihan dan proses klasifikasi. Proses dekomposisi merupakan proses awal 
untuk pengolahan jatingan syaraf. Masing-masing feature tersebut digrn1akan sebagai 
masukan untuk pengolahanjaringan syaraf 
Seperti yang telah dijelaskan pada bab II, bahwa dekomposisi dapat 
dilakukan dengan menggunakan dua metode, yaitu : wavelet standar dan wavelet 
paket. Dari dua metode tersebut, diambil feature dengan dua metode pula yaitu : 
feature energi serta feature energi dan orian. Sehingga didapatkan empat metode 
pengambilan feature yang berbeda, yaitu (lmtuk dekomposisi level dna): 
• OW, dekomposisi dengan menggtmakan wavelet standar dengan feature 
energi saja, didapatkan 3 featme (gambar 4.2) 
• Orian W, dekomposisi dengan menggunakan wavelet standar dengan 
feature energi dan orian, didapatkan 5 feature (gam bar 4.3) 
• \VP, dekomposisi dengan menggtmakan wavelet paket dengan feature 
energi saja, didapatkan 4 feature (gam bar 4.4) 
• Orian WP, dekomposisi dengan menggunakan wavelet paket dengan 
feature energi dan orian, ctidapatkan 8 feature (gambar 4.5). 
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----- -------------MILIK PERPUSTAK AA :"~ 
INS TITU r H.K"tOLOGI 
SE. -"J LUH - NOPt:,.(jER 
Gambar 4.2 Dekomposisi 3 feature Gambar 4.3 Dekomposisi 5 feature 
Gambar 4.4 Dekomposisi 4 feature Gambar 4.5 Dekomposisi 8 featme 
Notasi 'E' menyatakan bahwa pada subcitra yang ekivalen dilakukan 
penghitungan energi. Notasi 'E&O' menyatakan bahwa pada subcitra yang ekivalen 
dilakukan penghitungan energi dan orian. Ekivalensi subcitra dinyatakan dengan 
penggambaran subcitra yang sama. 
Untuk mempeijelas alur proses perangkat lunak tru digunakan diagram, 
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- -- I 0 ! Data Bobot 
Gambar 4.6 DFD Level 0 
Keterangan : 
• Proses klasifikasi korosi akan mengolah data bobot sesuai dengan data 
pelatihan yang dipakai. Data bobot diolah pada proses pelatihan yang 
selanjutnya digunakan untuk proses klasifikasi. 
• Data bobot, merupakan data bobot basil inisialisasi atau pelatihan. Data 
ini disimpan dalam bentuk file teks dengan nama OW*.CDBK, 
OrianW*.CDBK, OWP*.CDBK, atau OrianWP*.CDBK. 
• Data pelatihan, merupakan data yang digunakan untuk mengolah data 
bobot, berasal dari citra masukan. Data ini disimpan dalam bentuk file 
teks dengan nama *.DAT 
• Data hasil, yaitu data hasil proses klasifikasi, menyatakan kelas untuk 
setiap data masukan. Data ini disimpan dalam bentuk file teks, dengan 
nama *.OUT. 
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Proses Klasifikasi citra korosi tersebut terdiri atas beberapa proses lagi seperti yang 
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Gambar 4.7 DFD Level 1 
Keterangan : 
• Proses inisialisasi didahului oleh dekomposisi file masukan, sedangkan 
proses pelatihan dan klasifikasi bisa digunakan tanpa melal ui proses 
dekomposisi, tergantung pada jenis masukan yang dipakai. 
• Pelatihan dilakukan dengan menggunakan algoritma LVQ. Pelatihan 
dapat digunakan dengan menggunakan beberapa data sekaligus sampa1 
sejumlah konstanta yang ditentukan. 
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• Klasifikasi seperti halnya pelatihan dapat digunakan untuk 
mengklasifikasikan beberapa masukan secara bersamaan. 
Tahap-tahap proses klasifikasi citra korosi secara detail dapat dijelaskan dengan 
menggunakan diagram ahr seperti pada gambar 4.8. 
~--..... 
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Gambar 4.8 Diagram A1ir Proses 
Proses inisialisasi merupakan tahapan untuk mendapatkan nilai bobot 
pertama kali dari satu citra korosi kelas pit dan satu citra korosi kelas crack. Proses 
pelatihan merupakan tahapan untuk merubah nilai bobot, disesuaikan dengan data 
pelatihan yang dipakai. Data pelatihan bisa berupa satu atau lebih citra. Proses 
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klasifikasi merupakan tahapan untuk mengklasifikasikan citra masukan ke dalam 
kelas yang ada berdasarkan nilai bobot yang diperoleh . 
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Gambar 4.9 Diagram Alir Proses Inisialisasi 
Pada proses inisialisasi ini, digunakan modul proses citra secara terpisah. Hal 
ini dikarenakan proses tersebut juga akan digunakan pada proses pelatihan. Seperti 
yang telah dijelaskan pada bagian 4.2.3, modul proses citra merupakan modul untuk 
menentukan metode dekomposisi dan juga jenis feature yang akan dipakai. Metode 
dekomposisi dan cara pengambilan feature yang berbeda akan berakibat jumlah 
feature sebagai masukan untukjaringan syarafberbeda pula. 
Langkah-langkah untuk melakukan pemrosesan citra tersebut dapat 
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Gambar 4.10 Proses Citra 
Metode dekomposisi dengan menggunakan wavelet standar dan wavelet 
paket pada dasamya adalah sama. Perbedaannya akan muncul jika dekomposisi 
dilakukan sampai dengan level dua atau lebih. Wavelet paket akan menghasilkan 
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Gam bar 4.11 Wavelet stan dar 
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Proses pelatihan dapat dilakukan dengan menggunakan dua jenis masukan 
data yang berbeda, yaitu : file teks dan file citra. Jika data masukan berupa file teks, 
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data akan langsung dibaca untuk proses pelatihan. Jika data masukan berupa file 
citra, akan dilakukan dekomposisi terlebih dahulu untuk mendapatkan nilai feature 
yang selanjutnya digunakan sebagai pelatihan, seperti pada diagram alir seperti pada 
gambar 4.13. 
Modul pelatihan pada proses pelatihan di atas menggunakan algoritma LVQ 
seperti yang terdapat pada bab m. 
Klasifikasi merupakan tahap akhir dalam perangkat lunak ini. Tahap ini akan 
menghasilkan klasifikasi terhadap citra masukan sesuai dengan bobot yang 
didapatkan dari proses pelatihan. 
Mulai 
Input File Teks 
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"" . / r 
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Gambar 4.13 Proses pelatihan 
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Gam bar 4.10 Proses klasifikasi 
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4.2.4 Hirarki Modul 
Hirarki modul dari sistem klasifikasi citra korosi ini dapat dinyatakan sebagai 
berikut (gam bar 4. 1 5 ). 
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Gam bar 4.15 Hirarki modul sistem klasifikasi 
Pada gambar hirark.i modul di atas terdapat angka-angka yang menunjukkan data 
yang digunakan dan dihasilkan oleh proses. Penjelasan angka-angka tersebut adalah 
sebagai berikut : 
1. Citra input 
2. Data piksel 
3. Data bobot 
4. Data pelatihan 
5. Data klasifikasi 
6. Vektor hasil klasifikasi 
7. Data energy dan orian 
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4.3 Pembuatan Perangkat Lunak 
4.3.1 lmplementasi Struktur Data 
Struktur data yang di gunakan dalam perangkat lunak ini dirnaksudkan untuk 
mempennudah pembuatan dan penggunaannya sesuai dengan keperluan yang ada. 
Adapun struktur data yang digunakan adalah sebagai berikut : 
type 
PSingle = ~single; 
Daftar = TL.:..s::: ; 
ASingle = array of single ; 
AASingle = crray of ASingle ; 
TGambarlD 
TGambar2D 
array of Dafta r ; 
array of TGarr:barlD ; 
//untuk menyimpan data file yang digunakan untuk pelatihan 
TDataTrain = record 
namafile string ; 
kelas string ; 
end ; 
TDT = array of TDataTrain ; 
II untuk melakukan pengolahan data seh i ngga didapatkan nilai 
//feature 
TProcess = class(TPagesDlg) 
protected procedure dekomposisi(va r gamba r _ real , gambar_O , 
end ; 
gambar l , gambar 2 , gambar_3 : Daftar ; 
ganjil:boolean); 
procedure kuadrat(gambar : Daftar ; var energy : Daftar) ; 
procedure skala_ulang(var d at a : Da fta r ; min, max: 
SmalEnt) ; 
II merupakan turunan dari kelas TProcess untuk menen t u kan nilai 
II kelas dan orian 
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4.3.2 lmplementasi Proses 
Bagian ini berisikan implementasi proses yang dipakai sesuai dengan 
perancangan yang telah dilakukan sebelumnya. Proses-proses tersebut 
diimplementasikan dalam bentukprocedure ataufunction, sesuai dengan kemudahan 
pembuatan dan penggunaannya. Seperti telah dijelaskan pada awal bab IV, proses 
utama dalam sistem ini tersusun atas tiga bagian utama, yaitu : inisialisasi, pelatihan 
dan klasifikasi. 
4.3.2.1 Proses Inisialisasi 
Proses inisialisasi dilakukan terlebih dahulu dengan menentukan jenis 
dekomposisi dan jenis feature yang dipakai . Keluaran dari proses ini adalah nilai 
feature yang dipakai sebagai bobot awal. 
Sebelum dilakukan proses dekomposisi, citra masukan akan dikonversi 
terlebih dahulu menjadi vektor, dengan prosedur sebagai berikut : 
Procedure bmp2real (gambar_bmp TBitmap ; var gambar real Daf t ar) ; 
Dengan gambar _ bmp merupakan citra masukan, dan gambar _real merupakan nilai 
piksel yang akan diproses lebih lanjut. 
Selanjutnya, dekomposisi dilakukan dengan prosedur berikut : 
procedure TPagesDlg . p aket_wavelet( p ake_o r ian : boolean ; gambar_ rea l : 
Daftar ; proses ,pit :boo l ean ; n ama : string) ; 
procedure TPagesDlg . standar_wav e let(orian_pake : boolean ; 
gambar real Daftar; pro ses,pit boolean ; nama 
string ) ; 
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Parameter yang digunakan pada dua prosedur tersebut adalah sebagai berikut : 
• Variabel 'pake _ orian', dan 'orian_pake' bemilai true jika digunakan metode 




'Gambar_real ' merupakan data yang akan didekomposisi . 
'Proses ' akan bernilai true jika terjadi pembuatan file teks baru, dan bernilai.fa/se 
jika data ditambahkan pada file teks yang sudah ada. 
'Pit' bemilai true jika kelas data merupakan kelas pit dan bemilaija/se jika kelas 
data bukan pit. 
• ' Nama' rnerupakan nama file teks yang akan dibuat atau ditambahi nilai.nya. 
Data yang dihasilkan dari proses dekornposisi dihitung energi dan oriannya jika 
diperlukan, dengan fungsi berikut: 
function hitung_e ne rgy_tot (var gambar : Daftar) :single ; 
gambar merupakan data energi atau orian yang telah dihasilkan dati perhitungan 
subcitra-subcitra sebelumnya dengan persamaan pada bab II. Fungsi tersebut akan 
memberikan nilai balik berupa nilai tiap feature bertipe single. 
4.3.2.2 Proses Pelatiban 
Proses pelatihan dilak1.ikan dengan menggunakan algoritrna LVQ seperti 
dijelaskan pada bah In. Masukan untuk proses pelatiban ini adalah file teks atau file 
citra. Jika mastikan berupa file citra, file tersebut akan diproses terlebih dalmlu 
dengan dekomposisi dan perhitungan energi baru dilakukan proses pelatihan seperti 
halnya masukan berupa file teks. 
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Proses pelatihan dilakukan dengan sejumlah iterasi tertentu yang merupakan 
masukan dari pengguna. Nilai alpha ditentukan 0 < alpha < 1 dan untuk setiap iterasi 
dilakukan pengurangan nilai alpha dengan persamaan : 
alpha : ~ alpha * (] - t steps) 
dengan : 
• Steps merupakan j umlah iterasi yang akan dilakukan 
• t merupakanjumlah iterasi yang sudah dilakukan ditambah satu 
• iterasi akan berhenti jika t = steps . 
Algoritma L VQ diimplementasikan dengan program sebagai berikut : 
I I LAKUKAl'i TRAINING JIKA ADA DATA 
if jumlah_input > 0 then 
while stop = false do 
begin 
inc (t ) ; 
for z 1 to j~~lah_input do 
begin 
euclid1 euclidean(dim, code t r a i n[x] , codebook[l]) ; 
euclid2 euclidean(dim, code train[x] , codebook[2; ) ; 
if (euclidl < euclid2) then 
pit : = true else { KELAS PIT } 
if (euclidl > euclid2) then pit : =fals e ; II KELAS CRACK 
II UPDATE CODEBOOK KELAS PIT 
II EUCLID= KELAS AKTUAL =PIT 
II JIKA EUCLID 1 =EUCLID 2 MAKA TIDAK ADA PERUBFY~ 
if (euclidl < euclid2) or (eucl i d 1 > e u cl id2) then 
begin 
if (pit true ) and (code train [x , O] l)then 
begin 
for y : = 0 to (dim -1) do 
end 
codebook[l , y] : = codebook[l , y] + alpha * 
(code_train[x,y+l ] - codeboo k [ l, y ] ) ; 
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4.3.2.3 Proses Klasifikasi 
Proses klasifikasi dilakukan seperti halnya proses pelatihan, yaitu data dapat 
berupa file teks atau file citra. Jika data masukan berupa file citra, maka proses 
klasifikasi akan membuat file teks berdasarkan file citra tersebut. 
Penentuan kelas citra dilakukan dengan menghitung nilai eucledian untuk 
setiap nilai feature dengan data bobot. 
euclidl euclidean(dim, code tes[x] , codebook[l) ) ; 
euclid2 euclidean(dim, code_tes[ x ] , codebook[2)) ; 
if (euclidl) < (euclid2 ) then 
hasil [x) : = 1 ( KELAS PIT } else 
if (euclidl) > (euclid2 ) then hasil[x] 2 ; II KELAS CRACK 
Nilai Eucledian terkecil merupakan kelas yang didapatkan oleh data masukan. 
4.4 Tampilan Antarmuka 
Tampilan antarmuka ini dibuat dengan menggunakan fasilitas tab pada bahasa 
pemrograman Borland Delphi 4.0. Dengan menggunakan pemrograman berbasis 
GUI, pengguna akan lebih mudah untuk memahami cara menjalankan sistem 





Informasi-informasi di atas dapat diperoleh dengan mengaktifkan salah satu tab 
pilihan pada program. Dari semua infonnasi di atas, terdapat bagian-bagian yang 
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harus diisikan oleh pengguna. Untuk menghindari kesalahan urutan pengisiannya, 
satu bagian akan aktif setelah bagian masukan sebelumnya diisikan. 
4.4.1 Inisialisasi 
Pada bagian inisialisasi ini, pengguna harus mengisikan citra untuk kelas pit 
dan crack sebagai nilai bobot awal. Di sini , harus dipilih jumlah f eature yang akan 
digunakan, dengan memilih radio button yang tersedia. Hasil proses inisialisasi ini 
berupa nilai bobot (codebook), yang digunakan untuk proses pelatihan atau untuk 
proses klasifikasi. File keluaran proses inisialisasi ini secara langsung akan 
berekstensi '. CDBK' . Proses inisialisasi ditunjukkan oleh gambar 4.16. 
4.4.2 Pelatihan 
File keluaran dari proses inisialisasi atau nilai bobot yang sudah ada, 
digunakan sebagai data masukan yang akan dilatih (training) . Data yang digunakan 
untuk pelatihan tersebut bisa berupa citra atau file teks. Seperti pada proses 
inisialisasi, proses pelatihan ini akan menghasilkan file bobot yang berekstensi 
'. CDBK', untuk menandakan bahwa file terse but merupakan file bobot ( codebook). 
Proses pelatihan ditunjukkan oleh gambar 4.17. 
4.4.3 Klasifikasi 
Proses klasifikasi akan menghasilkan file keluaran berupa file berekstensi 
' .OUT'. Sehingga basil proses klasifikasi ini tidak akan ditampilkan secara langsung, 
tetapi perangkat lunak ini juga menyediakan fasilitas untuk membuka setiap file teks 
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yang berhubungan dengan sistem ini , yaitu file yang berekstensi ' .CDBK', '.DAT' , 
dan '.OUT' , selain fasi1itas untuk menampilkan citra. 
Gamba1· 4.16 Tampilan inisialisasi 
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Gambar 4.17 Proses pelatihan 
,----------------------------
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Gambar 4.18 Proses klasiftkasi 
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PEMBAHASANNYA 
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UJl COBA DAN PEMBAHASANNY A 
5.1 Uji Coba dan Analisis Hasil Klasifikasi 
Pada bab ini akan dibahas basil percobaan dari perangkat lunak yang dibuat. 
Peng1tjia.n perangkat lunak ini dilakuka.n dengan menggunakan jumlah data pelatihan 
yang berbeda, dan beberapa metode pelatihan yang berbeda pula, yaitu : learning 
vector quantization 1 (LVQl ), L VQ2.1, OL VQl, uutuk mengetahui kemampuan 
klasifikasi. 
Pengujian dilakukan setelah dilakukan proses pelatihan. Terdapat dua macam 
pelatihan yang dipakai berdasarkan jumlah data yang digunakan. Masing-masing 
pelatihan tersebut dilakukan dengan tiga metodejaringan syarafyang berbeda. 
Klasifikasi dilakukan terhadap 5 kelompok kelas pit dan 5 kelompok kelas 
crack. Masing-masing kelompok terdiri atas 15 citra yang berbeda. Pengujian 
di.lakukan dengan beberapa metode, tmtuk mendapatkan metode terbaik yang 
memberikan tingkat keberhasilan klasifikasi tert:inggi. Pengujian tersebut dilakukan 
dengan : 
• 14 data pelatihan 
• 28 data pelatihan 
• kom binasi dimensi yang sama 
• 3 bobot terbaik 
• citra yang dicenninkan terhadap garis horizontal 
• citra yang berisi korosi kelas pit dan crack 
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Seperti yang telah dijelaskan pada bab IV, bahwa hasil klasifikasi yang dilakukan 
disimpan dalam file teks berekstensi '.OUT' , untuk memudahkan pembacaannya. 
Contoh fom1at file hasil klasifikasi adalah seperti pada gambar 5.1. sedangkan 
contoh citra yang diuji sesui dengan kelas masing-masing adalah seperti pada gam bar 
5.2 dan 5.3 
dimen s kelas hasil kl asifikasi 







































C :\Data\gambar\lc\2\cr19352a .bl~ps 




Gambar 5.1 Format file hasit klasifikasi 
Gan1bar 5 2 Citra korosi kelas crack Gambar 5.3 Citra korosi kelaspit 
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5.1.1 Pengujian Data Menggunakan 14 Citra Pelatihan 
Pada jaringan syaraf dilakukan pelalihan menggunakan 7 citra kelas pit dan 7 
citra kelas crack, dengan nilai alpha 0,1 dan steps 50. Klasifikasi dilakukan dengan 
3 met ode pelatihan jaringan syaraf yang berbeda, yaitu L VQ I, L VQ2.1 dan OL VQ 1. 
Dlli""i ketiga pelatiha.n tersebut a.kan didapatkan bobot dengan 3, 4, 5 dan 8 jwnlah 
feature ( dimensi) per met ode yang berbeda, sehingga didapatkan 12 buah bobot. 
bobot tersebut adalah LVQI dengan 3, 4, 5 dan 8 dimensi; LVQ2.1 dengan 3, 4, 5 
dan 8 dimensi; OLVQl dengan 3, 4, 5 dan 8 dimensi. 
Setiap bobot yang memptmyai dimensi sama dimasukkan ke da.larn satu 
kelompok. Dari 12 buab bobot didapatkan 4 kelompok, dan setiap kelompok terdiri 
atas 3 buah bobot. Setiap kelompok digunakan Lmtuk mengklasifikasikan citra yang 
diuji. Sehingga setiap citra dilakukan 3 kali perhitungan. Suara terbanyak dan 3 
perhittmgan tersebut akan menentukan jerus kelas citra tersebut, apakah termasuk 
kelas pit atau crack. 
Dari pengujian citra menggunakan 14 citra pelatihan iill didapatkan tingkat 
keberhasilan klasifikasi teninggi sebesar 80%, yaitu untuk pelatihan menggunakan 
L VQ2.1 dengan di.mensi 3 (no 5) dan 4 (no 7). Hasil pengujian yang dilakukan 
terhadap 150 citra terdapat pad a tabel 5 .1 . 
5.1.2 Pengujian Data Menggunakan 28 Citra Pelatihan 
Pada dasamya pengujian dengan rnetode ini sama dengan metode pada bab 
5 .1.1. Perbedaannya adalah bobot yang dipakai untuk pengujian. Bobot yang dipakai 
pad a bagian ini adalah hasil pelatihan menggunakan 14 citra pit dan 14 citra crack 
Dari pengujian ini didapatkan tingkat keberhasilan klastikasi terti11ggi sebesar 
80,6667%, yaitu untuk pelatihan dengan menggunakan L VQ2.1 dengan dimensi 3 
(no 21) dan 5 (no 22). 
5.1.3 Pengujian Data Menggunalmn 3 Codebook Terbaik 
Dari keseluruhan pengujian yang dilakukan, sepe1ti yang dinyatakan pada 
tabel 5.1, didapatkan bahwa 3 bobot terbaik yang dapat menghasilkan persentase 
keberhasilan tertinggi adalah no 21, 22 , 5 atau no 21, 22 , 7; karena no 5 dan 7 
mempunyai tingkat keberhasilan yang sama, yaitu 80%. 
Dua kelompok codebook tersebut digunakan lagi untuk mengadakan 
pengujian agar didapatkan hasil yang lebih baik. Setiap kelompok ditentukan 3 bobot 
terbaik agar didapatkan hasil klasifikasi yang pasti, yaitu kelas pit atau crack. 
Sepetti terdapat pada tabel 5.1, penggunaan dua kelompok bobot terbaik 
tersebut tidak dapat meningkatkan persentase keberhasilan klasifikasi. 
5.1.4 Pengujian Data dengan Citra .Dicerminkan Terhadap Gatis Horizontal 
Proses klasifikasi terhadap suatu citra korosi kadang-kadang tidak dapat 
ditentukan araJ1 atas-bawah atau kiri-kanannya, tergantung pada arah pengambilan 
gambar citra tersebut. Sehingga diperlukan uji coba terhadap citra yang aralmya 
berubah dari citra aslinya. Pada uji coba ini, citra as!i dicenninkan terbadap garis 
horizontal pada tengaJ1 citra, sehingga didapatkan citra bam yang berbeda dari citra 
asli, seperti pada gambar 5.5. 
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Gambar 5.4 Citra awal Gambar 5.5 Citra basil pencerminan 
Pengujian dilakukan terhadap 15 data masukan citra kelas pit dan 15 data 
masukan citra kelas crack yang telah dicenninkan terhadap gems horizontal 
menggunakan bobot dengan dimensi 3. Hasil pengttJian menunjukkan bahwa 
pengubahan arah tidak mempengaruhi basil klasifikasi. Dari pen!:,'llJlan tersebut 
didapatkan 3 kesalahan klasifikasi; dimana kesalahan tersebut sama persis dengan 
kesalahan klasifikasi yang dihasilkan oleh citra sebelum pencenninan. 
5.1.5 Pengujian Data Citra yang Berisi Korosi Kelas Pit dan Crack 
Pada umumnya, pada satu citra korosi hanya terdapat satu tipe atau morfologi 
korosi, tetapi tidak menutup kemtmgkinan bahwa pada satu citra terdapat lebih dari 
satu ripe korosi. Untuk itu perlu dilakukan pengujian terhadap citra yang 
mengandung lebih dari satu tipe korosi. 
Uji coba yang dilah'ukan pada bagian ini dilakukan dengan menggabungkan 
dua tipe korosi yang ada menjadi satu citra. Penggabungan citra dua tipe korosi 
tersebut dilakukan dalam sebelas tahap, yaitu 1 %, 1 0%, 20%, .. . , 1 OO<Yo. T(IJ1ap 1% 
merupakan citra korosi kelas pit, sedangkan 100% merupakan citra korosi kelas 
























Dari uji coba yang dilakukan, citra kombinasi korosi dengan kapasitas 1% 
sampm 50% dik1asifikasikan sebagai korosi kelas pit, sedangkan citra kombinasi 
korosi kapasitas 60% sampai dengan 1 00% diklasifikasikan sebagai korosi kelas 
crack. 
EUCLEDIAN JARAK PIT HASIL 
KAPASITAS 
PIT CRACK DAN CRACK KLASIFIKASI 
12-31 
1 2 3 4 5 
1% 0,09450 0,24359 0,14909 PIT 
10% 0,09415 0,24416 0,15001 PIT 
20% 0,09426 0,24267 0,14841 PIT 
30% 0,09965 0,23192 0,13227 PIT 
40% 0,11464 0,20903 0,09439 PIT 
50% 0,14240 0,17801 0,03561 PIT 
60% 0,16981 0,15459 0,01522 CRACK 
70% 0,19029 0,14093 0,04936 CRACK 
80% 0,20205 0,13384 0,06821 CRACK 
90% 0,20739 0,13057 0,07682 CRACK 
100% 0,20675 0,13159 0,07516 CRACK 
Tabel 51 Klasifikasi citra kombinasi 
Dari tabel 5.1 dapat diketahui bahwa citra kombinasi dengan kapasitas 1% 
sampai 50%, kelas pit merupakan korosi yang dominan, sedangkan untuk citra 
kombinasi dengan kapasitas 60% sampai dengan 100% kelas crack lebih dominan. 
Selisih nilai Eucledian antara ke1as pit dan crack akan semakin kecil sebanding 
dengan semakin ' imbangnya' tipe pit dan crack pada citra tersebut; dengan nilai 
tekecil dicapai pada saat kapasitas citra bernilai 60%. Pada kapasitas tersebut, baik 
kelas pit maupun crack relatif terlihat lebih jelas daripada citra dengan nilai kapasitas 




c 0,25000 . - - -. 
(1l 0,20000 - ------~ 0,15000 ,;_.;;;.-<~_ --- ---- --· .. • 
g 0,10000 "1 ---------~------
w 0,05000 _; 
0,00000 _L_ -- -, 
0% 20% 40% 60% 80% 100% 120% 
kapasitas citra 
1 
-- kelas pit -- · · kelas crack l L_ ________________ ! 
Gambar 5.17 Kurva nilai Eucledian 
5.2 l lji Coba dan Analisis Kecepatan Proses Sistem 
Proses klasifikasi dan petatihan dilakukan dengan dna macam pilihan data 
masukan, yaitu file teks atau citra. Pada komputer yang sama, dua macam data 
masukan ini akan memerlukan waktu proses yang berbeda. Perangkat keras yang 
digunakan pada penelitian ini adalah PC Pentium 100 dengan RAJV! 32 Mbyte dan 
Graphics Card 1 Mbyte dan Chace mem01y 0 Mbyte. Contoh proses klasifikasi 
terdapat pada gambar 5.1 8. 
Dengan data masukan berupa file teks, proses klasifikasi atau pelatihan dapat 
langsung dilakukan sehingga proses dapat berlangsung jaub lebih cepat, yaitu rata-
rata memerlukan 0,0 detik. Jika data masukan berupa citra, hams dilakukan 
dekomposisi sebelmn dilakukan proses pelatihan atau klasifikasi . Proses klasifikasi 
terhadap 15 citra menggunakan 3 feature (dimensi 3) memerlukan waktu 55 detik; 
dimensi 5 memerlnkan wah'tu 58 detik; dirnensi 4 memerlukan waktn 1 menit 10 
detik; dimensi 8 memerlukan waktu 1 menit 15 detik. 
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Dimensi 3 dan 5 memerlukan wak1u yang lebih sedikit daripada dimensi 4 dan 8 
karena proses dekomposisi untuk dirnensi 3 dan 5 menggunakan wavelet standar 
sedangkan dimensi 4 dan 8 menggunakan wavelet paket. 
Pada proses pelatihan dan klasifikasi ini , proses terlama terjadi pada saat 
dekomposisi citra, bukan teijadi pada pelatihan atauptm klasifikasi. Perhitw1gan 
waktu yang diperlukan untuk proses klasifikasi ditu~jukkan pada gambar 5.18. 
!nisiatisasi j.Eetatihan f:.t~Rif~¥flJ8bout J 
Data Klasifikasi 
\ File Teks 
r. Citra 
Data K!asilikasi- Citra 
(Fae Name) 




r. 1 NN jC:\Dala\6.1050 d 
(- > 1 NN 
Hasit Klasifikasi 
[file Name} 
Outpul jHASILCR5TR2 .OUT 
Klasiikasi 
~eluar J Buka .Citra j Buka File lek~ 
Gambar 5.18 Proses klasifikasi dan perhitungan waktunya 
,.. _.. ... '• 
MILlK PE~PU S l.t~l' • 
ST ITU·r TtiU..I O; ·' · IN 
SEifULUH - NO P~ll.~ B 
ALPHA 0,1 
STEPS 50 
PELATIHAN DENGAN 7 CITRA PIT DAN 7 CITRA CRACK 
MET ODE JUMLAH KELOMPOK JUMLAH PERSENTASE PERSENTASE 
JARINGAN NO FEATURE KELAS 1 2 3 4 5 KESALAHAN KESALAHAN KETEPATAN SYARAF KLASIFIKASI KLASIFIKASI KLASIFIKASI 
1 3 PIT 4 8 0 5 4 21 0,220000 0,780000 CRACK 0 1 2 2 7 12 
2 5 PIT 3 8 2 5 4 22 0,226667 0,773333 
LVQ1 CRACK 0 1 2 2 7 12 
3 4 PIT 4 8 0 7 6 25 0,246667 0,753333 ' CRACK 1 1 2 2 6 12 I 
PIT 3 9 2 6 8 28 i 4 8 CRACK 1 3 2 5 9 20 0,320000 0,680000 I 
5 3 PIT 2 5 0 1 3 11 0,200000 0,800000 i I CRACK 2 1 3 5 8 19 
6 5 PIT 1 7 2 5 5 20 0,206667 0,793333 CRACK 1 1 0 1 8 11 LVQ2.1 
PIT 1 6 0 1 2 10 7 4 CRACK 3 1 3 5 8 20 0,200000 0,800000 
8 8 PIT 3 3 2 1 7 16 0,520000 0,480000 CRACK 10 12 12 14 14 62 
9 3 PIT 4 8 0 7 5 24 0,240000 0,760000 CRACK 0 1 2 2 7 12 
10 5 PIT 4 8 2 6 5 25 0,240000 0,760000 CRACK 0 1 2 1 7 11 OLVQ1 
PIT 4 10 0 7 6 27 11 4 CRACK 0 1 2 2 6 11 0,253333 0,746667 
12 8 PIT 5 10 4 8 9 36 0,360000 0,640000 CRACK 0 2 3 5 8 18 
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MET ODE JUMLAH KELOMPOK JUMLAH PERSENTASE PERSENTASE 
JARINGAN NO FEATURE KELAS 1 2 3 4 5 i KESALAHAN KESALAHAN KETEPATAN SYARAF , KLASIFIKASI KLASIFIKASI KLASIFIKASI 
13 3 PIT 4 8 0 5 4 21 0,220000 0,780000 LVQ1 , CRACK 0 1 2 2 7 i 12 




OLVQ1 16 8 PIT 3 9 2 6 9 29 0,326667 0,673333 CRACK 0 3 3 5 9 20 
ALPHA 0,1 
SITPS ~ 
PELATIHAN DENGAN 14 CITRA PIT DAN 14 CITRA CRACK 
MET ODE JUMLAH KELOMPOK JUMLAH PERSENTASE PERSENTASE 
JARINGAN NO FEATURE KELAS 1 2 3 4 5 KESALAHAN KESALAHAN KETEPATAN SYARAF KLASIFIKASI KLASIFIKASI KLASIFIKASl 
17 3 PIT 4 11 1 6 6 28 0,260000 0,740000 CRACK 0 1 2 2 6 11 
18 5 PIT 4 8 0 5 5 22 0,226667 0,773333 CRACK 0 1 2 2 7 12 LVQ1 PIT 4 11 0 6 6 27 19 4 0,253333 0,746667 CRACK 0 1 2 2 6 11 
20 8 PIT 7 9 3 9 7 35 0,313333 0,686667 CRACK 3 1 2 2 4 12 
' 
21 3 PIT 1 5 0 1 2 9 0,193333 0,806667 CRACK 2 1 3 6 8 20 
22 5 PIT 3 8 0 2 4 17 0,193333 0,806667 CRACK 0 1 2 2 7 12 LVQ2.1 
PIT 2 6 0 1 3 12 23 4 CRACK 3 1 3 5 8 20 
0,213333 0,786667 
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MET ODE JUMLAH KELOMPOK 
JARINGAN NO FEATURE KELAS 1 2 3 4 
SYARAF 
25 3 PIT 4 10 1 5 CRACK 0 1 2 2 
26 5 PIT 4 8 0 5 
OLVQ1 CRACK 0 1 2 2 PIT 4 11 0 5 27 4 
CRACK 0 1 2 2 
28 8 PIT 5 8 2 6 CRACK 3 1 2 2 
29 3 PIT 4 10 1 5 LVQ1 , CRACK 0 1 2 2 
30 5 PIT 4 8 0 5 CRACK 0 1 2 2 LVQ2.1, PIT 4 11 0 5 31 4 CRACK 0 1 2 2 
OLVQ1 32 8 PIT 6 9 3 9 CRACK 3 1 2 2 
KLAStFIKASI MENGGUNAKAN KOMBINASI 3 CODEBOOK TERBAIK 
MET ODE JUMLAH KELOMPOK 
JARINGAN NO FEATURE KELAS 
SYARAF 
1 2 3 4 
(21 ),(22),(5) 33 3,5 PIT 2 5 0 1 CRACK 2 1 3 5 
(21 ),22),(7) 34 3,5,4 PJT 1 6 0 1 CRACK 2 
- _1 -~ --
- ~- - - 5 
---- ---- - - - --
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JUMLAH PERSENTASE PERSENTASE 
5 KESALAHAN KESALAHAN KETEPATAN 
KLASIFIKASI KLASIFIKASI KLASIFIKASI 
6 26 0,246667 0,753333 
6 11 





6 27 0,260000 0,740000 
4 12 
·-




5 22 0,226667 0,773333 ! 




7 34 0,306667 0,693333 
4 12 
-
JUMLAH PERSENTASE PERSENTASE 
5 KESALAHAN KESALAHAN KETEPATAN 
KLASIFIKASI KLASIFIKASI KLASIFIKASI 
3 11 0,200000 0,800000 
8 19 
3 11 0,200000 0,800000 8 19 
- ------ - --- - -- --- - --- -- --- -- - --- --
BAB VI 
PENUTUP 
6. i 1\.esimpuian 
BABVl 
PENUTOP 
• Klasifikasi citra korosi biasanya dilakukan menggunakan rule based .\ystem dan 
sulit dilakukan dengan menggunakan pengolahan citra sederhana. Tetapi dapat 
juga diselesaikan dengan menggunakan metode analisis tekstur dan jaringan 
syaraftiruan, yang dalam hal ini adalah Learning Vector Quanti::;ation (LVQ). 
• Penentuan banyaknya data untuk pelatihan harus dilakukan dengan teliti. Terlalu 
sedikit atau terlalu banyak data untuk pelatihan akan mengurangi ketepatan 
klasifikasi yang dilakukan. Banyaknya data pelatihan yang optimal dapat 
diketahui dengan melakukan uji coba terhadap data-data klasifikasi. 
• Nilai alpha dan jumlah steps dipilih seoptimal mungkin dengan melakukan uji 
coba terhadap data. 
• Penggunaan jumlah feature yang lebih banyak tidak selalu menghasilkan 
keluaran yang lebih baik. Berdasarkan waktu pemrosesan dan hasil klasifikasi 
yang dilakukan, penggunaan wavelet standar relatif lebih baik daripada wavelet 
paket . Sesuai dengan percobaan yang telah dilakukan, penggunaan wavelet 
standar (3 dan 5 dimensi) dengan pelatihan menggunakan L VQ2.1, nilai alpha = 
0,1 dan steps = 50 merupakan metode tcrbaik Dengan parameter-parameter 




• Pengembangan sistem ini dapat diJakukan dengan menggunakannya secara on 
line terhubung dengan kamera, untuk meiakukan klasifikasi pada daerah yang 
sulit dijangkau oleh manusia, misalnya di bagian kapal yang sangat sempit. 
• Sistem ini terbatas pada data masukan berupa citra grey scale, sehingga untuk 
pengembangan berikutnya dapat dilakukan untuk citra berwarna. 
• Nilai alpha dan steps serta jumlah data pelatihan dapat ditentukan Jebih baik lagi 
dengan melakukan lebih banyak percobaan yang berbeda. 
• Untuk meningkatkan kemampuan sistem ini , metode klasifikasi yang lain, seperti 
metode statistik, dapat dikombinasikan dengan L VQ. Sehingga akan didapatkan 
tingkat keberhasilan klasifikasi yang Iebih baik. 
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Perangkat lunak ini dibagi dalam tiga tahap proses, yaitu inisialisasi, pelatihan 
dan klasifikasi. Dalam penggunaannya, harus tersedia direk1:ori 'C:\Data', untuk 
menempatkan semua keluaran (output) program. Tujuan adanya pembatasan ini 
adalah untuk ·mengumpulkan ' penempatan file keluaran tersebut dan juga untuk 
memudahkan pengisian data-data yang diperlukan oleh perangkat lunak. 
1. lnisialisasi 
Klasilik.asi.CitraJ(wo.si __ ·_ _·_ _ _. ::.. . · : . -· - . · ~ •. - . , 
lnisialisasi I.Ee!atihan J ..l;lasifikasi I e,bout l 
Input File .................. ................................................... · .; 
PIT C:\My Doc:urnents\c 
_CRACf( C:\My Document~\b 
Open J:IT . 
l~~amaF~el 
-: 1. ~eluar L Btll\q1;itra jsuk~Filele~ 
Gambar Lampiran.l 1\ntannuka proses inisialisasi 
fnisialisasi merupakan proses untuk mendapatkan nilai awal bobot. Hasil proses 
inisialisasi dapat digunakan langsung untuk proses klasifikasi, dapat juga digunakan 
untuk proses peiatihan. Bobot tersebut di simpan dalam file teks dengan ekstensi 
'.CD:BK'. 
lnisia!isasi dilakukan dengan memasukkan l citra korosi kelas pit dan citra 
korosi kelas crack. Proses inisialisasi dilakukan dengan cara sebagai berikut : 
• Pada bagian ' Input File ', masukkan J citra kelas pit dan 1 citra kelas crack. 
Klik tombol ' Open pit' untuk memasukkan citra korosi pit. Setelah 
dimasukkan citra korosi kelas pit, tombol akan berubah menjadi 'Open 
crack '. Masukkan citra korosi kelas crack. 
• Pada bagian 'Output File' , masukkan nama file hasil proses inisialisasi tanpa 
ekstensi, karena perangkat lunak akan secara otomatis menambahkan ekstensi 
pada file tersebut, yaitu '*. CDBK'. 
• Pacta bagian 'Dekomposisi' , pi lib salah satu metode yang dilakukan untuk 
proses dekomposisi . 
)..- OW menghasilkan keluaran 3 dimensi (wavelet standar) 
r OrianW menghasilkan keluaran 5 dimensi (wavelet standar) 
,. WP menghasilkan keluaran 4 dimensi (wavelet paket) 
, Orian WP menghasilkan keluaran 8 dimensi (wavelet paket) 
• Klik tombol ' Inisialisasi ' untuk melakukan proses inisialisasi . Nama file teks 
basil perangkat lunak ini akan berubah secara otomatis sesuai metode 
dekomposisi yang digunakan. Misalnya, jika diisikan nama xxx pada bagian 
'Output File' dan digunakan metode OW, maka basil proses inisialisasi akan 
menghasilkan file : OWxxx.CDBK; jika digunakan metode Orian WP, maka 
akan dihasilkan file : OrianWP.CDBK. 
2. Pelatihan 
Klasifikasi'Citra Koro~i ~·: · /' · .. ::·:,: :'"' • ·. .:. ·' ,. ·: ': · · :; ':·· · ... ~~<~;;:~ ·:.· · · .'···._ ·., .. 
' " ~ ~ • ~ • ' • ' ., • ' 1 ... • • • ' ' , .... 1"'. ..... • : • ) \ • ,,, 
lnisia~sasi E'el.:~tihan I rlasifikasi l 6bout I 
r· 0 ata Pelatihan····-- ""C' 
r File Teks 
r. Grtra 
r Rata·rata-Pelatiban &. ,lumlah lterasi -~ 
J Alpha !oJ Oo: < 1 ·I 




! l L ...... _ ....................... ..., ...................... : .............. , ........ - ... ...J 
r·.Bobo\ LVQ ·-·····.-r-·-- =·-·.·-:·-;:.1 < 
.J l~lf»JL fe:\Data\~ODE3C d _ .f" 
lo~t jHASILj '" . CD~Ki 
t....... .. ....... ·J 
Gam bar Lampiran.2 Antarmuka proses pelatihan 
Proses pelatihan menggunakan data masukan berupa file teks atau file citra. 
Pemilihan jenjs data masukan tersebut dilakukan dengan memilih salah satau radio 
butLon pada bagian data pelatihan. File teks yang digunakan untuk proses petatihan 
ini diperoleh dari proses pelatihan atau klasifikasi sebelumnya yang menggunakan 
data masukan berupa citra. 
Proses pelatihan dilakukan dengan cara sebagai berikut: 
• Pada bagian 'Data pelatihan ', pilih satu jenis data masukan yang dipakai , 
fi le teks atau fil e ci tra. 
• Jika data mas ukan be rupa fil e teks, maka pada bagtan ' Data pelatihan-File 
leks', masukkan fil e data yang berisi nilai citra (energi dan;atau orian ). 
Jika data mas ukan berupa file citra, maka pada bagian 'Data pelatihan-
File citra ', mas ukkan nama file teks (tanpa ekstensi ) yang akan digunakan 
untuk menyimpan nila i citra yang dihasilkan dari proses pelatihan. File 
teks ini bi sa digunakan untuk data masukan berikutnya untuk jenis 
masukan berupa tile teks. 
Perangkat I unak akan secara otomatis menambahkan ekstensi ' .DA T' 
untuk nama fil e tersebut. 
Dalam pelatihan maupun klasifikasi , beberapa file citra dapat digunakan 
secara bersama-sama untuk mempercepat prosesnya. Untuk sistem ini , 
banyaknya masukan file citra yang digunakan tidak boleh melebihi 15 
buah. Form masukan file citra adalah seperti pada gambar Lampiran.3. 
• Nilai alpha merupakan nilai konstanta pdatihan dengan nilai 
O<alpha 1. Notasi nilai alpha tergantung pada sistem komputer yang 
dipakai , apakah menggunakan titik (.) a tau koma (,) untuk penulisan 
bilangan desima, misal : 3,5 atau 3.5. 
Steps merupakan jumlah iterasi yang dilakukan selama pelatihan. Nilai 
steps harus lebih dari 0 dan bilangan bulat. Pada perangkat lunak ini , 
steps menggunakan tipe word: sehingga nilai steps tidak boleh melebihi 
65535 . 
Training . ·· · ·' 
Gambar Lampiran.3 Antannuka masukan citra 
• Pada bagian ' Bobot LVQ', masukkan file teks bobot yang akan dilatih 
pada subbagian 'input' dan file teks hasil pelatihan pada subbagian 
'output'. File teks untuk ' Input' harus berekstensi '.CDBK'. Perangkat 
lunak ini akan langsung menambahkan ekstensi '.CDBK' pada nama file 
yang dituliskan pada subbagian 'Output'. 
• Pada bagian 'Pelatihan', pilih salah satu vers1 LVQ yang digunakan, 
yaitu: LVQl , LVQ2.1, OLVQI 
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Gam bar Lampiran.4 Antannuka proses klasifikasi 
Seperti halnya proses pelatihan, proses klasifikasi pun menggunakan dua jenis 
data masukan, file teks dan file citra. 
Proses klasifikasi ini dilakukan dengan cara sebagai berikut: 
• Tentukanjenis data masukan 
• Jika data masukan berupa file teks, maka pada bagian 'Data klasifikasi-
File teks ', masukkan file data yang berisi nilai citra ( energi dan/atau 
orian). Jika data masukan berupa file citra, maka pada bagian 'Data 
klasifikasi-File citra' , masukkan nama file teks (tanpa ekstensi) yang akan 
digunakan untuk menyimpan nilai citra yang dihasilkan dari proses 
klasifikasi . File teks ini bisa digunakan untuk data masukan berikutnya 
untuk jenis masukan berupa file teks. Form masukan citra seperti halnya 
yang digunakan pada proses pelatihan, dinyatakan dalam gambar 
Lam pi ran. 3. 
Perangkat lunak akan secara otomatis menambahkan ekstensi ·.oAT' 
untuk nama file tersebut. 
• Pada bagian • Bobot L VQ', terdapat dua pili han bobot L VQ yang 
digunakan, yaitu • I NN ' jika digunakan satu file bobot LVQ, dan •> 1NN' 
jika banyaknya file bobot yang digunakan Iebih dari satu dan kurang dari 
atau sama dengan tiga. 
Jika file masukan berupa file teks dan digunakan ·> INN' , maka file teks 
bobot tersebut harus mempunyai dimensi sama, sedangkan jika file 
masukan berupa file citra, dimensi bobot bisa berbeda. 
• Pada bagian 'Hasil klasifikasi" masukkan nama file yang digunakan 
untuk menyimpan hasil proses klasifikasi . Perangkat lunak akan langsung 
menambahkan ekstensi '.OUT' pada file tersebut 
