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MATRIX CONVEX SETS WITHOUT ABSOLUTE EXTREME POINTS
ERIC EVERT1
Abstract. This article shows the existence of a class of closed bounded matrix convex sets
which do not have absolute extreme points. The sets we consider are noncommutative sets,
KX , formed by taking matrix convex combinations of a single tuple X . In the case that
X is a tuple of compact operators with no nontrivial finite dimensional reducing subspaces,
KX is a closed bounded matrix convex set with no absolute extreme points.
A central goal in the theory of matrix convexity is to find a natural notion of an extreme
point in the dimension free setting which is minimal with respect to spanning. Matrix
extreme points are the strongest type of extreme point known to span matrix convex sets;
however, they are not necessarily the smallest set which does so. Absolute extreme points, a
more restricted type of extreme points that are closely related to Arveson’s boundary, enjoy
a strong notion of minimality should they span. This result shows that matrix convex sets
may fail to be spanned by their absolute extreme points.
1. Introduction
One of the central topics in matrix convexity is the subject of extreme points. In the
dimension free setting there are many notions of an extreme point. One class, introduced
by Webster and Winkler in [WW99], is the notion of a matrix extreme point. The main
result in [WW99] shows that a closed bounded matrix convex set K is spanned by its matrix
extreme points, i.e. the closed matrix convex hull of the matrix extreme points of K is equal
to K, and is a critical result in the theory of matrix convex sets. However, it is often the
case that a proper subset of the matrix extreme points spans K. In fact, a matrix convex
combination involving a single matrix extreme point of K can produce a new matrix extreme
point [A69, F00, F04]. As of today, it remains unknown if there is a natural notion of extreme
points for matrix convex sets which is minimal with respect to spanning.
A more restricted class of extreme point is the notion of an absolute extreme point which
was introduced by Kleski [KLS14]. This class of extreme points is closely related to Arveson’s
notion [A69] of a boundary representation of an operator system [KLS14, EHKM17]. In the
setting of matrix convex sets in finite dimensions the primary distinction between these
notions is that boundary representations may be infinite dimensional objects while absolute
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extreme points, being elements of a matrix convex set, are finite dimensional objects. If one
extends a matrix convex set to the corresponding operator convex set which contains infinite
dimensional tuples, then these notions coincide. For a recent account of results related to
extreme points of matrix convex sets see [EHKM17].
When Arveson first proposed the existence of boundary representations, he conjectured
that each operator system had sufficiently many boundary representations to completely
norm it. Much work has gone into this question in the subsequent years.
Hanama [Ham79] took the first major step towards a positive answer by showing the
existence of the C∗-envelope, the C∗-algebra generated by the would be boundary represen-
tations. Many years later Dritschel and McCullough [DM05] took another important step
by introducing and proving the existence of maximal dilations of general representations.
Using this dilation theoretic approach, Dritschel and McCullough gave a new proof of the
existence of the C∗-envelope.
After the result of Dritschel and McCullough, Arveson [A08] showed the equivalence
of boundary representations and irreducible maximal representations and was able to prove
that, in the seperable case, an operator system is completely normed by its boundary repre-
sentations. A few years later Arveson’s question was put to rest when Davidson and Kennedy
[DK15] proved in the general setting using a dilation theoretic argument that every operator
system has sufficiently many boundary representations to completely norm it. For additional
material related to boundary representations and the C∗-envelope we direct the reader to
[MS98, FHL+].
Although the situation is well understood in Arveson’s infinite dimensional setting, in
the finite dimensional setting it has remained unknown if matrix convex sets are spanned by
their absolute extreme points. In this article we provide a negative answer to this question
by giving a class of closed bounded matrix convex sets which do not have absolute extreme
points.
For a finite collection {X1, . . . , Xk} of irreducible g-tuples of self-adjoint operators,
call its noncommutative convex hull a noncommutative hull polygon with corners
X1, . . . , Xk. If K is a noncommutative hull polygon and there is a finite matrix convex
combination of its corners which is equal to 0 ∈ Rg, then we say 0 is in the finite interior of
K. The following corollary gives a partial statement of our main result, Theorem 1.2.
Corollary 1.1. Let K be a noncommutative hull polygon with corners X1, . . . , Xk that are
each irreducible g-tuples of compact operators acting on a separable infinite dimensional
Hilbert space. Also assume that 0 is in the finite interior of K. Then K has no absolute
extreme points.
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In the remainder of this section we introduce our basic definitions and notation. Theorem
1.2 is stated at the end of the section.
1.1. Notation and Definitions. Throughout the paper we let H be a separable Hilbert
space and we take (Hn)n to be a nested sequences of subspaces of H such that
dim(Hn) = n for all n ∈ N and H = ∪nHn
where the closure is in norm. For any Hilbert space M, we use the notation Md = ⊕d1M
where d ∈ N ∪ {∞}. We use B(M)g, S(M)g, and K(M)g to denote the sets of g-tuples of
bounded operators, bounded self-adjoint operators, and compact self-adjoint operators on
M, respectively. Similarly, given Hilbert spaces M1,M2, we let B(M1,M2) be the set of
bounded operators mapping M1 →M2.
Given tuples Y, Z ∈ B(M)g say Y and Z are unitarily equivalent, denoted by Y ∼u Z,
if there exists a unitary U :M→M such that
U∗Y U = (U∗Y1U, . . . , U
∗YgU) = Z.
The set Γ ⊆ ∪nS(Hn)g is a sequence Γ = (Γ(n))n where Γ(n) ⊆ S(Hn)g for all n ∈ N. We
say Γ is closed with respect to direct sums if for any pair of positive integers n,m ∈ N
and tuples Y ∈ Γ(n) and Z ∈ Γ(m), the tuple Y ⊕ Z ∈ Γ(n+m). Here
Y ⊕ Z = (Y1 ⊕ Z1, . . . , Yg ⊕ Zg).
Similarly, Γ is closed with respect to unitary conjugation if, for each n ∈ N and
Y ∈ Γ(n) and each unitary U ∈ B(Hn) we have
U∗Y U ∈ Γ(n).
If Γ ⊆ ∪nS(Hn)g is closed with respect to direct sums and unitary conjugation then Γ is a
free set. We say Γ ⊆ ∪nS(Hn)g is bounded if there is an C ∈ R+ such that C−
∑g
i=1 Y
2
i  0
for all Y ∈ Γ. If Γ(n) is closed for all n ∈ N, then we say Γ = (Γ(n))n is closed.
1.2. Matrix Convex Sets. Let K ⊆ ∪nS(Hn)g. A matrix convex combination of
elements of K is a finite sum of the form
k∑
i=1
V ∗i Y
iVi
where Y i ∈ K(ni) for i = 1, . . . , k and
∑k
i=1 V
∗
i Vi = In. If additionally Vi 6= 0 for each i then
the sum is said to be weakly proper. If K is closed under matrix convex combinations
then K is matrix convex. It should be noted that a matrix convex set is automatically a
free set. Furthermore, to show a free set K is matrix convex, it is sufficient to show that K
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is closed under isometric conjugation, i.e. for any m ≤ n ∈ N, any Y ∈ K(n) and any
isometry V : Hm → Hn, the tuple V ∗Y V ∈ K(m).
Given a matrix convex set K, say Y ∈ K(n) is an absolute extreme point of K if
whenever Y is written as a weakly proper matrix convex combination Y =
∑k
i=1 V
∗
i Z
iVi,
then for all i either ni = n and Y ∼u Z i or ni > n and there exists Ai ∈ K such that
Y ⊕ Ai ∼u Z i.
1.3. Linear Pencils and Free Spectrahedra. One class of examples of matrix convex
sets are free spectrahedra, the solution sets to linear matrix inequalities. Let d ∈ N be a
positive integer and let
A = (A0, A1, . . . Ag) ∈ B(Hd)g+1
be a g + 1-tuple of finite dimensional operators on Hd. A linear pencil, denoted by LA, is
the map y 7→ LA(y) defined by
LA(y) = A0 −A1y1 − · · · − Agyg.
We also allow A ∈ B(H)g+1 to be a g + 1-tuple of operators on H. In this case we say that
LA is a linear operator pencil. If A is a g + 1-tuple of self-adjoint operators, we will say
LA is a symmetric linear (operator) pencil.
Given a positive integer n and a tuple Y ∈ B(Hn)g for some n and a linear (operator)
pencil LA the evaluation of LA on Y is defined by
LA(Y ) = A0 ⊗ In − A1 ⊗ Y1 − · · · − Ag ⊗ Yg.
We are often interested in the case where A0 = I. In this case, given a g-tuple A =
(A1, . . . , Ag) of operators on B(H)g or B(Hd)g for some d ∈ N, we use LA to denote the
monic linear (operator) pencil
LA(y) = L(I,A)(y) = I − A1y1 − · · · − Agyg.
Let A ∈ S(Hd)g be a g-tuple of self-adjoint operators and let LA be the associated
symmetric monic linear pencil. For each n ∈ N we define the free spectrahedron at level
n, denoted DA(n), by
DA(n) = {Y ∈ S(Hn)g| LA(Y )  0}.
The corresponding free spectrahedron is the sequence DA = (DA(n))n. If LA is a sym-
metric monic linear operator pencil, i.e. A ∈ S(H)g, we will say DA is an operator free
spectrahedron. It is straight forward to show that (operator) free spectrahedra are matrix
convex sets.
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1.4. Completely Positive Maps. We will assume the reader’s familiarity with operator
systems and completely positive maps. For a comprehensive discussion of these subjects see
[P02].
LetR be an operator system and let φ : R → B(M1) be a unital completely positive map
for some Hilbert spaceM1. A dilation of φ is a unital completely positive map of the form
ψ : R → B(M2) such thatM2 is a Hilbert space containingM1 and ι∗M1ψ(r)ιM1 = φ(r) for
all r ∈ R. Here ιM1 :M1 →M2 is the inclusion map of M1 into M2. A unital completely
positive map φ is called maximal if any dilation ψ of φ has the form ψ = φ ⊕ ψ′ for some
unital completely positive ψ′.
We use the notation
CSn(R) = {φ : R → B(Hn)| φ is u.c.p.}
to denote the set of unital completely positive maps sending R into B(Hn) and we define
CS(R) = ∪nCSn(R)
to be the set of unital completely positive maps on R with finite dimensional range.
1.5. Main Result. The main result of this paper is Theorem 1.2 which gives a class of closed
bounded matrix convex sets each of which has no absolute extreme points. Our candidate
sets are each noncommutative convex hulls, sets we now define.
Let X ∈ S(H)g and for each n ∈ N define the set KX(n) ⊆ S(Hn)g by
(1.1) KX(n) = {Y ∈ S(Hn)g|Y = V ∗(IH ⊗X)V for some isometry V : Hn → ⊕∞1 H}.
We then define KX ⊆ ∪nS(Hn)g by
(1.2) KX = ∪nKX(n).
We call KX the noncommutative convex hull of X.
Given a g-tuple X , we say 0 is in the finite interior of KX if there exist an integer
d ∈ N and a unit vector v ∈ (H)d such that
v∗(Id ⊗X)v = 0 ∈ Rg.
We remark that our notion of the noncommutative convex hull of X is closely related
to Arveson’s notion of the matrix range of X [A72], the primary distinction being that a
noncommutative convex hull may fail to be closed. In addition to [A72], see [DDSS17] for a
discussion of matrix ranges.
Theorem 1.2. Let X ∈ K(H)g be a g-tuple of compact self-adjoint operators on H and
let KX be the noncommutative convex hull of X. Assume that X has no nontrivial finite
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dimensional reducing subspaces and assume 0 is in the finite interior of KX . Then KX is a
closed bounded matrix convex set and ∂absKX = ∅.
We now give the proof of Corollary 1.1.
Proof. Set X = ⊕ki=1X i. Then X is an g-tuple of compact operators which has no nontrivial
finite dimensional reducing subspaces. Furthermore, 0 is in the finite interior of KX by
assumption. Theorem 1.2 completes the proof.
1.6. Guide to the Paper. The paper is organized in the following manner. In Section 2
we show that KX is a bounded matrix convex set for any tuple X . We then show that such
a set is closed provided that X is compact and 0 is in the finite interior of KX .
Sections 3 and 4 show that the setKX has no absolute extreme points ifX is compact and
has no nontrivial finite dimensional reducing subspaces. This is accomplished by introducing
an operator system RKX such that CS(RKX), the set of unital completely positive maps on
RKX with finite dimensional range, is matrix affine homeomorphic to KX . In particular, we
show that there are no maximal unital completely positive maps in CS(RKX ).
Section 3 introduces the notion of matrix affine maps and discusses the equivalence
between the Arveson extreme points of KX and the irreducible maximal completely positive
maps in CS(RKX). Section 4 then completes the proof of Theorem 1.2 by showing that,
if X has no nontrivial finite dimensional reducing subspaces, then there are no maximal
completely positive maps in CS(RKX ).
The paper ends with Section 5 where we give an explicit example of a tuple X which
satisfies the assumptions of Theorem 1.2.
2. Matrix Convex Sets which are Matrix Convex Combinations of a
Compact Tuple
Our first objective is to show that noncommutative convex hulls are bounded matrix
convex set and that there are reasonable assumptions which can be made on X such that
KX is closed. The main result of this section is Theorem 2.5 which shows that KX is a
closed bounded matrix convex set when X is a tuple of compact operators and 0 is in the
finite interior of KX . We begin the section with a lemma which shows that KX is a bounded
matrix convex set for any X ∈ S(H)g.
Lemma 2.1. Let X ∈ S(H)g be a g-tuple of self-adjoint operators on H and let KX be the
noncommutative convex hull of X. Then KX is a bounded matrix convex set.
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Proof. To see KX is bounded, observe that for any n and any isometry V : Hn → H∞ we
have the inequality
‖V ∗(IH ⊗X)V ‖ ≤ ‖(IH ⊗X)‖ = ‖X‖.
Furthermore, it is straight forward to show that KX is closed under direct sums. Since
KX is closed under isometric and unitary conjugation by definition, it follows that KX is
matrix convex.
We now aim to prove that KX is closed when X is compact and 0 is in the finite interior
of KX . Proposition 2.2 shows that, with these assumptions, for each fixed n the set KX(n)
can be defined as the set of compressions of a tuple of compact operators and is the key
result in proving that KX is closed.
Proposition 2.2. Let X ∈ K(H)g be a g-tuple of self-adjoint compact operators on H.
(1) For each n ∈ N there exists an integer mn depending only on n and g such that for
all Y ∈ KX(n) there is a contraction W : Hn →Hmn such that Y =W ∗(Imn⊗X)W .
(2) Assume 0 is in the finite interior of KX . Then there exists an integer m0 depending
only on g such that for all Y ∈ KX(n) there is an isometry T : Hn →Hmn+nm0 such
that Y = T ∗(Imn+nm0 ⊗X)T . In particular we have
(2.1)
KX(n) = {Y ∈ S(Hn)g| Y = T ∗(Imn+nm0 ⊗X)T for some isometry T : Hn → Hmn+nm0}.
Before giving the proof of Proposition 2.2 we state two lemmas which will be useful in the
proofs of Proposition 2.2 and Theorem 2.5. The first lemma is a convergence argument, while
the second lemma shows that, when 0 is in the finite interior of KX , contractive conjugation
can be replaced with isometric conjugation.
Lemma 2.3. Let m,n ∈ N be positive integers. Let Z ∈ K(Hm)g be a g-tuple of compact self-
adjoint operators on Hm and let {W ℓ}∞ℓ=1 ⊆ B(Hn,Hm) be a sequence of contractions which
converges in the weak operator topology on B(Hn,Hm) to some operator W ∈ B(Hn,Hm).
Then the sequence {W ∗ℓ ZWℓ}∞ℓ=1 ⊆ S(Hn)g converges in norm to W ∗ZW ∈ S(Hn)g.
Proof. Since WZW and W ∗ℓ ZWℓ for all ℓ are all tuples of finite dimensional operators it is
sufficient to show that for each i = 1, . . . , g and for all h ∈ Hn we have
(2.2) lim ‖〈(W ∗ℓ ZiWℓ −W ∗ZiW )h, h〉‖ = 0.
To this end, fix h ∈ Hn and observe that
(2.3)
lim ‖〈(W ∗ℓ ZiWℓ −W ∗ZW )h, h〉‖ ≤ lim ‖〈W ∗ℓ Zi(Wℓ −W )h, h〉‖
+ lim ‖〈(W ∗ℓ −W ∗)ZiWh, h〉‖
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Note that the sequence {W ∗ℓ } converges to W ∗ in the strong operator topology since these
operators map into a finite dimensional space. This implies that
(2.4) lim ‖〈(W ∗ℓ −W ∗)ZiWh, h〉‖ ≤ ‖h‖ lim ‖(W ∗ℓ −W ∗)
(
ZiWh
)‖ = 0.
To handle the remaining term in equation (2.3) note that ZiWℓ converges strongly to
ZiW since Zi is compact. Also note that supℓ ‖W ∗ℓ ‖ ≤ 1 since theWℓ are contractions. Using
these facts we have
(2.5) lim ‖〈W ∗ℓ Zi(Wℓ −W )h, h〉‖ ≤ ‖h‖ lim ‖W ∗ℓ ‖‖
(
ZiWℓ − ZiW
)
h‖ = 0.
Combining equations (2.4) and (2.5) shows limW ∗ℓ ZiWℓ = W
∗ZiW for i = 1, . . . , g.
Lemma 2.4. Let X ∈ K(H)g be a g-tuple of compact self-adjoint operators on H and assume
0 is in the finite interior of KX . The there exists an integer m0 depending only on g such
that, given any integers m,n ∈ N and any contraction W : Hn → Hm, there exists an
isometry T : Hn →Hm+nm0 such that
W ∗(Im ⊗X)W = T ∗(Im+nm0 ⊗X)T.
Proof. By assumption 0 is in the finite interior of KX . It follows that there is an integer
m0 ∈ N and an isometry Z0 : H1 → Hm0 such that Z∗0(Im0 ⊗ X)Z0 = 0. This implies that
for each n there is an isometry Z0n : Hn → Hnm0 such that 0n = Z∗0n(Inm0 ⊗X)Z0n . Define
T : Hn →Hm+nm0 by
(2.6) T =
(
Z0n(In −W ∗W )
1
2
W
)
.
Then T is an isometry and T ∗(Im+nm0⊗X)T = W ∗(Im⊗X)W , and the integer m0 depends
only on g.
We now prove Proposition 2.2.
Proof. Given Y = V ∗(IH⊗X)V ∈ KX(n) where V : Hn →H∞ is an isometry, let Pℓ : H →
H be the orthogonal projection of H onto Hℓ. Since X is compact, the sequence PℓXPℓ
converges to X in norm, and IH ⊗ PℓXPℓ converges to IH ⊗X in norm. Defining
(2.7) Y ℓ = V ∗(IH ⊗ PℓXPℓ)V
it follows that limY ℓ = Y ∈ S(Hn)g.
Observe that
Y ℓ = ((IH ⊗ ι∗ℓ)V )∗(IH ⊗ (ι∗ℓXιℓ))((IH ⊗ ι∗ℓ)V )
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for all ℓ where ιℓ : Hℓ → H is the inclusion map. Defining the quantities
Xℓ = ι∗ℓXιℓ ∈ B(Hℓ)g and Vℓ = ((IH ⊗ ι∗ℓ)V ) ∈ B(Hn,H∞ℓ )
we have V ∗ℓ (IH ⊗Xℓ)Vℓ = Y ℓ and Vℓ is a contraction for all ℓ.
Fix d, ℓ ∈ N and a g-tuple A ∈ S(Hd)g. It is straight forward to show
LY ℓ(A)  (V ∗ℓ ⊗ Id)
(
IH ⊗ LXℓ(A)
)
(V ∗ℓ ⊗ Id).
It follows that LY ℓ(A)  0 if LXℓ(A)  0. Therefore DXℓ ⊆ DY ℓ for all ℓ ∈ N.
Using [HKM12, Theorem 1.1] we conclude that there is an integer mn depending only
on n and g such that for each ℓ ∈ N there is contraction W ′ℓ : Hn → Hmnℓ such that
(2.8) (W ′ℓ)
∗(Imn ⊗Xℓ)W ′ℓ = Y ℓ.
For each ℓ define the operator Wℓ : Hn →Hmn by
(2.9) Wℓ = (Imn ⊗ ιℓ)W ′ℓ .
Then each Wℓ is a contraction and
Y ℓ = W ∗ℓ (Imn ⊗X)Wℓ
for all ℓ ∈ N.
By passing to a subsequence if necessary, we may assume that the Wℓ converge to some
contraction W : Hn → Hmn in the weak operator topology on B(Hn,Hmn). By assumption
X is compact, so Imn ⊗X is compact. Using Lemma 2.3, it follows that
W ∗(Imn ⊗X)W = limW ∗ℓ (Imn ⊗X)Wℓ.
It follows that Y = W ∗(Imn ⊗X)W , which completes the proof of item (1).
Item (2) is immediate from Lemma 2.4 and the assumption that 0 is in the finite interior
of KX .
We now prove KX is a closed bounded matrix convex set.
Theorem 2.5. Let X ∈ K(H)g be a g-tuple of self-adjoint compact operators on H and let
KX be the noncommutative convex hull of X. Assume that 0 is in the finite interior of KX .
Then KX is a closed bounded matrix convex set.
Proof. Lemma 2.1 shows that KX is bounded and matrix convex. It remains to show that
KX(n) is closed for each n. Let {Y ℓ} ⊆ KX(n) be a sequence of elements ofKX(n) converging
to some g-tuple Y ∈ S(Hn)g. By Proposition 2.2 there exists a fixed integer mn depending
only on n and g and contractions Wℓ : Hn →Hmn such that W ∗ℓ (Imn ⊗X)Wℓ = Y ℓ for all ℓ.
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By passing to a subsequence if necessary, we can assume that the Wℓ converge in the weak
operator topology to some contraction W : Hn →Hmn . By assumption X and Imn ⊗X are
compact so Lemma 2.3 shows that
Y = W ∗(Imn ⊗X)W.
Furthermore, we assumed 0 is in the finite interior of KX , so using Lemma 2.4 there
exists an integer m0 depending only on g and an isometry T : Hn →Hmn+nm0 such that
T ∗XT = W ∗XW = Y.
We conclude Y ∈ KX(n) and KX(n) is closed.
3. Matrix Affine Maps
We begin this section by introducing and briefly discussing the notion of matrix affine
maps on a matrix convex set. We direct the reader to [WW99, Section 3] for a more detailed
discussion of matrix affine maps.
Let K ⊆ ∪nS(Hn)g be a closed bounded matrix convex set. A matrix affine map on
K is a sequence θ = (θn)n of mappings θn : K(n)→ Mn(W ) for some vector space W , such
that
(3.1) θn
(
k∑
ℓ=1
V ∗ℓ Y
ℓVℓ
)
=
k∑
ℓ=1
V ∗ℓ θnℓ(Y
ℓ)Vℓ,
for all Y ℓ ∈ K(nℓ) and Vℓ ∈ B(Hnℓ ,Mn(W )) for ℓ = 1, . . . , k satisfying
∑k
ℓ=1 V
∗
ℓ Vℓ = In.
If each θn is a homeomorphism, then we will say θ is a matrix affine homeomorphism.
Given a matrix convex set K we will let
RK = {θ = (θn)n| θn : K(n)→ B(Hn) for all n ∈ N and θ is matrix affine}
denote the set of matrix affine maps on K sending K(n) into B(Hn). As an example, if
A ∈ B(Hd)g+1 is a g + 1-tuple of operators on Hd, then the linear pencil LA, i.e. the map
y 7→ LA(y), is an element of Md(RK).
In [WW99, Proposition 3.5], Webster and Winkler show that the set RK is an operator
system if K ⊆ ∪nS(Hn)g is a closed bounded matrix convex set. Given a positive integer
d, the positive cone in Md(RK) is defined by θ ∈ Md(RK)+ if and only if θ(Y )  0 for all
Y ∈ K.
Additionally, [WW99, Proposition 3.5] shows that, with these assumptions, K is matrix
affinely homeomorphic to CS(RK). In particular the map sending Y ∈ K(n) to φY ∈
CSn(RK) where φY is defined by
(3.2) φY (θ) = θn(Y ) for all θ ∈ RK
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defines a matrix affine homeomorphism from K to CS(RK). The identification between the
matrix convex set K and CS(RK) is strengthened by [KLS14, Theorem 4.2] where Kleski
shows that Y is an absolute extreme point of K if and only if φY ∈ CS(RK) is an irreducible
maximal completely positive map on RK .
3.1. Matrix Affine Maps on K are Affine. Webster and Winkler [WW99] comment
that, if all the elements of K(1) are self-adjoint, as is the case in our setting, then the set
of matrix affine maps on K is equivalent to the set of affine maps on K. [WW99] does not
give a proof of this fact, as they do not use it, so for the reader’s convenience we provide a
proof here.
Proposition 3.1. Let K be a closed bounded matrix convex set and assume 0 ∈ K. Fix a
d ∈ N and let θ ∈Md(RK). Then there exists an
A = (A0, A1, . . . , Ag) ∈ B(Hd)g+1
such that θ(Y ) = LA(Y ) for all Y ∈ K.
Proof. Note that all the elements of K are self-adjoint, so if Y ∈ K and α ∈ C satisfy
αY ∈ K then α ∈ R. Therefore, to show θ ∈ RK is affine it is sufficient to show θ is affine
over the reals. Temporarily assume θ ∈ RK is self-adjoint. Define the map ψ = (ψn)n by
ψn(Y ) = θn(Y )− θn(0n) for all Y ∈ K(n) and all n ∈ N.
We will show that ψ is linear over R for each n.
Fix n and a Y ∈ K(n) and let α ∈ [0, 1]. Since 0 ∈ K and matrix convex sets are closed
under taking direct sums we have Y ⊕ 0n ∈ K(2n). Let V : Cn → C2n be the isometry
V =
( √
αIn√
1− αIn
)
and set V1 =
√
αIn and V2 =
√
1− αIn. Then we have
αψn(Y ) = αθn(Y ) + (1− α)θn(0)− θn(0)
= V ∗1 θn(Y )V1 + V
∗
2 θn(0)V2 − θn(0)
= θn(V
∗(Y ⊕ 0)V )− θn(0) = ψn(αY ).
Now let α > 1 and assume αY ∈ K(n). Then 1
α
∈ [0, 1] so it follows that 1
α
ψn(αY ) =
ψn(Y ). This shows
ψn(αY ) = αψn(Y )
for all α ≥ 0 satisfying αY ∈ K.
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We now show that, given Y 1, Y 2 ∈ K(n) such that Y 1 + Y 2 ∈ K(n), we have
ψn(Y
1 + Y 2) = ψn(Y
1 + Y 2).
To this end, set
V =
(
1√
2
In
1√
2
In
)
.
Since ψ is matrix affine we have
ψn(
1
2
Y 1) + ψn(
1
2
Y 2) = 1
2
ψn(Y
1) + 1
2
ψn(Y
2)
= V ∗1 ψn(Y
1)V1 + V
∗
2 ψn(Y
2)V2
= ψ2n(V
∗(Y 1 ⊕ Y 2)V )
= ψn(
1
2
Y 1 + 1
2
Y 2).
By assumption Y 1 + Y 2 ∈ K so we find
ψn(Y
1) + ψn(Y
2) = 2
(
ψn(
1
2
Y 1) + ψn(
1
2
Y 2)
)
= 2ψn(
1
2
Y 1 +
1
2
Y 2) = ψn(Y
1 + Y 2).
Additionally, given Y ∈ K(n) such that −Y ∈ K we have
0n = ψ(0n) = ψn(Y − Y ) = ψn(Y ) + ψn(−Y ).
Therefore ψn(−Y ) = −ψn(Y ). We conclude that ψn is linear for each n and θn is affine for
each n.
Now recall that we are dealing with self-adjoint θ. In particular θ1 is affine and self-
adjoint, so there exists a g+1-tuple (α0, α1, . . . , αg) ∈ Rg+1 such that θ1(Y ) = α0−
∑g
i=1 αiYi
for all Y ∈ K(1). Since θ is self-adjoint and matrix affine, each θn is determined by the
equality
〈θn(Y )ζ, ζ〉 = θ1(ζ∗Y ζ)
for all Y ∈ K(n) and all unit vectors ζ ∈ Cn and all n. It follows that
θn(Y ) = α0In −
g∑
i=1
αiYi
for all Y ∈ K(n) and all n.
Now if θ ∈ RK is not self-adjoint then θ can be written θ = θ1+ iθ2 where θ1 and θ2 are
self-adjoint. It follows from above that there is a g + 1 tuple (α0, α1, . . . , αg) ∈ Cg+1 such
that
(3.3) θn(Y ) = α0In −
g∑
i=1
αiYi
for all Y ∈ K(n) and all n.
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It immediately follows that if θ ∈Md(RK) then there exists a tupleA = (A0, A1, . . . , Ag) ∈
Md(C
g+1) such that
θ(Y ) = A0 ⊗ In −
g∑
i=1
Ai ⊗ Yi = LA(Y )
for all Y ∈ K(n) and all n. Identifying Md(Cg+1) with B(Hd)g+1 for each d completes the
proof.
In light of Proposition 3.1, if 0 ∈ K, then for a fixed d ∈ N we have
(3.4) Md(RK) = {LA : K →Md(K)| A ∈ B(Hd)g+1}
where LA is the map y 7→ LA(y).
Remark 3.2. As an aside for the reader interested in polar duals, we note that Proposition
3.1 points towards a strong relationship between positive cone in ∪dMd(RK) and K◦, the
polar dual of K. In particular, given a tuple A = (A0, A1, . . . , Ag) ∈ B(Hd)g+1 it can be
shown that LA ∈ Md(RK)+ if and only if there exists a tuple A˜ ∈ K◦(m) for some m ≤ d
and a positive definite operator A˜0 ∈ B(Hm) such that A is unitarily equivalent to the tuple
(A˜0 ⊕ 0d−m,−A˜1/20 A˜1A˜1/20 ⊕ 0d−m, . . . ,−A˜1/20 A˜gA˜1/20 ⊕ 0d−m).
We omit the proof of this fact as we will not make use of the fine structure of the positive
cone in ∪dMd(RK). See [HKM17] for a general discussion of polar duals and [EHKM17] for
a discussion of the extreme points of polar duals of a free spectrahedra.
3.2. Maps on RK . Given a Hilbert space M and a g-tuple of operators Z ∈ B(M)g we
define the map φZ : RK → B(M) by
(3.5) φZ(LA) = LA(Z) for all pencils LA ∈ RK .
We are particularly interested in the case where K = KX for some g-tuple of self-
adjoint compact operators X ∈ K(H)g. The following proposition shows that the map
φX : RKX → B(H) is a unital completely positive map on RKX when 0 is in the finite
interior of KX .
Proposition 3.3. Let X ∈ K(H)g and assume 0 is in the finite interior of KX . Then
φX : RKX → B(H) as defined by equation (3.5) is a unital completely positive map on RKX .
Proof. By assumption 0 is in the finite interior of KX . Therefore, Proposition 3.1 shows that
RKX is equal to the set of linear pencils on KX .
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For all integers n ∈ N let Pn : H → H be the orthogonal projection of H onto Hn, and
define Xn ∈ K(H)g to be the tuple Xn = PnXPn. Observe that Xn = ι∗nXιn ⊕ 0H⊥n where
ιn : Hn →H is the inclusion map of Hn into H.
From the definition of KX we know that ι
∗
nXιn ∈ KX . Since 0, ι∗nXιn ∈ KX , using
[WW99, Proposition 3.5] we find φ0, φι∗nXιn ∈ CS(RKX ). As such, the equality
(3.6)
φXn(LA) = LA(ι
∗
nXιn⊕ (IH⊥n ⊗0)) = LA(ι∗nXιn)⊕
(
IH⊥n ⊗LA(0)
)
= φι∗nXιn ⊕
(
IH⊥n ⊗φ0(LA)
)
for all LA ∈ RKX shows that φXn is completely positive for all n ∈ N.
Now fix d ∈ N and a LA ∈ Md(RKX ). Since X is compact we have limXn = X where
the convergence is in norm. Furthermore, linear pencils are continuous maps, so
limφXn(LA) = limLA(X
n) = LA(X) = φX(LA).
Since each φXn is completely positive, it follows that φX is completely positive on RKX as
claimed.
To see that φX is unital let 1R be the identity in RKX . Then 1R is the linear pencil
1R = L(1,0,0,...,0).
The evaluation
φX(1R) = L(1,0,0,...,0)(X) = IH
shows φX is unital.
4. Absolute Extreme Points of Noncommutative Convex Hulls
We are almost in position to prove our main result. We first give a lemma that describes
the reducing subspaces of a direct sum of a fixed g-tuple with itself.
Lemma 4.1. Let H be an infinite dimensional Hilbert space and let X ∈ S(H)g be a g-
tuple of self-adjoint operators on H. Assume that every nontrivial reducing subspace of X
is infinite dimensional. Then, for any integer N ∈ N, every nontrivial reducing subspace of
IN ⊗X ∈ S(HN)g is infinite dimensional.
Proof. Fix an integer N ∈ N and let W ⊆ HN be any reducing subspace for IN ⊗ X . For
each n = 1, . . . , N define Mn = H. Then HN = ⊕Nn=1Mn. For each n = 1, . . . , N let
ιn : Mn → HN be the inclusion map of Mn in HN . Given v ∈ W , define vn ∈ ι∗nW
by vn = ι
∗
nv for all n = 1, . . . , N . Then v can be written v = ⊕Nn=1vn. Observe that
(IN ⊗ Xi)v = ⊕Nn=1(Xivn) for all i = 1, . . . , g. Since W is a reducing subspace for IN ⊗ X,
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it follows that ⊕Nn=1(Xivn) ∈ W for all v ∈ W and all i = 1, . . . , g. Fix an n0 ∈ {1, . . . , N}.
Then applying ι∗n0 to both sides of the equality we find
Xivn0 = ι
∗
n0
(⊕Nn=1 (Xivn)) ∈ ι∗n0W
for all vn0 ∈ ι∗n0W and all i = 1, . . . , g. Since X is a tuple of self-adjoint operators, this
shows that ι∗n0W is a reducing subspace for X for all n0 ∈ {1, . . . , N}. As X was assumed
to have no nontrivial finite dimensional reducing subspaces, it follows that ι∗nW = {0} or
ι∗nW is infinite dimensional for all n = 1, . . . , N . If ι
∗
nW = {0} for all n = 1, . . . , N then
W = {0}. If ι∗nW 6= {0} for any n then W is infinite dimensional.
We now complete the proof of Theorem 1.2.
Proof. Theorem 2.5 shows that KX is a closed bounded matrix convex set, so we only need
to show ∂absKX = ∅. Pick an element Y ∈ KX(n) and let RKX be the operator system of
matrix affine maps on KX . [KLS14, Theorem 4.2] shows that Y ∈ ∂absKX if and only if
φY is in the Arveson boundary of CS(RK) and [A08, Proposition 2.4] shows that if φY is a
boundary representation, then φY is maximal. Therefore, to show Y /∈ ∂absKX it is sufficient
to show that the unital completely positive map φY : RKX →Hn is not maximal.
Using Proposition 2.2 there exists an integer mn depending only on n and g and an
isometry V : Hn → Hmn so that Y = V ∗(Imn ⊗ X)V . This implies that there is a unitary
U : Hmn →Hmn so that U(Imn ⊗X)U∗ is a dilation of Y . It follows that the map
φU(Imn⊗X)U∗ : RKX → B(Hmn)
is a dilation of the unital completely positive map φY : RKX → Hn. Furthermore, Proposi-
tion 3.3 shows φX is a unital completely positive map on RKX , so the equality
φU(Imn⊗X)U∗(LA) = U
(
IH ⊗ φX(LA)
)
U∗
for all LA ∈ RKX shows φU(Imn⊗X)U∗ is a unital completely positive map on RKX .
Assume towards a contradiction that φY is a maximal unital completely positive map.
Since φU(Imn⊗X)U∗ is a unital completely positive dilation of φY , there must exist some unital
completely positive map ψ : RKX → H⊥n so that φU(Imn⊗X)U∗ = φY ⊕ ψ. Note that in this
definition, Hn is viewed as a subspace of Hmn , so H⊥n is the orthogonal complement of Hn
in Hmn .
For i = 1, . . . , g let ηi ∈ RKX be the evaluation map defined by
φS(ηi) = Si for all S ∈ KX .
Define Z ∈ S(H⊥n )g to be the tuple
Z = (ψ(η1), . . . , ψ(ηg)).
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Considering the evaluations
φU(Imn⊗X)U∗(ηi) = φY (ηi)⊕ ψ(ηi)
for i = 1, . . . , g shows that Imn ⊗X = U∗(Y ⊕ Z)U . In particular, the invariant subspaces
of Imn ⊗X must be equal to the invariant subspaces of U∗(Y ⊕ Z)U .
Since X is assumed to have no nontrivial finite dimensional reducing subspaces, Lemma
4.1 shows that any nontrivial reducing subspace of Imn ⊗X is infinite dimensional. Observe
that the subspace W ⊆ Hmn defined by
W = {U∗(v ⊕ 0Hn⊥)| v ∈ Hn}
is a nontrivial n dimensional reducing subspace for U∗(Y ⊕ Z)U , and hence for Imn ⊗ X,
which contradicts Lemma 4.1. It follows that there is no unital completely positive map ψ so
that φY ⊕ ψ = φU(Imn⊗X)U∗ . In particular, φY is not maximal. This shows that Y /∈ ∂absKX
and ∂absKX = ∅.
5. Examples
The following section gives an explicit example of a tuple X ∈ K(H)2 of compact opera-
tors with no nontrivial finite dimensional reducing subspaces so that 0 is in the finite interior
of KX . Throughout the section set H = ℓ2(N) and Hn = ℓ2(1, . . . , n) ⊆ H for all n ∈ N.
Given a weight vector w = (w1, w2, . . . ) ∈ R∞ define the weighted forward shift Sw :
H → H by
Swv = (0, w1v1, w2v2, . . . )
for all v ∈ H. Additionally, for each n ∈ N, let In : H → H be the operator defined by
Inv = (v1, . . . , vn, 0, 0, . . . )
for all v ∈ H.
Proposition 5.1. Let X1 = diag(λ1, λ2, . . . ) where the λi nonzero real numbers converging
to 0 with distinct norms and let Sw be a weighted shift where w ∈ R∞ is chosen so wi 6= 0
for all i and Sw is compact. Set
X2 = Sw + S
∗
w.
Then there exists real numbers α1, α2 so that the tuple
X˜ = (X1 + α1I2, X2 + α2I2)
is a tuple of compact self-adjoint operators with no finite dimensional reducing subspaces and
so that 0 is in the finite interior of KX˜ .
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Before giving the proof of Proposition 5.1, we state a lemma which describes the invariant
subspaces of a diagonal operator.
Lemma 5.2. Let X = diag(λ1, λ2, . . . ) where the λi nonzero real numbers converging to 0
with distinct norms, and let W be a closed invariant subspace of X. Then W = ⊕j∈JEj for
some index set J ⊆ N where Ej denotes jth coordinate subspace.
Proof. If W = {0} then the proof is trivial, so assume W 6= {0}. Define
J = {j ∈ N| there exists a vector v = (v1, v2, . . . ) ∈ W so that vj 6= 0}.
Since W 6= {0} we have J 6= ∅. We will show W = ⊕j∈JEj .
By assumption the λi have distinct norms and converge to zero so there is a unique
index j0 ∈ J such that |λj0| = maxj∈J |λj|. Choose a vector v ∈ J so that vj0 6= 0. Then
lim
ℓ→∞
Xℓv
λℓj0
= vj0ej0.
Therefore ej0 ∈ W since W is closed.
Since Ej0 and W are closed invariant subspaces of X with Ej0 ⊆ W , it follows that
W = Ej0 ⊕ W ′ where W ′ is a closed invariant subspace of X . Proceeding by induction
completes the proof.
We now prove Proposition 5.1.
Proof. We first prove the existence of the real numbers α1, α2 so that 0 is in the finite interior
of KX . Let ι2 : H2 → H be the inclusion map of H2 →H. Since λ1 6= λ2, there exists a unit
vector v0 ∈ H2 so that, setting
α1 = −〈ι∗2X1ι2v0, v0〉,
the eigenvalues of
X1 + α1I2 = diag(λ1 + α1, λ2 + α1, λ3, λ4, . . . )
are nonzero real numbers with distinct norms.
Set
α2 = −〈ι∗2X2ι2v0, v0〉.
Then
v∗0(ι2X1ι2 + α1I2, ι2X2ι2 + α2I2)v0 = 0 ∈ R2.
Setting X˜i = Xi + αiI2 for i = 1, 2, it follows that
(5.1) v∗0(ι
∗
2X˜1ι2, ι
∗
2X˜2ι2)v0 = 0 ∈ R2.
Therefore, 0 is in the finite interior of X˜ = (X˜1, X˜2).
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It is clear that X˜ is a tuple of compact self-adjoint operator, so it remains to show that
X˜ has no finite dimensional reducing subspaces. Let W be a finite dimensional reducing
subspace for X˜ . Then W must be a closed invariant subspace of X˜1. Recall that α1 was
chosen so that X˜1 is a diagonal operator whose diagonal entries are real numbers that
converge to 0 with distinct norms. Using Lemma 5.2, it follows that W = ⊕j∈JEj for some
finite index set J ⊆ N where Ej denotes jth coordinate subspace.
Let j0 be the largest integer in J . Since Sw is a weighted forward shift with nonzero
weights, it is straight forward to see that
X˜2Ej0 = (Sw + S
∗
w + α2I2)Ej0 6⊆ W.
This shows that W cannot be a reducing subspace of X˜ . Therefore X˜ has no finite dimen-
sional reducing subspaces.
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