Abstract-Defining a good distance measure between patterns is of crucial importance in many classification and clustering algorithms. Recently, relevant component analysis (RCA) is proposed which offers a simple yet powerful method to learn this distance metric. However, it is confined to linear transforms in the input space. In this paper, we show that RCA can also be kernelized, which then results in significant improvements when nonlinearities are needed. Moreover, it becomes applicable to distance metric learning for structured objects that have no natural vectorial representation. Besides, it can be used in an incremental setting. Performance of this kernel method is evaluated on both toy and real-world data sets with encouraging results.
INTRODUCTION
Many classification and clustering algorithms rely on the use of an inner product or distance measure between patterns. Examples include the nearest neighbor classifiers, radial basis function networks, kemel methods and k-means clustering.
While measuring distances appears to be a simple problem when the data can be described by a handful of meaningful features (attributes), many real-world applications involve the use of thousands of features (or even more). Given this large pool of features, it is apparent that many of them may be highly correlated with each other or even irrelevant to the task being considered. The commonly-used Euclidean distance assumes that all features are of equal importance, which is thus often violated in practice.
As a remedy, a large number of feature weighting methods have been proposed [1] , [19] . However, the number of parameters involved typically increases with the number of features, and they are thus prone to the curse of dimensionality problem. Moreover, another limitation is that they are usually designed for classification problems, and thus require the availability of class label information. However, label information is often too strong, and may not be readily available in some applications.
Recently, there has been a lot of interest on leaming with side information (e.g., [71) . One type of side information that is often easier to obtain is similarity (dissimilarity) information [20] , i.e., we may only know that certain pairs of patterns are similar (dissimilar). An example in surveillance application is suggested in [14] . Here, faces from successive frames of the surveillance video in roughly the same location often come from the same person. Thus, we can know that these successive faces are similar, although we are not given the exact identities (labels) of these faces. Unlike class label information, such similarity information can be obtained at virtually no cost in this case. The use of similarity information has led to significant improvements in clustering [3] , [161, [17] . Recently, a number of researchers have also proposed distance metric methods that can utilize such similarity information [81, [131, [20] .
However, these distance metric learning methods rely heavily on convex programming, which can be computational expensive in some applications (e.g., information retrieval), and a faster method is thus called for. Recently, [ 14] proposed the method of relevant component analysis (RCA). It performs a linear transform on the input space such that the Euclidean distance in the transformed space is less affected by irrelevant variabilities. The basic idea is to assign large weights to the relevant features and small weights to the irrelevant features. Moreover, it can also be shown that the RCA transform is optimal in an information theoretic sense [2] . Computationally, it involves only one matrix inversion. Results obtained in [2] are comparable or even better than those in [20] .
Though simple yet powerful, RCA still suffers from several limitations. First, RCA is restricted to the use of linear transforms in the input space, and can fail even in simple nonlinear problems such as the XOR problem. As can be seen in Figure 1 , the two classes cannot be separated even after performing the RCA transform. Second, as RCA operates in the input space, its number of parameters is dependent on the dimensionality of the feature vectors. Hence, it suffers from the same curse of dimensionality problem that plagues many traditional feature weighting methods, and dimensionality reduction is often required before RCA can be run. Third In this Section, we will briefly review relevant component analysis (RCA) as introduced in [14] . Here, similarity information is provided in the form of chunklets. Pattems in a chunklet are similar, i.e., belonging to the same class, though its exact class label is not known. Moreover, each chunklet may only contain a small number of pattems. As mentioned in Section I, the pattems are further assumed to be in some vectorial representation.
In the following, we assume that C chunklets are given, with chunklet c containing n, pattems {xc,i-,...X,c }, where each x,,i c Rd. In RCA, the chunklets are first centered. Then, the covariance matrix of the centered patterns in all the chunklets is obtained, as:
With the use of kernels, the patterns will first be implicitly mapped from the input space to the kernel-induced feature space F. The dimensionality of F is usually very high, sometimes even infinite (such as when the Gaussian kernel is used). Thus, a direct computation of the chunklet covariance matrix in (1) Then, C in (1) can be written in matrix form, as
Here, x, denotes the mean of chunklet c and n = EC=i nc.
Finally, a whitening transform associated with this chunklet covariance matrix C is applied, and each pattem x in the data set is transformed as x-4C 2x. 
is an n x n matrix that is similarl to the conventional centering matrix (I-n11').
Iln particular, H is symmetric, block diagonal, idempotent and positive semi-definite.
Note that C will be singular when n < d. Therefore, add a regularizer e to C, where e is a small positive constZ On using (4), we [±iXH(L+±X'XH)XI1y
Obviously, the computations above only involve dot prodL between patterns, and the kernel trick can be readily appli Specifically, suppose that RCA is performed in the feat space F corresponding to a kernel function k (and a nonlin map y), then the dot product between V(x) and p(y) a running RCA in F is vector machine with the Gaussian kernel can have perfect classification result on this data set, kernel clustering using the metric induced by the same Gaussian kernel leads to disappointing results. This can be illustrated by projecting the mapped pattems (in the feature space) to a three-dimensional space obtained by kernel PCA (Figure 2 ). The first class has both of its clusters in the upper part while the two clusters from the other class are in the lower part, thus leading to perfect classification. However, clusters belonging to the same class are still not close together, thus explaining the poor clustering result.
( 1 1) Typically, nB «U n,A. The complexity incurred in (11) is thus much less than that of the naive approach, which is O((nA + nB)3).
IV. EXPERIMENTS
In this Section, experiments are performed on a number of toy and real-world data sets. Section IV-A first demonstrates the performance of kemel RCA on the XOR problem that motivated this work. As in [14], our kemelized version is then also evaluated in retrieval (Section IV-B) and clustering settings (Section IV-C). Performance gains on using the incremental update procedure is illustrated in Section IV-D.
A. XOR Problem
The same XOR problem as mentioned in Section I is used here. Thirty pattems are drawn from each cluster to form a total of four chunklets. As shown in Figure 1 , linear RCA fails on this simple data set. Here, we apply kernel RCA with the Gaussian kemel. As the feature space induced by the Gaussian kemel is infinite-dimensional, so, for visualization purposes, we project the transformed pattems on the two leading principal axes obtained by kemel PCA [1 1]. As can be seen in Figure 2 , the two classes now become well separated.
To quantitatively evaluate the qualities of the distance metrics, we perform the constrained k-means clustering algorithm [17] using both the original and the transformed metrics. Clustering accuracy is measured by the Rand index, which is defined as [20] :
where 1{ } is the indicator function, n is the number of patterns in the data set, ci is the true cluster label for pattem xi, and ai is the corresponding label returned by the clustering algorithm. To reduce statistical variability, results here are based on averages over 300 random repetitions. where A* is the k-spectrum4 of the alphabet, and num,(x),num, (y) are the numbers of occurrences of subsequence s in sequences x and y respectively. In this experiment, we choose k = 3. Moreover, as in [18] , this spectrum kemel is further normalized as k(x,y) -(X y) (12) so that each feature vector has length 1. The experimental setup is as follows. For each query in each superfamily, we use the spectrum kemel in (12) to retrieve varying numbers5 of nearest neighbors. These are then labeled and grouped as chunklets for input to the kemel RCA. The following metrics are compared: 1) metric induced by the spectrum kemel; 2) metric leamed by kemel RCA with the spectrum kemel; 3) metric induced by spectmm kemel and a further nonlinear map via the Gaussian kemel; 4) metric leamed by kemel RCA using the combined kemel in 3 above. Performance is evaluated based on the ROC (receiver operating characteristic) graph [5] , which plots the true positive (TP) rate on the Y-axis and the false positive (FP) rate on the X-axis6. To provide a single numerical measure, the AUC, which is the area under the ROC curve, will be reported. Table II shows the results. As can be seen, the use of kernel RCA leads to substantial improvement over the original kernel on both data sets. the UCI machine learning repository8 (Table III) [4]. The experimental setup is similar to that in [20] . The similarity information is generated as a random subset of all pairs of pattems belonging to the same class. In the case of "little" side information, its size is chosen such that the number of resulting connected components is roughly 70% of the size of the original data set; whereas in the case of "much" side information, this is increased to 90%. The following distance metrics are compared: 1) Euclidean metric on the input space; 2) metric leamed by RCA;
3) metric induced by the Gaussian kernel; 4) metric leamed by kemel RCA with the Gaussian kemel. Results are shown in Table IV . As can be seen, the use of (kemel) RCA in both the input space and kemel-induced feature space leads to improvements over the original metric. Moreover, the combined use of kemels and RCA as in kernel RCA yields the best performance on most data sets. This is particularly the case on data sets with many input features, in which it is likely that some of them are not related to the class labels.
D. Incremental Update
In this Section, we demonstrate the performance gains that can result from adopting the incremental update procedure in Section III-B. As an illustration, we only perform experiments on the USPS data set used in Section IV-C. We keep on adding chunklets of size 2, and measure the CPU time required to compute the expression in (8) . The procedure is implemented in MATLAB and the experiment is run on a Pentium4 3.2GHz machine, with 512MB RAM, running Windows XP. Results here are based on averages over 20 random repetitions.
Results are shown in Figure 3 . As expected, the incremental updating approach leads to significant speedup.
V. CONCLUSION In this paper, we showed that RCA, which is a simple yet powerful distance metric leaming method capable of 8For the letter and satellite data sets, we only use random subsets with 2,600 and 2,400 patterns (with equal number of patterns in each class) respectively. utilizing similarity information, can be efficiently kernelized. This not only extends the ability of RCA to produce nonlinear transforms of the input space, but also allows learning of distance metrics for structural objects, such as protein sequences. Moreover, the proposed incremental update procedure allows the kemel RCA transform to be computed efficienfly in an adaptive environment. Experiments on a number of real-world data sets yield improved performance on both retrieval and clustering tasks. Here, we have focused on finding a global metric which is used for all pattems. More generally, the metric can be local in nature and adaptive to the query or even to each individual pattern. This will be further investigated in the future.
