A new evolutionary programming algorithm (NEP) using the non-uniform mutation operator instead of Gaussian or Cauchy mutation operators is proposed. NEP has the merits of "long jumps" of the Cauchy mutation operator at the early stage of the algorithm and "fine-tunings" of the Gaussian mutation operator at the later stage. Comparisons with the recently proposed sequential and parallel evolutionary algorithms are made through comprehensive experiments. NEP significantly outperforms the adaptive LEP for most of the benchmarks. NEP outperforms some parallel GAs and performs comparably to others in terms of the solution quality and algorithmic robustness. We give a detailed theoretical analysis of NEP. The probability convergence is proved. The expected step size of the non-uniform mutation is calculated. Based on this, the key property of NEP with "long jumps" at the early stage and "fine-tunings" at the later stage is proved strictly.
Introduction
INSPIRED by the biological evolution and natural selection, intelligent computation algorithms are proposed to provide powerful tools for solving many difficult problems. Genetic algorithms (GAs) [2, 3] , evolutionary strategies (ESs) [4] , and the evolutionary programming (EP) [5, 21] are especially noticeable among them. In GAs, the crossover operator plays the major role and the mutation is always seen as an assistant operator. In ESs and EP, however, the mutation has been considered as the main operator. GAs usually adopt a high crossover probability and a low mutation probability, while ESs and EPs apply mutation to every individual. In binary GAs, one, two, multi-point, or uniform crossover and uniform mutation [1, 3] are often used. Some new mutation operators are proposed recently, such as the frameshift and translocation operators [22] , the transposition operator [18] , etc. For real-coded GAs, the non-uniform mutation operator [1] is introduced. Besides the Gaussian mutation [5, 21] , self-adaptation mutations [11, 12] , self-adaptation rules from ESs [13] , Cauchy [14] reached.
Non-uniform Evolutionary Programming
In this section, we introduce an evolutionary programming algorithm based on the nonuniform mutation operator and prove its probability convergence.
Non-uniform Mutation
Michalewicz [1] proposed a dynamical non-uniform mutation operator to reduce the disadvantage of random mutation in the real-coded GA. This new operator is defined as follows.
For each individual X t i in a population of t-th generation, create an offspring X t+1 i through non-uniform mutation as follows: if X t i = {x 1 , x 2 , . . . , x m } is a chromosome (t is the generation number) and the element x k is selected for this mutation, the result is a vector X t+1 i = {x 1 , x 2 , . . . , x m }, where
, if a random ξ is 1 (1) and LB and U B are the lower and upper bounds of the variables x k . The function ∆(t, y) returns a value in the range [0,y] such that ∆(t, y) approaches to zero as t increases. This property causes this operator to search the space uniformly initially (when t is small), and very locally at later stages. This strategy increases the probability of generating a new number close to its successor than a random choice. We use the following function:
where r is a uniform random number from [0, 1] , T is the maximal generation number, and b is a system parameter determining the degree of dependency on the iteration number.
Simple Crossover in Evolutionary Programming
Similar to the binary genetic algorithm, we adopt the simple crossover. Let m be the dimension of a given problem and components of chromosomes X, Y are all float numbers. and randomly generate a decimal r. If r < pc (crossover probability), apply simple two-point crossover to them as follows. Generate two random integers pos 1 , pos 2 in the interval [1, m] . The components of two individuals between the numbers pos 1 and pos 2 will be exchanged. Then the new individuals are generated as follows. 
Greedy Selection in NEP
We first give the definition of neighborhood of an individual. Definition: [31] Given a vector X = (x 1 , . . . , x i , . . . , x m ) (m is the dimension of vectors), we call X is its neighbor, if and only if one of its component is changed and other components remain unchanged. The neighborhood N of a vector X consists of all its neighbors. That is, N = {X |X is a neighbor of X}.
Different from the traditional local search which performs greedy local search until a local optimum is obtained, we only mutate every component one time in certain probability for each component of every real-coded individual (vector). The current individual will be replaced by the mutated one only when the new one is not worse than the current individual. This strategy can overcome the plateaus of constant fitness problem as indicated by Jansen and Wegener [17] . Such a greedy selection procedure for a current individual X = (x 1 , . . . , x i , . . . , x m ) is as follows.
For i from 1 to the functional dimension m Mutate the ith component x i of X and obtain a new vector X using Eqs. (1, 2) ; if fitness of X is not worse than that of X then X becomes the current individual; End for.
Non-Uniform Evolutionary Programming
For a function f (X), NEP will find an
The NEP algorithm adopts real encoding, two-point crossover and non-uniform mutation. The procedure of NEP is given as follows. Procedure of NEP 1) Generate the initial population consisting of n individuals, each of which, X 0 i , has m independent components, X 0 i = (x 1 , x 2 , . . . , x m ). 2) Evaluate each individual based on the objective function, f (X 0 i ). 3) Apply two-point crossover to the current population.
i replaces X t i as the current individual. 5) Conduct pairwise comparison over the offspring population. For each comparison, q individuals are chosen uniformly at random from the offspring population. The fittest individual is put into the next generation.
6) Repeat steps 3-5, until the stopping criteria are satisfied.
End of Procedure
The crossover is firstly applied to the population in a probability 0.4, the non-uniform mutation operator followed at a mutation probability 0.6. The summation of the mutation and crossover probabilities is kept as 1. Thus NEP will generate equal number of offsprings in the sense of probability comparing with other EPs. The parameter b in NEP remains unchanged during the evolution.
Analysis on the Convergence of NEP
In this section, the convergence of NEP will be proved based on the stochastic process theory. Since NEP mutates single component only in once mutation operation, we only consider the one dimensional case, i.e., n = 1. In this case, there is no crossover and we need only consider the non-uniform mutation operation. We divide the objective functions into two classes in the following analysis.
2.5..1. Unimodal Functions
We assume that f (x) has a unique minimal value at x * . In Fig.(1) , let x 0 be one initial solution, x 0 another initial solution lying between x * and x 0 , x 0 a number satisfying f (x 0 ) = f (x 0 ) and x 0 = x 0 , and ε an arbitrary small positive number. Without loss of generality, we assume that variable x lies on the right side of x * and x lies on the left side.
Fig. 1. Analysis on the Unimodal Function
Based on Eq.(1, 2) and via NEP algorithm, we have
Proof: We have
By Eq. (2) we have
Similarly, we have
From Eq. (6, 7) and let q subtracts q , we may derive Eq. (5) and thus the correctness of the Lemma.
Since x 0 is a given initial solution (individual), we can assume that x 0 > x * . Let p
Proof: By the description of NEP, it is easy to know that the stochastic process {x i , i = 0, 1, 2, · · ·} is a Markov process. By the property of conditional expectation, Markov property and Lemma 1, we can obtain that
The proof is complete. By the greedy selection of NEP, it is easy to know that
. . , n} So Theorem 2 implies that for any ε > 0 we have
i.e., lim
is to enter the domain (x * − ε, x * + ε)} almost surely, and so {x i } ∞ i=1 converges to x * almost surely.
2.5..2. Multimodal Functions
We assume that g(x) is a multimodal function with a minimal value at x * . Without loss of generality, we assume that g has only one global optimum. Let x 0 , x 0 be initial solutions (individuals).
Fig. 2. Analysis on the Multimodal Function
Without loss of generality, suppose x 0 , x 0 are two points on the left side of point "c" as in Fig. (2) . Denote the offsprings of them as x 1 , x 1 respectively. Now we will consider how to choose the interval points "c" and "d" which satisfy the following conditions. First, g(x) is unimodal in the subinterval of [c, d] . Second, we assume g(c) = g (d) . Third, there is no other local optimal region below the line through g(c) and g(d) on function g(x). We have the following lemma.
Lemma 3:
The proof is similar with the Lemma 1. Remark: This means that if the initial point is closer to (c, d), the probability that its offspring enters (c, d) is larger. Next, we want to establish a similar result as Theorem 2.
Let x 0 be a given initial individual as indicated in Fig.( 2). Define
is the initial point}; For n ≥ 1 (all the following equations should be understood under the condition that x 0 is the beginning point), we define
Proof. By the procedure of NEP, we know that the stochastic process {x i , i = 0, 1, · · ·} is a Markov process. By the property of conditional expectation, Markov property and Lemma 3 we can obtain that 2 By induction we have
By the procedure of NEP, we know that 0 ≤ p
The proof is complete. By greedy selection of NEP, it is easy to know that
And by Theorem 4, we know that
Obviously, the function (
is a unimodal function. So from Theorem 2 we know that P {ω :
Remark: Similarly, it is easy to reach the same conclusions for the high-dimensional problems because algorithm NEP only mutates one component of a vector (individual) per mutation operation.
Experiments and Analysis
In our algorithm, we set the simple crossover probability pc = 0.4 and the non-uniform mutation probability pm = 0.6 in all cases. Following Michalewicz [1] , the parameter b in Eq.(2) is set to be 5. The population size and the maximal evolutionary generation numbers will vary for the comparing algorithms. To make the comparison fair in terms of computing time, the population size of NEP is reduced proportionally according to the problem dimensions, since each individual in NEP generates m (dimension of function) offsprings. For example, for a four dimensional function, if the population size of CEP is 100 then the population size of NEP will be 25. It is worth pointing out that NEP actually uses less computing time, because operations, such as selection, use less time in a small population. The programs are implemented with the C programming language.
Comparison with Adaptive LEP [15]
Yao [14] et al. proposed an evolutionary programming algorithm (FEP) based on the Cauchy probability distribution. Lee and Yao [15] proposed an evolutionary programming algorithm (LEP) based on the Lévy probability distribution. The Cauchy probability distribution is a special case of the Lévy probability distribution and the adaptive LEP performs at least as well as the nonadaptive LEP with a fixed α [15] . So we just compare our algorithm with the adaptive LEP.
3.1..1. Benchmark Functions and Parameters Setting
We use the same test functions with the adaptive LEP which can be found in Table 1 or [15] . The large number of benchmarks is necessary as Wolpert and Macready [19] have shown that under certain assumptions no single search algorithm is best on average for all problems. If the number of benchmarks is too small, it would be very difficult to make a generalized conclusion and have the potential risk that the algorithm is biased toward the chosen problems. Among them, f 1 , f 2 , f 3 are high-dimension and unimodal functions, f 4 , . . . , f 9 are mutilmodal functions where the number of local minims increases exponentially with the augment of the problem dimensions and are the most difficult class of problems for many optimization algorithms [14] . f 10 , . . . , f 14 are low-dimensional functions which only have a few local minima. Some properties of several benchmarks are listed below [6] .
• f 3 is a continuous and unimodal function, with the optimum located in a steep parabolic valley with a flat bottom and the nonlinear interactions between the variables, i.e., it is nonseparable [20] . These features make the search direction have to continually change to reach the optimum. Experiments show that it is even more difficult than those multimodal benchmarks.
• The difficulty of f 2 concerns the fact that searching along the coordinate axes only gives a poor rate of convergence since its gradient is not oriented along the axes. It presents similar difficulties with f 3 , but its valley is narrower.
• f 7 is difficult to optimize because it is nonseparable and the search algorithm has to climb a hill to reach the next valley [20] .
The maximal evolutionary generation numbers are set to be the same to adaptive LEP (1500 for functions f 1 , · · · , f 9 , 30 for f 10 , f 11 and 100 for f 12 , · · · , f 14 ). Due to the population size of the adaptive LEP being 100 and each individual generates four offsprings at every generation, the population size of the adaptive LEP is equivalent to 400. Consequently, we set the population size of NEP to be an integer less than 400 Dimensions of P roblem (dimension is 30 for high dimensional functions) which are 13 for functions f 1 , . . . , f 9 , 200 for f 10 , f 11 and 100 for f 12 , f 13 , f 14 . A computational precision of 50 digits after point is used in NEP. So a result being 0 means that it is less that 10 −50 in NEP and vice versa in this subsection. We do not find the computational precision demand of [15] .
3.1..2. Performance Comparison and Analysis
Comparisons between NEP and the adaptive LEP are given in Figures 3-5 and Table 2 which includes the average result for 50 independent runs. Figures 3-5 show the evolutionary
high-dimension multimodal functions with many local minima
cos(
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low-dimension functions with only a few local minima
.1532 Table 2 shows. Table 2 shows that NEP is only outperformed by the adaptive LEP on the low dimensional multimodal functions with only a few local minima. For the high dimensional functions with the unimodal and multimodal, NEP is better in terms of the convergent ability and robustness. What is more, this encouraging result is achieved without introducing any extra parameters and no extra computation cost comparing with CEP.
Function f 3 is nonseparable [20] whose result is the worst one comparing with the results For functions with only a few local minima, the performance of NEP is a little worse than the adaptive LEP. As Schnier and Yao [27] analyzed the last benchmarks are rather deceptive. But we have no need to worry about it based on two reasons. Firstly and most importantly, all the realistic problems from engineering and society are generally very complicated. Secondly, there are many other methods to deal with such problems, such as steady-state GA [1] and multiple representations EA with a modified configuration [27] which perform very well for these functions.
Comparisons with Parallel Genetic Algorithms
In this section, we will make further comparison between NEP and five parallel genetic algorithms which are GD-BLX r [6] , ECO-GA model [23] , CHC algorithm [24] , deterministic crowding (DC) [25] and disruptive selection (DS) [26] . All the results of the parallel genetic algorithms are obtained from [6] and detailed introductions about these algorithms can also be found in [6] . All these parallel genetic algorithms are based on the BLX-α crossover and 
3.2..1. Benchmark Functions
Herrera and Lozano [6] proposed a gradual distributed real-coded genetic algorithm (GD-RCGA), which is a "heterogeneous" distributed real-coded genetic algorithm that applies different configurations (control parameters, genetic operators) to each subpopulation. They proved that GD-RCGA consistently outperforms the sequential real-coded GAs and the homogeneous distributed GAs. In this paper, we will further compare the performance of the sequential NEP with the parallel genetic algorithms based on some typical test functions which can be found in Table 3 . Function ef 10 is the expanded version of f (x, y) which has nonlinear interaction between two variables. It is built in such a way that it induces nonlinear interaction across multiple variables.
3.2..2. Performance Comparison and Analysis
The algorithms were executed 30 times independently. There are 20 individuals in each subpopulation, 8 subpopulations in total (equivalent to 160 in sequential) and the number of evolutional generations is 5000. So we set the population size of NEP to be 7 for the first 5 functions and 8 for ef 10 . The tournament size is 3 for benchmarks. A computational precision of 60 digits after point is used in NEP. So a result being 0 means that it is less that 10 −60 in NEP and vice versa in this subsection. But we do not know the computational precision of [6] . There are two groups of experiments for the parallel genetic algorithms. One group of experiment is based on the BLX-α crossover, the other is based on the extended F CB-α crossover [6] . The results of two groups of experiments are somewhat equal, so we just compare the performance of NEP with the experiments based on the BLX-α crossover in Table X in [6] . The experimental results are given in Table 4 . From Table 4 , a very encouraging conclusion is obtained that NEP is in the same breath with the parallel genetic algorithms in terms of the solution quality and algorithmic robustness. First, NEP performs best for functions f Ros , f Sch among all the parallel genetic algorithms. Secondly, NEP is consistently and greatly outperforms the parallel genetic algorithms R-DC-BLX and R-DS-BLX based on deterministic crowding (DC) [25] and disruptive selection (DS) [26] for all the test functions. Thirdly, NEP significantly outperforms ECO-BLX for functions f Ros , f Sch , f Ras , f Gri which can be found from A and B columns in Table IV 
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Performance comparison between NEP and parallel genetic algorithms ECO-BLX, CHC-BLX, R-DC-BLX, R-DS-BLX and GD-BLX. All results are averaged over 30 trials.
A: average of the best fitness of all runs. SD: standard deviation. B: best fitness of all runs. If the global optimum has be reached sometimes, this performance will represent the percentage of runs in which this happens. O: average of the fitness of all the elements appearing in all 30 runs.
than it for functions f Sph , ef 10 . Lastly, NEP is outperformed by CHC-BLX and GD-RCGA for functions f Sph , f Ras , f Gri , ef 10 , but performs better than them for functions f Ros , f Sch . The result does not surprise us as CHC-BLX is a usually used benchmark parallel GA [6] and GD-RCGA performs even better than CHC-BLX. Generally speaking, the sequential evolutionary algorithm NEP is comparable to the commonly used benchmark parallel genetic algorithm CHC-BLX.
Theoretical Analysis on the Executing Process of NEP
In Section III, experiments are used to show that NEP is fast and robust. In this section, we try to give the underling reasons by conducting theoretical analysis.
Suppose X = {x 1 , . . . , x k , . . . , x m } is a real-coded chromosome in the population and the component x k (whose lower and upper bounds are L k , U k ) is selected for variation through some mutation operation and x k is obtained. A decimal fraction r is uniformly and randomly generated in [0, 1].
Preliminary Analysis on NEP
It is well known that the normal [28] Gaussian random variables (mean 0 and variance 1) has the density function
The Cauchy distribution has the density function
Yao et al. [14] indicated that the expected length of Gaussian and Cauchy jumps are 0.8 and ∞.
Lee and Yao [15] also proved that the mean-square displacement is infinite.
where L α (y) stands for the probability function of Levy distribution and it has the following property
From Eq. (12, 13, 14) , it is obvious that Gaussian mutation is much localized than Cauchy or Levy mutation. From this, FEP [14] and LEP [15] have higher probabilities of making longer jumps than CEP. However, as they analyzed, "longer jumps" are not always beneficial. If the current search point is near the small neighborhood of the global optimum, the "longer jumps" are detrimental. For NEP, comprehensive experiments show that it can find the promising areas quickly and locate the global optimum in a very high probability.
Let ξ be a Bernoulli random variable in Eq. (2) with
Then η is a random variable with only two values
Then the expected step size of the non-uniform mutation is
It is not like the Gaussian mutation which locally searches and the Cauchy or Levy mutation which makes long jumps from begin to end of the algorithms. It is these reasons that attract so many researchers to focus on the mutation operation on evolutionary programming [5, 11, 12, 14, 15, 21] or evolution strategy [13, 29, 30] . The expected step size of the nonuniform mutation in an interval depends on the generation t. Let f (t) = E|x k − x k |. It is obvious that f (t) is a decreasing function of t, because
Hence the jumping size of the non-uniform mutation monotonously decreases with the progress of the algorithm. This roughly shows that the exploration region of NEP is smaller and smaller when t increases. However, we are still not able to say that the non-uniform mutation has the feature of searching the space uniformly initially and very locally at later stages of algorithms.
Detailed Analysis on NEP
First, we will give an approximate analysis. From Eq. (15), we have the following jumping equation Without loss of generality, we assume x k to jump to its right side and obtain x k . Then we have
From Eq. (19) , it can be seen obviously that at the initial stage of the algorithm, i.e., t T ,
Similarly, to jump to left side, we have
From Eq. (20, 21) and r is a uniform random fraction decimal in [0, 1], we can clearly say that at the initial stage of the algorithm, the search engine of NEP nearly explores the whole space uniformly.
Similar to the above analysis and from Eq.(19), if t is close to T (later stage of the algorithm), i.e.,
Therefore, 1 − r
That is to say, the term of 1 − r (18) is "infinitely" approaching to 0. Then
From Eq. (22), we can say that at later stage (t is close to T ) of the algorithm, the search engine of NEP very locally exploits the neighborhood of the current solution. Now, we are able to say that the non-uniform mutation has the feature of searching the space uniformly initially and very locally at later stage of algorithms. In the middle stage of the algorithm, the exploring space of the non-uniform mutation is roughly smaller and smaller which can be observed from Eq.(17).
Analysis from Another Perspective
From Eq. (19) , mutation explores the interval [x k , U k ]. Then we have
For any random uniform decimal fraction q in [0, 1], we have
It follows from Eq.(24) that when t T ,
In such a case, x k approximately searches the whole right interval [x k , U k ] uniformly. It is the same when x k jumps to the left side.
On the other hand, when t → T ,
) b ≈ 0 (but slightly > 0). So P q consistently approaches to 0. In this case, x k mainly exploits the local domain of the current solution (x k ). It is the same when x k jumps to the left side.
For the total varying principle of P q , especially for the middle process, we let g(t) = P q . Then
which means that P q is decreasing with the run of the algorithm. We can once again make the conclusion from the total perspective that the exploring region is smaller and smaller in the algorithm.
Experimental Results
In order to illustrate our analysis about the feature of the non-uniform mutation, we consider two functions f 1 , f 7 (just investigate their first component) chosen from Table 1 to see how they are varying during the algorithm. Function f 1 is a typical unimodal sphere and f 7 is a typical multimodal benchmark. Figure 6 clearly shows the feature of the non-uniform mutation. At the initial stage, variables "fly" to scan the whole search space. In the middle stage of algorithm, the exploring space has a decreasing trend. However, it is not absolutely monotonous as Fig. 6 shows. Sometimes, NEP has another long jump leaving the current solution to find new promising area. At the later stage, they just exploit the neighborhood of the global optima (x * i = 0). This experiment strongly supports the theoretical analysis above about the feature of the non-uniform mutation. X coordinate stands for the mutation numbers and Y coordinate is the value of the first component coordinate.
We will make a simple analogy with persons to understand the behaviors of NEP. It likes an "intelligent pilot" who quickly scans the total search space initially, then switches to automobile, bike subsequently with the process of algorithm. In the final stage, he throws off all the vehicles decidedly and walks to his destination by small step. So it can exactly locate the global optimum of the problem. There is another important point in the execution of non-uniform mutation. This "intelligent pilot" has keen greedy idea who goes to the new region only if it is better than the current place. Otherwise, he will stay there until an even better area is found. Table 5 . Comparison between ANEP, NEP and the adaptive LEP for the low-dimension benchmarks with only a few local optima. "Mean Best" indicates the average of the minimum values obtained at every run and "Std Dev" stands for the standard deviation.
An Adaptive Non-uniform Evolutionary Programming

The Influence of the parameter b
Besides t in Eq. (16), there is another parameter b that we have always treat it as a constant. However, as Michalewicz [1] indicated that b is a parameter determining the degree of non-uniformity. Now we will analyze this parameter to show how it affects the search step of the non-uniformity. For a given t in Eq.(16), let
From the above equation, when b becomes larger, the decreasing speed of the step size of the mutation becomes faster. That is, different b means different non-uniformity in the algorithms. Furthermore, as the experimental results of Table 2 in Section III-A show that NEP performs rather poor for the low-dimension benchmarks with only a few local optima. Consequently, an adaptive non-uniform evolutionary programming (ANEP) is proposed in this Section based on Eq. (26) . It differs from NEP only in step 4 of the algorithm described in Section III-D. In ANEP, we generate three candidate offsprings with b = 2, 5, 30 from the same parent and select the best one as the surviving offspring. This scheme is adaptive because the value of b to be used is not predefined and is determined by the evolution.
Experiments and Discussions
Only three benchmarks f 12 , f 13 , f 14 in Table 1 are used to investigate the performance of ANEP because the performance of NEP is poor for these three benchmarks and excellent for others. Furthermore, there is no statistical difference between the performance of NEP and the adaptive NEP for other benchmarks (so the results are omitted here). Since ANEP uses three different values for b, we let the population size of ANEP (67) be one third of NEP (200) and all the other parameters remain the same to Section III-A. The computing results are averaged over 50 trials and are listed in Table 5 .
Although the performance of ANEP is improved based on the experimental results and the theoretical analysis on the expected search step, it is still poorer than the adaptive LEP [15] for these benchmarks. As the "No Free Lunch Theorem" [19] states, there is no one optimization algorithm performs best for all problems. By the way, ANEP finds the optimal minima about 25 times in 50 trials for these three benchmarks.
Conclusion
In this paper, a new evolutionary programming algorithm NEP based on the non-uniform mutation is proposed. Comparisons with the newly proposed sequential and parallel evolutionary algorithms, NEP is generally faster and more robust.
Detailed theoretical analysis on NEP is presented. The probability convergence of NEP is first proved. Then its working schemes are also analyzed. NEP searches the space uniformly at the early stage of the algorithm and very locally at the later stage. The greedy idea is incorporated into the non-uniform search in order to avoid the random blind jumping and to "stay" at the promising solution areas. The probabilistic gradual decreasing jump length makes the algorithm exploring smaller and smaller regions with the progress of algorithm. At the later stage, the algorithm just exploits the neighborhood of the current solution so as to exactly locate the global optimum.
