Abstract Due to the inherent indirect nature of radar-rainfall measurements, hydrologists have been interested in understanding the characteristics of radar-rainfall estimation errors and how they propagate through hydrological simulations. This study implements an observation-based empirical approach to analyse different characteristics of the total radar-rainfall estimation error such as overall and conditional bias, random error and spatio-temporal dependence. The implications of the radar error characteristics for streamflow simulations and the estimation of their uncertainty are examined using a physically-based distributed rainfall-runoff model. An empirical error model is used to generate several realizations of probable surface rainfall fields that reflect the identified characteristics of the radar error. These realizations are used to generate ensemble of streamflow predictions. The main conclusions are that: (a) radar errors have complex spatio-temporal characteristics that exhibit significant sampling and natural variations; (b) adjustment of overall and conditional radar biases results in the most significant improvements in runoff predictions; (c) radar random errors have non-negligible correlations both in time and space; and (d) the simulated runoff hydrographs are sensitive to the assumed degree of correlation in the radar errors fields. This study is an initial step toward developing more rigorous approaches for accounting for the effects of radar error on hydrological predictions.
INTRODUCTION
relationship between radar-measured reflectivity (Z) and rainfall rate (R), range-related effects, beam overshooting and partial beam filling, anomalous propagation of the radar beam, and the non-uniformity in vertical profiles of reflectivity (VPR) (see detailed discussions in Wilson & Brandes, 1979; Austin, 1987; Hunter, 1996; Rico-Ramirez et al., 2007) . Quantification of such uncertainties and how they affect hydrological predictions has proved to be a challenging task (Krajewski & Smith, 2002) . The focus of the present study is to gain a better understanding of the radar error characteristics and the subsequent sensitivity of rainfall-runoff simulations to different aspects of these characteristics. Proper identification of radar-induced uncertainties in runoff modelling is relevant for streamflow ensemble forecasting studies. For example, if streamflow observations fall outside the forecast ensemble, then further revisions are needed in the formulation of the model and its structure (Hossain et al., 2004; Gourleya & Vieux, 2006) . Uncertainty bounds that are unrealistically too wide or too narrow can lead to false conclusions regarding the adequacy of the utilized data and the adopted hydrological model and its parameters.
Since the advent of the weather radar systems, numerous studies have been conducted to examine the utility of radar-rainfall information in runoff modelling. Bedient et al. (2000) indicated that radar data resulted in flood predictions as accurate as raingauge data. Sun et al. (2000) indicated that, without the use of optimal estimation methods, radar data could result in errors greater than those associated with gauge observations. Preliminary analysis by Johnson et al. (1999) showed comparable performance of radar and gauge with some instances of erroneous results in the case of radar-based simulation. Different results were reported in Obled et al. (1994) , which showed that using distributed rainfall information did not lead to improved hydrograph simulations. Pessoa et al. (1993) , Vieux & Bedient (1998) and Morin et al. (2005) tested the sensitivity of runoff simulations to Z-R relationships and suggested that appropriate identification of the relationship parameters is necessary to obtain accurate runoff forecasts. Winchell et al. (1998) found higher sensitivity of runoff prediction to the established Z-R relationship in the case of the infiltration-excess runoff generation mechanism than in the case of the saturation-excess mechanism. Neary et al. (2004) emphasized the need for correcting long-term biases of radarrainfall estimates before they can be used in operational hydrological studies. Borga (2002) analysed the effects of variability in radar vertical profile of reflectivity (VPR) on streamflow simulations. The interaction of VPR errors with model parametric uncertainty was investigated recently by Hossain et al. (2004) . Radar beam geometric and sampling-related effects were analysed by Sharif et al. (2002) , which showed that range effects and storm-watershed orientationrelated errors get amplified through runoff predictions.
Common to the above mentioned studies is their focus on individual sources of the radar error. However, in practical applications, separating and estimating the different sources of radar errors is not possible. An alternative approach to this problem focuses on the estimation of the total radar uncertainty (Ciach et al., 2007; Germann et al., 2006) through comparison of radar estimates with independent reference surface rainfall information. Earlier studies, such as Krajewski & Georgakakos (1985) and Krajewski et al. (1993) , have proposed time-space stochastic modelling of the total radar error. However, due to lack of accurate surface rainfall measurements, recent applications of this approach in hydrological modelling studies were based on simplified assumptions regarding the distribution of the radar error and its spatial and temporal dependence properties (e.g. Carpenter & Georgakakos 2004; Butts et al., 2004) . In fact, in most errormodelling studies, spatial and temporal correlations of radar error fields were neglected. Carpenter & Georgakakos (2004) recognized this problem and indicated the need for more realistic representation of the radar error and its propagation into hydrological models. The need to account for error dependency was recently investigated (Nijssen & Lettenmaier, 2004; Hossain & Anagnostou, 2006) for satellite precipitation estimates, which have error properties that are quite different from those of the radar estimates. Jordan et al. (2003) developed and calibrated a random cascade model of radar errors that accounts for error correlations. Their results indicated non-negligible levels of error correlations especially in space. However, their model dealt with correlations of reflectivity errors that are caused mainly by variations in VPR.
In a recent operationally-oriented effort, Ciach et al. (2007) formulated a comprehensive approach to empirically model the combined sources of the radar error based on analysis of joint samples of radar and ground reference rainfall data. In the present study, we follow this approach to examine the marginal and joint statistical properties of the radar error and investigate their relative significance for estimating uncertainties in runoff predictions. Instead of focusing on a certain source of the error, we deal with the combined radar error, which can be estimated by analysis of radar-rainfall data against accurate reference surface rainfall information. We use radar-rainfall estimates from the Stage III operational precipitation products that are based on the national WSR-88D NEXRAD radar system in the United States. Reference surface rainfall data over the scale of the radar pixels are constructed from high-resolution raingauge measurements collected within a mid-size humid watershed. Analysis of the joint radar and reference samples enables us to examine two main aspects of the radar error: systematic (bias) and random. We first estimate the bias component of the radar error and examine its variability in time (storm to storm) and space (pixel to pixel). Besides the overall bias, we also assess the conditional dependence of the radar bias on rainfall intensities (Ciach et al., 2000) . The implications of bias characteristics for the accuracy of runoff predictions are addressed by analysing 12 significant rainfall-runoff events using a physically-based distributed hydrological model. We then construct and fit an empirical model for the random error component in which the radar error is a function of the rainfall intensity. Besides the marginal properties of the random error component, we also investigate its spatial and temporal dependence properties. A simple ensemble generator that takes into account the identified radar error statistical characteristics is implemented to generate realizations of spatial fields of probable rainfall estimates over the study watershed. Finally, we use the generated rainfall fields to study the sensitivity of ensemble flow simulations produced by the distributed model to the prescribed characteristics of radar errors especially their spatial dependence. We close with discussions on the implications of the results for future modelling studies on the propagation of radar error through hydrological predictions.
STUDY SITE AND EXPERIMENTAL DATA
The Goodwin Creek (GC) experimental watershed located in the northern part of Mississippi (Alonso & Binger, 2000) was selected for this study (Fig. 1) . The watershed has a fairly steep topography with drainage area of 21.4 km 2 . The terrain elevation in the watershed with reference to mean sea level ranges from 71 m near the outlet to 128 m at the catchment divide with an average channel slope of 0.004. It has a humid climate (hot in summer and warm in winter), an average annual temperature of about 65°F, an average annual rainfall of about 1440.2 mm (56.7 inches), and an average annual runoff of 144.8 mm (5.7 inches). The land use in the watershed can be described as follows: pasture (44%), forest (27%) cultivated land (14%) and gullied land (15%). The soil can be classified into two main types: silt loam (80%) and clay loam (20%). The dominant runoff generation process in the GC watershed is the infiltration-excess mechanism. Long-term hydrometeorological data have been continuously collected in the watershed since 1981 (Fig. 1) by the National Sediment Laboratory of the US Department of Agriculture in Oxford, Mississippi. A dense network of over 30 raingauges distributed within the watershed is used to measure precipitation. After careful quality control checks, data from only 30 gauges will be used in the current analysis. Continuous streamflow records are collected at the watershed outlet in addition to other several interior locations. Meteorological data necessary for runoff modelling (e.g. solar radiation, wind speed, relative humidity) are available from a weather station located approximately 130 km north of the GC watershed. In this study, a total of 12 significant rainfall-runoff events during the wet non-growing season are considered for analysis of the radar rainfall hydrological simulations (Table 1) . These events were grouped into two continuous simulation periods (January-February and March-May 2002) , to be modelled in a continuous mode. Durations of the events ranged from a few hours to afew days. Event-total rainfall volumes were in the range of 15 to 130 mm. Maximum hourly rainfall intensities exceeded 20 mm h -1 during two storms with most storms in the range of 5-20 mm h -1 . For most of the selected storms, runoff-rainfall ratios were high (up to 86%), and discharge peaks reached as high as 57.5 m 3 s -1 (equivalent to a unit peak of 2.69 m 3 s -1 km -2 ). The Goodwin Creek watershed is under coverage from four Weather Surveillance Radar -1988 Doppler (WSR-88D) NEXRAD radars. The closest of these radar sites is located near Memphis, Tennessee, approximately 120 km to the north of the catchment. In this study, the Stage III operational precipitation products of the NEXRAD system are used. These products are available over the area of the Goodwin Creek watershed from the National Weather Service (NWS) Lower Mississippi River Forecast Center (LMRFC). Stage III products are hourly accumulations of precipitation over a grid of approximately 4 km × 4 km that is usually referred to as HRAP grid (Hydrologic Rainfall Analysis Project, Reed & Maidment, 1999) . A full description of the Stage III algorithm is available in numerous publications (e.g. Fulton et al., 1998) and only a brief description is provided herein. Development of the Stage III data is a three-step process that starts from the raw radar reflectivity field (Z). In Stage I, a power law Z-R relationship is applied to estimate fields of precipitation rates, R, that are then integrated over time to produce hourly accumulations. The result of the Stage I process is radar-only products known as digital precipitation products (DPA) (Smith et al., 1996) . In Stage II, gauge observations are used to construct the mean field bias for the radar estimates, which is then used to produce bias-adjusted radar precipitation estimates over the HRAP cells. In addition, a gauge-only precipitation field is produced and optimally merged with the bias-adjusted radar field to produce the Stage II products. The final step involves "mosaicking" of Stage II products from multiple radars to produce a single Stage III product over the LMRFC region. An assessment of the quality and accuracy of Stage III rainfall estimates is provided in several studies (e.g. Young et al., 2000; Jayakrishnan et al., 2004) , which indicate that despite bias adjustment, biases as well as significant random errors are still present in these estimates.
RAINFALL-RUNOFF MODEL FOR THE STUDY WATERSHED
In the current study, the Gridded Surface Subsurface Hydrologic Analysis (GSSHA) modelling system is used to develop a rainfall-runoff model for the GC watershed. GSSHA is a fully distributed-parameter process-based hydrological model (Downer & Ogden, 2002 . It uses finite difference and finite volume methods to simulate different hydrological processes such as rainfall distribution and interception, overland water retention, infiltration, evapotranspiration, two-dimensional overland flow, and one-dimensional (1-D) channel routing. The GSSHA system also provides a detailed modelling of the soil moisture profile in the unsaturated zone using different methods such as Green and Ampt, and Richards' equation.
The model set-up adopted in this study is similar to that used by Senarath et al. (2000) , who developed a model for the same watershed using the hydrological model CASC2D (an earlier formulation of GSSHA). The following modelling options are used in our study: two-dimensional diffusive wave approximation of the St Venant equations for overland flow; 1-D explicit diffusive wave method for channel flow; Penman-Monteith equation for evapotranspiration calculations; and the Green and Ampt infiltration with redistribution method (Ogden & Saghafian, 1997) for flow simulation in the unsaturated zone. This infiltration method includes soil moisture accounting and allows for continuous long-term simulations that contain sequences of dry and wet periods. The soil moisture accounting scheme simulates the soil moisture redistribution along the soil profile during a runoff event, as well as the change in soil moisture due to evapotranspiration between rainfall events. In the current study, rainfall events were grouped into two long periods (January-February and March-May 2002; Table 1 ) and each one of them was modelled in a continuous mode.
The watershed topographic and hydrological properties were represented using a square Cartesian grid with a resolution of 125 × 125 m 2 . According to Senarath et al. (2000) , this resolution provides an adequate spatial representation of the soil and land-use properties in the watershed. Topographic information for the watershed was obtained from the US Geological Survey 30-m digital elevation maps. Channel cross-sectional dimensions were compiled from historical surveys. Overland hydraulic properties (e.g. roughness parameters) were assigned at each grid pixel based on land-use information. Similarly, soil hydraulic parameters necessary for the Green and Ampt method (e.g. saturated hydraulic conductivity, soil suction head, effective porosity) and evapotranspiration parameters (e.g. vegetation transmission coefficients and root depth) were assigned based on spatial variations in the combined classifications of the soil type and land-use maps. Initial values of these parameters were selected based on literature sources and values reported in Senarath et al. (2000) and Downer & Ogden (2004) . The selected values will be adjusted through a model-calibration procedure.
Prior to using the GSSHA model to assess the effects of radar-rainfall errors, the model needs to undergo a careful calibration process so that it can provide accurate representation of the rainfall-runoff transformation in the watershed. In this study we performed calibration and validation analyses where one set of continuous rainfall-runoff periods (April-May 1982 and February-March 1987) was used to calibrate the model while other periods (shown in Table 1 were reserved for model validation. The calibration was designed to minimize the overall differences between observed and simulated runoff hydrographs. The main model parameters adjusted during the calibration procedure included soil infiltration parameters and overland and channel roughness coefficients. However, the simulated runoff peaks and volumes were most sensitive to changes in the soil saturated hydraulic conductivity and to a lesser degree to the overland and channel roughness coefficients. Figure 2 shows typical examples of the model calibration and validation results for some of the modelled simulation periods. The results indicate that the model is well calibrated and will likely provide physically reasonable representation of the important runoff processes within the GC watershed. This was confirmed by the final values of the calibrated model parameters which we found to be within physically reasonable bounds. To provide a quantitative assessment of the model uncertainty (due to parameter estimation, model structure, etc.), we computed model errors in simulating timing and magnitude of runoff peaks during the calibration and validation periods. Out of 16 significant peaks, eight were predicted with errors less than 10%, three peaks had errors between 10 and 15%, two had errors between 20 and 25%, and only two had errors that reached up to 30%. Model errors in predicting time-to-peak were mostly less than 20-30 min.
ANALYSIS OF SYSTEMATIC COMPONENT OF RADAR ERROR

Overall bias
The most basic characteristic of the radar error is overall bias (B), which represents systematic average deviations of radar estimates (R r ) with respect to the corresponding surface rainfall over the radar pixel size (R s ):
where E[⋅] denotes the expectation operator.
Quantifying and correcting for the bias will guarantee that the radar estimates agree on average with the rainfall quantities that actually reach the surface. This property is most desirable for hydrological applications where long-term systematic deviations in rainfall input can be detrimental to model-calibration efforts. To examine bias variability over space and from storm to storm, we estimate the bias factors for each radar pixel over the watershed ( Fig. 1 ) and for each storm separately (Table 1 ) using the following multiplicative form:
where G i,j,k,l and R i,j,l represent the lth gauge and radar hourly rainfall rates, respectively, for storm i and pixel j, nh is the number of hours in each storm, and np is the number of raingauges in pixel j. In this formula, surface pixel-average rainfall rate is obtained by averaging observations from several raingauges located within the pixel. This provides highly accurate estimates of storm totals especially for the central radar pixel, which is densely covered with 13 raingauges. For other pixels, a fewer number of gauges, or even one gauge, can still provide acceptable estimates of storm total rainfall volume. This was verified when we compared storm rainfall total volumes from individual gauges within the central pixel. This comparison showed minor differences (mostly less than 5%) amongst the individual gauges. We should note that raingauge measurements are known to be subject to their own local uncertainties such as wind-undercatch, wetting and evaporation losses, and random errors due to the gauge sampling mechanism (Sevruk & Lapin, 1993; Upton & Rahimi, 2003) . Except for the wind-induced losses (which are significant only under strong wind conditions), most of these errors become almost negligible when aggregating rainfall data to hourly or storm-total temporal scales Ciach, 2003) as done in equation (2). For smaller time scales (e.g. a few minutes), gauge measurement errors can be significant and should be taken into account in analysing radar uncertainties .
An assessment of the overall bias of the Stage III products over the GC watershed is shown in Fig. 3 . Although originally adjusted with raingauge measurements, the Stage III data still contain considerable bias values that range from about 0.4 to 1.6. As expected, bias varies significantly from one storm to another. Spatial variations in bias estimates across the different pixels are also evident for most of the analysed storms, but to a lesser degree. 
Conditional bias
Besides the overall bias, Ciach et al. (2000) showed that radar bias can also depend on the magnitude of the estimated rainfall itself. This property, which is referred to as conditional bias, CB, describes how a specific radar estimate differs on average from the corresponding surface rainfall rate. The CB statistic can be expressed in a multiplicative conditional form as follows:
where r r denotes a certain value of the radar-rainfall estimate R r . Similar to Ciach et al. (2007) , we estimated the conditional bias using a conditional moving average:
where the over-bar symbol denotes arithmetic averaging, and a and b represent the bounds of the moving averaging window. This window had a varying size that was selected in such a way to ensure reasonable sample sizes necessary for averaging. Similar to the overall bias, the surface rainfall, R s , was estimated from simple averaging of all gauges inside each radar pixel. Given the storm-to-storm variability in the estimated overall bias factors, we estimated CB for each storm separately. However, due to the reduction of sample sizes caused by conditioning, the conditional sub-samples of (R s , R r ) were constructed by combining data from all pixels in each storm so that reasonable sample sizes were still available for averaging. The estimated CB values are shown in Table 2 for three examples of the analysed storms. As expected, CB depends on the radar estimate; however, the behaviour of such dependence was different from one storm to another. For most storms (e.g. Storm 1) CB decreased with R r , which indicates (as also reported in previous studies) that radar tends to overestimate high rainfall rates and underestimate low rainfall rates. Other storms showed either an opposite behaviour (e.g. Storm 9), or a rather uniform conditional bias (e.g. Storm 12) that does not depend on rainfall intensity. While the estimated overall and conditional bias values might be subject to sampling effects, the results indicate the complex behaviour of the radar error, even when dealing with its basic characteristics such as the bias. 
Effect of radar bias on runoff prediction
The above analysis indicated that the radar bias has complex characteristics such as spatial and storm-to-storm variability and conditional dependence on the radar estimates. To investigate the relative contribution and impact of these characteristics on rainfall-runoff simulations, we applied different bias-adjustment corrections to the Stage III radar data. Several well-documented biasadjustment correction schemes have been developed and tested for real-time applications (e.g. Anagnostou & Krajewski, 1998; Seo & Breidenbach, 2002) . However, since the focus of this study is not on real-time use of radar data, we will apply three simple correction methods in which different aspects of the radar bias can be examined. The first method corrects the overall bias for each storm and ignores bias spatial variations. The second method corrects the bias at each pixel and for each storm. The third method estimates the bias with conditioning on the radar estimate. In this method bias spatial variations could not be considered to avoid further reductions in the sample sizes. The three methods account for storm-to-storm bias variability. For brevity, we will term the three methods as: spatially-uniform unconditional; spatially-dependent unconditional; and spatially-uniform conditional.
Comparison of radar and surface rainfall Prior to assessing the bias effect on runoff prediction, we first examine how the bias-corrected radar estimates compare with the corresponding surface rainfall rates. Each bias-correction method was applied to the Stage III data by simply multiplying the radar estimate by the estimated bias factor. Each corrected radar data was then compared against the average raingauge observations inside each pixel. The comparison is quantified for each storm in terms of two statistical measures: the ratio of radar to surface rainfall storm totals, and the root mean squares of differences (RMSD) between radar and surface hourly rainfall rates. An example of the comparison results is shown in Fig. 4 for the central pixel. For reference, the comparisons also include the raw Stage III data without any bias adjustment. Consider first the plot showing the storm bias ratios (Fig. 4(a) ). As expected, all three methods have resulted in a significant adjustment in the radar storm accumulations. Obviously, a perfect agreement in the storm-total rainfall volume is obtained in the central pixel when the Stage III data are adjusted using spatially-dependent (i.e. pixel-specific) bias factors. The bias correction not only resulted in adjusting storm rainfall totals, but also improved the overall agreement between hourly radar and surface estimates. Compared to the unadjusted Stage III data, considerable reductions in the RMSD are obtained (Fig. 4(b) ) after applying the bias-correction methods. The most basic bias adjustment (spatially-uniform, unconditional) reduced the radar RMSD in most of the storms (seven out of 12). Using conditional-bias adjustment resulted in further improvements in the RMSD in some storms (e.g. 2, 5 and 6). This indicates that accounting for bias dependence on the radar estimates will ensure the overall unbiasedness of the radar products and will also help improve their accuracy in terms of random deviations from the reference surface rainfall. Similar observations were also made by Vignal & Krajewski (2001) , who reported a decrease in radar random errors as a result of correcting radar biases that were caused by variations in the radar vertical profile of reflectivity. As argued by Krajewski & Smith (2002) , bias effects are caused by different and competing sources, which, when combined together, appear random. As shown in the current study, this problem can be addressed in an off-line analysis by using conditional bias corrections rather than a simple overall bias removal. Analysis of simulated hydrographs The calibrated GSSHA model was used to simulate runoff using radar data during the selected 12 rainfall-runoff storms in 2002 (Table 1) . To examine the effects of different bias characteristics, model simulations were driven with several rainfall inputs: original Stage III data and data adjusted using each of the three methods described above. To isolate the effects of the radar bias, we compared the radar-driven simulated hydrographs against "reference" runoff simulations driven by pixel-averaged raingauge measurements. By doing so, we focus on radar-related runoff prediction errors without being dominated or affected by other modelling and parameter estimation uncertainties. This also unifies the spatial scales of the reference and radar input data. The adequacy of these reference simulations was confirmed (not shown here) by checking them against runoff measurements and against simulations driven by fully distributed (i.e. not pixel-averaged) rainfall measurements from the 30 raingauges in the watershed (same as those used in the calibration tests of Fig. 2) .
Differences between radar-driven and reference hydrographs are evaluated both visually (see two example storms in Fig. 5 ) and statistically using the following measures: 
Runoff peak error for each peak in each storm:
where n is the number of discharge values within each storm (one value every five minutes), Q represents runoff discharge, P represents runoff peak, and the two superscripts, "ref" and "rad", denote simulations using reference rainfall input (raingauges averaged over each pixel) and simulations using a certain radar data (unadjusted or adjusted using each of the three bias correction methods), respectively. A summary of these statistical measures is presented in Fig. 6 for the 12 simulated storms. hydrographs show relatively similar overall patterns to the corresponding reference hydrographs. This indicates the ability of the Stage III radar estimates to capture the overall spatial and temporal structure of the storms, at least qualitatively. However, significant bias levels are clearly seen both in the plotted hydrographs (Fig. 5 ) and in the calculated runoff bias factors for each storm (Fig. 6(a) ). By plotting rainfall vs runoff bias ratios (not shown here), it was also interesting to notice that biases in radar-rainfall estimates got enhanced as they propagated through the simulated runoff hydrographs. The overall and conditional radar biases presented earlier (Table 2 and Fig. 4 ) have also resulted in relatively poor runoff prediction performance as reflected in the large runoff RMSD values (Fig. 6(b) ) and the high relative peak errors (Fig. 6(c) ).
Correction of overall biases has resulted in a significant improvement in the radar-based hydrographs. Runoff bias and RMSD and relative peak errors decreased significantly for all of the storms. A remarkable improvement is evident (Fig. 6 ) for storms 3, 4 and 8 during which the original Stage III estimates suffered from apparently high bias levels (Fig. 4(a) ). While most of the simulated hydrographs gained an immediate benefit after removing the overall bias, further improvements were obtained as a result of accounting for bias dependence on the estimated radar rain rates. In storms 2, 3, 4, 5, 6 and 12, the runoff RMSD attained the lowest values when conditional bias removal was applied (Fig. 6(b) ). The rest of the storms showed almost equivalent performance for any of the applied bias correction methods. Note that accounting for spatial bias variations improved runoff predictions in only one storm (Storm 1). This is mainly due to the relatively small area of the watershed and its coverage by few radar pixels only. It is important to note that while the removal of radar biases resulted in improving the runoff prediction accuracy, residual differences are still apparent in some of the simulated hydrographs and their performance statistics compared to the corresponding results of the reference rainfall input. This is probably due to the random radar error component that remains in the radar rainfall input. The characteristics of this random component and its effect on the runoff prediction are analysed next.
ANALYSIS OF RANDOM COMPONENT OF RADAR ERROR
As shown above, conditional bias removal results in the most significant improvement in the radar-rainfall estimates and their runoff predictions. Therefore, for the remainder of this study, we will work with the Stage III data after removing its bias using the spatially-uniform conditional adjustment. Having adjusted for the radar bias, the radar error can now be considered purely random, which can be expressed using the following form:
In the following, we attempt to identify the distribution of the random component by analysing joint hourly radar and surface pixel-average rainfall samples. We focus on estimating marginal properties of the error distribution (e.g. mean and variance), as well as its statistical dependence structure (e.g. spatial and temporal correlations).
Modelling of the radar random error
An essential prerequisite for estimating the random component of the radar error (equation (8)) and its distribution is an accurate approximation of the true hourly surface rainfall over the radar pixel domain, R s , which can be obtained using raingauge measurements inside the radar pixel. As we discussed earlier, most of the local random gauge errors get averaged out at hourly accumulation scales, however, the inability of individual near-point gauge measurements to represent areal-average rainfall over the size of a radar pixel (4 km × 4 km) remains of concern (Wood et al., 2000) . To overcome this problem, it has been customary to approximate R s by averaging observations from multiple raingauges located within the pixel. The accuracy of such approximations will depend on the number and configuration of gauges within the pixel, and on the degree of sub-pixel rainfall natural spatial variability. Therefore, we first examined the adequacy of the number of gauges and their configuration in each pixel in the watershed. We did this by calculating the error variances of the pixel gauge-average approximations using a wellestablished statistical measure, the Variance Reduction Factor (VRF) (Bras & Rodriguez-Iturbe, 1993) . The VRF provides a relative measure of the error variance of areal-rainfall approximations obtained using a certain number and configuration of gauges within the area of interest. Calculations of the VRF require specification of the rainfall spatial correlation function. We used a common isotropic exponential model of the spatial correlations as a function of distance and fitted it to the inter-gauge hourly correlations calculated from the GC raingauge network. We computed VRF for each pixel in the watershed. For comparison, we also computed the VRF for a hypothetical case of a single gauge located in the centre of the radar pixel, which was found to be equal to 0.09. As expected, the best (i.e. lowest) VRF (0.006) was obtained in the central pixel which contains the highest number of gauges. The highest VRF values (0.1 and 0.11) were obtained for the two lower left pixels. Compared to the hypothetical case of a single gauge, the upper right pixel and the middle right pixel showed significantly improved VRF (0.024 and 0.028). According to the VRF calculations, it is clear that the dense gauge arrangement within the central pixel can provide relatively accurate approximation, R s . However, to increase the size of the joint sample (R r ,R s ), and to allow for examining the spatial dependence of the radar error field, we decided to additionally include two more pixels (upper and middle right pixels) since their number and configuration of gauges has resulted in relatively low VRF values.
Using hourly gauge averages in each of the three selected radar pixels, we computed the radar hourly random error using equation (8) and plotted it against the corresponding radar estimates (Fig. 7(a) ). We also computed the empirical cumulative probability distribution (CDF) of the error and compared it to the cases of normal and lognormal distributions, which are commonly utilized in rainfall modelling studies (Fig. 7(b) ). Clearly, the lognormal distribution provides a better fit to the random component of the radar error. This distribution is completely defined by the first two moments of either the logarithmically-transformed variable, ln(ε), or the original variable ε. The results shown in Fig. 7(a) ) indicate that, due to the applied conditional bias removal, the mean of ε, μ ε , does not depend on the radar estimate and is almost equal to one. Unlike the mean, it is clear that the standard deviation of ε, σ ε , depends on R r . Similar to the case of the conditional bias (equation (4)), we used the following moving-average estimator with an adaptable window size to describe the dependence of σ ε on R r :
As seen in Fig. 7(a) , σ ε attains high levels at small R r values, but decreases gradually with the increase of R r . The conditional dependence of σ ε on R r can be conveniently approximated and modelled using the following formula:
where α and β are empirical fitting coefficients.
Spatial and temporal dependence of radar error
We now examine the joint properties of the error distribution to assess its spatial and temporal dependence. We do so by estimating the temporal and spatial auto-correlation of ε. Using the marginal samples of ε estimated for each of the three selected pixels, we calculated the auto correlation of ε at different time lags (Fig. 8) . We also calculated spatial correlations between errors of the three pairs of pixels combined together (Fig. 9) , which represents the 4-km lag correlation of ε. Correlations at larger spatial lags cannot be analysed herein due to the limited number of pixels that provide accurate approximation of the true pixel-average surface rainfall. Spatial and temporal auto-correlations were estimated for each storm separately, and then for all storms combined. Results for storms with sample sizes that are too small to be adequate for estimating correlation coefficients are not displayed. The main observation in the plotted results is that both the temporal and spatial correlations of ε are non-negligible. However, the temporal autocorrelation is rather low (mostly less than 0.4) at small lags (1 or 2 h) and becomes close to zero for larger time lags. Negative correlations are also observed in the temporal correlation coefficients. The spatial correlation exhibits stronger levels for most of the analysed storms. For some storms, the spatial correlation was high (0.8 and above). Notice the significant variations in the estimated correlations between different storms (in case of temporal and spatial correlations) and between different pixels (in case of temporal correlation). However, some of these variations might be attributed to the limited sample sizes, which affect the estimation of correlation coefficients especially for skewed distributions (Kessler & Neas, 1994; ). When combining all storms, the sampling effect becomes less important and the temporal correlations show more stable, but still low, values (solid lines in Fig. 8) . Similarly, the spatial correlations between pairs of pixels, but without accounting for intra-storm variability (solid line in Fig. 9 ), maintains rather medium correlation values (~0.5).
Sensitivity of runoff hydrographs
The fitted lognormal distribution of the radar error, identified by its constant mean and R r -dependent standard deviation (equation (10)), provides a suitable tool to model the multiplicative radar random error. It also allows for generating multiple realizations of probable surface rainfall fields that reflect the uncertainty associated with actual radar-rainfall estimates. However, in generating such realizations, one has to account for the empirically observed dependence structure of the error. Since temporal correlations were found to be rather low, we focus our analysis on accounting for the spatial dependence only. The generated lognormally-distributed error fields should have a mean of one and a standard deviation that depends on the observed radar estimate, and should be correlated in space (over one 4-km lag only). We generated such correlated random fields using a statistical procedure (The Math Works, Natick, MA) that is based on the Cholesky decomposition method. The generated fields of ε are then substituted in equation (8) to provide the corresponding realizations of probable surface rainfall fields that take into account the identified characteristics of the radar error. An example of such analysis is shown in Fig. 10 for two selected storms. The corresponding time series of the actual radar data (biascorrected Stage III estimates) and the reference surface rainfall (average of gauges in each pixels), are shown in the same figure for the central pixel. Similar rainfall realizations are generated for the other analysed storms. Each realization is then used as input to the GSSHA hydrological model resulting in an ensemble of predicted runoff hydrographs (Fig. 10) . Examining the plotted rainfall ensembles indicates that, as was incorporated in the empirical error model, the spread of the generated realizations depends on the magnitude of the radar Stage III value (R r ). For most hours within the storm, the reference rainfall input falls within the generated rainfall ensemble and the predicted ensemble runoff hydrographs also enclosed the reference hydrograph that was based on accurate surface rainfall information. This indicates the ability of the fitted-error model to characterize radar uncertainties and to explain the observed deviations of the radar-based runoff predictions from the reference hydrographs.
In the example shown above, a value of 0.6 was used as the spatial auto-correlation to generate the radar error fields. However, recognizing the difficulties inherent in estimating the "true" spatial dependence structure of the radar error (Fig. 9) , and to examine the sensitivity of the propagation of radar uncertainties to different levels of error correlations, we repeated the above analysis using two more correlation values: 0 and 0.95. These values represent two scenarios where radar errors are assumed to be either fully uncorrelated or strongly correlated in space. The hydrograph ensembles obtained with the three examined spatial auto-correlation levels are summarized in terms of their 2.5 and 97.5 percentiles calculated at each hour within the storm (see Fig. 11 for few example storms). The difference between the two percentile lines represents the 95% uncertainty range in the predicted hydrographs due to the effect of radar random errors. Several remarks can be made about the plotted runoff uncertainty bounds. Consider first the bounds obtained with a certain error correlation value. The estimated bounds show clear variations during the storm duration. In general, they are wider during the rising limbs of the hydrographs than during the falling limbs. For storms with single-peak hydrographs, runoff uncertainty bounds have a well-defined and systematic behaviour. They increase gradually along the rising part of the hydrograph until they reach a maximum value just before the hydrograph peaking time, and then start to decrease gradually during the receding part of the hydrograph. For storms with more complex patterns (i.e. with multiple bursts of rainfall and runoff peaks), the patterns and relative magnitudes of the uncertainty bounds become more complex too. The increased runoff uncertainty during the rising parts of the hydrographs reflects the enhanced sensitivity of the early-generated runoff to rainfall variability, and more importantly to uncertainties in the rainfall estimates and the introduced degree of spatial error dependence.
The calculated runoff percentiles are sensitive to the assumed spatial auto-correlation level of the radar error especially for the upper percentile (97.5%). Using a high error correlation value (0.95) resulted in much wider runoff uncertainty bounds than those obtained with low (0) or medium (0.6) correlations. Again, the runoff uncertainty bounds are more sensitive to error correlations during the rising limbs of the hydrographs, but much less sensitive during falling limbs where the percentile lines of the three spatial correlation levels are almost indistinguishable. It is also worth noting that the degree of sensitivity to the assumed level of error correlation is not always the same as it varies from one storm to another.
Finally, for most storms, runoff hydrographs obtained using the reference rainfall data lie within the 95% uncertainty range of the hydrograph ensembles for the three assumed values of the error spatial correlation. However, for some hours within the storms, the 95% uncertainty ranges enveloped the simulated reference hydrographs only when a certain level of error correlation is used. This indicates that the assumed correlation value affect the estimated width of the estimated runoff uncertainty bounds and whether they can explain the differences between radar-driven runoff predictions and those obtained using the reference rainfall input.
SUMMARY AND CONCLUDING REMARKS
In this paper we analysed errors of radar-rainfall estimates focusing on its two main components: systematic (bias) and random. We studied the characteristics of each error component and their implications for the accuracy of runoff predictions in a humid mid-size watershed. The results indicated that, despite being subject to operational bias-removal procedures, the analysed Stage III radar data still suffered from systematic deviations from the reference surface rainfall. Further adjustments of such deviations seem to provide the most significant improvement in runoff predictions in terms of runoff volumes and peaks. The overall radar bias showed significant variations both spatially (pixel-to-pixel) and temporally (storm-to-storm). However, given the limited size of the watershed, accounting for temporal (storm-to-storm) variability proved more important for runoff prediction purposes. Besides the overall bias, further improvements were obtained after correcting for the radar bias in a conditional way. Conditional accounting for the bias dependence on the radar estimates improved the overall unbiasedness of the radar estimates and reduced their random deviations from the reference surface rainfall. Subsequent improvements were evident in the hydrographs of several of the simulated storms. We note that the bias removal implemented here was at the scale of storm total accumulations. This "off-line" mode was adopted to understand the properties of the systematic component of the radar error (i.e. overall and conditional biases) and their relative contribution to the uncertainty in runoff predictions. Further analysis can be conducted to examine the effect of other elaborate real-time bias adjustment schemes on the accuracy of rainfall-runoff predictions.
Radar random errors were estimated empirically based on comparison to raingauge measurements in three pixels covering the watershed. A main limitation on the implementation of this approach is the requirement to have access to a dense raingauge network that can be used to approximate "true" surface rainfall. The analysis indicated that simple error models (e.g. normal distribution with constant variance) are not adequate to capture the statistical characteristics of the random component. Instead, an empirical model based on the lognormal distribution was fitted to approximate the multiplicative radar random error component. The fitted lognormal distribution has a standard deviation that decreases with the increase of the radar rainfall estimate. We also examined the temporal and spatial dependence of the radar error by calculating its auto-correlation coefficients at various temporal lags (one hour and above) and one spatial separating distance (4 km). One-hour lag temporal correlations were found to be non-negligible, but rather low. The 4-km lag spatial auto-correlation coefficients attained more significant levels for many of the analysed storms.
The effect of the error random component and its spatial correlation on the simulated runoff hydrographs was examined. Runoff uncertainty bounds caused by the modelled radar uncertainties were estimated and found to be quite wide especially during the rising periods of the hydrographs. These bounds were also sensitive to the assumed level of spatial correlation of the error. The sensitivity was most significant during the rising parts of the hydrographs and much less significant during the receding periods. In some of the simulated events, reference runoff simulations were enclosed within the runoff uncertainty bounds only when a certain error correlation level was used to model the radar error spatial dependence. This finding indicates the need for further research aiming towards better characterization of the dependence structure of radar errors and accounting for their effects in radar-based runoff modelling studies.
The analyses performed in this study were based on radar products developed by a specific algorithm (Stage III) and at certain scales (hourly and 4 km × 4 km). Similar analyses can be performed on other radar products focusing on their particular error characteristics. However, we expect that the general findings regarding the properties of the radar error and the observed sensitivity of hydrological predictions to be applicable to other radar data sets. Another issue is whether the current results can be generalized to watersheds characterized with runoff generation mechanisms and climatic conditions that are different from the Goodwin Creek study watershed. Further analysis is needed to address this question given the fact that rainfall uncertainties interact with the characteristics of the watershed as they propagate through the various modelled hydrological processes. We also note that this study was based on analysis of a relatively smallsize watershed (21.4 km 2 ) with low to moderate rainfall hourly intensities (less than 30 mm h -1 ). The specific results on radar error characteristics and the mechanism by which they propagate through runoff simulations are expected to vary across different watershed scales (i.e. from small to large-size watersheds) and rainfall characteristics (i.e. from low to high intensities). Extending this analysis to include more rainfall-runoff storms and other watershed sizes and locations is therefore recommended.
We finally note that it was not the intent of this study to provide a comprehensive answer to the challenging question on how radar rainfall errors impact hydrological modelling predictions (see further discussions in Krajewski & Smith, 2002; Carpenter & Georgakakos, 2004) . Instead, the present work attempted to provide insight into the complex spatio-temporal characteristics of the radar error at hydrologically-relevant scales and how they impact our interpretation of uncertainties in flow simulations. The reported results suggest that using over-simplified approaches for modelling the radar errors, or ignoring their dependency structure, could lead to unrealistic representation of hydrological model uncertainties. This is further complicated by the evident variability in the estimated radar error statistical characteristics (systematic and random errors and spatio-temporal dependency), either at the storm scale or for the whole sample. The source of such variability is possibly a combination of actual variations that reflect the complexity of these characteristics, and variations caused by sampling effects. This highlights the need for special observational setups that can provide accurate reference rainfall information at high resolutions. Such information is necessary for better characterization of the radar error characteristics especially at small temporal and spatial scales, which are becoming increasingly desired in recent hydrological modelling applications.
The complexity evident in the estimated runoff uncertainty bounds calls for more in-depth investigations on the propagation of radar errors into runoff prediction models. Currently, most studies have focused on analysis of the end predictable variable of these models (i.e. streamflow). We believe that tracking the errors through the different hydrological processes simulated by the model (e.g. infiltration, soil moisture variations, evapotranspiration losses, and surface and channel flow) might give better insight into the error propagation and how it interacts with the different modelling components. Current efforts are underway by the authors to implement this processbased error propagation analysis.
