In this paper, we obtain bounded criteria on certain weighted Morrey spaces for the commutators generalized by some sublinear integral operators and weighted Lipschitz functions. We also present bounded criteria for commutators generalized by such sublinear integral operators and weighted BMO function on the weighted Morrey spaces. As applications, our results yield the same bounded criteria for those commutators on the classical weighted Morrey spaces.
Introduction and preliminaries
Suppose that T is a linear or sublinear operator satisfying, for any f ∈ L 1 loc (R n ) with compact support and x ∈ suppf, |T f(x)| C R n |Ω(x − y)| |x − y| n |f(y)|dy, (1.1) where C is a constant independent of f and x. Condition (1.1) was first introduced by Soria and Weiss in [19] for the simple case Ω = 1. It is known that many important operators in harmonic analysis satisfy condition (1.1). These operators include the Calderón-Zygmund operator with homogeneous kernel, Carleson's maximal operator with rough kernel, C. Fefferman's singular multipliers, R. Fefferman's singular integrals, Ricci-Stein's oscillatory singular integrals, the Marcinkiewicz integral, and the Bochner-Riesz mean at the critical index, among many others.
On the other hand, in order to study the operators with fractional nature, we consider another kind of linear or sublinear operator T µ (0 < µ < n), which satisfies that, for any f ∈ L 1 loc (R n ),
where C is a constant independent of f and x. Similarly, condition (1.2) is satisfied by many interesting operators in harmonic analysis, such as fractional integrals with homogeneous kernels, fractional maximal functions and fractional oscillatory singular integrals, etc. The main purpose of the paper is to study the boundedness on the weighted Morrey space of some commutators of those operators T and T µ mentioned above. Thus, we first define, in the following, the generalized weighted Morrey space L α,λ p,q (Σ, ω 1 , ω 2 ), where 0 < q p < ∞ and ω 1 , ω 2 are weights. Definition 1.1. Let Σ be an open set of R n , 1 p < ∞, 1 < q < ∞, α ∈ (−∞, ∞) and λ ∈ (0, ∞). Suppose < ∞, we say L α,λ p,q (Σ, ω 1 , ω 2 ) the weighted general Morrey space. We make a few comments on the above definition. Firstly, when ω 1 = ω 2 = 1 (ω 1 (x)dx = ω 2 (x)dx is the Lebesgue measure), α = 0, p = q and 0 < λ < 1, then L α,λ p,q (Σ, ω 1 , ω 2 ) is the classical Morrey space L p,λ . If α = 0, p = q and λ = − , which is the weighted Morrey space M p q (ω 1 , ω 2 ) introduced by Nakamura and Sawano in [16] . Secondly, assuming that ω 1 = ω 2 = ω, then L α,λ p,q (Σ, ω 1 , ω 2 ) is the weighted Morrey space M p q (ω, ω) studied by Komori and Shirai in [9] . Thirdly, when ω 1 = 1 and ω 2 = ω then L α,λ p,q (Σ, ω 1 , ω 2 ) corresponds to the weighed Morrey space M p q (dx, ω) introduced by Samko in [17] . We denote L p,λ (ω 1 , ω 2 ) = {f : f L p,λ (ω 1 ,ω 2 ) < ∞}, as a weighted Morrey space. Following the monotonicity of p spaces, it is easy to show that, for p 1 p 2 ,
p 2 ,q (Σ, ω 1 , ω 2 ). As the reader sees in the above discussion, the Morrey spaces have already received extensive attentions by many authors, since they are important function spaces playing pivot roles in many mathematical fields. It is well-known that Morrey first introduced the classical Morrey space in [15] to study the local behavior of solutions for second order partial elliptic differential equations (so the space and its many extensions are named "Morrey spaces"). After that, this space and its extensions, including its various weighted settings, play significant roles in the study of regularities of solutions to partial differential equations and the theory of function spaces, see [3, 4] etc. Particularly, in [14] , Mizuhara introduced a type of Morrey spaces and discussed the boundedness of Calderón-Zygmund operators on these spaces; in [13] , Lu et al. established the boundedness on Morrey spaces for several sublinear operators with rough kernels, as well as for their commutators. Here, we only list a few of them among numerous papers in the literature. On the other hand, there are many research papers concerning the boundedness of the commutators generalized by a BMO function b and integral operators satisfying (1.1) or (1.2) on Morrey spaces. We refer the reader to [2, 8, 10, 18] and the references therein. Motivated by these observations, the aim of this paper is to study the boundedness on generalized weighted Morrey 
where the supremum is taken over all balls B ⊂ R n . Put Lip β,ω = Lip 1 β,ω . Obviously, for the case ω = 1, then the Lip β,ω space is the classical Lip β space.
Let ω ∈ A 1 (R n ). Garcia-Cuerva [5] proved that the norms b Lip 
where ω(B) = B ω(y)dy and the supremum is taken over all balls B ⊂ R n .
Let ω ∈ A 1 (R n ). Garcia-Cuerva [5] proved that the norms b BMO p (ω) are equivalent with respect to different values of p provided that 1 p ∞. Now we will state our main results. Theorem 1.4. Let C 0 1 be an absolute constant and T be a sublinear operator satisfying (1.1) for all functions f ∈ L 1 (R n ) with compact support and x ∈ C 0 suppf.
Let Ω be homogeneous of degree zero and Ω ∈ L r (S n−1 ) and
. If α, q 1 , q 2 and r satisfy one of the following conditions:
(ii) r > max{q 2 ,
As a corollary, when Ω ∈ L ∞ and α = 0, p 1 = q 1 , p 2 = q 2 , we obtain: Corollary 1.5. Let T be a sublinear operator and for all functions f ∈ L 1 (R n ) with compact support and x ∈ C 0 suppf,
where C 0 1, C > 0 are absolute constants. Suppose ω ∈ A 1 , β ∈ (0, 1), b ∈ Lip β,ω , 1 < q 1 , q 2 < ∞ and
The corollary is an extension of a result in [7] . In fact, Hu and Gu in [7] proved that the commutator
, so it extends the related result in [7] .
When b ∈ BMO(ω), a same argument as Theorem 1.4 yields the following. Theorem 1.6. Let C 0 1 be an absolute constant and T be a sublinear operator satisfying (1.1) for all functions f ∈ L 1 (R n ) with compact support and x ∈ C 0 suppf. Suppose ω ∈ A 1 , b ∈ BMO(ω), 1 < q < ∞ and 0 < λ < ∞. Let Ω be homogeneous of degree zero and Ω ∈ L r (S n−1 ) and
If α, q and r satisfy one of the following conditions:
(ii) r > max{q,
Similar to Corollary 1.5, when Ω ∈ L ∞ and α = 0, p = q, we have: Corollary 1.7. Let T be a sublinear operator and for all functions f ∈ L 1 (R n ) with compact support and x ∈ C 0 suppf,
The following theorems focus on the boundedness of the commutators generalized by some integral operators satisfying (1.2) and a weighted Lip β,ω function or weighted BMO function.
Following the same line to Corollary 1.5, we have: Corollary 1.9. Suppose ω ∈ A 1 , b ∈ Lip β,ω , 1 < q 1 < ∞, 0 < µ < n, and
Assume that T µ is a sublinear operator and for all function f ∈ L 1 (R n ) with compact support,
where C > 0 is a absolute constants. Suppose 0 < λ < min{
Again, Hu and Gu in [7] proved that the commutator [b,
Similarly to Theorem 1.8, we have:
If Ω ∈ L ∞ and α = 0, p 1 = q 1 , p 2 = q 2 , then we have: Corollary 1.11. Suppose ω ∈ A 1 , b ∈ BMO(ω), 1 < q 1 < ∞, 0 < µ < n and
We should remark that δ in the above theorems or corollaries is the constant in Lemma 2.3 (see the next section). Also, it is known that the commutators [b, T µ ] are dominated by the fractional integral operator if b is a Lipschitz function so its boundedness can be trivially deduced from known results of the fractional integral. In our case, b is a weighted Lipschitz function and the situation becomes quite different. The reader can check this fact from the definition of weighted Lipschitz function b. In other words, to prove Theorem 1.4 and Theorem 1.8, we are not able to use the original approach (for instance, the Stein-Fefferman Sharp maximal function) so we need to seek new methods. For this reason, our computations and estimates in proofs are complicated and possibly very technical. Remark 1.12. In our knowledge the bounded criteria on the commutators generalized by some sublinear operator and weighted Lipschitz function on Morrey spaces is first introduced. We would also like to remark that our results are new even in the classical weighted Morrey space. On the other hand, we do not need to establish the pointwise estimate for the sharp maximal function of those commutators. For example, the authors [11] obtained the boundedness of the commutator of strongly singular Calderón-Zygmund operator on Morrey spaces heavily depending on the pointwise estimates for sharp maximal function for such commutators. Comparing with un-weighted case, our computation and proof are more complex and more delicate.
This article is arranged as follows. In Section 2, we will give some preliminaries and some key lemmas. Section 3 presents the proof of Theorems 1.4 and 1.6. Theorems 1.8 and1.10 will be proved in Section 4.
Preliminary
In this section, we will provide some information on the A p weight and its related properties used in this article. The following Definition 2.1 is referred to [6] . Definition 2.1. Let 1 < p < ∞. We say ω ∈ A p if there exists a constant C such that
holds for B ⊂ R n . If there exists a constant C such that
The following lemma can be found in [12] .
The following Lemma 2.3 can be found in [1] .
Lemma 2.3. Let ω ∈ A 1 . Then for all measurable subsets E of ball B, there exist C 1 , C 2 > 0 and 0 < δ < 1 such that
In the following, we denote
Proof. Using Hölder's inequality and the fact that ω ∈ A q 1 , we obtain that
and
Proof. First, we prove part (i). When j > k + 2, it is easy to derive the fact E j ⊂ B j and E k ⊂ B k ⊂ B j . Hence Lemma 2.3 yields that
For (ii) of the lemma, when j < k − 2, we have
which completes the proof of the lemma.
Lemma 2.6. Let E j = B j \ B j−1 and ω ∈ A 1 . Then we have
.
The above estimates together with Definition 1.1 yield that
Weighted bounded criteria for the commutator of singular integral type operator
In this section, we will present the proof of Theorem 1.4. The proof of Theorem 1.6 is similar, so we skip it.
Note that if
So we need only to prove Theorem 1.4 for the case
We write χ j = χ E j for simplicity in the notation. Thus, we may write f as the form
Furthermore, we have that
Firstly, the
Choose s > max{q 2 , q 1 }. Then applying Hölder's inequality, (ii) of Lemma 2.2, the reverse Hölder inequality, the property of ω ∈ A q 1 and Lemma 2.4, we can obtain
Thanks to Hölder's inequality and the fact that ω ∈ A q 2 r , we have that
which, along with the estimate of U 1 , gives that
Now, from Lemma 2.6 and (ii) of Lemma 2.5, it follows that
, where we require either λ α < λ + min{
If r > max{q 1 ,
}, then we write
To estimate term U 1 , we use Hölder's inequality, (i) of Lemma 2.2 and the property of ω ∈ A q 1 r to obtain that
For U 2 , we choose s > q 1 r r−q 1
. Using Hölder's inequality, the reverse Hölder inequality and (i) of Lemma 2.2, we have that
This inequality together with the estimate of U 1 deduces that
Therefore, applying Lemma 2.6 and (ii) of Lemma 2.5, we obtain that
, where we require either λ α < min{
r + λ or α < λ. We finally estimate I 3 . When x ∈ E k , y ∈ E j , j k + 2, it is obvious to see that |x − y| ∼ |x − x 0 | ∼ 2 j d. If r > max{q 2 , (n−1)q 1 nδ }, we obtain, by Minkowski's inequality that
Choose s > max{ q 2 r r−q 2 , q 1 }. By the same line to estimate U 1 and U 2 , we get that
, which along with estimate of V 1 reads that
With the help of Lemma 2.6 and (i) of Lemma 2.5, we now obtain that
, where we need either α λ or λ
By the same methods used to estimate U 1 and U 2 , we obtain that
, and
These estimates tell that
From Lemma 2.6 and (i) of Lemma 2.5, it follows that
, where we demand either α λ or λ − min{
Weighted boundedness for the commutators of fractional type operator
In this section, we will prove Theorem 1.8. We skip the proof for Theorem 1.10, since it is the same.
So we need only to prove Theorem 1.8 for the case
Then we can write
. Now we bound I 1 . When x ∈ E k , y ∈ E j , j k − 2, then it is easy to check |x − y| ∼ |x − x 0 | ∼ 2 k d. If r > q 2 , then the Minkowski inequality implies
Choose s > max{ q 2 r r−q 2 , q 1 }. By Hölder's inequality, (ii) of Lemma 2.2, the reverse Hölder inequality and Lemma 2.4, we obtain that
Thanks to Hölder's inequality, reverse Hölder inequality and (ii) of Lemma 2.2 again, we have that
Combining the estimates of U 2 and U 1 , we now have that
The above inequalities together with Lemma 2.6 and (ii) of Lemma 2.5 yield
Choose s > max{q 2 ,
}. Invoking Hölder's inequality, (i) of Lemma 2.2, the property of ω ∈ A q 1 r and the reverse Hölder inequality, we have that
Using Hölder's inequality, the reverse Hölder inequality and (i) of Lemma 2.2 and the fact ω ∈ A ((1− µ n )q 2) , we obtain that
, which, together with the estimate of U 1 , concludes that
The combination of the above estimate with Lemma 2.6 and (ii) of Lemma 2.5 derives that
, where we require either λ α < λ
Finally, we estimate I 3 . When x ∈ E k , y ∈ E j and j k + 2, then |x
Choosing s > max{ q 2 r r−q 2 , q 1 } and by the same argument to bound U 1 and U 2 , we get that
and fχ E j L q 1 (R n ,ω) .
Therefore, we can get by Lemma 2.6 and (i) of Lemma 2.5 that By (iii) of Lemma 2.2 and applying the same method as used in U 1 and U 2 , we may prove that
|Ω(x − y)| q 1 ω(y) } fχ E j L q 1 (R n ,ω) .
Applying Lemma 2.6 and (i) of Lemma 2.5 now yields 
