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Abstract
The system of multi-gravitons has been considered before in the framework of functional
formalism. We consider here the system of multi-gravitons in the causal formalism of
quantum field theory. We derive in this formalism the fact that distinct gravitons cannot
interact. The proof is based on a careful analysis of the first two orders of the perturbation
theory.
1e-mail: grigore@theory.nipne.ro
1 Introduction
The general framework of perturbation theory consists in the construction of the chronological
products such that Bogoliubov axioms are verified [1], [4], [3]; for every set of Wick monomials
A1(x1), . . . , An(xn) acting in some Fock space H one associates the operator
T (A1(x1), . . . , An(xn))
which is a distribution-valued operators called chronological product.
The construction of the chronological products can be done recursively according to Epstein-
Glaser prescription [4], [10] (which reduces the induction procedure to a distribution splitting of
some distributions with causal support) or according to Stora prescription [11] (which reduces
the renormalization procedure to the process of extension of distributions). These products
are not uniquely defined but there are some natural limitation on the arbitrariness. If the
arbitrariness does not grow with n we have a renormalizable theory. A variant based on
retarded products is due to Steinmann [15].
Gravity is described by particles of helicity 2 (in the linear approximation). Theories of
higher spin are not renormalizable. However, one can save renormalizablility using ghost fields.
Such theories are defined in a Fock space H with indefinite metric, generated by physical and
un-physical fields (called ghost fields). One selects the physical states assuming the existence
of an operator Q called gauge charge which verifies Q2 = 0 and such that the physical Hilbert
space is by definition Hphys ≡ Ker(Q)/Im(Q). The space H is endowed with a grading (usually
called ghost number) and by construction the gauge charge is raising the ghost number of a
state. Moreover, the space of Wick monomials in H is also endowed with a grading which
follows by assigning a ghost number to every one of the free fields generating H. The graded
commutator dQ of the gauge charge with any operator A of fixed ghost number
dQA = [Q,A] (1.1)
is raising the ghost number by a unit. It means that dQ is a co-chain operator in the space
of Wick polynomials. From now on [·, ·] denotes the graded commutator. From Q2 = 0 one
derives
(dQ)
2 = 0. (1.2)
A gauge theory assumes also that there exists a Wick polynomial of null ghost number T (x)
called the interaction Lagrangian such that
dQT = [Q, T ] = i∂µT
µ (1.3)
for some other Wick polynomials T µ. This relation means that the expression T leaves invariant
the physical states, at least in the adiabatic limit. Indeed, if this is true we have:
T (f) Hphys ⊂ Hphys (1.4)
up to terms which can be made as small as desired (making the test function f flatter and
flatter). We call this argument the formal adiabatic limit. It is an euristic way to justify from
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the physical point of view relation (1.3). Otherwise, we simply have to postulate it. The
preceding relation can be extended if we assume a polynomial Poincare´ lemma as follows. One
applies dQ to (1.3) and obtains
∂µdQT
µ = 0
so we expect that we have
dQT
µ = i∂νT
µν (1.5)
and so on. It turns out that there are obstructions to such a polynomial Poincare´ lemma if we
work with on-shell fields, so we must prove directly such type of identity.
One defines now the chronological products T (A1(x1), . . . , An(xn)) with A1, . . . , An of the
type T, T µ, T µν , etc. and formulates a proper generalization of (1.3). Such identity express,
as (1.4), the fact that the scattering matrix leaves invariant the subspace of physical states,
at least in some adiabatic limit sense. The analysis of these identities can be done by direct
computations in lower orders of the perturbation theory, but a general proof in arbitrary orders
is still an open problem in the general case, due to the quantum anomalies which do appear in
the inductive procedure.
Our approach is purely quantum: we do not need a classical field theory to quantize.
However, we mention that there is a variant of the perturbative quantum field theory where
one keeps a closer connection with clasical theory. In this approach one can treat quantum
fields on manifolds; see for instance [5] and the recent review [12].
We will consider a system of R ≥ 1 distinct gravitions and prove that second order gauge
invariance gives the following result: there is no interaction between distinct gravitons. Such
a result was proved for the first time in the framework of the functional formalism in [2]. We
provide here the proof in the causal formalism.
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2 Quantum Gravity
The Fock space is generated by the fields hµν , uρ, u˜σ of null mass i.e. we have the equations of
motion:
 hµν = 0  uρ = 0 u˜σ = 0 (2.1)
and we also assume the symmetry property
hµν = hνµ (2.2)
and self-adjointness:
(hµν)† = hµν , (uρ)† = uρ, (u˜σ)† = −u˜σ. (2.3)
We denote
h ≡ ηµνh
µν . (2.4)
The non-trivial 2-point functions are:
< Ω, hµν(x1)h
ρσ(x2)Ω >= −
i
2
(ηµρ ηνσ + ηνρ ηµσ − ηµν ηρσ) D
(+)
0 (x1 − x2),
< Ω, uµ(x1)u˜
ν(x2)Ω >= i η
µν D
(+)
0 (x1 − x2)
< Ω, u˜µ(x1)u
ν(x2)Ω >= −i η
µν D
(+)
0 (x1 − x2) (2.5)
with D0(x1 − x2) the Pauli-Jordan distribution and D
(±)
0 (x1 − x2) the positive (and negative)
frequency parts. It follows immediately:
< Ω, hµν(x1)h(x2)Ω >=< Ω, h(x1)h
µν(x2)Ω >= i η
µν D
(+)
0 (x1 − x2)
< Ω, h(x1)h(x2)Ω >= 4iD
(+)
0 (x1 − x2) (2.6)
and the cannonical (anti)commutation relations are:
[hµν(x1), h
ρσ(x2)] = −
i
2
(ηµρ ηνσ + ηνρ ηµσ − ηµν ηρσ) D0(x1 − x2),
{uµ(x1), u˜
ν(x2)} = i η
µν D0(x1 − x2) (2.7)
We define the gauge charge according to
[Q, hµν ] = −
i
2
(∂µuν + ∂νuµ − ηµν∂ρu
ρ), {Q, uµ} = 0, {Q, u˜µ} = i ∂νh
µν , (2.8)
so
[Q, h] = i ∂µu
µ, [Q, ∂νhµν ] = 0 (2.9)
and we can prove that the factor space Ker(Q)/Im(Q) describes the many-body theory of
gravitions i.e. it is isomorphic to the Fock space F(H [0,2]) associated to the Hilbert space H [0,2]
of a particle of null mass and helicity 2.
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We now describe the off-shell version of this construction [6], [7]. We consider the Grassmann
algebra generated by the variables hµν , uµ, u˜µ with hµν of even parity and uµ, u˜µ of odd parity.
Next we consider the associated jet extension of order r
hµν;λ1...λp , uµ;λ1...λp , u˜µ;λ1...λp, p = 1, . . . , r.
There is no mass constrain in this algebra. Now we define the formal derivative dλ according
to
dλ0hµν;λ1...λp ≡ hµν;λ0...λp, (2.10)
etc, and define the gauge charge Q by the same formula as above but with ∂µ → dµ.
The operator dQ does not square to zero anymore. Nevertheless we define
δT I ≡ dµT
Iµ (2.11)
with dµ the formal derivative and then
s ≡ dQ − i δ. (2.12)
If we want to consider more than one specie of gravition, we only have to add a new index
A = 1, . . . , R to the basic fields i.e. the Fock space is generated by the fields hµνA , u
ρ
A, u˜
σ
A, A =
1, . . . , R. In the expressions for the 2-point functions, the cannonical (anti)commutators, etc. a
factor δAB appears in the right-hand side i.e.
< Ω, hµνA (x1)h
ρσ
B (x2)Ω >= −
i
2
δAB(η
µρ ηνσ + ηνρ ηµσ − ηµν ηρσ) D
(+)
0 (x1 − x2),
< Ω, uµA(x1)u˜
ν
B(x2)Ω >= i η
µν δABD
(+)
0 (x1 − x2)
< Ω, u˜µA(x1)u
ν
B(x2)Ω >= −i η
µν δABD
(+)
0 (x1 − x2) (2.13)
etc.
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3 Perturbation Theory
We provide the necessary elements of (second order) of perturbation theory. Formally, we want
to compute the scattering matrix
S(g) ≡ I + i
∫
dxg(x)T (x) +
i2
2
∫
dx dy g(x) g(y) T (x, y) + · · · (3.1)
where g is some test function. The expressions T (x, y) are called (second order) chronological
products because they must verify the causality property:
T (x, y) = T (x)T (y) (3.2)
for x ≻ y i.e. (x− y)2 ≥ 0, x0 − y0 ≥ 0; in other words the point x succeeds causally the point
y. This is a relativistic generalization of the property
U(t, s) = U(t, r)U(r, s), t > r > s (3.3)
of the time evolution operator from non-relativistic quantum mechanics.
We go to the second order of perturbation theory using the causal commutator
DA,B(x, y) ≡ D(A(x), B(y)) = [A(x), B(y)] (3.4)
where A(x), B(y) are arbitrary Wick monomials. These type of distributions are translation
invariant i.e. they depend only on x− y and the support is inside the light cones:
supp(D) ⊂ V + ∪ V −. (3.5)
A theorem from distribution theory guarantees that one can causally split this distribution:
D(A(x), B(y)) = A(A(x), B(y))− R(A(x), B(y)). (3.6)
where:
supp(A) ⊂ V + supp(R) ⊂ V −. (3.7)
The expressions A(A(x), B(y)), R(A(x), B(y)) are called advanced resp. retarded products.
They are not uniquely defined: one can modify them with quasi-local terms i.e. terms propor-
tional with δ(x− y) and derivatives of it.
There are some limitations on these redefinitions coming from Lorentz invariance and power
counting: this means that we should not make the various distributions appearing in the ad-
vanced and retarded products too singular.
Then we define the chronological product by:
T (A(x), B(y)) = A(A(x), B(y)) +B(y)A(x) = R(A(x), B(y)) + A(x)B(y). (3.8)
The expression T (x, y) corresponds to the choice
T (x, y) ≡ T (T (x), T (x)). (3.9)
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The “naive” definition
T (A(x), B(y)) = θ(x0 − y0)A(x)B(y) + θ(y0 − x0)B(y)A(x) (3.10)
involves an illegal operation, namely the multiplication of distributions. This appears in some
loop contributions (the famous ultraviolet divergences).
We will need in the following the causal commutator
DIJ(x, y) ≡ D(T I(x), T J(y)) = [T I(x), T J(y)] (3.11)
where [·, ·] is always the graded commutator.
The chronological products T (A(x), B(y)) must satisfy some axioms (Bogoliubov):
• The “initial condition”:
T (A(x)) = A(x). (3.12)
• Skew-symmetry in all arguments:
T (A(x), B(y)) = (−1)f(A)f(B)T (B(y), A(x)) (3.13)
where f(A) is the Fermi number of the Wick monomial A.
• Poincare´ invariance: we have a natural action of the Poincare´ group in the space of
Wick monomials and we impose that for all g ∈ inSL(2,C) we have:
UgT (A(x), B(y))U
−1
g = T (g · A(x), g · B(y)) (3.14)
where in the right hand side we have the natural action of the Poincare´ group on Wick
monomials.
• Causality: if x− y is in the upper causal cone then we denote this relation by x  y. In
this case we have the factorization property:
T (A(x), B(y)) = A(x)B(y) (3.15)
• Unitarity: We define the anti-chronological products is an ordered subset, we define
T¯ (A(x), B(y)) ≡ A(x)B(y) + (−1)f(A)f(B)B(y)A(x)− T (A(x), B(y)) (3.16)
Then the unitarity axiom is:
T¯ = T †. (3.17)
• Power counting: We can also include in the induction hypothesis a limitation on the
order of singularity of the vacuum averages of the chronological products associated to
arbitrary Wick monomials; explicitly:
ω(< Ω, T (A(x), B(y))Ω >) ≤ ω(A) + ω(B)− 4 (3.18)
where by ω(d) we mean the order of singularity of the (numerical) distribution d and by
ω(A) we mean the canonical dimension of the Wick monomial W .
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• Wick expansion property: we refer to the literature for the formulation.
The axioms can be extended to arbitrary chronological products T (A1(x1), . . . , An(xn). Now
we can construct the chronological products T (T I1(x1), . . . , T
In(xn)) according to the recursive
procedure.
We say that the theory is gauge invariant in all orders of the perturbation theory if the
following set of identities:
dQT (T
I1(x1), . . . , T
In(xn)) = i
n∑
l=1
(−1)sl
∂
∂xµl
T (T I1(x1), . . . , T
Ilµ(xl), . . . , T
In(xn)) (3.19)
are true for all n ∈ N and all I1, . . . , In. Here we have defined
sl ≡
l−1∑
j=1
f(T Ij) =
l−1∑
j=1
|Ij|. (3.20)
In particular, the case I1 = . . . = In = ∅ it is sufficient for the gauge invariance of the scattering
matrix, at least in the adiabatic limit: we have the same argument as for relation (1.4).
To describe this property in a cohomological framework, we consider that the chronological
products are the cochains and we define for the operator δ by
δT (T I1(x1), . . . , T
In(xn)) = i
n∑
l=1
(−1)sl
∂
∂xµl
T (T I1(x1), . . . , T
Ilµ(xl), . . . , T
In(xn)). (3.21)
It is easy to prove that we have:
δ2 = 0 (3.22)
and
[dQ, δ] = 0. (3.23)
Next we define
s ≡ dQ − iδ (3.24)
such that relation (3.19) can be rewritten as
sT (T I1(x1), . . . , T
In(xn)) = 0. (3.25)
We note that if we define
s¯ ≡ dQ + iδ (3.26)
we have
ss¯ = 0, s¯s = 0 (3.27)
so expressions verifying the relation sC = 0 can be called cocycles and expressions of the type
s¯B are the coboundaries. One can build the corresponding cohomology space in the standard
way.
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If we have (3.25) for n = 1, 2, . . . , p− 1 then the relation (3.25) for n = p can be broken by
anomalies i.e.we have:
sT (T I1(x1), . . . , T
Ip(xp)) = A
I1,...,Ip(x1, . . . , xp) (3.28)
where AI1,...,Ip is a quasi-local expression, having support in
Dp = {x1 = x2 = . . . = xp}. (3.29)
The gauge theory is physically meaningful if one can remove the anomalies by a redefinition
of the chronological products.
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4 First-Order
Proposition 4.1 Suppose that T is a Wick polynomial in the (quantum) fields hµνA , u
ρ
A, u˜
σ
A
(A = 1, . . . , R.) which is: (a) Poincare´ invariant; (b) of canonical dimension ω(T ) ≤ 5; (c)
trilinear in the fields; (d) self-adjoint; (e) gauge invariant in the sense (1.3). Then one can
take
T = tABC (hµνA ∂µhB∂νhC − 2h
µν
A ∂µhBρσ∂νh
ρσ
C − 4hAµν∂ρh
µσ
B ∂σh
νρ
C
+4∂µh
µν
A u
ρ
B∂ρu˜Cν − 4h
µν
A ∂µu
ρ
B∂ν u˜Cρ) (4.1)
up to a coboundary. Here tABC , A, B, C = 1, . . . , R are some real constants with complete
symmetry in the indexes.
Proof: It follows easily that we can have terms with ω = 3, 5.
(i) In the case ω = 3 we can have the following terms:
T1 = t
ABC
1 h
µν
A hBνρh
ρ
Cµ,
T2 = t
ABC
2 h
µν
A hBµνhC ,
T3 = t
ABC
3 hAhBhC ,
T4 = t
ABC
4 h
µν
A uBµu˜Cν
T5 = t
ABC
5 hAuBµu˜
µ
C (4.2)
where
tABCj = A↔ B = B ↔ C, j = 1, 3.
tABC2 = A↔ B. (4.3)
By simple “partial integration” we can write
dQT = i∂µX
µ + iuµAY
A
µ + iZ (4.4)
with easily computable expresions Y ∼ hh, Z ∼ uuu˜. The equation (1.3) becomes
uµAY
A
µ + Z = ∂µT˜
µ, T˜ µ ≡ T µ −Xµ. (4.5)
The generic form for T˜ µ is:
T˜ µ = uAνT
µν
A + S
µ (4.6)
with T µνA ∼ hh, S
µ ∼ uuu˜.
If we introduce in (4.5) then we easily obtain T µνA = 0 and from here Y
A
µ = 0. If we write
explicitly this equation then it immediately follows that tj = 0, j = 1, . . . , 5 so there is no
solution with canonical dimension 3.
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(ii) For ω = 5 we have terms of the type hhh and huu˜ with two derivatives distributed on
the three factors. We can simplify the list using the following observations (see [8]).
- We can consider for the first type only terms of the form h∂h∂h because we can eliminate
the terms of the form hh∂∂h subtracting a total derivative. In the same way we can consider
only terms of the type u∂u˜∂h, u∂∂u˜h, uu˜∂∂h.
- We can use the identity:
fj = 0, j = 1, 2, 3 =⇒ (∂
µf1)(∂µf2)f3 =
1
2
∂µ
[
(∂µf1)f2f3 + f1(∂
µf2)f3 − f1f2(∂
µf3)
]
(4.7)
to eliminate some terms.
- We can list all possible expressions of the type dQL with ω(L) = 4 and gh(L) = −1 to
eliminate another set of terms. We are left with the following list:
T1 = t
ABC
1 h
µν
A ∂µhBρσ∂νh
ρσ
C T2 = t
ABC
2 hAµν∂ρh
µσ
B ∂σh
νρ
C
T3 = t
ABC
3 hA∂
µhρσB ∂ρhCµσ T4 = t
ABC
4 h
µν
A ∂
ρhB∂µhCνρ
T5 = t
ABC
5 h
µν
A ∂µhB∂νhC T6 = t
ABC
6 u
µ
A∂
νhBµν∂ρu˜
ρ
C
T7 = t
ABC
7 u
µ
A∂ρh
νρ
B ∂ν u˜Cµ T8 = t
ABC
8 u
µ
A∂ρh
νρ
B ∂µu˜Cν
T9 = t
ABC
9 u
µ
A∂ρhBµσ∂
σu˜ρC T10 = t
ABC
10 u
µ
A∂µhBρσ∂
ρu˜σC
T11 = t
ABC
11 u
µ
AhBµν∂
ν∂ρu˜
ρ
C T12 = t
ABC
12 u
µ
Ah
ρσ
B ∂µ∂ρu˜Cσ
T13 = t
ABC
13 u
µ
Ah
ρσ
B ∂ρ∂σu˜Cµ T14 = t
ABC
14 u
µ
A∂µhB∂ν u˜
ν
C
T15 = t
ABC
15 u
µ
A∂νhB∂µu˜
ν
C T16 = t
ABC
16 u
µ
AhB∂µ∂ν u˜
ν
C
T17 = t
ABC
17 u
µ
A∂µ∂νhBu˜
ν
C (4.8)
tABCj = B ↔ C, j = 1, 2, 3, 5. (4.9)
We can proceed as above and obtain (4.4) and (4.5), but now the generic form of T˜ µ is more
complicated:
T˜ µ = uAν T
µν
A + (∂ρuAν) T
µνρ
A + (∂ρ∂σuAν) T
µνρσ
A + S
µ (4.10)
where T µνA , T
µνρ
A , T
µνρσ
A are bilinear in h and S
µ ∼ uuu˜. Moreover we can assume that T µνρσA =
ρ↔ σ. By direct computations we get from (4.5)
Y νA = ∂µT
µν
A
T ρνA = −∂µT
µνρ
A
∂ρ∂σuAν (T
σνρ
A + ∂µT
µνρσ
A ) = 0
∂µ∂ρ∂σuAν T
µνρσ
A = 0. (4.11)
From the first two equations we obtain
Y µA = −∂ρ∂σT
ρµσ
A (4.12)
so we can suppose that T ρµσA = ρ↔ σ. We write
T ρµσA = t
ρµσ + ηρσ tµA
T µνρσA = t
µνρσ
A + η
ρσ tµνA (4.13)
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where the expressions tρµσ, tµνρσA do not contain terms with the factor η
ρσ and we have the
symmetry properties tρµσ = ρ↔ σ, tµνρσA = ρ↔ σ. From (4.12) we obtain
Y µA = −∂ρ∂σt
ρµσ
A −t
µ
A (4.14)
and from the third equation of the system (4.11) it follows
tρνσA = −∂µt
µνρσ
A (4.15)
so the previous relation becomes:
Y µA = ∂ν∂ρ∂σt
νµρσ
A −t
µ
A. (4.16)
But the last relation of the system (4.11) shows that the first term in the right hand side is
null, so we have:
Y µA = −t
µ
A. (4.17)
Because tµA is bilinear in h the expression t
µ
A will be a sum of terms of the type ∂µf∂
µg. So we
have to determine the expression Y µA by direct computation: we compute the expressions dQTj
and by “partial integration” put them in the standard form from (4.4). Then we must consider
only the terms which are not of the form ∂µf∂
µg, group them and put the result to zero.
The solution of the system is the following:
tABC1 = −2 t
ABC , tABC2 = −4 t
ABC , tABC5 = t
ABC ,
tABC7 = 4 t
ABC tABC8 = 4 t
ABC tABC13 = 4 t
ABC (4.18)
with tABC having the property of complete symmetry. We can rewrite T7 + T13 as the fourth
term from the expresion T from the statement plus a total derivative which we can eliminate.

The expresion T cannot be easily compared to the classical expresion derived from Hilbert-
Einstein Lagrangian. As remarked in [8] we can add two terms of the type (4.7); also we can
rewrite the ghost contribution, all amounting to the elimination of a total derivative. In this
case we get the expresion from [9]:
Proposition 4.2
T = tABC (hµνA ∂µhB∂νhC − 2h
µν
A ∂µhBρσ∂νh
ρσ
C − 4hAµν∂ρh
µσ
B ∂σh
νρ
C
−2hµνA ∂ρhBµν∂
ρhC + 4h
µν
A ∂σhBµρ∂
σhρCν
−4hµνA ∂µu
ρ
B∂ρu˜Cν + 4∂
ρhµνA uBρ∂µu˜Cν + 4h
µν
A ∂ρu
ρ
B∂µu˜Cν − 4h
µν
A ∂µu
ρ
B∂ν u˜Cρ). (4.19)
T µ = tABC [uνA(2∂
µhρσB ∂νhCρσ − 4∂νhBρσ∂
ρhµσC − ∂
µhB∂νhC)
+uµA
(
1
2
∂νhB∂
νhC − ∂νhBρσ∂
νhρσC + 2∂ρhBνσ∂
σhνρC
)
+∂ρuAν(4h
ρσ
B ∂σh
µν
C − 4h
ρσ
B ∂
µhνCσ + 2h
νρ
B ∂
µhC + 4h
ρσ
B ∂
νhµCσ)
+∂νu
ν
A(2hBρσ∂
µhρσC − hB∂
µhC − 4∂
ρhµσB hCρσ)
+2uνA(∂νuBρ∂
µu˜ρC − ∂
ρuµB∂ν u˜Cρ − ∂ν∂ρu
ρ
Bu˜
µ
C)
+2uµA(∂νuBρ∂
ρu˜νC + ∂ν∂
ρuµBu˜
ν
C)
−2∂νu
ν
A∂
ρuµBu˜Cρ]. (4.20)
11
T µν = 2 tABC {[(−uρA∂ρuBσ∂
νhµσC − u
ρ
A∂σu
µ
B∂ρh
νσ
C + u
µ
A∂ρuBσ∂
σhνρC
−∂ρu
ρ
A∂σu
µ
Bh
νσ
C )− (µ↔ ν)]} − 4∂
ρuµA∂
σuνBhCρσ (4.21)
T µνρ = tABC [uAλ(∂
µuνB∂
λuρC + ∂
νuρB∂
λuµC + ∂
ρuµB∂
λuνC)
−∂νuλA∂λu
µ
Bu
ρ
C − ∂
ρuλA∂λu
ν
Bu
µ
C − ∂
µuλA∂λu
ρ
Bu
ν
C)− (µ↔ ν)] (4.22)
In the off-shell formalism [6] we have the following expressions for
SI ≡ sT I = dQT
I − i∂µT
Iµ. (4.23)
S = itABC(−2uµA dµhBαβ h
αβ
C − 2dµu
µ
A hBαβ h
αβ
C + u
µ
A dµhB hC + dµu
µ
A hB hC
−2dαuAβ h
αβ
B hC + 4d
ρuAµ hBνρ h
µν
C − 2u
µ
A dµuBν u˜
ν
C (4.24)
Sµ ≡ 2i uρA dρuBν h
µν
C (4.25)
S [µν] = i (uρA dρu
ν
Bu
µ
C −u
µ
A∂ρu
ν
B u
ρ
C)− (µ↔ ν) (4.26)
Here  is the formal d’Alembert operator build from formal derivatives:
 ≡ dµd
µ. (4.27)
12
5 Second Order
We compute the gauge variation in the off-shell formalism. This means that we compute off-
shell the expresion sT (T (x), T (y)). The result is:
sT (T (x), T (y)) = DF (x− y)[A(x, y) + (x↔ y)] + ∂µD
F (x− y)[Aµ(x, y)− (x↔ y)] (5.1)
where
A = Ah + Agh, A
µ = Aµh + A
µ
gh (5.2)
The explicit expressions are:
Ah(x, y) = 2 t
ABCD [(uλA∂λh
µν
B )(x) (−∂µhC∂νhD + 2∂µhCρσ∂νh
ρσ
D + 4∂
ρhCµσ∂
σhDνρ
+2∂ρhCµν∂
ρhD − 4∂ρhCµσ∂
ρhσDν)(y)
+2(∂ρu
λ
A∂λh
µν
B )(x) (∂λhC∂σhD − 2∂λhCµν∂σh
µν
D − 4∂
νhCµλ∂
µhDνσ
−2∂µhCσλ∂
µhD + 4∂
µhνCλ∂µhDνσ)(y)
+(∂λu
λ
Ah
µν
B )(x) (−∂µhC∂νhD + 2∂µhCρσ∂νh
ρσ
D + 4∂
σhCµρ∂
ρhDνσ
+2∂ρhCµν∂
ρhD − 4∂ρhCµσ∂
ρhσDν)(y)] (5.3)
Aµh(x, y) = 4 t
ABCD [(uλA∂λhB)(x) (h
µν
C ∂νhD − hCρσ∂
µhρσD )(y)
+(uλA∂λhBρσ)(x) (−2h
µν
C ∂νh
ρσ
D − 4h
ρ
Cν∂
σhµνD − h
ρσ
C ∂
µhD + 4h
σ
Cν∂
µhνρD )(y)
+2(∂ρu
λ
Ah
ρσ
B )(x) (2h
µν
C ∂νhDλσ + 2hCνλ∂σh
µν
D + 2hCνσ∂λh
µν
D
+hCνσ∂
µhD − 2h
ν
Cσ∂
µhDνλ − 2h
ν
Cλ∂µhDνσ)(y)
+2(∂ρuAσh
ρσ
B )(x) (−h
µν
C ∂νhD + hCνλ∂
µhνλD )(y)
+(∂λu
λ
AhB)(x) (h
µν
C ∂νhD − hCνλ∂
µhνλD )(y)
+(∂λu
λ
Ah
ρσ
B )(x) (−2h
µν
C ∂νhDρσ − 4hCνσ∂ρh
µν
D − hCρσ∂
µhD + 4hCνρ∂
µhνDσ)(y)] (5.4)
Agh(x, y) = 8 t
ABCD [(uµA∂µhBρσ)(x) (∂
ρuλC∂λu˜
σ
D − ∂λu
λ
C∂
ρu˜σD + ∂
ρuλC∂
σu˜Dλ)(y)
+(∂ρu
ν
Ah
ρσ
B )(x) (−∂σuCλ∂
λu˜Dν − ∂νuCλ∂
λu˜Dσ + ∂λu
λ
C∂ν u˜Dσ
+∂λu
λ
C∂σu˜Dλ − ∂σuCλ∂ν u˜
λ
D + ∂νuCλ∂σu˜Dλ)(y)
−(∂νu
ν
AhBρσ)(x) (∂
ρuλC∂λu˜
σ
D − ∂λu
λ
C∂
ρu˜σD + ∂
ρuCλ∂
σu˜λD)(y)
+
1
2
(∂νu
ν
AhB)(x) (∂ρu
ρ
C∂σu˜
σ
D(y)
−(uµA∂µuBν)(x)(∂ρuCσ∂
νhρσD (y)] (5.5)
Aµgh(x, y) = 8 t
ABCD [(uνA∂νhBρσ)(x) (u
µ
C∂
ρu˜σD(y)
−(∂ρuAνh
ρσ
B )(x) (u
µ
C∂
ν u˜Dσ + u
µ
C∂σu˜
ν
D)(y)
+(∂νu
ν
AhBρσ)(x) (u
µ
C∂
ρu˜σD)(y)
−(uAσ∂
σuρB)(x) (h
µν
C ∂ρu˜Dν + h
µν
C ∂ν u˜Dρ)(y)
+(uνA∂νu
µ
B)(x) (∂ρuCσh
ρσ
D (y)] (5.6)
tABCD ≡ tABEtCDE (5.7)
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The next step is to make an off-shell renormalization i.e. to consider the expressions:
TR(T µ(x), T (y)) ≡ T (T µ(x), T (y))− iDF (x− y)Aµ(y, x)
TR(T (x), T µ(y)) ≡ TR(T µ(y), T (x))
TR(T (x), T (y)) ≡ T (T µ(x), T (y)). (5.8)
For these new expresions we have:
sTR(T (x), T (y)) = DF (x− y)[A(x, y) + (x↔ y)] (5.9)
where
A = Ah +Agh. (5.10)
The explicit expressions are:
Ah(x, y) = 2 t
ABCD [2(uλA∂λhB)(x) (∂µh
µν
C ∂νhD + h
µν
C ∂µ∂νhD − ∂µhCρσ∂
µhρσD )(y)
+(uλA∂λh
µν
B )(x) (−4∂ρh
ρσ
C ∂σhDµν − 4h
ρσ
C ∂ρ∂σhDµν − 8∂ρhCµσ∂νh
ρσ
D − 8hCµσ∂ν∂ρh
ρσ
D
−∂µhC∂νhD + 2∂µhCρσ∂νh
ρσ
D + 4∂
ρhCµσ∂
σhDνρ + 4∂ρh
σ
Cµ∂
ρhDνσ)(y)
+2(∂ρu
λ
Ah
ρσ
B )(x) (4∂µh
µν
C ∂νhDλσ + 4h
µν
C ∂µ∂νhDλσ + 4∂µhCνλ∂σh
µν
D + 4hCνλ∂µ∂σh
µν
D
+4∂µhCνσ∂λh
µν
D + 4hCνσ∂µ∂λh
µν
D − 4∂µh
ν
Cλ∂
µhDνσ + ∂λhC∂σhD
−2∂λhCµν∂σh
µν
D − 4∂
νhCλµ∂
µhDνσ)(y)
+4(∂ρuAσh
ρσ
B )(x) (−∂µh
µν
C ∂νhD − h
µν
C ∂µ∂νhD + ∂µhCνλ∂µh
λν
D )(y)
+2(∂λu
λ
AhB)(x) (∂µh
µν
C ∂νhD + h
µν
C ∂µ∂νhD − ∂µhCρσ∂
µhρσD )(y)
+(∂λu
λ
Ah
µν
B )(x) (−∂µhC∂νhD + 2∂µhCρσ∂νh
ρσ
D + 4∂
σhCµρ∂
ρhDνσ + 4∂ρhCµσ∂
ρhσDν
−4∂ρhCµν∂σh
ρσ
D − 4h
ρσ
C ∂ρ∂σhDµν − 4∂ρhCνσ∂µh
ρσ
D − 8hCνσ∂µ∂ρh
ρσ
D )(y)] (5.11)
Agh(x, y) = 8 t
ABCD [(uµA∂µhBρσ)(x) (∂ρu
λ
C∂λu˜
σ
D + ∂
ρuλC∂
σu˜Dλ + u
ν
C∂ν∂
ρu˜σD)(y)
−(∂ρu
ν
Ah
ρσ
B )(x) (∂σuCλ∂
λu˜νD + ∂νuCλ∂
λu˜Dσ + ∂σuCλ∂ν u˜
λ
D
+∂νuCλ∂σu˜Dλ + u
µ
C∂µ∂ν u˜Dν + u
µ
C∂µ∂σu˜Dν)(y)
+(∂νu
ν
AhBρσ)(x) (∂
ρuλC∂λu˜
σ
D + ∂
ρuλC∂
σu˜Dλ + u
µ
C∂µ∂
ρu˜σD)(y)
+
1
2
(∂νu
ν
AhB)(x) (∂ρu
ρ
C∂σu˜
σ
D(y)
−(uAσ∂
σuρB)(x)(∂µh
µν
C ∂ρu˜Dν + ∂µh
µν
C ∂ν u˜Dρ + h
µν
A ∂µ∂ν u˜Dρ)(y)] (5.12)
In the on-shell limit we have
DF (x− y)→ δ(x− y) (5.13)
so the formula (5.9) becomes
sTR(T (x), T (y)) = δ(x− y)A(x) (5.14)
where
A(x) ≡ 2A(x, x). (5.15)
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Then remaining anomaly A can be eliminated iff it can be written under the form
A = s¯N = dQN + i∂µN
µ (5.16)
i.e. it is a coboundary. We consider only the first contribution and note that it has the structure:
Ah = u
µ
AH
A
µ + ∂
νuµAH
A
µν (5.17)
where HAµ and H
A
µν are expressions tri-linear in h
αβ
B . From (5.16) it follows that the terms of
the first kind (i.e. without derivatives on uµA) can appear only from N
µ more precisely we must
have:
Nµ = uAνt
µν
A + · · · (5.18)
where tµνA are expressions tri-linear in h
αβ
B .
Then it easily follows that we must have:
HAµν = ∂
νtAνµ. (5.19)
It is sufficient to consider the terms with two factors hB and one factor h
αβ
B from H
A
µν and
write the generic anszatz for the corresponding sector of tµνA :
t
A(1)
αλ = t
ABCD
1 hBαλ∂
βhC∂βhD t
A(2)
αλ = t
ABCD
2 hBαβ∂λhC∂
βhD
t
A(3)
αλ = t
ABCD
3 hBλβ∂αhC∂
βhD t
A(4)
αλ = t
ABCD
4 ηαλh
βγ
B ∂αhC∂γhD
t
A(5)
αλ = t
ABCD
5 ∂αhBλβhC∂
βhD t
A(6)
αλ = t
ABCD
6 ∂λhBαβhC∂
βhD
t
A(7)
αλ = t
ABCD
7 ∂βhBαλhC∂
βhD t
A(8)
αλ = t
ABCD
8 ∂
βhBαβhC∂λhD
t
A(9)
αλ = t
ABCD
9 ∂
βhBλβhC∂αhD t
A(10)
αλ = t
ABCD
10 ηαλ∂
γhBβγhC∂
βhD
t
A(11)
αλ = t
ABCD
11 hBαβhC∂λ∂
βhD t
A(12)
αλ = t
ABCD
12 hBλβhC∂α∂
βhD
t
A(13)
αλ = t
ABCD
13 ηαλhBβγhC∂
β∂γhD t
A(14)
αλ = t
ABCD
14 ∂α∂
βhBλβhChD
t
A(15)
αλ = t
ABCD
15 ∂λ∂
βhBαβhChD t
A(16)
αλ = t
ABCD
16 ηαλ∂β∂γh
βγ
B hChD (5.20)
where
tABCDj = C ↔ D, j = 1, 4, 14, 15, 16. (5.21)
We insert everything in the relation (5.19) and obtain a linear system. An easy consequence
of this system is
tABCD = A↔ C. (5.22)
Now the proof goes as in [2]: we define the R× R matrices
(TA)BC ≡ t
ABC (5.23)
and the previous relation can be written as:
TATB = TBTA (5.24)
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Because the matrices TA are real, symmetric and commute they can be diagonalized simulta-
neously i.e in a convenient base we have:
tABC = λABδBC . (5.25)
From here it follows that only the expressions tAAA can be non-zero. It means that there are no
cross terms of interactions between two distinct gravitons. This is our main result. The case
of massive gravitions [8] leads to the same no-interaction theorem. Indeed, in the massive case
the terms of top canonical dimension ω = 5 from all expresions are the same as in the massless
case.
For completness we finish the analysis in the case R = 1 i.e. a single gravition, so we do not
need the indices A,B, . . . . It can be proved rather easily that the ghost part of the anomaly
Agh is a total derivative. So the relation (5.16) must be imposed only on Ah. First, we rewrite
it in the form
Ah = uµA
µ
h + i ∂µN
µ
h (5.26)
with Aµh ∼ hhh. Then the following result can be proved by some computations (see also [14]):
Theorem 5.1 The following formula is true
Ah = dQN + ∂µN
µ (5.27)
where:
N = 4i(2hµνhρσ∂ρhµν∂σh− h
µνhρσ∂λhµν∂
λhρσ − 4h
µνhνρ∂
λhρσ∂σhµλ
−4hµνhρσ∂µhρλ∂νhσ
·λ + 4hµνhνρ∂λhµσ∂
λhρσ + 2hµνhρσ∂λhµρ∂
λhνσ − 2h
µρhν ρ˙∂λhµν∂
λh).(5.28)
The idea of the proof is similar to previous one. We compute the expressions of the type dQNj
for various Wick monomials Nj ∼ hhhh and of canonical dimension ω = 6. Next, “by partial
integration” we exhibit them in the form
dQNj = ∂µM
µ
j + uµ N
µ
j . (5.29)
If we succeed to fix the coefficients of these monomials such that
∑
ajN
µ
j = A
µ
h (5.30)
then the proof is finished. The monomials from the statement do the job. We can eliminate
the anomaly A by obvious redefinitions of the chronological products. We remark that the
redefinition N of T (T (x), T (y)) does not contain ghost terms. This seems to be the main
advantage of the choice (4.2).
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6 Conclusions
We have derived the no-interaction theorem for the multi-graviton system in the framework of
the causal formalism of perturbative quantum field theory. However, interaction between two
distinct species of gravitions might be possible mediated by matter fields, in higher orders of
perturbation theory. This is a subject of further invesigation.
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