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Resumen
Algunas analog´ıas formales entre el Ca´lculo Diferencial en Una Va-
riable y el Ca´lculo Diferencial en Varias Variables son presentadas. Se
estudia e introduce la derivabilidad de funciones de varias variables desde
su ana´logo conceptual escalar. Lo anterior, explorando la imagen dina´mi-
ca de l´ımite de una familia de pendientes de planos secantes al gra´fico de
una funcio´n bivariada.
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1. Introduccio´n
Los procesos de ensen˜anza, aprendizaje y comunicacio´n de la matema´tica
propia del modelamiento de la variacio´n y el cambio (entendidos en contextos
de un sistema educativo y un medio social) conforman la materia de estudio del
Pensamiento Variacional (PV). Al entender el cambio en un sistema como la
constatacio´n del paso de un estado a otro y la variacio´n como la cuantificacio´n
del taman˜o de dicho paso, es claro que un tipo de objetos claves del PV son
los operadores de diferenciacio´n, en particular y privilegiadamente, para cierta
clase de modelos, la derivada.
A todo nivel educativo, la tarea de construir e instalar en profundidad en
los estudiantes el concepto de variacio´n y sus respectivas lecturas matema´ticas
se considera bastante dif´ıcil, GO´MEZ [22]. En general, esta labor requiere la
articulacio´n e integracio´n de muy distintos saberes y modos de registro. Aunque
el caso de la derivada de funciones (reales de una variable real) en este sentido
esta´ bastante documentado, ARTIGUE [5], no ocurre lo mismo al pasar a varias
variables, espec´ıficamente con la nocio´n de diferenciabilidad.
Situados en la educacio´n terciaria, existe un largo camino de previos concep-
tuales, que van desde el Axioma del Supremo hasta el L´ımite de Funciones, que
deber´ıan estar consolidados antes de arribar en el desarrollo de los cursos a la
nocio´n de la derivada. Sin este encadenamiento de conceptos, el generar buenos
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niveles de comprensio´n y de competencias dirigidas a la construccio´n y ana´lisis
de algunos tipos de modelos (v.g., deterministas y continuos de sistemas de natu-
raleza dina´mica) es un quehacer muy complejo, ver SA´NCHEZ-MATAMOROS
y col. [36]. La modelizacio´n tendiente a clarificar el entendimiento y a introducir
prediccio´n de los cambios de estado, pasa previamente por un constructo, la ins-
talacio´n del pensamiento y el lenguaje variacional vinculado a la derivada. En
cuanto a debilidades formativas en esta direccio´n, DOLORES en [14] expresa:
“...Los investigadores en este campo coinciden en que, cantidades significativas
de estudiantes so´lo pueden obtener derivadas de funciones algebraicas
mediante fo´rmulas, pero dif´ıcilmente comprenden el para que´ de esos
algoritmos que realizan y el significado de los conceptos. Inclusive, dif´ıcilmente
logran asociar las ideas claves del ca´lculo en la resolucio´n de problemas
elementales sobre la variacio´n, a pesar de que histo´ricamente del estudio de
estos u´ltimos se originaron las ideas claves del CD”.
Nuestro trabajo se enmarca en el PV en cuanto exploramos y proponemos
uno modo de construccio´n de objetos matema´ticos asociados al tra´nsito desde el
Ca´lculo Diferencial en Una Variable (CALUNO) hacia el Ca´lculo Diferencial en
Varias Variables (CALVAV). Ma´s precisamente, nos referimos a una alternativa,
con indicios pedago´gicos, u´til para una presentacio´n dialo´gica del proceso de ge-
neralizar a funciones bivariadas los conceptos de derivada y diferenciabilidad. Lo
anterior, motivados por la fuerte presencia del Ca´lculo Diferencial (CD) en las
curr´ıcula formativas de gran parte de los programas de formacio´n profesional en
las instituciones de ensen˜anza superior y, muy especialmente, en intentar destra-
bar las consabidas dificultades que representa para los estudiantes el aprendizaje
del Ca´lculo.
Es muy comu´n que la ensen˜anza del CD sea llevada en forma abrupta y no
relacionada con las tema´ticas y conocimientos previos que podr´ıan cumplir el rol
de puente, ver DOLORES [13]. Adema´s, en el CD a veces, el e´nfasis se concentra
en los procedimientos algebraicos, sin llegar a evidenciar la dina´mica del cambio
que involucra el pensamiento variacional. El tratamiento en varias variables no
esta´ ajeno a estos problemas y el paso de CALUNO a CALVAV puede llegar a
convertirse en un enorme salto conceptual. De lo que es la experiencia con la
derivada, pasamos a tipos de derivadas (parciales o direccionales) y de ah´ı hacia
otro abismo, la idea de diferenciabilidad.
En los primeros cursos de CD (i.e., en una variable) el internalizar la deri-
vada consume buena parte del tiempo de los maestros. La implementacio´n de
iniciativas dida´cticas que logren un afiatamiento y robustez mı´nima del concep-
to en sus estudiantes requiere tiempo y esfuerzo. Aunque, despue´s de esta etapa
los profesores solemos operacionalizar mostrando propiedades para el ca´lculo
expl´ıcito de derivadas y, finalmente, con frecuencia nos centramos en sus apli-
caciones. La primera etapa del proceso anterior se reconoce exitosa cuando el
estudiante logra describir (verbal, gra´fica y simbo´licamente) la derivada de una
funcio´n en un punto como el l´ımite (de existir) de una familia de pendientes
de rectas secantes sujetas (que contienen) a dicho punto. Lo que en particular,
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permite introducir la formalizacio´n de la idea de recta tangente al gra´fico de la
funcio´n en un punto dado. Todo este proceso, algo ma´s o un poco menos, se
tiende a reproducir cuando se enfrentan a la definicio´n de la derivada direccio-
nal en un primer curso de CALVAV. En general, para una funcio´n bivariada se
espera la visualizacio´n, ahora en tres dimensiones, de rectas secantes a la gra´fica
de una curva que es la interseccio´n entre la gra´fica de la funcio´n en cuestio´n y
el plano vertical al dominio definido por el vector direccio´n.
En este trabajo, proponemos la v´ıa de la construccio´n de semejanzas con
soporte en los conocimientos previos de la derivada escalar. En este caso, se
usan los conocimientos de CALUNO como el dominio base de analog´ıas que
transportan razgos y propiedades hacia lo que debiera ser la nocio´n de derivada
de funciones bivariadas y, por simple generalizacio´n, a funciones reales de ma´s
de dos variables.
Ma´s precisamente, pretendemos que gran parte de la experiencia de los estu-
diantes sobre la instalacio´n en ellos de la derivada de funciones reales univariadas
persista mediante una “buena” analog´ıa al subir dimensionalmente al caso de
funciones de dos variables. De modo tal que, la validez sinta´ntica de las expre-
siones matema´ticas y la sema´ntica de los relatos y eslogans persistan y puedan
ayudarnos en la aventura de adentrarnos, junto al estudiante, en el nuevo te-
rritorio, el de los operadores de derivacio´n de las funciones bivariadas. Como
hemos dicho, la te´cnica sera´ la construccio´n de analog´ıas, pero en el sentido ma´s
riguroso, introducido en CO´RDOVA-LEPE et al. [11], y denominadas analog´ıas
formales, esto es, una sistematizacio´n y extensio´n a las ideas expresadas en [10].
En resumen, consideramos los conocimientos previos de CALUNO, como sistema
a analogar, sustentando fuertemente los nuevos conocimientos y construcciones
en CALVAV, como sistema o escenario por conocer. Lo anterior, como ha sido
mencionado, se centra en los conceptos de derivada y diferenciabilidad.
Una de las fuentes de dificultad en el trabajo con funciones bivariadas esta´ en
las representaciones en tres dimensiones de sus gra´ficas y de los elementos (con-
ceptos) que, inspirados en e´stas, se pretendan destacar. Al ser la nocio´n de
dimensio´n, muy propia de las matema´ticas superiores, de compleja definicio´n y
de usos muy diversos PA´EZ [30], es claro que el uso de algu´n soporte visual para
trabajar CALVAV puede ser un excelente recurso pedago´gico complementario,
facilitando la comprensio´n y el entendimiento (ANDRADE y MONTECINO
[4]). Sin embargo, nos limitamos en este art´ıculo a visualizar lo tridimensional
en el plano. Recordemos a PIAGET en [32]: Como seres humanos estamos li-
mitados a visualizar la abstraccio´n de la matema´tica en dos dimensiones, que
es diferente a nuestra cotidianeidad.
Las ima´genes mentales son ima´genes dina´micas si en ellas los objetos o algu-
nos de sus elementos se desplazan GUTIE´RREZ [24]. En el CD, para presentar
la derivada se recurre a la imagen dina´mica de una recta secante sujeta a un
punto en la gra´fica y donde el otro punto de interseccio´n se va moviendo al
primero, de modo de crear la idea de estabilizacio´n a una recta, que despue´s
llamamos recta tangente. Las correspondientes pendientes y su l´ımite, de existir,
pasan a dar origen a la derivada. Lo que se persigue con estas ima´genes es la
interpretacio´n de informacio´n figurativa, es decir, la comprensio´n e interpreta-
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cio´n de las representaciones visuales para extraer la informacio´n que contienen,
en contraste con el procesamiento visual que es la conversio´n de lo abstracto en
imagen visual, BISHOP [6].
La principal novedad en el presente trabajo esta´ en el uso del concepto
de pendiente de un plano definido en [11] y la interpretacio´n figurativa de la
imagen de planos secantes (a la gra´fica de una superficie curva) sujetos a un
punto comu´n, estabiliza´ndose (dina´mica) para introducir el concepto de derivada
de una funcio´n bivariada. Finalmente, conjeturamos que la existencia de esta
derivada es equivalente a la cla´sica nocio´n de diferenciabilidad.
El plan del presente art´ıculo esta´ organizado como sigue. En la Seccio´n 2,
revisamos el concepto de analog´ıa y en particular el de analog´ıa formal. En la
Seccio´n 3, primera parte, resumimos algunos elementos histo´ricos y la interpre-
tacio´n de la imagen dina´mica tras la construccio´n de la derivada univariada
para, en una segunda, presentar lo que sera´ su ana´loga formal en varias varia-
bles. En la Seccio´n 4, formulamos algunos ejemplos de analog´ıas formales entre
CALCUNO y CALVAV que se refieren a la derivada. Cerramos con la Seccio´n
5, reservada a una discusio´n y ciertas conclusiones finales.
2. Analog´ıas Formales
Nuestra propuesta se enmarca en la ensen˜anza basada en analog´ıas, dentro de
la cual la meta´fora juega un rol importante. Realizar una meta´fora es trasladar
el significado usual de una expresio´n hacia otra en un contexto diferente, lo que
supone una relacio´n de semejanza. Sin embargo, nos ocupara´n las analog´ıas,
pues en ellas yace una creatividad cognitiva con potencial de sistematizacio´n en
contraste con la meta´fora que tiene un fin ma´s bien expresivo y por lo tanto
sobrecargado (PE´REZ [31]).
En la ensen˜anza de las ciencias exactas encontramos diversos estudios que ha-
cen buen uso de las analog´ıas (OLIVA [29], DILBER & DUZGUN [12], FRIGO
& ADOLFO [17]) para evidenciar la utilidad para los aprendizajes conceptua-
les y las relaciones entre estos. Analog´ıas en contextos matema´ticos espec´ıficos
son: Teor´ıa de grupos (SCHLIMM [37]), A´lgebra lineal (HOCHWALD [25]),
Ecuaciones diferenciales (ABRAHAMSON [1]), entre otros.
Las analog´ıas tienen una etapa de metaforizacio´n en la que se encuentra la
tarea de visualizacio´n diferida, por medio de la cual es posible atribuir carac-
ter´ısticas a un dominio en aprendizaje (denominado Objetivo), que en inicio no
se manifiestan de forma expl´ıcita, sino que forman parte de un dominio ya cono-
cido (denominado Base), y son aplicados a este dominio Objetivo (POCHULO
[33]). Cuando la Base esta´ fuera de las matema´ticas y el Objetivo dentro de
e´stas, LAKOFF & NUN˜EZ [26]) habla de meta´foras (conceptuales) tipo Groun-
ding, traduscamos “aterrizadas”. Sin embargo, las que presentaremos son del
tipo Linking o “enlazadas”, en que ambos dominios Base y Objetivo esta´n den-
tro de las matema´ticas.
No obstante lo anterior, el uso de las analog´ıas en la ensen˜anza posee tambie´n
sus limitaciones y no se recomienda su uso asistema´tico o improvisado pues como
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consecuencia puede dar lugar a concepciones erro´neas de conocimiento (DUIT
[16]).
En consideracio´n con el cuidado que debe tenerse para introducir nuevos
conocimientos por medio de estas herramientas, GLYNN en [21] desarrolla un
modelo basado en la ensen˜anza con analog´ıas (Teaching with Analogies, TWA de
ahora en adelante) que exige seguir una secuencia de etapas, de forma rigurosa
y sistema´tica, con el objetivo de lograr un aprendizaje conceptual exitoso en los
estudiantes; como motor o corazo´n de una analog´ıa, una de las etapas apunta al
mapeo que vincula Ana´logo y To´pico, instancia en la cual es posible apoyarse
en la Teor´ıa de mapeo estructural de la analog´ıa (SMTA por su denominacio´n
original en ingle´s, elaborada por GENTNER [18] y GENTNER & MARKMAN
[20]) que otorga simbolismo y formalidad. Variante de dichos modelos es el
Modelo Analo´gico Formal expuesto en [11].
Relacionado a la ensen˜anza del ca´lculo diferencial (en particular en varias
variables) destaca el art´ıculo de GO´MEZ & DELGADO [23] que aborda dicho
contenido por medio de un propuesta que guarda ribetes muy interesantes y
vinculantes con el presente estudio.
Por formalizacio´n de una analog´ıa en [11] se entiende un modo de vincular
e introducir algu´n grado de rigor matema´tico, al menos en el lenguaje, en la
definicio´n de las asociaciones entre objetos del dominio Base con el dominio por
conocer u Objetivo.
Para definir una analog´ıa formal se requiere primero reconocer dos conjuntos
de objetos X e Y , que pertenecen respectivamente al dominio Base (denota-
do S(X)) y al Objetivo (denotado S(Y )), que tienen una asociacio´n digamos
“intuitiva”T : X → Y .
Para analog´ıas de enlace, S(X) y S(Y ) son dominios, a´reas o teor´ıas de la
matema´tica y, sus respectivos conjuntos X e Y , son objetos matema´ticos (e.g.,
conceptos o proposiciones) de dichos dominios. Respecto al alcance, S(Z) al
menos es el conjunto de proposiciones con sentido que involucran a los objetos
de Z ∈ {X,Y }. Adema´s, la identificacio´n T : X → Y , se asume una funcio´n
inyectiva.
Entonces, una analog´ıa se denominara´ analog´ıa formal cuando la correspon-
dencia entre proposiciones p y q de los respectivos sistemas S(X) y S(Y ) a
la que refiere se puede expresar por medio de una funcio´n proposicional F en
n-variables y un arreglo de n-objetos x1, x2, · · · , xn de X, tal que:
p : F (x1, x2, · · · , xn) ∧ q : F (T (x1), T (x2), · · · , T (xn)),
es verdadera.
Entonces, como se expresa en CORDOVA-LEPE et al. [11]:
“... obtener una analog´ıa es el acto de descubrir una proposicio´n y su valor de
verdad, un ‘consecuente’ Q en un dominio S(Y ), a trave´s de la lectura de esta
verdad en su ‘antecedente’, una proposicio´n P del sistema S(X). La
proposicio´n P de S(X) es para el alumno un saber (conceptual y proposicional)
ya conocido y cercano, luego mediante la extensio´n a una relacio´n entre
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proposiciones (transduccio´n P → Q) desde una funcio´n de semejanza base
T : X → Y , que debe ser expl´ıcita, e´l obtiene un conocimiento Q en S(Y )”.
De particular intere´s para nuestros fines son las analog´ıas que se introducen
entre (a) S(X), la Geometr´ıa Anal´ıtica de la Recta en el Plano (GARP) y (b)
S(Y ), la Geometr´ıa Anal´ıtica del Plano en el Espacio (GAPE). En que en X
esta´n los conceptos de pendiente de una recta e intercepto de una recta asociados
al gra´fico de una funcio´n lineal af´ın y = ax + b. Mientras que los objetos de Y
son los conceptos de pendiente de un plano e intercepto de un plano asociados
al gra´fico de una funcio´n y = (a1, a2) · (x1, x2) + b. La introduccio´n del concepto
de pendiente de un plano se justifica por semejanza sinta´ctica con la notacio´n
y = ~a · ~x + b, donde ~a = (a1, a2) y ~x = (x1, x2), para la funcio´n planar y
tambie´n por semejanza sema´ntica con el rol geome´trico de ~a en la gra´fica de
dicha funcio´n.
3. Secantes, Tangentes y Derivadas
3.1. Problema de la recta tangente en el plano cartesiano
Con frecuencia los estudiantes recie´n iniciados en los cursos de ca´lculo tienen
el preconcepto de recta tangente a una curva en uno de sus puntos muy similar
a la que los matema´ticos griegos cla´sicos ten´ıan, esto es, como la recta que
“toca”la curva en dicho punto, pero sin cortarla. De hecho, para Euclides una
recta tangente a una circunferencia era la recta con un solo punto en comu´n con
dicha circunferencia.
Se les atribuye a Fermat y Descartes, siglo XVII, a trave´s del llamado me´todo
de las tangentes, ser los primeros en abordar el problema de encontrar, ma´s bien
construir por medio de algoritmos algebraicos, la recta tangente a una curva,
ver ALARCO´N & SUESCU´N [2] y ALARCO´N et al. [3]. Son Newton y Leibniz
los que introducen procedimientos ya ma´s generales. Newton, asocio´ la tangente
con el vector velocidad de una part´ıcula, en cierto instante, al recorrer cierta
curva, el me´todo cine´tico, ver SUZUKI [38] y WOLFSON [39]. Algunos ven
a aproximacio´n de Leibniz en conexio´n con su metaf´ısica, principalmente con
su“teor´ıa de las monadas”, ver MATEUS [28].
Los matema´tica tardo´ en adoptar la idea de recta tangente a una curva
como recta l´ımite de una familia de rectas secantes. Hubo que esperar hasta
Bolzano (1817) para tener indicios de la derivada definida como un l´ımite. Seis
an˜os despue´s, hacia 1823, fue Cauchy quien describio´ la derivada, ma´s o menos
como la conocemos hoy, en “Resume´ des lec¸ons sur le calcul infinitesimal”, en
te´rminos del concepto de l´ımite.
En los procesos de aula, en cursos de ca´lculo en una variable, la verbalizacio´n
y visualizacio´n de los estudiantes del eslogan
p: La recta tangente a una curva en un punto es el l´ımite de una familia de
rectas secantes,
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para una posterior matematizacio´n, es algo que los profesores desear´ıamos. En
otras palabras la afirmacio´n p, con toda su informalidad, resulta ser muy orien-
tadora.
Nos gustar´ıa, en el contexto de ca´lculo en varias variables, tener un “gati-
llador”verbal y visual de potencial similar. En este trabajo, queremos construir
un ana´logo a P , desde la afirmacio´n
q: El plano tangente a una superficie en un punto es el l´ımite de una familia
de planos secantes,
pues podr´ıa permitirnos una construccio´n matema´tica o extensio´n, natural al
caso de varias variables con posibilidades dida´cticas abiertas.
La derivada escalar: En lo que sigue de esta subseccio´n, revisaremos la de-
rivada matema´tica estandar tras la afirmacio´n p, con el fin de extrapolar pos-
teriormente una construccio´n matema´tica de naturaleza semejante, pero ahora
desde la proposicio´n q.
Dada una funcio´n f : I → R, I un intervalo abierto, y un punto x0 ∈ I,
un cambio en x0 en h unidades determina el valor x0 + h. Notemos que x0 + h
esta´ en el I, si |h | es suficientemente pequen˜o. El valor original x0 de la variable
independiente y el nuevo x0 + h, determinan respectivas ima´genes, valores en
la dependiente, f(x0) y f(x0 + h). Al querer comparar las variaciones de las
variables, esto es, h y f(x0 + h) − f(x0), tenemos la alternativa de cuantificar
cuantas veces es la segunda por cada unidad de la primera, mediante el cuociente
m(x0, h) =
f(x0 + h)− f(x0)
h
. (1)
Lo importante es que m(x0, h) es interpretable geome´tricamente como la
pendiente de la recta secante LPQ a la gra´fica de f en los puntos P (x0, f(x0))
y Q(x0 + h, f(x0 + h)), ver Fig. 1.
x
y
 
P
x0
f(x0)
Q
 
f(x0 + h)
LPQ
x0 + h
x
y
 
P
x0
f(x0)
x0 + h
Q
 f(x0 + h)
LPQ
Figura 1: Ilustracio´n de la recta secante LPQ de pendiente m(x0, h) a la gra´fica
de f . Izquiera: h < 0. Derecha: h > 0.
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El me´todo dina´mico se sustenta en lograr la visualizacio´n de lo que ocurre
con la rectas LPQ (una ima´gen dina´mica) cuando el punto Q se mueve (tiende)
hacia el punto P , el que permanece fijo. Con diagramas de curvas suaves, se
conf´ıa perfilar en la imaginacio´n la convergencia de las rectas LPQ a una recta
LT que recoge la idea de “tocar”la gra´fica de la funcio´n en P y, por lo que,
merecer´ıa, por supuesto de existir, el nombre de recta tangente, ver Fig. 2. Si
las rectas secantes se estabilizan en LT , las pendientes de estas debieran tambie´n
converger a lo que debiera ser la pendiente m de LT , es decir,
m(x0, h)→ m cuando h→ 0.
Lo que corresponde, como ya sabemos, a la definicio´n de la derivada de la funcio´n
f en x0, si es que este l´ımite existe, caso en que denotamos m como f
′(x0).
x
y
 
Pf(x0)
x0
LT
Figura 2: Las rectas secantes LPQ se “estabilizan.en una recta LT que se deno-
mina recta tangente.
3.2. Problema del plano tangente en el espacio
Manteniendo la esencia de la situacio´n unidimensional, durante los siglos
XVIII y XIX se desarrollo´ el CD considerando ahora funciones de dos y tres va-
riables. Sin embargo, gran parte de la terminolog´ıa empleada en las definiciones
de l´ımites y continuidad de funciones de dos o tres variables fueron introducidas
por el matema´tico Karl Weierstrass, quien es considerado el padre del ana´lisis
moderno, [27].
Por otro lado, aunque Newton, Jean y Nicolaus Bernoulli hab´ıan logrado
la diferenciacio´n de funciones de dos variables, fue con los matema´ticos Ale-
xis Antoine de Bertis, Clairaut, d’Alembert y Euler, donde esta teor´ıa alcanza
su perfeccio´n. La idea era simple: efectuar la derivada de una variable dejan-
do el resto de ellas como constantes [34]. Ma´s au´n, entre 1730 y 1760, Euler y
d’Alembert publicaron de manera independiente una gran cantidad de art´ıculos
relacionados a problemas de equilibrio, movimiento de flu´ıdos y cuerdas vibran-
tes, utilizando una buena parte de la teor´ıa asociada a derivadas parciales [27].
Estas teor´ıas se extendieron a la derivada direccional en el an˜o de 1925, gracias
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a las contribuciones de Gaˆteaux [35]. Cabe destacar tambie´n los desarrollos rela-
cionados a la formalizacio´n del ca´lculo vectorial para la investigacio´n en F´ısica,
culmina´ndose con el aporte de trabajos elaborados por Hamilton, Grassmann,
Tait y algunos investigadores de finales del siglo XIX, donde aparecen nuevas
nociones vectoriales, tales como vector tangente y gradiente.
Por otra parte, el impacto de la Revolucio´n Francesa en la ciencia francesa
y europea fue muy grande, concreta´ndose en la reforma educativa ma´s impor-
tante realizada desde el Renacimiento mediante la creacio´n de la E´cole Normale
Supe´rieure, la E´cole de Me´decine y la E´cole Polytechnique, donde uno de los
fundadores de esta u´ltima fue Monge, el cual se suele caracterizar como el pri-
mer especialista en geometr´ıa [34], en donde en su obra Ge´ometrie descriptive
estudia sobre planos normales y tangentes a superficies curvas.
La derivada en varias variables:
x
y
z
(x0, y0)
 
 
 
O
~h
z = f(x, y)
 
D
~k
P
 
Q
 
Figura 3: El punto del dominio (x0, y0) y los vectores ~h y ~k determinan un plano
secante a la gra´fica de f .
Consideremos ahora una funcio´n real de dos variables z = f(x, y) sobre un
cierto dominio abierto D ⊆ R2. Dado (x0, y0) en D, tenemos dos grados de
libertad para variar este punto, por lo que, definamos dos vectores linealmente
independientes
~h = (h1, h2) y ~k = (k1, k2)
con ||~h || y ||~k || suficientemente pequen˜os para que (x0, y0) + ~h y (x0, y0) + ~k
pertenezcan al dominio D.
Tenemos las ima´genes f(x0, y0), f((x0, y0) + ~h) y f((x0, y0) + ~k), los que
determinan puntos
O((x0, y0), f(x0, y0)), P ((x0, y0)+~h, f((x0, y0)+~h)) y Q((x0, y0)+~k, f((x0, y0)+~k))
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en la gra´fica de f . Notemos que O, P y Q definen un plano secante a la gra´fica
de f , ver Fig. 3, de ecuacio´n (punto-pendiente):
z = (a, b) · [(x, y)− (x0, y0)] + f(x0, y0),
donde el par (a, b) es lo que mide y se denomina pendiente de dicho plano y que
tambie´n denotaremos por m[(x0, y0),~h,~k ].
Dado lo anterior, al remplazar en la ecuacio´n de este plano los puntos P y
Q, tenemos el siguiente sistema de ecuaciones para las inco´gnitas a y b:{
(a, b) · ~h = a h1 + b h2 = f((x0, y0) + ~h )− f(x0, y0) = ∆~hf(x0, y0)
(a, b) · ~k = a k1 + b k2 = f((x0, y0) + ~k )− f(x0, y0) = ∆~kf(x0, y0)
(2)
Usando la Regra de Cramer obtenemos
m[(x0, y0),~h,~k ] =
(
k2 ∆~hf(x0, y0)− h2 ∆~kf(x0, y0)
h1k2 − k1h2 ,
h1∆~kf(x0, y0)− k1∆~hf(x0, y0)
h1k2 − k1h2
)
. (3)
Cuando ~h y ~k var´ıan y tanto ||~h || como ||~k || se hacen pequen˜os, en la Fig.
4 es posible visualizar los planos secantes estabiliza´ndose a lo que pordr´ıamos
llamar el plano tangente a la gra´fica de f en el punto O, su pendiente, que
denotaremos f ′(x0, y0) se obtiene, de existir, como
f ′(x0, y0) = l´ım
(~h,~k )→(~0,~0 )
m[(x0, y0),~h,~k]. (4)
De existir f ′(x0, y0) se llamara´ la derivada de f en (x0, y0) o diremos que f es
derivable en tal punto.
Algunas propiedades de ca´lculo: Sean f : Df ⊆ R2 → R y g : Dg ⊆ R2 → R
dos funciones y supongamos que tenemos un par (x0, y0) ∈ Df ∩ Dg donde
f ′(x0, y0) y g′(x0, y0) existen, entonces se verifica que:
(a) Si f(x, y) = αx + βy + γ, entonces f ′(x0, y0) = (α, β) para todo tr´ıo de
nu´meros reales α, β y γ. En particular x′ = (1, 0) e y′ = (0, 1).
(b) Como ∆~v es un operador lineal, se tiene la derivada tambie´n, i.e., (αf +
βg)′(x0, y0) = αf ′(x0, y0) + βg′(x0, y0), para todo par de nu´meros reales
α y β.
Con un poco ma´s de esfuerzo y recurriendo a los me´todos similares de CA-
LUNO en (3), se tiene:
(c) La regla para la derivada de un producto es (fg)′(·) = f ′(·) g(·)+f(·) g′(·).
Por ejemplo, (x2y3)′ es igual a 2xx′y3 + x23y2y′. Entonces por (a) se
obtiene 2xy3(1, 0) + x23y2(0, 1), esto es, (x2y3)′ = (2xy3, 3x2y2).
(d) La regla para la derivada de un cuociente es (1/f)′(·) = −f ′(·)/f2(·).
De modo que (x/y)′ es igual a x′(1/y) + x(−y′/y2). Es decir, (x/y)′ =
(1/y,−x/y2).
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Figura 4: Imagen que intenta representar planos secantes “estabiliza´ndose.a lo
que se denomina plano tangente.
Derivabilidad de f implica f ′(·) = ∇f(·) : Suponemos que f : D → R es una
funcio´n derivable en el sentido recie´n introducido en (x0, y0) ∈ D. Entonces, en
(4) podemos condicionar los vectores linealmente independientes ~h y ~k para el
ca´lculo del l´ımite.
Notemos que si ~h = s (H1, H2) y ~k = t (K1,K2) con ||(H1, H2)|| = ||(K1,K2)|| =
1, entonces m[(x0, y0),~h,~k] es igual a
1
H1K2 −K1H2
(
K2
∆~hf(x0, y0)
s
−H2
∆~kf(x0, y0)
t
, H1
∆~kf(x0, y0)
t
−K1
∆~hf(x0, y0)
s
)
.
Notemos que
l´ım
s→0
∆~hf(x0, y0)
s
y l´ım
t→0
∆~kf(x0, y0)
t
,
corresponden a las derivadas direccionales de f en (x0, y0) en las direcciones de
~H = (H1, H2) y ~K = (K1,K2) respectivamente, esto es,
∇f(x0, y0) · (H1, H2) y ∇f(x0, y0) · (K1,K2).
Finalmente, tomando l´ımite en la u´ltima expresio´n para m[(x0, y0),~h,~k], obte-
nemos
f ′(x0, y0) = l´ım
(s,t)→(0,0)
m[(x0, y0),~h,~k] = ∇f(x0, y0).
Ejemplo de funcio´n no derivable: Consideremos la funcio´n f : D ⊂ R2 → R
definida como f(x, y) = x2y/(x4 + y2) si (x, y) 6= (0, 0) y tal que f(0, 0) = 0.
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Asumiremos que ~h = (h1, h2) = λ(1, α) y ~k = (k1, k2) = λ(1, β) con α 6= β.
Entonces al variar (0, 0) en ~h o en ~k tenemos
∆~vf(0, 0) = f(v1, v2) =
v21v2
v41 + v
2
2
, ~v ∈ {~h,~k }.
Luego, ∆~hf(0, 0) = λα/{λ2 + α2} y ∆~kf(0, 0) = λβ/{λ2 + β2}. Al remplazar
en (3) tenemos
m[(0, 0),~h,~k] =
(
αβ(α+ β)
(λ2 + α2)(λ2 + β2)
,
λ2 − αβ
(λ2 + α2)(λ2 + β2)
)
.
Con lo que
= l´ım
λ→0
m[(x0, y0),~h,~k] =
(
α+ β
αβ
,− 1
αβ
)
,
por lo tanto, el l´ımite no existe con independencia de ~h y ~k. De modo que la
funcio´n no es derivable en (0, 0).
4. Analog´ıas formales entre derivadas
En esta seccio´n, usaremos el concepto introducido en [11] de analog´ıa formal,
la cual es una especificacio´n mediante el lenguaje matema´tico, para una nocio´n
de modelo analo´gico cercana a la de GENTNER [19]). En mencionado trabajo,
se ejemplifica con analog´ıas entre la Geometr´ıa Anal´ıtica de la Recta en el Plano
(GARP) y la Geometr´ıa Anal´ıtica del Plano en el Espacio (GAPE). Mediante
la construccio´n de los conceptos de pendiente e intercepto de un plano, se afirma
que en GAPE
“Dos planos son paralelos si y so´lo si sus pendientes son iguales y no as´ı sus
interceptos”
como ana´loga a la proposicio´n base
“Dos rectas son paralelas si y so´lo si sus pendientes son iguales y no as´ı sus
interceptos.
Notemos que en la seccio´n anterior, rescatamos la introduccio´n en [11] del
concepto de pendiente de un plano para ligar con la construccio´n de la derivada
para funciones bivariadas.
Introducimos los siguientes sistemas de conocimientos:
S(X): Ca´lculo Diferencial en Una Variable (CALUNO) y
S(Y ): Ca´lculo Diferencial en Varias Variables (CALVAV),
donde X e Y son respectivamente algunos objetos matema´ticos de CALUNO y
CALVAV asociados mediante una funcio´n base T : X → Y uno a uno.
Ejemplo 1:
Consideremos los conjuntos X1 = {derivada,pendientes, rectas secantes} e Y1 =
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{gradiente,pendientes,planos secantes}. La funcio´n T1 : X1 → Y1 definida por
T1(derivada) = gradiente, T1(pendiente) = pendiente y T1(recta secante) =
plano secante, permite definir desde la funcio´n lo´gica
F1(x1, x2, x3) : x1 es el l´ımite de las x2 de una familia
de x3 con un punto en comu´n.
Desde esta funcio´n determinamos las proposiciones ana´logas P1 = F (x1, x2, x3)
y Q1 = F (T1(x1), T1(x2), T1(x3)) con x1 = derivada, x2 = pendientes y x3 =
rectas secantes. Esto es,
P1: La derivada de una funcio´n es el l´ımite de las pendientes de una familia
de rectas secantes con un punto en comu´n.
Q1: El gradiente de una funcio´n es el l´ımite de las pendientes de una
familia de planos secantes con un punto en comu´n.
Ejemplo 2:
Consideremos ahora los conjuntos X2 = {derivada,pendientes, recta tangente} e
Y2 = {gradiente,pendientes,plano tangente}. La funcio´n T2 : X2 → Y2 definida
por T2(derivada) = gradiente, T2(pendiente) = pendiente y T1(recta tangente) =
plano tangente, permite definir desde la funcio´n lo´gica
F2(x1, x2, x3) : x1 de una funcio´n define la x2 de la x3.
Desde esta funcio´n determinamos las proposiciones ana´logas P2 = F (x1, x2, x3)
y Q2 = F (T1(x1), T1(x2), T1(x3)) con x1 = derivada, x2 = pendientes y x3 =
rectas tangente. Esto es,
P2: La derivada de una funcio´n define a la pendiente de la recta tangente.
Q2: El gradiente de una funcio´n define a la pendiente del plano tangente.
Otras posibilidades:
Las definiciones tambie´n pueden tener una construccio´n a base de analog´ıas
formales. Es el caso cuando al hacer la identificacio´n curva con superficie y di-
mensio´n dos con tres, tenemos las siguientes lecturas: Una recta (plano) que
intersecta en al menos dos (tres) puntos distintos a una curva se llamara´ rec-
ta (plano) secante. Sin embargo, sabemos que la segunda lectura requiere la
no colinealidad de los tres puntos, cosa que por estructura no podemos (al me-
nos no de una manera obvia) asimilar como ana´logo a un concepto del dominio
base. La delimitacio´n de los alcances de una analog´ıa es un tema importante,
respecto a nuestra analog´ıa, que ahora podemos llamar entre derivadas de CA-
LUNO y CALVAV, tambie´n sera´ necesario establecerlas, pero no es el momento
en el presente trabajo.
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5. Discusio´n
El camino que se inicio´ en CO´RDOVA-LEPE et al. [11] con la introducio´n
de la analog´ıa formal, que permitio´ definir que´ se entiende por pendiente de un
plano, mediante analog´ıa con la pendiente de una recta, en el presente trabajo
desemboco´ en la construccio´n del concepto de derivada para una funcio´n biva-
riada. Proceso que es claramente generalizable a funciones de dominios reales
en dimensiones mayores. Nuestra intuicio´n y primeras pruebas indica que la
nocio´n de derivabilidad introducida absorbe o es equivalente a la cla´sica dife-
renciabilidad para funciones de varias variables. Sin dudas se abre un espacio
de exploracio´n matema´tica.
Sin embargo, la conjetura de que esta derivabilidad ofrece una alternativa
dida´ctica en comparacio´n a lo que vemos en los textos de estudio y realizamos
en las aulas de ensen˜anza superior, esta´ por ser validada. La invitacio´n es a
responder:
¿ Que´ diferencias en la comprensio´n conceptual es posible establecer entre
un estudiante que ha abordado el tema de la derivacio´n de una funcio´n
escalar de dos variables a trave´s de un modelo analo´gico formal, y un
estudiante que lo ha abordado por medio de una ensen˜anza tradicional?
¿Que´ justificacio´n entrega un estudiante, que ha abordado el concepto
de gradiente por medio de un modelo analo´gico formal, al resolver una
situacio´n problema´tica de optimizacio´n, y que´ diferencias se evidencian en
contraste con los argumentos emitidos por un estudiante que ha abordado
el contenido de forma tradicional?
Puede resultar orientador en el trabajo de aula respetar la etapas jera´rquicas
que GLYNN [21] clasifica para la ensen˜anza con analog´ıas: (1) Introducir el con-
cepto objetivo (la derivada de funciones bivariadas), (2) Realizar un diagno´stico
de lo que recuerdan los estudiantes del concepto ana´logo (la derivada de CA-
LUNO), (3) Identificar las caracter´ısticas relevantes de los conceptos objetivo y
ana´logo (l´ımite de las pendientes de una familia de rectas, respectivamente pla-
nos, secantes), (4) Conectar las caracter´ısticas similares entre ambos conceptos
(recta con plano, pendiente de recta con pendiente de plano, recta secante con
plano secante), (5) Indicar las limitaciones de la analog´ıa (por ejemplo, la inde-
pendencia lineal de las direcciones en el l´ımite) y (6) Establecer conclusiones en
relacio´n al concepto objetivo (las propiedades de la derivabilidad y su relacio´n
con el concepto de diferenciabilidad). Se trata de desarrollar los conceptos invo-
lucrados, nuevos y basales, de una forma tal, que estos les resulten significativos
a los estudiantes.
Que los profesores o autores de texto utilicen las te´cnicas de comparacio´n con
los conocimientos previos para introducir nuevas ideas, es recurrente. Aunque,
a veces utilizan las analog´ıas en forma automatizada y sin estar conscientes de
su uso. Es mejor, para no perjudicar el aprendizaje de los estudiantes, por ejem-
plo desarrollando concepciones erro´neas (DUIT [16]), que usen, las analog´ıas
o las analog´ıas formales de manera ma´s sistema´tica. Las investigaciones deben
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avanzar en cuanto a disen˜ar y validar modelos estrate´gicos y sistema´ticos para
ensen˜ar por medio de analog´ıas (GLYNN [21]).
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