A well known result is that many of the tests used in econometrics such as the Rao score test, may not be robust to misspecified alternatives, that is, when the alternative model does not correspond to the underlying data generating process. Under this scenario, these tests spuriously reject the null hypothesis too often. We generalize this result to GMM based tests. We also extend the method proposed in Bera and Yoon (Econometric Theory, 9, 1993) for constructing RS tests that are robust to local misspecifications to Newey-West GMM based tests. Finally, a further generalization for general estimating and testing functions is developed. This framework encompasses both the Bera-Yoon likelihood based results as well as its use in the GMM environment.
Introduction
Econometric models are useful simplifications of complex realities. The process that leads to a particular specification usually involves a trade-off between fidelity to data and parsimony. Hence, one particular type of error is proposing a model that is underspecified (too parsimonious), in the sense that it ignores some relevant aspect of reality.
In many practical situations, when a restricted model is a particular case of a larger one, the former is easier to handle and would lead to efficient estimation of the underlying parameters of interest. Therefore, the benefits associated with imposing restrictions could have both methodological and practical advantages.
A common practice when there are strong preferences for a restricted model is to start with a small model and then check whether particular departures from this initial specification are supported or rejected by the data. A well known shortcoming of this approach is that the design of an appropriate test requires the knowledge of both the null model and the specific departures being examined. In the context of nested hypotheses, the restricted model usually implies certain parametric restrictions on the unrestricted model. When the null model is easier to estimate parametric restrictions can be easily (and in most cases, optimally) tested based on Rao's score (RS) or Lagrange multiplier test principle, which is based only on the estimation of the restricted model. An obvious problem arises when the null is false and the 'true' model does not correspond to the alternative hypothesis postulated by the researcher. In such cases, it is natural to expect that tests designed to detect particular departures from the null do not behave correctly. In a more concrete setup suppose that the data generating process (DGP) can be fully characterized by three parameter vectors: θ 1 , θ 2 and θ 3 , and an estimator of θ 1 under H 23 0 : θ 2 = θ 20 , θ 3 = θ 30 is available. The properties of a test for H 2 0 : θ 2 = θ 20 depend on i) how θ 1 is estimated, ii) how the test statistic is constructed, and iii) whether H 3 0 : θ 3 = θ 30 is true or not.
Assume first that θ 1 is estimated by maximum likelihood (ML) methods under the joint null hypothesis H 23 0 . When H 3 0 holds, the RS test for H 2 0 is locally most powerful (see Cox and Hinkley, 1974, or Lehmann, 1998, pp. 529-530) . This result critically depends on ML estimation of θ 1 under H 23 0 . If any other √ n−consistent estimator of θ 1 is used, the RS test is no longer valid and in fact it has incorrect asymptotic size. Neyman's (1959) C(α) procedure, which applies a simple correction to the RS test accounting for the fact that an inefficient estimator is used instead of the ML estimator,
share the optimality properties of the RS test under the ideal set up.
A natural question is what happens to the RS test when H 3 0 does not hold, i.e., when
where n is the sample size and 0 < δ 3 < ∞, Davidson and MacKinnon (1987) and Saikkonen (1989) studied the asymptotic distribution of the RS test, and found that even when H 2 0 is true, it no longer has an asymptotic central chi-squared distribution, and consequently, will spuriously reject H 2 0 too often. Therefore, when the model under the alternative hypothesis is incorrectly specified, the rejection of H 2 0 is not informative either about the falseness of the null model or in providing guidance in finding the appropriate nature of the misspecification.
One potential solution to this problem is to estimate both θ 1 and θ 3 , and then test H 2 0 . However, in many practical situations the joint estimation of θ 1 and θ 3 may be much more involved than the estimation of the joint null model which requires estimating θ 1 only.
Using the results of Davidson and MacKinnon (1987) and Saikkonen (1989) Breusch and Pagan (1980) test for random effects spuriously reject the null hypothesis too often, thus implying that rejections may be due to the presence of random effects, or due to the presence of first order serial correlation, or both. Bera et al. (2001) derived a modified RS test for random effects that is not affected by the presence of local serial correlation and vice versa. Such a test strategy helps researchers identify the correct source(s) of departures from the 'basic' model, and hence justify the selection of a larger model, once the appropriate departure from the basic model has been correctly identified. Baltagi and Li (2001) used the BY approach to discriminate between the functional form misspecification and the presence of spatial correlation. Godfrey and Veall (2000) applied it in the context identifying specification errors in multiple regression models.
The BY procedure provides a convenient solution for local misspecification in an asymptotic framework, and a natural concern is its relevance in more realistic non-local finite sample contexts. The papers quoted above showed promising empirical results through extensive Monte Carlo studies. For example, Bera et al. (2001) found that their test for serial correlation in the error components model is robust to the presence of random individual effects, even for large, non-local degrees of misspecification.
In the next section, we review the behavior of the RS test under ideal condition and misspecification, and the BY adjustment. The restrictive feature of likelihood based procedures is that they require complete specification of the underlying probabilistic structure of the model, and that limits the scope of the BY procedure. One objective of this paper is to derive a BY adjusted type test using the generalized method of moments (GMM) that require specification of some moment conditions only. To achieve that, in Section 3, we start with the Newey and West (1987) formulation of the RS test under GMM estimation, and derive a result similar to that of Saikkonen (1989) showing the effects of local misspecification on GMM based RS test. The result is then used to obtain a GMM based modified test that is insensitive to local misspecification.
Our second goal is to provide robust tests under a more general (than GMM) estimation framework. Following a result of Newey (1985) , in Section 4 we extend the BY procedure to general estimating functions. The paper is concluded in Section 5 with a discussion of some potential applications of suggested tests and further research.
2 Review of Likelihood-Based Results
The Rao's Score Test under Ideal Setup and Misspecification
Let us denote the log-likelihood of n independent and identically distributed (i.i.d) observations z 1 , z 2 , . . . , z n by n (θ). An extension to a non-i.i.d. set up can be implemented under the framework developed in White (1987) and Godfrey and Orme (1996) . The parameter vector θ can be partitioned as θ = (θ 1 , θ 2 , θ 3 ) . θ 1 , θ 2 and θ 3 are, respectively, vectors in open subsets of p 1 , p 2 and p 3 , thus the dimension of θ is p 1 + p 2 + p 3 = p.
Let d n (θ) denote the score vector,
and d j,n (θ) the corresponding subvector n −1 ∂ n (θ)/∂θ j , j = 1, 2, 3. The information matrix J(θ) is given by θ 2 = θ 20 , θ 3 = θ 30 . A standard result is that under the local alternative H 2 A : θ 2 = θ 20 + δ 2 / √ n, 0 < δ 2 < ∞, and H 3 0 , the RS statistic
and the non-centrality parameter
has, asymptotically, a central chi-squared distribution and hence asymptotically correct size. In such a situation the alternative hypothesis is said to be correctly specified, in the sense that the only possible departure away from the joint null H 23 0 is due to H 2 0 not being true.
A natural question is what happens to the behavior of RS
does not hold, that is, in our terminology, when the alternative hypothesis is misspecified. Davidson and MacKinnon (1987) and Saikkonen (1989) derived the following result for local misspecification, specifically when H 3 A : θ 3 = θ 30 + δ 3 / √ n.
Theorem 1 Under H 2 0 and when
and
Proof: See Saikkonen (1989, pp. 356-357) .
This result says that even when H 2 0 is true, RS 2·1 (θ) has a non-central distribution due to θ 3 being different from θ 30 , and hence would lead to spurious rejections of H 2 0 .
When J 23·1 (θ 0 ), that measures the partial covariance between d 2,n (θ) and d 3,n (θ) after controlling for the effect of d 1,n (θ), is a null matrix, then λ 2/3·1 = 0, i.e., the local misspecification of θ 3 has no asymptotic effect on the performance of RS 2·1 (θ).
A rather obvious way to avoid the harmful effects of misspecified alternatives is to base the test on the estimates of both θ 1 and θ 3 and use
where θ is now partitioned as θ = (θ 2 , θ 13 ) with θ 13 = (θ 1 , θ 3 ) ,θ = (θ 20 ,θ 13 ) withθ 13 being respectively the MLE of θ 13 under H 2 0 , and
In parallel with the results above, under H 2 A and H 3 A ,
where
Note that this non-centrality parameter is free of δ 3 , and hence the local misspecification in θ 3 does not affect its performance. This test, however, has less power than RS 2·1 (θ) under H 3 0 , whereθ = (θ 1 , θ 20 , θ 30 ) , as can be easily seen by noting that under H 2 A and
Using a √ n-consistent estimator different from the MLE affects the asymptotic power properties of the RS test but it does not affect its asymptotic size. Letθ = (θ 1 , θ 20 , θ 30 ) andθ = (θ 1 , θ 20 ,θ 3 ) be two different √ n-consistent estimators where in the former, only θ 1 is estimated, and in the latter both θ 1 and θ 3 are estimated. It can be shown that RS 2·1 (θ) and RS 2·13 (θ) are no longer asymptotically chi-square distributed, but they follow some other quadratic normal form, provided that the correct expression for the variance is used to normalize the score functions. In general, the RS test loses its optimality properties. Neyman (1959) proposed a locally optimal test for H 2 0 using θ known as the 'C(α)' test, given by
is the effective score. A well known result is that when H 2 A and H 3 0 hold, C 2·1 (θ) has an asymptotic non-central chi-square distribution with p 2 degrees of freedom and with non-centrality parameter given by
. This asymptotic equivalence implies that Theorem 1 fully applies to this case, and therefore, C 2·1 (θ) has the same problems that RS 2·1 (θ) has in the presence of local misspecification of θ 3 . A natural solution to this problem would be to use Neyman's C(α) tets, say C 2·13 (θ).
The Bera and Yoon Procedure
Even though estimating θ 3 naturally solves the problem of fixing it to a wrong value, in many practical situations, as we mentioned earlier, the joint estimation of θ 1 and θ 3 may be much more involved than the estimation of θ 1 only. Consequently, it is relevant to explore tests based onθ = (θ 1 , θ 20 , θ 30 ) , under H 3 A . Bera and Yoon (1993) proposed a robust version of RS 2·1 (θ), given by
rests on the following result (see Bera and Yoon, 1993, pp. 652-654) .
Theorem 2 When H 2 0 is true and
The robustness property of RS * 2·1 (θ) comes from the fact that under H 2 0 the asymp- 
A quick inspection suggests strong similarities between the Bera and Yoon (1993) test and the C(α) test. In fact, the BY procedure can be readily shown to be asymptotically equivalent to the C(α) test C 2·13 (θ), and hence inherits its optimality property. Bera and Yoon, 1993, p.656) . Similarly, note that (θ 1 , θ 30 ) is trivially a √ n-consistent estimator of (θ 1 , θ 3 ) un-
Note that when H
. Therefore, the BY statistic is optimal, in the sense that it has the same asymptotic distribution as the optimal C(α) test.
When H 2 0 and H 3 0 hold, RS * 2·1 (θ) is naturally sub-optimal, which is easily seen by noting that λ 2·1 − λ * 2·1 ≥ 0. Therefore, in such a situation, the asymptotic power of
is greater than that of RS * 2·1 (θ). This magnitude can be viewed as the 'cost of robustification', that is, the loss of power incurred by robustifying the test unnecessarily.
As expected, the BY principle can be used to compute a test, say RS * 3·1 , for the 'reverse case' that is, a test for H 3 0 : θ 3 = θ 30 in the presence of H 2 A : θ 2 = θ 20 + δ 2 / √ n.
Using a similar notation, let RS 23·1 (θ) be the RS test for the joint null H 23 0 : θ 2 = θ 20 , θ 3 = θ 30 . Bera, Montes-Rojas and Sosa-Escudero (2008) proved the following interesting decomposition using geometric and analytic arguments:
This provides a simple way to obtain the adjusted tests (RS * 2·1 and RS * 3·1 ) once we have the unadjusted versions. When the scores of θ 2 and θ 3 are uncorrelated, i.e., when
and RS * 3·1 (θ) = RS 3·1 (θ) so the above decomposition reduces to
and the joint test is simply the sum of two orthogonal single directional unadjusted tests components.
GMM Based Robust Tests
An obvious restrictive feature of likelihood based procedures is that they require full specification of the underlying probabilistic model, which limits the scope of BY procedure. The goal of this section is to derive BY type adjustments to GMM based RS tests that require some moment conditions only. We begin with the test proposed by Newey and West (1987) , which is a GMM equivalent of the standard RS test. 
The Effect of Misspecified Alternatives
and let Ω n (θ) be any m × m positive definite symmetric matrix. The (unrestricted)
GMM estimator of θ 0 is defined as argmax θ Q n (θ), with
which can be viewed as a counterpart of the log-likelihood function n (θ). Let Ω(θ) ≡
E[g(Z, θ)g(Z, θ) ]. Then efficiency requires that we use Ω
, where ' p −→' denotes convergence in probability (see Hansen, 1982 ; see also Appendix 1 for a set or regularity conditions used to guarantee consistency and asymptotic normality of GMM estimators). Let ∇ θ g(z, θ) = ∂g(z, θ)/∂θ be the m × p Jacobian ma-
It will be useful to label the gradient of the GMM objective function (counterpart of the score) as
and q j,n (θ) the subvector
The GMM estimator for θ under the joint null H 23 0 : θ 2 = θ 20 , θ 3 = θ 30 is given bŷ θ g = argmax θ Q n (θ) subject to θ 2 = θ 20 , θ 3 = θ 30 .
The Newey and West (1987) 
Here we use the notation LM to differentiate from the score tests. Note the strong similarities in expressions of RS 2·1
and LM 2·1 , where in the latter the score has been replaced by the gradient of the GMM objective function (the pseudo-score). Under H 3 0 and H 2 A ,
and therefore,
with λ g 2·1 = δ 2 B 2·1 (θ 0 )δ 2 (see Newey and West, 1987) , and this provides an asymptotically valid test. The presence of local misspecification in θ 3 , however, adversely affects
Theorem 3 Under H 2 0 , but when H 3 A holds,
Proof: See Appendix 2.
The reason for this is that the pseudo-score q 2,n (θ g ) will be responsive, in general, to misspecification in θ 3 . This result can be seen as an extension of Davidson and MacKinnon (1987) and Saikkonen (1989) to the GMM framework and it has the same implications, as in the MLE case, that the test will over reject H 2 0 and not provide any information regarding the source(s) of departure from the tested model.
A valid test for H 2 0 can be constructed using the partially restricted GMM estimatoř
And the corresponding test statistic is
where θ is now partitioned as θ = (θ 2 , θ 13 ) with θ 13 = (θ 1 , θ 3 ) and B 2·13 (θ) ≡ B 22 (θ) − B 2,13 (θ)B −1 13 (θ)B 13,2 (θ). From Newey and West (1987) it follows that under H 2 0 and H 3 A , LM 2·13 (θ g ) has asymptotic central chi-squared distribution with p 2 degrees of freedom.
However, our aim is to derive a valid test for H 2 0 without estimating θ 3 explicitly, that we discuss in the following subsection.
GMM Based Testing with Locally Misspecified Alternatives
The procedure for constructing a GMM based robust test follows the similar steps of Section 2. Using Theorem 3 under H 2 0 and H 3 A ,
The asymptotic distribution of the GMM score corresponding to θ 3 can be shown
Consequently, we have the asymptotic distribution of the effective GMM score, under
Since it has mean zero, an asymptotically robust test LM * 2·1 (θ g ) can be constructed as follows:
3·1,n (θ) q 3,n (θ) is the adjusted pseudo-score for θ 2 .
This result is an extension of the likelihood-based adjusted BY test procedure to the GMM framework.
As with the RS * 2·1 (θ) statistic, when H 3 0 holds, LM * 2·1 (θ g ) is sub-optimal, as can be seen by noting that under H 2 A and
g * 2·1 ≥ 0 and therefore when there is no misspecification, the asymptotic power of LM * 2·1 (θ g ) is less (or equal) than that of
). This magnitude can be viewed as the cost of insuring against possible local misspecification, that is, the loss of power incurred by robustifying the test unnecessarily.
Generalization to Estimating and Testing Functions
The test statistics presented above can be extended to a more general estimation framework. Let w(Z, θ) be an r-dimensional vector of functions, and let w n ≡ n −1 n i=1 w(z i , θ).
These functions will be used both for estimation and testing under the framework of Newey (1985) .
Let Γ n be an γ × r matrix with γ ≥ p 1 , and Γ n = Γ + o p (1). Assume that the following estimating equations for θ 1 hold:
Additionally, let Π n be an π×r matrix, and Π n = Π+o p (1). Assume that a specification test can be based on the equations ΠE [w(Z, (θ 1 , θ 20 , θ 30 ))] = 0 only if θ 2 = θ 20 and θ 3 = θ 30 .
The asymptotic size and power of a specification test based on the previous equations can be derived from the following Theorem (Newey, 1985) .
, and P ≡ I − K(ΓK) −1 Γ. Assume that V and ΓK are non-singular and that the regularity conditions in Newey (1985) hold. Then under H 23
This framework is quite general. In terms of estimation, the ML approach is a special case with scores as estimating functions, and the RS tests correspond to the case where the scores are used as test functions (see Bera and Bilias, 2001b) . GMM-based estimators and tests can also be constructed using the same setup with pseudo-scores in the place of scores. Therefore, w(Z, θ) can be viewed as a general inference function.
In order to derive locally size-robust tests for H 2 0 in the presence of local misspecification of θ 3 , we define
The BY approach can be re-stated as findinĝ
where β(.) depends on δ 2 but not on δ 3 , and Σ denotes the asymptotic variance of √ n Π n w n −∆ 3δ3 . The following Theorem offers a general device to construct locally size-robust asymptotic tests. 
, ∆ B 3 be defined as above, and let∆ denote their consistent estimators.
Define
where the superscript M denotes the Moore-Penrose generalized inverse of a (not necessarily square) matrix. Then, under H 2 A and when
where Σ 2(3)·1 denotes the asymptotic variance of √ n m 2(3)·1,n . Moreover
Proof : The result follows from Theorem 5 and from the fact that m 2(3)·1,n is a linear combination of two asymptotically normal statistics. 
Test B: RS test for H 3 0 , and
where m 2(3)·1,n andΣ 2(3)·1 are defined as in Theorem 6 and RS * 2·1 ( θ) is the adjusted RS statistic defined in Section 2.
Proof : Tests A and B are the corresponding RS tests since θ 1 -score functions are used as estimating functions and θ j , j = 2, 3 scores corresponding to test functions. Then, applying Theorem 6 we obtain the desired result.
Corollary 2 A locally size-robust Newey-West test for H 2 0 when H 3 0 or H 3 A hold can be constructed based on the following tests (which are assumed to satisfy the assumptions of Theorem 5) and magnitudes:
Test A: Newey-West test for H 2 0 , and 
where m 2(3)·1,n andΣ 2(3)·1 are defined as in Theorem 6 and LM * 2·1 ( θ) is the adjusted Newey-West statistic defined in Section 3.
Proof :
The tests A and B are the corresponding Newey-West tests. The result follows from an application of Theorem 6.
In general, the BY adjusted Newey-West tests will not be optimal, provided that B = J. The reason is that the optimal testing functions, i.e., the score functions, are not used (see Bera and Bilias, 2001b , for a general discussion about the optimality property of the score function). The following paragraphs show that for any non-ML √ n-consistent estimator, the same optimality properties of the BY statistic can be obtained by using the appropriate test functions. These are based on the effective score as in the Neyman C(α) tests. Without loss of generality we consider the GMM estimator discussed in Section 3.
Corollary 3 Under the assumptions of Theorem 5, an optimal locally size-robust RS test for H 2 0 when H 3 0 or H 3 A holds can be constructed as follows:
Test A: C(α) test for H 2 0 , and
where m 2(3)·1,n andΣ 2(3)·1 are defined as in Theorem 6,
, and λ * 2·1 is given in Section 2.
Proof : Apply Theorem 6. Optimality is obtained by noting that the asymptotic chisquared distribution and the BY adjusted RS test in Section 2 have the same noncentrality parameter.
This provides a nice extension of the optimality of the Fisher-Rao score function.
By using the adjusted effective scores (d * 2·1 ) in the place of the standard score functions, the new test is size-robust to local misspecification in θ 3 , and the optimality follows from its asymptotic equivalence to the BY adjusted test.
Note that the construction of optimal locally size-robust tests requires the knowledge of the score functions, even though they may not be used for estimation. The preference for a GMM estimator instead of the score-based MLE would depend on the preferences of the empirical researcher. In some cases, GMM estimators are used because of their robustness properties or simplicity even when the MLE is readily available, for instance, in the Heckman-two-step estimator in selection models under joint normality.
Conclusions and Suggestions for Future Research
This paper provides a generalization of the Bera-Yoon principle to GMM based tests and to general estimating and testing functions. The simplicity of this extension and potentially vast usefulness of the aforementioned principle suggest that further developments would be desirable.
For instance, the idea can be extended to non-parametric scores as developed in Although we provide a succinct review of the applications of the BY principle, the generalization to the GMM environment opens up many potential applications. For instance, additional features of the econometric model can be incorporated to the Saavedra (2003) testing framework for spatial dependence based on the method of moments. Anselin, Bera, Florax and Yoon (1996) used the BY principle to identify the exact source of spatial dependence (through the error term of the lag of the dependent vari-able) in spatial regression models. Such spatial models are increasingly being estimated by method of moments. It would be interesting to explore the proposed GMM strategy of this paper in this context. Additionally, our approach can be used to develop specification tests in any set-up where GMM estimators are preferred to MLE. To mention a few: in dynamic panel data models (Arellano and Bond, 1991) or in Heckman selection models.
under the regularity conditions in Appendix 1, G n (θ g ) p −→ G(θ 0 ) and Ω n (θ g ) p −→ Ω(θ 0 ) (see Newey and MacFadden, 1994 Theorem 3.2) . By Slutsky's theorem,
Consider the Taylor expansions of q 1,n (θ g ) and q 2,n (θ g ) evaluated at θ * = (θ 10 , θ 20 + δ 2 / √ n, θ 30 + δ 3 / √ n) , and note that G(θ * )Ω −1 (θ * ) = G(θ 0 )Ω −1 (θ 0 ) + o p (1). Then,
By the first order conditions of GMM, √ n q 1,n (θ g ) = 0. Moreover, note that both q 1,n (θ g ) and q 2,n (θ g ) are, asymptotically, functions of constant (δ's) and matrices that converge in probability (G and Ω) and g n (θ * ). Rearranging terms and using the definition of B, we have √ n q 2,n (θ g ) = −G 2 Ω −1 + B 21 B 11 B 13 . Therefore, the asymptotic non-central χ 2 distribution of LM 2·1 (θ g ) under H 2 A : θ 2 = θ 20 + δ 2 / √ n and H 3 A : θ 3 = θ 30 + δ 3 / √ n is a direct consequence of the non-zero mean of the asymptotic normal distribution.
