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Minimum total weighted completion time:
Faster approximation schemes
Leah Epstein∗ Asaf Levin†
Abstract
We study classic scheduling problems on uniformly related machines. Efficient polynomial time
approximation schemes (EPTAS’s) are fast and practical approximation schemes. New methods and
techniques are essential in developing such improved approximation schemes, and their design is a pri-
mary goal of this research agenda. We present EPTAS’s for the scheduling problem of a set of jobs
on uniformly related machines so as to minimize the total weighted completion time, both for the case
with release dates and its special case without release dates. These problems are NP-hard in the strong
sense, and therefore EPTAS’s are the best possible approximation schemes unless P=NP. Previously,
only PTAS’s were known for these two problems, while an EPTAS was known only for the special case
of identical machines without release dates.
1 Introduction
We consider one of the most basic multiprocessor scheduling problems: scheduling on uniformly related
machines with the goal of minimizing the total weighted completion times of jobs. More precisely, we are
given a set of n jobs, where each job has a positive size, a positive weight, and a non-negative release date
(also called release time) associated with it. We are also given a set of m machines for their processing,
such that each machine has a positive speed. Processing job j on machine i requires the allocation of a time
interval on this machine, where its length is precisely the size of j divided by the speed of i. We consider
non-preemptive schedules and thus every job is assigned to a machine and to a single time slot on that
machine, such that the following conditions hold. First, the length of the time slot allocated for job j (on
one of the machines) is the time it takes to process j on that machine. Second, the time interval assigned to
job j starts no earlier than the release date of j. Finally, a machine can process at most one job at each time,
and therefore we require that the time intervals assigned to two jobs that are assigned to a common machine
do not intersect in an inner point. Given such a schedule, the completion time of job j is the ending point of
the time interval assigned to job j, and the weighted completion time of j is the product of the weight of j
and its completion time. The goal is to find a schedule that minimizes the sum of the weighted completion
times of all jobs.
Before we state our main result, we define the notions of approximation algorithms and the different
types of approximation schemes. An R-approximation algorithm for a minimization problem is a poly-
nomial time algorithm that always finds a feasible solution of cost at most R times the cost of an optimal
solution. The infimum value of R for which an algorithm is an R-approximation is called the approximation
ratio or the performance guarantee of the algorithm. A polynomial time approximation scheme (PTAS) is
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a family of approximation algorithms such that the family has a (1 + ε)-approximation algorithm for any
ε > 0. An efficient polynomial time approximation scheme (EPTAS) is a PTAS whose time complexity is of
the form f(1ε ) · poly(n) where f is some (not necessarily polynomial) function and poly(n) is a polynomial
function of the length of the (binary) encoding of the input. A fully polynomial time approximation scheme
(FPTAS), is a stronger concept, defined like an EPTAS, but the function f must be a polynomial in 1ε . In
this paper, we are interested in EPTAS’s and we say that an algorithm (for some problem) has a polynomial
running time complexity if its time complexity is of the form f(1ε ) · poly(n). Note that while a PTAS may
have time complexity of the form ng(
1
ε
)
, where g can be linear or even exponential, this cannot be the case
for an EPTAS. The notion of an EPTAS is modern and finds its roots in the FPT (fixed parameter tractable)
literature (see [5, 7, 10, 23]). It was introduced in order to distinguish practical from impractical running
times of PTAS’s, for cases where a fully polynomial time approximation scheme (FPTAS) does not exist
(unless P=NP). In this work we design an EPTAS for the scheduling problem above.
The seminal work of Smith [26] established the existence of polynomial time algorithm for solving the
problem of minimizing the total weighted completion time without release dates on a single machine. His
algorithm can be described as follows. The jobs are scheduled according to a non-decreasing order of their
densities, starting at time zero, and without any idle time (where the density of job j is the ratio between
its weight and its size). The correctness of this algorithm follows by a simple exchange argument. This
algorithm generalizes the SPT (shortest-processing-time) approach for the case of equal weights. In our
settings, we can conclude the following property for the problem without release dates. Once the jobs have
been assigned to machines (but not to time slots), the permutation of jobs assigned to a given machine
is fixed according to Smith’s algorithm. For a constant number of machines (at least two machines), the
problem without release dates is NP-hard in the ordinary sense, but it is solvable in pseudo-polynomial time
and has an FPTAS [24]. For the case where the number of machines is a part of the input, the problem
is strongly NP-hard (see e.g. problem SS13 in [11]). The case of equal weights (and no release dates) is
polynomially solvable even for the more general case of unrelated machines [17]. The problems with release
dates are known to be much harder, and they are strongly NP-hard for any constant number of machines,
even with equal weights. In fact, even the problem with release dates on a single machine and equal weights
is strongly NP-hard [21]. The property that our problems are strongly NP-hard excludes the possibility to
design FPTAS’s for the problems that we consider in this work, and thus EPTAS’s are the best possible
results (unless P=NP). The problem in the more general setting of unrelated machines is APX-hard [16]
both for the case with release dates and unit weight jobs, and for the case without release dates (where the
jobs have arbitrary weights).
With respect to approximation algorithms, the development of good approximation algorithms for these
problems was fairly slow. Till the late nineties, only constant approximation algorithms were developed for
min-sum scheduling problems such as the ones we study. We refer to the papers cited in [25, 1, 6] for a
restricted survey of such results. Here we elaborate on the approximation schemes in the literature.
The first approximation scheme for a special case of our problem was introduced by Skutella and Woeg-
inger [25] and it was designed for the special case of identical machines and without release dates. Their
scheme is in fact an EPTAS for this problem. Shortly afterwards, Afrati et al. [1] presented PTAS’s for the
special case of the problem on identical machines with release dates (and also for the problem on a constant
number of unrelated machines). Their approach was generalized by Chekuri and Khanna [6] who showed
the existence of a PTAS for the problem studied here (namely, related machines with release dates). See
also [2] for a description of the methods used in these schemes.
Before explaining the methods and techniques of these last schemes, as well as the limitations of those
approaches, we mention the state of the art of approximation schemes for load balancing problems on identi-
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cal machines and uniformly related machines. The relation between those families of problems will become
clear later. In these load balancing problems, the goal is to minimize the vector of machines completion
times (and not job completion times as we study here). Hochbaum and Shmoys presented the dual approx-
imation framework and used it to show that the makespan minimization problem has a PTAS for identical
machines [14] and for uniformly related machines [15]. It was noted in [12] that the PTAS of [14] for
identical machines can be converted into an EPTAS by using integer program in fixed dimension instead of
dynamic programming. Recently, Jansen [18] developed an EPTAS for the makespan minimization problem
on uniformly related machines (see [19] for an alternative EPTAS for this problem). The ℓp minimization
problem (of the vector of machine loads) has an EPTAS on identical machines [3, 4], and a PTAS and an
EPTAS on uniformly related machines [9, 8].
Next, we elaborate on the known approximation schemes for the special cases of our problems. Skutella
and Woeginger [25] observed that the ℓ2 norm minimization of the vector of machine loads is equivalent
to minimizing the total weighted completion times (without release dates) if the jobs have equal densities.
Thus, they showed that if the ratio between the maximum density and the minimum density of jobs is
bounded by a constant, then one can adapt the ideas of Alon et al. [3, 4] and obtain an EPTAS for this
restricted setting. Their scheme for the problem without release dates on identical machines follows the
following ideas. First, round all the job sizes and job weights to integer powers of 1 + ε. Next, apply
randomized geometric partitioning of the jobs based on their (rounded) density, solve each sub-instance
consisting of all jobs of one partition using the scheme (which is similar to the one of [3, 4]) and schedule
the partial solutions for every machine sorted by non-decreasing job densities. This last step of uniting
the solutions for the different parts in the partition was more delicate in [25], but as noted in [1], the last
step could be made much simpler. Afrati et al. also noted that this approach can be extended to obtain an
approximation scheme (PTAS) for the problem without release dates in other machines environments (see
the last remark in [1]) however they wrote that “unfortunately, this approach breaks down completely when
jobs have release dates”. More precisely, major difficulties arise even for one machine (with release dates)
as it is no longer correct that simply scheduling all the jobs of one part of the geometric partition before the
remaining jobs has minor affect on the performance of the algorithm. Afrati et al. [1] managed to overcome
these difficulties by rounding the input parameters and then structuring the input in a way that a job is
processed relatively quickly after its release date. Using this structure, each machine has a constant number
of states (where a state of a machine is the next time in which it becomes available for processing another
job), and one can apply dynamic programming in the time-horizon to schedule the jobs while recalling at
each time the number of machines in each state, and the number of unscheduled jobs of each large size
that were released at any given time in the last few release dates (and similarly, for the total volume of
jobs seen as small that were released in those last few release dates). Chekuri and Khanna [6] extended
these techniques of [1] to the setting of uniformly related machines (with release dates). Observe that the
time complexity of the time-horizon dynamic programming is too large if one seeks for an EPTAS, as the
number of possible states of machines is clearly a constant depending on ε and we need to recall the number
of machines in each state, and thus the degree of m in the polynomial of the running time depends on ε and
this violates the conditions on the running time of an EPTAS. Thus, the methods of [1, 6] fail completely
when one tries to obtain an EPTAS for these problems with release dates (even for identical machines).
Paper outline. We start our study in Section 2, where we present an EPTAS for the special case without
release dates. Such a scheme was not known prior to our work (it was only known for identical machines).
This first scheme is simpler than the one for the general case that we present later, and thus it can serve as
an introduction of a part of the methods which we will use afterwards for the design of the EPTAS for the
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variant with release dates. In Section 3, we present our main result, that is an EPTAS for the general case
of the problem, which is the non-preemptive scheduling problem with release dates on uniformly related
machines so as to minimize the total weighted completion time of the jobs.
In our schemes, all parameters are rounded to powers of a parameter 1 + δ (where δ = εΥ for a constant
Υ > 0 independent of ε) [25, 1]. In the presence of release dates, rounding is done carefully so that the re-
sulting release dates do not include zero. In the case without release dates, we use the shifting technique [13]
to separate the input into bounded instances, where for each instance, all the jobs have sufficiently similar
densities, and show that each instance can be solved separately and independently from other instances, and
the solutions can be combined without further modifications. To solve each instance (due to shifting, there
is a polynomial number of such instances), we use configuration mixed-integer linear programs (MILPs),
where we require a variable of a machine configuration to be integral if the machine is heavily loaded, that
is, it receives a large total size of jobs. By splitting the machine set into slow and fast machines, we show
that a slow machine is never heavily loaded in optimal solutions. Moreover, there is a limit to how much a
fast machine can be loaded (in terms of the load of the first fastest machine that we guess approximately),
and as a result, the number of heavy configurations is constant. A configuration consists of a complete
list of relatively large jobs together with their densities (compared to the total size of jobs assigned to this
machine), and an approximate total size of smaller jobs of each density. The assignment of jobs that are
scheduled as small jobs is carried out by another set of assignment variables. These assignment variables
can be fractional in a feasible solution to the MILP. As in [25], we approximate the increase of cost due to
the contribution of slightly larger set of small jobs using the total sizes of jobs of the configuration, and thus
fractional assignment becomes possible, and can be converted into an integral one by slightly increasing the
cost of each configuration. As for fractional configurations, we round down the number of machines with
each such configuration. The total size of jobs that remain unassigned is sufficiently small to be combined
into the schedule of a heavily loaded machine (at least one such fastest machine must exist). Our scheme
of the similar densities instance is of independent interest as it extends the methods of [18] for the ℓ2-norm
minimization problem (the case of one density for all jobs) to obtain an EPTAS for a constant number of
densities (where the constant depends on δ), whereas extending the original EPTAS for this ℓ2-norm mini-
mization problem [8] results in only a PTAS for the case of constant number of densities. Thus, presenting
a new EPTAS for the ℓ2-norm minimization problem is indeed necessary for our generalization.
The general structure of the scheme for the case with release dates is as follows. In this case, we are
also interested in reducing the problem into a polynomial set of subproblems. It is possible to split time
into intervals [1], but obviously those time intervals cannot be treated separately. Each subproblem which
we create is such that it can be solved using a mixed-integer linear program. Our scheme starts with a
similar flavor to the schemes of [1, 6]. Namely, we start by rounding the input parameters and by an iterative
procedure that we call job shifting, where we delay the release dates of some of the jobs. More specifically, if
the total number (for relatively large jobs of equal properties) or total size (for sub-classes of relatively small
jobs with similar properties) that are being released at a given release date is too large, it is impossible to
schedule such a large number or total size of those jobs by the next release date, so the release date of some
jobs can be altered. Then, we deviate dramatically from their approach, and we apply two kinds of shifting.
The first is on the release dates. In this step we increase release dates of a small portion of the jobs (based on
contribution to cost). The goal of that is to create large time differences between groups of release dates, so
that sub-inputs of very different release dates could be solved almost independently. It can happen that jobs
of much smaller release dates should be combined into a solution for given release dates, but in these cases
the assignment of such jobs can be restricted to gaps of the schedule (a kind of idle time), and by slightly
stretching time [1], there are suitable gaps with sufficient frequency in any schedule. Afterwards, we apply
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shifting on densities. The goal is once again to create inputs with small numbers of possible parameters,
such that there is a major difference between parameters of subproblems. Unlike the variant without release
dates, combining solutions of very different densities is challenging; jobs cannot run before their release
date, and if one solution is sparse in some time interval, we would like another solution to take over, in
order to exploit that time, and to avoid postponing all jobs (and thus increasing their costs significantly).
Yet, that solution is still not sufficiently good in some cases, as the schedule of jobs with very high densities
must be done carefully, and they cannot be delayed (compared to their schedule in optimal solutions) in any
solution. On the other hand, it harms the solution to delay multiple jobs (even if their densities are not very
large) due to a sparse time slot (with high density jobs). Thus, the schedule of different subproblems needs
to be coordinated and these subproblems need to be taken care of delicately. To overcome this notoriously
difficult task, we apply a series of guessing steps and transformations on the solutions to ensure that these
bad cases simply do not happen. Once again, we employ gaps to combine unassigned jobs and to allow
the modifications to the solutions. Finally, we use the mixed-integer linear program paradigm to help us to
approximate each subproblem, this time, with time-dependent configurations.
2 EPTAS for the special case without release dates
Here we consider the special case without release dates. That is, we assume that all jobs are available for
processing at time 0 and all release dates are 0. Later, we will use some of the techniques which we develop
for this case in the development of the EPTAS for the general case with release dates.
Properties Obviously, since any job can start running at any time, an optimal solution (or schedule) never
introduces idle time, and moreover, every machine runs its assigned jobs in an optimal order, that is, the
jobs are sorted by Smith’s ratio. As any tie-breaking policy leads to the same objective function value, we
use a specific tie-breaking policy in this section. More specifically, we will always break ties in favor of
running larger jobs first, and in the case of equal size jobs (of the same weight), jobs of smaller indices are
scheduled earlier. We call this ordering the natural ordering. Thus, we can define a solution or a schedule as
an ordered partition of the jobs to m subsets, one subset for each machine. In some cases, we will compute
the total weighted completion time of another permutation (not of the natural ordering), this will be done
when this is easier, and we are only interested in an upper bound on the objective value.
For an input X and a solution B, we let B(X) denote the output and the objective value of B for the
input X. Recall that for a job j, the density of j is the ratio between its weight and its size. Thus, running
the jobs sorted according to the natural ordering is equivalent to first sorting them by non-increasing density,
and for each density, the jobs are sorted by non-increasing size, breaking ties (among equal size jobs) in
favor of scheduling jobs of smaller indices earlier.
For a fixed schedule, the work of machine i is the total size of jobs assigned to it, and its load is its
completion time, that is, the work divided by the speed (as we only consider schedules without any idle
time). Let the original instance be denoted by A, where job j has size aj > 0 and weight ωj > 0, and
machine i has speed vi > 0. Let Cj denote the completion time of j under a given schedule, that is, the total
size of jobs that run before j on the same machine (including j), divided by the speed of this machine. Let
Γj = ωj(Cj−
aj
2vi
) where Cj− aj2vi is the time when half of job j is completed. We call these values Γ-values,
and obviously, the cost of a solution is at least the sum of Γ-values. Moreover, for identical machines, the
difference between the cost of a solution and the sum of the Γ-values is independent of the solution whereas
for related machines, this difference depends on the speeds.
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Lemma 1. Consider a set of jobs I˜ ⊆ A assigned to machine i. Let Φ =∑j∈I˜ aj and let φ = minj∈I˜ ωjaj
be the minimum density of any job of I˜ . The sum of Γ-values (and the cost) of any solution that selects to
run all jobs of I˜ on machine i (possibly with other jobs) is at least φΦ22vi .
Proof. We prove the claim by induction on |I˜|. The claim obviously holds if I˜ = ∅. Consider the job
j′ ∈ I˜ that is scheduled last (among the jobs of I˜) to run on machine i. The completion time of this job
is at least Φvi , the time that half of it is completed, is at least
Φ−aj′/2
vi
, and its weight satisfies ωj ≥ φaj′ ,
thus Γj′ ≥
φaj′ (2Φ−aj′ )
2vi
. By the inductive hypothesis, the sum of Γ-values of the jobs of I˜ \ {j′} is at least
φ(Φ−aj′ )
2
2vi
. In total, we get at least φΦ
2
2vi
.
2.1 Rounding and shifting
Given the original instance A, where job j has size aj and weight ωj , and machine i has speed vi, we create
an instance A′ as follows. Let 0 < δ ≤ 1/8 be an accuracy factor, that is a function of ε (where δ < ε), and
such that 1δ is an integer. The sets of jobs and machines are the same as in A. Let si = (1 + δ)⌊log1+δ vi⌋
be the speed of machines i in instance A′. Let wj = (1 + δ)⌈log1+δ ωj⌉, and pj = (1 + δ)⌈log1+δ aj⌉ be the
weight and size (respectively) of job j in instance A′. Let O and O′ denote optimal solutions for A and
A′ respectively. Let SOL denote a given solution for both instances. Using the new notation, for a given
schedule, the completion time of j is still denoted by Cj , and its weighted completion time is wj · Cj .
Proposition 2. We have SOL(A) ≤ SOL(A′) ≤ (1+ δ)3SOL(A) and O(A) ≤ O′(A′) ≤ (1+ δ)3O(A).
Proof. We start with the first claim. For each job, we compare its completion time in SOL for the two
inputs. For each job j, its size in A′ is at least its size in A. Thus, when we consider the permutation of
jobs on each machine as it is in SOL(A′) the total size of jobs that are completed before j together with the
size of j cannot be smaller in A′ than this value in A. The speed of the machine running j in A′ is at most
the speed of the same machine in A. Thus, the completion time of j in A′ is at least its completion time
in A. The weight of j in A′ is at least its weight in A, and thus its contribution to the objective function in
A (that is, ωj times the completion time in SOL for the input A with the permutations of jobs as defined
by SOL(A′)) is no larger than this value in A′ (that is, wj times the completion time in SOL for the input
A′), and as the actual permutation of SOL(A) cannot have a larger cost, we find SOL(A) ≤ SOL(A′).
On the other hand, when we consider the permutation of jobs as it is in SOL(A) the total size of jobs that
are completed before j together with the size of j in A′ is at most 1 + δ times the corresponding value in
A. The speed of the machine running j in A′ is at least 11+δ times the speed of the same machine in A.
Thus, the completion time of j in A′ when we consider the permutation of jobs on each machine as defined
by SOL(A) is at most its completion time in A times (1 + δ)2. The weights of j in A and in A′ satisfy
wj ≤ (1 + δ)ωj , and thus its contribution to the objective function in A′ is at most (1 + δ)3 times this value
in A, and we find SOL(A′) ≤ (1 + δ)3SOL(A).
The second claim follows from the first one; since O and O′ are optimal solutions for A and A′ respec-
tively, we have O(A) ≤ O′(A) and O′(A′) ≤ O(A′). Letting SOL = O′ we get by the first claim that
O′(A) ≤ O′(A′) and letting SOL = O we get O(A′) ≤ (1 + δ)3O(A), which proves the claim.
Corollary 3. If a solution SOL satisfies SOL(A′) ≤ (1 + kδ)O′(A′) for some k > 0, then SOL(A) ≤
(1 + (2k + 4)δ)O(A).
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Proof. We have SOL(A) ≤ SOL(A′) ≤ (1 + kδ)O′(A′) ≤ (1 + kδ)(1 + δ)3O(A). Using δ ≤ 18 we get
(1+kδ)(1+δ)3 = 1+(k+3)δ+δ(3δ+δ2+k(3δ+3δ2+δ3)) ≤ 1+(k+3)δ+δ(38+
1
64+k(
3
8+
3
64+
1
512)) ≤
1 + (k + 3)δ + δ(k + 1).
Consider the instance A′. Recall that if j is executed on machine i, then Γj = wj(Cj − pj2si ) where
Cj −
pj
2si
is the time when half of the job is completed. We say that for a given schedule, a block of jobs is
a set of jobs of equal density that are assigned to one machine to run consecutively on that machine (there
may be additional jobs of the same density, each assigned to run later or earlier than these jobs). The next
claim shows that computing the sum of Γ-values for a block of jobs is a function of their total size, their
commom density, and the starting time of the block, and it is independent of the other properties of these
jobs.
Claim 4. Let I¯ ⊆ A′ be a set of jobs, all having densities equal to some ∆ > 0, and assume that these jobs
are scheduled to run consecutively on machine i starting at time τ . Then∑
j∈I¯
Γj = ∆ · (τ +
1
2si
∑
j∈I¯
pj) · (
∑
j∈I¯
pj) .
Proof. We prove the claim by induction on |I¯|. Obviously, it holds if I¯ = ∅. Let j′ be the job of I¯ assigned
to run last. We have Γj′ = wj′(τ +
∑
j∈I¯ pj−pj′/2
si
) = ∆pj′(τ +
∑
j∈I¯ pj−pj′/2
si
). By the inductive hypothesis,∑
j∈I¯,j 6=j′ Γj = ∆ · (τ +
1
2si
∑
j∈I¯,j 6=j′ pj)(
∑
j∈I¯,j 6=j′ pj), and we get∑
j∈I¯
Γj = ∆pj′(τ+
∑
j∈I¯ pj − pj′/2
si
)+∆·(τ+
1
2si
∑
j∈I¯ ,j 6=j′
pj)(
∑
j∈I¯,j 6=j′
pj) = ∆·(τ+
1
2si
∑
j∈I¯
pj)(
∑
j∈I¯
pj) ,
as required.
Let ξ = ⌈ℓ log1+δ 1δ ⌉ for a fixed integer 3 ≤ ℓ ≤ 5 (and thus 1δ3 ≤ 1δℓ ≤ (1 + δ)ξ < 1+δδℓ <
2
δℓ
< 1
δℓ+1
≤ 1
δ6
. Since (1 + δ)
1
δ2 > 1δ , by the integrality of
ℓ
δ2
, we have ξ ≤ ℓ
δ2
< 1
δ3
. However,
(98 )
ξ ≥ (1 + δ)ξ ≥ 1
δℓ
≥ 83, so ξ > 50.
For an integer c ∈ Z, let Ωc = {cξ+1, . . . , (c+1)ξ}. Let 0 ≤ ζ ≤ 1δℓ+1 −1 be an integer. We define the
instance Aζ by modifying the weights of jobs in A′. For a job j, if for some integer v, log1+δ wjpj ∈ Ωv/δℓ+1+ζ
(recall that the density of j, wjpj , is an integer power of 1+δ), then w
ζ
j = wj ·(1+δ)
ξ
, and otherwise wζj = wj .
In the first case, we have wζj = (1 + δ)ξwj ≤ 1+δδℓ wj . Let O
ζ be an optimal solution for Aζ . As the set of
jobs and machines is the same in A, A′, and Aζ , the sets of feasible solutions for the three instances are the
same. Next, we bound the increase of the cost due to the transformation from A′ to Aζ . As a result, no job
j ∈ Aζ has a density such that log1+δ
wζj
pj
∈ Ωv′/δℓ+1+ζ for any integer v′ (since by log1+δ wjpj ∈ Ωv/δℓ+1+ζ
we have log1+δ
wζj
pj
∈ Ωv/δℓ+1+ζ+1 and v/δℓ+1 + ζ < v/δℓ+1 + ζ + 1 < (v + 1)/δℓ+1 + ζ). Any value
(1+ δ)β where β ∈ Ωv/δℓ+1+ζ for an integer v is called a forbidden density for ζ , and other values (1 + δ)β
for integer β are called allowed density for ζ .
Claim 5. Given a solution SOL, any 0 ≤ ζ ≤ 1
δℓ+1
− 1 satisfies SOL(A′) ≤ SOL(Aζ), and there exists
a value 0 ≤ ζ¯ ≤ 1
δℓ+1
− 1 such that we have SOL(Aζ¯) ≤ (1 + 2δ)SOL(A′). Additionally, there exists a
value 0 ≤ ζ ′ ≤ 1
δℓ+1
− 1 such that O′(A′) ≤ Oζ′(Aζ′) ≤ (1 + 2δ)O′(A′), and if a solution SOL1 satisfies
SOL1(Aζ′) ≤ (1 + k
′δ))Oζ
′
(Aζ′) for some k′ > 0, then SOL1(A′) ≤ (1 + (2k′ + 2)δ)O′(A′).
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Proof. We start with the first claim. Since for any ζ , the weight of a job in Aζ is no smaller than the weight of
the corresponding job in A′, for any ζ , if we consider the permutation of jobs as defined by SOL(Aζ), then
SOL(A′) ≤ SOL(Aζ) holds, and by the optimality of the permutation of jobs on each machine, we have
SOL(A′) ≤ SOL(Aζ) where for each instance we use its permutation of jobs. Seeing SOL as a solution
for A′, let SOLζ denote the total weighted completion time in SOL (for A′) of jobs for which wj 6= wζj , that
is, the contribution of these jobs to the objective function value for the instance A′. We have SOL(A′) =∑ 1
δℓ+1
−1
ζ=0 SOLζ , and SOL(Aζ) ≤
∑
0≤η≤ 1
δℓ+1
−1,η 6=ζ SOLη+(1+δ)
ξSOLζ ≤ SOL(A
′)+(1+δ)ξSOLζ ,
where the first inequality holds by computing an upper bound on SOL(Aζ) by considering the permutation
of the jobs on each machine according to the densities of the jobs in A′.
Let ζ¯ be such that SOLζ¯ is minimal. Then, SOLζ¯ ≤ δℓ+1SOL(A′). We get SOL(Aζ¯) ≤ (1+δℓ+1(1+
δ)ξ)SOL(A′) ≤ (1 + 2δ)SOL(A′).
The second part will follow from the first one. Let SOL′ = O′. By the second claim of the first part,
there exists a value ζ ′ such thatO′(Aζ′) ≤ (1+2δ)O′(A′). SinceO′ andOζ
′
are optimal solutions for A′ and
Aζ′ respectively, we have O′(A′) ≤ Oζ
′
(A′) and Oζ′(Aζ′) ≤ O′(Aζ′). Letting SOL′′ = Oζ
′
we get (using
the first part of the first claim) Oζ′(A′) ≤ Oζ′(Aζ′), which proves O′(A′) ≤ Oζ′(Aζ′) ≤ (1 + 2δ)O′(A′).
We get SOL1(A′) ≤ SOL1(Aζ′) ≤ (1 + k′δ)Oζ
′
(Aζ′) ≤ (1 + 2δ)(1 + k
′δ)O′(A′) = (1 + (k′ + 2)δ +
2k′δ2)O′(A′) ≤ (1 + (2k′ + 2)δ)O′(A′).
The algorithm. In the next section (Section 2.2) we present an algorithm that receives an input where the
ratio between the maximum density of any job and the minimum density of any job is at most (1 + δ)y ,
where y = ξ
δℓ+1
− ξ − 1, and outputs a solution of cost at most 1 + δ times the cost of an optimal solution
for this input. We will use this algorithm as a black box in this section. For every value of ζ , we apply the
following process and create a schedule for the input Aζ . Afterwards, we choose a solution of minimum
cost among the 1
δℓ+1
resulting solutions. Let 0 ≤ ζ ≤ 1
δℓ+1
− 1. Decompose the allowed densities for
ζ into collections of consecutive densities that are separated by intervals of forbidden densities for ζ (two
densities are consecutive if the large one is larger by a factor of exactly 1 + δ from the smaller one). By
our construction, this results in subsets of allowed densities with very different densities, such that each
subset has allowed densities in an interval of the form [(1 + δ)−yρ, ρ], where ρ = (1 + δ)(v/δℓ+1+ζ)ξ for
some integer v, y is as defined above (y = ξ
δℓ+1
− ξ − 1) and additionally there is a gap between the
allowed densities of one set and another set. More precisely, if I and I ′ are two such subsets and the
allowed densities for I are smaller than those of I ′, then the largest allowed density for I is smaller by a
factor of (1 + δ)ξ+1 ≥ 1+δ
δℓ
than the smallest allowed density of I ′. A sub-instance is defined to be a non-
empty subset of the jobs corresponding to an interval of allowed densities together with the complete set of
machines. Let q denote the number of such (sub-)instances (where q ≤ n). Let the instances be denoted
by I1, . . . , Iq , such that the maximum allowed density in Ip is ρp, and for p > 1, ρp > ρp−1 and in fact
ρp ≥ (1+ δ)
y+ξ+1ρp−1 = (1+ δ)
ξ
δℓ+1 ρp−1 ≥ (
1
δℓ
)
1
δℓ+1 ρp−1. Given a set of solutions SOLp, for 1 ≤ p ≤ q
(where SOLp is a solution for Ip), define a combined solution SOL, where the jobs assigned to machine i
in SOL are all jobs assigned to this machine in all the solutions. Obviously, in SOL the jobs are scheduled
sorted by non-increasing indices of their sets Ip.
Lemma 6. We have OPT (Aζ) ≥
∑q
p=1OPT (Ip).
Proof. Given a solution S for the complete set of jobs Aζ , define its pseudo-cost Spc as follows. The cost of
each job j ∈ Ip is its weight multiplied by the following amount: the total size of jobs of Ip that are scheduled
to run before j on the same machine (i.e., out of jobs assigned to the same machine, those are jobs of Ip of
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strictly larger densities, larger jobs of Ip with the same density, and jobs of Ip of the same size and density,
but of smaller indices) plus pj , and divided by the speed of the machine that runs j. We let OPTpc denote
the cost of an optimal solution with respect to pseudo-cost. Obviously, for any solution S and set of jobs X,
S(X) ≥ Spc(X), and thus OPTpc(Aζ) ≤ OPT (Aζ). Since in an optimal solution for Aζ , every subset of
jobs Ip is assigned independently of other such subsets, we find OPTpc(Aζ) =
∑q
p=1OPT (Ip).
Lemma 7. If for any 1 ≤ p ≤ q it holds that SOLp(Ip) ≤ (1 + ν)OPT (Ip) for some ν > 0, then the
combined solution SOL satisfies SOL(Aζ) ≤ (1 + ν)(1 + 8δ)OPT (Aζ ).
Proof. Let 1 ≤ p ≤ q. For 0 ≤ i ≤ y, let Πip =
∑
j∈Ip:wj/pj=(1+δ)−iρp
pj (the total size of jobs of the
instance Ip with a given density) and Πp =
∑
j∈Ip
pj =
∑y
i=0Π
i
p (the total size of the jobs of Ip). We will
prove for each machine separately that the cost for this machine does not exceed (1 + ν)(1 + 8δ) times the
total cost of the solutions SOLp (1 ≤ p ≤ q) for this machine. Moreover, it is sufficient to prove the property
for a machine of speed 1 (since for a given solution, the cost for a machine of speed s is simply equal to
the cost for a unit speed machine divided by s, and since the costs of different machines are independent).
Therefore, we assume without loss of generality that there is just one machine, and its speed is 1. By
definition, SOL(Aζ) =
∑q
p=1 SOLp(Ip)+
∑
p,p′:1≤p<p′≤q Cp,p′, where Cp,p′ = ρp ·Πp′ ·
∑y
i=0(1+δ)
−iΠip.
Let Cp,p′,i = ρp ·Πp′Πip · (1 + δ)−i (and we have Cp,p′ =
∑y
i=0 Cp,p′,i).
By Lemma 1, we find
SOLp′(Ip′) ≥ (1 + δ)
−yρp′(Πp′)
2/2 = (1 + δ)−y ·
ρp′
ρp
·
ρp
2
(Πp′)
2 ≥ δ
−ℓ(p′−p−1)
δℓ+1
−ℓ
·
ρp
2
(Πp′)
2(1 + δ) ,
using ρp′ ≥ (1 + δ)y+ξ+1 · ( 1δℓ )
p′−p−1
δℓ+1 ρp ≥ (1 + δ)
y+1 · ( 1
δℓ
)
p′−p−1
δℓ+1
+1
ρp.
Let ι be the set of indices i such that Πip ≤
Πp′
δp′−p
, and let ι′ be the complement set of indices (such that
ι ∪ ι′ = {0, 1, . . . , y}). For any i ∈ ι,
Cp,p′,i = ρp ·Πp′Π
i
p ·(1+δ)
−i ≤ ρp ·(Πp′)
2 ·(1+δ)−i/δp
′−p ≤ 2(1+δ)−i−1SOLp′(Ip′)δ
ℓ(p′−p−1)
δℓ+1
+ℓ−p′+p
.
Thus,
∑
i∈ι
Cp,p′,i ≤ 2δ
(p′−p−1)( ℓ
δℓ+1
−1)+ℓ−1
SOLp′(Ip′)
y∑
i=0
(1 + δ)−i−1 ≤ 2δ
(p′−p−1)( ℓ
δℓ+1
−1)+ℓ−2
SOLp′(Ip′) ,
where the last inequality is since
∑y
i=0(1 + δ)
−i−1 < 1δ . We show that we have δ
(p′−p−1)( ℓ
δℓ+1
−1)+ℓ−2 ≤
δp
′−p
. The last inequality holds since (p′ − p − 1)( ℓ
δℓ+1
− 1) + ℓ − 2 ≥ (p′ − p − 1)(8ℓ − 1) + ℓ − 2 =
p′ − p+ (8ℓ− 2)(p′ − p)− 7ℓ− 1 ≥ p′ − p+ ℓ− 3 ≥ p′ − p, as p′ ≥ p+ 1, δ ≤ 18 , and ℓ ≥ 3.
Since any i ∈ ι′ satisfies Πip >
Πp′
δp′−p
, we have
∑
i∈ι′
Cp,p′,i ≤
∑
i∈ι′
ρp · Πp′Π
i
p · (1 + δ)
−i ≤ δp
′−p
y∑
i=0
ρp · (Π
i
p)
2 · (1 + δ)−i ≤ 2δp
′−pSOLp(Ip) ,
as SOLp(Ip) ≥ ρp
∑y
i=0(1 + δ)
−i(Πip)
2/2 (this is the sum of Γ-values of running the jobs of each density
separately).
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We get that for any 1 ≤ p < p′ ≤ q, Cp,p′ ≤ 2δp
′−p(SOLp(Ip) + SOLp′(Ip′). Moreover, for any
1 ≤ p ≤ q,
∑
p′>p δ
p′−p =
∑q−p
u=1 δ
u ≤
∑q−1
u=1 δ
u
, and
∑
p′′<p δ
p−p′′ =
∑p−1
u=1 δ
u ≤
∑q−1
u=1 δ
u
. We find that
SOL(Aζ)−
q∑
p=1
SOLp(Ip) ≤ 2
∑
1≤p<p′≤q
δp
′−p(SOLp(Ip) + SOLp′(Ip′)) ≤
4
q∑
p=1
SOLp(Ip)
q−1∑
u=1
δu ≤
4δ
1− δ
q∑
p=1
SOLp(Ip) ≤ 8δ
q∑
p=1
SOLp(Ip) .
We get SOL(Aζ) ≤ (1 + 8δ)
∑q
p=1 SOLp(Ip) ≤ (1 + 8δ)(1 + ν)
∑q
p=1OPT (Ip) ≤ (1 + 8δ)(1 +
ν)OPT (Aζ).
In the next section (Section 2.2) we design a (1 + δ)-approximation algorithm for the bounded ratio
problem, that gives a (1 + δ)(1 + 8δ)-approximation algorithm for Aζ . Since (1 + δ)(1 + 8δ) < 1 + 10δ,
for an appropriate choice of ζ , we get an (1 + 22δ)-approximation algorithm for A′, and a (1 + 48δ)-
approximation algorithm for A. Thus, letting δ = ε48 will give a (1 + ε)-approximation algorithm for the
general problem. The algorithm of the next section is applied at most n times for each choice of ζ , i.e., at
most n
δ6
times in total.
2.2 An EPTAS for the bounded ratio problem
Let I be a bounded instance such that all densities are in [1, ρ = ρ(δ) = (1 + δ)y ], where y is a function
of δ (y and ξ are as defined in the previous section). By scaling (and possibly increasing the interval of
densities), any valid input can be transformed into this form. We have the following properties. First, we
have y = ξ
δℓ+1
− ξ − 1 ≥ ξ
δℓ
> 400 (since 1
δℓ+1
− 1
δℓ
− 1 = 1−δ−δ
ℓ+1
δℓ+1
> 1 > 1ξ as 2δ
ℓ+1 + δ < 1) and
y + 2 < y + ξ + 1 ≤ ξ
δ6
≤ 1
δ9
. We also have (1 + δ)y ≥ (1 + δ)
ξ
δℓ ≥
(
1
δℓ
) 1
δℓ ≥ ( 1
δ3
)
1
δ3 > 1
δ1500
and
(1 + δ)y ≤ (1 + δ)ξ/δ
ℓ+1
≤ ( 1
δℓ+1
)
1
δℓ+1 ≤ (1δ )
6/δ6 ≤ (1δ )
1/δ7−12
, and y + 1 ≤ δ2(1 + δ)y since y + 1 ≤ 1δ9
while (1 + δ)y ≥ 1
δ1500
.
Since the density of every job is in [1, (1 + δ)y ], every job j ∈ I has pj = (1 + δ)k , wj = (1 + δ)k′ , for
some integers k, k′ such that 0 ≤ k′ − k ≤ y. Let γ = δ12(1+δ)y . We have γ ≥ δ
1/δ7 and γ ≤ δ1512. Let I
denote the set of values i such that there is at least one job of size (1+ δ)i. Clearly, |I| ≤ n. Let nr,i denote
the number of jobs of size (1 + δ)i and density (1 + δ)r . By scaling the machine speeds (that are integer
powers of 1 + δ) and possibly reordering the machines, let the speeds of machines be s1 ≥ s2 · · · ≥ sm,
where without loss of generality, s1 = 1, and for i ≥ 2, si = (1+δ)ki , for some non-positive integer ki ≤ 0.
Recall that the work of a machine is the total size of jobs assigned to it. We would like to assume that
job sizes are scaled such that the work of the most loaded machine (the most loaded machine in terms of
work) of speed 1 is in [1/(1 + δ), 1). We will now show that this is possible. For a job j, and 1 ≤ b ≤ nδ , let
Dj,b be the interval [(1 + δ)b−1pj, (1 + δ)bpj), where (1 + δ)
n
δ ≥ n+ 1.
Claim 8. For any solution, there exist a job 1 ≤ j′ ≤ n and an integer 1 ≤ b′ ≤ nδ , such that the work of
the most loaded machine of speed 1 is in Dj,b.
Proof. Consider the most loaded machine of speed 1 (breaking ties arbitrarily). Let j′ be a largest job
assigned to this machine. The work of the machine is at least pj′ . Since there are at most n jobs assigned to
this machine, each of size at most pj′, its work is at most n · pj′ . We have [pj′ , n · pj′] ⊆ [pj′ , (n+1)pj′) ⊆⋃
1≤b≤n
δ
Dj′,b, thus, there exists a value b′ as required.
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For every choice of a pair j, b (n2δ choices in total), we scale (i.e., divide) job sizes by (1 + δ)bpj (which
is an integer power of 1+ δ), and apply the algorithm described later in this section (this algorithm enforces
the existence of a fastest machine with a suitable load). By the claim, given an optimal solution OPT , for
at least one choice of j, b the assumption regarding the work of the most loaded machine of speed 1 holds as
a result of the scaling. We will pick the best solution, whose objective function value cannot be larger than
that of the solution obtained for the correct choice of j, b. In what follows we analyze the properties of the
correct choice of j, b for a given optimal solution OPT after the scaling. In what follows the job sizes are
according to the scaling.
Let U be a threshold on job sizes. Let Iˆ be the subset of jobs assigned to machine i in some solution.
The U -cost of machine i in this solution is defined as the total weighted completion time of jobs whose
sizes are at least U , plus the Γ-values of jobs whose sizes are below U . The cost for machine i is therefore
its U -cost plus 12si
∑
j∈Iˆ ,pj<U
wj · pj . Obviously, the U -cost never exceeds the cost, for any value of U .
Additionally, similarly to the cost, the U -cost for a fixed value of U is monotone in the sense that removing
a job from the machine decreases its U -cost, and thus, if we consider a block of jobs, decreasing the total
size of jobs in a block also decreases the U -cost.
We use the following functions of δ: f(δ) and g(δ), both integral, non-decreasing, and negative. A
machine i is called slow if its speed is at most (1 + δ)f(δ) (and otherwise we say that it is not slow or that it
is fast). We say that a machine is lightly loaded if its work does not exceed (1 + δ)g(δ) (and otherwise it is
heavily loaded). Let f(δ) = g(δ) − 2
δ2
and g(δ) = −(1δ )
1
δ300 . Consider a fixed optimal solution OPT (for
the input considered in this section, given the scaling of machine speeds and job sizes).
Lemma 9. No machine has load strictly above 2δ in OPT , and this is an upper bound on the work of any
machine as well.
Proof. Assume by contradiction that machine i has a job j of completion time strictly above 2δ . Since
machines of speed 1 have loads of at most 1, we have si ≤ 11+δ (as i cannot have speed 1). We move j to
run last on a machine of speed 1, and compare its previous completion time with its new completion time.
If pj ≤ si · 2δ , then running job j on a machine of speed 1 would result in a completion time of at most
1 + pj ≤ 1 +
2
δ(1+δ) <
2
δ , which holds since it is equivalent to 2 + δ + δ
2 < 2 + 2δ holding for all δ < 1.
Thus in this case j has a smaller completion time, contradicting the optimality of the original solution. If
pj > si ·
2
δ , then the load of machine i is at least
pj
si
, and 1+pj < pjsi holds for any δ < 1. The last inequality
holds since it is equivalent to pj > si1−si , and thus for proving it, it is sufficient to show si ·
2
δ ≥
si
1−si
, or
equivalently, si ≤ 1− δ2 , which holds for any δ < 1 since si ≤
1
1+δ . Since no speed exceeds 1, the work of
a machine does not exceed its load, and thus every machine has a work of at most 2δ as well.
Corollary 10. In OPT every slow machine is lightly loaded.
Proof. Any machine has load of at most 2δ , and thus work of at most si · 2δ . A slow machine i has work of
at most si · 2δ ≤
2(1+δ)f(δ)
δ =
2(1+δ)g(δ)−2/δ
2
δ ≤ (1 + δ)
g(δ)
, since (1 + δ)2/δ2 > 2δ .
Next, we define machine configurations. A configuration is a vector that defines the schedule of one
machine (a set of jobs assigned to it in terms of the types of jobs, that is, a job is specified by its size and
weight but not by its identity), and the set of all configurations will be denoted by C. For a configuration
C ∈ C, the first component is an integer j1(C) ∈ Z, such that the total work of the machine is in ((1 +
δ)j1(C)−2, (1 + δ)j1(C)]. The second component is a non-positive integer j2(C) such that the speed of the
machine is (1 + δ)j2(C). The third component is an integer j3(C) ∈ Z, such that j3(C) = j1(C)− j2(C),
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and therefore the completion time (or load) of the machine is in ((1 + δ)j3(C)−2, (1 + δ)j3(C)]. Recall that
γ = δ
12
(1+δ)y . For 0 ≤ r ≤ y, and i ≤ j1(C) such that γ(1 + δ)
j1(C)−1 ≤ (1 + δ)i ≤ (1 + δ)j1(C) (i.e.,
j1(C) − 1 + ⌈log1+δ γ⌉ ≤ i ≤ j1(C)), there is an integer component nr,i(C) ≥ 0 stating how many jobs
of size (1 + δ)i and density (1 + δ)r are assigned to this machine. These jobs are called large (large for
configuration C , or large for a machine that has configuration C). We let nr,i(C) = 0 for other (smaller
or larger) values of i (these are constants that are not a part of the configuration). There are additional
components for other jobs assigned to a machine whose configuration is C . These jobs (which are not
taken into account in the components of the form nr,i(C)) must have smaller values of i, as jobs with
larger values of i (jobs of sizes above (1 + δ)j1(C)) cannot be assigned to a machine that has configuration
C (since they are too large, given the upper bound on the work of the machine). These remaining jobs
are called small jobs for C , or small jobs for a machine whose schedule is according to configuration C .
For every r, there is an integer component tr(C) ≥ 0 such that the total size of small jobs (of sizes in
(0, γ(1+δ)j1(C)−1)) of density (1+δ)r assigned to a machine with configuration C is in ((tr(C)−1)γ(1+
δ)j1(C)−1, tr(C)γ(1 + δ)
j1(C)−1]. We have tr(C) = 0 if and only if there are no such jobs in a machine
with this configuration. Recall that I is the set of indices i such that there is at least one job of size (1+ δ)i.
A configuration C is valid if the total size of jobs is sufficiently close to its required work, and its load does
not exceed 2δ . Formally, letting I(C) = {i ∈ I : j1(C)− 1 + ⌈log1+δ γ⌉ ≤ i ≤ j1(C)} it is required that∑
0≤r≤y,i∈I(C)(1 + δ)
inr,i(C) +
∑y
r=0 tr(C)(γ(1 + δ)
j1(C)−1) ∈ ((1 + δ)j1(C)−2, (1 + δ)j1(C)]. We also
let I ′(C) = {i ∈ I : i ≤ j1(C) − 2 + ⌈log1+δ γ⌉}, and require (1 + δ)j3(C)−2 < 2δ . In the remainder of
this section, given C , we will use U(C) = γ(1 + δ)j1(C)−1 for computing the U -cost of a machine with
configuration C .
The number of components is therefore at most 3 + (y + 1)(log1+δ 1γ + 3). Since log1+δ
1
γ = y +
log1+δ
1
δ12 ≤ y +
1
δ13 , and y + 1 ≤
1
δ9 , we have 3 + (y + 1)(log1+δ
1
γ + 3) ≤ 3 +
1
δ9 (
1
δ9 +
1
δ13 + 3) <
1
δ23 .
Consider a fixed pair of values j1 and j2, and let j3 = j1 − j2. Consider the set of configurations C such
that j1(C) = j1 and j2(C) = j2 (and j3(C) = j3). For any 0 ≤ r ≤ y, tr(C) ≥ 0 is an integer such
that tr(C)γ(1 + δ)j1−1 ≤ (1 + δ)j1 , i.e., tr(C) ≤ 1+δγ =
(1+δ)y+1
δ12 . Since the total size of large items is at
most (1 + δ)j1 while the size of such an item is at least γ(1 + δ)j1−1, we find 0 ≤ nr,i(C) ≤ 1+δγ . We get
1+δ
γ +1 =
(1+δ)y+1
δ12
+1 < (1+δ)
y+2
δ12
(since 0 < δ ≤ 18 ), fixing j1 and j2, and using y+2 ≤ 1δ9 and 1+δ < 1δ ,
the number of different configurations (with given values j1, j2, j3) is at most ( (1+δ)
1
δ9
δ12
)
1
δ23 < (1δ )
1/δ230
,
which is a constant (a function of δ).
Next, we find the number of pairs j1, j2. The values j2 correspond to actual speeds of machines.
Thus, the number of possible values for j2 is obviously at most m, which ensures that there are config-
urations for each possible speed. The values j1 are defined as follows. For every subset of jobs I¯ , let
ψI¯ = ⌈log1+δ
∑
j∈I¯ pj⌉. The values ψI¯ act as first components of configurations (and there are no other
options). We bound the number of intervals of the form I = ((1+ δ)−1, (1+ δ)] such that the actual work
of a machine (which must be the total size of a subset of jobs) can belong to such an interval. The work of a
machine whose largest job is j is in [pj, n · pj ]. Every interval [pj, n · pj ] overlaps with at most 1+ log1+δ n
intervals of the form I. Thus, the total number of values that j1 can have is at most n(1+ nδ ) = O(
n2
δ ), and
we moreover only allow such values that (1 + δ)j3−2 < 2δ . We find that the number of options for j1, j2, j3
is O(n2mδ ). Let J = {σ1, σ2, . . . , σκ} be the set of all κ different speeds such that 1 = σ1 > σ2 > · · · > σκ,
and let Ni be the number of machines of speed σi.
Consider the following mathematical program Π. The goal of Π is to determine a partial schedule via
machine configurations. For every configuration C , XC is a variable stating how many machines have this
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configuration. Obviously, the number of used configurations whose second component is σi cannot exceed
Ni. For every triple of density, size, and a configuration (density (1 + δ)r , size (1 + δ)i, and configuration
C), there is a variable Yr,i,C corresponding to the number of jobs of this size and density that are assigned
to machines whose configurations are C , as small jobs for this configuration. The variable Yr,i,C may be
positive only if a job of size (1 + δ)i is small for configuration C , i.e., i ≤ j1(C) − 2 + ⌈log1+δ γ⌉, and
in all other cases we set Yr,i,C = 0 to be a constant rather than a variable. A configuration C has a cost
denoted by cost(C) associated with it, which is the U -cost for U(C) = γ(1 + δ)j1(C)−1. Recall that for
the purpose of calculating the U -cost of a machine, a list of its large jobs is needed, but for its jobs of size
below U (i.e., small jobs), the only needed property of the subset of small jobs (for configuration C) of
each one of the densities is their total size, and the exact list of such small jobs is not needed. For large
jobs, the exact identities of jobs are not needed as well, but a list of densities and sizes is needed. Thus, the
U -cost for configuration C is calculated assuming that the machine has exactly nr,i(C) jobs of size (1+ δ)i
and weight (1 + δ)i+r (i.e., density (1 + δ)r) assigned to it, and the total size of small jobs (of sizes in
(0, γ(1 + δ)j1(C)−1)) with densities equal to (1+ δ)r is exactly tr(C) · γ(1 + δ)j1(C)−1. The objective of Π
is to minimize the sum of costs of configurations plus the missing parts of the costs of jobs that are assigned
as small. For that, for a job of size (1 + δ)i and density (1 + δ)r that is assigned to a machine of speed s as
a small job for its configuration, an additive term of (1+δ)r+2i2s is incurred (this is the difference between the
actual cost for this job, and its Γ-value, which is the part of the cost already included in the U -cost). This
last term only depends on the speed of the machine that runs the job rather than the specific machine. Thus,
for each r and i we add (1+ δ)r+2i
∑
C∈C
Yr,i,C
2(1+δ)j2(C)
to the cost of configurations to get the total cost of the
schedule, where
∑
C∈C Yr,i,C is the number of jobs of size (1 + δ)i and density (1 + δ)r that are assigned
as small jobs for their configurations.
Condition (1) ensures that the number of used machines for each speed does not exceed the existing
number of such machines. Condition (2) states that every job is assigned (either it is a large job of some
machine or a small job) and condition (3) considers jobs of density (1 + δ)r that are assigned as small to
machines scheduled according to configuration C , and verifies that sufficient space is allocated for them if
the space for them is slightly extended. Condition (4) ensures that indeed there is a machine of the maximum
speed that has a work that is close to 1, that is, above 1
(1+δ)3
and at most 1 (the condition that the work is in
[1/(1 + δ), 1) is slightly relaxed).
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min
∑
C∈C
cost(C)XC +
y∑
r=0
∑
i∈I
(1 + δ)r+2i
∑
C∈C
Yr,i,C
2(1 + δ)j2(C)
s.t.
∑
C∈C:(1+δ)j2(C)=σi
XC ≤ Ni ∀σi ∈ J (1)
∑
C∈C
nr,i(C)XC +
∑
C∈C
Yr,i,C = nr,i ∀0 ≤ r ≤ y, i ∈ I (2)
∑
i∈I′(C)
(1 + δ)iYr,i,C ≤ (tr(C) + 1)γ(1 + δ)
j1(C)−1XC ∀0 ≤ r ≤ y,C ∈ C (3)∑
C∈C:j1(C)∈{−1,0},j2(C)=0
XC ≥ 1 (4)
Yr,i,C ≥ 0 ∀C ∈ C, 0 ≤ r ≤ y, i ∈ I
′(C) (5)
XC ≥ 0 ∀C ∈ C (6)
Observe that we distinguish between large and small jobs for a machine based on the configuration
and not solely by its speed. This feature is needed since our problem does not allow the use of the dual-
approximation method. We define the set of heavy configurations CH as CH = {C ∈ C : j1(C) > g(δ},
(note that the definition of a heavy configuration or a heavily loaded machine depends only on the work,
and it is independent of the speed) and the complement set of light configurations is CL = C \ CH . We see
Π as a mixed-integer linear program. All variables Yr,i,C may be fractional. The variables of configurations
corresponding to slow machines and variables of light configurations of fast machines may be fractional,
whereas the variables of configurations corresponding to fast machines and heavy configurations must be
integral. Recall that for every pair of speed and work (i.e, a pair j1, j2), the number of different valid
configurations is constant (as a function of δ). The number of different speeds of fast machines is at most
(−f(δ)). Recall that the work of a heavily loaded machine of speed s is in ((1 + δ)g(δ), 2sδ ]. For a fixed
slow speed s ≤ (1 + δ)f(δ), consider configuration C that satisfies j2(C) = log1+δ s ≤ f(δ). By the
condition on j3(C), the configuration C has j1(C) − j2(C) − 1 = j3(C) − 1 < log1+δ 2δ + 1 <
2
δ2
, as
(1+δ)2/δ
2−1 > 1+ 2δ−δ >
2
δ . IfC is heavy, then j1(C) ≥ g(δ)+1 = f(δ)+
2
δ2
+1, and since j2(C) ≤ f(δ),
we reach a contradiction. Thus, any configuration for a slow machine is light. The number of different values
of j1(C) such that C is a heavy configuration is at most −g(δ)+log1+δ 2δ +3 ≤
2
δ2
+2−g(δ) = −f(δ)+2,
and j2(C) of a heavy configuration C must be a fast speed (so there are at most −f(δ) values for it). As the
number of integral variables is constant (as a function of δ), an optimal solution can be found in polynomial
time [22, 20]. We will first compare the cost of the optimal schedule OPT to the cost of an optimal solution
of Π, and then we will show how to obtain an actual schedule given a solution of Π, such the cost of the
schedule is larger only by a factor of at most 1+ δ than the objective function value of the solution to Π. Let
(X∗, Y ∗) denote an optimal solution to the mixed-integer linear program, and let Z∗ be its objective value.
Let ZOPT denote the cost of OPT .
Theorem 11. If (X∗, Y ∗) is an optimal solution of Π, then Z∗ ≤ ZOPT .
Proof. We define an integral solution for Π that is based on OPT . Given machine 1 ≤ λ ≤ m, we
define its configuration C as follows. Given the work W of the machine, let j1 = j1(C) = ⌈log1+δW ⌉.
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Given the speed sλ, let j2 = j2(C) = log1+δ sλ. Let j3 = j3(C) = j1 − j2. Recall that for every
possible subset of input jobs whose total size does not exceed 2sλδ , the integer j′, such that the interval
((1+δ)j
′−1, (1+δ)j
′
] contains their total size, is one of the options for the first component of configurations
unless (1+ δ)j3−2 ≥ 2δ , which does not hold since in OPT we have W ≤
2sλ
δ and (1+ δ)
j3−2 ≥ 2δ implies
(1+δ)j1−2 ≥ 2sλδ ≥W > (1+δ)
j1−1
, a contradiction. Thus, the value j1(C) as defined above is a valid first
component for a configuration, and the second component j2(C) is valid since (1 + δ)j2(C) ∈ J . Let I(C)
be defined as above (I(C) contains all i such that j1(C)− 1 + ⌈log1+δ γ⌉ ≤ i ≤ j1(C)). For any i ∈ I(C)
and 0 ≤ r ≤ y, the value nr,i(C) is defined to be the exact number of jobs of density (1 + δ)r and size
(1 + δ)i assigned to λ in OPT . The remaining jobs assigned to λ are obviously small (as there cannot be a
job of size above W assigned to λ, and (1+ δ)j1 ≥W ). The total size of the remaining jobs assigned to λ is
W−
∑
0≤r≤y,i∈I(C)(1+δ)
inr,i(C) ≤ (1+δ)
j1(C)
, and the size of each such job is below γ(1+δ)j1(C)−1 <
γW . For every 0 ≤ r ≤ y, let Wr denote the total size of (small) jobs whose density is (1 + δ)r and sizes
below γ(1+ δ)j1(C)−1 that are assigned to λ. Let t′r(λ) = Wrγ(1+δ)j1(C)−1 and tr(C) = ⌊t
′
r(λ)⌋ (and therefore
tr(C) ≤ t
′
r(λ) < tr(C) + 1). The values nr,i and tr(C) are non-negative integers that do not exceed
W
γ(1+δ)j1(C)−1
≤ 1+δγ . Thus, the components of the configuration vector are such that if C it is valid with
respect to the approximate total size of items, then C ∈ C . We now show that the resulting configuration is
indeed a valid configuration, by calculating
∑
0≤r≤y,i∈I(C)(1+δ)
inr,i(C)+
∑y
r=0 tr(C)(γ(1+δ)
j1(C)−1).
We have ∑
0≤r≤y,i∈I(C)
(1 + δ)inr,i(C) +
y∑
r=0
t′r(λ)(γ(1 + δ)
j1(C)−1) = W ,
and 0 ≤
∑y
r=0(t
′
r(λ)− tr(C))(γ(1+ δ)
j1(C)−1) ≤ (y+1)(γ(1+ δ)j1(C)−1). Using y+1 ≤ 1
δ9
, γ ≤ δ1512,
the last expression is at most δ1503(1 + δ)j1(C)−1. We get
(1 + δ)j1(C) ≥W ≥
∑
0≤r≤y,i∈I(C)
(1 + δ)inr,i(C) +
y∑
r=0
tr(C)(γ(1 + δ)
j1(C)−1)
≥ (1 + δ)j1(C)−1(1− δ1503) > (1 + δ)j1(C)−2 ,
since (1 − δ1503)(1 + δ) > 1 for δ ≤ 18 . After defining the configuration of each machine, we count the
number of machines with each configuration C ′, and let the variable XC′ be the number of machines with
configuration C ′. The values Yr,i,C are simply defined by counting the numbers of corresponding jobs.
Moreover, the objective function value is no larger than the cost of the schedule since the blocks of small
jobs may have smaller sizes in the configurations compared to the original schedule (as the values tr(C) are
rounded down versions of the values t′r(λ)), and the total sizes of jobs in these blocks were rounded down in
the construction of the corresponding configurations (from t′r(λ) to tr(C) for density r and configuration C).
For the machine of speed 1 whose work is in [ 11+δ , 1), its configuration Cˆ has j1(Cˆ) = 0 or j1(Cˆ) = −1,
and j2(Cˆ) = 0, so xCˆ ≥ 1, and condition (4) is satisfied since all variables XC′ are non-negative. Thus, for
each speed s = σi, the number of configurations C ′ where j2(C ′) = log1+δ s is exactly Ni, and condition
(1) is satisfied. Condition (2) is satisfied since each job is either counted in some Yr,i,C if it is small for its
configuration, or it is counted since for its configuration C , nr,i(C) · XC is exactly the number of jobs of
size (1 + δ)i and density (1 + δ)r that are scheduled as large jobs on machines whose configuration is C .
Finally, condition (3) is satisfied since the total size of jobs of density (1 + δ)r assigned as small jobs to
machine λ whose configuration is C is exactly t′r(λ)γ(1 + δ)j1(C)−1, and t′r(λ) ≤ tr(C) + 1, and thus it is
at most (tr(C) + 1) · γ(1 + δ)j1(C)−1. Summing up the last inequality over all machines with configuration
C results in the bound of condition (3).
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Theorem 12. There exists a schedule whose cost is at most (1 + δ)Z∗, and such a schedule can be con-
structed in polynomial time from (X∗, Y ∗).
Proof. We start with constructing an alternative set of values of the variables and bounding the resulting cost
from above. We will later convert this alternative solution (that may violate some of the constraints of Π)
into a schedule. For every C ∈ C, let X ′C = ⌊X∗C⌋. If X∗C = 0, then we set X ′C = 0. In this case Y ∗r,i,C = 0
must hold for all r, i by (3), and we set Y ′r,i,C = 0. If X∗ > 0, we consider two cases. If C ∈ CH , then
the variables of configurations are integral, and therefore X ′C = X∗C . In this case we set Y ′r,i,C = ⌈Y ∗r,i,C⌉
for any 0 ≤ r ≤ y, i ∈ I ′(C). Otherwise, in the case C ∈ CL, let Y ′r,i,C =
⌊
X′C
X∗C
· Y ∗r,i,C
⌋
. Using these
definitions, in the case Y ′r,i,C > 0, if C ∈ CH , then we have Y ′r,i,C ≤ Y ∗r,i,C + 1, and otherwise we have
Y ′r,i,C ≤
X′C
X∗C
Y ∗r,i,C . Moreover, if C ∈ CL, then we have Y ′r,i,C >
X′C
X∗C
· Y ∗r,i,C − 1 > Y
∗
r,i,c −
Y ∗r,i,C
X∗C
− 1, by
X∗C < X
′
C + 1 (that holds even if X∗C = 0). Using condition (3), for every C ∈ CL such that X∗C > 0 and
0 ≤ r ≤ y, we have∑
i∈I′(C)
(1 + δ)iY ′r,i,C ≤
∑
i∈I′(C)
(1 + δ)i
X ′C
X∗C
Y ∗r,i,C ≤
X ′C
X∗C
(tr(C) + 1)γ(1 + δ)
j1(C)−1X∗C
= (tr(C) + 1)γ(1 + δ)
j1(C)−1X ′C .
Similarly, for every C ∈ CH such that X∗C > 0 and 0 ≤ r ≤ y, we have∑
i∈I′(C)
(1 + δ)iY ′r,i,C ≤
∑
i∈I′(C)
(1 + δ)i(Y ∗r,i,C + 1) ≤ (tr(C) + 1)γ(1 + δ)
j1(C)−1X∗C +
∑
i∈I′(C)
(1 + δ)i
≤ (tr(C) + 2 +
2
δ
)γ(1 + δ)j1(C)−1X ′C
as X ′C = X
∗
C ≥ 1, and
∑
i∈I′(C)(1 + δ)
i ≤ γ(1 + δ)j1(C)−1
∑∞
i=0
1
(1+δ)i
= γ(1 + δ)j1(C)−1 · 1+δδ . If
X∗C = 0, then the corresponding condition (the first one if C ∈ CL, and the second one if C ∈ CH ) hold
trivially, as all variables are equal to zero.
Since X ′C ≤ X∗C for C ∈ C, and Y ′r,i,C ≤ Y ∗r,i,C for all C ∈ CL, 0 ≤ r ≤ y, and i ∈ I ′(C), the objective
function value for these variables is at most Z∗ plus
y∑
r=0
∑
i∈I
(1 + δ)r+2i
∑
C∈CH :i∈I′(C)
Y ′r,i,C − Y
∗
r,i,C
2(1 + δ)j2(C)
≤
y∑
r=0
∑
C∈CH
∑
i∈I′(C)
(1 + δ)r+2i
X∗C
2(1 + δ)j2(C)
,
since for C ∈ CH it holds that Y ′r,i,C = 0 if X∗C = 0, and otherwise Y ′r,i,C − Y ∗r,i,C = 1 ≤ X∗C . Next,
we show that
∑y
r=0
∑
i∈I′(C)(1 + δ)
r+2i 1
2(1+δ)j2(C)
≤ δ100cost(C) for any C ∈ CH , and thus we will
conclude that the objective function value of the set of variables X ′C , Y ′r,i,C is at most (1 + δ100)Z∗. Note
that the solution that we consider is not a feasible solution for Π, as (for example) condition (2) does
not necessarily hold as it is possible that
∑
C∈C nr,i(C)X
′
C +
∑
C∈C Y
′
r,i,C 6= nr,i, still we can bound its
objective function value using the objective function value of the optimal (and feasible) solution. We have
cost(C) ≥ (1+δ)
2j1(C)−4
2(1+δ)j2(C)
(by Lemma 1, since cost(C) is computed for jobs of total size above (1+δ)j1(C)−2,
and the jobs densities are no smaller than 1). Let i′ = max I ′(C). We have (1+ δ)2i′ ≤ (γ(1+ δ)j1(C)−1)2
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and
∑
i≤i′(1 + δ)
2i < (1 + δ)2i
′+2/δ. Additionally,
∑y
r=0(1 + δ)
r < (1 + δ)y+1/δ. For a given C ∈ CH ,
we get
y∑
r=0
∑
i∈I′(C)
(1 + δ)r+2i
1
2(1 + δ)j2(C)
≤
(1 + δ)y+2i
′+3
2δ2(1 + δ)j2(C)
≤
(1 + δ)y+3(γ(1 + δ)j1(C)−1)2
2δ2(1 + δ)j2(C)
=
(1 + δ)y+3 δ
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(1+δ)2y
(1 + δ)2j1(C)−2
2δ2(1 + δ)j2(C)
≤ cost(C) · δ22(1 + δ)5−y ≤ δ100cost(C)
(since (1 + δ)y ≥ 1
δ1500
). The first increase in the cost due to the transformation from (X∗, Y ∗) to (X ′, Y ′)
is therefore by an additive factor of at most δ100Z∗.
We let n′r,i = nr,i −
∑
C∈C nr,i(C)X
′
C −
∑
C∈C Y
′
r,i,C and if n′r,i > 0, then say that n′r,i is the number
of unassigned jobs of size (1 + δ)i and density (1 + δ)r . These jobs will be called unassigned jobs, as they
will remain unassigned also after the first assignment step. The first assignment step will be to assign jobs
according to the configurations for which X ′C > 0, such that there will be X ′C machines whose sets of large
jobs will be as required (based on the definition of C). We will then assign Y ′r,i,C jobs of size (1 + δ)i and
density (1 + δ)r to the machines whose configuration is C (these are small jobs for C). In order to ensure
that all jobs can be scheduled, for each machine that is assigned the configuration C , additionally to total
size of at most tr(C)γ(1+ δ)j1(C)−1 jobs of density (1+ δ)r that are small jobs for configuration C that the
machine can contain, such jobs of total size at most 3γδ (1 + δ)j1(C)−1 are allocated to this machine. Thesejobs are called additional jobs, and we will calculate the increase in the total cost as a result. The unassigned
jobs will all be assigned to a machine of speed 1 whose configuration C ′ has j1(C ′) = 0 or j1(C ′) = −1.
We will compute an upper bound on the total size of these jobs that will allow us to find an upper bound on
the increase in the cost.
Consider the machines whose configuration is C . For every 0 ≤ r ≤ y, create X ′C bins of size
tr(C)γ(1 + δ)
j1(C)−1 (these bins are called bins of the first kind), and X ′C bins of size 3γδ (1 + δ)j1(C)−1
(these bins are called bins of the second kind); if tr(C) = 0, then we introduce only the second kind of bins.
The additional jobs are those that are packed into bins of the second kind. We define the allocation of jobs
to machines by packing them as items into these bins. If the the number of items of a certain type assigned
using this packing process exceeds the existing number of jobs, then some of the spaces allocated in this
process for items will not receive jobs. For every i ∈ I ′(C), pack Y ′r,i,C items of size (1 + δ)i into these
bins using First Fit. We show that all items are packed. Assume by contradiction that this is not the case.
Since the size of each item is below γ(1 + δ)j1(C)−1 and there is an item that cannot be packed, each bin of
the first kind (if such a bin exists) is occupied by at least (tr(C) − 1)γ(1 + δ)j1(C)−1, and each bin of the
second kind is occupied by at least (3δ − 1)γ(1 + δ)
j1(C)−1
. We find that the total size of items of density
(1 + δ)r that are to be packed into these bins as small, which is equal to
∑
i∈I′(C)(1 + δ)
iY ′r,i,C is above
(tr(C)+
3
δ−2)γ(1+δ)
j1(C)−1X ′C , contradicting the upper bound that we proved on
∑
i∈I′(C)(1+δ)
iY ′r,i,C ,
since 3δ − 2 > 2 +
2
δ (since δ ≤ 18 ). The increase in the cost of each machine (since the total size of small
jobs of density (1 + δ)r for each 0 ≤ r ≤ y becomes larger) can be upper bounded as follows. A pos-
sible schedule is obtained by assigning the jobs of the bins of the first kind as a block of size at most
tr(C)γ(1 + δ)
j1(C)−1
, and the jobs of the bins of the second kind as a block of the last jobs assigned to
the machine (this is possibly not an optimal ordering). For a job j that is small for its configuration the
difference between its cost and Γj is already included in the objective function value (since it is assigned
as a small job), and thus we compute the total Γ-values of the added blocks. Instead of considering these
blocks (for different values of r) separately, we see it as one block assuming that all densities are equal to
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(1+ δ)y (this assumption cannot reduce the cost). We assume without loss of generality that j2(C) = 0. Let
W =
∑
0≤r≤y,i∈I(C)(1+ δ)
inr,i(C) +
∑y
r=0 tr(C)(γ(1 + δ)
j1(C)−1). The total size of the blocks of small
jobs added to this machine is at most 3(y+1)γδ (1 + δ)j1(C)−1, and thus, by Claim 4, the sum of Γ-values for
the all these blocks is at most (1 + δ)y(W + 3(y + 1)γ(1 + δ)j1(C)−1/(2δ))(3(y + 1)γ(1 + δ)j1(C)−1/δ).
By Lemma 1, we have cost(C) ≥ W 2/2, and W ≥ (1 + δ)j1(C)−2, and get that the total Γ-values of the
added blocks is at most
(1 + δ)y(W + 3(y + 1)γ(1 + δ)j1(C)−1/(2δ))(3(y + 1)γ(1 + δ)j1(C)−1)
δ
≤ 3(y + 1)δ11W (1 + 1.5(y + 1)(1 + δ)γ)(1 + δ)W
≤ 3(1 + δ)δ2 ·W 2(1 + δ1400) < 7δ2 ·W 2/2
as δ ≤ 1/8, y + 1 ≤ 1
δ9
, and γ ≤ δ1512. Thus, the second increase in the cost is by an additive factor of at
most 7δ2 · Z∗.
Recall that n′r,i is the number of unassigned jobs of size (1 + δ)i and density (1 + δ)r , and for C ∈ CH ,
X ′C = X
∗
C and Y ′r,i,C ≥ Y ∗r,i,C . Using (2), we have
n′r,i = nr,i −
∑
C∈CH
nr,i(C)X
′
C −
∑
C∈CH :i∈I′(C)
Y ′r,i,C −
∑
C∈CL
nr,i(C)X
′
C −
∑
C∈CL:i∈I′(C)
Y ′r,i,C
≤ nr,i −
∑
C∈CH
nr,i(C)X
∗
C −
∑
C∈CH :i∈I′(C)
Y ∗r,i,C −
∑
C∈CL
(nr,i(C)(X
∗
C − 1))
−
∑
C∈CL:i∈I′(C),X
∗
C>0
(Y ∗r,i,C −
Y ∗r,i,C
X∗C
− 1) =
∑
C∈CL
nr,i(C) +
∑
C∈CL:i∈I′(C),X
∗
C>0
(
Y ∗r,i,C
X∗C
+ 1) .
The total size of unassigned items is at most
y∑
r=0
∑
C∈CL
∑
i∈I(C)
(1 + δ)inr,i(C) +
y∑
r=0
∑
C∈CL:X
∗
C>0
∑
i∈I′(C)
(1 + δ)i(
Y ∗r,i,C
X∗C
+ 1) .
Using
∑
i∈I′(C)(1 + δ)
i Y
∗
r,i,C
X∗C
≤ (tr(C) + 1)γ(1 + δ)
j1(C)−1 for C ∈ CL such that X∗C > 0, the total size
of unassigned jobs is at most
y∑
r=0
∑
C∈CL
(tr(C) + 1)γ(1 + δ)j1(C)−1 + ∑
i∈I(C)
(1 + δ)inr,i(C)
+ y∑
r=0
∑
C∈CL
∑
i∈I′(C)
(1 + δ)i .
Using
∑
0≤r≤y,i∈I(C)(1+δ)
inr,i(C)+
∑y
r=0 tr(C)(γ(1+δ)
j1(C)−1) ≤ (1+δ)j1(C) and
∑
i∈I′(C)(1+δ)
i ≤
γ(1 + δ)j1(C)/δ for any C ∈ C, the total size of unassigned jobs is at most
∑
C∈CL
(1 + δ)j1(C) +
y∑
r=0
∑
C∈CL
γ(1 + δ)j1(C)−1 +
y∑
r=0
∑
C∈CL
γ(1 + δ)j1(C)/δ <
∑
C∈CL
2(1 + δ)j1(C) .
since (1 + (y + 1)γ(1/δ + 1)) ≤ 1 + 1
δ9
· δ1500 · 2δ < 2.
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We will show in what follows that the definition of g(δ) is such that the total size of unassigned jobs is
indeed at most 2γ. The jobs are assigned to a machine with a configuration C ′ such that j1(C ′) ∈ {0,−1},
its completion time of this machine before any modifications is at most 1, and after the modifications it
is at most 1 + 3δγ(y + 1) < 1 + δ
1400 (since 3γ(y + 1)/δ ≤ 3δ · δ1500 1δ9 < δ1400). Even if the density
of each such job is (1 + δ)y , and the unassigned jobs are now assigned as a block on the most loaded
machine of speed 1 starting at time 1 + δ1400, the sum of their weighted completion times will be at most
2γ(1+δ)y(1+δ1400+2γ) < 2δ12(1+δ1399) < 3δ12, while the value of cost(C ′) is at least ( 11+δ )
6/2 > 15 ,
so the increase in the cost is at most by an additive factor of 15δ12 · Z∗. The total cost will be at most
Z∗(1 + δ100 + 7δ2 + 15δ12) < (1 + δ)Z∗.
Consider a speed s. If s is a fast speed, then for every j1 such that j1 ≤ g(δ) there are at most (1δ )
1
δ230
light configurations (and the others are heavy), and we get ∑C∈CL:j2(C)=s(1 + δ)j1(C) ≤ (1δ ) 1δ230 (1 +
δ)g(δ)
∑∞
i=0
1
(1+δ)i
≤ (1 + δ)g(δ)+1(1δ )
1
δ231 . If s is a slow speed, all the configurations C with j2(C) =
log1+δ s are light, but every such configuration C satisfies (1 + δ)j1(C)−2 ≤ 2sδ , and we get that the corre-
sponding sum is at most 2s(1+δ)
2
δ (
1
δ )
1
δ230 . Taking the sum over all s such that s is a slow speed we get
2(1 + δ)f(δ)+3
δ2
(
1
δ
) 1
δ230
=
2(1 + δ)g(δ)−
2
δ2
+3
δ2
(
1
δ
) 1
δ230
≤
(1 + δ)g(δ)+3
δ
(
1
δ
) 1
δ230
,
since (1 + δ)2/δ2 ≥ 2/δ. In total, taking into account all −f(δ) = −g(δ) + 2/δ2 fast speeds and all slow
speeds, we find
∑
C∈CL
2(1 + δ)j1(C) ≤ (2/δ2 − g(δ))(1 + δ)g(δ)(1δ )
1
δ232 . Recall that g(δ) = −(1δ )
1
δ300 .
Let G(δ) = −g(δ). We find G(δ) ≥ (1δ )
1
δ299 · 1
δ4
. Using (1 + δ)
1
δ4 = ((1 + δ)
1
δ2 )1/δ
2
≥ (1δ )
1/δ2
, we get
(1 + δ)G(δ) ≥ ((1δ )
1/δ2)1/δ
299
= (1δ )
1/δ301 = G(δ)1/δ ≥ G(δ)8. Since 2/δ2 < G(δ) < (1δ − 1)G(δ), and
since γ ≥ δ
1
δ7 , it is sufficient to show G(δ)7 ≥ (1δ )
1
δ235 , which holds for our choice of g(δ).
In summary, in this section we provided an (1 + δ)-approximation algorithm for the bounded ratio
problem. The algorithm tests all possible intervals Dj,b, and for each one it constructs the MILP Π, finds an
optimal solution, and if a solution exists, converts it into a schedule. The running time of this last conversion
is O(m+ n), and there are O(n2δ ) intervals. The number of configurations is at most n
2m(1δ )
1/δ231
, which
is an upper bound on the number of variables XC . The number of variables Yr,i,C is therefore at most
n3m(1δ )
1/δ232 since the number of values for i is at most n and the number of values of r is at most 1
δ9
.
The number of variables XC that are integral variables is at most (−f(δ))(−f(δ) + 1)(1δ )
1/δ230
, and since
−f(δ) = −g(δ) + 2
δ2
= (1δ )
1
δ300 + 2
δ2
, so (−f(δ) + 1)2 ≤ (1δ )
1
δ301 , and (−f(δ))(−f(δ) + 1)(1δ )
1/δ230 ≤
(1δ )
1/δ301
. The number of constraints (excluding non-negativity constraints for all variables) is O(m +
n2m(1δ )
1/δ231 ).
3 An EPTAS with release dates
We generalize the EPTAS of the previous section for the case with release dates. In this case, in the original
instance A, a job j has a time ρj ≥ 0 associated with it, such that j cannot be executed before time
ρj . A solution or schedule is not only a partition of the jobs among the machines, but it also states the
completion time of each job, which is sufficient as the schedule is non-preemptive (an alternative way to
define a schedule is by defining the starting times, but we will use the former option). A schedule (or a valid
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schedule) must comply with the property that no machine runs more than one job at a time, except for times
when one job completes its processing and another one starts its processing. We will assume in what follows
that the time slot that a job runs on a machine is half open, that is, if j runs on machine i, its time slot is
[Cj −
aj
vi
, Cj). Note that an optimal schedule may have idle times. Using scaling (sorting the machines and
dividing all speeds and sizes by the largest machine speed), we assume that 1 = v1 ≥ v2 ≥ · · · ≥ vm > 0.
Let 0 < δ ≤ 1/36 be an accuracy factor, that is a function of ε (where δ < ε), and such that 1δ is an integer.
3.1 Standard rounding steps
As a first step, we convert A into A′. Let amin = min1≤j≤n aj . Let β = δ2amin. The sets of jobs and
machines are the same as in A. Let r′j = (1 + δ)⌈log1+δ(ρj+β)⌉ be the re;ease date of job j. Note that
ρj + β > 0, so r
′
j is well-defined for any j (even if ρj = 0). Let si = (1 + δ)⌊log1+δ vi⌋ be the speed
of machine i in instance A′. Let wj = (1 + δ)⌈log1+δ ωj⌉, pj = (1 + δ)⌈log1+δ aj⌉ be the weight and size
(respectively) of job j in instance A′. Using the new notation, for a given schedule, the completion time of j
is still denoted by Cj , and its weighted completion time is wj ·Cj . Note that 1 = s1 ≥ s2 > · · · ≥ sm > 0.
Let O and O′ denote optimal solutions for A and A′ respectively.
Claim 13. Every solution SOL for A′ is also a solution for A, and SOL(A) ≤ SOL(A′).
Proof. Recall that a solution is defined by an allocation of jobs to machines and to completion times. Thus,
Cj is the completion time of job j no matter which input is considered (A or A′), and since wj ≥ ωj for any
job j, it is sufficient to show that SOL is a valid solution for A.
For job j assigned to machine i in SOL, let t be the starting time of j in SOL when the input A is
considered, and let t′ be the starting time of j in SOL when the input A′ is considered. We will show that
t ≥ t′. Since ρj ≤ r′j , and t′ ≥ r′j by the validity of SOL for A′, we will have t ≥ t′ ≥ r′j ≥ ρj , so j starts
running after its release date in SOL for A as well. Moreover, since t′ ≥ Cj′ for any job j′ that is assigned
to run on i in SOL, such that the completion time of j′ satisfies Cj′ < Cj , we will have t ≥ t′ ≥ Cj′ ,
and thus no overlaps between jobs assigned to the same machine exist in SOL for the input A. These two
properties will imply the validity of SOL for A.
The speeds of i for A and A′ are vi and si respectively. The sizes of j for A and A′ are aj and pj ,
respectively. Thus we have Cj = t + ajvi and Cj = t
′ +
pj
si
. Since pj ≥ aj and si ≤ vi, ajvi ≤
pj
si
, and
therefore t ≥ t′, as required.
Given a solution SOL defined for a given input, let the time-augmented solution TA(SOL, υ) for some
υ > 1 and the same sets of jobs and machines be the solution where each job is assigned to the same machine
as in SOL, and the completion time of each job is υ times its completion time in SOL. In the next claim we
show that if SOL is a solution for A, then TA(SOL, υ) is a solution for A as well. A schedule SOL′′ for
A′ is called timely if for every job j, the starting time of j is at least δ · pjsi , where i is the machine that runs
j in SOL′′. For a solution SOL for A, we will be able to use TA(SOL, υ) as a solution for A′ for certain
values of υ. The next claim specifies cases such that this is indeed a valid schedule for A′, and moreover it
is a timely schedule.
Claim 14. Given a schedule SOL for A and υ > 1, let SOL′ = TA(SOL, υ). The schedule SOL′ is a
schedule for A such that SOL′(A) = υ · SOL(A). If υ ≥ (1 + δ)3, then SOL′ is a timely schedule for A′.
Proof. First, we consider A. Let t and t′ denote the starting times of job j in SOL and SOL′, respectively,
and let i be the machine that j is assigned to. Its completion time in SOL is t+ ajvi , its completion time in
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SOL′ is υ(t+ ajvi ), and t
′ = υ(t+
aj
vi
)−
aj
vi
> υt holds since υ > 1. Any job that runs on the same machine
as j and completes before j in SOL has a completion time of at most υt in SOL′, and therefore for each
machine, no overlaps between time intervals dedicated to different jobs are created. Moreover, as SOL is
valid, t′ > t ≥ ρj , so no job is started before its release date. The claim regarding the cost holds since the
cost of each job increases exactly by a factor of υ (as its weight does not change).
Next, consider A′ and job j again. Let t denote its starting time of j in SOL for A, and let t′′ denote
the starting time of j in SOL′ for A′. Once again let i be the machine that j is assigned to. We have
t′′ = υ(t +
aj
vi
) −
pj
si
≥ υt + υ
pj/(1+δ)
si(1+δ)
−
pj
si
≥ υt + δ
pj
si
as υ ≥ (1 + δ)3. Since t′′ ≥ υt, as in the
proof for A, there are no overlaps between the time intervals of jobs assigned to one machine. The release
date r′j satisfies r′j ≤ (1 + δ)(ρj + β) = (1 + δ)(ρj + δ2amin). Since amin ≤ aj ≤ pj and si ≤ 1,
r′j ≤ (1+ δ)ρj +(1+ δ)δ
2 pj
si
< υt+ δ
pj
si
≤ t′′ as t ≥ ρj , δ ≤
1
36 , and υ ≥ (1+ δ)
3
. Since t′′ ≥ δ pjsi , SOL
′
is a timely schedule for A′.
In what follows, when we are given a solution SOL for A, we let ¯SOL = TA(SOL, (1 + δ)3).
Claim 15. We have (1 + δ)3SOL(A) ≤ ¯SOL(A′) ≤ (1 + δ)4SOL(A) and O(A) ≤ O′(A′) ≤ (1 +
δ)4O(A).
Proof. Recall that ¯SOL is a solution for both A and A′. Moreover, for each job, its completion time in ¯SOL
is the same for A and A′. Since ωj ≤ wj ≤ (1 + δ)ωj , we get ¯SOL(A) ≤ ¯SOL(A′) ≤ (1 + δ) ¯SOL(A),
and the first claim follows from ¯SOL(A) = (1+ δ)3SOL(A) (by Claim 14). The second part of the second
claim follows from the first claim; since O is an optimal solution for A, we have O′(A′) ≤ O¯(A′) ≤
(1 + δ)4O(A). The property O(A) ≤ O′(A′) follows from Claim 13, as O′ is a valid solution for A, and
thus O(A) ≤ O′(A) ≤ O′(A′).
We will only consider timely schedules for A′. Let O′′ denote an optimal timely schedule for A′.
Claim 16. We have O′′(A′) ≤ (1 + δ)4O′(A′).
Proof. Consider the schedule O¯ = TA(O, (1 + δ)3). By Claim 14, this is a timely schedule for A′. By
Claim 15, O¯(A′) ≤ (1 + δ)4O(A) ≤ (1 + δ)4O′(A′). Thus, O′′(A′) ≤ (1 + δ)4O′(A′).
Corollary 17. If a solution SOL satisfies SOL(A′) ≤ (1 + kδ)O′′(A′) for some k > 0, then SOL(A) ≤
(1 + (4k/3 + 12)δ)O(A).
Proof. Recall that SOL is a solution for A as well. We have SOL(A) ≤ SOL(A′) ≤ (1 + kδ)O′′(A′) ≤
(1+kδ)(1+ δ)4O′(A′) ≤ (1+kδ)(1+ δ)8O(A). We show that (1+ δ)π ≤ 32πδ if π ≥ 1 is an integer such
that δ ≤ 13π , by induction. For π = 1, 1+ δ ≤ 1+ 1.5δ holds. For larger values of π we have (1+ δ)
π+1 =
(1+δ)(1+δ)π ≤ (1+δ)(1+1.5πδ) = 1+(1.5π+1)δ+1.5πδ2 ≤ 1+1.5πδ+δ+0.5δ = 1+1.5(π+1)δ.
Using π = 8 and δ ≤ 136 , we find (1 + kδ)(1 + δ)
8 ≤ (1 + kδ)(1 + 12δ) ≤ 1 + kδ + 12δ + 12kδ2 ≤
(4k/3 + 12)δ.
In the analysis of algorithms for the input A′, we will use pseudo-costs rather than actual costs. The
completion time of any job is strictly positive. The pseudo-cost of job j whose completion time Cj satisfies
Cj ∈ [(1 + δ)
i, (1 + δ)i+1) is defined as wj(1 + δ)i+1. Let OPC denote an optimal timely solution for
A′ with respect to pseudo-cost (that is, the total pseudo-cost of all jobs is minimized). Let PC(SOL(A′))
denote the pseudo-cost of SOL for the input A′.
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Claim 18. We have PC(SOL(A
′))
1+δ ≤ SOL(A
′) ≤ PC(SOL(A′)), and PC(OPC(A′)) ≤ PC(O′′(A′)) ≤
(1 + δ)O′′(A′). If a solution SOL′ satisfies PC(SOL′(A′)) ≤ (1 + k′δ)PC(OPC(A′)), then SOL′(A) ≤
(1 + (2k′ + 14)δ)O(A).
Proof. For any job j its cost wjCj in a solution SOL is at least 11+δ fraction of its pseudo-cost and at
most its pseudo-cost, which implies the first property and the inequality PC(O′′(A′)) ≤ (1 + δ)O′′(A′).
The inequality PC(OPC(A′)) ≤ PC(O′′(A′)) holds since OPC is an optimal timely schedule for A′ with
respect to pseudo-cost and O′′ is timely. If PC(SOL′(A′)) ≤ (1 + k′δ)PC(OPC (A′)), then we find
SOL′(A′) ≤ PC(SOL′(A′)) ≤ (1 + k′δ)PC(OPC(A
′)) ≤ (1 + δ)(1 + k′δ)O′′(A′) ≤ (1 + (k′ + 1 +
k′/36)δ)O′′(A′) (since δ ≤ 136 ). Using Corollary 17 the last claim follows.
3.2 A simple representation of schedules
We consider the input A′ and timely schedules. In what follows we only discuss pseudo-costs. We slightly
abuse notation and use SOL(A′) to denote the pseudo-cost of SOL for A′. Let Ji,ℓ denote the time interval
[(1 + δ)i, (1 + δ)i+1) on machine ℓ. Obviously, the total size of jobs for which both the starting time and
completion time are within this interval (on machine ℓ) is at most sℓ · δ · (1 + δ)i, which is called the length
of this interval. We let θ denote the smallest value of i such that (1+ δ)θ is a release date of some job of A′.
Since we use pseudo-costs, we will represent schedules by stating for each job j the machine that runs it, the
interval where j starts, and the interval that contains the completion time of the job (both being time intervals
of the same machine). Note that if the completion time of j is (1+δ)i (on some machine ℓ), then we say that
the completion time of j belongs to Ji,ℓ even though the time slot that j runs in is [(1+δ)i−
pj
si
, (1+δ)i) (so
j is completed just before Ji,ℓ). Alternatively, it is possible to state, for each interval, the list of jobs whose
starting times are in this interval, and the list of jobs whose completion times are in this interval. The cost of
the schedule can be computed by computing the total cost of all intervals. The cost of Ji,ℓ is (1+δ)i+1 times
the total weight of jobs whose completion times are in Ji,ℓ. Obviously, additional conditions are required
for such lists to ensure that a list originates in a valid schedule (where an exact completion time is assigned
to each job), and a complete schedule of the same cost (i.e., pseudo-cost) can be constructed. For example,
if job j has a starting time in Ji1,ℓ and completion time in Ji2,ℓ, where i2− i1 ≥ 2, then for any i1 < i′ < i2,
no job can have a starting time or a completion time in Ji′,ℓ. Moreover, the total size of jobs that have to run
in a sequence of intervals cannot exceed their total length. In the next lemma we formulate necessary and
sufficient conditions for a list to represent an actual schedule.
Lemma 19. Consider the following conditions on a list.
1. For every job j, that has a starting time in Ji,ℓ and a completion time in Ji′,ℓ′ , it holds that ℓ′ = ℓ,
i′ ≥ i, and r′j ≤ (1 + δ)i.
2. For any 1 ≤ ℓ ≤ m, i ≥ θ, and θ′ such that θ ≤ θ′ ≤ i the total size of jobs for which both the
completion times and starting times are in Jθ′,ℓ ∪ Jθ′+1,ℓ ∪ · · · ∪ Ji,ℓ is strictly smaller than the total
length of the intervals Jθ′,ℓ,Jθ′+1,ℓ, . . . ,Ji,ℓ.
3. For any j whose starting time and completion time are in the intervals Ji1,ℓ and Ji2,ℓ respectively,
such that i2 > i1, any interval Ji′,ℓ with i1 < i′ < i2 has no starting times of jobs and no completion
times of jobs.
4. For any Ji,ℓ, there is at most one job whose starting time is in this interval and its completion time is
not, and at most one job whose completion time is in this interval, but its starting time is not.
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Every schedule has these properties, and for every list that has these properties there exists a schedule of
the same cost that obeys the requirements on starting times and completion times of jobs of this list.
Proof. Given a schedule where completion times of jobs are specified, all properties hold trivially, thus it is
left to show that given a list satisfying all properties, it is possible to assign a completion time (and thus a
time slot) to every job.
Consider a schedule given as a list. We refer to the time intervals where the starting time and completion
time of a job j are listed as its listed starting time and listed completion time. We will assign each job
an actual starting time and an actual completion time. Due to the first property, the list defines a partition
of jobs to machines, and therefore each machine can be considered separately. Consider machine ℓ and
apply the following process. Find the first time interval Ji,ℓ (with the smallest i) that has at least one job
whose starting time is in Ji,ℓ. Let i′ = i, repeat the following process, and stop after all jobs of ℓ have
been assigned to actual starting times and actual completion times. If Ji′,ℓ has no jobs listed to start in this
time interval, then let i′ = i′ + 1. Otherwise, starting the time that is the maximum between (1 + δ)i′ and
the last actual completion time assigned to any job, schedule the jobs having both listed starting times and
listed completion times in the time interval Ji′,ℓ to actual time slots consecutively in some order by assigning
them actual starting times and actual completion times. If there is a job j listed to start in Ji′,ℓ and a listed
completion time in Ji′′,ℓ where i′′ > i′, assign it an actual completion time which is the maximum between
(1 + δ)i
′′
and the last actual completion time assigned to any job in Ji′,ℓ (or (1 + δ)i′ if no such job exists)
plus pjsℓ , and a suitable starting time, and let i
′ = i′ + 1.
Each job with a listed starting time in Ji,ℓ was assigned to an actual time slot no earlier than (1+δ)i, and
without any overlap (since a job is either assigned an actual starting time that is the actual completion time
of the previously assigned job, or a later actual starting time). Every job j that was assigned for a given value
i′ has a listed starting time in Ji′,ℓ, and it was assigned an actual starting time of at least (1 + δ)i
′
. Since the
listed starting time of j is in Ji′,ℓ, by the first condition, r′j ≤ (1 + δ)i
′
, and j is assigned an actual starting
time that is no smaller than its release date. It remains to show that any job j whose listed starting time is in
Ji1,ℓ and its listed completion time is in Ji2,ℓ (for i2 ≥ i1) was indeed assigned an actual starting time and
an actual completion time in these intervals, respectively. Assume by contradiction that the process failed to
do so. Let j′ be the first job for which either the starting time or the completion time is not in the appropriate
time intervals, and consider the first actual time that violates the requirement (i.e., if j′ was assigned both
an actual starting time and an actual completion time that are not with accord with the listed ones, we will
consider its starting time). Consider the case i1 = i2, where j was assigned a completion time of at least
(1 + δ)i1+1, consider the last time before this time that the machine is idle (there must be such a time as
the machine is idle in [0, (1 + δ)i), for some i ≥ θ). By construction, the last idle time ends at some time
(1+δ)θ
′ for θ ≤ θ′ ≤ i1. Consider the set of jobs that were assigned to actual time slots starting (1+δ)θ′ and
up to the actual completion time assigned to j′ (in particular, this set includes j′). The listed starting times of
these jobs are in Jθ′,ℓ ∪Jθ′+1,ℓ ∪ · · · ∪Ji1,ℓ. Jobs with listed starting times in Jθ′,ℓ ∪Jθ′+1,ℓ ∪ · · · ∪Ji1−1,ℓ
have listed completion times in Jθ′,ℓ ∪ Jθ′+1,ℓ ∪ · · · ∪ Ji1,ℓ, as otherwise, by the third condition, j′ cannot
exist. A possible job with a listed starting time in Ji1,ℓ and a listed completion time in a later time interval of
ℓ is not considered by the process above up to j′. Thus, we find that the jobs that have both a listed starting
time and a listed completion time in Jθ′,ℓ ∪ Jθ′+1,ℓ ∪ · · · ∪ Ji1,ℓ violate the second condition, as their total
size is at least the total size of the intervals Jθ′,ℓ,Jθ′+1,ℓ, . . . ,Ji1,ℓ. Consider the case i1 < i2, where j′ is
assigned a starting time of at least (1 + δ)i1+1. In this case j′ is not included in the set of jobs violating
the condition, and since by the fourth condition the other jobs assigned for i1 have listed completion times
in Ji1,ℓ, their assigned completion time is strictly smaller than (1 + δ)i1+1 contradicting the assumption on
the starting time of j′. Consider the case i1 < i2, where j′ is assigned an actual completion time of at least
23
(1 + δ)i2+1. Since j′ was not assigned a smaller actual completion time, there is no idle time between the
job that was assigned just prior to j′ and j′. Moreover, as j′ received an actual starting time in Ji1,ℓ, and
using the third condition, the set of jobs assigned to actual time slots starting the last idle time (denoted by
(1 + δ)θ
′ ) and up to j′ have listed starting times and listed completion times in Jθ′,ℓ ∪ Jθ′+1,ℓ ∪ · · · ∪ Ji2,ℓ,
contradicting the second condition, as their total size is at least the total size of these time intervals.
Observe that if a timely schedule is given as a list, then every schedule that is created from the list (i.e.,
choosing a permutation of the jobs that start and complete in a common interval) results in a timely schedule.
3.3 Shifted schedules and time stretched schedules
For a job j of size (1 + δ)i, let its stretched size be (1 + δ)i+1. Given a schedule SOL for A′, we define
a schedule S(SOL), called the shifted schedule of the schedule SOL, and job sizes are stretched. The
stretched input (consisting of the same machines and jobs, where each machine has the same speed in both
inputs, each job has the same release date but its processing time is exactly 1+δ times larger) is called A¯′. If
job j has a starting time in Ji1,ℓ and completion time in Ji2,ℓ (where i2 ≥ i1) in SOL, we define its starting
time and its completion time in S(SOL) to be in the intervals Ji1+1,ℓ and Ji2+1,ℓ, respectively.
Claim 20. If SOL is a valid timely schedule, then so is S(SOL), and the costs satisfy S(SOL)(A¯′) =
(1 + δ)SOL(A′).
Proof. A job j starts later in S(SOL) than it does in SOL, and therefore the release dates are respected.
The schedule S(SOL) can be obtained from SOL by multiplying each starting time and completion time
by 1 + δ. It remains timely since both the size and the starting time are multiplied by the same factor.
The schedule S(SOL) can obviously be used also as a schedule for an input where the size of each job
in A′ is stretched by some factor in [1, 1 + δ] (for this we consider S(SOL) as an assignment of a machine
and completion time for each job), and it remains timely since jobs can only start later while their sizes can
only decrease. This is the case even if the stretch factors of different jobs may be different.
Given a timely schedule Sˆ for an input A¯, we define a new schedule that we call the schedule obtained
from Sˆ by time stretching by a factor of 1 + δ, as follows. If j is assigned to run (in Sˆ) on machine ℓ during
[t, t′), then we have pj = sℓ(t′ − t). We reserve the time period [(1 + δ)t, (1 + δ)t′) on machine ℓ for job j
(where (1 + δ)t is the reserved starting time of j, and (1 + δ)t′ is the reserved completion time of j), and
assign j to start at time (1 + δ)t + δpj2sℓ . This time will be called the basic starting time of j. Obviously, nojob will start running before its release date, and the schedule remains timely. The basic completion time of
j will be (1+δ)t+ δpj2sℓ +
pj
sℓ
= (1+δ)t+
pj
sℓ
(1+δ)−
δpj
2sℓ
= (1+δ)t+(t′−t)(1+δ)−
δpj
2sℓ
= (1+δ)t′−
δpj
2sℓ
.
If j originally completed during Ji,ℓ in Sˆ(A¯), then both its reserved and basic completion times will be no
later than in the interval Ji+1,ℓ, so the cost increases by at most a multiplicative factor of 1 + δ. Next, for
any interval Ji,ℓ, such that there is no job whose reserved time interval contains Ji,ℓ, shift all jobs that start
and end during this time interval such that they run continuously as early as possible, that is, either starting
at the beginning of Ji,ℓ, or just at the basic completion time of a job that starts in an earlier time interval and
completes in Ji,ℓ (jobs are reassigned to run without idle time, ignoring the time that was reserved before
jobs are started or after they are completed). Moreover, if there is a job whose reserved starting time is
during Ji,ℓ, its reserved completion time is in another time interval, but it is small for Ji,ℓ (namely, its size
is smaller than δ10 times the length of the interval), it is also shifted to start as early as possible. The set of
these jobs, that we call the jobs of Ji,ℓ, can be processed in any order, as long as the length of the interval
is sufficient to accommodate all of them such that their completion times are within the time interval. The
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new starting times and completion times will be called actual starting times and actual completion times,
respectively. For jobs whose time slots are not modified the actual starting times and actual completion
times are equal to the basic starting times and basic completion times, respectively.
Analysis. Let U denote the total size of the jobs whose reserved starting times and reserved completion
times are in Ji,ℓ. If there is a job whose reserved starting time is this time interval but its reserved completion
time is not, let U2 denote the total size of this job that is assigned to run during Ji,ℓ and U ′2 the size that was
originally reserved for this job before its basic starting time during Ji,ℓ (letting U2 = U ′2 = 0 if no such job
exists), and similarly, if there is a job with a reserved starting time in an earlier time interval on the same
machine and a reserved completion time in Ji,ℓ, let U1 denote the total size of this job running during Ji,ℓ,
and U ′1 the size that was reserved for this job after its basic completion time during Ji,ℓ (where U1 = U ′1 = 0
if no such job exists). Let Z = sℓδ(1 + δ)i denote the length of the time interval Ji,ℓ.
Claim 21. Assume that there is no job with a reserved time interval that contains Ji,ℓ, then the total size
that is available for jobs of Ji,ℓ is at least U + δ2Z , and the current total size of the jobs of Ji,ℓ is at most
U + δ10Z .
Proof. The total size of the jobs of Ji,ℓ exceeds U by at most the size of one small job for this time interval,
i.e., by at most δ10Z .
Out of the total size Z of Ji,ℓ, the size that was not originally reserved for any job is Z − U1 − U ′1 −
U2 − U
′
2 − (1 + δ)U . The last calculation is valid since according to the basic starting times, total size
of (1 + δ)U is reserved for jobs starting and ending during Ji,ℓ. We have U ′1 ≥ δ2U1, and U ′2 ≥ δ2U2
(since for y = 1, 2, if Uy 6= 0, then U ′y is equal to δ2 times the size of the job, while Uy may be only
a part of this size, and if Uy = 0, the claim trivially holds). The total size occupied by jobs running
during Ji,ℓ is exactly U1 + U2 + U . Thus, the total remaining size is at least Z − U1 − U2 − U . Using
U ′1 ≥
δ
2U1 we find U1 + U
′
1 ≥ (1 +
δ
2)U1, and U1 ≤ (1 −
δ
3 )(U1 + U
′
1), since δ < 1. Similarly, we have
U2 ≤ (1−
δ
3)(U2 + U
′
2), and U ≤ (1− δ3)(1 + δ)U . Using Z ≥ (1 + δ)U +U1 +U2 +U
′
1 +U
′
2, we have
Z − U − U1 − U2 ≥ Z − (1−
δ
3)(U1 + U
′
1 + U2 + U
′
2 + (1 + δ)U) ≥
δ
3Z ≥ δ
2Z .
Consider a timely schedule Sˆ and the solution S¯ obtained from Sˆ by time stretching by a factor of 1+ δ.
Let Ji,ℓ be an interval that is not contained in a reserved time period of any job, then by the last claim it
contains an idle time of length at least δ3 times the length of the interval, and this kind of idle time in such
an interval Ji,ℓ is said to be a gap in Ji,ℓ. Observe that there might be other time intervals containing idle
time which are not gaps (in case that the time interval is contained in a reserved period of some job).
Corollary 22. Given a timely schedule Sˆ, the schedule S˜ obtained from Sˆ by time stretching by a factor of
1+ δ can be constructed in polynomial time and the cost (pseudo-cost) of this solution is at most 1+ δ times
the cost (pseudo-cost) of Sˆ, and such that for each interval Ji,ℓ for which one of the following holds for S˜:
the entire time interval is idle, or there is a job with a reserved starting time in this time interval, or there is
a job with a reserved completion time in this interval, the interval contains idle time of length at least δ3Z
where Z = sℓδ(1 + δ)i is the length of Ji,ℓ. Moreover, any job that is small for the interval that contains its
actual starting time has a completion time in the same interval.
Consider the solution S¯ obtained from a timely schedule Sˆ by time stretching by a factor of 1 + δ, and
let j be a job whose reserved starting time is in the interval Ji,ℓ, then the processing time of j on machine
ℓ is at most (1+δ)
i+1
δ and its actual starting time in Sˆ is at most (1 + δ)
i+1
, thus its actual completion time
in Sˆ is no later than (1 + δ)i+1 · (1 + 1δ ) =
(1+δ)i+2
δ , and therefore its reserved completion time in S¯ is at
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most (1+δ)
i+3
δ and the end of the time interval containing the reserved completion time of this job is at most
(1+δ)i+4
δ . Therefore, using
(1+δ)4
δ ≤
1
δ2
we conclude the following.
Claim 23. If S¯ obtained from a timely schedule Sˆ by time stretching by a factor of 1 + δ, and Ji,ℓ has a
gap, then Sˆ has a gap on machine ℓ during the time frame [(1 + δ)i+1, (1 + δ)i 1
δ2
).
In what follows, given a time-stretched schedule, we refer to actual starting times and actual completion
times simply as starting times and completion times, respectively.
3.4 Job shifting procedure
Our next goal is to create a new input from A′ by increasing the release date of some of the jobs while
keeping all other parts of the input unchanged such that the following holds. There is a positive constant z,
such that for every integer value of t, the set of jobs released at time (1 + δ)t of a common density can be
scheduled on the m machines to complete no later than time z(1 + δ)t.
First, we define divisions of job sizes as follows. Let ∆ = ⌈log1+δ 2⌉. We have ∆ ≤ 1δ as (1+ δ)
1
δ > 2.
For a job size (1 + δ)i, let ki be an integer such that 2ki · (1+ δ)i ∈ (1, 2]. Let k′i = ⌈log1+δ 2ki⌉+ i, where
k′i ≤ ∆ as (1 + δ)
∆−i = (1+δ)
∆
(1+δ)i
≥ 2 · 2ki−1 = 2ki , and k′i ≥ 1, as (1 + δ)−i < 2ki . The division of a job
of size (1 + δ)i is defined to be k′i, and its subdivision is ki. The pseudo-size of such a job is defined to be
πi =
(1+δ)k
′
i
2ki
. We have (1+δ)k′i−i ≥ 2ki and (1+δ)k′i−i−1 < 2ki . Thus we have (1+δ)i ≤ πi < (1+δ)i+1.
The divisions 1, 2, . . . ,∆ form a partition of [1, 2). The division of a size is the part of [1, 2) that it belongs
to when it is multiplied by an appropriate power of 2. The subdivision is this last power of 2. For example,
a job of size (1+ δ)−1 has the subdivision 1, as 1 < 21+δ ≤ 2. Its division is ⌈log1+δ 2⌉− 1 = ∆− 1, which
means that once the size is multiplied by the appropriate power of 2, it becomes relatively close to 2. For a
job of size 1+ δ, the subdivision is 0, and its division is 1. Let A′′ be the instance A′ where the size of a job
of size (1+ δ)i is replaced with the pseudo-size πi. The values πi of one division form a divisible sequence,
and more specifically, given two such distinct values of one division, the larger one divided by the smaller
one is a positive integral power of 2. In what follows we will schedule the jobs of A′′ in some cases. Let O˜
be an optimal timely solution for A′′.
Corollary 24. We have O′′(A′) ≤ O˜(A′′) ≤ (1 + δ)O′′(A′).
Proof. The first inequality holds since any timely schedule for A′′ is a timely schedule for A′. The second
inequality follows from Claim 20.
Claim 25. Consider a timely schedule. If job j is assigned to run on machine ℓ and has a starting time in
Ji,ℓ, then pj < sℓδ (1 + δ)
i+1
. If the completion time of j is in the same interval, then pj < sℓδ(1 + δ)i.
Proof. Let t be the starting time of j. We have t ≥ δ pjsℓ . Since t < (1 + δ)i+1, the first claim follows. The
second claim holds by the length of the interval.
Recall that any job of size below δ10sℓδ(1 + δ)i = δ11sℓ(1 + δ)i is defined to be small for interval Ji,ℓ.
We also say that any job of size in [δ11sℓ(1 + δ)i, sℓδ(1 + δ)i) is called medium for this time interval, and
job of size in [sℓ(1 + δ)i, sℓδ (1 + δ)i+1) is called large for this time interval, and larger jobs (of size at least
sℓ
δ (1 + δ)
i+1) are called huge for the interval. Recall that a job that is huge for a given time interval cannot
start during this time interval in a timely schedule. We say that a job is big for an interval if it is either
medium or large for it. The following definition uses the pseudo-sizes of j1, j2 that are their sizes in A′′.
26
Definition 26. A schedule for A′′ is called organized if it is timely, and it has the following properties.
1. Let j be a job whose starting time is in Ji,ℓ. If j is small for this interval, then its completion time is
in the same interval.
2. Consider two jobs, j1, j2, of a given division k and the same density, such that the starting time of j1
is in interval Ji1,ℓ1 , and the starting time of j2 is in interval Ji2,ℓ2 , where i2 > i1 or both i2 = i1 and
ℓ2 > ℓ1. Moreover, assume that r′j2 ≤ (1 + δ)
i1
.
(a) If πj1 < πj2 , then j2 is not small for Ji1,ℓ1 .
(b) If πj1 = πj2 , then r′j2 ≥ r′j1 .
(c) If πj1 = πj2 , and r′j2 = r′j1 , then the index of the second job is smaller, i.e., j2 < j1.
Note that in part 2(a) of the definition, if i1 = i2, the case where j1 is big for Ji,ℓ1 while j2 is small for
Ji,ℓ2 , cannot occur. This definition defines fixed priorities on jobs. For jobs of equal sizes and densities, a
job of smaller release date has higher priority, and out of two jobs with the same release date, the one of
the higher index has a higher priority. For a fixed time interval, there are also priorities between jobs of one
division that are small for it. The priority between two jobs of one size remains the same, and additionally,
a larger job has a higher priority than a smaller job (this is defined per time interval, and only for jobs of
the instance that are small for it). Obviously, given a time interval Ji,ℓ, all jobs that are released at time
(1 + δ)i+1 or later are irrelevant for it and have no priority. Let O¯ denote an optimal organized schedule for
A′′ (in particular, O¯ must be timely).
Lemma 27. O¯(A′′) ≤ (1 + 2δ)O˜(A′′).
Proof. Given O˜(A′′), we define a schedule as follows. First, we consider the solution obtained from O˜(A′′)
by time stretching by a factor of 1 + δ. Thus, any job that is small for the interval that contains its starting
time, the completion time of the job is in the same interval as its starting time, and therefore the first condition
of an organized schedule holds. We consider the set of jobs that have both starting times and completion
times in Ji,ℓ, and we call them jobs of Ji,ℓ (this set contains, in particular, all jobs with starting times in the
interval that are small for this interval). In what follows we will modify this set of jobs (possibly for multiple
intervals) such that the total size of the jobs of the interval may increase by an additive factor of δ8(1 + δ)i
(for Ji,ℓ).
Given a pair of intervals Jiℓ and Ji′,ℓ′ , we say that Ji′,ℓ′ is later than Ji,ℓ if either i′ > i or both
i′ = i and ℓ′ > ℓ. In this case, we also say that Ji,ℓ is earlier than Ji′,ℓ′ . This defines a total order on the
intervals. Now, we apply a process for every interval, such that as a result, given a job j of a division k
whose starting time is in an interval Ji,ℓ and j is small for the interval (so this is a job of the interval), there
is no job j′ of the same division and density as j that is released at time (1 + δ)i or earlier that is larger
than j, such that j′ is small for Ji,ℓ, and j′ starts in a later interval Ji′,ℓ′ . The process will be applied for
i = θ, θ + 1, . . . in increasing order, and the intervals Ji,ℓ for the different values of ℓ and a common value
of i will be considered in an increasing order of ℓ. During this process for a given interval, we may modify
the assignment of jobs that are currently assigned both a starting time and a completion times in Ji,ℓ, that
are small jobs for this interval, that is, the subset of jobs out of the the jobs of Ji,ℓ that are small for this
interval may be partially swapped with other jobs. Recall that if there is a job that starts in this interval but
ends later, then it is not small for this interval, and thus we do not deal with it now (as we currently only deal
with jobs that are small for the intervals where their starting times are). When Ji,ℓ is treated, the cost of the
solution will not increase. The set of jobs of this interval will possibly be modified iteratively until it reaches
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a new fixed set. Letting Z be the length of this interval, the total size of the final set of jobs of the interval
will be larger by at most an additive factor of δ7Z compared to the initial set. Thus, since the interval has
a gap in a time stretched schedule as any small job for the time interval had either a reserved starting time
or a reserved completion time (or both) in this time interval, the resulting set of jobs of the interval can be
assigned starting and completion times in this interval. After we finish dealing with a time interval, we will
not modify the set of jobs of this time interval again when we apply the same process on other (later) time
intervals. The process is applied for every division separately (but the different densities for one division are
considered together). In each step of the process for one time interval, we will either decrease the number
of jobs of Ji,ℓ, or we will declare that the process is completed for a given division and density (or both).
Thus, the process is finite for each time interval and division.
For a given division k, in order to apply the process, we create a list of jobs of this interval that are small
for this time interval and that belong to division k, sorted by non-increasing density, and for each density,
the jobs are sorted by non-increasing size. At each time, there will be a prefix of this list whose jobs already
fulfill the conditions above (for any job, no larger job of the same division and density that could have been
assigned to the current time interval as a small job with respect to its release date is assigned to a later time
interval). Consider the first job j in the list for division k that does not fulfill the condition. Let d be its
density. Replace it with the largest job j′ of the same division and density that is assigned to a later interval
and could be assigned to Ji,ℓ as a small job (if there is no such job, then the process for division k and this
time interval is complete). Note that there is currently no job of Ji,ℓ of division k and density d that is larger
than j but smaller than j′. Additionally, note that from this time the only jobs of this division and density
that will be moved out of the set of jobs of Ji,ℓ are smaller than j′. In order to add j′ to the set of jobs
of Ji,ℓ, we now create a subset of jobs that will leave the set of jobs of Ji,ℓ and will be scheduled instead
of j′. The first such job is j. Jobs are added to the subset according to the sorted list of density d (i.e.,
giving preference to larger jobs), as long as the suffix of the sorted list for density d that started with j is
non-empty, and the total size πj′ was not reached by the subset. Since the jobs sizes of one division (as we
are dealing with A′′, these are the pseudo-sizes defined above) form a divisible sequence, that is, for every
pair of distinct sizes, the smaller one divides the larger one, the difference between πj′ and the total size of
the subset of jobs is always an integer multiple of the size of any remaining job of density d (that appeared
after j in the list). Thus, as long as there is still a job of density d that appeared after j in the sorted list, and
if the size πj′ was not reached yet, the result of selecting an additional job to the subset will never result in
exceeding the total size πj′ . The selection is stopped in one of two cases. The first case is that the total size
of jobs selected for the subset reaches exactly πj′ . The second case is that all jobs of density d of division
k that appeared after j in the sorted list (i.e., all jobs that were in the list before j′ was chosen, whose sizes
were smaller than πj′ were selected. In this case we continue to select jobs of the same division and smaller
densities (if such jobs exist) for the subset, as long as the total size of the subset does not exceed πj′ (but
in this case we may skip some jobs if the total size of the resulting subset would exceed πj′). Once again,
the process stops either if the total size of selected jobs is exactly πj′, or if all jobs that could be selected
were already selected (here the only constraint on remaining jobs of smaller densities and the same division
is that adding any such job to the subset would result in exceeding the total size πj′). We have three cases in
total. In the last two cases we are done dealing with density d for the current division. In the first two cases,
j′ is swapped with jobs whose total size is exactly πj′ , and in the last case it is swapped with jobs whose
total size is smaller. Thus, the total size of the jobs of Ji,ℓ may have increased, but the jobs that replace
j′ have a total size no larger than πj′ . Later we will show that the total size of the jobs of Ji,ℓ remains
sufficiently small after applying the process for all divisions. We now show that after applying the process
for a single division, the cost did not increase (assuming that the total size of the jobs of the interval indeed
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remains small enough). We will show that the cost of the modified solution (by swapping j′ and the subset
that we found) does not exceed the previous cost. Let π denote the total size of jobs that were moved out of
the set of jobs of Ji,ℓ, and let π′ = πj′ . We have π ≤ π′. Let Ji′,ℓ be the interval containing the completion
time of j′. Let w′ = wj′ , and let w be the total weight of jobs of the selected subset. The contribution of
j′ and the jobs of the subset to the objective function before the swap was (1 + δ)i′+1w′ + (1 + δ)i+1w.
The modified contribution of these jobs is at most (1+ δ)i′+1w+(1+ δ)i+1w′ (this includes the possibility
that j′ starts in an earlier time interval and some of the jobs that are swapped with j′ will complete in this
earlier time interval). Since i′ ≥ i, it is sufficient to show w′ ≥ w. Since the density of a selected job is at
most d, and the total size of these jobs is π ≤ π′, we find w ≤ d · π′ = w′ as required. Next, we compute
the total excess of the time interval, i.e., the total size of all jobs ever moved to be a part of the jobs of Ji,ℓ
compared to the set of jobs that were removed from this set in the same step (the sum of differences π′ − π
for all steps and all divisions). The total size of the jobs of Ji,ℓ increases only when in the process above
we have π < π′. In this case, the size of any remaining job of division k any a sufficiently small density
(below d) is larger than π′ − π. We claim that for every division, the total excess is at most 2δ11sℓ(1 + δ)i,
that is, at most 2δ10 times the length of the time interval. This is obviously true for empty divisions, while
a non-empty division never becomes empty. We say that a pair of division and density was dealt with if at
least one job of this division and density was moved into Ji,ℓ. In this case the list of jobs of Ji,ℓ with this
division and density cannot become empty (but some densities can become empty). Densities that did not
exist in the set of jobs of Ji,ℓ for a given division will never enter this set. We claim that throughout the
process for a given division k, the current total excess never exceeds twice the size of the smallest job for
the division k that is currently a job of Ji,ℓ and its density is at most the last density that was dealt with
and created an additional excess (if no density was considered so far, the property is that the total excess is
zero). The property is true when the process starts. Since according to the definition of the process, the size
of the smallest job for division k and density d˜ (that is a job of Ji,ℓ) cannot decrease throughout the process
(as subsets of jobs are being swapped with larger jobs), the property keeps holding in the case that no new
excess is created. When the first excess is created while considering jobs of density d, this excess is no
larger than the smallest job out of the remaining jobs of the current division and density smaller than d, then
we are done. Finally, assume that the excess increases when job j′ is swapped with job j and the selected
subset of jobs, when the process is applied for density d′. Prior to this process, the excess was at most twice
the smallest job of density below d (where d is the density of the job considered in the previous iteration that
created new excess), and thus it was at most twice the smallest job of density below d′ (as d′ ≤ d). Let j′′ be
the smallest job that is selected for the subset replacing j′. The difference between πj′ and the total size of
the selected jobs is an integer multiple of πj′′ (as sizes are divisible). Since the difference remains positive,
there are no jobs of the size of j′′ or smaller that remain for densities at most d′ (and division k), and the
remaining smallest job has size at least twice the size of j′′. Let ¯ be the new smallest job of density at most
d′ and division k. The previous excess is at most 2πj′′ ≤ 2 · π¯/2 = π¯, and the new excess is at most π¯,
proving the claim in this case too. As there are at most 1δ divisions, the total excess over all divisions is at
most 1δ · 2δ
11sℓ(1 + δ)
i ≤ δ9sℓ(1 + δ)
i = δ8Z , where Z is the size of the interval.
Finally, now that properties 1 and 2(a) hold, we will perform a process where pairs of jobs of equal size
and density are swapped. Note that this will not increase the cost or harm property 1; any two swapped jobs
have exactly the same sizes and weights, so the time intervals allocated to jobs remain the same. Property
2(a) must hold without any relation to indices of jobs or release dates. In this process, for any size and
density, remove all jobs from their positions, sort them by non-decreasing release dates and by decreasing
indices within each release date, and assign them into the original time slots according to the order of time
intervals of these time slots. We argue that a job cannot be assigned before its release date. Consider the job
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whose position in the sorted list is x. Since all the time slots were previously used for similar jobs (of the
same size and density), there are at least x jobs whose release date is sufficiently early to run in the time slot
that x gets in the process. Since the job appears in position x in the sorted list, its release date must be one
of the smallest x release dates. This ensures the remaining properties.
We apply an additional transformation on release dates to obtain the instance A˜ from A′ where the
release date of j is denoted by rj (and satisfies rj ≥ r′j). Other than modified release dates for some of the
jobs, A˜ and A′ have the same machines and the same jobs. The instance A˜ may contain release dates that
do not exist in A′, but all release dates are integer powers of 1 + δ and the smallest release date will remain
(1 + δ)θ . Thus, any (timely) solution for A˜ is a (timely) solution for A′ as well. In order to use a solution
of A′ for A˜, one has to show that each job j that has a starting time in Ji,ℓ has ri ≤ (1 + δ)i (while other
aspects of feasibility follow from the feasibility for A′). In particular, we can use an organized schedule for
A′′ as a schedule for A′ and thus for A˜. In A˜, for every kind of jobs, if too many (in terms of the number
or the total size) pending jobs exist at time (1 + δ)i, the release date of some of them is increased. This
can be done when it is impossible to schedule all these jobs due to the lengths of intervals. We need to take
into account jobs that have starting times in an interval Ji,ℓ even if their completion times are in later time
intervals. Jobs with this property are called special. The total size of jobs that are not special will be at most
the total lengths of time intervals. The process is applied separately and independently on every possible
density.
We will define A˜ using a process that acts on increasing values of i and at each step applies a modification
on release dates of jobs whose current release date is (1 + δ)i. For a given density d, initialize rj = r′j for
every job j of density d. For each possible size, create a list of preferences. In this list, jobs are ordered by
non-decreasing release dates in A′, and within every release date, by decreasing indices. In what follows,
for any job j we will refer to r′j as the initial release date of j, and to the values rj as modified release dates.
As these values will be changed during a modification process that we define (they can possibly be changed
a number of times for each job), when we discuss such a value, we will always refer to the current value
even if it will be changed later. We apply the process for i = θ, θ + 1, . . .. The stopping condition will be
the situation where for some i there are no jobs whose modified release dates are at least (1 + δ)i. If during
the process for some i there are no jobs with modified release date (1 + δ)i, but there exist jobs with larger
release dates (in this case these are both initial and modified release dates of those jobs), we skip this value
of i and move to the next value. Recall that our goal is to increase some (modified) release dates of jobs
where these jobs will not be started before the next possible release date, and to break ties consistently, we
do this for jobs that would not be started before the next release date in an organized schedule. Since we
are interested in organized schedules that are, in particular, timely, jobs that are huge for a given interval
should not be scheduled a start time in it. For a given value of i, and a fixed density d, we consider jobs
whose modified release date is (1 + δ)i. Out of these jobs we will select a subset, and for every such j in
the subset, the current value of rj will remain (1 + δ)i and will not change later. For every job j′ that is
not selected, we modify its modified release date into rj′ = (1 + δ)i+1. Initially, no job is selected. For
every time interval Ji,ℓ (for some 1 ≤ ℓ ≤ m), for every size that is big (large or medium) for this interval
and every density, select the unselected highest priority job j such that rj = (1 + δ)i. For sizes that no
such job exists obviously no job is selected. Additionally, for every size that is medium for this interval and
every density, select an additional unselected 1
δ10
highest priority jobs of this size (selecting all such jobs if
less than 1
δ10
such jobs exist). For every division k and every density, consider the job sizes of this division
that are small for this time interval in non-increasing order. For each size, unselected jobs of one size are
selected according to priorities. Keep selecting unselected jobs according to priorities, moving to the next
size if all jobs of one size have been selected, until the total size of selected jobs of division k (and density
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d, that are small for Ji,ℓ) is at least sℓδ(1+ δ)i (and thus their total size is at most sℓδ(1+ δ)i(1+ δ10), since
any such job is small for Ji,ℓ). If the total size of all these jobs is smaller than sℓδ(1 + δ)i, then all of them
are picked. For a given triple d, i, ℓ, letting Z = sℓδ(1 + δ)i, the total size of selected jobs is as follows.
There are at most log1+δ 1+δδ2 + 1 ≤
1
δ3
+ 2 sizes of large jobs, each having a size of at most 1+δ
δ2
Z . There
are at most log1+δ
1
δ10
+ 1 ≤ 1
δ11
+ 1 sizes of medium jobs, each having a size of at most Z , and at most 1δ
divisions. The total size of selected large jobs is at most Z( 1
δ3
+ 2)(1+δ
δ2
) < Z
δ6
. The total size of selected
medium jobs is at most (1 + 1
δ10
)( 1
δ11
+ 1)Z < Z
δ22
. The total size of small jobs is at most Z · 1δ (1 + δ10).
The total size is therefore at most Z
δ23
.
Lemma 28. In an organized schedule for A′′, every job j is scheduled a starting time in a time interval that
is no earlier than rj . Thus, any organized solution for A′′ is a valid timely solution for A˜ with the same cost.
Proof. Consider an organized schedule for A′′ and assume by contradiction that there exists a job j′ that is
assigned a starting time in a time interval Ji′,ℓ′ such that rj′ ≥ (1 + δ)i
′+1
. Let Ji,ℓ be the first interval
(according to the ordering of time intervals) that has a job j with a starting time in it that was not selected
for Ji,ℓ or any earlier interval, such that either j is big for this interval, and its priority is lower than jobs
of the same size and density selected for Ji,ℓ, or j is small for this time interval, and it has lower priority
than small jobs of the same division and density selected for this time interval. Since A′′ is a valid schedule,
r′j ≤ (1 + δ)
i
, so it was possible to select j if it is still unselected, and since rj > (1 + δ)i, j was not
selected for this time interval or for earlier time intervals. Thus, in the process of selection of jobs similar
to j for Ji,ℓ (either jobs of the same size and density, if j is big for this time interval, or jobs of the same
division and density otherwise), the full number or total size of such jobs was selected (since an unselected
job remains). If j is large for Ji,ℓ, then there is another job ˜ of the same size and density selected for Ji,ℓ,
where ˜ has higher priority. As at most one such job can have a starting time in this time interval, ˜ must
have a starting time in another interval Ji1,ℓ1 . If j is medium for Ji,ℓ, then there are 1δ10 + 1 other jobs of
the same size and density selected for Ji,ℓ, of higher priority. At most 1δ10 + 1 jobs of this size and density
can have starting times in Ji,ℓ, and therefore there is among these jobs a job ˜ with higher priority that has a
starting time in another interval Ji1,ℓ1 . Consider the case that j is small for Ji,ℓ. All jobs that are small for
this interval and have starting times in it also have completion times in it, so their total size does not exceed
the length of the time interval. Since there are jobs of the same division and density whose total size is at
least the length of the interval that were selected for this time interval, at least one such job ˜ is assigned a
starting time in another time interval, and ˜ has a higher priority than j in Ji,ℓ. In this case we also let Ji1,ℓ1
denote this time interval where the starting time of ˜ is. If Ji1,ℓ1 is an earlier interval. Since ˜ is selected for
Ji,ℓ while r′ ≤ (1 + δ)i (since its starting time is in Ji1,ℓ1 and the schedule is valid for A′′), we find that
an earlier interval already has a job whose priority is too low (no matter whether this is its priority as a big
job for that interval or a small job for that interval), contradicting the minimality of Ji,ℓ. If this is a later
interval, then this contradicts the fact that the schedule is organized, as a job of a higher priority in Ji,ℓ than
j has a starting time in a later time interval while j has a starting time in Ji,ℓ.
Lemma 29. If the input belongs to at most yˆ densities (where yˆ is a function of δ), then the jobs of modified
release date r can be all scheduled during [t, t′), where t ≥ r, and t′ ≤ t+ ryˆ
δ22
.
Given a set of yˆ densities, the set of jobs with modified release date at most r and these densities, can be
all scheduled during a time interval [t, t′) where t > r and t′ ≤ t+ ryˆ(1+δ)
δ23
.
Proof. Let t ≥ r, and schedule the jobs whose modified release date is r starting at time t, such that the jobs
scheduled on machine ℓ are those that were selected for Ji,ℓ (where r = (1+ δ)i). The total size of the jobs
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of one density is at most Z
δ23
= sℓ(1+δ)
i
δ22
= sℓr
δ22
so the jobs of yˆ densities will be completed (on a machine of
speed sℓ) within a time of r·yˆδ22 .
To prove the second claim, note that the total size of jobs of one density and modified release date at
most r that will run on machine ℓ is at most
∑r
r′=1
sℓr
δ22
≤ sℓr
′
δ22
· 1+δδ .
Corollary 30. Consider an instance A˜s obtained from A˜ by keeping jobs belonging to only yˆ given densities,
and that are released by time R (for a fixed R > 0). There exists an optimal timely schedule Øs for A˜s, no
job is completed after time yˆR
δ25
.
Proof. Consider an optimal schedule Ø′s, and let R′ = yˆRδ24 . Let R′ < T ≤ (1 + δ)R′ be such that
T = (1 + δ)ι for an integer ι. Consider the jobs whose completion times are above T (and thus in their
pseudo-costs, their weights are multiplied by at least T (1 + δ)). By Lemma 29, it is possible to schedule
these jobs during [T, T+ Ryˆ
δ23
). We have Ryˆ
δ23
= δR′ < δT , and therefore it is possible to remove all these jobs
from Ø′s, and schedule them within the time interval [T, (1 + δ)T ). As all jobs that are still running at time
T are removed, before the jobs are assigned again, the time interval [T, (1 + δ)T ) is idle on all machines.
No reassigned jobs has an increased cost, and therefore the resulting schedule, Øs is optimal as well. We
are done since (1 + δ)T ≤ (1 + δ)2R′ = (1 + δ)2 yˆR
δ24
< yˆR
δ25
.
3.5 Applying the shifting technique on the release dates of jobs
We let α = yˆ
δ34
where yˆ > 1
δ12
is an integral function of δ that will be chosen later. For k = 0, 1, . . . , αδ − 1,
and i ≥ 0 let Qi,k = θ + ⌈log1+δ αk+
iα
δ ⌉, where we interpret Qi,α
δ
as Qi+1,0, and Q−1,k = θ for all k. Let
Ψi,k = (1 + δ)
Qi,k for i ≥ −1, 0 ≤ k ≤ αδ .
We define a new instance Ak based on A˜ as follows. The instance Ak has the same set of m machines
and n jobs, but we will modify the release dates of some jobs. For every job j, for which there exists an
integer i such that the release date of j (in A˜) is in the time frame Di,k = [Ψi,k,Ψi,k+1), we increase the
release date of j to be Ψi,k+1. Let |Di,k| = Ψi,k+1 −Ψi,k.
Lemma 31. Given a timely optimal schedule OPTA˜ for the instance A˜, there exists a value of k such that
Ak has a feasible schedule of cost at most (1 + 2δ)OPTA˜.
Proof. Given OPTA˜ (with specific time slots assigned to every job), we define a partition of the jobs into the
sets Jik consisting of all jobs whose starting times (in OPTA˜) is within the time frame Di,k. We denote the
total cost of the jobs in Jik (in the schedule OPTA˜) by Ti,k. Thus, OPTA˜ =
∑
i,k Ti,k.
For every value of k, we create a feasible schedule SOLk for the instance Ak by modifying OPTA˜ in the
following way. For i = 0, 1, . . ., we add idle time of length |Di,k| for every machine just before the first
job of Jik starts on that machine (shifting all further jobs to a later time by an additive factor of |Di,k|).
Observe that this is indeed a feasible schedule for Ak as for every job whose release date was increased
to Ψi,k+1, its processing in OPTA˜ starts no earlier than Ψi,k, and we added an idle time of length at least
|Di,k| = Ψi,k+1−Ψi,k, before its starting time, and thus the resulting starting time of the schedule is at least
the new release date of the job.
We bound the difference
∑α
δ
−1
k=0 (SOLk(Ak) − OPTA˜(A˜)). Assume that the starting time of job j in
OPTA˜ is in Di′,k′ . Then in all solutions SOLk (for 0 ≤ k ≤ αδ − 1) together, the total length of idle time that
was added before the starting time of j is the sum of values |Di,k| such that i < i′ or i = i′ and k ≤ k′.
This total length is at most (1 + δ)Qi,k+1 ≤ (1 + δ)θ+1 · αk+1+
iα
δ , while the completion time of j in OPTA˜
is at least (1 + δ)Qi,k ≥ (1 + δ)θ · αk+
iα
δ . Thus,
∑α
δ
−1
k=0 (SOLk(Ak)− OPTA˜(A˜)) ≤ (1 + δ)αOPTA˜(A˜),
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and
∑α
δ
−1
k=0 SOLk(Ak) ≤ (
α
δ + (1 + δ)α)OPTA˜(A˜)). By the pigeonhole principle, the value of k for which
SOLk(Ak) is minimal satisfies SOLk(Ak) ≤ (1 + δ(1 + δ))OPTA˜(A˜) < (1 + 2δ)OPTA˜(A˜).
For a fixed value of k, we partition the job set of Ak into the following subsets. For every i ≥ 0 we
let Aik be the instance with job set consisting of the jobs whose release date (in Ak) is in the time interval
[Ψi−1,k+1,Ψi,k). The following lemma follows using the fact that an optimal solution for Ak gives a feasible
solution for each Aik. Let OPTk be an optimal cost of a solution to Ak, and let OPTik be the cost of an optimal
solution for Aik.
Lemma 32. We have
∑
i OPTik ≤ OPTk.
For every value of i, k, all jobs in the instance Aik have release dates in [Ψi−1,k+1, Ψi,k1+δ ]. Recall that
no job is released during the time (Ψi,k1+δ ,Ψi,k+1). We have (1 + δ)Qi,k−1 ≤ (1 + δ)(1 + δ)θ−1αk+
iα
δ and
(1 + δ)Qi−1,k+1 ≥ (1 + δ)θαk+1+
(i−1)α
δ ≥ (1 + δ)Qi,k−1/α
α
δ
−1
, and thus the number of distinct release
dates in Aik is at most (αδ − 1) · (log1+δ α+ 1) ≤ (
α
δ − 1)(
α
δ + 1) <
(
α
δ
)2
.
In the next section we will show the existence of a polynomial time algorithm that find an approximate
solution for the input Aik, that approximates an optimal solution within a multiplicative factor of 1+ κδ for
some constant value of κ, such that the output of the algorithm, denoted by SOLik, satisfies the following
structural properties:
Property 33. Let Ψ denote an upper bound on the maximum release date of the instance that is an integer
power of 1 + δ, and let Ψ′ be an integer power of 1 + δ in the interval (Ψ · α1+δ ,Ψ · α(1 + δ)). The solution
SOLik runs the jobs that start after Ψ in non-increasing order of density, and for every machine of speed σ
in SOLik and two jobs j, j′ running on that machine whose completion times Cj , Cj′ satisfy Cj − pjσ ≥ Ψ
′
2 ,
Cj′ ≥ Cj +Ψ ·
yˆ
δ28
, then the density of j′ is at most the density of j times 1
(1+δ)yˆ
.
Property 34. Let Ψ denote an upper bound on the maximum release date of the instance that is an integer
power of 1 + δ, and let Ψ′ be an integer power of 1 + δ in the interval (Ψ · α1+δ ,Ψ · α(1 + δ)). For every
machine of speed σ, there is no job j assigned to this machine in SOLik of size larger than Ψ · yˆδ25 · σ.
Note that the last property depends only on the allocation of jobs to machines such that for each job
there is an upper bound on the index of machine that can process it. Thus, the following holds.
Remark 35. If s˜olik satisfies Property 34 with some valid values of Ψ and Ψ′, and we construct another
schedule sˆolik by changing the starting times of some of the jobs and moving some jobs to lower index
machines (with respect to their assigned machine in s˜olik), then sˆolik also satisfies Property 34 with the
same values of Ψ and Ψ′.
In the later parts of the analysis we will use also another auxiliary property as follows.
Property 36. Let Ψ denote an upper bound on the maximum release date of the instance that is an integer
power of 1 + δ, and let Ψ′ be an integer power of 1 + δ in the interval (Ψ · α1+δ ,Ψ · α(1 + δ)). The solution
SOLik runs the jobs that start after Ψ in non-increasing order of density, and for every machine of speed σ
in SOLik and two jobs j, j′ running on that machine whose completion times Cj , Cj′ satisfy Cj − pjσ ≥ Ψ
′
4 ,
Cj′ ≥ Cj +Ψ ·
yˆ
δ27
, then the density of j′ is at most the density of j times 1
(1+δ)yˆ
.
We further denote by SOLik the cost of the solution SOLik. Then, using SOLik ≤ (1 + κδ)OPTik for
every i, k, we get that
∑
i SOLik ≤ (1 + κδ)
∑
i OPTik ≤ (1 + κδ)OPTk ≤ (1 + κδ)(1 + 2δ)OPTA˜.
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Lemma 37. Consider a particular machine and timely schedules SOLik for every value of i that satisfy
properties 33 and 34 with Ψ = Ψi,k. Let Si be the set of jobs assigned to this machine by SOLik. Then,
there is a polynomial time algorithm that constructs (for each machine) a feasible schedule of the jobs in⋃
i Si on this machine with a total cost of at most (1 + δ)2
∑
i SOLik.
Proof. We consider one specific machine and without loss of generality we assume that the speed of the
machine is 1. We first modify SOLik by removing idle time periods after
Ψi,k
1+δ and denote the resulting
schedule by SOL′′ik. Observe that SOL′′ik satisfies properties 33 and 34 with Ψ = Ψi,k and Ψ′ = Ψi,k+1
where Property 33 holds because if two jobs satisfy the condition (on the difference between their completion
times) for SOL′′ik then they also satisfy the condition for SOLik, and the claim regarding Property 34 holds by
Remark 35. Then, consider the schedule SOL′ik that is the schedule obtained from SOL′′ik by time stretching
by a factor of 1 + δ. Using Corollary 22, we conclude that for every time interval, if SOL′ik contains a gap,
then it has idle time of at least δ3 times the length of the interval. Moreover, the total costs of the solutions
SOL′ik and SOLik satisfy
∑
i SOL′ik ≤ (1 + δ)
∑
i SOLik.
We next modify the schedule SOL′ik for every i as follows. We start with constructing an initial schedule
of some of the jobs. For every i we say that the time frame [Ψi−1,k+1,Ψi,k+1) belongs to i, and the jobs
of Aik with completion times (according to SOL′ik) within the time frame that belongs to i are scheduled
according to the schedule SOL′ik. Due to the release dates constraints, their starting times are also during
this time frame, and the other jobs of Aik have later completion times in SOL′ik, and we shortly describe the
schedule of these jobs. This completes the description of the initial schedule and the subset of jobs that are
scheduled according to it. Given the initial schedule we define gaps of this schedule as follows. For every
time interval Jι,ℓ that belongs to the time frame of i, we say that a gap of SOL′ik during Jι,ℓ is a gap of the
initial schedule.
Consider a fixed value of i for which the instance Aik has jobs that are not scheduled in the initial
schedule. That is, there is at least one job of Aik whose completion time in SOL′ik is after time Ψi,k+1.
Beginning with the staring time in SOL′′ik µ of the first such job, define subsets of Si as follows. For
any integer ℓ ≥ 1, let Si,ℓ be the set of jobs of Aik whose starting time in SOL′′ik is in the time frame
[µ + (ℓ − 1)Ψi,k+1, µ + ℓΨi,k+1). Observe that by Property 34 which SOL′′ik satisfies (and thus SOL′ik
also satisfies using Remark 35), running this set of jobs on the machine requires a time interval of at most
Ψi,k+1(1 + δ) ≤ 2Ψi,k+1.
For every i, we allocate space to the job sets Si,ℓ as follows: For every time interval [(1+δ)t, (1+δ)t+1)
between two consecutive integer powers of 1 + δ for which the initial schedule has a gap and (1 + δ)t ≥
Ψi,k+1
δ5
, we allocate a set of jobs Si,ℓ for one value of ℓ in an increasing order of ℓ. That is, the first such gap
receives Si,1, the second receives Si,2, etc. We apply this procedure for every value of i. This completes the
description of the resulting schedule where all jobs are assigned. Next, we establish the feasibility of the
schedule and bound its cost.
First note that the total processing times (on this machine) of jobs which are allocated to one specific
time interval [(1 + δ)t, (1 + δ)t+1) is at most ∑
i:Ψi,k+1/(δ5)≤(1+δ)t
2Ψi,k+1.
Denote by ıˆ the maximum value of i for which Ψi,k+1/(δ5) ≤ (1 + δ)t, then this total processing time is at
most 3Ψıˆ,k+1 because Ψi,k+1 ≤ δΨi+1,k+1 and thus
∑
i:i≤ıˆΨi,k+1 ≤
3
2(1+δ)Ψıˆ,k+1. The resulting schedule
is feasible by Corollary 22, because 3Ψıˆ,k+1 ≤ 3δ5(1 + δ)t ≤ δ4(1 + δ)t is at most δ3 times the length of
the time interval [(1 + δ)t, (1 + δ)t+1), which is δ(1 + δ)t.
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We next bound the increase of the cost due to the delay of the jobs in Si,ℓ for all ℓ with respect to
the cost of SOL′ik. We let Si,0 be the set of jobs whose starting times in SOL′ik is in the time interval
[Ψi,k+1/2, 3Ψi,k+1/4) (note that every job assigned to this machine has size at most δΨi,k+1 and thus Si,0
is non-empty). We next argue that for every value of ℓ ≥ 1 the density of the maximum density job in Si,ℓ is
at most (1+ δ)yˆℓ times the minimum density of a job in Si,0. We assume that the jobs in Si,ℓ are ordered in a
non-decreasing order of their densities. For ℓ ≥ 0 we denote by jℓ the first job in Si,ℓ. For ℓ = 1, observe that
the completion time of j0 is at most 3Ψi,k+1/4+δΨi,k+1 ≤ 45Ψi,k+1, and the completion time of j1 is at least
Ψi,k+1 ≥
4
5Ψi,k+1+Ψ·
yˆ
δ28 , and the claim follows by Property 33. Next, assume that the claim holds for ℓ−1.
To prove the claim for ℓ, it suffices to show that the density of jℓ is at most (1+δ)yˆ times the density of jℓ−1.
This last claim holds because the completion time (in SOL′′ik) of jℓ−1 is at most µ+(ℓ−1)Ψi,k+1+2δΨi,k+1,
and the completion time of jℓ is at least µ + ℓΨi,k+1 > µ + (ℓ − 1)Ψi,k+1 + 2δΨi,k+1 + Ψi,k · yˆδ28 and
the claim follows by Property 33. Then, for every ℓ ≥ 1 and every pair of jobs j ∈ Si,0 and j′ ∈ Si,ℓ, we
conclude that the density of j′ is at most the density of j times 1
(1+δ)yˆℓ
.
Since there are no release dates of jobs from Si after Ψi,k and since Si,1 6= ∅, the solution SOL′′ik does
not have idle time during the time interval [Ψi,k,Ψi,k+1), and thus the total processing times of the jobs in
Si,0 is at least
Ψi,k+1
4 − δΨi,k+1 ≥
Ψi,k+1
5 due to a possible job completing in this time frame but starting
earlier. On the other hand the total size of the jobs in Si,ℓ is at most (1 + δ)Ψi,k+1.
Moreover, note that the delay of the set of jobs Si,ℓ is by an additional (additive) time interval of length
at most Ψi,k+1 · 1δ8ℓ with respect to their schedule in SOL
′
ik.
Let di be the minimum density of a job in Si,0. Denote by ci,ℓ the additional cost of delaying the set of
jobs si,ℓ, and by ci,0 the cost of Si,0 in the schedule SOL′ik, then ci,0 ≥ Ψi,k+15 · di · Ψi,k+12 . Denote by ti,ℓ the
total processing time of the jobs in Si,ℓ, for ℓ ≥ 0. Then, for yˆ ≥ 1δ12 we have (1+δ)yˆ ≥ (1+δ)1/(δ
12) ≥ 1δ11 ,
and therefore 1
δ8(1+δ)yˆ−1
≤ δ2. Thus, the following holds.
∞∑
ℓ=1
ci,ℓ ≤
∞∑
ℓ=1
ti,ℓ · di ·
1
(1 + δ)yˆℓ
·
Ψi,k+1
δ8ℓ
≤
∞∑
ℓ=1
(1 + δ)Ψi,k+1 · di ·
1
(1 + δ)yˆℓ
·
Ψi,k+1
δ8ℓ
≤ 10 · ci,0 · (1 + δ) ·
∞∑
ℓ=1
1
(1 + δ)yˆℓ
·
1
δ8ℓ
= 10 · ci,0 · (1 + δ) ·
1
δ8(1 + δ)yˆ − 1
≤ 10 · ci,0 · (1 + δ) · δ
2 ≤ δci,0.
Corollary 38. If there exists an algorithm with time complexity T (n,m, 1δ ) such that for a given pair i
and k, it constructs a schedule SOLik satisfying properties 33 and 34 for Ψ = Ψi,k and Ψ′ = Ψi,k+1
such that SOLik ≤ (1 + κδ)OPTik, then there exists an algorithm with time complexity nαδ T (n,m,
1
δ ) that
approximates A˜ within a factor of (1 + κδ)(1 + 2δ)(1 + δ)2.
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3.6 A guessing step on the structure of the optimal schedule
In what follows, we consider one specific instance Aˆ = Aiκ˜, and we scale all release dates and job sizes
so that the minimum release date of a job in Aˆ is 1, and the maximum release date of a job in Aˆ is at most
Ψ = Ψiκ˜Ψi−1,κ˜+1 (and thus Ψ ≤ α
α
δ
−1), and we let Ψ′ = Ψi,κ˜+1Ψi−1,κ˜+1 .
Given a schedule SOL for Aˆ, we define machine colors as follows. The color of machine i in SOL is the
subset of the time intervals of the form [(1 + δ)t, (1 + δ)t+1) such that SOL has a starting time or some idle
time during this interval on machine i, and t is an integer in the interval [0, ⌈log1+δ α
α
δ
−1⌉+1]. Observe that
the number of possible colors for a machine is O((α)
α
δ2
−1). We say that the color of machine i is pink (or i
is a pink machine) if its color is the set of all time intervals within [0, ⌈log1+δ α
α
δ
−1⌉+ 1]. In what follows,
we assume that the number of machines in the input is at least 2
δ7
+ 3. Observe that if this assumption
does not hold, then the PTAS of Afrati et al. [1] for a constant number of unrelated machines is actually an
EPTAS and we use that algorithm instead. The palette of schedule SOL is the vector with 1
δ7
+1 components
consisting of the colors of the machines with smallest indices (that is, the fastest machines, breaking ties in
favor of smaller indices), where the i-th component of the palette is the color of machine i.
Given a palette π and an integer τ , we denote by (1 + δ)τπ the palette defined as follows. For τ = 1,
let SOLπ be a schedule with palette π, then (1 + δ)π is the palette of the shifted schedule of SOLπ, and for
larger values of τ , we define the palette by recursion using (1 + δ)τπ = (1 + δ)(1 + δ)τ−1π.
Claim 39. The number of possibilities for palettes of schedules is O
(
((α)
α
δ2
−1)
1
δ7
+1
)
.
We next modify the optimal schedule and show that there is a near optimal schedule whose palette has a
pink machine.
Lemma 40. Let SOL′ be a timely schedule for instance Aˆ whose palette is π′. Then, there is another timely
schedule SOL (with palette π) that has a pink machine and such that SOL(Aˆ) ≤ (1+δ)2SOL′(Aˆ). Moreover,
if SOL′ satisfies with Ψ and Ψ′ properties 36 and 34, then SOL satisfies properties 33 and 34 with the same
values of Ψ and Ψ′.
Proof. First, we consider the schedule SOL′′ obtained from SOL′ by time stretching by a factor of 1+ δ. Let
v be the index of a machine such that 2 ≤ v ≤ 1
δ7
+ 1 and machine v is assigned a set of jobs (in SOL′′)
of minimum total weight. Then, the total weight of the jobs assigned to machine v is at most δ7 times the
total weight of the jobs in Aˆ. We next modify the solution SOL′′ by moving to the first machine all the jobs
assigned to machine v starting no later than Ψ while increasing the completion time of each such job by a
multiplicative factor of at most 1
δ6
. The schedule of all other jobs remains as it is in SOL′′. This will prove
the claim where SOL is the resulting schedule.
For every job j that we move which is assigned to complete in SOL′′ during the time interval [(1 +
δ)t, (1+ δ)t+1) on machine v, we schedule j on the last gap in SOL′′ on machine 1 such that the completion
time of j will be at most 1δ6 · (1 + δ)
t+1
. We note that if SOL′′ has a time interval [(1 + δ)t′ , (1 + δ)t′+1)
with a gap on machine 1, then it is assigned jobs from machine v whose completion times are in the time
frame [δ6(1 + δ)t′+1, δ4(1 + δ)t′+1) (on machine v), and thus all these jobs are completed (in SOL′′) by
time δ4(1 + δ)t′ . Therefore, all these jobs fit into the length of the idle time period within the time interval
[(1 + δ)t
′
, (1 + δ)t
′+1) (using Corollary 22 and the fact that the length of this interval is δ(1 + δ)t′ ).
We modify the solution SOL such that for every machine, the jobs starting after the largest release date
are processed according to a non-decreasing order of their density (this modification does not increase the
cost of the solution). To prove the last part of the claim, note that since SOL′ satisfies Property 34, so does
SOL (using Remark 35). Next, consider a pair of jobs j and j′ satisfying the conditions of Property 36 in
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SOL′. If they are assigned in SOL′ to a machine that is not the first machine, then they clearly satisfy the
conditions of Property 33 and the claim holds. Thus, consider the case in which SOL′ assigns both j and
j′ to the first machine. Note that the total size of jobs that were moved from machine v to machine 1 is at
most Ψδ (because all of them started on machine v not later than Ψ, and thus end not later than Ψδ and the
first machine is not slower than v). Denote by start(j) and start(j′) the starting times of j and j′ (in SOL),
respectively.
We find that the last starting time of a job ˆ′ that starts not later than j′ and it was originally assigned
to machine 1 in SOL′′ is at least start(j′) − Ψδ − Ψ ·
yˆ
δ25 ≥ start(j
′) − 2Ψ · yˆδ25 , the first starting time
of a job ˆ that starts not earlier than j and it was originally assigned to machine 1 in SOL′′ is at most
start(j)+ Ψδ +Ψ ·
yˆ
δ25 ≤ start(j)+2Ψ ·
yˆ
δ25 . Since j and j
′ satisfy the condition on the difference between
their starting times as in Property 36 and 4Ψ · yˆ
δ25
≤ Ψ · yˆ
δ28
− Ψ · yˆ
δ27
, the starting times of ˆ and ˆ′ satisfy
the condition on their difference as in Property 33. The claim follows because the density of j is not smaller
than the density of ˆ (as the jobs are processed in non-increasing order of their densities) which is at least
(1 + δ)yˆ times the density of ˆ′ (because SOL′′ satisfies Property 36) and the density of ˆ′ is at least the
density of j′.
The algorithm enumerates all possible palettes such that the palette has a pink machine. We will denote
by (Aˆ, π, v) the instance obtained from Aˆ by requiring that there exists a non-negative integer τ for which
the schedule has a palette (1 + δ)τπ and a pink machine v (where 2 ≤ v ≤ 1
δ7
and π is the palette of the
near-optimal solution to Aˆ whose existence is established in Lemma 40). We conclude the following.
Corollary 41. Assume that there is an algorithm with time complexity Tˆ (n,m, 1δ ) that approximates the
instance (Aˆ, π, v) with an approximation ratio 1 + κˆδ such that the returned solution satisfies proper-
ties 36 and 34, then there is an algorithm with time complexity O
(
(α)(
α
δ2
−1)( 1
δ7
+1) · Tˆ (n,m, 1δ )
)
that
approximates instance Aˆ with an approximation ratio (1 + δ)2 · (1 + κˆδ), and hence an algorithm with
time complexity O
(
nαδ
(
α
δ
)(α
δ
−1)( 1
δ7
+1)
· Tˆ (n,m, 1δ )
)
that approximates A˜ with an approximation ratio
(1 + 2δ)(1 + δ)4 · (1 + κˆδ).
3.7 Applying the shifting technique on the densities of jobs
Let ξ = ⌈ℓ log1+δ 1δ ⌉ for a fixed integer ℓ = 25 (and thus 1δ25 = 1δℓ ≤ (1 + δ)ξ < 1+δδℓ < 2δℓ < 1δℓ+1 = 1δ26 .
Since (1 + δ)
1
δ2 > 1δ , we have ξ ≤
ℓ
δ2 <
1
δ3 . For an integer c ∈ Z, let Ωc = {cξ + 1, . . . , (c+ 1)ξ}.
Let 0 ≤ ζ ≤ 1
δℓ+1
− 1. We define the instance Aζ by modifying the weights of jobs in Aˆ (we still
consider only solutions that have palette (1 + δ)τπ and pink machine v). For a job j, if for some integer
∇, log1+δ
wj
pj
∈ Ω∇/δℓ+1+ζ , then w
ζ
j = wj · (1 + δ)
ξ
, and otherwise wζj = wj . In the first case, we have
wζj = (1 + δ)
ξwj ≤
1+δ
δℓ
wj . Let Oζ be an optimal solution for Aζ . As the set of jobs and machines is the
same in Aˆ and Aζ (and the only property of a job that can differ in the two instances is its weight), the sets of
feasible (timely) solutions for the two instances are the same. Next, we bound the increase of the cost due to
the transformation from Aˆ to Aζ . As a result, no job j ∈ Aζ has a density such that log1+δ
wζj
pj
∈ Ω∇/δℓ+1+ζ
for any integer ∇. Any value (1 + δ)β where β ∈ Ω∇/δℓ+1+ζ for an integer ∇ is called a forbidden density
for ζ . The following claim is similar to Claim 5 used for the problem without release dates.
Claim 42. Given a solution SOL, any 0 ≤ ζ ≤ 1
δℓ+1
− 1 satisfies SOL(Aˆ) ≤ SOL(Aζ), and there exists
a value 0 ≤ ζ¯ ≤ 1
δℓ+1
− 1 such that we have SOL(Aζ¯) ≤ (1 + 2δ)SOL(Aˆ). Additionally, there exists a
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value 0 ≤ ζ ′ ≤ 1
δℓ+1
− 1 such that O′(Aˆ) ≤ Oζ′(Aζ′) ≤ (1 + 2δ)O′(Aˆ), and if a solution SOL1 satisfies
SOL1(Aζ′) ≤ (1 + k
′δ))Oζ
′
(Aζ′) for some k′ > 0, then SOL1(Aˆ) ≤ (1 + (2k′ + 2)δ)O′(Aˆ).
Proof. We start with the first claim. Since for any ζ , the weight of a job in Aζ is no smaller than the weight
of the corresponding job in Aˆ, SOL(Aˆ) ≤ SOL(Aζ) holds for any ζ . Seeing SOL as a solution for Aˆ
(that is, SOL is an assignment of a machine and a completion time for each job), let SOLζ denote the
total weighted completion time in SOL (for Aˆ) of jobs for which wj 6= wζj , that is, the contribution of
these jobs to the objective function value for the instance Aˆ. We have SOL(Aˆ) = ∑ 1δℓ+1−1ζ=0 SOLζ , and
SOL(Aζ) ≤
∑
0≤η≤ 1
δℓ+1
−1,η 6=ζ SOLη + (1 + δ)
ξSOLζ ≤ SOL(Aˆ) + (1 + δ)
ξSOLζ .
Let ζ¯ be such that SOLζ¯ is minimal. Then, SOLζ¯ ≤ δℓ+1SOL(Aˆ). We get SOL(Aζ¯) ≤ (1+ δℓ+1(1+
δ)ξ)SOL(Aˆ) ≤ (1 + 2δ)SOL(Aˆ).
The second part will follow from the first one. Let SOL′ = O′. By the second claim of the first part,
there exists a value ζ ′ such that O′(Aζ′) ≤ (1+2δ)O′(Aˆ). Since O′ and Oζ
′
are optimal solutions for Aˆ and
Aζ′ respectively, we have O′(Aˆ) ≤ Oζ
′
(Aˆ) and Oζ′(Aζ′) ≤ O′(Aζ′). Letting SOL′′ = Oζ
′
we get (using
the first part of the first claim) Oζ′(Aˆ) ≤ Oζ′(Aζ′), which proves O′(Aˆ) ≤ Oζ′(Aζ′) ≤ (1 + 2δ)O′(Aˆ).
We get SOL1(Aˆ) ≤ SOL1(Aζ′) ≤ (1 + k′δ)Oζ
′
(Aζ′) ≤ (1 + 2δ)(1 + k
′δ)O′(Aˆ) = (1 + (k′ + 2)δ +
2k′δ2)O′(Aˆ) ≤ (1 + (2k′ + 2)δ)O′(Aˆ).
Thus, we apply the following algorithm for every value of ζ . Namely, it suffices to show how to ap-
proximate the optimal solution for Aζ with palette π and pink machine v where the algorithm results in
solutions with palette (1 + δ)τπ for a fixed positive integer value of τ . A solution of minimum cost (as a
solution for Aˆ) among all the solutions obtained for different values of ζ will be the output of the algorithm
for approximating Aˆ. In the next section we will show an algorithm that receives an input consisting of a
subset of the jobs of Aζ where the ratio between the maximum density and the minimum density is at most
(1 + δ)y where y = ξ
δℓ+1
− ξ − 1 (and we let yˆ = ξ
δℓ+1
denote the number of distinct densities of these jobs
in the instance Aˆ), and outputs a solution of cost at most (1 + δ)4 times the cost of an optimal solution for
this instance (recall that these are pseudo-costs). We will ensure that these solutions have palette (1 + δ)2π
and pink machine v. Observe that this solution satisfies that every machine completes its processing no later
than yˆα
α
δ
−1
δ25 where α
α
δ
−1 is the maximum release date. In what follows, we show that this procedure can be
used to approximate an optimal solution for Aζ as well.
Given a specific value of ζ , we partition the job set of Aζ into subsets such that the ratio between the
maximum density and the minimum density of jobs of a common subset is upper bounded by (1 + δ)y and
for every two jobs j and j′ of distinct subsets such that the density of j is larger than the density of j′, we
have that the density of j is at least (1 + δ)ξ times the density of j′. Formally we define instances A(k) for
every integer value of k in which the set of machines is the same as in Aζ and the job set of A(k) is the
subset of jobs of Aζ with densities in the interval [(1 + δ)(k/δℓ+1+ζ+1)ξ+1, (1 + δ)((k+1)/δℓ+1+ζ)ξ]. We will
use the following characterization of the partition of the job set into the job sets of the instances A(k).
Property 43. Consider a pair of jobs j and j′ for which (in Aζ) the density of j is at least the density of
j′. Then, if j and j′ are jobs of a common instance A(k), then the density of j is at most (1 + δ)y times the
density of j′. However, if j belongs to the job set of A(k) and j′ belongs to the job set of A(k′) such that
k > k′, then the density of j is at least (1 + δ)ξ(k−k′) times that of j′.
We denote by SOL(k) an approximated solution for A(k) such that SOL(k) has palette (1+ δ)2π and pink
machine v. We will show in the next section how to compute such a schedule. Next we explain how to
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combine the different solutions (one for each integer value of k such that the job set of A(k) is non-empty).
The goal of the next step is to avoid a situation in which there is a machine u such that in a specific time is
assigned a very high density job in one of the solutions SOL(k) that is very short, and in another solution it
is assigned a very long job that has low density. Combining two such schedules is problematic, and we will
avoid this (this is also the reason for introducing the notion of palette). To avoid this situation, we introduce
the following definition.
Definition 44. Consider a schedule SOL. A time interval Jt,u where (1 + δ)t ≤ α
α
δ
−1 is called sparse for
SOL, if there is a job with a starting time in Jt,u but the total size of jobs with starting times in Jt,u is at
most su · δ5(1 + δ)t (where su is the speed of u). A machine u is called sparse, if there is a time interval on
machine u which is sparse.
Lemma 45. Consider a schedule SOL(k) for the instance A(k) with a palette (1+ δ)2π and pink machine v.
Then, there is another schedule SOL’(k) for instance A(k) with palette π′ = (1 + δ)4π and pink machine v
such that SOL’(k)(A(k)) ≤ (1 + δ)SOL(k)(A(k)), SOL’(k) does not have a sparse machine of index at least
1
δ7
+ 2, and for every time interval [(1 + δ)t, (1 + δ)t+1), SOL’(k) has at most one machine for which this
time interval is sparse. Moreover, there exists a polynomial time algorithm that constructs SOL’(k) from
SOL(k).
Proof. We first create a solution SOL”(k) from SOL(k) by time stretching by a factor of 1+δ (this ensures that
any sparse interval has a gap) and then applying the following process. As long as there exists a time interval
It = [(1+ δ)
t, (1+ δ)t+1) that is sparse (even after some modifications in earlier iterations of the algorithm
have been applied) on two machines u1 and u2 such that u2 > u1, then we move the set of jobs that starts
during Jt,u2 to run on machine u1 starting immediately after the completion of the last job that is originally
processed in Jt,u1 (that is, the last job that starts and completes its processing during this time interval).
Since in the solution obtained by time stretching there is a gap of length at least su1 · δ4(1+ δ)t during Jt,u1
(due to sparseness, even if a part of the gap was already used to receive jobs in an earlier iteration, the gap is
more than half empty, and can accommodate an additional size of at least su1 · δ5(1 + δ)t), and since u1 is
not slower than u2, we can complete processing all jobs that start on u2 during this time interval (that is, this
modification does not increase the pseudo-cost of the solution obtained from SOL(k) by time stretching).
We denote the resulting schedule by SOL”(k) and observe that SOL”(k)(A(k)) ≤ (1 + δ)SOL(k)(A(k)).
We next apply once again time stretching by a factor of 1 + δ. We observe that machine v is pink and
its schedule is obtained from the final SOL”(k) by time stretching by a factor of 1 + δ. Thus, for every
time interval Jt,v, there is a gap of length at least sv · δ4(1 + δ)t. For every value of t, if there exists a
machine u for which Jt,u is sparse in SOL”(k) and u ≥ 1δ7 +2, then we move the set of jobs that start during
Jt,u to run on machine v during Jt,v (they will all be completed within a time interval which is shorter
than the length of the gap during Jt,v because v is not slower than u). In the resulting schedule denoted
by SOL’(k) there are no sparse machines of index at least 1
δ7
+ 2, the palette of SOL’(k) is (1 + δ)4π, and
SOL’(k)(A(k)) ≤ (1 + δ)2SOL(k)(A(k)).
Observe that we can always assume that solution SOL’(k) satisfies that the completion time of any
machine is at most α
α
δ
−1 · yˆδ25 (by Corollary 30). For every value of k, we let Sol(k) be the solution obtained
from SOL’(k) by time stretching by a factor of 1 + δ, and thus Sol(k) has palette (1 + δ)5π. We modify
the schedule Sol(k) by first changing the starting times of the jobs whose starting time and completion time
belong to a common time interval so as delaying the processing of these jobs as much as possible. We apply
an additional modification in which if a time interval Ji,u starting strictly after the maximum release date
of a job is sparse, then its preceding interval (on the same machine) has a total processing time of at least
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6δ5(1 + δ)i−1 (otherwise all the jobs whose starting times are in Ji,u are moved to start in Ji−1,u, and
we repeat the process as long as there exists such a sparse but non-empty interval starting strictly after the
maximum release date).
We consider the solutions Sol(k) for all values of k on one specific machine u and without loss of
generality assume that su = 1. Recall that Sol(k) was obtained from a timely schedule by time stretching
by a factor of 1 + δ, and thus for every time interval that is not contained in the reserved period of a job in
A(k), there is a gap of length at least δ3 times the length of the interval. Throughout the process of creating
a combined solution, we guarantee that ŜOL is a feasible schedule of all the jobs which the solutions Sol(k′)
schedule on machine u for values of k′ which are at least the current value of k (which is the index of the
iteration).
Based on the palette, i.e., on the color of u if u ≤ 1
δ7
+ 1, we conclude that there is no interval Ji,u for
which there is an index k for which Sol(k) assigns jobs to a sparse interval on Ji,u and another index k′ for
which Sol(k′) assigns a job j a reserved starting time smaller than (1 + δ)i and a reserved completion time
at least (1 + δ)i+1. Thus, for every interval Ji,u, we have one of the following two cases: either there might
be indices of k for which the interval Ji,u is sparse for Sol(k), and in this case for every value of k′, Sol(k
′)
has a gap during Ji,u, or there are no such sparse intervals in Ji,u. Note that if u ≤ 1δ7 + 1 and (1 + δ)
i
is strictly larger than the maximum release date, then we do not know which case holds before processing
the solutions and observing for the first time either a sparse interval or a job whose reserved period contains
Ji,u. If it is possible that the first case holds (i.e., it is not forbidden by the color of u), we allocate space
within the gap of Ji,u for sparse intervals of Ji,u (of different solutions), that we call sparse-gap, whose size
is set to 2δ5(1 + δ)i, and we ensure that the total size of jobs assigned to Ji,u by ŜOL and were assigned to
Ji,u as part of sparse intervals by any solution Sol(k) will be at most 2δ5(1 + δ)i.
We will also have another type of gaps for each interval Ji,u which we call postpone-gap of size δ5(1+
δ)i, that will be used for the assignment of jobs that the solutions Sol(k) (for all values of k) assign to earlier
time intervals, and we decided to postpone to this time interval. We will ensure that the total size of jobs
assigned to this type of gap of Ji,u will be at most δ5(1 + δ)t.
We will ensure that the positions of the two types of gaps in a common time interval are consecutive,
but the exact starting time may be changed as we schedule other jobs to start or complete during Ji,u.
The starting times of jobs in an interval Ji,u will satisfy the following properties. If there are jobs of A(k)
that are scheduled to start during Ji,u and are not assigned to one of the gaps (either to the postpone-gap of
Ji,u or to the sparse-gap of Ji,u), then their starting time in ŜOL is exactly as it is in Sol(k). Other jobs may
be assigned to one of the gaps, but in this case they will start and complete during the corresponding gap
whose positions will be fixed later.
A time interval Ji,u can be free (and all time intervals are initialized to be free), or taken, and taken
time intervals are assigned a pair (k′, t) based on an interval Jt,u and an instance A(k
′)
. In this case, we
will charge the increase of the cost due to postponing jobs which were supposed to start during Ji,u in any
further solution Sol(k′′) (k′′ < k′) to a postpone-gap in later time intervals. We will keep the invariant
that the set of free intervals are a suffix of the list of intervals (ordered from earliest to latest). Taken time
intervals are defined in one of two cases. Either there are jobs assigned to the postpone-gap of the interval
or a later interval, and in this case for the analysis we will declare an intermediate pair for this interval, or
the total size of jobs that are assigned to start during Ji,u exceeds δ5(1+ δ)i (or similarly for a later interval)
and in this case no intermediate pair is declared for this interval.
We start with an empty schedule ŜOL, where every time interval is free. For every time interval, we
decide if we have a sparse-gap in it or not (in future iterations we may decide to remove a sparse-gap but
this may happen only if no job is assigned to this sparse-gap). That is, for u > 1
δ7
+ 1, we decide to have a
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sparse-gap for every time interval (some of them cannot be used but we will find out this information as we
combine jobs to the schedule ŜOL), and for u ≤ 1
δ7
+ 1, we use the information of the color of u to decide
which time intervals will have sparse-gap (every time interval that is not contained in a reserved period of a
job). The value of k is set to the largest value for which Sol(k) processes at least one job on machine u.
Consider an iteration k in which we incorporate the set of jobs scheduled by Sol(k) on machine u into the
schedule ŜOL. We process the time intervals Jt,u in decreasing order of t. Each such value of t corresponds
to a sub-iteration. Let Jk,t be the set of jobs that Sol(k) starts during Jt,u.
First, assume that the interval Jt,u is free or is taken by a pair (t′, k) for t′ > t. We will schedule the
jobs Jk,t to start during the time interval Jt,u as follows.
• Consider the case in which the total size of Jk,t is at most δ5(1 + δ)t, then we schedule the jobs Jk,t
to start during the sparse-gap of this time interval. If (after the jobs Jk,t are assigned) the total size
of jobs assigned to this sparse-gap is larger than δ5(1 + δ)t and Jt,u is free, then we declare that Jt,u
and all free intervals Jt′,u (for t′ < t) are taken and we assign those intervals the pair (k, t) without
an intermediate pair.
• Assume that the total size of Jk,t is larger than δ5(1 + δ)t. In this case we observe that the interval
Jt+1,u is either free or taken by the pair (t′, k) that has the same value of k as in the current iteration
(and similarly for later intervals). We assign starting times to the jobs of Jk,t as they are in Sol(k).
Observe that this gives a feasible schedule as there is a gap of length δ4(1 + δ)t in the schedule
Sol(k) during Jt,u and this is sufficient to run the other jobs that are currently scheduled to this time
interval in ŜOL. If Jt,u is free, then we declare Jt,u as taken and assign it the pair (k, t). If Jt,u
is declared taken in this sub-iteration, then we also declare all the free intervals Jt′,u (for t′ < t) as
taken and assign them the pair (k, t) without an intermediate pair. Moreover, if one of the jobs of
Jk,t is scheduled to complete (in Sol(k)) at time at least (1 + δ)t+1, then we already know that the
set of intervals that belong to its reserved time period (in Sol(k)) were not assigned any job, and all
these time intervals are declared as taken and assigned the pair (k, t) without an intermediate pair.
Furthermore, consider the job j of Jk,t that we decide to schedule last, and assume that it completes in
a different time interval Jt′,u. Then, if Jt′,u is free, and the total size of j that we decided to process
during Jt′,u is at least δ5(1 + δ)t
′
, then we declare the interval Jt′,u as taken and assign it the pair
(k, t) without an intermediate pair.
Next, assume that the interval Jt,u is taken and its assigned pair is (k′, t′) where k′ > k. Then, all
remaining jobs of A(k) that were not assigned by previous sub-iterations (not only of one time interval)
are assigned to the last postpone-gap before time 1
δ10(k′−k)
(1 + δ)t
′
. In this case we say that these jobs
were postponed to this postpone-gap with difference k′ − k, and we also say that these postponed jobs of
A(k) charge the pair (k′, t′) with difference k′ − k. If the time interval containing this postpone-gap or any
earlier time interval were free, then we declare all of these free time intervals as taken and assign these time
intervals the pair (k′, t′) via the intermediate pair (k, t).
Note that each postpone-gap gets jobs of at most one sub-iteration as afterwards its time interval is
declared taken. That is, in any further iteration, it will not be assigned more jobs.
We note that whenever the algorithm tries to schedule (without postponing) a job j whose reserved time
period in its corresponding schedule Sol(k) contains an interval Ji,u then the sparse-gap of Ji,u is empty.
This holds for all machines with index at least 1
δ7
+2 as no interval has a sparse gap, for u ≤ 1
δ7
+1 and time
interval that starts no later than the maximum release date, the claim holds by the palette. Last, consider a
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later time interval on u. Assume by contradiction that the interval Ji,u was assigned some jobs to its sparse-
gap. These jobs were assigned to the sparse-gap of Ji,u in a previous iteration of the algorithm (as Sol(k)
is feasible and the entire interval Ji,u is reserved for j in Sol(k)). In such a previous iteration k′, when we
add jobs to the sparse-gap of Ji,u we must try to schedule the jobs that are processed by u during Ji−1,u in
the solution Sol(k′). These jobs are either added to the solution or postponed, and in both cases this makes
the interval Ji−1,u taken. This fact ensures that the interval in which j starts is also taken before iteration k
starts, and this contradicts the assumption that the algorithm tries to schedule j without postponing it.
Furthermore, a free interval Ji,u may be assigned a set of jobs to its sparse-gap of total size at most
δ5(1 + δ)i and perhaps one partial job such that the size that is processed during Ji,u is below δ5(1 + δ)i,
and the processing of these jobs will not contradict the schedule of any set of jobs starting in the interval
Ji,u in any of the schedules Sol(k) since the gap in Sol(k) appears as early as possible in this interval.
Observe that if there exists a set of jobs that charge a pair (k′, t′), then the total size of jobs that ŜOL
schedules during Jt′,u that were jobs of instances A(k′′) for k′′ ≥ k and were scheduled by Sol(k′′) to Jt′,u
is at least δ5(1 + δ)t′ .
Claim 46. For every pair (k′, t′), the set of jobs that are postponed with difference µ = k′ − k that charge
the pair (k′, t′) has total size at most (1 + δ)t′ · 1
δ10(µ−1)+3
.
Proof. We first argue that if there are jobs of A(k) that are postponed and charge (k′, t′) without an interme-
diate pair, then these postponed jobs of A(k) have total size at most (1 + δ)t′ · 1
δ3
. Since the set of jobs that
ŜOL starts during Jk′,t′ is completed no later than (1+δ)
t′+1
δ as it is timely, and since the jobs of A(k) which
are postponed are not postponed via an intermediate pair, the jobs of A(k) that are postponed start (in Sol(k))
no later than the end of the time interval containing (1+δ)
t′+1
δ and thus are completed by
(1+δ)t
′+2
δ2
≤ (1+δ)
t′
δ3
,
and thus the claim follows.
Next, consider the case where the jobs of A(k) are postponed and charge (k′, t′) via the intermediate
pair (kˆ, tˆ). Then, k′ > kˆ > k and using the postponing rule, the postponed jobs of A(kˆ) are postponed to a
postpone-gap not later than 1
δ10(k′−kˆ)
(1 + δ)t
′
. Therefore, the set of jobs that A(k) which are postponed via
the intermediate pair (kˆ, tˆ) are starting in Sol(k) not later than the time interval that contains this postpone-
gap, and thus not later than 1
δ10(k
′−kˆ)
(1 + δ)t
′+1
, and thus complete (in Sol(k)) not later than 1
δ10(k
′−kˆ)+1
(1 +
δ)t
′+1 ≤ (1 + δ)t
′
· 1
δ10(µ−1)+3
, where the inequality holds using k′ − kˆ ≤ µ− 1, and the claim follows.
Claim 47. For every value of t′′, the total size of the set of jobs that are postponed to a common postpone-gap
during Jt′′,u is at most δ10(1 + δ)t
′′
. Thus, the resulting schedule ŜOL is feasible.
Proof. Let k be such that jobs of Sol(k) were postponed to be scheduled during Jt′′,u. That is, there exist
values of k′ and t′ such that the set of jobs of A(k) of total length Πk are postponed charging the pair (k′, t′).
Note that each postpone-gap gets jobs of at most one sub-iteration as afterwards its time interval is declared
taken (and the next assignment of jobs will take place in a new iteration). Thus, the values of k, k′, t′ are
unique for a given time interval Jt′′,u whose postpone-gap gets jobs. We let µ = k′ − k, then by Claim
46, we conclude that Πk ≤ (1 + δ)t
′
· 1
δ10(µ−1)+3
. Since ŜOL is timely, the last postpone-gap before time
1
δ10µ (1 + δ)
t′ is starting not earlier than 1δ10µ−1 (1 + δ)
t′−2
, and thus its time interval is starting after time
T = 1δ10µ−2 (1 + δ)
t′
. To prove the claim, we need to show that Πk ≤ δ5T , and thus it suffices to show that
(1 + δ)t
′
· 1
δ10(µ−1)+3
= (1 + δ)t
′
· 1
δ10µ−7
= (1 + δ)t
′
δ5 1
δ10µ−2
= δ5T , which holds for all µ as δ ≤ 1.
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Claim 48. The total pseudo-cost of machine u in the resulting schedule satisfies ŜOL ≤ (1 + δ)∑k Sol(k)
that is 1 + δ times the total pseudo-cost of the jobs assigned to machine u in all the solutions Sol(k).
Proof. We consider one specific pair (k′, t′) for which the job set Jk′,t′ assigned to start during Jt′,u in ŜOL
are not postponed jobs, and let ck′,t′ be the total pseudo-cost of Jk′,t′ . We also consider the sets of jobs
charging this pair. These are postponed jobs of smaller values of k, and the total pseudo-cost of jobs of A(k)
that charge the pair (k′, t′) (in the solution ŜOL) is denoted by ck, and we denote by Jk the set of jobs of
A(k) that are postponed jobs (and charge the pair (k′, t′)).
In order to prove the claim it suffices to show that
∑
k<k′ ck ≤ δc
k′,t′
. We know by Claim 46, that the
total size of the jobs of Jk is at most (1 + δ)t′ · 1δ10(k′−k−1)+3 , and we concluded above that the total size of
the jobs of Jk′,t′ is at least δ5 · (1 + δ)t′ and this is at least δ2+10(k′−k) times the total size of the jobs of Jk.
On the other hand, the minimum density of a job in Jk′,t′ is at least (1 + δ)ξ(k′−k) ≥ (1δ )25(k
′−k) times
the maximum density of a job of Jk.
Therefore, the total pseudo-cost of the jobs of all the sets Jk is at most∑
k<k′
ck ≤ c
k′,t′ ·
∑
k<k′
δ25(k
′−k) ·
1
δ2+10(k
′−k)
·
1
δ10(k
′−k)
≤ ck
′,t′ ·
1
δ2
∞∑
µ=1
δ5µ ≤ ck
′,t′ ·
δ3
1− δ5
≤ δck
′,t′ .
Claim 49. The solution obtained from ŜOL by permuting the jobs starting after time ααδ −1 to be processed
according to non-increasing order of their densities is a solution of total pseudo-cost of at most (1 + δ) ·∑
k Sol
(k) and it satisfies properties 36 and 34. Furthermore, the palette of ŜOL is (1 + δ)3π.
The claim follows because SOL’(k) (and therefore also Sol(k)) satisfies that the completion time of any
machine is at most α
α
δ
−1 · yˆ
δ25
, and the fact that in ŜOL the allocation of jobs to machines is the same as in
the collection of solutions {SOL’(k)}k (this is the same allocation as in {Sol(k)}k).
3.8 EPTAS for bounded inputs (with release dates)
In this section, we show how to approximate (within a factor of (1 + δ)4) any input of the form A(k) with
palette π and pink machine v. Specifically, we assume that the jobs of the instance have densities that are
integer powers of 1+ δ in the interval [1, (1+ δ)y ], the release date of every job is an integer power of 1+ δ
in the interval [1, R] where R = α
α
δ
−1
, and the size of every job, the weight of every job, and the speed of
every machine, are integer powers of 1 + δ. Moreover, we know that there exists a near optimal schedule in
which every machine completes process all jobs assigned to it by time L = ααδ −1 · yˆδ25 . Observe that y,R,L
are functions of δ.
We apply the following preprocessing of the instance. For every non-negative integer value of t such that
(1 + δ)t ≤ R, we denote the set of jobs released at time (1 + δ)t by Jt, and by mˆt the machine of smallest
index (according to the palette π) which has a gap or starting time of a job during It = [(1+ δ)t, (1+ δ)t+1)
(observe that mˆt ≤ v because v is pink). If the set of jobs Jt can be scheduled on machine mˆt and their
total processing time on this machine mˆt is at most δ4(1+ δ)t (that is, their total size is at most δ3smˆt times
the length of the interval), then we will schedule these jobs during the time interval It on machine mˆt, and
remove these jobs from the instance. We apply this preprocessing for every value of t, and denote by J the
resulting job set.
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Lemma 50. Let SOL be a feasible solution for the resulting instance (with job set J ) whose total pseudo-
cost is at most 1 + κδ times the total pseudo-cost of an optimal solution OPTJ for that instance, then the
solution SOL′ resulting from SOL by first scheduling the removed jobs as suggested by the preprocessing
and afterwards apply time stretching by a factor of 1 + δ on the resulting solution, is a feasible solution
(with a palette obtained from (1 + δ)π) whose cost is at most (1+ δ)(1 + κδ) times the total pseudo-cost of
an optimal solution for the original instance.
Proof. Denote the optimal solution for the original instance with respect to the total pseudo-cost by OPT.
Let J ′ be the set of jobs not in J , that is, the set of jobs that we removed during the preprocessing, and let
∆ be the total pseudo-cost of the jobs in J ′ according to OPT. Then since OPT is a feasible schedule, the set
of jobs in J ′ ∩Jt has total pseudo-cost in OPT which is at least (1 + δ)t+1 ·
∑
j∈J ′∩Jt
wj , and in SOL′ this
total pseudo-cost is (1+ δ)t+2 ·
∑
j∈J ′∩Jt
wj . As for the other jobs, note that OPT gives a feasible schedule
for the instance with job set J , whose total pseudo-cost is at least OPT −∑t(1 + δ)t+1 ·∑j∈J ′∩Jt wj ,
and thus the total pseudo-cost of OPTJ is at most this bound. Thus the total pseudo-cost of SOL′ is at most
(1+δ)(1+κδ)·
(
OPT −
∑
t(1 + δ)
t+1 ·
∑
j∈J ′∩Jt
wj
)
+
∑
t(1+δ)
t+2·
∑
j∈J ′∩Jt
wj ≤ (1+δ)(1+κδ)OPT,
and the claim follows.
Let γ = δ20(1+δ)y(y+1)(log1+δ R+1) . We define a job j of size (1 + δ)
i to be huge on machine u of speed
s if (1+δ)
i
s ≥ L (these jobs cannot be assigned to u), j is large on u if (1+δ)
i
s ∈ [γ, L), and otherwise it is
small. Observe that every machine u is assigned at most Lγ large jobs, and this bound is a function of δ.
We define a type of job j to be the vector consisting of its size, weight, and release date. We say that a
job type is large for machine u if a job of this type is large for u. Note that the number of job types that are
large for u is at most (⌈log1+δ Lγ ⌉+ 1) · (y + 1)(1 + log1+δ R). We let Ji,r,t denote the set of jobs of size
(1 + δ)i, density (1 + δ)r (and thus weight (1 + δ)i+r) and release date (1 + δ)t, and let ni,r,t = |Ji,r,t| be
the number of such jobs.
We next define machine types as follows. Each machine of index u ≤ 1
δ7
+1 has its own type, the set of
machines of indices at least 1
δ7
+ 2 is partitioned into machine types, such that two machines of indices at
least 1
δ7
+ 2 have the same type if they have a common speed. Let T denote the set of machines types, and
for σ ∈ T we let mσ denote the number of machines of type σ, and by sσ the common speed of machines
of type σ.
Let sˆ be the speed of the machine of index 1
δ7
+ 2 (this is a fastest machine of index at least 1
δ7
+ 2).
We say that a machine type σ is slow (and every machine of this type is a slow machine) if sσ < Bsˆ for
a constant B depending on δ that we will define later. A machine type σ is fast if it is not slow. We let
Tfast be the set of fast machine types, and Tslow = T \ Tfast be the set of slow machine types. Then
|Tfast| ≤
1
δ7
+ 2 + ⌈log1+δ
1
B ⌉, which is again a constant for every constant value of B.
We define a machine configuration as a vector that defines a schedule of one machine, and we will denote
by C the set of all configurations. For a configuration C , the first component s(C) is an integer such that
the speed of every machine with configuration C is (1 + δ)s(C), and the second component is the machine
type σ(C) ∈ T denoting that every machine with configuration C has machine type σ(C). For every
0 ≤ r ≤ y, log1+δ γ(1 + δ)
s(C) ≤ i ≤ log1+δ L(1 + δ)
s(C)
, 0 ≤ t ≤ log1+δ R, and t ≤ i′ ≤ log1+δ L, we
have a component NC(r, i, i′, t) denoting the number of jobs of density (1 + δ)r , size (1 + δ)i and release
date (1 + δ)t that are scheduled to start during the time interval [(1 + δ)i′ , (1 + δ)i′+1) as large jobs for
this machine. Moreover, for every 0 ≤ r ≤ y, 0 ≤ t ≤ log1+δ R, and t ≤ i′ ≤ log1+δ L, we have a
component nC(r, i′, t) expressing that the total size of jobs of density (1+ δ)r and release date (1+ δ)t that
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are scheduled to start during the time interval [(1 + δ)i′ , (1 + δ)i′+1) as small jobs for this machine is in the
interval ((nC(r, i′, t)− 1)γ(1 + δ)s(C), nC(r, i′, t)γ(1 + δ)s(C)].
We process the set C and remove infeasible configurations from it. More precisely, first if the second
component is a machine type corresponding to one of the machines with index at most 1
δ7
+ 1, we verify
that the configuration does not contradict the color of this machine (as indicated by the palette), that is,
if a job starts in a time interval, then the color of the machine does not forbid this. Next, we consider
configurations with second component corresponding to machine types of machines with indices at least
1
δ7 + 2, and if the configuration corresponds to sparse machine, then we discard this configuration (as we
showed in Lemma 45 that there exists a near optimal solution where no sparse machine with index at least
1
δ7 +2 exists). Here we relax this condition and apply the following deletion rule. If there exists i′ for which
0 <
∑
r,i,tNC(r, i, i
′, t)(1+ δ)i+
∑
r,t nC(r, i
′, t)γ(1+ δ)s(C) ≤ δ5(1+ δ)i
′
(1+ δ)s(C), then we delete C
from the list of configurations. Finally, for all machine types, we consider each configuration C and try to
schedule jobs in each time interval without creating violations. To do so, we process the time intervals with
increasing index of t, and whenever we reach a time interval for which the configuration C defines a set of
jobs to be started during the interval (as small or large jobs), we schedule the jobs in a non-decreasing order
of their sizes, and we allocate total size of (nC(r, i′, t)−1)γ(1+δ)s(C) to small jobs of density (1+δ)r and
release date (1+δ)t to be scheduled during the time interval [(1+δ)i′ , (1+δ)i′+1). If a violation occurs, i.e.,
if we try to schedule a set of jobs to start in a given time interval (after the last job of previous time intervals
has completed), and the last such job for a given time interval does not start in its time interval, then the
configuration is said to be infeasible and we remove it from C. Otherwise, we constructed a virtual schedule
for a configuration C of a set of jobs (not necessarily jobs that exist in J ) and we compute the total pseudo-
cost of this virtual schedule, which we will denote by cost(C). We further remove all configurations for
which the virtual schedule is not timely from C. Note that an empty set of jobs gives a feasible configuration
for every machine type (recall that this does not correspond to a sparse machine).
Let Cσ be the set of configurations for which the second component is σ. Then, for every σ, we have
that |Cσ| is at most
D =
(
L
γ
)(y+1)[(log1+δ Lγ )+3][(log1+δ L+2](log1+δ R+1)
which is constant for every value of σ. We will use the value of B as B = δ6
L(1+δ)2D
which is indeed a fixed
constant as we declared. We denote by Cfast = ∪σ∈TfastCσ, and thus |Cfast| is a constant term (a function
of δ).
Next, we define a mixed-integer linear program Π. The decision variables are as follows. For every
configuration C ∈ C, we have a variable XC denoting the number of machines with configuration C . We
will require XC to be integer if C ∈ Cfast, and otherwise we will allow XC to be fractional. The other
set of decision variables are YC,r,i,i′,t, denoting the number of jobs of density (1 + δ)r , size (1 + δ)i and
release date (1 + δ)t that are scheduled to start during the time interval [(1 + δ)i′ , (1 + δ)i′+1) as small
jobs on a machine with configuration C . The last set of decision variables is allowed to be fractional. The
variable YC,r,i,i′,t exists only if a job of size (1 + δ)i is small for a machine with configuration C (that is
for a machine with speed s(C)), and t ≤ i′. Using these decision variables, the mathematical program Π is
defined as follows.
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min
∑
C∈C cost(C)XC
s.t.
∑
C∈Cσ
XC = mσ ∀ σ ∈ T (7)∑
i′≥t
(∑
C NC(r, i, i
′, t)XC +
∑
C YC,r,i,i′,t
)
= ni,r,t ∀ 0 ≤ r ≤ y,
∀ log1+δ γ(1 + δ)
s(C) ≤ i ≤
≤ log1+δ L(1 + δ)
s(C),
∀ 0 ≤ t ≤ log1+δ R (8)∑
i(1 + δ)
iYC,r,i,i′,t ≤ nC(r, i
′, t)γ(1 + δ)s(C)XC ∀ C ∈ C,∀ 0 ≤ r ≤ y,
(9)
∀ 0 ≤ t ≤ log1+δ R,
∀ t ≤ i′ ≤ log1+δ L (10)
XC , YC,r,i,i′,t ≥ 0 ∀ C ∈ C,∀ 0 ≤ r ≤ y,
∀ log1+δ γ(1 + δ)
s(C) ≤ i ≤
≤ log1+δ L(1 + δ)
s(C),
∀ 0 ≤ t ≤ log1+δ R
∀ t ≤ i′ ≤ log1+δ L
Condition (7) ensures that we assign at most mσ machines to configurations with type σ. Condition (8)
ensures that every job of size (1 + δ)i, density (1 + δ)r and release date (1 + δ)t is scheduled either as a
large job or as a small job. Finally, Condition (10) ensures that we do not try to schedule small jobs with
total size that exceeds the total size of small jobs (with a given density and release date) that is allowed by
the definition of machine configurations. We denote by (X∗, Y ∗) an optimal solution to the mixed-integer
linear program Π whose cost is Z∗.
Lemma 51. Let SOL be a feasible timely schedule satisfying the palette π with no sparse machine of index
at least 1
δ7
+2 to the input consisting of the job set J of total pseudo-cost SOL such that SOL does not have
a sparse machine of index at least 1
δ7
+ 2. Then Z∗ ≤ SOL.
Proof. Based on SOL, we will define a feasible integer solution to Π whose cost as a solution to Π is at most
(1+δ)SOL. For every machine λ, we define a configuration of λwhich we denote by Cλ according to SOL as
follows. the first component s(Cλ) is defined such that the speed of machine λ is (1+δ)s(Cλ), and the second
component is the type of λ. For every 0 ≤ r ≤ y, log1+δ γ(1 + δ)s(C) ≤ i ≤ log1+δ L(1 + δ)s(C), 0 ≤ t ≤
log1+δ R, and t ≤ i′ ≤ log1+δ L, the component NCλ(r, i, i′, t) is the number of jobs of density (1+δ)r , size
(1+ δ)i and release date (1+ δ)t that SOL schedules to start during the time interval [(1 + δ)i′ , (1+ δ)i′+1)
as large jobs for λ. Finally, for every 0 ≤ r ≤ y, 0 ≤ t ≤ log1+δ R, and t ≤ i′ ≤ log1+δ L, the component
nCλ(r, i
′, t) is calculated by first computing the total size of jobs of density (1+δ)r and release date (1+δ)t
that are scheduled to start during the time interval [(1 + δ)i′ , (1 + δ)i′+1) as small jobs for this machine and
dividing the result by γ(1 + δ)s(C) and then we round up the result to the next integer. Observe that the
configuration Cλ is a feasible configuration as it satisfies the palette, and for every machine λ, the virtual
schedule starts in each interval a set of jobs of smaller total size compared to the set of jobs started in this
interval according to SOL. Now, we set the variables XC to be the number of machines whose configuration
according to SOL is C , and we compute YC,r,i,i′,t by counting the number of small jobs of each type that the
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solution SOL schedules on machines with configuration C in each time interval. Clearly constraints (7) are
satisfied because every machine has a configuration calculated to it, constraints (8) hold because every job
is scheduled by SOL either as a large job or as a small job, and (10) holds because when we calculate the
value of nCλ(r, i′, t) we round up the total size assigned to this machine and time interval.
Regarding the cost of machine λ in SOL with respect to cost(Cλ), for every time interval Jt,λ, the total
weight of jobs included in cost(Cλ) is no larger than the total weight for this interval in SOL.
The correctness of the scheme for the bounded instance is established using the following lemma.
Lemma 52. Let (X∗, Y ∗) be an optimal solution for the mixed-integer linear program Π with palette π.
Then, there is a polynomial time algorithm that transforms (X∗, Y ∗) into a feasible solution with palette
(1+δ)2π for the scheduling problem, such that the cost of this solution is at most (1+δ)3∑C∈C cost(C)X∗C .
Proof. We define an integral vector X ′ that specifies the number of machines of each configuration by the
following rule X ′C = ⌊X∗C⌋, and the residual fractional vector X ′′ is defined using X ′′C = X∗C −X ′C . Then,∑
C∈C cost(C)X
∗
C =
∑
C∈C cost(C)X
′
C+
∑
C∈C cost(C)X
′′
C . We consider a schedule of some of the jobs
of J as follows. We schedule X ′C machines according to configuration C . For each such machine with
configuration C , consider every time interval [(1 + δ)i′ , (1 + δ)i′+1). If the configuration has jobs with
starting times during this time interval and the machine has index at most 1
δ7
+ 1, then π allows the start
of jobs during the time interval. We allocate (at most) ⌈YC,r,i,i′,tX∗C ⌉ jobs of density (1 + δ)
r
, size (1 + δ)i,
release date (1 + δ)t to start during the time interval [(1 + δ)i′ , (1 + δ)i′+1). We also allocate (at most)
NC(r, i, i
′, t) jobs of density (1+ δ)r , size (1+ δ)i , and release date (1+ δ)t to start during the time interval
[(1 + δ)i
′
, (1 + δ)i
′+1) on this machine. We order the jobs starting on this machine during this time interval
in a non-decreasing order of their sizes.
Observe that the total length of small jobs assigned to time interval [(1 + δ)i′ , (1 + δ)i′+1) may exceed
the amount (nC(r, i′, t) − 1)γ(1 + δ)s(C) that we used for the virtual schedule by at most (log1+δ R +
1)(y + 1)γ(1 + δ)s(C) · [1 +
∑∞
q=0
1
(1+δ)q ] ≤ (1 + δ)
(s(C)(log1+δ R + 1)(y + 1)γ
2
δ ≤ (1 + δ)
s(C) δ18
(1+δ)y
(the last inequality holds by the definition of γ). This excess arises due to two reasons. The first one is the
difference between (nC(r, i′, t) − 1)γ(1 + δ)s(C) that we use for the creation of the virtual schedule and
nC(r, i
′, t)γ(1 + δ)s(C) that bounds (in Π) the average total size of small jobs (of the corresponding density
and release dates) assigned to such time interval. The second is due to (at most) one additional small job
of each release date, size, and density (due to the ceiling operation). This total excess bound is less than
δ18(1 + δ)s(C). Therefore, we apply time stretching by a factor of 1 + δ of the schedule of these machines
and obtain a feasible schedule (since for every time interval for which we increase the total size of small jobs
assigned to start during it, in the schedule obtained by time stretching has a gap of length at least δ3 times
the length of the time interval, and this is at least δ4(1 + δ)s(C) even for the shortest such time interval).
Moreover, by increasing the total size of jobs assigned to such a machine to start during the time interval
[(1 + δ)i
′
, (1 + δ)i
′+1) by an additive term of (1 + δ)s(C) δ18(1+δ)y which is for a non-sparse machine at most
δ13
(1+δ)y times the total size of jobs starting on such a machine during [(1 + δ)i
′
, (1 + δ)i
′+1) (because the
machine is not sparse, and we increase the total size of small jobs starting in this time interval only if some
jobs start during this time interval), and thus the total increase of the cost due to the increase total size of
small jobs starting during [(1 + δ)i′ , (1 + δ)i′+1) is at most δ13 times the cost of the jobs starting during the
same time interval according to the virtual schedule. Thus, for every non-sparse machine which we assign
jobs in the current partial schedule, the total pseudo-cost of the jobs assigned to it is at most (1+ δ)(1+ δ13)
times the cost of its configuration. The bound of δ13 times the cost of the jobs starting during the same time
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interval according to the virtual schedule applies for every time interval that is not sparse on a given machine
(on the virtual schedule of that machine).
We next bound the increase of the cost for sparse time intervals (this may happen only for machines with
index at most 1
δ7
+ 1). We partition the increase of the cost into two parts. First consider the contribution
of jobs with release date at most (1 + δ)i′−1. By the optimality of (X∗, Y ∗) as a solution for Π, we cannot
modify the solution by allocating these jobs to the previous time interval (which would require changing
the configuration of this machine and the values of Y ∗). Therefore, the machine is busy (according to the
virtual schedule) for a period of at least δ5(1 + δ)i′−1 during this previous time interval, and again the total
contribution of the increase of the total size of small jobs due to the variables YC,r,i,i′,t for i′ > t is at
most δ13 times cost(C). Next, consider the contribution of jobs released at (1 + δ)i′ to the cost of jobs
starting during [(1 + δ)i′ , (1 + δ)i′+1) for the machine where this time interval is sparse. Observe that the
total size of jobs released at (1 + δ)i′ is at least δ5(1 + δ)i′(1 + δ)s(C) (as otherwise all these jobs are
removed in the preprocessing step), and thus the total increase of the cost due to the small jobs of this sparse
time interval is at most δ13 times the total cost of jobs released at (1 + δ)i′ in (X∗, Y ∗). Thus, the total
contribution of all the jobs released at (1 + δ)i′ that are scheduled on sparse intervals during the time frame
[(1 + δ)i
′
, (1 + δ)i
′+1) (on all the first 1
δ7
+ 1 machines) is at most δ5 times the total cost of jobs released
at (1 + δ)i
′ in (X∗, Y ∗). We conclude that the total cost of the jobs which we schedule so far is at most
(1 + δ)(1 + δ13)2
∑
C∈C cost(C)X
′
C + δ
5
∑
C∈C cost(C)X
∗
C .
Observe that the pink machine v (of speed sv) has either a starting time or idle time in every time interval
in the current partial schedule. We apply once again time stretching of the current partial schedule by a factor
of 1 + δ and create a solution of these jobs of cost at most (1 + δ)2(1 + δ13)2∑C∈C cost(C)X ′C + δ5(1 +
δ)
∑
C∈C cost(C)X
∗
C .
Denote by J ′′ the set of jobs which were not assigned so far and recall that sˆ = s 1
δ7
+2 and Bsˆ is an
upper bound on the speed of configurations for which X∗C 6= X ′C . Note that (X∗, Y ∗) assigns jobs of total
size at most (1 + δ) · L · s for any machine of speed s. Since there are at most D machines that did not
receive a configuration of each type, and by our choice of B, the total size of the jobs of J ′′ is at most
L · (1 + δ) ·D · B · sˆ
∑∞
q=0
1
(1+δ)q = L ·
(1+δ)2
δ ·D · B · sˆ ≤ L
(1+δ)2
δ ·D · B · sv = δ
5sv, where the last
equation holds because B = δ6
L(1+δ)2D
. Thus, every unassigned job which is released at time (1 + δ)t can
be scheduled on machine v during the time interval [(1 + δ)t, (1 + δ)t+1) (this is so because the total size
of all the jobs in J ′′ is at most δ5sv and thus processing a subset of these jobs can be done within the gap of
machine v during the time interval [(1+ δ)t, (1+ δ)t+1)). We conclude that the total pseudo-cost of the jobs
in J ′′ is at most (1 + δ)
∑
j∈J ′′ rj ≤ (1 + δ)
∑
C∈C cost(C)X
′′
C , where the last inequality holds because in
X ′′ all the jobs of J ′′ are scheduled (fractionally) and the completion time of each job is always at least its
release date.
Thus, the total cost of the resulting schedule is at most
(1 + δ)2(1 + δ13)2
∑
C∈C
cost(C)X ′C + (1 + δ)δ
5
∑
C∈C
cost(C)X∗C + (1 + δ)
∑
C∈C
cost(C)X ′′C
≤ (1 + δ)3
[∑
C∈C
cost(C)X ′C +
∑
C∈C
cost(C)X ′′C
]
= (1 + δ)3
∑
C∈C
cost(C)X∗C .
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