This paper is concerned with the numerical solution of a linearly constrained quadratic programming problem by methods that use a splitting of the objective matrix. We present an acceleration step for a general splitting algorithm and we establish the convergence of the resulting accelerated scheme. We report the results of numerical experiments arising in constrained bivariate interpolation to evaluate the efficiency of this acceleration technique for a particular splitting of the objective matrix and for the corresponding extrapolated form.
Introduction
Consider the following linearly constrained quadratic programming (QP) problem:
where G is a symmetric positive definite matrix of order n, A is an m i × n matrix and C is an m e × n matrix of full row rank (m e ≤ n). We assume that the problem (1) is feasible and that the matrix G is large and sparse. This kind of problem arises in data analysis, such as in a step of a global approach for C 1 surface interpolation with constraints. In [2] , for the case of equality constraints only, it is shown that the Hestenes method is very effective. In presence of inequality constraints, the problem (1) can be formulated as a linear complementarity problem (LCP) as follows.
From the Kuhn-Tucker optimality conditions, the unique solution x * of (1) may be computed as
where λ * and µ * are the Lagrange multipliers associated to x * . A widely known approach to obtain λ * and µ * consists in solving the following "mixed" LCP 
When m i + m e < n, the problem (1) is reduced to the lower-dimensional problem (2) , but in general the computation of the inverse of G in (3) destroies the practicality of the approach.
To avoid this drawback, an effective strategy is to split G as
with D symmetric positive definite matrix, and to transform the original problem (1) in a sequence of QP subproblems having D as objective matrix. Obviously D must be an easily solvable matrix. This method is proposed in [3] for solving the constrained bivariate interpolation problem. It is known as splitting algorithm (SA) and can be stated as follows:
1. Let x (0) be a feasible point; k ← 1.
2. Solve the subproblem
where q (k) = Hx (k−1) + q and let x (k) denote the unique optimal solution.
3. Terminate if x (k) satisfies an appropriate stopping criterion, otherwise k ← k + 1 and go to step 2.
Each subproblem (5) may be solved as a LCP of the form (2) where
In [3] it is proved the convergence of SA scheme under the hypotheses that x (0) is a feasible point to (1) , D + H is a P-regular splitting (i.e. D is nonsingular and D − H is positive definite [9, p. 122] ) and D is symmetric positive definite. Furthermore, it is also proved that, for any k ≥ 1,
Then, for the positive definiteness of D − H, we have
where the inequality holds only for
. In this case, x (k) = x * , because the Kuhn-Tucker optimality conditions of subproblem (5) become the Kuhn-Tucker optimality conditions of problem (1) . A strategy to implement SA on a parallel computer system, may be to use an efficient parallel solver for the LCPs equivalent to subproblems (5) ( [8] ). Obviously the parallel performance of this approach increases when the number of SA iterations can be reduced by acceleration technique. In this paper, following the suggestions in [5] [6], we propose an acceleration step for SA, we prove the convergence of this accelerated SA (ASA) and we present a set of meaningful numerical experiments to establish the ASA efficiency.
The Accelerated Splitting Algorithm
The accelerated splitting algorithm can be stated as follows:
1. Let y (1) be a feasible point of (1); k ← 1.
2. Solve the subproblem (5) with q (k) = Hy (k) + q and let x (k) denote the unique optimal solution; if (Gy
with
Set
3. Terminate if y (k+1) satisfies an appropriate stopping criterion, otherwise k ← k + 1 and go to step 2.
From (8)- (9) , it follows that 0 < θ k ≤ 1. Since x (k) and y (k) are feasible points and the feasible region S is a convex set, y (k+1) is a feasible point. From (7) , since x (k) is obtained by solving the subproblem (5) with
. In this case, α k represents the value of a parameter θ for which f (y
) may be not feasible and we set
We put θ k = 1 and
The following theorem shows the convergence of the ASA scheme. Theorem 1. Let G be a symmetric positive definite matrix. Suppose that the problem (1) is feasible and that the splitting (4) is a P-regular splitting of G with D symmetric positive definite. For a given y (1) feasible to (1), the sequence {y (i) } generated by ASA is convergent to the unique solution x * of (1).
Proof. Since 0 < θ k ≤ 1 and y (1) , x (k) ∈ S for any k ≥ 1, from the convexity of S it follows that {y (k) } is a sequence of feasible points. From the scheme of ASA and from (7), we have
where
Then the sequence {f (y (k) )} is monotonically non increasing. Since f (x) is bounded below, there exists a constant f * , such that {f (y (k) )} converges to f * as k → ∞. Furthermore, if τ is the minimum eigenvalue of D − H, from (6) and (10) it is immediate that
Thus, the sequence {y (k) − x (k) } converges to 0 as k → ∞. Now, we observe that the sequence {y (k) } is bounded, because y (k) ∈ K for any k, where K is the compact set
Thus the sequence {y (k) } has at least one accumulation pointŷ ∈ K and there exists an increasing sequence of integers k p such that {y (kp) } converges toŷ ∈ K as p → ∞. To complete the proof of the theorem we must show that any accumulation point of {y (k) } is solution of (1); in this case, by the uniqueness of the solution of (1), there exists only one accumulation point equal to x * and {y (k) } converges to x * as k → ∞. Now we prove thatŷ is solution of (1). Since {y (kp) } is a subsequence of feasible points, thenŷ is a feasible point. By contradiction, we suppose that there exists a feasible point x =ŷ such that
Then, for any p = 1, 2, . . ., we have
Since x (kp−1) is the solution of the (k p − 1)-th subproblem (5), we can write the following Kuhn-Tucker optimality conditions:
where λ (kp−1) and µ (kp−1) are the Lagrange multipliers associated to x (kp−1) . By solving the first equation of (13) for q and by substituting q in (12), we have
we can write
As p → ∞, {x (kp−1) − y (kp−1) } → 0 and {y (kp) } →ŷ; moreover,
and, since {θ kp−1 } is a bounded sequence, we have {x (kp−1) } →ŷ as p → ∞. Consequently, from the continuity of f (x), we have the contradiction
We observe that the hypothesis that y (1) is a feasible point is essential for the proof of the ASA convergence. This does not arise for the SA convergence. In fact, it is possible to prove that the sequence {x (k) } of SA scheme is convergent for any starting point x (0) .
Theorem 2. Let G be a symmetric positive definite matrix. Suppose that the problem (1) is feasible and that G = D + H is a P-regular splitting of G, where D is symmetric positive definite. Then, for any initial vector x (0) , the sequence {x (k) } generated by the SA converges linearly to the unique solution of problem (1).
Proof. Under the hypotheses on G, D and on the set S, the problem (1) and the subproblems (5) have a unique optimal solution x * and x (k) respectively. Then, for any initial vector x (0) , the sequence {x (k) } generated by SA is uniquely defined. Since x * is the optimal solution of (1), the first order necessary conditions [7, p. 169 ] hold for any x ∈ S:
(x (1) is a feasible point, because it is the solution of the first subproblem (5)). But, from the first order necessary conditions for the first subproblem (5), it follows that
because x * is a feasible point. Thus, from (14) and (15), we have
By easy computations, we obtain
If we consider x D = √ x T Dx, we can write (16) as follows
and then, from the Cauchy-Schwartz inequality, we have:
The eigenvalues of the symmetric matrix D is similar to D −1 H and, since D + H is a P-regular splitting, the spectral radius of
2 , is less than 1 [9, p. 123]. From (17), we can write
With the same considerations, we can prove that (18) holds for x (k) and x (k−1) instead of x (1) and x (0) respectively; consequently
Then, as k → ∞, {x (k) } converges to x * , at least as ρ k converges to 0. ✷ We observe that y (1) may be easily obtained by one step of SA, starting from an arbitrary point x (0) .
Computational Experiments
In order to show the behaviour of ASA in comparison with SA, we report the results of a set of numerical experiments, carried out on Cray C90, on test problems arising in constrained bivariate interpolation ( [2] , [3] ).
In this case G is a block partitioned symmetric positive definite matrix with blocks of order 2 and has the following P-regular splitting
). In all the experiments the stopping criterion for SA (and ASA) is that the Kuhn-Tucker optimality conditions of (1) hold within the prescribed tolerance 10 −9 . The inner LCPs equivalent to subproblems (5) , are solved by the Cryer's method [1] . We use for the inner iterative scheme a progressive termination rule, in the sense that the accuracy in the solution of each LCP depends on the quality of the previous iterate
is to satisfying the external stopping criterion for the outer SA (or ASA) iterations, the more accurately the corresponding subproblem (5) is solved. The advantage is that when the current iterate x (k) (or y (k) ) is far from the solution, some unnecessary inner iterations are saved. If we use any iterative scheme as inner solver, this feature is preserved. In Table 1 we report the results of a comparison between SA and ASA derived from the splitting (20). Here " nac " indicates the sum of equality constraints and of inequality constraints which are active in x * ; " it " denotes the number of SA and ASA iterations (the total number of inner iterations is reported between parentheses) and " time " represents the computational time in seconds. The starting point x (0) is the null vector for both methods. In all test problems, SA and ASA compute x * with the same accuracy; the same holds for λ * and µ * . If we set
the splitting G = D + H represents a more general form of (20). Since ∆ + Γ is a P-regular splitting of G, D + H is also a P-regular splitting of G for 0 < ω < 2 ρ+1
, where ρ ≡ ρ(∆ −1 Γ). In fact, the matrix ∆ −1 Γ is convergent and similar to the symmetric matrix ∆ 
the matrix D − H has positive eigenvalues when, for any eigenvalue λ i of ∆ −1 Γ, we have
Thus, we obtain ρ < 2 − ω ω and then 0 < ω < 2 ρ+1
. In this case, the spectral radius of
where λ min and λ max are the minimum and the maximum eigenvalues of ∆ −1 Γ respectively. In order to have the maximum rate of convergence (see (19)), we determine the value ω * of ω that minimizes ρ(ω). We observe that ∆ 2. if λ max = ρ and −ρ < λ min < 0, then
In both cases, ω * > 1 and ρ(ω * ) < ρ.
In order to compute an approximate value of ω * , we can estimate λ max and λ min by a procedure described in [4] which uses some steps of preconditioned conjugate gradient algorithm (PCG) with ∆ as preconditioner for solving a linear system having G as coefficient matrix. From the numerical experience, few steps (about 20 − 30) of PCG method provide in general a sufficiently good approximations of λ max and λ min . Table 2 shows the results of SA and ASA methods derived from the splitting (21) for the same test problems of Table 1 . " time ω * " indicates the time to evaluate an approximation of ω * ; " it ω * " indicates the number of PCG iterations. From Tables 1 and 2 , we can draw the following considerations.
• The overheads introduced at each iteration by the acceleration step are negligible with respect to the total iteration time. Indeeed the iteration time of ASA is about the same of that of SA for both splittings.
• In the case of splitting (20), Table 1 shows that the reduction of ASA iterations with respect to SA is about 8% − 10% of SA iterations. This does not arise for splitting (21), since the use of extrapolated form of (20) with the optimal value ω * decreases already significantly the number of SA iterations (see Table 2 ). Nevertheless the procedure for computing ω * affects the efficiency of SA and of ASA derived from (21) and, consequently, the total times of ASA for both splittings are about the same.
We can conclude that the effectiveness of the acceleration technique of SA corresponding to a simple splitting of G is about equivalent to that of SA derived from an extrapolated form of this splitting with an optimal extrapolation parameter. Moreover the use of ASA derived from a simple splitting permits to avoid the estimate of an optimal value of ω.
