In this paper, a motion field representation algorithm based on directional edge information has been developed. This work is aiming at building an ego-motion detection system using dedicated VLSI chips developed for real time motion field generation at low powers [1], [2] . Directional edge maps are utilized instead of original gray-scale images to represent local features of an image and to detect the local motion component in a moving image sequence. Motion detection by edge histogram matching has drastically reduced the computational cost of block matching, while achieving a robust performance of the ego-motion detection system under dynamic illumination variation. Two kinds of feature vectors, the global motion vector and the component distribution vectors, are generated from a motion field at two different scales and perspectives. They are jointly utilized in the hierarchical classification scheme employing multiple-clue matching. As a result, the problems of motion ambiguity as well as motion field distortion caused by camera shaking during video capture have been resolved. The performance of the ego-motion detection system was evaluated under various circumstances, and the effectiveness of this work has been verified.
Introduction
Ego-motion detection is the task of detecting and perceiving the motion of an observer. Ego-motion detection using visual information alone plays an essential role in navigational systems as a means of visual feedback, particularly in applications such as automotive vehicle guidance, real-time robot control, and so forth. The performance of a system is essentially determined by two major characteristics. First is the system's flexibility in adapting to disturbances, viz. illumination change, irregular observer motion due to a variation in speed or bumping and shaking of the observer. The other is the speed performance that ensures a real-time response capability of a system. Since the higher flexibility of a system is penalized by expensive computational cost, how to balance these two aspects is of prime importance in building such systems.
The purpose of this work is to develop an observer motion detection system to be used in the bio-inspired VLSI intelligent system in which various VLSI chips have been developed to achieve real-time performances at low power dissipation [3] , [4] . High-frame-rate motion field generation chips [1] , [2] have already been developed for use in motion analysis including gesture perception [5] as well as object tracking [6] . The present ego motion algorithm has been developed so that it is compatible to the VLSI-chip-based system. Typically, there are two stages in ego-motion estimation: the extraction of motion information from a scene and the interpretation of the accumulated data. The first stage, the motion extraction stage, is usually done with one of either two approaches: feature correspondence method [7] - [12] , or optical flow field method [13] - [19] . In the former, ego-motion is detected by extracting some clearly distinguishable features from a scene and tracking each of them from frame to frame. Although this kind of method works well in a controlled environment, it is ineffective in new and untried environments since it relies on the prior knowledge of certain features in the environment and is susceptible to the absence and reemergence of those marker features. Moreover, the learning and validating of the prior knowledge is not an easy task [20] .
Optical flow field methods were developed to overcome the difficulties of traveling through unfamiliar environments. Compared to feature correspondence methods, a dense flow field is computed in advance, and ego motion is interpreted from this flow field. For generating motion fields, either a differential method or a block matching method is commonly used. In the differential method, motion at each pixel site is determined using spatial and temporal derivatives of the pixel intensity [21] - [23] . However, due to the limited information within a single pixel, these methods suffer from the so-called aperture problem, which means that they can detect only motion perpendicular to the orientation of the contour that is moving. This microscopic perspective also renders methods sensitive to noises in discrete sampled images and is easily deceived by large motion displacements between consecutive frames. Although block matching methods can solve this problem, they must pay higher computational costs [24] - [27] . Moreover, because both of these methods rely exclusively on pixel intensities, they are weak against illumination changes, which is common in real circumstances [28] , [29] .
In the second stage, ego-motion is usually interpreted by a model-based method using flow fields. Motions are classified into different models such as a translation model and a rotation model, which are defined as sets of mathematical equations [18] , [19] , [30] - [32] . The higher the order of equations is, the more complicated motions it can describe.
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However, the higher computational cost is required. Inaccuracy or noises in calculated motion fields can degrade the performance of such methods. Fermuller and Aloimonos solved the difficulty by considering the entire ego-motion estimation task as a pattern recognition problem [33] , [34] . In [35] , a two-dimensional histogram is drawn based on the normal flow field to represent the motion pattern. However, since searching for the maximum-likelihood pattern in a huge template database is very time consuming, especially for video sequence processing, a more compact representation for motion patterns is of prime importance.
One of the major problems of interpreting ego-motion is that the camera rotation and translation can induce similar motion patterns [12] , [36] - [38] . To deal with this ambiguity problem, additional constraints are usually required for motion models so as to disambiguate a true global motion direction [19] , [39] , [40] . Although this problem can be overcome by using the wide field of view camera such as omnidirectional camera or the multiple cameras, how to obtain the precise omnidirectional images itself is another problem having attracted a lot of interests [41] . Another problem is that motion pattern is easily distorted, since image motion is not only produced by the global motion of the vehicle on which camera is mounted, but also by unexpected camera motion due to bumping and shaking of the vehicle [17] .
On the other hand, biological systems are very robust under these circumstances. Since the discovery by Hubel and Wiesel [42] in the study of visual cortex of animals, it is well known that the directional edge information in visual inputs plays an essential role in early visual processing. Such directional edge information is utilized not only in still image [43] perception but also in motion image perception. Being inspired by such a biological principle, we were motivated to develop the present system; namely, directional edge information is utilized as the very basis of the visual motion estimation.
In this paper, we present an ego-motion detection system where directional edge maps are utilized instead of original gray-scale images to generate motion fields. As a result, illumination-independent performance of ego-motion detection has been achieved. Local images are represented by directional edge histograms produced by projection, and horizontal as well as vertical motions are detected by simple histogram matching. This has drastically reduced the computational cost for local motion detection. Two vector representations have been introduced to extract motion information in a motion field from two different perspectives. These two representations are jointly used to solve the problems of motion ambiguity and motion field distortion. As a result, we have achieved better flexibility and speed performance of the system simultaneously.
The VLSI hardware implementation of the basic components of this system, such as motion field generation and template matching, have already been developed as separate works in our group aiming at real-time operation [1] , [2] , [44] - [46] .
The rest of the paper is organized as follows. Section 2 overviews the algorithms developed in this work. Details of ego-motion detection, i.e., motion field generation and hierarchical motion pattern classification are described in Sect. 3 and Sect. 4, respectively. In Sect. 5, experimental conditions are explained, and results on the performance evaluation are discussed in Sect. 6. Finally, Sect. 7 concludes the work. Figure 1 shows the flowchart of the ego-motion detection system developed in this work. In the system, input data is a moving image sequence. Ego-motion detection is carried out in three stages: (1) motion field generation, (2) hierarchical vector representation, and (3) multiple-clue template matching.
Ego-Motion Detection System
In the first stage, vertical and horizontal edges are extracted from the image of each frame and two kinds of directional edge maps, i.e., vertical edge maps and horizontal edge maps are generated. Then local motion components, v x and v y , are detected by edge-histogram matching using two consecutive edge maps. By summarizing the local motions, a motion field is generated.
In the second stage, motion information is extracted from the motion field from two different perspectives, and represented by two kinds of feature vectors. A global motion vector represents the general direction of ego-motion, while a component distribution vector represents more detailed motion characteristics. They are jointly utilized in the multiple-clue template matching to solve the problems of motion ambiguity and camera bumping and shaking.
Finally, an ego-motion pattern is determined by template matching of the current feature vectors with the prepared template vectors. The details of each step are explained in the following sections.
Motion Field Generation
There are three key issues in this stage: edge extraction, local motion detection, and speed adaptation. Each issue is discussed in the following.
We have developed the present system so that it is compatible to the motion field generation VLSI chips [1] , [2] developed in a separate project. Therefore, the image size was restricted to 256 × 256 pixels, the specification of these chips. Other parameters such as the search range of ±8 pixels in motion detection were also determined to be compatible to the specification of these VLSI chips.
Edge Extraction Using Dual-Threshold
The process of edge extraction is illustrated in Fig. 2 . 
Then these gradient values ranging from 0 to 255 are binarized to yield edge flags of 1 or 0, and edge flag maps are generated. A dual-threshold processing is employed for binarization in order to remain only essential edge features.
Here two kinds of threshold, ratio criterion threshold (T H r ) and fixed-value criterion threshold (T H f ), are used. The ratio threshold is utilized to retain certain percentage of edge flags having higher gradient values in the frame, while the fixed-value threshold is introduced to cut off unreliable edge flags arising from weak textures in the scene. Typical (T H r ) and (T H f ) values are 50% and gradient value 5, respectively, which were determined based on experimental results as explained later in Sect. 7.
Only edge flags with gradient values larger than both of these two thresholds (T H r , T H f ) are retained in edge maps. In a word, the ratio criterion highlights essential features, while the fixed-value criterion eliminates the adverse effects from weak features. As a result, only salient features are retained as edge flags in the directional edge maps.
Local Motion Detection by Edge Histogram Matching
The v x and v y components of a local motion are obtained separately based on vertical and horizontal edge maps, respectively. Figure 3 explains the algorithm of v x component detection as an example. The v x component is detected within the range of ±8 pixels.
A block of 32×64 pixels in the first map at t is horizontally shifted in the search area of 48×64 pixels in the second map at t + Δt, and the best matched location is found. A vertically-extended rectangular block size of 32 × 64 pixels was employed as the target block to include more vertical edge information for horizontal motion (v x ) detection (Regarding the optimum block size selection, see the experimental data in Fig. 17 ). The edge flags in the 32 × 64-pixel block are projected onto the horizontal axis, thus generating a 32-element edge histogram. The edge flags in the 48 × 64-pixel search area is also projected onto the horizontal axis, and a 48-element edge histogram is generated. Then the 32-element edge histogram at time t is matched with the 48-element edge histogram of the search area at time t + Δt. The sum of absolute differences between two histograms is calculated for each horizontal shift and the minimum in the sum of differences is searched. Then the amount of shift that yields the best match determines the horizontal motion component (v x ). Vertical motion component is obtained in a similar manner using horizontal edge maps. By such two independent orthogonal scans for the M × M-pixel search range, the complexity of matching computation has been reduced from O(M 2 ) of the full-search block matching to only
The motion detection is carried out at every 16 pixels in both X and Y directions, thus generating a motion field having 15 × 15 local motions as illustrated in the left of Fig. 4 .
If no edge flag is left in the 32 × 32-pixel block at the center of the 32 × 64-pixel target block, the motion component detection at the block location is skipped. However, if there is one or more edge flags present in the 32 × 32 center block, the motion component detection is carried out. Thanks to the dual threshold scheme, all edge flags retained in the edge maps are from essential features. Therefore, the algorithm works well with a fewer number of edge flags. The location at which motion component detection is skipped is labelled as "non-available".
A motion field thus obtained is reduced to a coarselevel motion field as shown in the right of Fig. 4 . A motion field is partitioned into nine areas of a 3 × 3 form and average motion components (a x , a y ) are determined in each area. Each area includes 25 local motions, namely, 25 v x components and 25 v y components. If there are more than 12 non-available locations (>50%) in terms of v x or v y in an area, the average motion component (a x or a y ) in this area is ignored as "non-available". Median values of local motion components are calculated in each area, and a coarse-level motion field is produced.
Reduction of two-dimensional image data to a histogram representation by pixel data projection is often used [47] . However, our approach is different in that edge flags extracted from the original image are projected instead of pixel intensities. The detection of essential features in the original image before projection is important for diminishing the adverse effect due to trivial textures. The projection of directional edges is very effective for detecting motion perpendicular to the edge orientation, which is demonstrated in Sect. 7. The VLSI hardware implementation of such a local motion detection algorithm proposed here has already been developed in our group aiming at real-time performance of a system [1] , [2] .
Speed Adaptation
Since the block matching algorithm in this work searches for the motion component in the range of ±8 pixels, frame interval must be carefully selected so that the local motion components are always within this range.
The procedure is explained in Fig. 5 . A coarse-level motion field is generated from two consecutive frames at t and t + Δt, and the motion magnitude is calculated. The motion magnitude is defined as the larger of the sum of five largest v x components or the sum of five largest v y components. Then the process is repeated between frames at t and t + 2Δt, at t and t + 3Δt . . . etc, until the motion magnitude exceeds a threshold. If the interval between two frames is too small, local motion may be less than one pixel and cannot be detected. If the interval is too large and the local motion is beyond the range of search window (±8 pixels), it leads to an error in local motion detection. Therefore, in this work, the value of 3 pixels is determined as a typical value for each motion component, and the threshold is determined as 15 pixels (= 3 pixels × 5). As a result, motion field is normalized temporally by such speed adaptation, and a regular motion pattern is obtained for efficient pattern classification.
Hierarchical Motion Pattern Classification
In this section, the hierarchical classification scheme em- ploying multiple-clue template matching (the 2nd and 3rd stages of the system shown in Fig. 1 ) is explained. Typical camera motion patterns for classification are defined in Fig. 6 (a) . Firstly, motion patterns are classified into four categories as shown in Fig. 6 (b) . This is done by using the global motion vector that represents the overall motion in the scene at a coarse level. At this level, 1 "dollying" and 2 "rolling" patterns are determined, while motions in X and Y directions need further classification. This is because translation and rotation produce similar motion field patterns (ambiguity problem), which cannot be determined at the coarse-level classification. The fine-level classification that distinguishes between translation and rotation is carried out using the component distribution vectors. As a result, "moving left/right" is further classified into 3 "tracking left/right" or 4 "panning left/right", and "moving up/down" into 5 "booming up/down" or 6 "tilting up/down". The algorithms for generating these two vectors are illustrated in Fig. 7 .
An 18-element global motion vector is generated from a coarse-level 3 × 3 motion field. The a x and a y components in nine areas are arranged as vector elements according to the order shown in the figure. Since motion components of local motions (v x , v y ) and the resulting area motions (a x , a y ) are within ±8 pixels according to the ±8-pixel search range, the magnitudes of vector elements are within ±8. A nonavailable component is marked by the symbol " * ". Two 17-element component distribution vectors are generated from the original 15 × 15 motion field. The number of motion components is counted as a function of v x or v y component value within the range of ±8 pixels. As a result, two 17-element distribution histograms are generated, which are utilized as component distribution vectors in the following template matching stage. 
Coarse-Level Classification
In template matching, Manhattan distance is utilized as the dissimilarity measure. Global motion vector may contain missing elements due to non-available area motions. If there is a missing element either in a template vector or in a test vector, the absolute difference of such an element pair is not included in the Manhattan distance computation. Then the distance value is normalized by being divided by the number of available pairs and multiplied by the total number of pairs 18. This result is recorded as the dissimilarity score for each template, and the motion pattern is determined by searching for the minimum score.
Fine-Level Classification
Next, fine-level classification is carried out to solve the ambiguity problem. Since images at different depths have an identical speed by rotation but different speeds by translation [38] - [40] , [48] , depth information in a motion field is exploited in terms of component distribution vectors. Motion fields produced by translation and rotation in the same environment are shown in Fig. 8 . Translation induced a nonuniform motion field and consequently a distribution histogram having a broader width, while rotation induced a more regular motion field and a distribution histogram with a sharp peak.
Removing Motion Field Distortion
Camera vibration (bumping and/or shaking) is a major source of motion field distortion, which can cause errors in the coarse-level template matching. Estimation of camera motion along Z-axis (dollying) is especially sensitive to vibration, since the symmetry in the motion field is easily broken. Figure 9 illustrates how the motion field of dollying forward is distorted by camera shaking to left. If the vanishing point deviates to left by a large amount, the motion pattern is likely to be misclassified to "moving left". It is possible to solve the problem by training the system under camera vibration environments (i.e., by adding template vectors produced under such conditions). However, it is impractical to train the system for any circumstances in advance, since the degree of vibration depends on various factors, such as vehicle speed and road condition. Therefore, in the following we introduce a new template matching scheme in which the distortion produced by camera vibration is removed and correct classification is carried out.
As explained in Fig. 6 , 1 "dollying" and 2 "rolling" patterns are decided in the first coarse-level classification, and patterns of X and Y direction motions are subjected to final decision in the second fine-level classification. Those input patterns that are classified into "moving left" in the coarse-level classification, for instance, may contain mis- classified patterns from "dollying" due to camera shaking to left. How to recover such misclassified patterns to the correct category of "dollying" is explained in Fig. 10 . Figure 10 displays an advanced version of multipleclue template matching in which shift and match operation is introduced to the processing of component distribution vectors. The case in which a dollying pattern was mismatched to "moving left" is taken as an example. Shift and match is carried out in the fine-level classification, where v x and v y component distribution vectors are matched to corresponding component distribution vectors of templates. In this case, four possible patterns are examined: namely, tracking left, panning left, dollying forward and dollying backward. For each component, matching is carried out 17 times by shifting the center of distribution histogram ±8 elements from the origin, yielding 17 matching residues. Then the minimum value is searched within each set, and the sum of two minimum values is defined as the dissimilarity score of each template. Finally, the motion pattern at the fine level is determined by the minimum score.
If a motion is classified either as "dollying forward" or as "dollying backward", the result is not adopted as the final decision. This is because the motion distribution vectors for "dollying forward" and "dollying backward" have an identical form, and it is not possible to distinguish between them using only motion distribution vectors. Therefore, the final classification is carried out using the coarse-level template matching again. However, the original 18-element global motion vector of the current sample is refined so that the effect of motion field distortion is removed. This is done by subtracting the magnitude of 3 pixels from all v x component values (first nine elements) of the original global motion vector. Since the average motion magnitude is adjusted to 3 pixels by the speed adaptation condition in Fig. 5 (b) , this value was adopted as an estimated deviation of the van-ishing point from the origin.
Experimental Conditions

Determining Dual-Threshold for Edge Extraction
In order to determine the dual-threshold values, we used several still images taken from MIT LabelMe database [49] and HOIP facial image database [50] . Based on these images, ratio threshold and fixed value threshold were determined as is explained further in Figs. 15 and 16.
Determining Optimal Block Size for Motion Field Generation
To maintain a controlled environment for determining optimal block size, we used still images to emulate image motion as illustrated in Fig. 11 . Using two identical pictures, one is shifted from the other by ±8 pixels in Y direction and a block of partial image in one picture was searched in the other vertically shifted picture at the same location in the X coordinate. The search was conducted in the range of ±8 pixels in the X direction according to the algorithm explained in Fig. 3 and examined if the ground truth of ΔX = 0 was obtained. The experiments were done using both the histograms produced by projecting vertical edge flags and 
Fig. 12
Template scenes of eight motion patterns were taken by mounting camera on handcart. These scenes are almost free from camera vibration.
those produced by projecting pixel intensities. The results are compared in Fig. 17 . As shown in Fig. 11 , ten partial images were taken from randomly chosen ten sample locations with varying block sizes, and the performance was evaluated by varying the amount of Y direction shift in the range of ±8 pixels. Results are demonstrated in Fig. 17 .
Ego-Motion Detection Experiments
In order to evaluate the performance of the present egomotion detection system, extensive computer simulation experiments were carried out for camera motion classification. Camera was mounted on a handcart actuated manually to produce stable motion almost free from bumping and shaking. In addition, as for creating typical bumping and shaking samples, camera was mounted on an automotive vehicle instead of a handcart (see Fig. 14) . Sample video sequences were taken under various indoor and outdoor environments. Sequences of 256 × 256-pixel gray-scale images were acquired from videos taken at ten frames per second. Eight kinds of motion patterns were specified for classification, as shown in Fig. 12 (Rolling and booming were not included in the experiment). For each of the eight patterns, one scene taken under stable illumination conditions was utilized as the template samples. Each scene included 200-1000 frames of image, and 100-400 motion fields were generated from each scene as the result of frame skipping determined by speed adaptation.
Different scenes with similar camera motions (camera on handcart) were prepared for the eight motion patterns as test samples. Video sequences were taken under the dynamic illumination condition at locations different from the locations where the template samples were prepared. The exposure adjustment control was manually varied from the over exposure of +6 to the under exposure of −6 during video capture, thus producing video sequences with alternating very bright and very dark scenes as shown in Fig. 13 . Each scene includes 300-1200 frames of image and correspondingly 150-500 motion fields. Speed adaptation scheme was employed for motion field generation in all samples. In order to evaluate the effectiveness of this scheme, motion field generation without the speed adaptation were also produced from all sample sequences. In the scenes taken by mounting camera on automotive vehicle, vehicle was actuated moving forward at the speed of 2∼5 km/hour, which resulted in obvious vibration in image sequences. Camera was set on the top of the vehicle facing to front, left, back and right, consequently producing four kinds of camera motions, as shown in Fig. 14 . Totally 16 scenes (4 scenes for each pattern) were taken as test samples. Each scene includes 500-1000 frames of image, producing 100-500 motion fields after the speed adaptation.
Then each of the motion fields was converted to the two different vector representations. Ego-motion was detected using hierarchical template matching based on these vectors, and the performance of detection in one scene was evaluated by the matching accuracy defined as: Figure 15 shows horizontal edge maps generated from a still image with varying values of the ratio criterion threshold (T H r ). The number of edge flags decreases as the ratio percentage decreases. At the ratio of 50%, all essential features are well preserved. The value of 50% was also confirmed to be effective for detecting salient contours in 30 image samples (256 × 256 pixels) taken from the video sequences of the template samples. From these observations we decided Fig. 15 Edge map variation as a function of ratio criterion threshold (T H r ). 90%-10% of pixel sites are retained as edge flags from a beach scene (600 × 600 pixels). At the ratio of 50%, all essential features are retained. The edge map after fixed-value thresholding is also shown.
Results and Discussions
to use 50% as the threshold for ratio criterion. However, a lot of superfluous edge flags are retained along with the essential edge features. These superfluous edges are arising from weak features of low gradients in the sea or sky and not very reliable to detect correct motion in the scene. Figure 16 shows examples for distribution of gradient values generated from three image samples. The number of pixels is counted as a function of the pixel intensity gradient (I * d in Eq. (1)). It is interesting to note that a sharp peak is observed at small gradient values along with a broad dis- 16 Distribution of gradients in images with various textures. Gradient value of 5 was adopted as the typical boundary between vague and essential textures. Image patches (64 × 64 pixels) here were taken from images in MIT LabelMe database [49] . tribution for larger values. Since it was confirmed that the boundary between larger and smaller values typically occurs at around gradient value of 5 for various samples in [49] , [50] , 5 was adopted as the fixed-value threshold (T H f ) to cut off unreliable edge information. An example of applying this threshold is demonstrated in Fig. 15 . Figure 17 shows the performance of local motion detection as a function of the block size. In Fig. 17 (a) , the accuracy of 170 local motion detection results (10 blocks × 17 vertical-direction shifts of still images) are shown as a function of the block size. The solid line denotes the results using edge information, while the dashed line shows the results obtained using pixel intensities. As is seen in Fig. 17 (a) , the performance increases with the increase in the block size. In the case of edge-histogram matching, the accuracy reaches 100% at the block size of 32 × 64, while the performance is much lower for the results of intensity histogram matching. Therefore in this paper the block size of 32 × 64 was employed as an optimal block size for local motion detection. Figure 17 (b) shows the detection performance for the ten locations in Fig. 11 (a) as a function of the vertical shift (emulated motion). The results are shown for the case with the block size of 32 × 64, and edge-based method and intensity-based method are compared. The percent correct for the intensity-based method decreases drastically when the vertical motion exceeds 4 pixels. Such performance degradation is caused by the emergence and disappearance of the partial image occurring in the block, resulting in an error in the projected histogram matching. However, when projected edge histograms are used in the matching, such partial emergence and disappearance has little impact on the performance. The results in the figure were obtained from the picture of a horse in Fig. 11 . Three more still pictures were utilized for the same experiments and almost the same results were obtained. These results demonstrate the usage of directional edge information in projection effectively represents the spatial information and reduces the adverse effect coming from the perpendicular component in local motion detection. From these results, we conclude that though the edge histogram matching method developed in this work is an approximate one, it can achieve a performance nearly comparable to the full-search block matching method while reducing the complexity of computation from Figure 18 shows the ego-motion detection performance of the present system under changing illumination conditions. Template and test samples shown in Figs. 12 and 13 , respectively, were utilized for this experiment. Detection was carried out using two kinds of motion fields generated from these scenes: motion fields obtained from original gray-scale images and those obtained from edge maps.
The result in the figure shows that the accuracy of all the 8 motion patterns was increased by using edge maps instead of original images for motion field generation. As a result, the average accuracy of 93.0% was obtained for the edgebased method over the 70.2% of the intensity-based method. The results demonstrate that the illumination independence characteristic of edge information and the predominance of using directional edge histograms for ego-motion detection under serious illumination conditions. Figure 19 depicts the ego-motion detection accuracy with or without the speed adaptation scheme in the motion field generation stage. Scenes illustrated in Fig. 13 were uti- lized as test samples. Fixed interval between image pairs was set as 1 frame for all the 8 motion patterns. Detection accuracy without speed adaptation is 76.7%, while with speed adaptation accuracy is 93.0%. This demonstrates that the introduction of the speed adaptation scheme is very effective. Figure 20 shows how the accuracy changes in the experiment without speed adaptation, when the fixed frame interval for motion field generation was varied. In the case of fixed intervals, the highest accuracy is 92.3% obtained at the frame interval of 3, which occasionally fitted to the sample scenes. From these results, it is concluded that, to achieve stable ego-motion detection, speed adaptation scheme is in- dispensable.
The impact of the hierarchical classification on the ambiguity problem is demonstrated in Fig. 21 . The experimental results of distinguishing tracking from panning are shown as an example. Scenes shown in Figs. 12 and 13 were utilized as template and test samples, respectively, and the results obtained by only the coarse-level classification and those by the hierarchical classification are compared. Here the multiple-clue template matching scheme of Fig. 10 without the shift and match operation was employed. As a result, the classification performance is improved not only for panning and tracking, but also for dollying forward and backward because those patterns misclassified to panning and tracking were recovered to the correct category of dollying.
The performance of the system against motion field distortion due to camera bumping and shaking is summarized in Fig. 22 . Test sets in Fig. 14 were utilized as typical scenes including camera bumping and shaking. As shown in the figure, by introducing the hierarchical classification with shift and match operation of Fig. 10 , the average of 94.6% is achieved. The accuracy for 8 scenes of dollying patterns, which is most sensitive to motion field distortion, are especially improved from 61.9% to 98.4%. The results demonstrate that by using shift and match scheme motion field distortion due to bumping and shaking of a camera can be effectively removed. In the figure, the results obtained by adding the samples including camera bumping and shaking taken in the same environment as template vectors are also shown. The average accuracy for dollying of 92.5% and the average accuracy for entire 16 sets of 86.8% were obtained. However, preparing training template samples for new environment is not always available. Therefore, it is concluded that the shift and match scheme introduced to the hierarchical template matching is essential in enhancing the generalization capability of the system.
As stated at the beginning of Sect. 3, in the present experiment, the image size was limited to only 256×256 pixels due to the compatibility to the VLSI chips dedicated to the processing. However, the algorithm can apply to other sizes. In our previous work of [51] , an image size of 360 × 240 pixels was employed in the experiment. In the work [51] four kinds of camera motions including zooming (back and forth), panning, tilting, and rolling were evaluated. Although the number of samples tested was limited, 100% detection was shown for zooming, panning and tilting, while the performance of rolling detection was about 94%. Such a performance was obtained by preparing a proper set of template data. Although the ego-motion patterns tested in the present work do not have a variety of motion patterns (in particular, rolling was not tested), we expect that more complicated motions produced by the combination of multiple elemental motions could be well handled by preparing proper template vector sets to represent specific motion categories. This is the subject for future studies. In the practical applications of robot systems or vehicles, the disturbance caused by moving objects in the scene is a problem. The disturbance caused by a single moving object with varying sizes was tested in [52] and the robustness was shown. However, the effect of multiple disturbing objects has not been studied and it would be the subject for future studies. This paper focuses primarily on qualitative ego-motion estimation using image sequences acquired by a conventional camera. However, the algorithm is compatible to quantitative ego-motion estimation, even without using additional inertial sensors as in [53] . Thanks to the speed adaptation scheme introduced in Sect. 3.3, the system basically captures the time interval in which an approximatelyconstant amount of motion (an average of about 3 pixels) is sensed in the motion image sequence. This information can be translated to the speed of the motion. This feature has been successfully applied to digit-writing hand gesture recognition where the stroke patterns produced by camera motions were correctly reproduced by temporally integrating instantaneous motion vectors [54] .
Conclusions
A directional-edge-based motion field representation algorithm for ego-motion detection system has been developed. Use of directional edge information instead of original pixel intensities in motion field generation stage has made the system robust under changing illumination circumstances, while the edge histogram matching has reduced the computational cost in motion field generation. Motion information extracted at two different scales and perspectives from a motion field is represented by two kinds of feature vectors. The hierarchical classification by multiple-clue template matching using these two vector representations allows us to resolve the ambiguity problem as well as to remove the motion field distortion due to camera shaking. The performance of the developed system was evaluated by experiments conducted under various circumstances, such as changing illumination, irregular camera speed, and camera shaking and bumping, and the effectiveness of the algorithms developed in this work has been verified. 
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