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Abstrat
We give a simple proof of Borg type uniqueness Theorems for periodi Jaobi operators
with matrix valued oeients.
1 Introdution
Consider a self-adjoint matrix-valued Jaobi operator J ating on ℓ2(Z)m and given by
(Jy)n = anyn+1+ bnyn+ an−1yn−1, n ∈ Z, yn ∈ C
m, y = (yn)n∈Z ∈ ℓ
2(Z)m, m > 1, (1.1)
where an > 0, bn = b
∗
n, n ∈ Z are p-periodi sequenes of the omplex m × m matries.
It is well known that the spetrum σ(J) of J is absolutely ontinuous and onsists of non-
degenerated intervals [λ+n−1, λ
−
n ], λ
+
n−1 < λ
−
n 6 λ
+
n , n = 1, ..., N < ∞. These intervals are
separated by the gaps γn = (λ
−
n , λ
+
n ), n = 1, .., N − 1 with the length > 0. Introdue the
fundamental m×m matrix-valued solutions ϕ = (ϕn(z))n∈Z, ϑ = (ϑn(z))n∈Z of the equation
anyn+1 + bnyn + a
∗
n−1yn−1 = zyn, ϕ0 ≡ ϑ1 ≡ 0, ϕ1 ≡ ϑ0 ≡ Im, (z, n) ∈ C× Z, (1.2)
where Im is the identity m×m matrix. We dene the monodromy 2m× 2m matrix Mp by
Mp(z) =
(
ϑp(z) ϕp(z)
ϑp+1(z) ϕp+1(z)
)
, z ∈ C. (1.3)
Let τ1(z), .., τ2m(z) be eigenvalues of Mp(z). Reall that σ(J) =
⋃2m
j=1{z ∈ C : |τj(z)| = 1},
see [KKu℄. Let J0 be the unperturbed Jaobi matrix with a0n = Im, b
0
n = 0. Note, that
σ(J0) = σac(J
0) = [−2, 2]. Let Ns = {1, .., s} and let c = det
∏p
n=1 an. We formulate rst
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Theorem 1.1. Let c = 1 and let σ(J) = [λ+0 , λ
−
N ] = {each |τj(z)| = 1, (z, j) ∈ [λ
+
0 , λ
−
N ] ×
N2m}, where λ
+
0 = −λ
−
N . Then J = J
0
.
This theorem was proved in [CGR℄. We give a simple proof based on the trae formula
and the properties of the Chebyshev polynomials proved in Lemma 2.3. There is an enormous
literature on inverse spetral problems for salar (i.e., m = 1) periodi Jaobi matries (see
[BGGK℄, [K℄,[KKu1℄, [KKu2℄, [vM℄, [T℄, book [T℄ and referenes therein), but very little for
matrix-valued periodi Jaobi operators (see [CGR℄ and referenes therein). Note that the
omplete solution of inverse problem for nite matrix-valued Jaobi operators was obtained
reently [BCK℄.
The operator J is unitarely equivalent to the operator J =
∫ ⊕
[0,2pi)
Kp(e
ix) dx
2pi
ating in∫
⊕
[0,2pi)
H dx
2pi
, where H = Cp and pm×mp matrix Kp(τ) is given by
Kp(τ) =

b1 a1 0 ... τ
−1ap
a1 b2 a2 ... 0
0 a2 b3 ... 0
... ... ... ... ...
τap 0 ... ap−1 bp
 , τ ∈ S1 = {τ : |τ | = 1}, (1.4)
see [KKu℄. Let (λn(τ))
pm
n=1 be eigenvalues of Kp(τ). We formulate our main result.
Theorem 1.2. Let an > 0, bn = b
∗
n be real m×m matries for all n ∈ Z.
i) Let c = 1. Then
∑mp
n=1 λ
2
n(τ) = 2pm for some τ ∈ S
1
i J = J0.
ii) Let c = 1 and let κ1 ∈ R. Then eigenvalues λs(e
iκ1) = 2 cos κ1+2pi(s−1)
p
for all s ∈ Nmp i
J = J0.
iii) Let κ1,κ2 ∈ R and cosκ1 6= cosκ2. Let eigenvalues λs(e
iκ1) = 2 cos κ1+2pi(s−1)
p
for all
s ∈ Nmp and λn(e
iκ2) = 2 cos κ2+2pin1
p
, n ∈ Nm, for some n1 ∈ Np, and if e
i2κ2 = 1, then
additional eigenvalues λn+m(e
iκ2) = λ1(e
iκ2) 6= ±2, n ∈ Nm. It is possible i J = J
0
.
Remark. 1) Note that the ondition cos κ2+2pin1
p
6= ±1 in iii) is assoiated with the un-
perturbed operator J0, where the endpoints of the spetrum σ(J0) = [−2, 2] have the mul-
tipliity m, as the zeros of the determinant Dp(z,±1). Eah point from (−2, 2) has the
multipliity 2m as the zero of the determinant Dp(z, τ), τ 6= ±1.
2) Consider the ase m = 2 and κ1 = 0, κ2 = π. Let periodi eigenvalues λs(1) =
2 cos κ1+2pi(s−1)
p
for all s ∈ N2p and let anti-periodi eigenvalues λs(−1) = 2 cos
pi(2n+1)
p
6=
±2, s ∈ N4 for some n ∈ Np. Then we dedue that J = J
0
.
3) Consider a self-adjoint matrix-valued Jaobi operator J˜ ating on ℓ2(Z)m and given by
(J˜y)n = a˜nyn+1 + b˜nyn + a˜
∗
n−1yn−1, n ∈ Z, yn ∈ C
m, y = (yn)n∈Z ∈ ℓ
2(Z)m, m > 1,
where a˜n (det a˜n 6= 0), b˜n = b˜
∗
n, n ∈ Z are p-periodi sequenes of the omplex m × m
matries. Then the operator J˜ = UJU∗ where J is given by (1.2) and U = diagn∈Z un and
the unitary matries un have the forms u0 = Im; un+1 = c
∗
nun, n > 0; un−1 = cn−1un+1,
n 6 0. Here a˜n = cnan, an > 0 and cn are the unitary matries.
2
2 Proof
We need the following results from [KKu℄.
Lemma 2.1. The following identities and estimate are fullled:
mp∑
n=1
λn,p(τ) =
p∑
n=1
Tr bn,
mp∑
n=1
λ2n,p(τ) =
p∑
n=1
Tr(b2n + 2a
2
n), all τ ∈ C \ {0}, (2.1)
pm∑
n=1
λ2n,p(τ) > 2pmc
2
pm , τ ∈ S1, (2.2)
where the identity (2.2) holds true i J = c
1
pmJ0, and here c = det
∏p
1 an.
Reall the following identities for Dp(z, τ) = det(Mp(z)− τI2m) from [KKu℄
Dp(z, τ) =
2m∏
j=1
(τj(z) − τ) = c(−τ)
m
mp∏
n=1
(z − λn(τ)) = c(−τ)
m det(z − Kp(τ)), (2.3)
where z, τ ∈ C, τ 6= 0.
Proof of Theorem 1.1 Consider the rst ase
∑p
n=1Tr bn = 0. Consider the p-periodi
operator J as pk-periodi operator for some (k, τ) ∈ N× S1. Let the eigenvalues of Kpk(τ)
be given by
λ−(τ) ≡ λ1,pk(τ) 6 λ2,pk(τ) 6 .. 6 λ+(τ) ≡ λpmk,pk(τ). (2.4)
The eigenvalues λ±(τ) belong to σ(J), then we have that [λ−(τ), λ+(τ)] ⊂ σ(J). Using
|τj(z)| = 1 for all (z, j) ∈ [λ−(τ), λ+(τ)]× N2m, and (2.3), we obtain
|Dpk(z, τ)| =
∣∣∣∣∣
2m∏
j=1
(τ − τkj (z))
∣∣∣∣∣ 6
2m∏
j=1
(|τ |+ |τkj (z)|) 6 2
m, all z ∈ [λ−(τ), λ+(τ)].
We have det
∏pk
n=1 an = c
k = 1, sine a sequene an is p-periodi. Then (2.3) gives
|Dpk(z, τ)| =
∣∣∣∣∣
pmk∏
n=1
(z − λn,pk(τ))
∣∣∣∣∣ 6 2m, all z ∈ [λ−(τ), λ+(τ)]. (2.5)
A sequene bn is p-periodi, then
pmk∑
n=1
λn,pk(τ) =
pk∑
n=1
Tr bn = k
p∑
n=1
Tr bn = 0. (2.6)
The relations (2.4), (2.5), (2.6) and Lemma 2.3 give that
(λn,pk)
mpk
n=1 ∈ Pmpk(2
m),
pmk∑
n=1
λ2n,pk(τ) 6 2pmkCk, Ck = 2
2(m−1)
pmk . (2.7)
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Then using (2.1) and an = an+p, bn = bn+p for all n ∈ Z, we obtain
pmk∑
n=1
λ2n,pk(τ) =
pk∑
n=1
Tr(b2n + a
2
n) = k
p∑
n=1
Tr(b2n + a
2
n) = k
pm∑
n=1
λ2n,p 6 k(2pm)Ck,
whih yields
∑p
n=1 λ
2
n,p 6 2pm, sine we take k → +∞. Thus Lemma 2.1 implies J = J
0
.
Consider the seond ase β =
∑p
n=1Tr bn. Then a new operator J
1 = (J−β) satises∑p
n=1Tr(bn − βIm) = 0. Thus due to the rst ase we dedue that
σ(J) = σ(J1) = [−2, 2] = [−x− β, x− β], an = Im, bn − βIm = b
1
n = 0
for x = λ−n , whih yields x = 2, β = 0 and the theorem has been proved.
Lemma 2.2. i) Let λ be an eigenvalue of Kp(τ) and have multipliity m for some τ ∈
S
1 \ {−1, 1}. Then the multiplaers have the form τj(λ) = τ, τj+m(λ) = τ
−1
for all j ∈ Nm.
ii) Let λ be an eigenvalue of Kp(τ) and have multipliity 2m for some τ ∈ {−1, 1}. Then
eah τj(λ) = τ , j ∈ N2m.
Proof. i) The matrix Kp(τ) is self-adjoint. Let Kp(τ)f
k = λfk for some orthogonal eigen-
vetors fk = (fkn)
mp
n=1, k ∈ Nm. If f
k
0 = τ
−1fkp , then the denition of the matrix Mp gives
Mp(λ)(fk0 , f
k
1 )
⊤ = τ(fk0 , f
k
1 )
⊤
. Note that f˜k = (fk0 , f
k
1 )
⊤
dene other omponents of vetor
fk, sine L(τ) has speial form, see (1.4). Then the vetors f˜k, k ∈ Nm are linearly indepen-
dent vetors, sine fk are linearly independent vetors. Then τ has multipliity at least m.
The matrix Mp is sympleti, then τ−1 is eigenvalue of Mp and τ−1 has multipliity at least
m. We obtain rst statement, sine Mp is 2m× 2m matrix. The proof of ii) is similar.
Proof of Theorem 1.2. The statement i) follows from Lemma 2.1.
ii) Suieny. Reall that ifm = 1, then det(M0p −τI2) = τ(τ+τ
−1−2Tp(z/2)), where
Tp(z) = cos(p arccos z) is the Chebyshev polynomial. Moreover, zeros of the polynomial
Tp(z)− cosκ1 are given by λs(eiκ1) = 2 cos
κ1+2pi(s−1)
p
, s ∈ Np.
Thus if J = J0, m > 2, then orresponding monodromy operators Mp satises det(Mp −
τI2m) = τ
m
∏m
j=1(τ + τ
−1 − 2Tp(z/2)), whih yields at τ = eiκ1
det(Mp − e
iκ1I2m) = τ = e
imκ12m(cosκ1 − Tp(z/2))
m = eimκ12m, (2.8)
This implies λs(e
iκ1) = 2 cos κ1+2pi(s−1)
p
, s ∈ Nmp.
Neessity. Let λs(e
iκ1) = 2 cos κ1+2pi(s−1)
p
, s ∈ Nmp. Then the diret alulation implies∑mp
n=1 λ
2
n(e
iκ1) = 2pm, and the statement i) gives J = J0.
iii) The suieny is proved similar to the ase ii).
Neessity. We onsider only the ase e2iκ2 6= 1, the proof of the ase e2iκ2 66= 1 is similar.
Let λs(e
iκ1) = 2 cos κ1+2pi(s−1)
p
, s ∈ Nmp. Using (2.3), (2.8), we obtain
2m∏
j=1
(eiκ1 − τj(z)) = c(−1)
meimκ1
mp∏
n=1
(z−λn(e
iκ1)) = c(−2)meimκ1(Tp(z/2)− cosκ1)
m, (2.9)
4
where c = det
∏p
n=1 an. The eigenvalue λ1(e
iκ2) has the multipliity m, then using Lemma
2.2 and substituting z = λ1(e
iκ2) = 2 cos κ2+2pin1
p
and two multipliers e±iκ2 (given by Lemma
2.2) into (2.9), we obtain
(eiκ1 − eiκ2)m(eiκ1 − e−iκ2)m = c2meimκ1(cosκ2 − cosκ1)
m,
whih yields c = 1. Then the statement ii) gives J = J0.
Lemma 2.3. For any r > 0, s > 2 the following identity holds true
sup
x∈Ps(r)
s∑
1
x2n = 2s
(r
2
) 2
s
,
Ps(r) =
{
(xn)
s
1 : x1 6 .. 6 xs,
s∑
n=1
xn = 0,
∣∣∣∣∣
s∏
n=1
(z − xn)
∣∣∣∣∣ 6 r, all z ∈ [x1, xs]
}
⊂ Rs.
Proof. In the proof we use arguments from [Ku℄. Let ‖x‖2 =
∑
x2n, x = (xn)
s
1 ∈ R
s
. The
set Ps(r) is ompat, then supx∈Ps(r) ‖x‖
2 = ‖x0‖2 for some x0 = (x0n)
s
1 ∈ Ps(r). Introdue a
polynomial p0(z) =
∏s
n=1(z − x
0
n). Let x
0
0 = −∞, x
0
s+1 = +∞. The polynomial p
′
0 has only
real zeros x˜n, n ∈ Ns−1. We will show that eah |p0(x˜n)| = r, n ∈ Ns−1. Assume that there
exist 1 6 n1 < n2 6 s suh that
x0n1−1 < x
0
n1
6 x0n2 < x
0
n2+1
, max
z∈[xn1 ,xn2 ]
|p0(z)| < r. (2.10)
Introdue a polynomial pε(z) =
∏s
n=1(z− x
ε
n), where a vetor x
ε = (xεn)
s
n=1 ∈ R
s
is given by
xεn = x
0
n, n 6= n1, n 6= n2; x
ε
n1
= x0n1 − ε, x
ε
n2
= x0n2 + ε, ε > 0. (2.11)
Using x0 ∈ Ps(r) and (2.10), we obtain
xε1 6 .. 6 x
ε
s,
s∑
n=1
xεn =
s∑
n=1
x0n = 0, max
z∈[xεn1 ,x
ε
n2
]
|pε(z)| 6 r, (2.12)
for suiently small ε > 0. We rewrite pε in the form
pε(z) = p0(z)gε(z), gε(z) =
(z − xεn1)(z − x
ε
n2
)
(z − x0n1)(z − x
0
n2
)
=
(z − x0n1 + ε)(z − x
0
n2
− ε)
(z − x0n1)(z − x
0
n2
)
. (2.13)
Due to x0n1 6 x
0
n2
and ε > 0 we dedue that |gε(z)| 6 1, z ∈ R \ [x
ε
n1
, xεn2 ]. Then (2.13)
yields |pε(z)| 6 |p0(z)|, z ∈ R \ [x
ε
n1
, xεn2] and thus (2.12) gives |pε(z)| 6 r, z ∈ [x
ε
1, x
ε
s], and
xε ∈ Ps(r) for all suiently small ε > 0. There is an estimate
‖xε‖2 =
s∑
n=1
(xεn)
2 =
s∑
n=1
(x0n)
2 + 4ε(x0n2 − x
0
n1
) + 2ε2 > ‖x0‖2, (2.14)
5
sine x0n1 6 x
0
n2
and ε > 0. But (2.14) and the ondition xε ∈ Ps(r) ontradit the identiy
supx∈Ps(r) ‖x‖
2 = ‖x0‖2. Then the assumption (2.10) is not true and eah |p0(x˜n)| = r, n ∈
Ns−1. Note that only polynomials rTs(αz + β), α ∈ R \ {0}, β ∈ R, (here Ts are the
Chebyshev polynomials, i.e. Ts(cos z) = cos sz) have this property, then p0(z) = rTs(αz+β)
for some α ∈ R \ {0}, β ∈ R. We take α, β suh that p0(z) =
∏s
n=1(z − x
0
n),
∑s
n=1 x
0
n = 0
and then p0(z) = rTs(zr−
1
s2
1−s
s ), sine (see [AS℄)
Ts(z) =
1
2
[ s
2
]∑
k=0
(−1)k
s
s− k
Cs−kk (2z)
s−2k = 2s−1zs − 2s−3szs−2 + o(zs−2) as z →∞,
where Cnm =
n!
m!(n−m)!
. Then using Viette formulas we get
Ts(z) = 2
s−1
s∏
n=1
(z − zn) = 2
s−1
(
zs − ξzs−1 +
1
2
(
ξ2 − η
)
zs−2 + o(zs−2)
)
as z →∞,
where zn, n ∈ Ns are zeroes of Ts and ξ =
∑s
1 zn, η =
∑s
1 z
2
n. Then we get ξ = 0 and η =
s
2
.
This gives
sup
x∈Ps(r)
‖x‖2 = ‖x0‖2 = r
2
s2
2s−2
s
s∑
1
z2n = r
2
s 2
2s−2
s η = 2s
(r
2
) 2
s
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