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estimator and finally, the impulse response functions are plotted. More precisely, the response of inflation rate, 
of the unemployment rate and of the interest rate are estimated and interpreted afterwards, after a shock in the 
interest rate level.  
Bernanke, Boivin and Eliasz, 2005show in their study, in which the monetary policy instruments is an 
interest rate, that including only three factors will correct the price puzzle. At the same time, the estimated VAR 
is a low-dimensional one and also, the identification scheme is an easy one. The FAVAR proposed by Bernanke 
et al., 2005 allows for observed variables to be entered in the VAR model besides the set of latent dynamic 
factors, the observed variable being represented by the federal fund rate.  
The principal component analysis is a two-step approach in order to estimate the latent factors, which is the 
first step, and the parameters in the VAR model, which is the second step and therefore allows for estimating 
impulse responses and decomposition of the variance of the prediction error. Lasse Bork, 2009 estimated the 
response of a set of one hundred and twenty series of macroeconomic variables to shocks in US federal fund 
rate and he used the Expectation Maximization algorithm, which is an iterative maximum likelihood estimation 
method. He used the initial set of observable series as part of the measurement equation and the dynamic part of 
the latent factorsis given by the state transition equation. Due to this representation, the responses of all series 
after a change in the interest rate level can be measured. 
A small introduction about dynamic factor models and about the principal component analysis is being done 
under the section entitled Econometric framework. The following section, namely Empirical evidencedescribes 
the set of data and the transformations that were applied before starting the estimation itself. This section also 
includes details about the factors and the informational content of these factors and also the results of the study. 
Thefinalsection, Conclusions, presentsbrieflytheimportantaspectsdescribedbeforeandalsoputsinlightseveralideas 
for furtherresearch. 
2. Econometric Framework 
2.1. Dynamic factor models 
In order to set up the FAVAR model, two basic parts are combined together. The usual VAR model and 
the factor model used to estimate the factors starting from the initial data set. 
Suppose that the initial data set includes N observed variables. The hypothesis used as a starting point 
states that each observable variable can be decomposed into two orthogonal components. The first one is 
common to all variables and it is considered to be Ȥ. And the second one is specific to each variable and it is the 
so-called idiosyncratic component ȟ. The influence of the factors is sees in the behavior of the common 
component. Following is the representation of the evolution of each variable i, at each specific moment in time 
t: 
ݔ௜௧ ൌ ߯௜௧ ൅ߦ௜௧ǡ ݂݋ݎ݅ ൌ ͳǡǥ ǡ ܰܽ݊݀ݐ ൌ ͳǡǥ ǡ ܶݓ݅ݐ݄ܧൣ߯௜௧ߦ௝௦൧ ൌ Ͳǡ ሺ׊ሻ݅ǡ ݆ǡ ݐǡ ݏሺͳሻ 
Moreover, the amount of correlation among the idiosyncratic components is limited. 
       Just as mentioned before, the common component comprises the behavior of the factors, therefore if the 
number of the factors included in the model is equal to q,the common component at time t would be equal to 
߯௧ ൌ ߣሺܮሻ ௧݂, where ߣሺܮሻ is an ܰ ൈ ݍ matrix, polynomial in the lag-operator of finite order s. Considering this 
statement, relation (1) becomes:   
ݔ௜௧ ൌ  ߣ௜ᇱሺܮሻ ௧݂ ൅ ߦ௜௧ሺʹሻ 
where ߣ௜ሺܮሻ ൌ  ߣ௜ǡ଴ ൅ߣ௜ǡଵܮ ൅ǥ൅ߣ௜ǡ௦ܮ௦.  
The static representation of the dynamic factor model in (2), which is driven by ݎ ൌ ݍሺݏ ൅ ͳሻ factors, ܨ௧: 
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൪ ൅ ߦ௜௧ሺ͵ሻ 
This representation can be written in state space form (the measurement and the state equations): 
ܺ௧ ൌ Ȧܨ௧ ൅ߦ௧ሺͶሻ 
ܨ௧ ൌ Ȱሺܮሻܨ௧ିଵ ൅ ȯߝ௧ 
Whereܺ௧ includes the original data series and it is equal to ൫ݔଵǡ௧ǡ ǥ ǡ ݔேǡ௧൯ᇱ,  ߦ௧ ൌ  ൫ߦଵǡ௧ǡ ǥ ǡ ߦேǡ௧൯ᇱis identically 
and independently distributed~N(0,R) and Ȧ ൌ  ሾȦଵᇱ ǡ ǥ ǡ Ȧேᇱ ሿᇱ  is a ܰ ൈ ݎ  loading matrix. The model is a 
stationary one due to the fact that following condition is imposed: the pth order matrix polynomial Ȱሺܮሻ has 
roots outside the unit circle. Also ȯ  is a ݎ ൈ ݍ  matrix and ߝ௧ is i.i.d. N(0,Q). The parameters in ȣ ൌሼȦǡ ܴǡȰሺܮሻǡ ȯǡ ܳሽ and the latent dynamic factors ܨ௧ are unknown and are to be estimated. 
Equation (4) cannot be estimated directly because the factors ܨ௧ are unobservable. Therefore principal 
component methods are used to approximateܨ௧ . Conditional on the factors, the measurement equations are 
normal linear regression models and due to the fact that ߦ௧ ൌ  ൫ߦଵǡ௧ǡ ǥ ǡ ߦேǡ௧൯ᇱis i.i.d. N(0,R), the posteriors for 
Ȧand R are independent over I and the parameters for each equation can be estimated one at a time. And 
conditional on the factors, the state equation becomes a VAR which can be estimated by using Bayesian 
methods. 
2.2. Principal component analysis 
Principal component analysis is a multidimensional analysis technique which has as a main purpose: the 
decomposition of the total variability of the initial causal space with a minimum loss of information. Moreover, 
this decomposition is done by keeping only a small number of components and making sure that it does not 
include informational redundancy. The new characteristics that were obtained after applying a certain 
transformation to the initial characteristics are called principal components and their number is significantly 
smaller than the number of the original characteristics. 
The transformation mentioned before has to be optimal and this optimality consists in assuring a 
representation of the objects with a minimum loss of information when passing from the old characteristics to 
the new ones. Therefore, a condition is imposed: minimizing the loss of information. 
The idea behind the principal component analysis is that the position of the units in the initial system of 
coordinates is not always the best one and there might exist a more relevant way of representation, more 
efficiently, if the informational point of view is considered. The new space, defines with the help of the 
corresponding axes, the new characteristics of the objects. Three aspects are to be mentioned about the new 
system of coordinates resulted following the principal component analysis: much smaller dimension, the axes 
are orthogonal and the new coordinates are maximizing the variance. Therefore, the purpose of the principal 
component analysis is to compute new principal components which are linear combinations of the original 
variables and which are maximizing the variability. The linear combinations with small and insignificant 
variance are removed and only those combinations with maximum variance are kept for the analysis. 
The purpose of the principal component analysis (PCA) is to explain the variance - covariance matrix of the 
original data setby using a small number of  linear combinations of the data series included in the this original 
data set. A linear combination can be written in the following form:  
ݕ ൌ  ܿᇱݔ ൌ  ܿଵݔଵ ൅ǥ൅ܿ௣ݔ௣ሺͷሻ 
Where ܿ௜ǡ ݅ ൌ ͳǤ Ǥ ݌are the coefficients of the linear combination and ݔ௜ǡ ݅ ൌ ͳǤ Ǥ ݌are the original data series. 
This linear combination has the property that var(y) is as large as possible to be found. But because of the fact 
that var(y) can be increased by simply multiplying c by a constant, c is restricted to be of unity length: ܿᇱܿ ൌ ͳ. 
Therefore, the problem that needs to be solved is to find c such that: 
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௖ஷ଴
ܿᇱȭ௫ܿ
ܿᇱܿ ሺ͸ሻ 
Where:ݒܽݎሺݕሻ ൌ  ܿᇱ כ ȭ௫ כ ܿandȭ௫ is a ݌ ൈ ݌variance-covariance matrix of the original data set. 
The solution is therefore given by the eigenvalue-eigenvector pairs ofȭ௫. The first largest variance is given by 
the first largest eigenvalue and it is obtained by replacing the coefficients of the linear combination with the 
corresponding eigenvector, the second largest variance is given by the second largest eigenvalue and it is 
obtained by replacing the coefficients of the linear combination with its corresponding eigenvector, and so on.  
A measure of the amount of information is considered to be the variance, more precisely the proportion of 
the variance of each variable in the total variance. In such a case and considering the statements previously 
made, the variance of a variable is in fact, the corresponding eigenvalue and as a measure for the total variance, 
the sum of all individual variances, which is the sum of all eigenvalues can be considered.  
2.3. The factor augmented VAR 
If the Dynamic Factor Model described in equation (4) is modified by adding new explanatory variables to 
the initial equation which is the measurement one,  the FAVAR model is to be derived and it has the following 
form: 
 
ݔ௜௧ ൌ  ߣ௜ᇱሺܮሻ ௧݂ ൅ߛ௜ݎ௧ ൅ߦ௜௧ሺ͹ሻ 
 
where ݎ௧ is a vector of observed variables including a monetary policy instrument such as the Fed Funds rate 
like in Bernanke et al. (2005) or it can include inflation rate, unemployment rate and money market interest rate 
as it is considered in this paper. The state equation will be also extended and it becomes: 
൬ ௧݂ݎ௧൰ ൌ Ȱଵ෪ ൬
௧݂ିଵ
ݎ௧ିଵ൰ ൅ǥ൅Ȱ௣෪ ൬
௧݂ି௣
ݎ௧ି௣൰ ൅ ȯߝ௧෥ ሺͺሻ 
Conditional on the factors, the measurement equations are univariate normal linear regression models for which 
Bayesian inference is standard. Conditional on the factors, the state equation is a VAR for which Bayesian 
methods can be also applied. 
Identification restrictions are required as for any factor model. For principal components methods, the 
factors need to be orthogonal and this is a specific identification restriction. But this restriction is not enough in 
order to estimate the impulse response functions. For example, anadditional identification scheme is the 
following one:the initial matrix of variables is divided into “slow-moving” variables (they are those variables 
which respond slow to monetary policy shocks) and “fast-moving” variables (they are those variables which 
respond contemporaneously to monetary policy shocks). This approach is the one used in Bernanke et al.,2005. 
3. Empirical Evidence 
3.1. Data and transformation 
A sample of 92 variables is used, over the period 2000:M12 and 2013:M6. These variables cover data such 
as producer price indexes grouped by main activities: industry, mining and quarrying, manufacturing, 
electricity, consumer price indexes, exchange rates, interest rates, monetary aggregates such as M1 and M2, 
volume of work done measured by hours worked, number of persons employed, gross wages and salaries and 
volume indexes of production. All these variables are used in order to extract the factors and three more time 
series are included as standalone variables in the following order: inflation rate, unemployment rate and 
monetary policy interest rate. All series were downloaded from Eurostat as seasonally adjusted in order to 
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ensure consistency regarding the methodology.  The impulse response functions are plotted in Matlab by 
adjusting the code and following the indications provided by Koop and Korobilis, 2009. 
Before starting the estimation, the variables are transformed in order to become stationary and then 
standardized. The following transformations were applied: level (no transformation), first difference, log-level, 
log-first difference. 
In order to check whether a time series is stationary or not, two tests were applied: Augmented Dickey 
Fuller (ADF) test and Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test. Both tests are used for confirmation 
reasons and in order to do the same check, the difference between them being the null hypothesis. Thus if ADF 
test start from the null hypothesis that a data series has a unit root and needs to be differentiated in order to 
become stationary, KPSS asses the null hypothesis that there is no need to adjust or do any transformation to a 
certain data series because it already is stationary. Both tests use a statistic which is computed and a probability 
starting from this statistic and this probability is compared to a significance level. The null hypothesis is 
accepted if and only if the probability of the test is larger than the significance level.  
Once the series are stationary, they are standardized and used in principal components analysis in order to 
extract the factors. As a first step, the factors are extracted staring form the entire sample of 92 time series. 
Variables are separated in slow and fast moving afterwards: consumer price indexes, producer price indexes, 
volume indexes of production, for example, are considered to be slow moving variables. On the other hand, 
monetary aggregates, interest rates, exchange rates are considered to be fast moving variables. 
In the next step, a different set of factors is extracted starting only from slow moving variables dataset and 
finally a multiple regression is ran between the initial set of factors (containing the influence of both slow and 
fast moving variables) and the slow factors and the set of the three variables: inflation rate, unemployment rate 
and monetary policy interest rate. The information that is kept is the one that is obtained after removing the 
impact of fast moving variables from the initial set of estimated factors, so that to be sure that there is no 
redundancy between ௧݂ and ݎ௧, as they were described in the previous section. 
3.2. Factors and information 
Empirical studies, such as Stock and Watson, 1999 showed that most of the variance in the series is captured 
by the first three to seven principal components. Figure 1 shows that the first factor is explaining 15.72% out of 
the total variance, the second factor is explaining 10.79%, the fifth factor is explaining 5.37%, the seventh 
factor is explaining 3.64%, the ninth factor is explaining 2.92%, the eleventh factor is explaining 2.65%, the 
thirteenth factor is explaining 2.14% and the fifteenth factor is explaining 1.94% of the total variance. By 
cumulating, the first two factors are explaining 26.51%, the first five factors are explaining 46.38%, the first 
seven factors are explaining 54.27%, the first nine factors are explaining 60.21% of the total variance or 
approximately 60.21% from the total amount of information, the first eleven factors are explaining 65.61% of 
the total variance, the first thirteen factors are explaining 70.13% and the first fifteen factors are explaining 
74.10% of the total variance or the total amount of information. This percentage can be considered to be large 
enough in order to run the estimation by using a maximum number of fifteen factors. This information is also 
presented in Table 1, for the first 15 factors. 
 
Table 1. Percentage and Cumulative Percentage Variance for the first 20 factors 
 
Factor Percentage Variance Cumulative Percentage Variance 
1 15.72 15.72 
2 10.79 26.51 
3 8.56 35.07 
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Also, if an horizontal line – parallel with the OX axis - would be drown over the Figure 1, in the place with the 
maximum slope, it would be somewhere between the fifth and the fifteenth factor. 
Bernanke et al., 2005 stated in his paper that the number of factors that is suggested by a statistical criterion 
may not coincide with the real number of factors. Korobilis, 2009 also mentioned that choosing a number of 
factors doesn’t necessarily mean that that there is possible misspecification, since three and four factors 
perform really well in many empirical applications. 
 
 
 
 
 
 
 
 
Fig. 1.Percentage Variance explained by each one of the 92 factors, sorted in descending order and the horizontal line pointing towards the 
number of factors 
3.3. Impulse response functions 
In Figure2, the evolution of inflation rate after an increase in the interest rate is plotted, by considering two, 
five, seven, nine, eleven, thirteen and fifteen factors. The more number of factors is chosen, the faster the 
response seems to be. It can be also seen that interest rate decreases in all situations, which is according to the 
theoretical view: investments become less attractive at a higher interest rate level, consumption is also reduces 
in favor of savings, with an ultimate impact on gross domestic product or demand. Lower demand leads to 
lower level of inflation. 
4 5.94 41.01 
5 5.37 46.38 
6 4.26 50.63 
7 3.64 54.27 
8 3.04 57.31 
9 2.9 60.21 
10 2.74 62.95 
11 2.65 65.61 
12 2.37 67.98 
13 2.14 70.13 
14 2.03 72.16 
15 1.94 74.1 
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Fig. 2.Impulse response function of inflation rate after a change inthe  interest rate level and for a horizon of 36 months 
 
 
 
 
 
 
 
 
Fig. 3. Impulse response function of unemployment rate after a change in the interest rate level and for a horizon of 36 months 
 
In Figure3, the evolution of unemployment rate after an increase in the interest rate is plotted, by 
considering also two, five, seven, nine, eleven, thirteen and fifteen factors. Similar with the evolution of 
inflation rate, the more number of factors is chosen, the faster the response seems to be. Unemployment rate, on 
the other hand, increases once the level of the interest rate is increased. It can be also noticed that it stabilizes 
afterwards. This evolution is also according to the theoretical point of view. The reason behind this increase is 
given by the fact that investments become less attractive and the costs for the companies to continue with their 
activity are higher. Therefore, it more difficult for economic agents to invest and this leads to an increase in the 
unemployment rate.  
When comparing to Figure2, unemployment rate seem to be more sensitive to the number of factors that is 
being chosen and both responses are lagged. The impact of a change in interest rate does not have a 
contemporaneous impact on inflation and unemployment rate; instead it is seen with lags. 
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4. Conclusion 
The purpose of this paper is to analyze how changes in interest are impacting the evolution of inflation and 
unemployment rate by using a factor augmented vector Autoregression model where factors are estimated with 
the help of simple principal component analysis and the parameters of the model with the help of Bayesian 
inference.FAVAR model is used instead of structural vector autoregressive model. A sample of 92 variables is 
included in the model, covering the period 2000:M12 and 2013:M6. These variables include data such as 
producer price indexes grouped by main activities: industry, mining and quarrying, manufacturing, electricity 
but also consumer price indexes, exchange rates, interest rates, monetary aggregates, number of persons 
employed, gross wages and volume indexes of production. All these variables are used in order to extract the 
factors and three more time series are included as standalone variables in the following order: inflation rate, 
unemployment rate and monetary policy interest rate. Principal component analysis is then used and the factors 
are extracted. The informational content for each one of the factors is computed and the impulse response 
functions are estimated using two, five, seven, nine, eleven, thirteen and fifteen factors. By using fifteen factors 
74.10% of the informational content is being kept. This percentage is high enough in order to continue with 
estimating the impulse response functions. After an increase of the interest rate level, the level of inflation rate 
decreases, no matter the number of factors. This evolution is according to the theoretical view: investments 
become less attractive at a higher interest rate level, consumption is also reduces in favor of savings, with an 
ultimate impact on gross domestic product or demand. Unemployment rate, on the other hand, increases once 
the level of the interest rate is increased. It can be also noticed that it stabilizes afterwards. This evolution is 
also according to the theoretical point of view. The reason behind this increase is given by the fact that 
investments become less attractive and the costs for the companies to continue with their activity are higher. 
When comparing to the response of inflation rate, unemployment rate seems to be more sensitive to the number 
of factors that is being chosen.As a proposal for further research, the coefficients that were estimated could be 
considered as not being constant, but as changing over time. This would lead to estimating a time varying 
FAVAR model.  
Acknowledgements 
 This work was cofinanced from the European Social Fund through Sectoral Operational ProgrammeHuman 
Resources Development 2007-2013, project number POSDRU 159/1.5/S/134197 ”Performance and excellence 
in doctoral and postdoctoral research in Romanian economics science domain”. The author of this work is a 
PhD student at the Academy of Economic Studies, Bucharest, PhD field: Finance. 
References 
Bernanke, B. S., Boivin, J. and Eliasz, P., 2005. Measuring the effects of monetary policy: a factor-augmented vector autoregressive 
(FAVAR) approach, The Quarterly Journal of  Economics , p. 387 – 422. 
Bork, L.,2011. Estimating US Monetary Policy Shocks Using a Factor Augmented Vector Autoregression: An EM Algorith Approach. 
CREATES Research Paper, http://ideas.repec.org/p/aah/create/2009-11.html. 
Koop, G., Korobilis, D., 2009. Manual to accompany MATLAB package for Bayesian VAR models. 
http://personal.strath.ac.uk/gary.koop/KoKo_Manual.pdf. 
Koop, G., Korobilis, D., 2009.  Bayesian Multivariate Time Series Methods for Empirical 
Macroeconomics.http://personal.strath.ac.uk/gary.koop/kk3.pdf;http://personal.strath.ac.uk/gary.koop/bayes_matlab_code_by_koop_a
nd_korobilis.html 
Korobilis, D., 2009. Assesing the transmission of monetary policy shocks using dynamic factor models. The Rimini Centre for Economic 
Analysis, http://www.rcfea.org/RePEc/pdf/wp35_09.pdf. 
Stock, J. H. and Watson, M. W., 2002.Macroeconomic Forecasting Using Diffusion Indexes.Journal of Business and Economic Statistics, p. 
147 – 162, http://www.princeton.edu/~mwatson/papers/dib_3.pdf. 
