Abstract. We show that H 3 (l 1 (Z + ), l 1 (Z + ) ) = 0. We first use the ConnesTzygan exact sequence to prove that this is equivalent to the vanishing of the third cyclic cohomology group HC 3 (I, I ), where I is the non-unital Banach algebra l 1 (N), and then prove that HC 3 (I, I ) = 0.
Preliminaries
It has been known for some time [1] that l 1 (Z + ), the unital semigroup algebra of N, is not weakly amenable, that is H 1 (l 1 (Z + ), l 1 (Z + ) ) = 0. This may lead one to believe that H n (l 1 (Z + ), l 1 (Z + ) ), the higher simplicial cohomology groups, are also non-zero for n ≥ 2. However, Johnson showed in [7] that the alternating cohomology of this algebra vanishes in all dimensions strictly greater than 1. Then, in a systematic calculation of second cohomology groups, Dales and Duncan [3, Theorem 3.2] showed that the second simplicial cohomology of l 1 (Z + ) is trivial. This leads to the conjecture that all the simplicial cohomology groups of l 1 (Z + ) vanish for n ≥ 2.
In this paper, we show that the third simplicial cohomology group of l 1 (Z + ) vanishes. The proof is harder than one might expect and proceeds by way of a reduction of the H 3 (l 1 (Z + ), l 1 (Z + ) ) question to a question about some cyclic approximate 2-cocycles (which are cyclic 2-cochains having a small coboundary).
In the algebraic analogue of this theorem, where the algebra in question is the polynomial ring C[X], the polynomial ring has dimension 1 as a bimodule over itself and so its second and higher cohomology groups vanish for any coefficient bimodule. The same cannot hold for the algebra l 1 (Z + ). In fact, Dales and Duncan [3] show that H 2 (l 1 (Z + ), c 0 (Z + ) ) = 0, and so not all second cohomology groups of l 1 (Z + ) are trivial, even with coefficients in dual modules.
We now recall some basic results and introduce our notation. Let A be a Banach algebra and let A be a Banach A-bimodule in the usual way. An n-cochain is a bounded n-linear map T from A to A , which we denote by T ∈ C n (A, A . . . , a n−1 , a n a n+1 )(a 0 ) + (−1) n+1 T (a 1 , . . . , a n )(a n+1 a 0 ) .
The n-cochain T is an n-cocycle if δ n T = 0 and it is an n-coboundary if T = δ n−1 S for some S ∈ C n−1 (A, A ). Throughout this paper we use normalized cochains, which are cochains T such that T (a 1 , a 2 , . . . , a n )(a 0 ) = 0 whenever one of the variables a 1 , a 2 , . . . , a n is a multiple of the identity. The linear space of all ncocycles is denoted by Z n (A, A ), and the linear space of all n-coboundaries is denoted by B n (A, A ). We also recall that B n (A, A ) is included in Z n (A, A ) and that the n th cohomology group H n (A, A ) is defined by the quotient
It is a standard fact [4, page 75 ] that normalized cochains define the same cohomology as do cochains.
The n-cochain T is called cyclic if
. . , a n−1 )(a n ), and we denote the linear space of all cyclic n-cochains by CC n (A, A ). It is well known (see [5] ) that the cyclic cochains CC n (A, A ) form a subcomplex of
, and so we have cyclic versions of the spaces defined above, which we denote by BC n (A, A ), ZC n (A, A ) and HC n (A, A ). Note that it is usual to denote the cyclic cohomology group by HC n (A), as there is only one bimodule used, namely A . For the same reason, we will often denote CC
With these definitions, it is easy to check that
is odd, and we note that T = T + + T − . Lemma 1.1. Let T be an n-cochain, and let T op be defined as above. Then the following hold.
Proof. We have, using the definition of T op and the fact that T is cyclic, that
. . , a n )(a 0 ) = (−1) kn T (a n , a n−1 , . . . , a 1 )(a 0 ) = (−1) kn (−1) n T (a n−1 , a n−2 , . . . , a 0 )(a n )
. . , a n−1 )(a n ),
and so T op is cyclic. The converse obviously holds, as (T op ) op = T . The second statement easily follows from the first, and the last immediately follows from the definition and the fact that δ n T = δ n T op .
Reduction to cyclic cohomology
Throughout this section, A = l 1 (Z + ), where
|a n | and multiplication given by the usual convolution multiplication on Z + . We let I be the ideal of A given by
and we let C 0 be the 1-dimensional bimodule given by C 0 = A/I. Proof. Consider the short exact sequence
The dual of this short exact sequence, which is also a short exact sequence, is
This gives us (see [4, Section III, Theorem 3.2]) the long exact sequence of cohomology
) for all n > 0. As in [5, Example 21] , I is a projective, and hence flat I-module, and thus Ext n I (C 0 , I ) = 0 for all n > 0. Therefore H n (I, C 0 ) = 0 for all n > 1. As we can use normalized cochains to calculate cohomology, we have H n (I, C 0 ) = H n (A, C 0 ). Thus H n (A, C 0 ) = 0 for all n ≥ 2, and we can deduce from the long exact sequence of cohomology given above that H n (A, A ) = H n (A, I ) for all n ≥ 2. Using normalized cochains again gives H n (A, I ) = H n (I, I ), which completes the proof.
The next lemma is essentially [5, Example 21] , with the disc algebra replaced by 
there are no non-trivial cyclic derivations.
The proof that HC 2 (I) = 0 is more involved. We must show that any cyclic 2-cocycle T is the coboundary of a cyclic 1-cochain S. So let T be a cyclic 2-cocycle on I, that is, T ∈ ZC 2 (I). We claim that S defined by
where k and N are positive integers such that k < N, is in CC 1 (I) and that δ 1 S = T . Let us prove our claim. For i, j, k and N positive integers such that i + j + k = N , we consider the following:
As T is a 2-cocycle, this is equal to
Thus we have shown that
If S ∈ CC 1 (I), the last equation implies that δ 1 S = T . Thus we need to show that S is bounded, cyclic and normalized.
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The equation above implies
, which implies that S is a cyclic cocycle if S is bounded. We have
and so
We can now prove that S is bounded, using a doubling argument. For a given N , let i be such that
, which must then be zero.
If i < N/2 then we have
Thus we get that max k=1,..
and so S is bounded. Given that S is bounded, we can now conclude that δ 1 S = T and that S is cyclic. It is clear that S is normalized, which completes the proof.
Remark 2.4. An argument similar to the doubling argument used in the last part of the proof is used to prove Proposition 4.9.
Transferring the problem
Our goal is to show that H 3 (A, A ) = 0, and it follows from Theorem 2.3 that this is equivalent to HC 3 (I) = 0. In this section, we show that HC 3 (I) = 0 is equivalent to a problem for some functions defined on points in a simplex which lie on a certain lattice.
To do so, given T ∈ C n (A, A ) and N ∈ N, we define the function T N on the integer n-tuples
We note that the set of points for which T N is defined lie on an n-simplex of size N , and we denote the space of such functions by C n (Σ N ).
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To obtain a complex, we define the maps δ
N , and we can therefore transfer a problem on the complex δ n , C n (A, A ) to a series of problems on the complexes δ n N , C n (Σ N ) . This process can be reversed, as we now show. Starting with T N , we define an n-cochainT ∈ C n (A, A ) bỹ
We say that T N is cyclic ifT (as defined by the preceding formulae) is cyclic, and we denote the space of all such cyclic T N by CC n (Σ N ). Similarly, we say that T N is normalized (respectively, even, odd) ifT is normalized (respectively, even, odd).
It follows from the definition that T N is normalized if it vanishes whenever one of the entries is zero, and T N is normalized and cyclic if it vanishes on the boundary of the simplex, that is whenever one of the entries is zero or when i 1 +i 2 +· · ·+i n = N .
If we have a uniformly bounded family {T N } N ∈I (I ⊆ N), we can defineT ∈ C n (A, A ) using essentially the same formulae, namelỹ
The following facts are then easy to prove and are collected in a lemma for ease of reference.
Lemma 3.1. The following hold.
is a uniformly bounded family such that each T N is cyclic and normalized, thenT (as defined above) is cyclic and normalized.
Proof. By definition, T N is cyclic ifT is cyclic. Hence T N is cyclic iff for all a 0 + a 1 + · · · + a n = N we have 0 , a 1 , . . . , a n−1 ), which proves the first statement.
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To prove the second statement, we have: T N cyclic impliesT cyclic by definition;T cyclic implies δ nT cyclic, as we mentioned earlier (the cyclic cochains form a subcomplex); δ nT cyclic implies (δ nT ) N cyclic, which easily follows from the definitions; and δ n N (T N ) = (δ nT ) N implies the result. The third statement is a simple rewriting of the second. The fourth statement follows from the definition of δ n T N : it is easy to check that if one of the variables i 1 , i 2 , . . . , i n+1 is zero, then all of the terms in the definition of δ n T N (1 1 , 1 2 , . . . , i n+1 ) are zero except for two terms which cancel out. The fifth statement immediately follows from the definitions ofT and T N .
From the second part of the lemma, we see that we can define the spaces
. Given that we wish to show that HC 3 (I) = 0, let us consider T ∈ CC 3 (I). We define T N on the integers n-tuples (i 1 , i 2 , . . . , i n ) such that i 1 + i 2 + · · · + i n ≤ N in the following way. We let
. . , n, and we let
otherwise, that is, if one of the variables is zero or if
If a, b, c, d and e are all non-zero, then δ 
We can now state the following theorem.
Theorem 3.3.
There exists an absolute constant K such that, given N ∈ N and a normalized ω ∈ ZC
The proof of this theorem is rather involved and constitutes the whole of Section 4. Before giving this proof, we state the following corollary which, by Theorem 2.3, implies that the third simplicial cohomology group of l 1 (Z + ) vanishes. Proof. If T ∈ ZC 3 (I, I ), then, for each N ∈ N, T N is a normalized element of ZC 3 (Σ N ). We can therefore apply Theorem 3.3 to obtain that, for each N ∈ N, there exists a normalized
Given that the family φ N is bounded by K T for all N ∈ N, we can define the corresponding normalizedφ ∈ CC 2 (I, I ). It is clear that δ 2φ = T , which proves the result.
Proof of Theorem3.3
The proof of Theorem 3.3 proceeds by the application of several results which form the major part of this section. To simplify the notation, we denote by δ the map δ Proof. The cyclic cocycle ω ∈ ZC 3 (Σ N ) defines a cyclic 3-cocycleω on the polynomial algebra C[X], with coefficients in C[X] , by the same formula used to definẽ T from T N . It is well known that the algebra C[X], the algebraic dual space, has projective bidimension 1, that is, it has a resolution by biprojective C[X] bimodules which has length 1. In fact, this resolution is
where the first map is multiplication and the second sends
. This shows that the second and higher algebraic cohomology groups of C[X] with coefficients in any bimodules are zero. (These facts can be found in [8] .)
It follows from the algebraic Connes-Tzygan exact sequence that We now prove a technical result which will be important later on. Essentially, this proposition enables us to suppose that N is even. 
If b is an integer and x is either an integer or a half integer, then using b = b = b, b + x = b + x and b + x = b + x we can regroup the first, third, fifth and seventh terms on the right-hand side of the equations to obtain
If b is not an integer, we have b + x = b + x and b + x = b + x . Regrouping the first, third, sixth and eighth term yields
Finally, to check that the extension is normalized, we need φ(a, b) = 0 when a + b = N , even if both are non-integer. However, this value is just the average of the values at ( a , b ) and ( a , b ): as each of these pairs is a pair of integers adding up to N , the value of φ at these points is zero.
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Even though this will not be used, we remark that the above process can be repeated and φ extended to all dyadic rationals in the simplex. Then, as each extension is piecewise linear and so continuous, the extension proceeds to points with real coordinates in the simplex, maintaining the cyclic, normalization, cocycle and coboundary properties (with a suitably extended definition of ω).
The next theorem is key: it shows that we can modify φ ∈ CC 2 (Σ N ) in such a way that it vanishes on the diagonal, that is, φ(a, a) = 0 for all a. This will be used to show that the norm of such a normalized φ is bounded by a constant which does not depend on N .
Theorem 4.3. Given a normalized
Proof. We add a coboundary δ 1 N ψ to φ to obtain the desired condition. We ensure that the function ψ is normalized and cyclic, so that δ 1 N ψ is also normalized and cyclic (by Lemma 3.1). The function ψ is defined in terms of the diagonal values of φ extended to Z by periodicity and in such a way that it is an odd function. We defineφ
This function is defined for all x ∈ N, and it has the following useful properties:
We now define
where the infinite sum converges because φ is bounded. We define
Thus, for x ≤ N/2, we have
This shows φ vanishes on the diagonal. We now need to show that φ is still cyclic and normalized, which will follow (by Lemma 3.1) from the fact that ψ is. We have
and thus ψ, hence φ, is cyclic. Clearly ψ(0) = φ(0, 0) = 0 and ψ(N ) = ψ(N − N ) = 0, and so ψ, and hence δφ, is normalized. The proof is complete.
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The next proposition shows that φ can be expressed as the sum of an even and an odd function in a convenient way. Proof. We can write any φ as a sum φ = φ + + φ − , where
This decomposition is simply the rewriting for C 2 (Σ N ) of the general decomposition for C n (A, A ) presented in Section 1. As k n = 4, we have the usual definition for odd and even, that is,
It is clear that φ + and φ − are normalized and vanish on the diagonal. Lemma 1.1 implies that if φ is cyclic, then so are φ + and φ − . It also shows that if δφ ≤ M , then δφ + ≤ M and δφ − ≤ M .
The next lemma shows that the odd function φ − is close to linear in the second variable. 
Proof. We have
which immediately yields the result.
To get a bound on φ − , we use the previous lemma with the following. 
Proof. Without loss of generality, we can suppose f (L) = 0 (by replacing f by f − g) and f (x 0 ) = f ∞ = M ≥ 0 for some x 0 . Thus we only need to show that
and so M ≤ K.
We now proceed to show that φ + is also bounded by some constant which does not depend on N . 
Adding those two equations and using
Applying δφ ≤ M to points a, a, 2b together with φ + (a, a) = 0, we get
The last two inequalities combine to give the desired result; that is, 
Proof. Applying δφ ≤ M to points a, a, b with φ + (a, a) = 0 gives
Using the fact that φ + is even and cyclic together with 2a + 2b = N , we have
Using Lemma 4.10 requires N even, which explains the need for Proposition 4.2. We also note that it is possible to prove the previous lemma (with a slightly different bound) without using the cyclic property. 
Using φ + cyclic and Lemma 4.10 gives the two inequalities 
Proof. As 2c + 2d ≤ N , we have from Lemma 4.8
From Proposition 4.11 and using the fact that φ + is even, we also have
These two inequalities immediately give the desired result. 
Proof. We have the conditions of Corollary 4.12, and so
Proof of Theorem 3.3. Using the results of this section, we can now give a proof of Theorem 3.3.
Proof. Let ω be a normalized element of ZC 3 (Σ N ). By Proposition 4.1 there exists a normalized φ ∈ CC 2 (Σ N ) such that δφ = ω. If N is odd, we extend the definition of φ to points with half-integer coordinates in the manner described in Proposition 4.2, which ensures that φ is still cyclic and normalized. We then extend the definition of ω to points with half-integer coordinates so that δφ = ω on those points as well; that is, we let ω(x, y, z) = φ(y, z) − φ(x + y, z) + φ(x, y + z) − φ(x, y).
It follows from the second part of Proposition 4.2 that this extension does not increase the norm of ω, and it is clear that the extension of ω is still normalized.
Thus φ and ω are defined on half integers, and we can reinterpret them as normalized functions in CC 2 (Σ 2N ) and ZC 3 (Σ 2N ) such that δφ = ω. This shows that we can, without loss of generality, suppose that N is even.
By Theorem 4.3, we can further suppose that we have a normalized φ ∈ CC 2 (Σ N ) such that φ(a, a) = 0 and δφ = ω. Proposition 4.4 implies that φ can be expressed as the sum of an odd and an even function which, by Propositions 4.7, 4.9 and Corollary 4.13, have norm bounded by 
Conclusion
It is our conjecture that all higher order simplicial cohomology group of l 1 (Z + ) vanish, and it would be interesting to find a general argument which would yield this result. However, our initial attempts at doing this have not succeeded.
Another interesting question is to determine the simplicial cohomology groups of l 1 (Z k + ). We believe that it is possible to obtain these, using a Künneth type argument, once we know all simplicial cohomology groups of l 1 (Z + ). In particular, we conjecture that H n (l 1 (Z It is a simple computation to see this is a 2-cocycle. Note that it is odd and nonzero. Any coboundary δψ(f, g)(h) = ψ(g)(hf )− ψ(f g)(h)+ψ(f )(gh) must be even, so φ cannot be a coboundary and so the second cohomology group cannot vanish if k > 1.
