Three-dimensional navigation will be an essential component of low-altitude unmanned rotorcraft operations in urban environments. Successful navigation will require that the vehicle sense the surrounding obstacles, incorporate the data into its world model, and react to new obstacles to ensure both vehicle survivability and satisfactory completion of the mission objectives. A complete navigation solution built on heuristic planning concepts is presented. A fast A*-based 3D route planner is compared with one that constructs 3D routes by executing a 2D planner on plane slices of the terrain. Monte Carlo simulation evaluation and flight test validation results are presented.
I. Introduction
Unmanned rotorcraft have many potential applications in urban environments, such as intelligence, surveillance and reconnaissance missions, homeland defense activities, search and rescue operations, and traffic monitoring. These applications would be greatly enhanced by the ability to operate at low altitudes among the buildings and other obstacles typically present. Navigating among obstacles requires complete and accurate information about the surrounding environment. Information available during mission pre-planning would generally not be of sufficient quality to enable successful and safe navigation. Therefore, the vehicle must sense the environment, incorporate the data into its world representation, and maneuver in a way that ensures both survival and satisfactory completion of the mission objectives. To best utilize the unique maneuvering capabilities of the rotorcraft platform, full threedimensional (3D) reactive navigation is necessary.
An obstacle field navigation (OFN) system should in general incorporate the following components: 1 1) a world representation, 2) a search-space representation and world to search-space mapping, 3) a high level navigation task planner providing overall direction, 4) a 3D route planner, and 5) a trajectory generator to convert the route into
In contrast, a range of heuristic approaches strive to approximate and simplify the route planning problem. The results produced by these methods are usually suboptimal. Their performance is difficult to quantify and can usually only be measured through experimental testing and evaluation. These approaches, however, are generally easier to implement and more computationally efficient. They could enable the inclusion of navigational and operational considerations that would be difficult or impossible to formulate as optimization constraints.
A variety of heuristic route planning methods exist. Potential field methods [8] [9] are simple and elegant, but tend to get stuck at local minima. Probabilistic roadmaps, [10] [11] and rapidly-exploring random trees [12] [13] [14] [15] adopt a somewhat counter-intuitive randomization-based approach. Search algorithms, such as A* and D*, which seek to minimize route cost on a regular grid [16] [17] [18] or a Voronoi graph, 19 occupy the middle ground between the optimization-based and randomized approaches.
The extension of the 2D route planning methods to the 3D case is not trivial. While the constraints of the optimization methods can be formulated in 3D, the computational cost for realistic obstacle fields becomes prohibitive. One approach to reducing that cost is to relax part of the constraints, and after an initial solution is found, to identify and re-apply the violated constraints in the next iteration. 20 Another approach is to combine heuristics-based global route planning with receding horizon local optimization. 21 An assortment of heuristic-based approaches has also been proposed. [22] [23] [24] A sometimes overlooked aspect of obstacle field navigation is the method used to represent the world and store terrain data. Cell-based world representations are probably the most common. They are constructed from discrete units of space, with certain properties being associated with each unit (e.g., passable/impassable, sensed/not sensed). Cell representations are commonly used in heuristic algorithms, such as grid searches. Octrees and quadtrees are popular cell-based representations 1, 18 that, due to their hierarchical nature, provide advantages in data storage and retrieval. Whatever the world representation technique, it is critical that it be capable of quickly responding to queries for obstacle information, as well as incorporating a potentially vast stream of sensor data into the representation in real time.
While significant progress has been made in many component areas of obstacle field navigation, especially route planning, few 3D navigation systems containing all required elements have been tested in flight. [25] [26] The approach to the rotorcraft obstacle-field navigation problem adopted here is based on heuristic planning concepts, because of their ability to provide sufficiently good performance at a low computational cost, and focuses on robustness to uncertainty while satisfying the safety and vehicle dynamics constraints. This paper presents a complete solution to the obstacle navigation problem, beginning with the overall architecture and execution flow of the system. It describes its major components, including a terrain representation, two alternative 3D route planners, and a trajectory generator. It then summarizes the results of two extensive Monte Carlo parametric evaluations, executed in a high-fidelity simulation environment, and aimed at exploring the various performance aspects of the two route planners and the navigation system as a whole. Flight test validation results are presented at the end.
One of the 3D route planners discussed in this paper uses multiple invocations of a 2D planner on plane slices of the terrain representation to produce a 3D route composed of a series of 2D pieces. It constructs and evaluates multiple alternative routes and selects the one with the lowest cost by using fuzzy logic to aggregate the output of different metrics. This route planner is a further development of the previously presented 26 slice-as-you-go route planning method.
The other 3D route planner executes the A* search algorithm on a height map. It plans directly in 3D and requires a single invocation of the A* search algorithm. It works in the integer domain and is three orders of magnitude faster than the plane-slicing planner. Originally geometry-based, this planner was eventually extended to minimize flight time.
II. Obstacle Field Navigation System

A. Architecture
The architecture of the OFN system is shown in Fig. 1 . The system consists of the following main components: 1) an obstacle-detection laser sensor; 2) a terrain representation; 3) a choice between two 3D route planners; 4) a Reactive Navigation Planner, which binds together the rest of the OFN system components; 5) a spline-based trajectory generator; and 6) path-tracking and inner loop control laws. 
B. Execution Flow
The Reactive Navigation Planner is the focal point of the OFN system and ties together its various components. Its execution flow is shown in Fig. 2 . Upon receiving the destination point, it initiates a pre-planning run to generate an initial route based on any available a priori terrain information. To ensure that the vehicle does not fly into areas that have not yet been examined by the obstacle-detection sensor, the route is truncated at the boundary of sensorvalidated space, and speed is controlled so that the next route can be calculated before reaching the end of the current flight path. After sending the trajectory to the path-tracking control laws, the Reactive Navigation Planner enters a loop where it continuously updates the terrain representation from the stream of online sensor data, while waiting for one of the following three conditions to occur: 1) the end of the current flight path is approached, 2) an obstacle is detected inside the flight path safety corridor, or 3) it is time for a scheduled replan to account for newly collected sensor data. Any of these three conditions will initiate a route replan. At each replan session, the Reactive Navigation Planner looks for any invalidated portions of the route and repairs and re-optimizes it. If replanning was triggered by the detection of an obstacle inside the safety corridor of the current flight path, optimization is deferred to the next replan session for immediate obstacle avoidance. The terrain representation of the OFN system (Fig. 3) provides the following key functionality needed for successful obstacle field navigation: the ability to initialize with a priori terrain data, supplement and correct those data with sensor returns, distinguish between sensor-validated and unvalidated terrain and empty space, and fulfill terrain queries in real time. These queries include the retrieval of a height map, the calculation of plane slice edges, and the calculation of minimum distance to obstacles along a route.
The terrain representation is a cell-based, integer-only hybrid data structure with dual data access: directly through the data table, or hierarchically through a quadtree. The hierarchical quadtree [27] [28] structure allows identical adjacent grid cells to be grouped together into larger units ( Terrain information available prior to mission execution can be used to initialize the terrain representation; however, it may be of insufficient resolution, accuracy, and completeness, and must be validated and corrected by the vehicle's obstacle-detection sensor. Moreover, errors in the estimation of the vehicle and sensor attitudes can result in large spatial errors for terrain features sensed from a distance. The terrain representation provides a mechanism for dealing with inaccuracies in the a priori and online sensor data. Two versions of each terrain grid cell are maintained; one is initialized with a priori data, and the other is not. The real-time sensor data is added to the a priori data in the first version, but is used to construct the other version from scratch. When enough sensor data has been collected, the second version becomes active, and the first version is cleared. The process of switching between grid cell versions continues as long as new sensor data is available, ensuring that both inaccurate a priori data and poor online sensor data are eventually corrected.
IV. Plane-Slicing 3D Route Planner
The plane-slicing planner produces a 3D route composed of a series of 2D pieces. Each piece is obtained by invoking a 2D planner on a set of obstacle edges obtained by slicing the terrain representation with a horizontal, vertical or an off-axis plane. To ensure that obstacles close to the slicing plane are not overlooked, and the vehicle maintains the required minimum distance from such obstacles, the plane slices have a thickness equal to the diameter of the safety corridor around the vehicle route (Fig. 5 ). Before they are handed to the 2D planner, the edges of the thick slice are projected onto the slicing plane.
The plane-slicing planner begins by obtaining a horizontal route between the origin and the destination. This route is then optimized by replacing portions of it with up-and-over shortcut hops. Each of the constructed alternative routes contains exactly one new up-and-over shortcut (Fig. 6) . The candidate routes are evaluated, and the one with the lowest cost is selected. This optimization process is repeated iteratively until there is no substantial improvement in route cost, or a pre-allocated route calculation time has expired. 
A. 2D A* Search on an Obstacle Proximity Map
An A* 2D route planner has replaced a previously used Voronoi-based 2D planner 19 as the key component of the plane-slicing 3D planner. It executes the standard A* grid search algorithm on an obstacle proximity map. The value stored at each grid cell of the proximity map is the distance from that cell to the nearest obstacle edge. Grid cells with values below a given threshold are treated as impassable.
The obstacle proximity map is constructed by Bresenham rasterization of line segments and circles on a regular grid. Cells into which an obstacle edge is rasterized record a proximity value of 0; the cells on the two line segments immediately adjacent to that one receive a value of 1, and so on, up to the required minimum distance from obstacles. Also rasterized are circles centered at the two ends of the obstacle edge, of radius from 1 to the minimum obstacle distance. A lower obstacle proximity value is allowed to replace a larger value recorded earlier in that cell, but not vice versa. A sample proximity map and the 2D route calculated by the A* algorithm are shown in Fig. 7a and 7b, respectively. 
B. Route Cost Function
Route Cost and Grading
The plane-slicing 3D route planner uses a route cost function to evaluate and select the best from among a number of alternative candidate routes. Route cost consists of two components: basic route cost and route grade. The basic cost could be route length, flight time, or the energy expended to reach the destination. Route grade is a number in the interval (0.0-bad, 1.0-good], and is a measure of the overall quality of the route, based on several metrics as described below. The ratio of the two is the graded cost that is assigned to the route:
. Taking this ratio ensures that efficient but otherwise low-grade routes will be assigned an inflated cost and rejected in favor of routes that may be less efficient but of better overall quality.
A number of metrics that cover both navigational and operational criteria can be taken into account in determining route grade. The navigational criteria include maneuvering aggressiveness, proximity to obstacles and wind. Operational constraints include exposure to threats 31 and deviation from the assigned flight altitude. The operational criteria were turned off for the work presented here in order to focus on the basic navigation problem.
The grading metrics are calculated for each small segment of the trajectory generated from the candidate route under evaluation. Fuzzy logic is used to combine the output of the metrics into a single numerical grade for that trajectory segment. The final route grade is calculated from the individual segment grades as the geometric average of the minimum and average grades along the trajectory:
The purpose is to lower the grade of routes that are of good overall quality, but contain bottleneck sections that could compromise the safety of the vehicle.
The policy implemented by the fuzzy logic module is to assign the worst grade to trajectory segments that require aggressive maneuvering at full power in the proximity of obstacles, whereas aggressive maneuvering away from obstacles and docile flight close to obstacles will receive higher grades. An example of a rule block of the fuzzy logic module 32 is shown in Fig. 8 . 
Energy Cost
The key route cost that is used in the plane-slicing 3D route planner is the energy expenditure needed to fly a given trajectory, which is calculated as the time integral of the momentary required engine power. To calculate the momentary power needed to achieve the speed, acceleration, and altitude along the commanded trajectory, the energy metric implements a mix of momentum and blade-element theory equations. [29] [30] Figure 9a illustrates the required engine power along a 3D route. 
Maneuvering Aggressiveness
The major metric that forms the route grade is the maneuvering aggressiveness metric. This metric is based on the idea that the assigned velocity and time profiles along the vehicle trajectory permit the calculation of the time history and the rate of change of the vehicle attitude. The metric compares the rate at which the vehicle state is required to change with the limits of the vehicle dynamic capabilities. Routes with lower aggressiveness measures are preferred since they are easier to fly. Figure 9b illustrates maneuvering aggressiveness along a 3D route.
V. A* 3D Route Planner
A. Review of the A* Route Search Algorithm on a 2D Grid
A recently developed alternative to the plane-slicing 3D route planner is the A* 3D planner. In order to explain how the A* algorithm has been extended to produce 3D routes, it is helpful to provide a brief review of the flow of the standard algorithm on a 2D grid. 37 The algorithm begins by adding the route origin to a closed list of grid cells. Next, all cells that are adjacent to the origin and have not been marked as impassable, are added to an open list of cells. In addition to its parent cell, each cell on the open list records three cost values: the cost G to get from the origin to that cell, the estimated cost H to get from that cell to the destination, and the sum of the two F, which is the projected cost to get from the origin to the destination through that cell. Whenever grid cells are added to the open list, they are sorted by the total cost F, and the one with the lowest cost is moved from the open to the closed list. Its neighbors on the grid are in turn added to the open list. Also, if one of the cells to be added is already on the open list, but with a higher cost G from the origin, it is switched to point to the new parent cell. This process continues in a loop until the destination cell is added to the closed list. At that point the route, in the form of a list of traversed grid cells, can be traced back from the destination to the origin by following the parent links. While this route may be optimal with respect to the 8 discrete directions it can take on the grid, it is not smooth and requires further refinement, as will be described below.
A key factor to the efficient execution of the A* search algorithm is the method used to estimate the cost from the current cell to the destination, known as the heuristic. It has been shown that the A* search algorithm produces an optimal route as long as the heuristic does not overestimate the actual cost to the destination. The modified Manhattan distance 37 is one such admissible heuristic, because it takes into account the fact that grid traversal can also happen along the diagonal directions.
B. Extension of the A* Route Search Algorithm to 3D
An A* search on a grid map that has its cells marked as either passable or impassable, and with a fixed cost of moving between adjacent cells, is only the simplest form of that algorithm. Instead of binary information, each grid cell could instead record a variable cost of passing through that cell. Grids recording such information are known as influence maps. The approach taken here to extending the A* route search algorithm to the 3D case is to use a height map as the influence map. The algorithm begins by inflating the original height map in all directions by a distance equal to the desired radius of the safety corridor around the vehicle's route (Fig. 10) . Any route traversing the surface of the inflated height map is guaranteed to maintain a minimum safe distance from the surface of the original height map.
The next step is to execute the A* search algorithm on the inflated height map. Each cell on the route under construction is assigned a height that is either the value of the height map, or the desired flight altitude, whichever is greater. A critical advantage of the A* 3D route planner over the plane-slicing planner is that it can naturally plan routes in both AGL and MSL § § modes. The cost of moving between adjacent cells includes the change in elevation, scaled by a factor to control the tradeoff between moving in the horizontal and the vertical directions. Admissibility of the heuristic can be guaranteed by simply leaving it unchanged from the 2D case and ignoring any differences in elevation.
When tracing back the final route, a step between two adjacent cells of different elevations is recorded by two entries: in the case of climb, the first cell is recorded with its own elevation and again with the higher elevation of the following cell, and in the case of descent, the second cell is recorded first with the higher elevation of the previous cell, and then with its own, as shown in Fig. 11 . § § AGL: Above Ground Level MSL: Mean Sea Level The resulting raw route is unsuitable for aircraft navigation, as it has a broken appearance on the 2D grid, and a staircase-like shape in the vertical dimension (Fig. 12 ). The refinement step is critical to transforming the output of the A* search algorithm into a smooth and efficient 3D route. Route refinement is done by iteratively seeking out the longest sequence of cells that can be dropped from the original route, such that the Bresenham-traversed line segment connecting the two ends of the sequence does not intersect the inflated height map. The result of the route refinement step is illustrated in Fig. 13 .
Route calculation time with the A* 3D planner depends on the size of the terrain grid and the available computational power. Typical route calculation time on a 128 x 128 grid and a standard PC is about 12 milliseconds. 
C. Flight Time Minimization in the A* 3D Route Planner
In the purely geometric version of the A* 3D planner, route cost is equal to the length of the horizontal footprint plus the weighted excursion in altitude along the route. While this setup was shown to produce efficient 3D routes, it was eventually reworked to minimize flight time, in order to improve its performance, and to put it on a sounder foundation with respect to vehicle dynamics and energy cost. The method employed is not a full flight-time optimization, but rather a simplified approach tailored to the A* search paradigm. The simplifying assumptions are that 1) the obstacle avoidance maneuvers are either horizontal turns, or same-heading climbs/descents of a constant slope; and 2) maneuvers are spaced far enough to not interfere with one another, so that each starts and ends at the prescribed cruising speed.
Horizontal turns are assumed to consist of a straight deceleration segment, a constant-speed turn along a circular arc, and a straight acceleration segment to return to cruising speed. Similarly, the vertical maneuvers are assumed to consist of a deceleration segment, a steady climb or descent, and an acceleration segment, all on the same heading. The cost of the maneuver is the extra time it takes to complete it, compared to traversing the same distance at cruising speed. As the cost measure of the A* search algorithm has the units of length, this extra time is converted to an equivalent length penalty by multiplying it by the cruising speed. Since horizontal turns can only take eight possible directions on the A* search grid, their speed and total cost can be pre-calculated from geometry and stored for later use.
The speed at which a climb is executed depends on the slope of that climb, which is defined by the elevation change and the length of the same-heading ground track over which the climb is to be completed. The A* search algorithm permits the route to be traced back from the grid cell where the jump in elevation is encountered, in order to determine that ground track length. As in the case of horizontal turns, total climb cost can be calculated in advance for fixed values of the flight path slope and stored for later use.
Unfortunately, the same approach cannot be used in the case of descent, because when a drop in elevation is encountered by the A* search algorithm, the same-heading ground track over which the descent is to be completed lies ahead and is yet to be determined. Thus, descents are assigned the same empirical cost that was used in the geometry-only version of the algorithm.
VI. Trajectory Generation
The construction of a trajectory that is guaranteed to be within the dynamic limits of an air vehicle is a complex problem. The approach of the trajectory generator 19 used by the OFN system is to fit through the route waypoints a series of Kochanek-Bartels splines. 40 The spline-smoothed route is constrained to remain within the operational corridor of the vehicle. Iterative relaxation adjusts the velocity profile along the trajectory to meet constraints imposed on speed, climb and descent rates, tangential and centripetal acceleration, and yaw rate. Trajectories generated by this approach may momentarily exceed the actual dynamic capabilities of the vehicle; however, any such occurrences are compensated by the path-tracking control laws.
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While the trajectory generator takes into account the initial location and velocity of the vehicle when calculating its trajectory at the end of a route replan session, it is up to the route planner to ensure that the list of route waypoints allows a smooth and safe transition from the old to the new flight path. The following two steps were found successful in addressing the issue: 1) in order to account for the velocity and inertia of the vehicle, calculate the new route, not from its actual location, but from the nearest point ahead of it where it could stop at the allowed deceleration rate; and 2) once the route is calculated, drop from its beginning or move farther out waypoints that are within 1.5 times that minimum stopping distance from the current location of the vehicle, and in the general direction of travel (Fig. 14) . 
VII. Simulation Testing A. Simulation Environment
A high-fidelity simulation environment for extensive testing, evaluation, and performance tuning is critical to the successful development and validation of an OFN system. The simulation environment consists of the following main components: 1) An accurate dynamic model 33 of the Yamaha RMAX helicopter identified from flight data. 2) A laser sensor model with the same characteristics as the spinning SICK laser sensor mounted on the flight test vehicle. The laser sensor model uses the PC graphics card to achieve the high return rate (13,575 hits/sec) of the actual hardware. The sensor simulation allows the testing of different sensor configurations, such as varying fields of view, range, mount angle, etc., which would not be possible with the real hardware.
3) A visualization environment that includes a detailed terrain database of the city of San Francisco (Fig. 15) . 
B. Monte Carlo Parametric Evaluation of the OFN System
Purpose and Method
Two major Monte Carlo parametric evaluations of the OFN system were conducted in this simulation environment. The purpose of the first set of tests was 1) to determine the algorithm configuration parameters that optimize the performance of the two route planners; and 2) to explore how the performance of the OFN system depends on extrinsic and environmental parameters, such as the density of the obstacle field, the resolution at which it is represented, the quality and availability of a priori terrain information, and the characteristics of the obstacledetection sensor.
The measures used to compare the performance of the OFN system under different conditions were route length, flight time, and average speed. These were normalized by a set of values corresponding to a baseline 3D route calculated in advance on perfect a priori terrain data. The results are presented in the form of percentage improvement or deterioration relative to the varied parameter.
A defining feature of the real-time Monte Carlo tests is their long execution time. Each data point in the plots presented here took about three hours to obtain. The data of the first set of tests were collected in about 3500 runs and covered 162 hours of flight time, with a total route length of over 2000 km. On average, a test run was 575 meters long and took 2.8 minutes to complete, at an average speed of 12.4 km/h. When cruise speed was raised to 7.0 m/s for the second set of tests, average speed of the A* 3D planner increased to 15.5 km/h.
Key Results
Route Planner Configuration Parameters
In its geometry-only form, the new A* 3D planner has a single configuration parameter, which is the weighting factor that multiplies the elevation change along the route. A value of unity was found to provide the best performance for the given dynamic limits of the trajectory generator (Table 1) . When the algorithm was extended to include time minimization, the dynamic limits superseded that weighting factor. In contrast, the plane-slicing planner has numerous configuration parameters, which have to be carefully balanced in order to achieve the best route-planning performance for the available CPU capacity. These parameters include the number of terrain-slicing planes, the density of the route-sampling points, the number of sampling point pairs used to construct the candidate up-and-over shortcut hops, the number of optimization rounds, and the time limit imposed on online route replanning. The details 26 of how these parameters affect the performance of the plane-slicing planner are beyond the scope of the present paper.
Resolution of Terrain Representation
The resolution of the terrain representation affects the performance of the OFN system in a number of different ways. A coarser resolution closes passages between buildings, while a finer resolution increases the workload of the plane slicing planner, and to a lesser extent, that of the A* 3D planner. For both planners finer resolution also translates into shorter sensor-validated flight paths and lower average speeds, as the same number of sensor beams spreads over a larger number of terrain grid cells.
In the absence of a priori terrain data, a courser terrain resolution naturally resulted in longer routes (Fig. 16.1a) . The deterioration was faster for the A* 3D planner, whose route length increased by 17% vs. only 3% for the planeslicing planner. With a priori data (Fig. 16.1b) , the A* 3D planner maintained a steady route length up to a resolution of 4 m per grid cell. The route length of the plane-slicing planner deteriorated, instead of improving, for finer terrain resolutions, due to the higher computational load of slicing a fully-populated terrain representation.
At finer resolutions average speed was driven down (Fig. 16.2 a-b) by the increased computational workload, and the reduced length of the sensor-validated trajectory. In addition, due its inability to handle coarse resolutions well, the average speed of the A* 3D planner also deteriorated from 4 m to 8 m resolution, forming a well-defined optimum at a resolution of 4 m per cell. With the exception of the coarsest resolution of 8 m, average speed was better for the A* 3D planner by at least 20%, due to its superior route calculation time.
Accordingly, time to the destination ( Fig. 16. 3) was better for the A* 3D planner by 10%-20% or more. Note that due to the overwhelming computational workload, the performance of the plane-slicing planner collapsed for the finest resolution of 1 m per cell when the terrain representation was populated with a priori data. 
Obstacle Field Density
A key characteristic of the OFN system is the rate at which performance degrades as the density of the obstacle field increases. For low altitude routes, the obstacle field would appear as many tall buildings (more dense), while for routes at higher altitudes the buildings would appear shorter and fewer in number (less dense). This provides a method for executing tests at the desired obstacle density by varying the altitude of the route start and end points. Volumetric obstacle density was defined as the fraction of occupied space from one safety corridor width below the assigned flight altitude to one safety corridor width above the top of the highest obstacle (Fig. 17 ). Typical density at ground level was found to be about 20%, and the maximum obstacle density for which a good set of test cases could be constructed was less than 10%. Without a priori terrain data, time to the destination (Fig. 18a ) deteriorated by about 22% for both route planners. With a priori data, the time (Fig. 18b) of the plane-slicing planner deteriorated by 8%, while the time of the A* 3D planner did not deteriorate. Throughout, the A* 3D planner maintained about 15% advantage in average speed, due to its nearly instantaneous route calculation time. As a result, its time to the destination was better than that of the plane-slicing planner by 15%-25%.
Quality and Availability of A Priori Terrain Data
A priori terrain data of varying quality were generated offline from the terrain database and used to initialize the terrain representation. The resolution of the a priori terrain data, as tested with the plane-slicing route planner, was not found to have a significant effect on OFN performance, due to the mechanism built into the terrain representation for correcting inaccurate a priori and online sensor data. When that resolution of the a priori data decreased from 2 m to 16 m, the optimality of the flight path deteriorated by only 5% (not shown). The OFN system was also found to be resilient to offset error in the a priori data; the performance deterioration was only 5% for offsets of up to 15 m from the true location of the obstacles (not shown).
The availability of a priori terrain data was found to consistently and substantially improve OFN performance while decreasing the sensitivity of the navigation system to variations in both the configuration and the external parameters. One such example is the variation of OFN performance with terrain density (Fig. 18a vs. 18b ).
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Sensor Specs
In the absence of a priori terrain data, OFN performance expectedly showed strong dependence on sensor range. The improvement in flight time was due primarily to the higher speeds allowed by the longer sensor ranges (Fig.  19a) , while route length remained relatively unchanged. A sensor range of at least 70 m was found to be necessary for acceptable OFN performance, and the 82 m range of the SICK laser sensor mounted on the flight test vehicle happens to be right above that threshold. Doubling sensor range to 150 m would improve flight time by 25%.
While the sensor model used in the Monte Carlo tests provided perfect terrain sensing, a practical limiting factor on sensor range would be the accuracy of the estimation of the sensor attitude. This limitation would become especially evident if the terrain representation provides no mechanism for the correction of inaccurate sensor data.
Sensor field of view (FOV) was not found to have a significant effect on route length (Fig. 19b) , but a narrow FOV resulted in lower average speed and increased flight time. An FOV of 90º was found to be sufficient for good OFN performance, and increasing it to 180º would improve flight time by another 7%. There was no increase in the safety corridor violations for the tested FOV range of 60º-180º, but presumably there is a threshold below which the OFN system would break down. 
B. Evaluation of the Effect of Route Cost Measure on Performance and Dynamic Behavior
Purpose and Method
The purpose of the second set of Monte Carlo tests was 1) to compare the performance and dynamics of the geometry-based A* 3D planner to those of the energy-minimizing plane-slicing planner; and 2) to investigate how, in general, the choice of the route cost measure to be minimized affects the performance of a route planner. The latter was done by running the plane-slicing planner in three different configurations, with route length, flight time, and energy as the route cost measure to be minimized. The fuzzy logic module was turned off for the duration of these tests.
In addition to the basic performance metrics of route length, duration, and average speed, this study looked into a number of other metrics that characterize the dynamic performance of the route planners, including average engine power, mileage, the steadiness of speed, velocity, heading and altitude along the commanded trajectory, and the variation in roll, pitch, and yaw in the actually flown path. In order to bring out the dynamic behavior of the two route planners, these tests were performed without the use of a priori terrain data, and with increased dynamic limits of the trajectory generator (Table 1 ). With this higher speed limit, and after some performance improvements, the average speed of the A* 3D planner reached 4.3 m/s (15.5 km/h).
Key Findings
The comparison showed that the routes produced by the A* 3D planner had the same length and average power as the plane-slicing planner (Fig. 20.1) . However, the A* routes were flown at 13% higher average speed, due to the difference in route calculation time; accordingly, time to the destination and mileage were about 15% better for the A* planner (Fig. 20.1) .
Dynamically, the A* 3D planner was found to be somewhat inferior ( Fig. 20.2 ). Although its speed was slightly more stable, it had 7% more variation in heading, and 21% more variation in altitude. When it was eventually reworked to minimize time, its dynamics noticeably improved ( Fig. 20.2) . The overall stability of the velocity vector nearly matched that of the plane-slicing planner. Speed stability advantage increased, although heading stability fell farther behind. The most significant change was in altitude variation. The combination of more heading change and less altitude variation, relative to the plane-slicing planner, indicates a bias for horizontal obstacle avoidance maneuvers. This is due to turn cost being based on the maximum theoretical speed for the given turn angle, rather than the lower speed actually assigned by the trajectory generator. While this is easily tuned, it highlights a conceptual difference between the two planners: trajectory generation follows route planning with the A* planner, but is part of the route planning process of the plane-slicing planner.
With time minimization, average speed of the A* 3D planner improved by 4%. However, this was offset by a proportional increase in route length, so time to the destination remained unchanged (not shown). The results of the second part of this study are also presented in the form of bar plots, in which the performance of the three different configurations of the plane-slicing planner -with length, time, and energy as the route cost measure -are shown as percentage improvement vs. the performance of the A* 3D planner, which was used as the normalizing benchmark. Note that a negative improvement value indicates deterioration relative to that benchmark.
A key observation was the behavior of the plane-slicing planner with length as the route cost measure. Without the use of an energy metric or some other way to distinguish between horizontal and vertical flight, it showed a propensity for flying up and over obstacles, rather than around them. This resulted in a steady heading (Fig. 21.1 ), but a lot of altitude variation ( Fig. 21.2 ), which in turn caused a slightly lower average speed (Fig. 21.3) , and slightly higher average power (Fig. 21.4) . The combination of the two deteriorated mileage by 5%, compared to energy as the route cost measure (Fig 21.5) .
In the absence of a priori terrain data, and with a short sensor range of 80 meters, this tendency to fly up and over obstacles provided an unexpected advantage: preferring to climb up presented the vehicle with a top-down view of the obstacle field, and more complete terrain information on which to base route calculation. The other route planner configurations would favor horizontal maneuvers, only to run into new and until then occluded obstacles "around the corner." As a result, route length of the plane-slicing planner was 11% shorter that in the other two configurations (Fig. 21.6) , and its time to the destination was 8% better (Fig. 21.7) . The other key observation was that flight time is close to energy as a cost measure aimed at optimizing the output of the plane-slicing planner. The advantage of time over energy is that it is calculated as a byproduct of trajectory generation, thus eliminating the need for a sophisticated power and energy metric.
Discussion of Test Results
The advantage of energy over route length as the cost measure of the plane-slicing planner was found to be only 3% for flight speed (Fig 21.3) , 1% for engine power (Fig. 21.4) , and 5% for mileage (Fig. 21.5) . A parallel offline study, in which the planners were executed on perfect a priori terrain data, also showed minimal dependence of flight time (Fig. 22.1 ) and mileage ( Fig. 22. 2) on the route cost measure. There were two differences in comparison with the online case: 1) offline route calculation time had no impact on flight speed, so the A* planner lost its advantage in time to the destination; and 2) full a priori terrain data was available, so route length as the cost measure of the plane-slicing planner lost its advantage of presenting a better top-down view of the obstacle filed. Note that the measured improvement of average power with speed is consistent with the helicopter still being on the descending side of the power bucket at these speeds.
The use of route length in place of energy was also not found to have a significant negative effect on the dynamic behavior of the vehicle. For velocity vector steadiness, the advantage of energy over route length was only 2% (Fig. 21.8 ). This was due to two reasons: 1) optimizing route length results in a "stretched rubber band" route, which is as close to a straight line as the terrain would permit, and naturally minimizes the need for sharp turns and steep climbs; and 2) even when the route planner ignores vehicle dynamics, that is accounted for in the subsequent trajectory generation phase through the dynamic limits shown in Table 1 .
In light of these results, it is not surprising that the then geometry-based A* 3D route planner was demonstrated to be a viable alternative to the energy-based plane-slicing planner. Length could be used efficiently as the route cost measure of the A* planner because of the provision to distinguish between horizontal and vertical flight. While not superior in every respect, the A* 3D planner has the critical advantage of being three orders of magnitude more computationally efficient than the plane-slicing planner.
VIII. Flight Tests
Flight test validation of the OFN system was performed on the U.S. Army Autonomous Rotorcraft Project's Yamaha RMAX aerial vehicle, [35] [36] pictured in Fig. 23a . It has a 10 ft rotor diameter and a gross weight of 172 lb, including 30 lb of payload. Its maximum speed is 40 knots, and its endurance is 1 hour. The helicopter is instrumented with a NovAtel SPAN LN200 Inertial Navigation System, and two Pentium III PC104 computers, of which one is used for flight control and the other for obstacle navigation. Sensors include a pair of stereo vision cameras and a hemispherical LADAR. The hemispherical LADAR system is comprised of a SICK LMS291-S05 line scan LADAR coupled to a custom rotating servo mount (Fig. 23b) . The LADAR is a Class 1 (eye-safe) near-infrared scanning laser measurement system. It has a mirror rotating at 75 Hz and produces a 180º line scan with a return every 1.0º. The maximum range is 82 m but is degraded if the material reflectance is less than 75%. The unit housing and internal structure have been remanufactured to reduce the weight from 10 lb to 3.5 lb.
The servo mount rotates the SICK LADAR at 30 rpm, providing a complete hemispherical scan pattern for each half revolution at 1 Hz. The axis of rotation is oriented 45º downward relative to the nose of the helicopter. Power and communications between the SICK unit and the main avionics payload is passed through a brushless slip ring. The installed weight of the LADAR and its mount is approximately 6 lb.
Sensor returns were rectified into inertial coordinates using the pose information generated by the NovAtel SPAN INS. The resulting point cloud populated the onboard terrain representation used by the route planner. Figure  24 shows an example point cloud and the corresponding terrain representation. In the early tests the OFN system was run on the ground, with sensor data streaming from the helicopter to the ground station over an 802.11 link and waypoint commands being sent in the opposite direction over a 900 MHz radio modem connection. Ensuring reliable communication between the moving helicopter and the ground station proved difficult. Bandwidth bottlenecks and network latency resulted in low quality of flight. This was resolved by moving the navigation system to the onboard computer. In spite of the small size of the obstacle field, tests with the plane-slicing route planner running onboard showed marginal performance, due to the limited CPU capacity. With the introduction of the A* 3D planner CPU power ceased to be the limiting factor.
The first major impact of the flight tests on the obstacle navigation system was the realization that the Inertial Measurement Unit (IMU) of the helicopter did not have the required accuracy for obstacle field navigation and could not be significantly improved through calibration. 35 The resulting inaccuracy in the sensor returns prompted the development of the terrain representation mechanism for dealing with poor online sensor data, described earlier.
Obstacle navigation performance improved, but the problem was not fully resolved until the replacement of the IMU with a more accurate unit.
No a priori terrain data were used in the flight tests around the DART site, and all obstacle information was collected online. This was at first hindered by the mounting of the rotating laser sensor, whose axis was oriented at an angle of 60º below the horizontal to accommodate an autonomous landing task. The mounting was reworked to raise the angle to 45º. While that is still well below the optimal horizontal orientation, the change resulted in a substantial improvement in average speed and the predictability of route selection.
During autonomous flight, "bumper" code independent of the navigation system monitors the LADAR returns and compares them with the commanded flight path, ready to stop the vehicle if it is directed into an obstacle. So far, the navigation system has not endangered the safety of the helicopter, and there have been no interrupts by either the "bumper" monitor or the safety pilot. However, flight tests revealed that human depth perception at a distance is poor, and a safe situation could be perceived by the two-person safety team as a near collision even from a favorable view point. The workload of the safety team has thus been higher than the limited flight speed would suggest.
The tests have progressed to the phase of longer runs with multiple waypoints and backtracking routes through previously visited terrain. Flight path changes as frequent as once every 3 seconds are seamless, and with no negative effect from winds up to 10 knots, turbulence, or airflow interaction with obstacles. Figure 26 shows an example ground track of a test run at the DART site. 
IX. Conclusions
The heuristic approach to the obstacle navigation problem can successfully handle the uncertainties associated with the vehicle, sensor, and terrain factors that are important to the implementation of a practical navigation solution.
A high-fidelity simulation environment in which to conduct extensive testing, evaluation and tuning is indispensable to the development of a robust obstacle navigation system.
The two-phase approach of separating route planning from trajectory generation, and using simplified dynamics in the route-planning phase, is computationally efficient and has no significant adverse effect on the dynamic quality of the flight path, at least for the tested speeds up to 7.0 m/s.
Flight time is a good substitute for energy as a cost measure aimed at maximizing route-planning performance. When the geometric A* 3D route planner was reworked to minimize flight time its dynamics improved, although the 4% increase in average speed was offset by a proportional increase in route length.
A fairly coarse terrain resolution of 4 m, or about one rotor diameter, is sufficient for successful obstacle navigation. A sensor range of at least 70 m, and a field of view of 90º, are necessary for acceptable navigation performance of a small rotorcraft UAV in an urban environment. The availability of a priori terrain data substantially improves time to the destination.
Compared to the plane-slicing 3D route planner, the A* 3D planner provides similar or better overall performance at a small fraction of the computational cost. The fundamental limitation of the complex planeslicing planner, which at times fails to produce a solution, stems from its iterative use of a 2D planner to construct 3D routes.
