Abstract
Introduction
Human eyes play an important role in face analysis and they are considered the most salient and stable among all other facial features. This is because the eye area contains a lot of important information for distinguishing different individuals. In addition, the influence of light and expression changes on the eye position and distance is the least, so the size, the location and the image-plane rotation of face in the image can be normalized by only the position of both eyes [1] [2] [3] . Therefore, precise eye location has been a necessary step for many face-related applications such as face registration, face recognition, face validation, face clustering, blink detection, gaze tracking, video indexing, and so on.
There are a lot of methods have been proposed for eye localization in recent years. Commonly used eye location algorithms consist of template-based, color-based, knowledgebased, model-based, network-based and motion-based approaches. Yuille et al. [4] used a deformable template to perform this task. Although it can provide not only the location of an eye but also the contour of the eye, its computation is expensive. Lam et al. [5] introduced the concept of eye corners to improve the deformable template approach. Saber et al. [6] and Jeng et al. [7] proposed to use facial features geometrical structure to estimate the location of eyes. Thilak et al. [8] proposed an algorithm to obtain the eye windows pair by using a simple threshold on HSV color space. Kawaguchi [9] has proposed an algorithm by using Hough transform to measure the fitness blobs to the image, and then select the pair of blobs with the smallest cost as the irises of both eyes. However, robust edge detection is required before the application of Hough transform. Feng and Yeun [10] employ multi-cues for eye detection on gray images using model-based variance projection function, it has the advantage of high calculate speed, but it is less accuracy. So, robust and precise eye location is still a challenging task.
Based on what have been introduced above, if we can adopt a simple eye feature description strategy which is robust to illumination changes and have low computation cost, that problem will be resolved to some extent. Motivated by this, in this paper, a method that based on ratio local binary pattern and region gray projection is presented, which can be designed to search for gray distribution characteristics of eyes. Even if no edge detecting, color model, gray balance or contrast enhancement are involved, the algorithm can work well under various situations. Our primary contribution is the model which is able to achieve both high spatial accuracy and robustness.
The rest of this paper is organized as follows. A new feature extraction method is described in detail in section 2. Section 3 described the overall precise eye location program including face detection, eye candidate extraction, and precise eye center location by using the AdaBoost algorithm, gray projection method and boundary tracking method, respectively. Section 4 presents the simulation and the experimental results. We evaluate the proposed method in terms of accuracy and efficiency using representative datasets. In section 5, the discussion is presented.
Ratio local binary pattern

Original LBP
As one of the feature descriptors, local binary pattern is brilliant because of its low computation cost and texture description ability, it have gained increasing attention in facial image analysis due to its robustness to challenges such as pose and illumination changes [11] [12] [13] [14] .
The original local binary pattern operator is a powerful method of texture description introduced by Ojala [11] [12] , it describes the surroundings of the pixel by generating a bit-code from the binary derivatives of a pixel in an image. At a given pixel position ) , ( shows an example of how to compute the LBP value.
Figure1. An example of basic LBP operator
Ratio LBP
From the original local binary pattern, it can be seen that the traditional LBP operator mainly considers whether one pixel value is larger than the surrounding neighborhoods, if it is true, the calculation result will be 1, otherwise 0. Though it can describe the texture information and can Suppose c i is the gray value of the central pixel, and n i is the gray value a neighbor pixel, then the quantities relationship will be described as:
where k is the ratio of two gray values, 1  k . Then, the encoding value of RLBP will obtained by giving different weights to every neighbours. The expression is: RLBP encoding by changing k . Motivated by this, in a human face, the eyes and skin will have larger gradients; if we select the ratio k suitably, the eyes region will be extract quickly, so it is suitable for eye detection.
Eye localization based on RLBP
Face region detection
Currently, the AdaBoost-based methods are popular for fast object detection since they can achieve excellent balance between detection accuracy and computational efficiency [16] [17] [18] . Viola and Jones first apply Discrete AdaBoost in frontal face detection.
The standard AdaBoost algorithm produces a binary decision, e.g. face or non-face. Friedman suggested a method for using the output of AdaBoost to make reasonable estimates of such conditional probabilities. Standard AdaBoost learns a "strong classifier" H(x) by combining a set of "weak classifiers" h i (x) using a set of weights a i .
Where h i (x) is the weak classifiers, a i is the weights. The selection of features and weights are learned through supervised training off-line.
The face region detection result is shown in Figure 4 . 
Eye candidate detection
Geometrical projection function was used to do precise eye-location within the eye window, In this paper, we used it for searching the rough eye windows. Variance projection function has the performance of sensitive to the intensity changes; it will show obvious peaks in the areas changing rapidly.
Eye window can be formed by extending the region around eye center to a certain area which will be further described in the sections below. 
Precise eye location
Obviously, gray projection is a simple method, which is able to lock the eye region quickly by making use of the features of the eyes with lower gray value [19] . But it is easily disrupted by the low quality of the photos, as well as the brows, mouth, and other regions of low gray scale. So the eye window we obtained is the rough eye region, it need precise eye location if we want to get the precise eye center.
To a rough eye window, it contains the pupil, which has the lower gray values compared to the surrounding regions. Then, by using the different characteristics of eye and surrounding regions, we can accurately locate eye centre. The main steps are as follows:
Step1: Crop the eye window and save it as a new image.
Step2: Determine the filter window function, conduct linear filtering. In this paper, filtering window size is 3×3 pixels.
Step3: Extract threshold with Otsu method, realize the segmentation and binarization.
Step4: Take the image centre as a starting point for boundary tracking.
Step5: Remove the miscellaneous point area, obtain the pupil area.
Step6: Calculate the pupil centre by using centroid method.
Step7: Calculate the absolute coordinates of two eyes in original image.
Step8: Annotate symbol '+' and draw a rectangular box. The separated eye windows and their centre locations are as shown in Fig.6(a) , and the corresponding coordinates of the eyes in original image are shown in Fig.6 (b) . 
Experimental results analysis
The experimental system was developed with Matlab2008a and Intel OpenCV (Open Source Computer Vision) Library under Microsoft windows XP Professional. The experiment was conducted on a personal computer with a CPU of Intel Pentium 2.8G Hz and memory of 2GB.
Metric rule of errors
In order to evaluate the precision of eye localization, a scale independent localization criterion [20] [21] is used. This relative error measure compares the automatic location result with the manually marked locations of each eye. Given the true positions of the eye centers annotated manual, the eye localization accuracy is expressed as a statistics of the error distribution made over each eye (usually the mean or the maximum), measured as the Euclidean pixel distance .
The measure, which can be considered a worst case analysis, is defined as
where the L C and R C stand for the eye positions outputted by the localization module, while the values L C and R C are the actual coordinates of the right and left eye centers, respectively.
This measure, which normalizes the localization error over the inter-ocular distance, is scale independent and therefore it permits to compare datasets characterized by different resolutions of the face region.
At a given error E of one eye, the human eye location accuracy is defined as
where E e N  is the number of samples whose eye location error contents E RE   , and N is the total number of all samples.
We refer to it for the quantitative evaluation of both methods of eye detection and eye localization. Regarding the former, we observe that there is a general agreement that 25 . 0  RE  is a good criterion to identify correct eye detection.
Databases and samples
In this paper we present our eye localization method in details, showing its performance on JAFFE and Caltech databases, and comparing it with the other algorithms. JAFFE database is a set of 213 images of 7 different expressions posed by 10 Japanese females with 2-4 images for each expression [22] . Caltech database is collected by Markus Weber at California Institute of Technology which has 450 face images of 896 x 592 pixels, Jpeg format, 27 or so unique people under with different lighting, expressions and backgrounds. Some eye location examples from above databases are shown in Fig.7 . All the eyes located are annotated the symbol '+' of the size 5×5 pixels and drawn a rectangular box around the centre by using our method. Fig.7 shows examples of the images for which the proposed algorithm could correctly detect the centres of both eyes. 
Experiment on Caltech database
We evaluate our algorithm on the Caltech database which contains frontal face images collected under uncontrolled conditions. Fig.8 shows the experimental result of eye detection by the proposed method. In this figure, the horizontal axis is the relative error, and the vertical axis is the accumulated distribution, which represents the percentage of detected eyes with smaller relative error than the corresponding value at the horizontal axis. 
Experiment on JAFFE database
In order to test the performance of the proposed method, another experiment is designed on JAFFE database. The comparison of proposed method and the other different traditional methods is shown in table 1. Proposed method 100
As shown in Table 1 , the proposed eye detection method achieves higher detection rate than other existing methods. Among 213 cases in the experiment, 100% cases are correctly detected.
From the above analyses and comparison, we can find that the proposed method is effective for those images with different brightness conditions. The method based on RLBP is more robust and has better location performance.
Conclusion
This paper presented a robust and precise eye localization algorithm on gray intensity face images. Unlike the traditional method, it needs nearly no pre-processing such as denoising, filtering, gray normalizing, et al., and it is simple and has less computation. The method includes three steps mainly, namely face detection, eye windows detection and precise eye location. In the face detection stage, an efficient method is used to search for the pure face region and crop it from the facial image. Then the RLBP encoding and gray projection method are conducted on the pure face and two eye windows are got. After these steps, the boundary tracking and centriod method are adopt for the precise eye location, All the eyes located are annotated the symbol '+' and drawn a rectangular box around the centre. The experiments have been carried out on a wide set of images extracted from databases. Experiments show that the algorithm for eye location is efficient and robust.
