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KNAPP–STEIN TYPE INTERTWINING OPERATORS FOR
SYMMETRIC PAIRS
JAN MO¨LLERS, BENT ØRSTED, AND YOSHIKI OSHIMA
Abstract. For a symmetric pair (G,H) of reductive groups we con-
struct a family of intertwining operators between spherical principal
series representations of G and H that are induced from parabolic sub-
groups satisfying certain compatibility conditions. The operators are
given explicitly in terms of their integral kernels and we prove conver-
gence of the integrals for an open set of parameters and meromorphic
continuation. We further discuss uniqueness of intertwining operators,
and for the rank one cases
(G,H) = (SU(1, n;F),S(U(1,m;F)×U(n−m;F))), F = R,C,H,O,
and for the pair
(G,H) = (GL(4n,R),GL(2n,C))
we show that for a certain choice of maximal parabolic subgroups our
operators generically span the space of intertwiners.
Introduction
Intertwining operators of various forms have been a cornerstone of group
representation theory, both for classical applications in physics, for under-
standing the structure of induced representations, and more recently in con-
nection with the study of branching laws. For a unitary representation π of
a Lie group G, the branching with respect to a closed subgroup H means
considering the restriction of π to H and finding its irreducible constituents.
One may ask similar questions for the category of smooth representations,
and alternatively with reductive groups for the algebraic category of Harish-
Chandra modules. In general such problems are very complicated, and one
has to restrict to subclasses of groups and representations where useful an-
swers are to be found. T. Kobayashi [21] has as part of his program in-
troduced the notion of symmetry breaking operators, much in the spirit of
the notion of symmetry breaking in physics; these are operators in the space
HomH(π|H , τ) for representations π of G and τ of H, say in the smooth
category. He posed the following problem:
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Problem 1 ([21, Problem A]). Construct explicitly symmetry breaking op-
erators in HomH(π|H , τ), and classify them.
For several pairs (G,H) of classical groups Sun-Zhu [34] recently showed
that the space HomH(π|H , τ) is at most one-dimensional for all irreducible
smooth representations π and τ of Casselman-Wallach type (see also [1] and
references therein). General bounds on the number of symmetry breaking
operators are proven by Kobayashi–Oshima [24]. A first example with a
complete description of HomH(π|H , τ) for π and τ in a certain subclass
of representations is given by Kobayashi–Speh [26, 27]. Other examples
of symmetry breaking operators are differential operators such as the Juhl
operators or the Rankin–Cohen brackets and their generalizations, see e.g.
[3, 23, 25] and references therein.
In the present paper we shall explicitly construct a family of symmetry
breaking operators in the setting where (G,H) is a reductive symmetric pair.
These operators are natural extensions of the Knapp–Stein operators [18, 19]
intertwining between parabolically induced representations, in our case from
representations of G to representations of H. As the classical Knapp–Stein
operators, our new symmetry breaking operators are singular integral oper-
ators which we define in terms of their integral kernel. Our construction
generalizes operators previously studied in the context of invariant trilin-
ear forms as well as a family of operators studied in [26, 27] for rank one
orthogonal groups.
While we have to impose some technical conditions on the groups in
question, the basic idea of our construction is rather simple, and we have
tried to make it accessible in the spirit of Knapp–Stein operators. Also,
we have indicated a number of examples and future directions of research;
we expect that our operators give new interactions with other fields such
as branching problems, automorphic functions or harmonic analysis on the
homogeneous spaces (G×H)/∆(H) with ∆(H) ⊆ G×H being the diagonal
embedding of H. In fact, in [31] the first and the last author already used
the family of intertwining operators to derive the full branching law for the
restriction of complementary series representations of SO(1, n) with respect
to a symmetric pair. Further, the first and the second author combine in
[30] the explicit form of our integral kernels with a certain multiplicity-one
property to derive estimates for the restriction of automorphic functions.
Finally the integral kernels of our intertwining operators can be viewed as
H-invariant distribution vectors on tensor product representations of G×H
and therefore are related to harmonic analysis on the space (G×H)/∆(H)
(see Remark 3.7).
We now describe our results in more detail.
0.1. Symmetry breaking operators. We restrict our attention to a cer-
tain subclass of representations π and τ . For this let G be a real reductive
Lie group in the Harish-Chandra class and P =MAN a parabolic subgroup.
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Denote by a the Lie algebra of A and write
IG(ν) = IndGP (1⊗ e
ν ⊗ 1)
for the spherical principal series representation of parameter ν ∈ a∗C (smooth
normalized parabolic induction). Suppose that (G,H) is a symmetric pair
with corresponding involution σ, i.e. H is open in Gσ. For a parabolic
subgroup PH = MHAHNH of H we also consider the spherical principal
series representation
IH(ν ′) = IndHPH (1⊗ e
ν′ ⊗ 1)
of parameter ν ′ ∈ (aH)
∗
C where aH is the Lie algebra of AH . We then study
Problem 1 for spherical principal series representations:
Problem 2. Construct explicitly symmetry breaking operators in HomH(π|H , τ)
for π = IG(ν) and τ = IH(ν ′), and classify them.
0.2. The classical Knapp–Stein intertwiners. For the case H = G this
problem has been well studied and symmetry breaking operators are pro-
vided by the classical Knapp–Stein intertwiners. To obtain intertwiners
between representations induced from the same parabolic subgroup P = PH
we assume that
(G) P and its opposite P are conjugate via the Weyl group.
Write w0 for the longest Weyl group element and w˜0 for one of its represen-
tatives so that (G) means w˜−10 Pw˜0 = P =MAN . Then the operators
A˜(ν) : IG(ν)→ IG(w0ν), A˜(ν)f(g) =
∫
N
f(gw˜0n) dn
belong to HomG(π, τ) for π = I
G(ν), τ = IG(w0ν) and sufficiently positive
ν ∈ a∗C. To extend the operators A˜(ν) meromorphically in ν we realize
all the representations IG(ν) on the space C∞(X) with X = K/(M ∩ K)
where K is a maximal compact subgroup of G whose Cartan involution
leaves MA invariant. Denote the corresponding G-action on C∞(X) by πν
so that IG(ν) ∼= (πν , C
∞(X)). Using the A-projection a : NMAN → A
which is defined on the open dense subset NMAN ⊆ G we can write A˜(ν)
as a singular integral operator A(ν) : C∞(X) → C∞(X) (cf. [16, equation
(7.37)]):
(0.1) A(ν)f(k) =
∫
K
a(w˜−10 k
−1k′)ν−ρf(k′) dk′,
where ρ ∈ a∗ is half the sum of all positive roots of (P,A). Then the
operators A(ν) on C∞(X) extend meromorphically in the parameter ν ∈ a∗C.
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0.3. Invariant kernels for symmetric pairs. In order to use the Knapp–
Stein integral kernels in the construction of symmetry breaking operators for
more general symmetric pairs (G,H) we assume in addition to (G) the
following condition:
P is σ-stable,(H)
which implies that PH := P ∩ H is a parabolic subgroup of H. Various
examples of triples (G,H,P ) satisfying conditions (G) and (H) are given in
Section 1.5. Among them are
• the rank one cases
(G,H,P ) = (SU(1, n;F),S(U(1,m;F)×U(n −m;F)), Pmin)
with F = R,C,H and 0 < m < n or F = O and n = m+ 1 = 2, and
Pmin a suitable minimal parabolic subgroup,
• the product cases
(G,H,P ) = (G′ ×G′,∆(G′), P ′ × P ′),
where P ′ ⊆ G′ is a parabolic subgroup which is conjugate to its
opposite and ∆(G′) ⊆ G′ ×G′ denotes the diagonal,
• several examples (G,H,P ) with P a maximal parabolic subgroup
with abelian nilradical such as
(G,H,P ) = (GL(4n,R),GL(2n,C),
(GL(2n,R)×GL(2n,R))⋉M(2n,R)).
For α, β ∈ a∗C we define a kernel function
Kα,β(g, h) := a(w˜
−1
0 g
−1h)αa(w˜−10 g
−1σ(g))β , (g, h) ∈ G×H,
whenever the expression makes sense. For β = 0 this gives the integral
kernel of the classical Knapp–Stein intertwiners in (0.1). The domain of
definition for the kernel Kα,β(g, h) is investigated in Section 2.3 where we
prove that this domain is either empty or open dense in G ×H and give a
criterion to check this (see Proposition 2.5). In what follows we will simply
assume that
(D) the domain of definition for Kα,β(g, h) is non-empty.
Condition (D) is in particular satisfied in the above examples (see Corol-
lary 2.7), but not in general (see Example 2.8).
0.4. Construction of symmetry breaking operators. Analogously as
for G, we realize the representations IH(ν ′) of H on the space C∞(XH)
with XH = KH/(MH ∩KH) and denote the H-action on this space by τν′ .
Further, denote by ρ′ ∈ a∗H half the sum of all positive roots of (PH , AH).
Assuming conditions (G), (H) and (D) we prove in Theorem 3.3:
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Theorem A. (1) For f ∈ C∞(X) the integral
A(α, β)f(kH ) :=
∫
K
Kα,β(k, kH )f(k) dk, kH ∈ KH ,
converges absolutely for Reα,Re β in an open set a∗+ ⊆ a
∗ (see (1.8)
for the precise definition) and extends meromorphically in α, β ∈ a∗C to
a non-trivial family of continuous linear operators A(α, β) : C∞(X) →
C∞(XH).
(2) For a regular point (α, β) of A(α, β) and
(0.2) ν = −w0α+ σβ − w0β + ρ, ν
′ = −α|aσ
C
− ρ′
the map A(α, β) defines an H-intertwining operator πν |H → τν′, i.e.
A(α, β) ∈ HomH(πν |H , τν′).
The relation (0.2) between the parameters α, β of the kernel Kα,β(g, h)
and the induction parameters ν, ν ′ is discussed in Section 3.3. In the case
where w0|a = −1 the mapping (α, β) 7→ (ν, ν
′) can be turned into a bijection
onto a certain subset of induction parameters.
We remark that the intertwining operators A(α, β) are known in two
special cases:
• For (G,H,P ) = (G′ ×G′,∆(G′), P ′ × P ′) the operators A(α, β) are
G′-intertwining operators IG
′
(ν1) ⊗ I
G′(ν2) → I
G′(ν3) (see Exam-
ple 2.1 (2)). These operators correspond to invariant trilinear forms
IG
′
(ν1)×I
G′(ν2)×I
G′(−ν3)→ C which were investigated for various
groups G′, see [3, 4, 6, 7, 8, 10, 32].
• For (G,H,P ) = (SO(1, n),SO(1, n− 1), Pmin) the operators A(α, β)
were previously investigated by Kobayashi–Speh [26, 27] (see also
[21, 31]). They use these operators to completely determine the
spaces HomH(π|H , τ) for π = πν , τ = τν′ and arbitrary ν, ν
′.
0.5. The space HomH(π|H , τ). Since the kernelKα,β(g, h) is left-invariant
under the diagonal action of H and right-equivariant under the action of
P × PH , it can be viewed as an H-invariant section of a certain line bundle
over the double flag variety G/P ×H/PH . This suggests a connection be-
tween dimHomH(π|H , τ) and the number of open H-orbits in G/P ×H/PH .
In fact, in Section 3.4 we outline a general technique to relate these two
quantities, and apply this technique in Theorem 4.1 and 5.1 in two special
cases. We further investigate the number of open H-orbits in G/P ×H/PH
in Proposition 1.9. The results can be summarized as follows:
Theorem B. (1) The number of open H-orbits in G/P ×H/PH equals the
number of open MHAH-orbits in n
−σ where n is the Lie algebra of N
and
n−σ = {X ∈ n : σX = −X}.
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(2) For (G,H) = (SU(1, n;F),S(U(1,m;F) × U(n − m;F))), F = R,C,H
and 0 < m < n or F = O and n = m + 1 = 2, there is only one open
H-orbit in G/P ×H/PH and
HomH(πν |H , τν′) = C · A(α, β)
for generic parameters (see Theorem 4.1 for the precise statement).
(3) For (G,H) = (GL(4n,R),GL(2n,C)) with parabolic subgroups P =
(GL(2n,R)×GL(2n,R))⋉M(2n,R) and PH = (GL(n,C)×GL(n,C))⋉
M(n,C), there is only one open H-orbit in G/P ×H/PH and
HomH(πν |H , τν′) = C · A(α, β)
for generic parameters that agree on the center of g (see Theorem 5.1
for the precise statement).
We remark that Kobayashi–Oshima [24] showed dimHomH(π|H , τ) <∞
for all irreducible admissible representations π and τ if H has an open orbit
on G/Pmin × H/PH,min for Pmin and PH,min minimal parabolic subgroups.
This condition is stronger thanH having an open orbit on G/P×H/PH . For
F = R,C and m = n− 1, Theorem B (2) also follows from the multiplicity-
one theorem by Sun–Zhu [34].
0.6. Outlook. We indicate some possible further lines of research:
• (Singular integral operators) In the non-compact realizations of IG(ν)
and IH(ν ′) on functions on N and NH the intertwiners A(α, β) are
singular integral operators on nilpotent Lie groups. The meromor-
phic nature of these operators from a viewpoint of classical anal-
ysis was studied in detail by Kobayashi–Speh [26, 27] for the case
(G,H) = (O(1, n),O(1, n−1)) and is of interest for other cases, too.
• (Bernstein–Sato identities) Our proof of meromorphic extension in
the parameters α, β does not provide any information about the
location of the poles and the residues of A(α, β). In Section 3.5
we outline a method due to Beckmann–Clerc [3] to obtain explicit
Bernstein–Sato identities for the kernel function Kα,β(g, h) which
can be used to study this problem. We expect this method to work
at least for some subclasses of groups such as rank one groups or
groups with maximal parabolic subgroups having abelian nilradical.
• (Uniqueness) In Section 3.4 we describe a strategy to prove generic
bounds for dimHomH(π|H , τ) for π = I
G(ν) and τ = IH(ν ′). This
strategy is applied in Section 4 to prove the uniqueness result in
Theorem B (2) and is expected to work also in other cases where H
has an open orbit on G/P ×H/PH .
• (Branching laws) For (G,H) = (SO(1, n),SO(1,m)×SO(n−m)) the
first and the third author use the operators A(α, β) in [31] to find
the full branching law for the restriction of spherical complementary
series of G to H. The operators A(α, β) might also shed some light
on branching problems for other symmetric pairs (G,H).
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• (Automorphic functions) Using the multiplicity-one statement in
Theorem B and evaluating the intertwining operators A(α, β) ex-
plicitly at the spherical vector the first and the second author derive
estimates for the restriction of automorphic functions on real hyper-
bolic manifolds in [30]. This technique due to Bernstein–Reznikov [6]
is expected to work also for other locally symmetric spaces using our
explicit intertwining operators.
Acknowledgement: We thank T. Kobayashi for helpful discussions on the
topic of this paper.
1. Parabolic subgroups and the double flag variety
We fix the setting and recall some basic structure theory of reductive
groups and symmetric pairs. Further we investigate the orbit structure on
double flag varieties and give various examples.
1.1. Parabolic subgroups and decompositions. Let G be a real reduc-
tive Lie group in the Harish-Chandra class (see e.g. [17, Chapter VII] for
details). Let θ be a Cartan involution and K = Gθ the corresponding max-
imal compact subgroup. Write
g = k+ s
for the corresponding Cartan decomposition of the Lie algebra g of G. Let
〈 · , · 〉 denote a non-degenerate invariant form of g which is negative definite
on k and positive definite on s.
We fix a minimal parabolic subgroup Pmin =MminAminNmin of G with θ-
stable Levi subgroupMminAmin. Denote by Pmin = θ(Pmin) =MminAminNmin
its opposite parabolic subgroup, Nmin = θ(Nmin). Write mmin, amin, nmin
and nmin for the Lie algebras of Mmin, Amin, Nmin and Nmin, respectively.
Then amin ⊆ s is a maximal abelian subalgebra and Mmin = ZK(amin).
Denote the root system of the pair (g, amin) by Σ = Σ(g, amin) and let
Σ+ = Σ+(g, amin) be the subset of roots in nmin. The corresponding set of
simple roots will be denoted by Π = Π(g, amin).
The finite group W = NK(amin)/ZK(amin) is identified with the Weyl
group of the root system Σ. For every w ∈ W we choose a representative
w˜ ∈ NK(amin). Denote by w0 ∈ W the longest element in W . Since the
longest element in W is unique we have w−10 = w0. Therefore w
2
0 = 1 which
implies w˜20 ∈ Mmin. Since Ad(w˜0) maps Σ
+ to (−Σ+) we further have
w˜0Pminw˜
−1
0 = w˜
−1
0 Pminw˜0 = Pmin. We write the W -action on amin, its dual
a∗min and Amin as wH, wλ and
wa, respectively (w ∈W , H ∈ amin, λ ∈ a
∗
min,
a ∈ Amin).
For each α ∈ Π let Hα ∈ amin such that
〈Hα,H〉 = α(H), H ∈ amin.
Then (Hα)α∈Π forms a basis of amin.
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The standard parabolic subgroups P = MAN of G containing Pmin cor-
respond to the subsets F ⊆ Π in the following sense: P is the normalizer of
its Lie algebra p = m+ a+ n where
a = {H ∈ amin : α(H) = 0 ∀α ∈ F}
and
m = mmin ⊕
⊕
α∈F
RHα ⊕
⊕
α∈Σ
α|a=0
gα, n =
⊕
α∈Σ+
α|a 6=0
gα.
We clearly have Mmin ⊆M , A ⊆ Amin and N ⊆ Nmin. Note that
(1.1) amin = a⊕ (amin ∩m).
Put N := θ(N) and n := θ(n). Then NMAN is an open dense subset of G
and we have the decomposition G = KMAN .
LetWP := ZW (a), the centralizer of a inW . Then we have the generalized
Bruhat decomposition (see e.g. [35, Proposition 1.2.1.10])
(1.2) G =
⊔
[w]∈WP\W/WP
Pw˜P.
The Bruhat cell Pw˜0P with w0 ∈W the longest Weyl group element is open
dense since Pw˜0P ⊇ Pminw˜0Pmin = w˜0NminMminAminNmin.
The parabolic subgroup opposite to P is given by P = MAN . In what
follows we will assume the following condition:
(G) P and P are conjugate via the Weyl group,
i.e. for the longest Weyl group element w0 ∈ W we have w˜
−1
0 Pw˜0 = P .
This implies w˜−10 Mw˜0 = M , w˜
−1
0 Aw˜0 = A and w˜
−1
0 Nw˜0 = N . Hence the
decomposition (1.1) is stable under Ad(w˜0). We further note that under
Condition (G) the open dense subset NP ⊆ G is up to multiplication with
w˜0 the cell Pw˜0P = w˜0PP = w˜0NP in the Bruhat decomposition (1.2).
Remark 1.1. Note that for P = Pmin we always have w˜
−1
0 Pw˜0 = P . Fur-
ther, we have the following implications where for every implication =⇒ the
converse statement is not true:
Σ is not of type An (n ≥ 2), D2n+1 (n ≥ 1) or E6 ⇐⇒ w0 = −id on amin
=⇒ w0 = −id on a
=⇒ w˜−10 Pw˜0 = P .
For example, for G = SL(2n,R), n ≥ 2, with parabolic subgroup corre-
sponding to MA = S(GL(n,R) × GL(n,R)) we have w0 = −id on a but
w0 6= −id on amin since Σ is of type A2n−1 here. Further, for G = SL(n,R),
n ≥ 3, with P = Pmin we have w0 6= −id on a, but w˜
−1
0 Pw˜0 = P .
Corresponding to the decomposition G = KMAN we write
g ∈ κ(g)MeH(g)N ⊆ KMAN,
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where κ(g) ∈ K and H(g) ∈ a. Note that κ(g) is only determined up to
multiplication by M ∩K from the right. Anytime we use κ(g), however, the
expression will be independent of the different choices.
For g ∈ NMAN we further write
g ∈ NMa(g)N ⊆ NMAN,
where a(g) ∈ A. Then the function a : NMAN → A satisfies
(1.3) a(m′a′ngman) = a′a(g)a, m,m′ ∈M, a, a′ ∈ A,n ∈ N,n ∈ N.
Remark 1.2. (1) Since w˜20 ∈ Mmin ⊆ M we have a(w˜
−1
0 g) = a(w˜0g)
for all g ∈ w˜0NMAN .
(2) For g = w˜0nman ∈ w˜0NMAN we have
g−1 = n−1a−1m−1n−1w˜−10 = w˜
−1
0 n
′m′(w0a−1)n′ ∈ w˜−10 NMAN.
Hence
a(w˜−10 g
−1) = a(w˜0g
−1) = w0a(w˜−10 g)
−1.
In the case where w0 = −id on a this yields
(1.4) a(w˜−10 g) = a(w˜
−1
0 g
−1).
Corresponding to these decompositions we recall two important integral
formulas. For this let dk be the normalized Haar measure on K. Then the
Haar measure dn on N can be normalized such that for f ∈ L1(K) which
is right-invariant under K ∩M we have (see [16, equation (7.4)]):
(1.5)
∫
K
f(k) dk =
∫
K
f(κ(g−1k))e−2ρH(g
−1k) dk ∀ g ∈ G.
Further, for all K∩M -right-invariant functions f ∈ L1(K) we have (see [16,
equation (5.25)]): ∫
K
f(k) dk =
∫
N
f(κ(n))e−2ρH(n) dn.(1.6)
1.2. The function aλ. For a ∈ A and λ ∈ a∗C we write
aλ := eλ(log(a)).
This defines a function aλ : NMAN → C, g 7→ a(g)λ for every λ ∈ a∗C.
We study the behaviour of these functions near the possible singularities
G \NMAN .
Since the restriction of 〈 · , · 〉 to amin defines an inner product on amin, it
identifies a∗min
∼= amin and in turn also defines an inner product on a
∗
min. We
define
Λ+(amin) := {λ ∈ a
∗
min,
〈λ,α〉
〈α,α〉 ∈ N0 ∀α ∈ Σ
+(g, amin)}.
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The set Λ+(amin) contains a basis of a
∗
min and hence R - spanΛ
+(amin) =
a∗min. In view of the decomposition (1.1) we put
Λ+(a) := {λ|a : λ ∈ Λ
+(amin), λ|m∩amin = 0},(1.7)
a∗+ := R+- spanΛ
+(a).(1.8)
Using (1.1) we view elements of a∗ and hence of Λ+(a) as functionals on
amin which vanish on m ∩ amin.
Lemma 1.3. (1) For λ ∈ Λ+(a) the function aλ is a matrix coefficient of
an irreducible finite-dimensional representation of G and hence extends
to a real-analytic function on G.
(2) For λ ∈ a∗+ the function a
λ is bounded on the open dense subset K ∩
NMAN ⊆ K.
(3) R - spanΛ+(a) = a∗.
(4) For each λ in the open set
a∗+,reg := {λ ∈ a
∗ : λ(Hα) > 0∀α ∈ Π \ F}
we have w · λ 6= λ for all w ∈W \WP . Further, a
∗
+,reg ∩ Λ
+(a) 6= ∅.
Proof. (1) Let λ ∈ Λ+(amin) with λ|m∩amin = 0. Write a
λ
min for the a-
function of Pmin, namely amin(g)
λ = aλ for g ∈ NminMminaNmin
and a ∈ Amin. Then the decompositions Nmin = N(Nmin ∩ M),
Amin = A(Amin ∩M) and Nmin = N(Nmin ∩M) imply that
a(g)λ = amin(g)
λ for g ∈ NminMminAminNmin.
Therefore it is enough to show the claim for amin(g)
λ.
Let Gss be the connected subgroup of G with Lie algebra [g, g]. By
the Cartan–Helgason Theorem [12, V §4, Theorem 4.1], the func-
tion aλmin|Gss∩NminMminAminNmin extends to a matrix coefficient of a
finite-dimensional irreducible representation of Gss with a (K∩Gss)-
fixed vector. This implies that the right Gss-translates of a
λ
min, i.e.
amin( · g)
λ for g ∈ Gss, span an irreducible finite-dimensional repre-
sentation of Gss, which we denote by (π, V ). On the other hand,
aλmin is right invariant by Mmin and transforms by a character under
the right action of ZG, the center of G. Since Mmin meets every
connected component of G (see e.g. [17, Proposition 7.33]), we have
G = GssMminZG and hence V is stable under G. Therefore, π ex-
tends to a representation of G. The representation V of G has a
highest weight vector φ = aλmin ∈ V with weight λ. Define φ
∗ ∈ V ∗
by φ∗(f) = f(e) for f ∈ V . Then φ∗ is a lowest weight vector in
the contragredient representation V ∗ with weight −λ and we have
amin(g)
λ = (π(g)φ|φ∗).
(2) That K ∩NMAN ⊆ K is open dense follows immediately from the
fact that NMAN is open dense in G and the isomorphism G/P ∼=
K/(K ∩M). The boundedness is then clear by (1).
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(3) We may assume that g is semisimple. Let λ =
∑
α∈Π λαα ∈ a
∗
min
with λα ∈ 2Z. Since Σ is a root system we have
〈λ, β〉
〈β, β〉
∈ Z ∀ β ∈ Σ.
It follows that
λ ∈ Λ+(amin) ⇔ 〈λ, β〉 ≥ 0 ∀ β ∈ Σ
+
⇔ 〈λ, β〉 ≥ 0 ∀ β ∈ Π
⇔
∑
α∈Π
λα
2〈α, β〉
〈β, β〉
≥ 0 ∀ β ∈ Π.
Moreover
λ|m∩amin = 0 ⇔ λ(Hβ) = 0 ∀ β ∈ F
⇔
∑
α∈Π
λα〈α, β〉 = 0 ∀ β ∈ F
⇔
∑
α∈Π
λα
2〈α, β〉
〈β, β〉
= 0 ∀ β ∈ F.
The coefficients Aαβ =
2〈α,β〉
|β|2
are the entries of the Cartan matrix A
of the root system Σ and we can write
λ ∈ Λ+(a) ⇔
∑
α∈Π
Aα,βλα
{
≥ 0 for β ∈ Π \ F ,
= 0 for β ∈ F .
Since the matrix A is invertible and has integer entries it follows
that there exists a basis of a∗ consisting of elements in Λ+(a) and
the claims follows.
(4) Let λ ∈ a∗min with λ(Hα) = 0 for all α ∈ F and λ(Hα) > 0 for all
α ∈ Π \ F . Hence λ is in the closure of the positive Weyl chamber.
Assume w · λ = λ for an element w ∈ W then by [13, Lemma B
in 10.3] we find w = w1 · · ·ws with wj simple reflections leaving λ
invariant. A simple reflection wj along αj ∈ Π leaving λ invariant
satisfies
λ(Hαj ) = (wj · λ)(Hαj ) = λ(w
−1
j Hαj) = −λ(Hαj ).
Hence λ(Hαj ) = 0 and therefore αj ∈ F . But this means that
wj ∈WP for all j whence w ∈WP . The fact that a
∗
+,reg ∩Λ
+(a) 6= ∅
follows from (3). 
Remark 1.4. For P a minimal parabolic subgroup similar results as in
Lemma 1.3 were proved in [7, Lemma 5.1].
For λ ∈ a∗C consider the function g 7→ a(w˜
−1
0 g)
λ. By Remark 1.2 we find
that
(1.9) a(w˜−10 g
−1)λ = a(w˜−10 g)
−w0λ.
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Note that w0Λ
+(amin) = −Λ
+(amin) since w0Σ
+ = −Σ+. Hence w0Λ
+(a) =
−Λ+(a).
Lemma 1.5. For λ ∈ Λ+(a) the function
pλ : n→ C, X 7→ a(w˜−10 e
X)λ
is a polynomial on n. It has the following properties:
(1) (Homogeneity) For a ∈ A we have pλ(Ad(a)X) = aw0λ−λpλ(X), X ∈ n.
(2) (Parity) We have pλ(−X) = p−w0λ(X), X ∈ n.
(3) (Zero set) For λ ∈ a∗+,reg ∩ Λ
+(a) we have eX ∈ Nw˜0MAN if and only
if pλ(X) 6= 0.
Proof. As seen in the proof of Lemma 1.3 (1) the function aλ is the matrix co-
efficient a(g)λ = (π(g)φ|φ∗) of a finite-dimensional representation (π, V ) ofG
with highest weight λ ∈ Λ+(amin), λ|amin∩m = 0, φ a highest weight vector in
V and φ∗ a lowest weight vector in V ∗. Hence pλ(X) = (edπ(X)φ|π(w˜0)
∗φ∗).
Since n acts nilpotently on V , the map n→ V , X 7→ edπ(X)φ is a polynomial
and so is pλ. We now prove properties (1), (2) and (3):
(1) For a ∈ A we have by (1.3)
pλ(Ad(a)X) = a(w0aw˜−10 e
Xa−1)λ = aw0λ−λpλ(X).
(2) With (1.9) we find
pλ(−X) = a(w˜−10 e
−X)λ = a(w˜−10 e
X)−w0λ = p−w0λ(X).
(3) Certainly pλ(X) 6= 0 if eX ∈ Nw˜0MAN since the function a
λ is positive
on NMAN . Now assume eX /∈ Nw˜0MAN . Then e
X must be con-
tained in some other Bruhat cell Pw˜P , WPwWP 6= WPw0WP , whence
w˜−10 e
X ∈ Pw˜−10 w˜P . Write w˜
−1
0 e
X = manw˜−10 w˜m
′a′n′ then
pλ(X) = (aa′)λ(π(w˜−10 w˜)φ|φ
∗).
But π(w˜−10 w˜)φ lies in the weight space of weight (w˜
−1
0 w˜) · λ which is
different from λ by Lemma 1.3 (4). Hence (π(w˜−10 w˜)φ|φ
∗) = 0 which
implies pλ(X) = 0. 
1.3. Compatible symmetric pairs. Fix a θ-stable symmetric pair (G,H)
with corresponding involution σ, i.e. Gσ0 ⊆ H ⊆ G
σ and θσ = σθ. We
assume that
(H) P is σ-stable.
Then σ stabilizes M , A and N and PH := P ∩ H is a parabolic subgroup
of H. Denote by PH = MHAHNH its Langlands decomposition and by
pH = mH + aH + nH the corresponding Lie algebras. Then MHAH ⊆ MA
and NH ⊆ N . Hence MH ⊆M and AH = (M ∩AH)(A ∩AH). For the Lie
algebra aH of AH this means that
aH = (m ∩ aH)⊕ (a ∩ aH).
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Replacing Pmin by some conjugation by M , we may and do assume that
(1.10) σ(amin) = amin.
For a ∈ AH with a = aMaA, aM ∈ M ∩ AH , aA ∈ A ∩ AH , and λ ∈ a
∗
C
we denote by aλ the part aλA. In this notation we have for g ∈ G and
man ∈MHAHNH :
a(gman)λ = a(g)λaλ.
Lemma 1.6. We have σ(w˜0)w˜0 ∈M . In particular σ and w0 commute on
a.
Proof. The assumptions (G) and (H) together with the property (1.10) imply
that (σw0)
2Σ(n, amin) = Σ(n, amin). Hence there exists an element wM in
the Weyl group of M such that wM (σw0)
2Σ+ = Σ+. Since a Weyl group
element which stabilizes the set of positive roots must be the identity, we
have w˜Mσ(w˜0)w˜0 ∈ ZK(amin) = Mmin. Now w˜M ∈ M and Mmin ⊆ M and
hence the first claim follows. For the second claim note that M centralizes a
and hence (σw0)
2 acts as the identity on a. Since σ and w0 are involutions
on a they commute. 
Lemma 1.7. Assume that G is simple and P 6= G. Then σ|n = idn if and
only if σ = idg.
Proof. The subalgebra generated by n and n is a non-zero ideal in g since
m and a leave n and n invariant. Hence this subalgebra has to be g itself
and it follows that n and n generate g. Now assume that σ|n = idn. Since
σ commutes with θ and n = θ(n) we also find that σ|n = idn. But n and n
generate g and hence σ is the identity on g. 
1.4. The double flag variety. Consider the double flag variety G/P ×
H/PH . It carries a natural left-action by H acting diagonally. For conve-
nience write
∆(H) := {(h, h) : h ∈ H} ⊆ G×H.
We are interested in the structure of ∆(H)\(G/P ×H/PH) = ∆(H)\(G ×
H)/(P ×PH). In particular we are interested in cases where there exists an
open (dense) orbit of ∆(H) on G/P ×H/PH . We will see that this question
is closely related to the orbit structure of MHAH on n. Note that
n = nσ + n−σ
and this decomposition is stable under the adjoint action of MHAH .
Lemma 1.8. The map NH × n
−σ → N, (n, Y ) 7→ neY is a diffeomorphism.
Proof. Since the nilpotent group N is connected and simply-connected, the
exponential map exp : n→ N is a diffeomorphism. Hence we can define the
inverse map
log = exp−1 : N → n
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and the square root
N → N, n 7→ n
1
2 := e
1
2
logn,
both being smooth maps. For n ∈ N , put
nH := n(n
−1σ(n))
1
2 and Y := log
(
(n−1σ(n))−
1
2
)
.
Then
σ(nH) = σ(n)(σ(n)
−1n)
1
2 = n(n−1σ(n))(n−1σ(n))−
1
2 = n(n−1σ(n))
1
2 = nH
and hence nH ∈ NH . Similarly
σ(eY ) = σ((n−1σ(n))−
1
2 ) = (σ(n)−1n)−
1
2 = (n−1σ(n))
1
2 = e−Y ,
which implies Y ∈ n−σ. Therefore, n 7→ (nH , Y ) defines a smooth map
N → NH×n
−σ. It is easy to see that this map gives the inverse of (n, Y ) 7→
neY . 
Proposition 1.9. The map
Φ : n−σ/MHAH → ∆(H)\(G/P ×H/PH),
(MHAH ·X) 7→ ∆(H) · (e
X w˜0P,PH).
is well-defined, injective and maps onto the H-orbits which are contained in
the open dense subset ∆(H) · (Nw˜0P,PH) ⊆ G/P ×H/PH . It restricts to
a bijection between the open MHAH -orbits in n
−σ and the open H-orbits in
G/P ×H/PH .
Proof. To see that the map Φ is well-defined let X ′ = ma ·X, where X,X ′ ∈
n−σ, ma ∈ MHAH . Since w˜
−1
0 MHAHw˜0 ⊆ MA ⊆ P and MHAH ⊆ PH we
find
∆(H) · (eX
′
w˜0P,PH) = ∆(H) · (mae
X(ma)−1w˜0P,PH)
= ∆(H) · (eX w˜0P, (ma)
−1PH)
= ∆(H) · (eX w˜0P,PH).
To show the other claims note that
∆(H)\(G ×H)/(P × PH) ∼= PH\G/P
via the map induced by G×H → G, (g, h) 7→ h−1g. Hence the (open) orbits
of H on G/P ×H/PH correspond to the (open) orbits of PH on G/P . Via
this isomorphism the map Φ takes the form
n−σ/MHAH → PH\G/P,
MHAH ·X 7→ PHe
Xw˜0P.
Fix an orbit O =MHAH ·X ⊆ n
−σ. Since w˜−10 MHAH w˜0 ⊆ P we find
PHe
Xw˜0P = NHMHAHe
X w˜0P = NHe
MHAH ·Xw˜0P = NHe
Ow˜0P
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Now by Lemma 1.8 we have
N =
⊔
O∈n−σ/MHAH
NHe
O.
Since the map N → G/P, n 7→ nw˜0P is injective this implies that Φ is injec-
tive and maps onto the H-orbits contained in ∆(H) · (Nw˜0P,PH). Further,
since PH ⊆ P the open dense cell Nw˜0P in the Bruhat decomposition (1.2)
of G/P is stable under PH . Therefore, an open PH -orbit in G/P has to be
contained in N · w˜0P and is therefore in the image of Φ. This completes the
proof. 
Remark 1.10. The linearization technique that we applied in the proof of
Proposition 1.9 was used before in the study of pairs (G,H) of reductive
groups with the open orbit property, i.e. H has an open orbit on the double
flag variety G/P × H/PH . When the parabolic subgroups are minimal, a
classification for the group case (G′ ×G′,∆(G′)) was given in [20] (see also
[10]) and for general symmetric pairs (G,H) in [22]. For the complex case,
[11] gave a classification when P or PH is a Borel subgroup.
1.5. Examples. We give some examples of symmetric pairs (G,H) and
parabolic subgroups P ⊆ G which fulfil Conditions (G) and (H) and we
study the corresponding functions aλ and the H-orbits in the double flag
variety G/P ×H/PH .
1.5.1. Rank one groups. Let G = SU(1, n;F) with F = R,C,H and n ≥ 2
or F = O and n = 2. This means that G = SO(1, n), G = SU(1, n),
G = Sp(1, n) or G = SU(1, 2;O) = F4(−20). These groups are all reductive
of Harish-Chandra type. We choose the parabolic subgroup P = Pmin =
MAN ⊆ G such that a = RH0 with
H0 =

 0 11 0
0n−1


and n = gα ⊕ g2α for α ∈ a
∗ with α(H0) = 1. Then
M =
{
S(∆U(1;F) ×U(n− 1;F)) for F = R,C,H,
Spin(7) for F = O,
where
∆U(1;F) =
{(
z
z
)
: z ∈ U(1;F)
}
.
We identify n ∼= Fn−1 ⊕ Im(F) by
Fn−1 ⊕ Im(F)→ n, (x, z) 7→

 z z x∗−z −z −x∗
x x 0n−1

 ,
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where Im(F) = {z ∈ F : z = −z}. (Note that Im(F) = 0 for F = R.) Under
this identification the Lie bracket is given by
[(x1, z1), (x2, z2)] = (0, x
∗
1x2 − x
∗
2x1).
Hence n is abelian for F = R and 2-step nilpotent in the other cases. It
is said to be of type H, a notion by Kaplan [14] (see also [9]). Since N is
nilpotent we can identify it with its Lie algebra n. Under this identification
the multiplication takes the form
(x1, z1) · (x2, z2) = (x1 + x2, z1 + z2 +
1
2(x
∗
1x2 − x
∗
2x1)).
Abusing notation we denote by (x, z)−1 = (−x,−z) the multiplicative in-
verse.
The group M acts on n ∼= Fn−1 ⊕ ImF by the adjoint action as follows:
• For F = R,C,H the factor U(n − 1;F) acts on Fn−1 by the defin-
ing representation (left multiplication) while the factor ∆U(1;F) ∼=
U(1;F) acts on Fn−1 by right multiplication where we identify U(1;F)
with the unit sphere in F. On ImF only the factor U(1;F) acts,
namely by conjugation.
• For F = O the group M = Spin(7) acts on F ∼= R8 by the spin repre-
sentation and on ImF ∼= R7 by the lift of the defining representation
of SO(7).
Identifying a∗C
∼= C, λ 7→ λ(H0) we find that for λ ∈ a∗C
pλ(X) = N(X)2λ, X ∈ n,
where
(1.11) N(x, z) = (|x|4 + 4|z|2)
1
4
denotes the norm function of the H-type group n.
Now consider for 0 < m < n the involution σ given by conjugation with
the matrix diag(1m+1,−1n−m) and put H := G
σ . The possible symmetric
pairs (G,H) are given
(SO(1, n),S(O(1,m) ×O(n−m))), (Sp(1, n),Sp(1,m)× Sp(n −m)),
(SU(1, n),S(U(1,m) ×U(n−m))), (F4(−20),Spin(8, 1)).
Then the pair (G,H) satisfies the above assumptions with
w0 := diag(1,−1,−1, 1, . . . , 1).
We have aH = a = RH0 and
MH =
{
S(∆U(1;F)×U(m− 1;F)×U(n−m;F)) for F = R,C,H,
Spin(7) for F = O,
nH = F
m−1 ⊕ Im(F).
To determine the decomposition of G/P ×H/PH into H-orbits note that
n−σ decomposes into two MHAH -orbits, the origin and its complement
which is open dense. In fact, for F = R,C,H we have n−σ = Fn−m and
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U(n − m;F) acts transitively on the unit sphere in Fn−m. For F = O we
have n−σ = gα = O ∼= R8 on which MH = M = Spin(7) acts by the
spin representation. Under this action MH acts transitively on the unit
sphere in R8 and hence MHAH acts on n−σ with an open dense orbit. (This
also follows from Kostant’s 2-transitivity Theorem [29, Theorem 3].) With
Proposition 1.9 it is easy to see that
G×H = O1 ⊔O2 ⊔ O3
with
O1 = ∆(H)(1,1)(P × PH),
O2 = ∆(H)(w˜0,1)(P × PH),
O3 = ∆(H)(n0w˜0,1)(P × PH),
where n0 ∈ N \ NH arbitrary. These orbits define a stratification in the
sense that
Oj = O1 ⊔ . . . ⊔ Oj .
One could also consider different symmetric pairs, e.g. the pair (G,H) =
(SU(1, n),SO0(1, n)). It also satisfies assumptions (G) and (H), but in this
case MHAH = R+SO(n− 1) does not have an open orbit on n−σ = iRn−1⊕
iR.
1.5.2. Product situation. Let G′ be a real reductive Lie group in the Harish-
Chandra class. Put G = G′ × G′ and σ(g1, g2) = (g2, g1). Then H =
Gσ = ∆(G′), the diagonal in G. Let P ′ = M ′A′N ′ ⊆ G′ be any parabolic
subgroup of G′ which is conjugate to its opposite parabolic subgroup via
the longest element w′0 in the Weyl group for G
′. Then P = P ′ × P ′ is
a parabolic subgroup of G satisfying the assumptions (G) and (H) with
w0 = (w
′
0, w
′
0). Denote by a
′( · ) the a-function of G′ with respect to P ′.
Then for λ = (λ1, λ2) ∈ a
∗
C = (a
′
C)
∗ ⊕ (a′C)
∗ we have
a(w˜−10 (g1, g2))
λ = a′(w˜′−10 g1)
λ1a′(w˜′−10 g2)
λ2 , (g1, g2) ∈ G.
Further we have
n−σ = {(X,−X) : X ∈ n′} ∼= n′
as M ′A′-representations. Hence, there are open G′-orbits in the triple flag
variety G/P ×H/PH ∼= G
′/P ′×G′/P ′×G′/P ′ if and only if M ′A′ has open
orbits on n′. For P ′ a minimal parabolic subgroup this is only the case for g′
a direct sum of copies of so(1, n) by [20] and [10, Theorem 3.1]. In general
this question is more involved.
1.5.3. Maximal parabolic subgroups with abelian nilradical. Let G be a real
reductive Lie group in the Harish-Chandra class which possesses a maximal
parabolic subgroup P with abelian nilradical such that P and P are conju-
gate (see Table 1 for a classification of the corresponding Lie algebras modulo
center). In many cases one can find symmetric pairs (G,H) such that H is
the product of two versions of G of lower rank and fulfils Condition (H).
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g m n
sp(n,R) sl(n,R) Sym(k,R)
su(n, n) sl(n,C) Herm(n,C)
so∗(4n) su∗(2n) Herm(n,H)
so(2, n) so(1, n− 1) R1,n−1
e7(−25) e6(−26) Herm(3,O)
sl(2n,R) sl(n,R)⊕ sl(n,R) M(n,R)
so(2n, 2n) sl(2n,R) Skew(2n,R)
so(p, q) so(p − 1, q − 1) Rp−1,q−1
e7(7) e6(6) Herm(3,Os)
sp(n,C) sl(n,C)⊕ iR Sym(n,C)
sl(2n,C) sl(n,C)⊕ sl(n,C)⊕ iR M(n,C)
so(4n,C) sl(2n,C)⊕ iR Skew(2n,C)
so(n+ 2,C) so(n,C)⊕ iR Cn
e7(C) e6(C)⊕ iR Herm(3,O)C
sp(n, n) su∗(2n) Sym(2n,C) ∩M(n,H)
su∗(4n) su∗(2n)⊕ su∗(2n) M(n,H)
so(n+ 1, 1) so(n) Rn,0
Table 1. Maximal parabolic subalgebras of semisimple Lie
algebras with abelian nilradical
Example 1.11. (1) Let G = Sp(n,R) and P = GL(n,R) ⋉ Sym(n,R)
the Siegel parabolic subgroup. Then for λ ∈ a∗C
∼= C we have
pλ(X) = |Det(X)|λ, X ∈ n = Sym(n,R).(1.12)
Let H = Sp(m,R) × Sp(n − m,R) then PH is the product of the
corresponding Siegel parabolic subgroups. Hence n−σ = M(m ×
(n −m),R) on which MHAH = GL(m,R) × GL(n −m,R) acts by
multiplication from the left and right. This action has an open dense
orbit whence there is an open dense H-orbit in G/P ×H/PH .
(2) Let G = SL(2n,F), F = R,C,H, where SL(2n,H) = SU∗(4n). The
parabolic subgroup P = S(GL(n,F)×GL(n,F))⋉M(n,F) is maxi-
mal with abelian nilradical. Then for λ ∈ a∗C
∼= C we have
pλ(X) = |Det(X)|λ, X ∈ n =M(n,F),
where Det(X) denotes the complex determinant in the case n =
M(n,H) ⊆ M(2n,C). Let H = S(GL(2m,F) × GL(2n − 2m,F))
embedded such that PH = P ∩ H is the product of two versions
of P of rank m and n − m and a central factor. Here n−σ =
M(m×(n−m),F)⊕M((n−m)×m,F) andMHAH = S(GL(m,F)×
GL(n −m,F) × GL(m,F) × GL(n −m,F)). The first and the last
factor of MHAH act by left and right multiplication on the first
summand of n−σ and the second and third factor accordingly on the
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second summand. Hence MHAH has an open dense orbit on n
−σ
and therefore H has an open dense orbit on G/P ×H/PH .
(3) Let G = GL(4n,R) and P = (GL(2n,R) ×GL(2n,R)) ⋉M(2n,R).
Then one can embedH = GL(2n,C) intoG such that PH = (GL(n,C)×
GL(n,C)) ⋉ M(n,C). Then n−σ ≃ M(n,C) on which MHAH =
GL(n,C) × GL(n,C) acts by left and right multiplication, having
the invertible matrices in M(n,C) as the unique open orbit. Hence
H has an open dense orbit on G/P ×H/PH .
(4) An example of a slightly different nature is given by G = SO(p, q)
and P the maximal parabolic subgroup with m = so(p − 1, q − 1)
and n = Rp+q−2. Let Q be the quadratic form on n given by
Q(X) = X21 + · · ·+X
2
p−1 −X
2
p − · · · −X
2
p+q−2.
For λ ∈ a∗C
∼= C we have
pλ(X) = |Q(X)|λ, X ∈ n = Rp+q−2.
Embed H = S(O(p′, q′) × O(p − p′, q − q′)) into G such that PH =
P ∩H is an open subgroup of the product of O(p − p′, q − q′) with
the corresponding maximal parabolic subgroup of O(p′, q′), i.e.mH =
so(p′− 1, q′− 1)⊕ so(p− p′, q− q′). In this case n−σ = R(p−p
′)+(q−q′)
on which R+O(p−p′, q−q′) ⊆MHAH acts with an open dense orbit.
Hence H has an open dense orbit on G/P ×H/PH .
2. The invariant kernel
We study a family of H-invariant singular integral kernels on G×H.
2.1. Definition of the integral kernel. For α, β ∈ a∗C we introduce the
following kernel:
(2.1) Kα,β(g, h) := a(w˜
−1
0 g
−1h)αa(w˜−10 g
−1σ(g))β
for g ∈ G, h ∈ H, whenever the expression on the right hand side is defined.
Example 2.1. (1) For σ = idG the kernel is defined only if β = 0. In
this case
Kα,β(g, h) = a(w˜
−1
0 g
−1h)α, g, h ∈ G,
the kernel of the classical Knapp–Stein intertwiners, see (0.1).
(2) For G = G′×G′, σ(g1, g2) = (g2, g1), P = P
′×P ′ as in Section 1.5.2
we have by Remark 1.2 (2) with α = (α1, α2), β = (β1, β2) ∈ a
∗
C =
(a′)∗C ⊕ (a
′)∗C:
Kα,β((g1, g2), g3) = a(w˜
′−1
0 g
−1
1 g2)
β1−w′0β2a(w˜′−10 g
−1
2 g3)
α2
a(w˜′−10 g
−1
3 g1)
−w′
0
α1 .
These are the triple kernels considered in [3, 4, 6, 7, 8, 10, 32].
20 JAN MO¨LLERS, BENT ØRSTED, AND YOSHIKI OSHIMA
(3) For G = SU(1, n;F), H = S(U(1,m;F) × U(n −m;F)) and P as in
Section 1.5.1 the kernel Kα,β(g, h) is in the flat picture given by
Kα,β(e
X , eY ) = N(X−1 · Y )2αN(X−1 · σ(X))2β ,
where X ∈ n = Fn−1 ⊕ ImF and Y ∈ nH = Fm−1 ⊕ ImF and N(X)
denotes the norm function on n as defined in (1.11). In the special
case F = R we obtain the kernel
Kα,β(e
X , eY ) = (|X ′ − Y |2 + |X ′′|2)α|2X ′′|2β ,
where X = (X ′,X ′′) ∈ Rm−1 × Rn−m = Rn−1 and Y ∈ Rm−1.
For m = n − 1 this kernel was studied in detail by Kobayashi–
Speh [26, 27] (see also [21, 31]).
Remark 2.2. By Lemma 1.6 and (1.9) we have
a(w˜−10 g
−1σ(g))β = a(w˜−10 σ(g)
−1g)−w0β = a(σ(w˜−10 )g
−1σ(g))−w0σβ
= a(w˜−10 g
−1σ(g))−w0σβ .
Hence a(w˜−10 g
−1σ(g))β+w0σβ = 1 and therefore the kernel Kα,β(g, h) does
not depend on the values of β on aw0σ = {H ∈ a : w0σH = H}.
2.2. Properties of the kernel. The kernel Kα,β(g, h) has the following
equivariance properties:
Proposition 2.3. (1) The kernel Kα,β(g, h) is left-invariant under ∆(H),
i.e.
Kα,β(h
′g, h′h) = Kα,β(g, h) for g ∈ G, h, h
′ ∈ H.
(2) The kernel Kα,β(g, h) satisfies the following equivariance property:
(2.2) Kα,β(gman, hmHaHnH) = a
−w0α+σβ−w0βaαHKα,β(g, h)
for g ∈ G, h ∈ H and man ∈MAN , mHaHnH ∈MHAHNH .
Proof. (1) This is clear from the definition since σ(h′) = h′ for h′ ∈ H.
(2) Direct computation using (1.3) yields
Kα,β(gman, hmHaHnH)
= a(w˜−10 n
−1a−1m−1g−1hmHaHnH)
αa(w˜−10 n
−1a−1m−1g−1σ(g)σ(m)σ(a)σ(n))β
= a(n(w0a−1)m′w−10 g
−1hmHaHnH)
αa(n(w0a−1)m′w˜−10 g
−1σ(g)σ(m)σ(a)σ(n))β
= a−w0αa(w˜−10 g
−1h)αaαHa
−w0βa(w˜−10 g
−1σ(g))βσ(a)β
= a−w0α+σβ−w0βaαHKα,β(g, h),
where n = w˜−10 n
−1w˜0 ∈ N and m
′ = w˜−10 m
−1w˜0 ∈M . 
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2.3. Domain of definition. The kernel Kα,β(g, h) is defined at (g, h) ∈
G×H whenever
(2.3) g−1h, g−1σ(g) ∈ w˜0NMAN = Nw˜0MAN.
Note that Nw˜0MAN = Pw˜0P is the open dense cell in the Bruhat decom-
position (1.2). The condition (2.3) on (g, h) ∈ G×H is right-invariant under
P × PH and the following set is well-defined:
D := {(gP, hPH ) ∈ G/P ×H/PH : g
−1h, g−1σ(g) ∈ Nw˜0MAN}.
We have thatKα,β(g, h) is defined at (g, h) ∈ G×H if and only if (gP, hPH ) ∈
D.
Lemma 2.4. (1) D is an open subset of G/P ×H/PH .
(2) D is left-invariant under ∆(H).
Proof. (1) SinceNw˜0MAN ⊆ G is open and the maps G×H → G, (g, h) 7→
g−1h and G → G, g 7→ g−1σ(g) are continuous, the inverse image of D
under the product of the projections G→ G/P and H → H/PH is open
in G×H. Hence D is open in G/P ×H/PH .
(2) This is clear as σ(h) = h for h ∈ H. 
Proposition 2.5. The following conditions are equivalent:
(1) D ⊆ G/P ×H/PH is open dense,
(2) D 6= ∅,
(3) exp(n−σ) ∩Nw˜0MAN 6= ∅,
(4) pλ|n−σ 6= 0 for some/all λ ∈ a
∗
+,reg ∩ Λ
+(a).
Proof. We prove (1)⇒(2)⇒(3)⇒(4)⇒(1). The direction (1)⇒(2) is trivial.
Next assume (2), D 6= ∅. Since D is open it intersects the open dense set
(N · 1P ) × H/PH non-trivially. In particular there exists n ∈ n such that
n−1σ(n) ∈ Nw˜0MAN . By Lemma 1.8 we can write n = nHe
X with nH ∈
NH and X ∈ n
−σ. Then n−1σ(n) = e−2X and hence e−2X ∈ Nw˜0MAN
which shows (3).
Now assume (3), we have eX ∈ Nw˜0MAN for some X ∈ n
−σ and let
λ ∈ a∗+,reg ∩ Λ
+(a). By Lemma 1.5 (3) we have pλ(Y ) 6= 0 if and only if
eY ∈ Nw˜0MAN . Hence p
λ(X) 6= 0 which shows (4).
Finally assume (4), the restriction of pλ to n−σ is non-zero for some λ ∈
a∗+,reg∩Λ
+(a). Note that such λ exist by Proposition 1.3 (4). Then (pλ|n−σ)
−1(R\
{0}) ⊆ n−σ is open dense and consequently, by Lemma 1.8,
U := {n ∈ N : n−1σ(n) ∈ Nw˜0MAN}
= {nHe
X : nH ∈ NH ,X ∈ n
−σ, pλ(−2X) 6= 0}
is open dense in N . Consider the topological isomorphism
N ×NH → N ×NH , (n, nH) 7→ (n
−1nH , nH)
and denote by V ⊆ N × NH the preimage of the open dense set (N ∩
Nw˜0MAN) ×NH . Then U ×NH and V are both open dense in N ×NH
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and hence their intersection is open dense. The image of the intersection
under the canonical projection G × H → G/P × H/PH is therefore open
dense in G/P × H/PH , but it is also contained in D which shows that D
is dense in G/P ×H/PH . This proves (1) and hence the equivalence of all
three statements follows. 
Remark 2.6. The kernel Kα,β(g, h) is still defined for D = ∅ if one imposes
the condition β = 0. In this case it is simply the kernel of the classical
Knapp–Stein intertwiner restricted to G×H ⊆ G×G, see (0.1).
Corollary 2.7. Assume that either
(1) G is a simple rank one group, P = Pmin and G0 * H or
(2) G = G′ ×G′, H = ∆(G′) the diagonal and P = P ′ × P ′.
Then D ⊆ G/P ×H/PH is open dense.
Proof. We use criterion (3) in Proposition 2.5.
(1) Since G is of rank one we have W = {1, w0} and hence there are only
two Bruhat cells Nw˜0MAN and MAN . Further, N ∩MAN = {1}.
Therefore eX ∈ Nw˜0MAN , X ∈ n, if and only if X 6= 0. Since G0 *
H we have σ|n 6= idn by Lemma 1.7 and hence n
−σ 6= 0. Therefore
exp(n−σ) ∩Nw˜0MAN 6= ∅.
(2) We have n−σ = {(X,−X) : X ∈ n′} and hence
exp(n−σ) = {(n, n−1) : n ∈ N
′
}.
Further
Nw˜0MAN = N
′w˜′0M
′A′N ′ ×N ′w˜′0M
′A′N ′.
Since U := N
′
∩ N ′w˜′0M
′A′N ′ is open dense in N
′
the intersection
U ∩ U−1 is non-empty and for every n ∈ U ∩ U−1 we have (n, n−1) ∈
exp(n−σ) ∩Nw˜0MAN . 
Example 2.8. Section 1.5.3 provides a big class of examples where we can
easily check whether the subset D is dense in G/P ×H/PH . We illustrate
this in the case G = Sp(n,R) with P = GL(n,R) ⋉ Sym(n,R) the Siegel
parabolic subgroup and H = Sp(m,R)×Sp(n−m,R), see Example 1.11 (1).
Here n = Sym(n,R) and then Lemma 1.5 (3) and (1.12) imply that forX ∈ n
we have exp(X) ∈ Nw˜0MAN if and only if X is an invertible matrix. Now
n−σ =
{(
0 Y
Y T 0
)
: Y ∈M(m× (n−m),R)
}
.
Therefore n−σ contains invertible matrices if and only if n = 2m. Thus
D 6= ∅ if and only if n = 2m. The other cases in Example 1.11 can be
treated similarly.
3. Intertwining operators between principal series
We study intertwining operators between spherical principal series repre-
sentations of G and H.
KNAPP–STEIN TYPE INTERTWINING OPERATORS FOR SYMMETRIC PAIRS 23
3.1. Induced representations. For ν ∈ a∗C we define the induced repre-
sentation (normalized smooth parabolic induction)
IG(ν) := IndGP (1⊗ e
ν ⊗ 1).
Here G acts by left-translations on the representation space
IG(ν) = {f ∈ C∞(G) : f(gman) = a−ν−ρf(g)∀ g ∈ G,man ∈MAN}
which is endowed with the topology induced from C∞(G). Note that a
function f ∈ IG(ν) is uniquely determined by its values on K and the
restriction map defines a topological isomorphism
IG(ν)→ C∞(X)
with X = K/(M∩K). The corresponding representation πν of G on C
∞(X)
is called the compact picture and is explicitly given by
(3.1) πν(g)f(k) = e
−(ν+ρ)H(g−1k)f(κ(g−1k)), g ∈ G, k ∈ K.
Similarly, for ν ′ ∈ (aH)
∗
C we also consider the induced representation
IH(ν ′) := IndHPH (1⊗ e
ν′ ⊗ 1)
and its realization τν′ on C
∞(XH) with XH = KH/(MH ∩KH).
3.2. Intertwining integrals. We use the kernels Kα,β(g, h) to construct
intertwining operators πν |H → τν′ . For this we have to assume that the
domain of definition D of Kα,β(g, h) is an open dense subset of G ×H. In
view of Proposition 2.5 we make the following general assumption:
(D) D 6= ∅,
assuring that D is open dense. In the spirit of the classical Knapp–Stein
operators (0.1) we would like to put for α, β ∈ a∗C and f ∈ C
∞(X):
(3.2) A(α, β)f(kH ) :=
∫
K
Kα,β(k, kH )f(k) dk, kH ∈ KH .
Since the integral kernel Kα,β(g, h) is in general singular this integral does
not converge for all parameters α, β. Further, from this expression it is a
priori not clear whether A(α, β)f defines a smooth function on KH , even
if we assume convergence of the integral. We rewrite (3.2) using the H-
invariance of Kα,β(g, h):
(3.3)
A(α, β)f(kH ) =
∫
K
Kα,β(k
−1
H k,1)f(k) dk =
∫
K
Kα,β(k,1)f(kHk) dk.
This expression suggests the investigation of the function
K˜α,β(k) := Kα,β(k,1).
Note that K˜α,β corresponds to Kα,β via the isomorphism ∆(H)\(G×H) ∼=
G, (g, h) 7→ h−1g.
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Recall the cone a∗+ ⊆ a
∗ defined in (1.8) and its interior a∗+,reg. For a
smooth manifold Y we denote byD′(Y ) := C∞c (Y )
′ the space of distributions
on Y endowed with the weak-⋆ topology.
Theorem 3.1. (1) For α, β ∈ a∗C with Reα,Re β ∈ a
∗
+ the function
K˜α,β is locally integrable on K and hence defines a non-zero distri-
bution in D′(K). The map
(a∗+ + ia
∗)⊕ (a∗+ + ia
∗)→ D′(K), (α, β) 7→ K˜α,β
is holomorphic on (a∗+,reg + ia
∗)⊕ (a∗+,reg + ia
∗).
(2) The distribution K˜α,β extends meromorphically in the parameters
α, β ∈ a∗C. More precisely, there exist X1, . . . ,XM , Y1, . . . , YM ∈ a
and d1, . . . , dM ∈ Z such that the map
(α, β) 7→
M∏
j=1
Γ(α(Xj) + β(Yj) + dj)
−1 · K˜α,β
extends to an entire function a∗C × a
∗
C → D
′(K).
For the proof we use a general result on the meromorphic continuation
of complex power functions (see [2] and [5] for a proof using Hironaka’s
resolution of singularities, see also [15, Theorem 1] and [33, The´ore`me 2.1]):
Theorem 3.2. Let Y be a compact real analytic manifold with a volume
form dy and let u1, . . . , uN be non-negative real-valued real analytic func-
tions on Y . Then the distribution us11 · · · u
sN
N ∈ D
′(Y ) defined for s1, . . . , sN ∈
C with Re sk ≥ 0 by
〈us11 · · · u
sN
N , ϕ〉 =
∫
Y
ϕ(y)u1(y)
s1 · · · uN (y)
sN dy, ϕ ∈ C∞c (Y ),
extends meromorphically in the parameters s1, . . . , sN ∈ C. More precisely,
there exist αjk ∈ N0 and βj ∈ Z, j = 1, . . . ,M , k = 1, . . . , N , such that the
map
(s1, . . . , sN ) 7→
M∏
j=1
Γ
(
N∑
k=1
αjksk + βj
)−1
us11 · · · u
sN
N
extends to an entire function CN → D′(Y ).
In fact, the result in this formulation can be derived from [33, The´ore`me
2.1] by choosing a finite number of coordinate patches and a corresponding
partition of unity.
Proof of Theorem 3.1. (1) By the assumption (D) and Proposition 2.5
the function K˜α,β is defined on an open dense subset of K and has
strictly positive values on it. Since Reα,Re β ∈ a∗+ this function is
bounded by Lemma 1.3 (1) and hence defines a distribution on K.
Holomorphic dependence on α and β follows from part (2).
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(2) We apply Theorem 3.2 to Y = K with the Haar measure dy = dk.
Note that by Lemma 1.3 (3) there exists a basis of a∗C consisting of
elements ̟1, . . . ,̟r ∈ Λ
+(a) (see (1.7) for the definition of Λ+(a)).
Using Lemma 1.3 (1) we define real analytic functions u1, . . . , u2r on
K by the formulas
uj(k) := a(w˜
−1
0 k
−1)̟j , ur+j(k) := a(w˜
−1
0 k
−1σ(k))̟j
for j = 1, . . . , r. Note that the functions uj are non-negative on
K since the functions a̟j are positive on the dense subset K ∩
Nw˜0MAN ⊆ K. Then the distribution K˜α,β can be written as
K˜α,β = u
s1
1 · · · u
s2r
2r
with α =
∑r
j=1 sj̟j , β =
∑r
j=1 sr+j̟j and Theorem 3.2 yields the
claim. 
We now use Theorem 3.1 to construct intertwining operators πν |H → τν′ .
For the statement let L(E,F ) denote the space of bounded linear operators
between two Fre´chet spaces E and F endowed with the topology of pointwise
convergence.
Theorem 3.3. (1) For α, β ∈ a∗C with Reα,Re β ∈ a
∗
+ the integral
in (3.2) converges absolutely for every f ∈ C∞(X) and defines a
function A(α, β)f ∈ C∞(XH) depending holomorphically on α, β ∈
a∗+,reg + ia
∗.
(2) The family of operators A(α, β) : C∞(X)→ C∞(XH) extends mero-
morphically in α, β ∈ a∗C. More precisely, there exist X1, . . . ,XM ,
Y1, . . . , YM ∈ a and d1, . . . , dM ∈ Z such that the map
(α, β) 7→
M∏
j=1
Γ(α(Xj) + β(Yj) + dj)
−1 · A(α, β)
extends to a non-trivial entire function a∗C×a
∗
C → L(C
∞(X), C∞(XH)).
(3) Let (α, β) ∈ a∗C ⊕ a
∗
C be a regular point of A(α, β). Then for
(3.4) ν = −w0α+ σβ − w0β + ρ, ν
′ = −α|aσ
C
− ρH
the map A(α, β) defines an H-intertwining operator πν |H → τν′ , i.e.
A(α, β) ∈ HomH(πν |H , τν′).
Proof. By (3.3) we can write A(α, β) as
A(α, β)f(kH ) = 〈K˜α,β , f(kH · )〉.
Since the map KH × C
∞(K) → C∞(K), (kH , f) 7→ f(kH · ) is smooth the
statement in (1) is clear by Theorem 3.1 (1). For part (2) let
γ(α, β) =
M∏
j=1
Γ(α(Xj) + β(Yj) + dj)
−1
26 JAN MO¨LLERS, BENT ØRSTED, AND YOSHIKI OSHIMA
with X1, . . . ,XM , Y1, . . . , YM ∈ a and d1, . . . , dM ∈ Z such that (α, β) 7→
γ(α, β)K˜α,β is an entire function a
∗
C ⊕ a
∗
C → D
′(K) (see Theorem 3.1 (2)).
We show that γ(α, β)A(α, β) is holomorphic in α, β ∈ a∗C with values in
L(C∞(X), C∞(XH)). Note that this function is holomorphic if and only if
for every f ∈ C∞(X) the map (α, β) 7→ γ(α, β)A(α, β)f is holomorphic on
a∗C⊕a
∗
C with values in C
∞(XH). To prove this it is enough to see that for any
φ ∈ C∞(XH)
′ = D′(XH) the scalar function (α, β) 7→ γ(α, β)〈φ,A(α, β)f〉
is meromorphic because weakly holomorphic implies holomorphic. Define
g(k, kH ) = f(kHk) which is a smooth function on K ×KH . Then 〈φ, g〉 is a
smooth function on K and we have
γ(α, β)〈φ,A(α, β)f〉 = γ(α, β)〈K˜α,β , 〈φ, g〉〉
which is holomorphic by the choice of γ(α, β). This proves statement (2).
For statement (3) we have to show
A(α, β) ◦ πν(h) = τν′(h) ◦ A(α, β) ∀h ∈ H.
with ν = ν(α, β) and ν ′ = ν ′(α, β). Since this identity is meromorphic
in α, β ∈ a∗C it suffices to show it for Reα,Re β ∈ a
+
C where the integral
converges absolutely. In this case we have, using formulas (1.5), (3.1) and
Proposition 2.3
(A(α, β)πν(h)f)(kH )
=
∫
K
Kα,β(k, kH )e
−(ν+ρ)H(h−1k)f(κ(h−1k)) dk
=
∫
K
Kα,β(h
−1k, h−1kH)e
−(ν+ρ)H(h−1k)f(κ(h−1k)) dk
=
∫
K
e(−w0α+σβ−w0β)H(h
−1k)eαH(h
−1kH)Kα,β(κ(h
−1k), κ(h−1kH))
e−(ν+ρ)H(h
−1k)f(κ(h−1k)) dk
= eαH(h
−1kH )
∫
K
Kα,β(κ(h
−1k), κ(h−1kH))f(κ(h
−1k))e−2ρH(h
−1k) dk
= eαH(h
−1kH )
∫
K
Kα,β(k, κ(h
−1kH))f(k) dk
= eαH(h
−1kH )(A(α, β)f)(κ(h−1kH)).
Here we used for the third equality that h−1kH ∈ H decomposes according
to the decomposition H = KHMHAHNH into
h−1kH = κ(h
−1kH)mHae
H(h−1kH )nH
with mH ∈MH , a ∈ AH ∩M and nH ∈ NH . This further implies that
(τν′(h)A(α, β)f)(kH ) = e
−(ν′+ρH)H(h
−1kH)a−(ν
′+ρH )f(κ(h−1kH)).
By the definition of ν ′ we have (ν ′+ ρH)|aH∩m = 0 and hence a
−(ν′+ρH) = 1
and the intertwining identity follows. 
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Remark 3.4. The result in Theorem 3.3 is abstract and does not provide
any information about the location of the poles of A(α, β) and their nature.
In Section 3.5 we outline a possible method to study the residues.
Recall the identifications IG(ν) ∼= C∞(X) and IH(ν ′) ∼= C∞(XH).
Corollary 3.5. For Reα,Re β ∈ a∗+ and ν, ν
′ as in (3.4) the intertwining
operator A˜(α, β) : IG(ν) → IH(ν ′) corresponding to A(α, β) : C∞(X) →
C∞(XH) is given by the convergent integrals
A(α, β)f(h) =
∫
K
Kα,β(k, h)f(k) dk =
∫
N
Kα,β(n, h)f(n) dn, h ∈ H.
Proof. The unique extension of a function ϕ ∈ C∞(XH) to ϕ˜ ∈ I
H(ν ′) is
given by
ϕ˜(kHmHaHnH) = a
−ν′−ρH
H ϕ(kH).
Therefore we obtain by Proposition 2.3 (2) for f ∈ IG(ν):
A˜(α, β)f(kHmHaHnH) = a
−ν′−ρH
H A(α, β)(f |K)(kH)
= aαH
∫
K
Kα,β(k, kH )f(k) dk
=
∫
K
Kα,β(k, kHmHaHnH)f(k) dk.
Further, using the integral formula (1.6) we obtain
A˜(α, β)f(h) =
∫
N
Kα,β(κ(n), h)f(κ(n))e
−2ρH(n) dn
=
∫
N
e(w0α−σβ+w0β)H(n)Kα,β(n, h)e
(ν+ρ)H(n)f(n)e−2ρH(n) dn
=
∫
N
Kα,β(n, h)f(n) dn,
finishing the proof. 
Remark 3.6. Using Corollary 3.5 the intertwining operators A˜(α, β) can be
studied in the non-compact picture. The non-compact picture is obtained
by restricting functions in IG(ν) and IH(ν ′) to N and NH , respectively.
Then A˜(α, β) is an integral operator on flat space with kernel Kα,β(n, nH)
on N ×NH . In the case (G,H) = (O(1, n),O(1, n−1)) these operators were
investigated earlier by Kobayashi–Speh [26, 27] (see also [21, 31]).
Remark 3.7. By the Schwartz Kernel Theorem the intertwining operators
A(α, β) : C∞(X) → C∞(XH) are given by distribution kernels in D
′(X ×
XH). For Reα,Re β ∈ a
∗
+ these kernels are precisely Kα,β|K×KH . Abusing
notation we also write Kα,β for their meromorphic extension in α, β ∈ a
∗
C.
With ν, ν ′ as in (3.4) these distributions are ∆(H)-invariant distribution
vectors for the representations πν ⊗ τν′ of G×H on C
∞(X ×XH), i.e.
Kα,β ∈ (πν ⊗ τν′)
−∞,∆(H).
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3.3. Induction parameters. We study the relation (3.4) between the pa-
rameters α, β ∈ a∗C of the kernel Kα,β and the induction parameters ν ∈ a
∗
C
and ν ′ ∈ (aH )
∗
C.
First we note that the condition ν ′ = −α|aσ
C
−ρH means that ν
′ ≡ −α−ρH
on aσ = aH ∩ a and ν
′ ≡ −ρH on aH ∩ m in the decomposition aH =
(aH ∩ a)⊕ (aH ∩m). This gives the necessary condition
(ν ′ + ρH)|aH∩m = 0.
By Lemma 1.6 we obtain the joint eigenspace decomposition for w0 and
σ:
a = (aσ ∩ a−w0)⊕ (aσ ∩ aw0)⊕ (a−σ ∩ a−w0)⊕ (a−σ ∩ aw0),
where a±w0 = {H ∈ a : w0H = ±H}.
We first consider the case where w0|a = −1. The relation (3.4) between
α, β and ν, ν ′ then reads
ν = α+ β + σβ + ρ, ν ′ = −α|aσ
C
− ρH .
By Remark 2.2 the kernel Kα,β(g, h) does not depend on the values of β
on a−σC , and neither do ν and ν
′. Hence we may assume β|a−σ = 0, i.e.
β ∈ (aσ)∗C and the relations read
ν = α+ 2β + ρ, ν ′ = −α|aσ
C
− ρH .
The following result is immediate:
Lemma 3.8. Assume that w0|a = −1. Then the map
(α, β) 7→ (ν, ν ′) = (α+ 2β + ρ,−α|aσ
C
− ρH)
defines a bijection
a∗C ⊕ (a
σ)∗C → {(ν, ν
′) ∈ a∗C ⊕ (aH)
∗
C : (ν
′ + ρH)|aH∩m = 0}.
This gives the largest possible set of induction parameters ν and ν ′ that
can be treated with the kernel Kα,β(g, h).
Returning to the general case, we may assume that β = 0 on aw0σ by
Remark 2.2. Then we have
Lemma 3.9. The map
a∗C ⊕ (a
−w0σ)∗C → {(ν, ν
′) ∈ a∗C ⊕ (aH)
∗
C : (ν
′ + ρH)|(aH∩m) = 0,
(ν ′ + ρH)|aσ∩aw0 = (ν − ρ)|aσ∩aw0}
given by
(α, β) 7→ (ν, ν ′) = (−w0α+ 2σβ + ρ,−α|aσ
C
− ρH)
is surjective and has fibers
(α0, β0) + {(2γ,−γ) : γ ∈ (a
−σ ∩ aw0)∗C}.
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Again this gives the largest possible set of induction parameters ν and
ν ′ that can be treated with the kernel Kα,β(g, h). However, since the map
(α, β) 7→ (ν, ν ′) is not necessarily injective there might be several different
integral kernels Kα,β(g, h) which define intertwining operators on the same
representations IG(ν)× IH(ν ′).
3.4. Uniqueness. In this section we outline a method to study generic
bounds for the dimension of the space of intertwining operators in the case
where there exists an open orbit of ∆(H) on G/P ×H/PH . This method is
applied in Section 4 to the rank one examples from Section 1.5.1. We expect
this method to work also in other cases.
3.4.1. Invariant distributions. Note that the non-degenerate invariant bilin-
ear form
IH(ν ′)× IH(−ν ′)→ C, (f1, f2) 7→
∫
KH
f1(k)f2(k) dk
induces an H-invariant embedding IH(ν ′) → IH(−ν ′)′ into the dual rep-
resentation IH(−ν ′)′. This allows us to view each intertwining operator
A : IG(ν) → IH(ν ′) as an intertwiner IG(ν) → IH(−ν ′)′. The method we
present even works for intertwining operators A : IG(ν)→ IH(−ν ′)′.
To every intertwining operator A : IG(ν) → IH(−ν ′)′ we associate a
distribution K ∈ D′(G × H) which is equivariant under the action of the
group L = H × P × PH where H acts diagonally by left-multiplication and
P × PH by right-multiplication. For this we need to associated to each test
function in C∞c (G) and C
∞
c (H) a function in I
G(ν) and IH(ν ′), respectively.
Let dp be a left-invariant measure on P and let ∆P be the modular
function for P , i.e.∫
P
f(pp′) dp = ∆P (p
′)−1
∫
P
f(p) dp, p′ ∈ P.
Then ∆P can be written as ∆P (p) = |detAd(p
−1)| = a−2ρ for p = man ∈
MAN . Let ̟ be a character of P . For f ∈ C∞c (G) put
(3.5) ♭f(g) :=
∫
P
∆P (p)
− 1
2̟(p)f(gp) dp.
Denote by r(p) the right-regular representation of p ∈ P on C∞(G), i.e.
r(p)f(g) = f(gp).
Lemma 3.10 ([28, Lemma 4.6]). The identity (3.5) defines a surjective
continuous linear operator ♭ : C∞c (G) → Ind
G
P (̟) which is G-equivariant
and satisfies
(3.6) ♭ ◦ r(p) = ∆P (p)
− 1
2̟(p)−1♭, p ∈ P.
Denote by ♭G and ♭H the corresponding operators for G and H with
induction parameters ̟ = eν and ̟ = e−ν
′
, respectively. We note that the
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transpose ♭tH defines an H-equivariant injective continuous linear operator
IH(ν ′)′ → D′(H).
Now let A : IG(ν) → IH(−ν ′)′ be a continuous intertwining operator
for the action of H. Then the composition ♭tH ◦ A ◦ ♭G is a continuous
linear operator C∞c (G)→ D
′(H) and hence, thanks to the Schwartz Kernel
Theorem, given by a distribution kernel KA ∈ D
′(G×H), i.e.∫
H
(A♭Gφ)(h)(♭Hψ)(h) dh = 〈KA, φ⊗ ψ〉, φ ∈ C
∞
c (G), ψ ∈ C
∞
c (H).
ThenKA isH-left invariant and by (3.6) it transforms under the right-action
of P × PH by
r(man,mHaHnH)KA = a
ν−ρa−ν
′−ρH
H KA.
Remark 3.11. Note that for A = A˜(α, β) : IG(ν)→ IH(ν ′) ⊆ IH(−ν ′)′ as
in Corollary 3.5 we have KA = Kα,β, the kernel defined in Section 2.
Let L = H×P×PH act on G×H by (h
′, p, pH) ·(g, h) = (h
′gp−1, h′hp−1H ).
Define a character β of L by β(h,man,mHaHnH) := a
ν−ρa−ν
′−ρH
H . Let
E = Cβ be the corresponding one-dimensional representation of L on C.
The group L acts on C∞c (G×H,E) by
x · ϕ(y) = β(x)ϕ(x−1 · y) = β(x)(x · ϕ)(y).
By duality we obtain an action of L on D′(G×H,E) = C∞c (G×H,E)
′ which
is given by 〈x·u, ϕ〉 = 〈u, x−1 ·ϕ〉. Then our calculation above shows that the
distribution KA arising from the intertwining operator A is invariant under
L. Denote the space of L-invariant distributions on G×H with values in E
by D′(G×H,E)L.
Lemma 3.12. The map A 7→ KA sending a continuous H-intertwining
operator A : IG(ν) × IH(−ν ′)′ to the invariant distribution KA ∈ D
′(G ×
H,E)L is injective.
This allows us to study uniqueness of intertwining operators by studying
uniqueness of invariant distributions.
Remark 3.13. It would be more natural to consider H-invariant distribu-
tions on G/P × H/PH with values in a line bundle instead of L-invariant
distributions on G × H with values in E. However, to be able to directly
apply the results in [28] we use the latter formulation.
3.4.2. Bruhat’s Vanishing Theorem. For the uniqueness question of invari-
ant distributions it is essential to have an open orbit of H on the double flag
variety G/P ×H/PH . On each open orbit we can use the following classical
fact (see e.g. [10, Lemma 3.2]):
Fact 3.14. Let X = H/S be an H-homogeneous space and E = H ×S E a
smooth H-homogeneous vector bundle. Then every H-invariant distribution
u ∈ D′(X, E)H is given by a smooth H-invariant section of the dual bundle
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E∗. Moreover, we have dimD′(X, E)H = dim(E∗)S. In particular, if E is
irreducible, it only has non-trivial invariant sections if it is trivial and in
this case the space of invariant sections is one-dimensional.
This statement assures uniqueness of invariant distributions on each open
H-orbit in G/P ×H/PH . However, there are also smaller H-orbits in the
double flag variety on which more singular invariant distributions can be
supported. To deal with these cases we use a powerful result by Bruhat (see
e.g. [28, Vanishing Theorem 3.15] or [35, Section 5.2]):
Theorem 3.15 (Bruhat). Let X be an L-space and O ⊆ X a closed L-
orbit, O = L · x0 ∼= L/S. Let β be a differentiable representation of L on a
Fre´chet space E. Denote by D′O(X,E) the distributions on X with values in
E which are supported on O and by D′O(X,E)
L its invariants. Further, let
V = (Tx0X)/(Tx0O), the quotient of the tangent spaces at x0 in X and O,
endowed with the natural action of S, and consider the symmetric powers
Sr(VC) as S-representations. Finally let χ be the character of S given by
χ(g) = |detAdL(g)||detAdS(g)| , the quotient of the modular functions of L and S. Then
(3.7) HomS(E ⊗ Cχ, S
r(VC)) = 0 ∀ r ∈ N0 ⇒ D
′
O(X,E)
L = 0.
Given a stratification O1, . . . ,Or of L-orbits with Or open one can now
proceed by induction. Putting X = Or−k ∪ . . . ∪ Or, k = 0, . . . , r, and
assuming that a distribution vanishes on Or−k+1 ∪ . . . ∪ Or we can use
Theorem 3.15 to find a condition for the vanishing of the distribution on
Or−k.
3.5. Bernstein–Sato identities. Although Theorem 3.3 proves meromor-
phic continuation of the intertwining operators A(α, β), it does not provide
any information about the location and nature of the poles. Further, it is
not clear in general, how to calculate the residues explicitly. In this sec-
tion we outline a strategy to obtain explicit Bernstein–Sato identities which
can be used to find poles and residues of the intertwining operators. This
strategy generalizes a method used by Beckmann–Clerc [3] for the product
situation G = SO(1, n)× SO(1, n), H = ∆SO(1, n) the diagonal.
We require that the space of H-intertwining operators IG(ν)→ IH(−ν ′)′
has generically dimension equal to the number of open H-orbits on G/P ×
H/PH . For simplicity of exposition we assume that there is only one open
orbit. This property is crucial in what follows.
3.5.1. Intertwining operators vs. invariant bilinear forms. We first note that
continuous H-intertwining operators A : IG(ν) → IH(−ν ′)′ are in one-to-
one correspondence with continuous H-invariant bilinear forms ( · , · )A :
IG(ν)× IH(−ν ′)→ C in the sense that
(φ,ψ)A = 〈Aφ,ψ〉, φ ∈ I
G(ν), ψ ∈ IH(−ν ′).
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Each such invariant bilinear form can by continuity be extended to an ∆(H)-
invariant linear functional on
I(ν,−ν ′) := {f ∈ C∞(G×H) : f(gman, hmHaHnH) = a
−ν−ρaν
′−ρH
H f(g, h)
∀ g ∈ G,h ∈ H,man ∈MAN,mHaHnH ∈MHAHNH}
where we can interpret I(ν,−ν ′) as the completion of the tensor product
IG(ν)⊗IH(−ν ′) carrying the left-regular representation of G×H. For α, β ∈
a∗C and ν, ν
′ satisfying (3.4) denote by ℓ(α, β) the H-invariant continuous
linear functional on I(ν,−ν ′) corresponding to the intertwining operator
A = A˜(α, β). We fix ν and ν ′ for the rest of this section. Note that the
functional ℓ(α, β) is given by the kernel Kα,β ∈ D
′(G × H) viewed as a
distribution on G×H and its meromorphic continuation (see Section 3.4.1).
Lemma 3.16. For all λ, µ ∈ Λ+(a) the multiplication operator
Mλ,µ : C
∞(G×H)→ C∞(G×H), Mλ,µf(g, h) = Kλ,µ(g, h)f(g, h)
defines an H-intertwiner
I(ν,−ν ′)→ I(ν − (−w0λ+ σµ− w0µ),−ν
′ − λ|(aσ)∗
C
)
for all ν ∈ a∗C, ν
′ ∈ (aH)
∗
C.
Proof. Since λ, µ ∈ Λ+(a) the function Kλ,µ(g, h) is by Lemma 1.3 (1)
smooth on G and hence Mλ,µ maps into C
∞(G × H). That it actually
maps I(ν,−ν ′) into the right space follows from Proposition 2.3 (2). Since
Kλ,µ(g, h) is by Proposition 2.3 (1) left-invariant under H the operatorMλ,µ
is also H-intertwining and the proof is complete. 
To obtain an intertwining operator Nλ,µ “in the other direction” we con-
jugate with the classical Knapp–Stein intertwiners. Let AG(ν) : IG(ν) →
IG(w0ν) denote the (regularized) classical Knapp–Stein intertwining op-
erator for G and AH(−ν ′) : IH(−ν ′) → IH(−w0ν
′) the one for H. For
λ, µ ∈ Λ+(a) the operator
Nλ,µ(α, β) : I(ν,−ν
′)→ I(ν + (λ+ µ− w0σµ),−ν
′ − w0λ|(aσ)∗
C
)
given by
Nλ,µ(α, β) := (A
G(w0ν − (−w0λ+ σµ −w0µ))⊗A
H(−w0ν
′ − λ|(aσ)∗
C
))
◦Mλ,µ ◦ (A
G(ν)⊗AH(−ν ′)).
is H-intertwining.
Now, on I(ν+(λ+µ−w0σµ),−ν
′−w0λ|(aσ)∗
C
) the functional ℓ(α+λ, β+µ)
is H-invariant and hence the functional
ℓ(α, β)λ,µ := ℓ(α+ λ, β + µ) ◦Nλ,µ(α, β).
is H-invariant on I(ν,−ν ′). Because of the assumed generic multiplicity one
property it has to be generically proportional to ℓ(α, β), i.e. there exists a
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function bλ,µ(α, β) such that generically the following Bernstein–Sato type
identity holds:
(3.8) bλ,µ(α, β)ℓ(α, β) = ℓ(α+ λ, β + µ) ◦Nλ,µ(α, β).
If the function bλ,µ(α, β) is meromorphic (e.g. polynomial in α and β) we
can use the identity (3.8) to extend ℓ(α, β) meromorphically by dividing by
bλ,µ(α, β).
Remark 3.17. We expect that in some cases Nλ,µ(α, β) is a differential
operator on G × H and bλ,µ(α, β) a polynomial in α and β. Then the
transpose ofNλ,µ(α, β) maps the integral kernelKα+λ,β+µ(g, h) to a multiple
of the integral kernel Kα,β(g, h):
Nλ,µ(α, β)
tKα+λ,β+µ = bλ,µ(α, β)Kα,β .
Knowing some residue of Kα,β(g, h) for some parameter (α, β) this identity
can be used to find the residue at the parameter (α + λ, β + µ) (see [3] for
the case (SO(1, n)× SO(1, n),∆SO(1, n))).
4. Uniqueness for rank one groups
We use the technique described in Section 3.4 to prove that for the cases
(G,H) = (SU(1, n;F),S(U(1,m;F)×U(n−m;F))), F = R,C,H,O, the space
of continuous intertwining operators IG(ν)→ IH(ν ′) is one-dimensional for
generic parameters ν, ν ′. In the special cases F = R,C with m = n − 1
this also follows from the multiplicity-one theorems by Sun–Zhu [34]. For
F = R Kobayashi–Speh [26, 27] obtained all intertwining operators, also for
singular parameters ν, ν ′, finding multiplicity two in some singular cases.
We use the notation of Section 1.5.1.
4.1. Geometry of the double flag variety. Using Proposition 1.9 it is
easy to see that the subgroup H has precisely three orbits on the double
flag variety G/P ×H/PH . Put L = H ×P ×PH and let L act on G×H by
(h′, p, pH) · (g, h) = (h
′gp−1, h′hp−1H ). Then G×H = O1 ⊔ O2 ⊔O3, where
O1 = L · (1,1), O2 = L · (w˜0,1), O3 = L · (n0w˜0,1)
for some arbitrary n0 ∈ N \NH as in Section 1.5.1. The stabilizer subgroups
are given by
S1 := StabL(1,1) = {(pH , pH , pH) : pH ∈ PH} ∼= PH ,
S2 := StabL(w˜0,1) = {(g, w˜
−1
0 gw˜0, g) : g ∈MHAH}
∼=MHAH ,
S3 := StabL(n0w˜0,1) = {(g, w˜
−1
0 gw˜0, g) : g ∈ StabMH (n0)}
∼= StabMH (n0).
The orbit O3 is open and hence it has tangent space
T(n0w˜0,1)O3 = g× h.
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The action of L on (w˜0,1) is given by (h, p, pH) · (w˜0,1) = (hw˜0p
−1, hp−1H ) =
(w˜0(w˜
−1
0 hw˜0)p
−1, hp−1H ) and therefore the tangent space of O2 at (w˜0,1) is
given by
T(w˜0,1)O2 = {(Ad(w˜
−1
0 )X + Y,X + Z) : X ∈ h, Y ∈ p, Z ∈ pH}
= {(Ad(w˜−10 )X + Y,X) : X ∈ h, Y ∈ p+ nH} = (p+ nH)× h.
The action of L on (1,1) is given by (h, p, pH) · (1,1) = (hp
−1, hp−1H ) and
therefore the tangent space of O1 at (1,1) is given by
T(1,1)O1 = {(X + Y,X + Z) : X ∈ h, Y ∈ p, Z ∈ pH}
= {(X + Y,X + Z) : X ∈ nH , Y ∈ p, Z ∈ pH}.
Thus we find the quotients (identified with subspaces of g⊕ h)
(T(w˜0,1)(G×H))/(T(w˜0,1)O2)
∼= n−σ × {0},
(T(1,1)(G×H))/(T(1,1)O1) ∼= {(X + Y,−X) : X ∈ nH , Y ∈ n
−σ}.
An element (w˜0gw˜
−1
0 , g, w˜0gw˜
−1
0 ) ∈ S2, g ∈ MHAH , acts on the quotient
space n−σ × {0} of the tangent spaces at (w˜0,1) as follows:
(w˜0gw˜
−1
0 , g, w˜0gw˜
−1
0 ) · (X, 0) =
d
dt
∣∣∣∣
t=0
(w˜0gw˜
−1
0 , g, w˜0gw˜
−1
0 ) · (w˜0,1)e
t(X,0)
=
d
dt
∣∣∣∣
t=0
(w˜0e
tAd(g)X ,1)
= (Ad(g)X, 0).
An element (pH , pH , pH) ∈ S3, pH ∈ PH , acts on the quotient space {(X +
Y,−X) : X ∈ nH , Y ∈ n
−σ} of the tangent spaces at (1,1) by
(pH , pH , pH) · (X + Y,−X) =
d
dt
∣∣∣∣
t=0
(pH , pH , pH) · (1,1)e
t(X+Y,−X)
=
d
dt
∣∣∣∣
t=0
(pHe
t(X+Y )p−1H , pHe
−tXp−1H )
= (prnAd(pH)(X + Y ),−prnAd(pH)X),
where prn : g = p+ n→ n denotes the projection.
4.2. Generic uniqueness. We now show that generically dimD′(G×H,E)L =
1. For this we investigate the condition (3.7) for the orbits O1 and O2.
4.2.1. Distributions supported on O2. Let X = O3 ∪ O2 ⊆ G × H open,
O = O2 ⊆ X closed. An invariant distribution u ∈ D
′(G × H,E)L which
vanishes on O3 has support on O2. Hence the restriction u|X ∈ D
′
O(X,E)
L.
By Theorem 3.15 the restriction u|X has to be zero if the condition (3.7) is
fulfilled. We identify S = S2 ∼= MHAH by (w˜0gw˜
−1
0 , g, w˜0gw˜
−1
0 ) 7→ g. Then
the character β takes the form
β(ma) = aν−ρ(a−1)−ν
′−ρH = a(ν−ρ)+(ν
′+ρH ), ma ∈MHAH .
KNAPP–STEIN TYPE INTERTWINING OPERATORS FOR SYMMETRIC PAIRS 35
The character χ is given by
χ(ma) =
|detAdL(w˜0maw˜
−1
0 ,ma, w˜0maw˜
−1
0 )|
|detAdMHAH (ma)|
= a2ρ−2ρH .
Hence E⊗Cχ is the representation of MHAH given by the character ma 7→
a(ν+ρ)+(ν
′−ρH ).
(1) For F = R,C,H we have MH = S(∆U(1;F) × U(m − 1;F) × U(n −
m;F)). The adjoint action of MH on n−σ ∼= Fn−m is given by the
defining representation of the factor U(n −m;F) on Fn−m and the
action of U(1;F) on Fn−m by multiplication from the right. There-
fore, there can only be a non-trivial MH -invariant in S
r(n−σC ) if
r is even. Further, the adjoint action of AH on n
−σ ⊆ g−α is
Ad(etH0)X = e−tX and hence etH0 acts on Sr(n−σC ) by e
−rt. There-
fore, Theorem 3.15 implies:
(ν + ρ) + (ν ′ − ρH) /∈ (−2N0) ⇒ D
′
O2(O2 ∪ O3, E)
L = 0.
(2) For F = O we have MH = Spin(7) acting on n−σ ∼= O ∼= R8 by
the spin representation. Since SU(4) ∼= Spin(6) ⊆ Spin(7) acts on
R8 ∼= C4 by the defining representation, there can again only be a
non-trivial MH -invariant in S
r(n−σC ) if r is even. The adjoint action
of AH on n
−σ = g−α is Ad(e
tH0)X = e−tX and hence etH0 acts on
Sr(n−σ) by e−rt. Therefore, Theorem 3.15 implies:
(ν + ρ) + (ν ′ − ρH) /∈ (−2N0) ⇒ D
′
O2(O2 ∪ O3, E)
L = 0.
4.2.2. Distributions supported on O1. Let X = G×H, O = O1 ⊆ X closed.
An invariant distribution u ∈ D′(G × H,E)L which vanishes on the open
subset O2 ∪ O3 ⊆ X has support on O1, hence u ∈ D
′
O(X,E)
L. Again we
check condition 3.7. We identify S = S1 ∼= PH by (pH , pH , pH) 7→ pH . The
character β takes the form
β(man) = aν−ρa−ν
′−ρH = a(ν−ρ)−(ν
′+ρH), man ∈MHAHNH .
The character χ is given by
χ(man) =
|detAdL(man,man,man)|
|detAdMHAHNH (man)|
=
a2ρa2ρH
a2ρH
= a2ρ.
Hence E ⊗ Cχ is the representation of PH given by the character man 7→
a(ν+ρ)−(ν
′+ρH ). We identify the quotient space V = (T(1,1)X)/(T(1,1)O)
with n by (X + Y,−X) 7→ X + Y . The action of S1 ∼= PH on n is given by
pH ·X = prnAd(pH)X. It is easy to see that NH acts trivially and MHAH
act by the adjoint representation.
(1) For F = R,C,H the adjoint action of MH = S(∆U(1;F) × U(m −
1;F)×U(n −m;F)) on
V ∼= n ∼= Fn−1 ⊕ ImF = Fm−1 ⊕ Fn−m ⊕ ImF
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is given by the defining representations of U(m − 1;F) and U(n −
m;F) on Fm−1 and Fn−m, respectively, and the action of ∆U(1,F) ∼=
U(1;F) on each factor (see Section 1.5.1 for details). Writing
Sr(n) =
⊕
j+k+ℓ=r
Sj(Fm−1)⊗ Sk(Fn−m)⊗ Sℓ(ImF)
we see that there can only be a non-trivialMH -invariant in the sum-
mands for j and k even. On each summand etH0 acts by e−(j+k+2ℓ)t
and since j + k + 2ℓ is even we obtain by Theorem 3.15 that
(ν + ρ)− (ν ′ + ρH) /∈ (−2N0) ⇒ D
′
O1(G×H,E)
L = 0.
(2) For F = O we have MH = Spin(7) acting on n ∼= O ⊕ ImO by the
direct sum of the spin representation on O ∼= R8 and the natural
representation of Spin(7) on ImO ∼= R7. Write
Sr(n) =
⊕
j+k=r
Sj(R8)⊗ Sk(R7).
As in Section 4.2.1 we conclude that j must be even if Sj(R8)
should contain a non-trivial Spin(7)-invariant. On such a summand
Sj(R8)⊗Sk(R7) the adjoint action of etH0 is given by e−(j+2k)t with
j + 2k even. Hence again
(ν + ρ)− (ν ′ + ρH) /∈ (−2N0) ⇒ D
′
O1(G×H,E)
L = 0.
4.2.3. Uniqueness statement. Altogether we can now prove the following
result:
Theorem 4.1. Let (G,H) = (SU(1, n;F),S(U(1,m;F)×U(n−m;F))) with
F = R,C,H and 0 < m < n or F = O and n = 2, m = 1. For ν+ρ−ρH±ν ′ /∈
(−2N0) the space of continuous H-intertwining operators IG(ν)→ IH(−ν ′)′
is at most one-dimensional. In particular, we have generically
HomH(πν |H , τν′) = C · A(α, β)
with α = −(ν ′ + ρH) and β =
(ν−ρ)+(ν′+ρH)
2 .
Proof. Let A and A′ be two H-intertwining operators IG(ν)|H → I
H(−ν ′)′.
To these operators we associate L-invariant distributions KA,KA′ ∈ D
′(G×
H,E)L as in Lemma 3.12. On the open orbit O3 these distributions are
by Fact 3.14 scalar multiples of each other, say KA|O3 = λKA′ |O3 . Then
the difference u := KA − λKA′ vanishes on O3. Therefore its restriction to
O2 ∪ O3 is contained in D
′
O2
(O2 ∪ O3, E)
L which is trivial by our previous
calculations. This means that u vanishes on O2∪O3, so it has support on O1.
But also D′O1(G×H,E)
L is trivial by the previous considerations and hence
u = 0 which implies KA = λKA′ . Therefore HomH(πν |H , τν′) is at most
one-dimensional. That it is generically spanned by A(α, β) follows from the
fact that A(α, β) ∈ HomH(πν |H , τν′) is non-trivial by Theorem 3.3. 
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Remark 4.2. Sun–Zhu [34] recently showed that (G,H) = (O(p, q),O(p, q−
1)) and (G,H) = (U(p, q),U(p, q−1)) are strong Gelfand pairs, i.e. HomH(π|H , τ)
is at most one-dimensional for all irreducible admissible smooth Fre´chet rep-
resentations π and τ which are of moderate growth and Z(g)-finite. This
implies Theorem 4.1 for the cases F = R,C and m = n − 1 when IG(ν)
and IH(ν ′) are irreducible, i.e. ν /∈ ±(ρ + N0) and ν ′ /∈ ±(ρH + N0). The
results of [34] together with Theorem 4.1 imply that the space of inter-
twining operators IG(ν) → IH(ν ′) can only be of dimension > 1 if both
ν ∈ ±(ρ + N0) and ν ′ ∈ ±(ρH + N0). For (G,H) = (O(1, n),O(1, n − 1))
Kobayashi–Speh [26, 27] found all intertwining operators IG(ν) → IH(ν ′),
also for singular parameters. For some parameters the space of intertwining
operators is two-dimensional.
5. Uniqueness for (G,H) = (GL(4n,R),GL(2n,C))
LetG = GL(4n,R) with parabolic subgroup P = (GL(2n,R)×GL(2n,R))⋉
M(2n,R) andH = GL(2n,C) ⊆ Gwith parabolic subgroup PH = (GL(n,C)×
GL(n,C))⋉M(n,C). Denote by IG(ν) and IH(ν ′) the principal series rep-
resentations of G and H induced from characters ν of P and ν ′ of PH as in
Section 3.1. In this section we show, using the techniques described in Sec-
tion 3.4, that the space of continuous intertwining operators IG(ν)→ IH(ν ′)
is generically of dimension ≤ 1.
Realize H as the fixed points in G of the involution
σ(g) = JgJ−1,
where
J =
(
Jn
Jn
)
and Jn =
(
0n 1n
−1n 0n
)
.
Let
P =
{(
A B
0 D
)
: A,D ∈ GL(2n,R), B ∈M(2n,R)
}
.
Then P is a σ-stable parabolic subgroup of G and PH = (GL(n,C) ×
GL(n,C)) ⋉M(n,C). We have MHAH ≃ GL(n,C)×GL(n,C) and identi-
fying n ≃M(2n,R) we have
n−σ =
{(
A B
B −A
)
: A,B ∈M(n,R)
}
∼
→M(n,C)(
A B
B −A
)
7→ A+ iB.
(5.1)
Via this isomorphism the action of MHAH on n
−σ is given by
(5.2) (g1, g2) ·X = g1Xg
−1
2 , g1, g2 ∈ GL(n,C),X ∈M(n,C).
Hence n−σ decomposes into MHAH -orbits as follows:
n−σ ≃M(n,C) =
n⊔
k=0
M(n,C)k,
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where M(n,C)k = MHAH · ek denotes the subset of matrices of complex
rank k, a representative being the diagonal matrix ek with k times 1 on the
diagonal followed by n − k times 0. In particular M(n,C)n is the unique
open orbit and hence H has an open dense orbit on G/P ×H/PH .
5.1. P -orbits in G/P . The Weyl group of G is given by the symmetric
group W = S4n on 4n elements. Then WP = S2n × S2n and hence
WP\W/WP = {WPwkWP : 0 ≤ k ≤ 2n}, wk = (1, 2n + 1) · · · (k, 2n + k).
Representatives w˜k for wk are given by
w˜k =


0k 1k
12n−k 02n−k
1k 0k
02n−k 12n−k

 ,
and hence, by the Bruhat decomposition
G =
2n⊔
k=0
Pw˜kP.
Identifying G/P with the Grassmannian Gr(2n,R4n) of 2n-dimensional sub-
spaces of R4n the P -orbits Pw˜kP are given by
Pw˜kP =
{
L ⊆ R4n : dimL = 2n,dim
[
L ∩
(
R2n
0
)]
= 2n− k
}
=


{(
x+ by
y
)
: x ∈ L′, y ∈ L′′
}
︸ ︷︷ ︸
[L′,L′′,b]:=
: L′ ∈ Gr(2n − k,R2n), L′′ ∈ Gr(k,R2n), b ∈M(2n,R)

 .
Note that
(5.3) [L′, L′′, b] = [L˜′, L˜′′, b˜] ⇔ L′ = L˜′, L′′ = L˜′′ and (b− b˜)L′′ ⊆ L′.
The group P = (GL(2n,R)×GL(2n,R))⋉M(2n,R) acts on [L′, L′′, b] by
(g1, g2) · [L
′, L′′, b] = [g1L
′, g2L
′′, g1bg
−1
2 ], g1, g2 ∈ GL(2n,R),
X · [L′, L′′, b] = [L′, L′′, b+X], X ∈M(2n,R).
5.2. PH-orbits in G/P . To find the PH -orbit decomposition of each P -orbit
Pw˜kP we first study the action of the Levi part of PH on Gr(2n − k,R2n)
and Gr(k,R2n). The GL(n,C)-orbit decomposition of Gr(k,R2n) is given by
Gr(k,R2n) =
⊔
0,k−n≤ℓ≤k/2
Ok,ℓ,
where Ok,ℓ = {L ∈ Gr(k,R2n) : dimC(L ∩ JnL) = ℓ}. A representative in
Ok,ℓ is given by the subspace Lk,ℓ of R2n spanned by e1, . . . , ek−ℓ, en+1, . . . , en+ℓ.
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The stabilizer of Lk,ℓ in GL(n,C) is
Sk,ℓ ≃ (GL(ℓ,C)×GL(k − 2ℓ,R)×GL(n− k + ℓ,C))
⋉(M(ℓ×(k−2ℓ),C)×M((k−2ℓ)×(n−k+ℓ),C)×M(ℓ×(n−k+ℓ),C)).
This is a subgroup of a parabolic subgroup of GL(n,C) with Levi component
GL(ℓ,C) × GL(k − 2ℓ,C) × GL(n − k + ℓ,C). For any [L′, L′′, b] ∈ Pw˜kP
there exists (g1, g2) ∈ GL(n,C)×GL(n,C) =MHAH such that
(g1, g2) · [L
′, L′′, b] = [L2n−k,ℓ1 , Lk,ℓ2 , b
′]
for some integers ℓ1, ℓ2, and b
′ ∈M(2n,R) satisfying
0, n− k ≤ ℓ1 ≤ n−
k
2
, 0, k − n ≤ ℓ2 ≤
k
2
.
Next, there exists X ∈M(n,C) = NH such that
X · [L2n−k,ℓ1 , Lk,ℓ2 , b
′] = [L2n−k,ℓ1 , Lk,ℓ2 , b
′′], where b′′ =
(
A B
B −A
)
.
Identify M(2n,R) with n and M(n,C) with n−σ as in (5.1). Then b′′ ∈
n−σ corresponds to A + iB ∈ M(n,C) on which the action of MHAH =
GL(n,C) × GL(n,C) is given by left and right multiplication (see (5.2)).
Let π denote the natural projection n → n−σ along nH . We further divide
A+ iB into 3× 3 blocks:
A+ iB =

 C11 C12 C13C21 C22 C23
C31 C32 C33

 ,(5.4)
where C11, C22, and C33 are of size ℓ1 × ℓ2, (2n − k − 2ℓ1) × (k − 2ℓ2) and
(k − n+ ℓ1)× (n− k + ℓ2), respectively. Put V = {b ∈M(2n,R) : bLk,ℓ2 ⊂
L2n−k,ℓ1}. Then it follows that
π(V ) =



 C11 C12 C13C21 C22 C23
0 C32 C33

 : Cij arbitrary ∀i, j

 .
By taking into account the equivalence condition (5.3) and the action of NH
this implies that we may assume Cij = 0 for (i, j) 6= (3, 1) in the expression
(5.4). Supppose that the rank of C31 is m. Then by the multiplication by
the GL(k − n + ℓ1,C) × GL(ℓ2,C)-component of S2n−k,ℓ1 × Sk,ℓ2 , we may
take C31 to be (
1m 0
0 0k−n+ℓ1−m, ℓ2−m
)
.
Write bm for the matrix b
′′ given in this way. It is easy to see that [L2n−k,ℓ1 , Lk,ℓ2 , bm]
for different m do not lie in the same PH -orbit. As a consequence, the PH -
orbits in G/P are parameterized by four non-negative integers k, ℓ1, ℓ2,m
40 JAN MO¨LLERS, BENT ØRSTED, AND YOSHIKI OSHIMA
satisfying
k ≤ 2n, n− k ≤ ℓ1 ≤ n−
k
2
,
k − n ≤ ℓ2 ≤
k
2
, m ≤ k − n+ ℓ1, ℓ2.
The representative [L2n−k,ℓ1, Lk,ℓ2 , bm] ∈ G/P is the 2n-dimensional sub-
space of R4n spanned by
e1, . . . , e2n−k−ℓ1 , en+1, . . . , en+ℓ1 , e2n−k−ℓ1+1 + e2n+1, . . . , e2n−k−ℓ1+m + e2n+m,
e2n+m+1, . . . , e2n+k−ℓ2 , e3n−k−ℓ1+1 − e3n+1, . . . , e3n−k−ℓ1+m − e3n+m,
e3n+m+1, . . . , e3n+ℓ2 .
The unique open orbit corresponds to (k, ℓ1, ℓ2,m) = (2n, 0, n, n).
5.3. Generic uniqueness. For every ν ∈ a∗C the character P ∋ p 7→ a(p)
ν
is given by(
A X
0 B
)
7→ |detA|ν1 |detB|ν2 , A,B ∈ GL(2n,R),X ∈M(2n,R)
for some ν1, ν2 ∈ C. Similarly, for ν ′ ∈ (aH)∗C the character PH ∋ pH 7→
a(pH)
ν′ is given by(
C Y
0 D
)
7→ |detCC|
ν′1 |detCD|
ν′2 , C,D ∈ GL(n,C), Y ∈M(n,C)
for some ν ′1, ν
′
2 ∈ C. Here detC denotes the determinant of complex matrices.
The characters ρ and ρH are given by(
A X
0 B
)
7→ |detA|n|detB|−n,
(
C Y
0 D
)
7→ |detCC|
n|detCD|
−n.
For the existence of an H-intertwining operator IG(ν) → IH(−ν ′)′, the
subgroup
Z = {t · 14n : t ∈ R
×} = Z(G) ⊆ Z(H)
has to act by the same scalars on IG(ν) and IH(ν ′). Hence, intertwiners
IG(ν)→ IH(−ν ′)′ can only exist if
2(ν1 + ν2) = ν
′
1 + ν
′
2.
Also tensoring the same character of G with IG(ν) and with IH(ν ′), we may
and do assume that ν1 + ν2 = ν
′
1 + ν
′
2 = 0. To prove the uniqueness (up
to constant multiples) of H-intertwining operators IG(ν) → IH(−ν ′)′ for
generic ν1 and ν
′
1, we apply Theorem 3.15 to non-open H × P × PH -orbits
in G × H. As in Section 4, put L = H × P × PH and X = G × H. We
obtained in Section 5.2 an L-orbit decomposition: X =
⊔
(k,ℓ1,ℓ2,m)
Ok,ℓ1,ℓ2,m.
Take a non-open orbit O = Ok,ℓ1,ℓ2,m and take an element g ∈ G such that
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gP = [L2n−k,ℓ1 , Lk,ℓ2 , bm] ∈ G/P . Let S be the stabilizer of (g,1) ∈ X in L.
Then
S = {(pH , g
−1pHg, pH) : pH ∈ PH ∩ gPg
−1} ≃ PH ∩ gPg
−1.
One can see that the elements pH ∈ PH of the following form belong to
gPg−1:
pH =
(
A 0
0 1n
)
, A =


A1
A2
1m
A3

 ,
where A1 ∈ GL(ℓ1,C), A2 ∈ GL(2n− k− 2ℓ1,R), and A3 ∈ GL(k−n+ ℓ1−
m,C). We note that at least one of the integers ℓ1, 2n− k− 2ℓ1 and k−n+
ℓ1−m is positive because otherwise (k, ℓ1, ℓ2,m) = (2n, 0, n, n), implying O
is open. Let S′ ≃ GL(ℓ1,C)×GL(2n−k−2ℓ1,R)×GL(k−n+ℓ1−m,C) be
the subgroup of PH consisting of matrices pH as above. Then for pH ∈ S
′
it follows that
a(g−1pHg)
ν−ρ = |detCA1|
2(ν1−n)|detCA3|
−2(ν1−n),
a(pH)
−ν′−ρH = |detCA1 detCA2 detCA3|
−(ν′1+n).
Hence the character β is given by
β(pH , g
−1pHg, pH) = |detCA1|
2ν1−ν′1−3n|detCA2|
−ν′
1
−n|detCA3|
−2ν1−ν′1+n
for pH ∈ S
′. Let V := T(g,1)X/T(g,1)O and χ(g) :=
|detAdL(g)|
|detAdS(g)|
as in Theo-
rem 3.15. Here we do not calculate the explicit form of S, V or χ. However,
we can easily deduce an integral condition on the parameters by Theo-
rem 3.15 as follows. Since V is a real rational representation of S′, any
one-dimensional S′-subrepresentation of Sr(VC) is of the form:
pH 7→ |detCA1|
d1 |detCA2|
d2 |detCA3|
d3
for some d1, d2, d3 ∈ Z. In order to get a sharper condition we put S′′ :=
{pH ∈ S
′ : A2 = 12n−k−2ℓ1} and show that V is a complex rational rep-
resentation of S′′ up to trivial factors, namely, there is a decomposition
V = V1 ⊕ V2 into S
′′-representations on real vector spaces such that
• V1 has a complex structure for which the representation of S
′′ on V1
is complex rational,
• S′′ acts trivially on V2.
Indeed, we can endow T(g,1)X ≃ g ⊕ h with a complex structure in such a
way that T(g,1)X becomes a complex rational representation of S
′′ (or G′).
Since any non-trivial irreducible complex rational representation remains
irreducible as a real representation and V is a quotient S′′-representation of
T(g,1)X, there exist a decomposition V = V1 ⊕ V2 and a complex structure
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on V1 as required. As a result, the integers d1 and d3 have to be even.
Similarly, since χ is the top exterior product of T(g,1)O, it takes the form:
pH 7→ |detCA1|
e1 |detCA2|
e2 |detCA3|
e3
for some e1, e3 ∈ 2Z and e2 ∈ Z. As a result, it is only possible that
HomS′(E⊗Cχ, Sr(VC)) 6= 0 if 2ν1− ν ′1 ∈ (n+2Z), −ν
′
1 ∈ Z, or −2ν1− ν
′
1 ∈
(n + 2Z). By Theorem 3.15 we can conclude generic uniqueness of the
intertwining operators:
Theorem 5.1. Let (G,H) = (GL(4n;R),GL(2n,C)). Let P = (GL(2n,R)×
GL(2n,R))⋉M(2n,R) and PH = (GL(n,C)×GL(n,C))⋉M(n,C). Suppose
that P ∋ man 7→ aν and PH ∋ mHaHnH 7→ (aH)
ν′ are given by(
A X
0 B
)
7→ |detA|ν1 |detB|−ν1 ,
(
C Y
0 D
)
7→ |detCC|
ν′
1 |detCD|
−ν′
1
respectively for some ν1, ν
′
1 ∈ C. If 2ν1+ ν
′
1, 2ν1− ν
′
1 /∈ (n+2Z) and ν
′
1 /∈ Z,
then the space of continuous H-intertwining operators IG(ν)→ IH(−ν ′)′ is
at most one-dimensional. In particular, we have generically
HomH(πν |H , τν′) = C · A(α, β)
with α = −(ν ′ + ρH) and β =
(ν−ρ)+(ν′+ρH)
2 .
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