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We investigate equilibration processes shortly after sudden perturbations are applied to ultracold
trapped superfluids. We show the similarity of phase imprinting and localized density depletion
perturbations, both of which initially are found to produce “phase walls”. These planar defects
are associated with a sharp gradient in the phase. Importantly they relax following a quite general
sequence. Our studies, based on simulations of the complex time-dependent Ginzburg-Landau
equation, address the challenge posed by these experiments: how a superfluid eventually eliminates
a spatially extended planar defect. The processes involved are necessarily more complex than
equilibration involving simpler line vortices. An essential mechanism for relaxation involves repeated
formation and loss of vortex rings near the trap edge.
I. INTRODUCTION
Our understanding of superfluid equilibration has been
greatly enhanced by research in trapped ultracold atomic
gases. In contrast to condensed matter systems, here
there is flexibility in engineering a highly controlled per-
turbation, as well as the capability of studying the ensu-
ing relaxation processes in real time experiments. Such
studies inform about the nature of non-equilibrium su-
perfluid dynamics and equilibration processes. Of par-
ticular interest are the nature of defects formed by per-
turbations, and the life cycle of these defects as they
equilibrate. In this paper we focus on extended pla-
nar defects in two and three dimensions and establish
(from both numerical observation and analytical argu-
ments) the processes whereby these evolve during equili-
bration. We point out that these planar defects which we
call “phase walls” (as in “domain walls”– surfaces along
which there is a sharp gradient of the phase) are rather
ubiquitous; they undergo a reproducible evolutionary se-
quence towards a simpler defect, as for example a single
line vortex. In contrast to line vortices which tend to pre-
cess within the trap before exiting, the healing processes
of these more extended defects are quite complex.
Indeed, it is not obvious how even a commonly-studied
planar defect, a dark soliton (stable in one dimensional
systems) eventually decays in realistic 2D or 3D traps,
as it must. What we show here is that the decay of
extended planar defects involves vortex rings. But these
rings are not the end-product of a process in which the
plane disappears, nor are they in general associated with
a “soliton-ring oscillation” process [1]. Rather there is
a co-existence of phase wall with near-trap-edge vortex
rings which repeatedly enter and exit the trap.
Our work is based on simulations and analysis of two
types of experiments which give rise to planar defects.
These include applying localized depletions of density or
alternatively subjecting the system to phase-imprinting,
where half the gas is subjected to a phase change ∆Φ.
We focus here on a more asymmetric phase imprint with
∆Φ = 130◦. This configuration is less well-studied exper-
imentally, but it is of interest to us here because it cre-
ates faster-moving defects in the fluid, and more clearly
reveals the full time evolution of the equilibration pro-
cess.
Importantly, in this paper we demonstrate the gener-
ality of the induced defect structures and their dynamics
within these two different perturbations. Our work es-
tablishes predictions for future experiments; we address
accessible time scales (in the ms range) and in our simu-
lations we consider trapped gas parameters which match
experimental capabilities. Finally, our work facilitates
the more general understanding of the dominant equili-
bration pathways present in trapped atomic superfluids
when they are perturbed.
In addition to suggesting directions for future experi-
mental research, these studies yield further insight into
related past experiments and simulations [1–6]. In the
process we clarify the many different defect sequences
which have been reported in the literature. Indeed, there
has been significant controversy and debate over the char-
acterization and decay processes of various defects, no-
tably those associated with a phase imprint in which
∆Φ ∼ pi where the original defect was thought to be
a heavy solition [5], and later a vortex ring [7] and still
later, as was consistent with predictions from some of
our co-authors [8], established to be a solitonic vortex
[6]. Similar mis-identifications were associated with a dif-
ferent class of perturbations [9, 10]. It should be noted
that while this earlier work [8] with ∆Φ ∼ pi is a special
case leading to anomalously long-lived defects, neverthe-
less, the earlier stages of equilibration (approximately the
first 5 ms) in this case too, are addressed by the defect
sequence we report here.
Among the earliest controlled perturbation experi-
ments in cold gases [2] involved establishing propagating,
localized depletions of density through a focused laser
beam. While these were designed to measure the speed
of sound, these studies very early on elicited somewhat
controversial [11] theoretical suggestions that dark soli-
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2tons (planar density depletions, stable in 1D and associ-
ated with a phase shift) had been created in the process
[3, 12–15]. Similar experiments have led to the observa-
tion of a variety of defects [1, 16–18], while other studies
engineered localized excitations through phase imprint-
ing [4–6, 19–21]. The theory associated with these exper-
iments has suggested that solitons, or vortices or vortex
rings (in some combination or sequentially) are created
in the process [4, 6–8, 22–25].
The challenge presented by these perturbations has to
do with how the superfluid system eventually eliminates
or heals this planar defect as equilibration progresses.
Quite generally we find that equilibration involves two
types of processes. First, some equilibration processes
will progressively extend the phase change ∆φ over a
larger volume, decreasing the maximum magnitude of
the local phase gradient. Others will instead diminish
the value of ∆φ itself, minimizing the phase difference
between the two sides. Facilitating these healing pro-
cesses are vortex rings which repeatedly enter and exit
the trap, and without which the overall sequence of equi-
libration cannot occur. We also report that the phase
walls, which lead to vortex ring nucleation, tend to per-
sist with (rather than convert to) vortex rings. In this
paper we will show that all of these processes, which are
to be associated with the planar nature of the initial de-
fect, are in fact rather general.
In contrast to the commonalities upon which we focus
here, past literature has suggested a wide variety of dif-
ferent defect evolutions. These include the report of a
so-called oscillating soliton–vortex ring [1] created with
a density depletion, while in a more complicated system
of two density defects, there are claims of structures that
involved both solitons and vortex rings [17]. Both phase
imprinting and density depletions have led to reports of
multiple solitons that bent significantly and in some cases
decayed to vortices [16, 20]. Finally, numerical simula-
tions of phase imprinting in very anisotropic traps led to
the identification of a very weak vortex ring which rapidly
moved away from the trap center [4]. Here we show how
many of these defects are related, while a few arise due
to different limits of trap geometry.
We focus on cigar-shaped traps which mirror those
used in recent experiments [1, 6, 10]. These elongated
traps, which are well into the 2D or 3D regime, provide
the advantage that one can study early-time dynamics
without encountering reflections from trap edges. Fur-
thermore, the cigar shape leads to significant and realis-
tic inhomogeneity in the radial direction, which strongly
influences defect behavior in these experimental systems.
We will demonstrate that this inhomogeneity is, in fact,
central for understanding most of the behavior seen here.
Our analysis is based on numerical simulations of
the complex time-dependent Ginzburg-Landau (TDGL)
equation for Fermi gases [26]. These studies address only
the condensate dynamics and do not include the effects
of fermionic excitations. Considerable support for these
numerics comes from previous related studies [8] of phase
imprinting near ∆Φ = pi where most aspects of the ex-
periments [6] confirmed the earlier predictions. In such
simulations it is important to avoid artificially symmetric
situations which unphysically stabilize long-lived defects.
Here we include stochastic noise. The equation one solves
is very similar to the Gross-Pitaevskii (GP) equation with
the inclusion of dissipation. Thus, for the most part, our
low dissipation results apply to the condensate dynamics
in Bose gases as well.
II. OUR APPROACH
Our calculations are based on simulations of the wave-
function dynamics of a condensate in the Bardeen-
Cooper-Schrieffer (BCS) to Bose-Einstein condensate
(BEC) crossover, using an extension of TDGL to this
crossover originally developed in Ref. [26]. Following
Ref. [27] these authors derived the dynamical equation
for the order parameter or gap ∆ in the form[
a+ b|∆(x, t)|2 − c
2m
∇2 − id ∂
∂t
]
∆(x, t) = 0 (1)
We work with the TDGL equation in a rescaled form [28],
e−iθ∂tˆΨˆ(xˆ, tˆ) = (2)
{[1− Vˆ (xˆ)] + 1
2
∇ˆ2 − |Ψˆ(xˆ, tˆ)|2}Ψˆ(xˆ, tˆ) + χ(xˆ, tˆ).
Time t, position x, order parameter ∆ and potential V
have been converted to dimensionless normalized quan-
tities,
tˆ =
−a
|d| t, xˆ =
√−ma
c
x, ψˆ =
√
b
−a∆, Vˆ =
a1
−aV.
(3)
With this, Eq. (1) reduces to Eq. (2), with θ = pi/2 −
arg(d) and stochastic noise χ (discussed below) added.
Here θ controls the amount of dissipation, allowing us
to move from the BCS (θ = 0) regime to the BEC regime;
for θ = pi/2 Eq. (2) reduces to the time-dependent GP
equation [26, 29]. Work by one of the present authors
shows that the inclusion of a gap in the fermionic spec-
trum stabilizes the pairs, making them rather long-lived
[30]. As a result, we typically use θ = 88◦ in our simula-
tions, and thus expect our results to also apply directly
to BEC condensates [31].
In the weak coupling limit, sample parameters of Tc =
70 nK, T/Tc = 0.7, and coherence length ξ = 3.2 µm can
be used with Ref. [26] to give the unit of tˆ as 0.12 ms
and the unit of xˆ as 1.0 µm. The rescaled equation can
similarly be obtained from the Gross-Pitaevskii equation
[29] using the analogous transformations above. In this
case, using pairs of 6Li atoms with a chemical potential
µ = 120 nK (approximately equal to that reported in
Ref. [5]) is sufficient to set the physical time and length
scales, namely a unit of tˆ as 0.06 ms and a unit of xˆ as
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FIG. 1. (Color online) Figures illustrating the coexistence of a vortex ring and phase wall, along with the subsequent “tearing”
process, in 3D simulations. (a) A plot of the gradient of the phase along the long axis (z-axis with x = y = 0), with data
for both density cut and phase imprinting simulations at early times. It shows that in both density cut and phase imprinting
perturbations, a sharp phase wall forms (t = 5). This is followed by the phase wall spreading out (t = 15) and finally by
separating into a front phase wall and a vortex pair behind it, as shown by the two dips at t = 25. (b) Phase contour plots of
x = 0 planes for two frames of the density cut simulation in (a), demonstrating the tearing process that occurs subsequent to
the phase wall separation in (a). (b.i) Frame t = 25, which displays the system as the phase wall and vortex ring are “bending
apart”. (b.ii) Frame t = 39, displaying the system after tearing has occurred. Two separate phase walls now exist, one due to
the original phase wall and the other due to the vortex ring. In this specific simulation, no vortices are present at the moment,
but two are re-nucleated soon after this point. As shown in the legend (b.iii), pi/15 contours of the phase are displayed. Yellow
circles, red ellipses, and cyan ellipses highlight vortices, the vortex ring defect structure, and the original phase wall respectively.
(c) Visualizations of the tearing process itself, showing the coexisting vortex ring and phase wall at t = 32 in the 3D density
depletion simulation from (a) and (b). (c.i) 3D visualization of half the cloud (cut along the y = 0 plane). The background
(white) is an isosurface of |Ψ|2, which provides an outline of the cloud. The diffuse red surface illustrates the region of moderate
volume depletion from the equilibrium cloud, and the cyan curves indicate the vortex rings (large volume depletion). (c.ii)
Amplitude in the x = 0 plane from |Ψ| = 0 (black) to |Ψ| = |Ψmax| (white). The dashed curves mark the front phase wall
causing a density depletion, while the dotted cyan curves mark the location of the vortex ring. In all of (a-c), the “density
cut” shows data after removing at t = 0 a Gaussian density depletion V = Ae−z
2/(2σ2) with A = 3.6 and σ = 0.71. The phase
imprinting shows data following a 130◦ phase imprinting at t = 0.
0.6 µm. More information can be found in the Supple-
mentary Material of Ref. [8].
In this work we consider 2D and 3D anisotropic
trapped Fermi gases subjected to either phase or den-
sity perturbations. The trap potential Vˆ in Eq. (2)
is inserted by using the local density approximation,
µ → µ − V (x), with the chemical potential µ rescaled
to unity, so that Vˆ (x) = ~(ω2⊥(x2 + y2) + ωzz2)/(2µ).
The function χ represents uniformly distributed thermal
noise, and a fluctuation temperature can be set through
〈χ(x, t)χ∗(x′, t′)〉 = 2Tχδ(x − x′)δ(t− t′). We use a di-
mensionless fluctuation Tχ temperature very close to the
zero-temperature limit (well below a nanokelvin for cold
gas systems) [32]. We stress that the inclusion of noise
in our numerical approach is a significant addition [8]
that avoids unphysical cylindrically-symmetric systems.
Many other recent studies concerned with solitons and
vortex structures in ultracold quantum gases [3, 7, 24, 25]
omit noise and other symmetry-breaking mechanisms.
Our work is based on numerical simulations discretized
in up to 8192×1024 (2D) or 1024×2562 (3D) grid points
and designed to solve Eq. (2) using a quasi-spectral split-
step method.
III. SUPERFLUID PERTURBATIONS
For our simulations, we study a cigar-shaped trap with
axial symmetry, typically taking γ = µ/(~ω⊥) = 8.0 and
a trap ratio λ = ω⊥/ωz = 6.6 unless otherwise noted.
(This corresponds to radial trapping frequences of 160 Hz
and 320 Hz for the two example physical systems above.)
In this regime the system is strongly under the influ-
ence of trap inhomogeneity, but well outside the 1D limit.
Similar results for inhomogeneous, cylindrical traps are
presented in App. C below. In the density depletion or
“density cut” perturbation [1, 2] the superfluid equili-
brates in the presence of a sharp barrier located about
the z = 0 plane, physically corresponding to the appli-
cation of a blue-detuned laser. This density cut is then
removed suddenly, allowing the two sides of the cloud to
interact.
Alternatively, we apply a “phase imprint” in which half
of the cloud’s phase is rotated by an angle ∆Φ. In con-
trast to recent experiments [5, 6] in which ∆Φ ≈ 180◦
was considered, here we focus on a less symmetric sit-
uation in which the phase difference is ∆Φ = 130◦ and
the defects evolve more rapidly. We note that the phase
imprint technique has been frequently used to create soli-
4tary waves in superfluids [4–6, 19–21].
IV. DEFECT OVERVIEW
Figure 1 summarizes the major effects that we see in
a 3D simulation. The general features we observe begin
with the creation of a sharp phase gradient, either di-
rectly in phase imprinting or, as in a density depletion
perturbation, through rapid movement of the superfluid.
This “phase wall” moves and spreads out, then bends
outward in its center, soon nucleating a vortex ring on
the boundary. This process can be seen in Fig. 1(a),
where one dip in the phase gradient splits into two dips
at later times, one due to the front phase wall and the
other due to the vortex ring.
Importantly, the front phase wall persists and bends
forward after nucleation of the vortex ring. Eventually
the phase wall and the vortex ring “tear” from each
other, separating completely. This process can be seen in
Fig. 1(b-c), where it is also accompanied by the ejection
(and later, re-nucleation) of vortex rings.
These processes, as will be shown in subsequent sim-
ulations, are quite general. The bending of the phase
wall causes vortex nucleation, and once vortices are nu-
cleated, the “tearing” processes cause the initial phase
wall to break up into multiple defects. We will next fo-
cus on more detailed analyses of these phenomena in 2D.
V. GENERAL DEFECT SEQUENCE
Figure 2 shows the evolution of vortex number for a
sample of 2D simulations, also compared to the evolu-
tion of vortex number in the 3D runs of Fig. 1. The 2D
simulations are quite consistent internally, and although
the exact vortex number progression varies between 2D
and 3D, all runs show similar perturbations in vortex
number due to the tearing processes. In order to both
explore this process more detail, and the generality of
these effects under many different trap parameters, we
now turn to a more microscopic analysis of 2D runs.
Figure 3 shows the evolution of the phase in the begin-
ning moments of these simulations. Initially one sees a
bending of the phase wall, which is a direct consequence
of trap inhomogeneity. The phase wall is equivalent to
a deformed dark soliton, which moves at a speed depen-
dent on the phase change ∆φ across it, as well as the
local speed of sound. Due to the large central density,
the speed of sound is highest at (x, y) = 0, and thus the
phase wall moves fastest on the central axis [1, 33]. In
contrast, the negligible density at the edge of the cloud
effectively pins the phase wall on the boundary, estab-
lishing the dominant role of radial inhomogeneity.
This bending leads to the first step in the sequence
shown in Fig. 3 which is the nucleation of a vortex pair
at the boundaries (in 3D this corresponds to a vortex
ring). The bent phase wall causes a strong superfluid
FIG. 2. Plots of the total vortex number (irrespective of vor-
tex orientation) vs. time for 2D simulations. Five runs with
unique random noise were used for each perturbation. The
curves show the mean vortex number, while the shaded re-
gions about the curves show the full range of vortex numbers
found at each timestep. This plot shows that density cuts
and phase imprinting plots follow the same tearing process,
first forming a vortex/antivortex pair (jump in vortex number
near t = 34) and then ejecting the antivortices near t = 38.
Finally, one of the remaining vortex pairs is ejected. Because
density cuts produce vortices in both halves of the trap, all
vortex numbers are doubled for it compared to phase imprint-
ing. The inset shows vortex number for the two 3D runs in
Fig. 1. Both exhibit a tearing process around t = 35, but be-
cause the vortex rings are close to the trap edge, the order of
vortex ejection and nucleation differs somewhat – for a density
cut, the original vortex ring exited before a new vortex ring
entered, while for phase imprinting, the anti-vortices formed
too close to the trap edge to be resolved in the measurements
here.
flow toward the cloud center. This flow along the edge
nucleates the vortex pair, and also pulls the vortex pair
inward, as shown in the second frame of Fig. 3. This
step has been observed previously in experiments [1] and
simulations [3], and has been reported to play a crucial
role in recent studies [5–8, 24, 25] [34].
Once nucleated, the vortices have multiple, dramatic
effects on the system. Trap inhomogeneity and boundary
effects [35] can be qualitatively associated with image
vortices [8]. These cause the vortices to move toward
the axial ends of the trap. The vortex cores themselves
now form the radial edges of the phase wall, so these
edges also now move axially outward rather than being
pinned near the trap center along the axial direction.
Simultaneously, the vortices also strongly influence the
form of the phase gradient along the axis. The gradient
is spread out axially while it simultaneously begins to
separate the original phase wall from the vortex pair (see
Fig. 4).
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FIG. 3. Phase contour plots of significant frames for the 2D (a) density cut and (b) phase imprinting runs, matching the
parameters used for the simulations in Fig. 1, and using the same contours as Fig. 1(b). Red highlights the phase wall closer
to the center, cyan the phase wall that will “tear”, and vortices are circled in yellow. The first frame at t = 9 shows the
initial bending of the phase wall, followed by the nucleation of the initial vortex pair at t = 13. The following frames show the
beginning of the tearing processes, with a phase wall bending out from the vortex pair and its accompanying phase gradient.
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FIG. 4. The evolution of the phase gradient along the axis
of the trap for 2D simulations. The phase gradient starts out
with a large, sharp dip, which later spreads out and then splits
into two as the vortex pair and the original phase wall sepa-
rate. As can be seen by comparing to Fig. 1(a), the timescales
differ but the process of evolution matches very well for 2D
and 3D simulations.
A. Separation of phase wall and vortices
Importantly, these vortices do not destroy the original
phase wall, but rather both defects coexist. After vortex
nucleation (except in very one dimensional systems), the
phase wall continues bending outwards, with its ends still
formed by the vortices. This phase wall is necessarily
weaker than before the vortex formation, due to the fact
that a part of the initial phase change ∆Φ now resides
in the vortex pair structure itself, as shown in Fig. 4.
However, it can be strong enough that, once the bending
is severe, a second vortex pair nucleation occurs, as shown
at t = 35 in Fig. 5 and observed in Fig. 2 [36]. This
tearing process allows the phase wall to separate entirely
from the initial pair of vortices. Often, the persistence of
the original phase wall, and this tearing phenomenon, is
robust enough that it occurs yet a second time.
A key part of the tearing process is the elimination of
a vortex/antivortex pair on each side of the phase wall.
Figure 6 shows this process in more detail, using the same
simulations as Fig. 3. Figure 6(a) describes the tear-
ing process from a density cut perturbation in which the
phase wall bends outward, forming a beveled shape with
its ends pinned by vortices. The beveling nucleates a
vortex-antivortex pair near each phase wall end. In each
quadrant, the original vortex annihilates with the an-
tivortex of this new pair. This leaves a phase wall which
bends and forms a new vortex resulting in two vortices
in each quadrant. Figure 6(b) shows the same process
from a 130◦ phase imprinting perturbation, but no pair
annihilation occurs. Instead, the antivortex in the new
pair is ejected. Both cases, however, result in the same
two-vortex configuration in each quadrant, contributing
to the generality both of this tearing process and of the
future cloud evolution.
B. Vortex ejection and renucleation
The final general, dynamical feature is the repeated
ejection and renucleation of at least some of the vortices.
This is shown in the final three frames of the time se-
quence displayed in Fig. 5. We find that this process is
6(a) t = 9 13 29 33 (a) t = 35 45 56 64
(b) t = 9 13 29 33 (b) t = 35 68 80 88
FIG. 5. Phase contour plots of the simulations in Fig. 3 at later times. Here black (red) arrows show vortices (antivortices)
entering or leaving the cloud. The first frame at t = 35 shows the conclusion of the tearing process, with the nucleation of
vortex-antivortex pairs and the separation of the two phase walls. The second frame [t = 45 in (a) and t = 68 in (b)] shows
the loss of the antivortex, while the third frame shows the ejection of a vortex, followed by its renucleation in the final frame.
Note that in (b), the final three frames show a portion of the cloud somewhat closer to the edge than all other frames.
driven by a specific dynamic mechanism: when the vortex
pair forms, boundary effects cause the vortices to move
rapidly toward the ends of the trap, while the center of
the phase gradient between the vortex pair stays rela-
tively stationary. This causes a “back-bending” of the
phase wall, which changes the orientation of the super-
fluid velocity near the vortices, pointing partially out of
the trap. This back-bending appears to eject the vortices
from the trap. Once the vortices have left, the phase wall
bends forward and renucleates new vortices driven by the
same processes as described above.
C. Summary of results
The above steps are the general features of these in-
homogeneous, trapped superfluids under two rather dif-
ferent perturbations. A few principles dictate most of
this behavior: trap inhomogeneity causes phase walls to
bend; bent phase walls nucleate vortex pairs and usually
“tear” from the vortex pair; vortex pairs can later be
ejected due to back-bending of phase walls. The differ-
ences between systems are differences in degree, such as
multiple tearing processes, or vortex ejections and renu-
cleations that differ in order and number. The number
of such events is most closely related to the magnitude
and steepness of the initial phase gradient induced by the
perturbation.
Beyond the first 5 to 30 ms, in the later stages of equi-
libration, the behavior becomes more unique to each sys-
tem, again depending strongly on the phase gradient ap-
plied. For large, sharp gradients the defects reach the end
of the trap, causing a reflection that is dependent on the
precise trap geometry, and can be much more complex
and varied compared to the steps reported above [37].
For weaker phase gradients the defects dissipate or exit
the trap before reflecting from the trap end, as explored
further in App. B.
VI. TRAP DIMENSIONALITY EFFECTS
The above observations can be compared with earlier
work, which investigated a similar sequence in a closer-
to-1D configuration. That work was interpreted to be a
ring–soliton oscillation [1]. We find that, instead, Ref. [1]
exhibits the same dynamic mechanism described above,
but with small changes due to the closer-to-1D config-
uration (γ = 5.0, λ = 9). In Ref. [1] the phase wall
bends and nucleates a vortex ring as described in this
work. However, the phase wall does not bend enough for
part of it to survive and tear away from the vortex ring,
so only one defect structure persists. This vortex ring
can then undergo the dynamic ejection and renucleation
process described above.
To make this comparison concrete, Figure 7 shows
phase contour plots for a simulation run that displays
an apparent oscillation between phase wall and vortices,
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FIG. 6. Phase plots from 0 (black) to 2pi (white) of tearing
processes in the 2D simulations of Fig. 3 with (a) a density
cut perturbation and (b) a phase imprinting perturbation,
focused on the evolution of the bottom-right vortex and phase
wall structure. In the first frame at t = 33 in both cases, a
portion of the phase wall extends to the left and bottom. This
strongly bent phase wall nucleates a new vortex-antivortex
pair at t = 34. For (a), in the third and fourth frames (t =
36, 38), the antivortex moves close to the original vortex,
annihilating and leaving a phase wall at t = 41. Finally, at
t = 47 the phase wall nucleates a new vortex, leaving the
observed two vortices described in the main text. For (b)
and in contrast to (a), in the third, fourth and fifth frames
the antivortex moves toward the trap edge, and is eventually
ejected in at t = 40. This leads to the same end result as (a),
but without the vortex pair annihilation observed in (a).
very similar to Ref. [1]. Here a 130◦ phase imprinting per-
turbation has been applied. These 2D simulations have
the same ωz as other simulations presented in this work,
but a trap ratio λ = ω⊥/ωz = 13.2, which moves the trap
closer to a one-dimensional geometry (γ = 4.0), quite
similar to Ref. [1]. This apparent oscillation is present in
both density cut and phase imprinting perturbations.
As this process follows the same mechanism as that
shown in earlier figures, which does not lead to oscilla-
tion, we view this as an extreme form of the dynamics
described in the less-1D context presented above. We
do not consider it to be a “Rabi” oscillation [1], which
would imply an energetic near-degeneracy that allows an
oscillation. Instead, this process is a consequence of non-
equilibrium fluid dynamics of the superfluid – specifically
the movement of vortices and phase walls in the very in-
homogeneous trapping potential, which causes the phase
wall to bend and the vortices to alternately be ejected
and re-nucleated by the phase wall.
In the other limit of trap dimensionality, for very three-
dimensional traps (large γ), the primary phenomena of
the original phase wall bending forward and nucleating
a pair of vortices is quite general, as is tearing for a
wide range of γ values. However, at very large γ two
major factors enter, as displayed in Fig. 8. First, the
trap inhomogeneity is small, so the bending is much
less pronounced, and tearing processes occur much later.
Second, the reduced trap inhomogeneity and large size
give freedom for many vortex-antivortex pairs to nucleate
within the phase wall, making the system more chaotic.
Especially for slow-moving phase walls (phase imprinting
angles closer to 180◦), these pairs were found to play a
role in the dynamics for γ & 20 with the parameters used
here, with the largest values of γ producing the greatest
number of pairs. These additional vortices also resemble
those of Fig. 5 of Ref. [16], where γ ∼ 19.
VII. CONCLUSION
In this paper, we have demonstrated general features
in the evolution of planar defects in trapped superfluid
gases. This common behavior is demonstrated by estab-
lishing the similarity in both phase imprinting and den-
sity depletion. This work focuses on the earliest stage
of equilibration (at most about 30 ms), where these two
perturbations lead to planar defects of a very similar fash-
ion which are ultimately “healed” during the equilibra-
tion process. Later stages involve distinct phenomena,
not discussed here, associated with trap boundaries and
sometimes “solitonic” vortices [6, 8, 25]. Not only do a
variety of initial conditions or sudden perturbations pro-
duce these sharp phase walls, but once formed, they lead
to a predictable set of rather complex dynamical pro-
cesses accompanying superfluid equilibration. This com-
plexity, in turn, reflects the ability of planar defects to
form multiple topological features.
The steps in common involve first a bending of the
phase wall, next “tearing” that can create multiple vor-
tex rings and/or phase walls, and finally vortex ejection
and renucleation. These all serve to heal planar defects,
and the formation and loss of vortex rings near the trap
edge accompany and drive such healing processes. We
emphasize that all of these dynamical processes are con-
sequences of trap inhomogeneity and boundary effects, in
contrast to other features, such as the snake instability,
that may be seen in more homogeneous systems.
Finally, these predictions resulting from our simula-
tions should be accessible experimentally and thus di-
rectly testable. The complete evolution of the planar
defect, and especially the “tearing” process, should be
observable. In addition, performing both phase imprint-
ing and density cut perturbations would reveal the no-
table similarity in their effects. These simulations can
thus serve as a guide for understanding defect evolution
in a variety of future experiments.
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FIG. 7. Contour plots of the phase for a trap which is more tightly confined radially (λ = 13.2). In this regime, the phase
imprinting perturbation (t = 0) causes a phase wall to bend and nucleate a vortex pair (t = 10), as in the other simulations.
In contrast to less-1D simulations, no “tearing” process can occur due to the additional confinement. Instead, the vortices
propagate until they are later ejected, again leaving a phase wall (t = 25). This leads to another sequence of phase wall bending
and subsequent vortex nucleation (t = 35). A second vortex ejection – phase wall – vortex nucleation sequence occurs but is
not shown here.
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FIG. 8. Plots comparing two different values of γ. In (a),
the amplitude of the wavefunction is displayed at two time
points for the same trap parameters as in Fig. 3(b) (γ = 8).
In (b), a run with the same trap ratio λ, but much smaller
ω⊥ and ωz, is shown at the same time points (γ = 32). The
first frames, at t = 30, demonstrate that the bending and
“tearing” processes occur at very different timescales, due to
the decreased local trap inhomogeneity. In the small trap,
tearing is nearly complete; in the large trap, a vortex pair near
the edge has not even formed yet. The large system is just
beginning to tear at t = 65, while small system has a very well-
separated vortex pair and phase wall. The t = 65 frame in
(b) also demonstrates the other result of large traps: vortex-
antivortex pairs form in the middle of the phase wall that is
present, which quickly lead to much more chaotic dynamics.
In both of these runs, a 150◦ phase imprinting was applied,
which shows the vortex-antivortex creation more clearly than
130◦ at this system size. Cyan arrows indicate the initial
phase wall, white arrows a separated vortex pair.
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FIG. 9. Plots of the position of the phase wall as a func-
tion of time, depending on the phase imprinting angle used,
in terms of normalized units (n.u.). The phase wall posi-
tion is calculated as the maximum magnitude of the phase
gradient ∂φ/∂z along the central z-axis, measuring from the
trap center z = 0. The inset shows the calculated average
velocity over this timescale, as a function of phase imprint-
ing angle. Over this time scale, the phase imprinting angle
dramatically changes the phase wall velocity. Only at the
extremes of angles (see Table I for details), however, do the
qualitative dynamics vary.
performed on NIU’s GPU cluster GAEA. Finally, we are
grateful to William Irvine and Adam Ranc¸on for insight-
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9Angle Vortices Tearing 2nd
Tearing
Re-
nucleation
Tilting
10◦
35◦
60◦ Y U
85◦ Y U Y
110◦ Y Y Y
135◦ Y Y Y Y
160◦ Y Y Y Y
170◦ Y Y Y Y
180◦ Y N/A N/A N/A N/A
TABLE I. Table of phenomena seen in defect evolution as the
phase imprinting angle is varied. “Y” means the phenomenon
is observed. “U” means it is uncertain, usually because the
dynamics occur in a region of extremely low density. A trav-
eling phase wall forms initially for all runs between 10◦ and
170◦. For 180◦, there is no traveling phase wall, and multiple
vortices nucleate immediately. As a result, the system enters
a much more chaotic state, and further phenomena cannot
be identified. Here “tearing” is defined as a process in which
one phase wall visibly separates into two phase walls; “2nd
tearing” is seeing one of these phase walls again split into
two. “Re-nucleation” means vortices are observed exiting the
trap, and new vortices are later nucleated at a similar posi-
tion.
Appendix A: Videos
Available in the Supplemental Material [38] are a se-
lection of videos for different simulation runs. “Cut3D”
and “PI3D” refer to the 3D density depletion and phase
imprinting simulations of Fig. 1. “Cut2D” and “PI2D”
show the runs in Fig. 3(a) and Fig. 3(b) of the main
text, respectively. Finally, “Cyl” shows the density cut
simulation in Figs. 10(a) through 12(a).
All videos show the phase plot from 0 (black) to 2pi
(white) on the top half of the frame, and on the bottom
half show the density (for 3D, density in the x = 0 plane),
scaled from 0 (black) to a run-dependent maximum den-
sity (white).
Appendix B: Variations of the phase imprinting
angle
Figure 9 demonstrates the effect of changing the phase
imprinting angle ∆Φ that is applied in phase imprinting-
type perturbations. In all cases, we find that the phase
wall bends and begins to move outward. As noted in our
earlier work [8], the phase imprinting angle does influence
whether a vortex line will form, but it has little effect on
the lifetime of the vortex ring. Here, Fig. 9 shows that the
phase imprinting angle changes the velocity of the center
of the phase wall. Qualitative differences only arise due
to limits of the phase angle applied, as shown in Table
I. At very small ∆Φ < 60◦, not enough of a perturba-
tion is applied to form vortices at all. At ∆Φ ≥ 160◦,
the velocity of the phase wall is very small, so that the
t = 10 8
14 14
(a) (b)
FIG. 10. Phase plots of (a) density cut and (b) 130◦ phase
imprinting perturbations in an inhomogeneous, 2D cylindrical
trap. Both simulations use a z-axis square well potential of
inner length ∆z = 160, and a radial trapping frequency of
ω⊥ = 0.12µ/~, giving a similar overall trap shape to the cigar
trap in the main text. Shown here is the initial vortex pair
creation resulting from the perturbation in both cases. For
both perturbations, and just as in the case of the cigar trap,
a phase wall forms and bends (t = 10 or 8), and the bending
soon nucleates vortices that move inward (t = 14).
(a) (b)
t = 32 32
35 37
44 44
(a) (b)
FIG. 11. Phase plots of a cylindrical trap for the same runs
as Figure 10. Shown here is the tearing process that follows
vortex pair nucleation. In the first frames of both (a) and
(b), a phase wall bends outwards from the vortex pair that
formed earlier. In the second frames, a vortex-antivortex pair
is created on both the top and bottom of the system, and the
antivortices proceed to (a) annihilate with the original vor-
tices present in the system, or (b) rapidly exit the system.
Finally, in the third frames two vortices of the same circu-
lation are present along each edge. Again, these phenomena
agree both between density cuts and phase imprinting, and
between inhomogeneous cylindrical and cigar-shaped traps.
10
t = 45 45
70 61
89 69
(a) (b)
FIG. 12. Phase plots of a cylindrical trap for the same runs
as Figure 10. These frames display the vortex exit and renu-
cleation. In both (a) and (b), the front vortices are ejected
in the second frame (t = 70 or 61), and renucleate, albeit
very close to the boundary, in the third frame (t = 89 or 69).
As before, these dynamics mirror those in cigar-shaped traps.
Note that compared to Fig. 10 and Fig. 11, the section of the
cloud shown here is shifted to the right.
vortex pair tilts and one vortex is ejected. This situation
was analyzed in Ref. [8]. Between these two limits, the
behavior is quite general.
Appendix C: Cylindrical traps
Figures 10 through 12 characterize the defect sequence
in an inhomogeneous cylindrical geometry. These de-
fect sequences match very well with that described in the
main text, which is due to the dominant influence of the
radial inhomogeneity present in both systems. In these
cylindrical traps, a strong square-well potential is ap-
plied along the z-axis, while a harmonic trapping poten-
tial is used in the radial direction. Figures 10 through 12
display three characteristic parts of the defect sequence
for both density cuts and phase imprinting, all of which
match closely with the defect sequences described in the
main text.
By contrast, for a “hard-walled” cylindrical trap, in
which the potential in the x−y plane is 0 inside a critical
radius and very large outside that radius, the behavior
is very different. This is due to the lack of inhomogene-
ity in the superfluid density. Instead, we observe only
two defects: an extremely short-lived, small-radius vor-
tex ring which nucleates then annihilates in the center,
and vortices that nucleate right at the boundary but do
not move inward or otherwise affect phase wall propaga-
tion. Both of these defects seem to carry very little en-
ergy, and have negligible effects on the dynamics. Other
than these defects, no interesting evolution is observed –
the phase walls simply travel towards the trap edges and
slowly dissipate. When the phase walls reach the end, no
defects remain (no reflections are present).
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