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Molecular motors play important roles within a biological cell, performing functions such as intracellular
transport and gene transcription. Recent experimental work suggests that there are many plausible biochem-
ical mechanisms that molecules such as myosin-V could use to achieve motion. To account for the abundance
of possible discrete-stochastic frameworks that can arise when modeling molecular motor walks, a generalized
and straightforward graphical method for calculating their dynamic properties is presented. It allows the
calculation of the velocity, dispersion and randomness ratio for any proposed system through analysis of its
structure. This article extends King and Altman's1 work on networks of enzymatic reactions by calculating
additional dynamic properties for spatially hopping systems. Results for n-state systems are presented: single
chain, parallel pathway, divided pathway, divided pathway with a chain. A novel technique for combining
multiple system architectures coupled at a reference state is also demonstrated. 4-state examples illustrate
the eectiveness and simplicity of these methods.
I. INTRODUCTION
Directional intracellular transport, gene transcription
and cell division are examples of important molecular
processes that all living organisms require in order to
function. Many dierent biological motors fulll these
roles at a molecular level through the transformation of
chemical energy from ATP hydrolysis into mechanical
work. This process occurs through a set of sequences of
biochemical reactions and coordinated mechanical mo-
tions. Biomechanochemcial pathways of varying com-
plexity have been suggested for many molecules, for ex-
ample for myosin-V2{9.
Single molecule measurements can determine average
dynamic quantities of molecular motors such as their ve-
locity as well as their uctuations or dispersion about
these averages. Such results can reveal much about the
underlying biomechanochemical pathways which are dif-
cult to measure directly. Analytical techniques for cal-
culating these quantities are important tools to bridge
the gap between measured variables and postulated pro-
cesses. This paper presents novel methods for calculating
the velocity, dispersion and randomness ratio of proces-
sive molecular motors from the underlying quantities in
these processes. The focus here is on molecular motors
but these methods apply to anything that hops along a
periodic lattice in physical space.
A discrete stochastic model of a molecular motor walk
assumes that the biomechanochemical pathways can be
split into discrete states and that transitions between
these states occur probabilistically. It is assumed to ap-
proach its steady state (equilibrium in time) rapidly if
molecular detachments are neglected. The steady-state
solution of the governing master equations therefore can
be used to determine the relevant mean behavior of the
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molecules, for example their average velocity or the dis-
persion, from the transition rates. This is important in
the investigation of many molecular motor models, for
example those for myosin-V2,4,8.
The ux balance method10 allows calculation of quan-
tities such as the velocity or the dwell times, without
the need for explicit solutions for the state probabilities.
However, it cannot give quantities such as the disper-
sion or randomness ratio, the reciprocal of which is the
number of rate-limiting steps11. A method presented
by Chemla et al.12 allows the calculation of velocities,
dispersions for any given biochemical pathway but can-
not give general formulae. The calculations, particularly
for large systems with reversible transitions, can require
computationally expensive calculations and are mathe-
matically quite involved.
An approach based on Derrida13 has proved useful
in calculating exact steady states and dynamic proper-
ties for specic classes of system architectures of arbi-
trary size. The simpler examples of these include single
chains13, parallel chains14 and divided pathways15. Pe-
riodic parallel lattices have also been studied16 in the
limit of strong coupling between each branch. Each
class can be modied to include branches and molecular
detachment17. The average velocity and its dispersion
is calculated individually for each system architecture.
The method presented here simplies, consolidates and
extends all this work by presenting a general graphical
method for any system.
A method for nding the steady-state probabilities of
enzymatic networks graphically was rst presented by
King and Altman1 and developed by Hill18. We have
tailored it here to the context of molecular motors and
extended the method to give additional dynamic quanti-
ties such as the dispersion presented in section III, that
was previously dicult to calculate.
A novel and mathematically straightforward method
for calculating dynamic quantities for any biochemical
pathway with any distribution of stepping sizes is pre-
sented. Explicit and exact expressions for the steady-
2state probabilities, average velocity and dispersion rela-
tion are given. These all depend on a set of variables Cij
that can be determined in an intuitive graphical manner
from the system architecture. The ability to calculate re-
sults for any generalized structure in such a straightfor-
ward manner distinguishes this method from all others;
these methods enable the derivation of general formu-
lae for specic system structures reducing potentially ex-
pensive calculations. The structure of the system is pre-
served in the calculations allowing existing general results
to be analyzed and modied; we demonstrate a method
of combining several general architectures together by
coupling them at a reference state. For smaller systems
the dispersion relation that is usually complicated can
be written down simply thus reducing the level of math-
ematical complexity. The methods and expressions pre-
sented here are therefore powerful tools in investigating
the steady states and dynamic properties of theoretical
models for molecular motor stepping cycles.
The calculation of steady-state probabilities and dy-
namic properties using this graphical method presented
in sections II and III respectively. An expression for the
dispersion relation is given in terms of variables Cij in
section III. Methods to simplify the calculation of the
Cij for large systems are shown in section IV as well as
a technique to obtain them from component structures
coupled at a reference state. Examples of arbitrary-sized
single chain, parallel pathway, divided pathway are de-
rived and extended to the novel divided pathway with a
chain model using the combing technique in section V.
Example 4-state models also demonstrate these methods
in section VI. The paper concluded with a discussion in
section VII.
II. GENERAL STEADY-STATE PROBABILITIES
We consider a system of n states, each representing a
biomechanochemical state of a molecule, described by n
master equations whose form is determined by the pro-
posed set of biochemical pathways. In matrix form we
have
_P(t) =MP(t) (1)
where M is a n  n transition rate matrix and the ith
component of the vector of state occupancy probability
P(t) is Pi(t). This can be written
dPi
dt
=
X
j
[WjiPj   (Wij + i)Pi] (2)
where the transition rate from state i to state j is de-
noted byWij and the detachment rate (the rate at which
molecules leave the pathway) from state i is given by i.
We haveWij = 0 if there is no possible transition between
state i and state j. A system with non-zero detach-
ment rates can be renormalized into a system without
detachments using a procedure outlined by Kolomeisky
and Fisher17. Therefore only systems without molecular
detachment (i = 0) are considered in this article.
Thus in the steady stateX
j
[WjiPj   PiWij ] = 0 8j : (3)
A molecular motor can be assumed to pass through
a repeating sequence of biomechanochemical changes to
achieve motion. There is therefore a periodicity to the
system with the transition from one period to another
carrying some notion of direction: forwards moves to the
next period and backwards moves to the previous. For
example, the master equations for states along a single
chain (nearest-neighbor coupled states) are of the form
dPi
dt
= ui 1Pi 1 + wi+1Pi+1   [ui + wi]Pi: (4)
with forwards transition rates denoted by ui and back-
wards transition rates denoted by wi and state n  0 and
indices being taken modulo n. This is exactly the system
studied by Derrida13.
We now introduce some useful denitions.
A branch is a sequence of states with only nearest-
neighbor transitions between them.
A coupling state is a state that connects two or more
branches.
A rate path from a to b is a product of rates along the
directed path from a to b. For the system described in
equation (4), uaua+1ua+2 is a rate path from a to a+ 3.
A rate path from a to b is closed if it also contains a rate
path from b to a.
A rate tree of b is a product of state-unique reaction
rates (only one from each state in the rate tree) that
contains a rate path from each state in the rate tree to b.
A conguration of b is a non-unique rate tree of b con-
taining one rate from every state in the system except b
and a conguration of b is a non-unique rate tree of b
containing one rate from every state including b. A con-
guration cannot contain any closed rate paths, however
a conguration of b must contain exactly one closed rate
path.
In the single chain n = 4 example above, a congura-
tion of state 1 is u2u3u0, another conguration is w2u3u0.
The remaining two are w2w3u0 and w2w3w0. This is
shown in Figure 1. Note that u2u3w0 is not a congu-
ration of state 1 because it does not contain a rate path
from 0 or 3 to 1. In this example a conguration of state
1 is simply a conguration multiplied by either u1 or w1.
A rate path reversal is a rate path within a rate tree
with forwards rates changed into backwards rates so that
the rate tree retains its properties. In the previous exam-
ple w2u3u0 and w2w3u0 are rate path reversals of u2u3u0
but u2u3w0 is not.
If Qi is the sum of all possible congurations for state
i and Qi is the sum of all possible congurations
 for
state i then
Qi =
X
j
WjiQj (5)
3FIG. 1. All the congurations of state 1 for the Derrida13 n = 4 example. A represents conguration cA = u2u3u0, B
represents cB = w2u3u0, C represents cC = w2w3u0 and cD = w2w3w0. The steady-state solution for state 1 is therefore
P1=N = Q1 = cA + cB + cC + cD. The congurations
 of state 1 are given by u1ci or w1ci with i 2 fA;B;C;Dg.
and
Qi = Qi
X
j
Wij ; (6)
with both giving a relation between a sum over all
congurations of i and a sum over all congurations of
i. The rst relation being a sum over each state j of Qj
multiplied by the reaction rate from j to i, gives a rate
tree for i that contains a rate from every state - a sum
over all congurations of i. The second being a sum
over all congurations of i state multiplied by a sum over
rates from i to every other state, also gives a sum over
all congurations of i.
Thus X
j
[WjiQj  WijQi] = 0 8i: (7)
In the single chain n = 4 example, taking indices mod-
ulo 4,X
j
WjiQj = ui 1Qi 1 + wi+1Qi+1;
= ui 1(uiui+1ui+2 + wiui+1ui+2)
+ui 1(wiwi+1ui+2 + wiwi+1wi+2)
+wi+1(ui 1uiui+2 + ui 1uiwi+2)
+wi+1(wi 1uiwi+2 + wi 1wiwi+2);
= (ui + wi)(ui 1ui+1ui+2 + ui 1wi+1ui+2
+ui 1wi+1wi+2 + wi 1wi+1wi+2);
= Qi(ui + wi);
= Qi
X
j
Wij :
Equation (7) shows that the Qi satisfy equation (3).
Therefore the sum of all possible congurations for state
i is the non-normalized steady-state probability for state
i and so
Pi = NQi; (8)
where N is a normalization constant that ensures the
probabilities sum to unity. This is the result rst shown
by King and Altman1 and developed by Hill18.
In the steady-state, the equations investigated by
Derrida13 become
0 = ui 1Pi 1 + wi+1Pi+1   [ui + wi]Pi; (9)
and therefore have the solution
Pi
N
=
i 1Y
j=i+1
uj + wi+1
i 1Y
j=i+2
uj + :::+
i 1Y
j=i+1
wj ;
Pi
Ne1
=
1
ui
0@1 + i 1X
j=i+1
jY
i=i+1
wi
ui
1A ; (10)
a forwards rate path from i+ 1 to i (modulo n) plus all
its path reversals, where e1 =
Qn 1
j=1 uj . This is exactly
the solution shown by Derrida13.
The probabilistic steady-state can be found using this
method for any closed system. Physically, this informs
us as to where in the biochemical pathways the molecules
tend to dwell.
III. DYNAMIC PROPERTIES
The probabilistic steady state allows the calculation of
the dynamic properties of the system. Again we have
a periodic system with n states and a rate from state
i to state j is denoted by Wij . However, now physical
distances between states must also be specied. State i is
a distance di from reference state 0 and the total physical
distance over the whole period is d (Figure 2).
We want to calculate the average velocity v and the
dispersion D of molecules in the system and so we con-
sider the movement of molecules in physical space along a
periodically repeating lattice of physical sites. The prob-
ability of being in the ith site on the sth cycle is denoted
by pi;s. Each site is connected to n 1 sites forwards and
n   1 sites backwards, assuming that a molecule cannot
jump a cycle length or longer for simplicity. For example,
site (0; s) is connected to each site (i; s) and (i; s  1) for
all i 6= 0. The forwards and backwards transition rates
from site i to site j are uij and wij respectively. The
distance from site (0; s) to site (i; s) is denoted by di and
d0 = 0. This system is shown in Figure 2.
4FIG. 2. The periodic 1D lattice of sites in physical space,
ordered in terms of their distances (labeled di) from the ref-
erence state (0; s). The possible site transitions from state
(i; s) are shown by the arrows.
The site occupancy probabilities pi;s are given by
dpi;s
dt
=
n 1X
j=i+1
(wjipj;s + ujipj;s 1)
+
i 1X
j=0
(wjipj;s+1 + ujipj;s)
 
X
j
(uij + wij)pi;s: (11)
Here each s is associated with one repeat of the physical-
space lattice, and
P
s pi;s = Pi. Note that when i = 0,Pi 1
j=0 is dened to give 0 and similarly when i = n   1
for
Pn 1
j=i+1.
A. Velocity
The average displacement of a molecule along the track
is given by
< x > =
X
s
X
i
pi;s(ds+ di)
=
X
i
(dXi + diPi); (12)
where Xi 
P
s spi;s.
Assuming that the system is in its steady state we have
dPi
dt
= 0 and so
v =
d < x >
dt
;
= d
X
i
dXi
dt
: (13)
Therefore, equation (A3) gives that
v = d
X
i
i 1X
j=0
(ujiPj   wjiPj) ; (14)
exactly as expected from ux balance10. Note the veloc-
ity is independent of the di and only depends on the total
step size d.
B. Dispersion
The dispersion is dened to be
D  1
2
limt!1
d
dt
 
< x2 >   < x >2 : (15)
Therefore, from equation (A23)
D = d2
X
i
i 1X
j=0
1
2
(uji + wji)Pj
+
d2
Q0
X
i
i 1X
j=0
[wji   uji]
X
k 6=0
GkCjk
+
dv
Q0
X
i
X
j 6=0
GjCij ; (16)
with
Gi =
v
d
Pi  
n 1X
j=i+1
ujiPj +
i 1X
j=0
wjiPj : (17)
and the Cij are the sum over all congurations of state
i 6= 0 given a non-zero rate from 0 to j and divided by
that rate. It can be deduced from this denition that
Q0 =
X
j 6=0
Wj0Cjk; 8k 6= 0; (18)
Qi =
X
k 6=0
W0kCik i 6= 0; (19)
which give the steady-state probabilities Pi once normal-
ized.
Equations (14) and (16) are general under the assump-
tions that the states lie on a 1D physical lattice and
that it is not possible for a molecule cannot jump a
cycle length or longer. Only the Cij need to be calcu-
lated for each individual system as general explicit equa-
tions have been derived in terms of them for the state-
occupancy probabilities (equations (18) and (19)), the ve-
locity (equation (14)) and the dispersion (equation (16)).
Systems with high degrees of symmetry can greatly sim-
plify these calculations as shown in section IV.
The randomness ratio is given by
r =
2D
dv
: (20)
Note that assuming that the transition rates are inde-
pendent of the substeps di, the velocity, dispersion and
therefore randomness ratio are also.
IV. CALCULATING THE Cij
Equations (14) and (16) give general expressions for
the velocity and the dispersion respectively for any 1D
hopping system assuming a molecule cannot jump one
repeat or more of the lattice of physical sites. The Cij
5must be derived for any individual system structure, how-
ever analysis of the architecture can greatly simplify the
calculation.
Each term of a given Cij must obey three rules. Firstly
it must contain a rate path from j to i not through 0.
Secondly for any state a 6= 0; i; j it must contain exactly
one rate path from a to i or a to 0. Thirdly it must
contain exactly one transition rate from each state except
0 and i - from which there should be none.
For illustrative purposes, the Cij for the three smallest
completely general systems are given. The n = 2 system
has
C11 = 1;
the n = 3 system has
C11 =W20 +W21;
C12 =W21;
C21 =W12;
C22 =W10 +W12;
and the n = 4 system has
C11 = (W20 +W21)(W30 +W31 +W32)
+W23(W30 +W31); (21)
C12 =W21(W30 +W31 +W32) +W23W31; (22)
C13 =W31(W20 +W21 +W23) +W32W21; (23)
C21 =W12(W30 +W31 +W32) +W13W32; (24)
C22 = (W10 +W12)(W30 +W31 +W32)
+W13(W32 +W30); (25)
C23 =W32(W12 +W10 +W13) +W31W12; (26)
C31 =W13(W20 +W21 +W23) +W12W23; (27)
C32 =W23(W10 +W12 +W13) +W21W13; (28)
C33 = (W10 +W13)(W20 +W21 +W23)
+W12(W20 +W23): (29)
The calculation of C13 is explained as an example in Fig-
ure 3.
It is also possible to consider arbitrary-sized systems
in terms of branched states and coupling states. Consid-
ering a branch k of states with nearest neighbor interac-
tions and dening uki as the rate from i to i+ 1 and w
k
i
as the rate from i to i 1, the following notation is useful
when writing down congurations:
kba 
bY
i=a
uki ; (30)
kba 
bY
i=a
wki ; (31)
kba  kba
0@1 + bX
j=a
jY
i=a
wki
uki
1A ; (32)
and dene that each expression becomes unity if no rates
are included, for example ka 1a = 1.
The kba and the
kba represent a path and a reversed
rate path respectively between a and b on branch k. The
kba represent the sum of all possible rate path rever-
sals between states a and b on branch k. This is shown
graphically in Figure 4. Multiplying several of these com-
ponents together and ensuring the indices do not over-
lap gives the properties of all the terms. For example
kba
kcb+1 represents the sum of all combinations of path
reversals between a and b and between b + 1 and c on
branch k. kba
k0dc represents the sum of all combina-
tions of path reversals between a and b on branch k and
all combinations of path reversals between c and d on
branch k0.
A given Cij is written in terms of the rates from cou-
pling states and rates from states on a branch. Coupling-
state rates appear explicitly in the equations, whilst
branch-state rates can be grouped together using rela-
tions (30), (31) and (32). For example, considering the
simplest system architecture of only one branch and no
coupling states known as the single chain (Figure 5a) we
have
Cij = uj
i 1
j+1
j 1
1 
n 1
i+1 ; i > j; (33)
Cij = wj
j 1
i+1
i 1
1 
n 1
j+1 ; i < j; (34)
with the i = j case given by equation (33) with uj
i 1
j+1 !
1. In this notation Cij must be written as three separate
equations because the relative locations of states i and
j are important. A system with two branches and one
coupling state dened to be the reference state 0, the
parallel pathway (Figure 5b), has
Ckij = u
k
j
ki 1j+1
kj 11
kn
k 1
i+1
k0n
k0 1
1 ; i > j (35)
Ckij = w
k
j
kj 1i+1
ki 11
kn
k 1
j+1
k0n
k0 1
1 ; i < j; (36)
with k 2 f1; 2g and the i = j case given by equation (35)
with ukj
ki 1j+1 ! 1. The case where the j; k state lies
on a dierent branch to the i; k0 state (i.e. k 6= k0) has
C(i;k)(j;k0) = 0 because no congurations of i given a rate
W0;(j;k) exist as there is no rate path from j; k to i; k
0
that does not pass through 0.
Note that each expression can be derived from the
other; in changing the order of the i and the j, i  j $
i < j, three transformations must be applied:
ukj $ wkj ; (37)
kij ;
kij ;
kij ;$ kji ; kji ; kji ; (38)
k$ k; (39)
namely the rate from the jth state changes direction,
the is and js in the indices of the grouped branch terms
are swapped and the  and the  are swapped. In this
manner only a few expressions for the Cij need to be
written down, the rest can be deduced from these.
Introducing another coupling state adds another level
of complexity. For a given Cij , states i and j can now
6FIG. 3. A graphical example of how C13 is calculated for the n = 4 system. Each rate Wij included in C13 is shown as a
solid arrow. C13 is the sum over all congurations of state 1 given a non-zero rate from 0 to 3 shown as a dashed arrow. The
algebraic interpretation is displayed below the graphical one. Note that to satisfy the denition of a conguration of 1 there is
a rate path from any state to state 1. Each Cij can be interpreted in this manner.
FIG. 4. A graphical representation of kba the rate path from
a to b, kba the reversed rate path from b to a and
kba the
sum of all rate path reversals between a and b all along a
branch k.
be this coupling state and not just branch states and so
more than three expressions are required to fully dene
all the Cij . For a system with two branches and two
coupling states, dening one of the coupling states as the
reference state 0 and denoting the other by m we have
the divided pathway15, Figure 5c. For 0 < j < i < m
Cij = uj
i 1
j+1
j 1
1 [wm
m 1
i+1
kn
k 1
m+1
k0n
k0 1
m+1
+m 1i+1 (u
k
m
kn
k 1
m+1
k0n
k0 1
m+1
+uk
0
m
k0n
k0 1
m+1
kn
k 1
m+1 )] (40)
FIG. 5. A structural representation of a) the single chain, b)
the two branch parallel pathway, c) the divided pathway and
d) the divided pathway with a chain coupled at state 0. Dots
represent coupling states and lines represent branches.
however it is much simpler to consider this in graphical
form as in Figure 6. The case where 0 < j = i < m
is recovered by sending ukj
ki 1j+1 ! 1. The case 0 <
i  j < m is given by applying transformations given by
relations (37), (38) and (39) and an additional ukm $ wm
transformation to take into account the extra coupling
state.
In this manner all the Cij for the general n-state di-
vided pathway can be written down. This is presented in
Appendix C
A. Modifying System Structures
The method discussed in this article preserves the
structure of a given architecture within the calculations.
This allows solutions for one architecture to be deduced
7FIG. 6. A graphical representation of the Cij for a divided
pathway model for 0 < j < i < m. Each gure part represents
a term in equation (40) and contains all possible components
of this Cij where the coupling state rate points a) backwards,
b) forwards along branch k and c) forwards along branch k0.
Indices on the branched terms have been omitted - each sym-
bol pertains to the branch states bracketed by the vertical
dashed lines.
from solutions to another, for example by modifying the
structure of the system.
Modifying the single chain model into the parallel
pathway model is akin to adding additional single chains
into the system coupled at 0. Note that the parallel chain
results given in equations (35) and (36) are the single
chain results multiplied by the product of each additional
branch of the conguration of state 0 restricted to that
branch.
Therefore, dening SQk0 to be the sum of all congu-
rations of 0 restricted to the single chain branch k and
SCkij to be the single chain Cij restricted to branch k,
gives the parallel pathway PCkij :
PCkij =
SCkij
Y
k0 6=k
SQk
0
0 : (41)
Further results can be derived using these ideas. For
example the divided pathway with an additional single
chain coupled at 0 (Figure 5d) would have
D+SCij =
DCij
SQ0; i; j 2 D section; (42)
D+SCij =
SCij
DQ0; i; j 2 S section; (43)
D+SCij = 0; otherwise; (44)
where D represents the divided pathway, S represents
the single chain, DCij ,
DQ0 are the Cij and the Q0 re-
spectively for just the divided pathway section and SCij ,
SQ0 are the Cij and theQ0 respectively for just the single
chain section.
In general for two structures A and B coupled only at
the reference state, the A+BCij for the combined struc-
ture can be written in terms of individual component
structure variables
A+BCij =
ACij
BQ0; i; j 2 A section; (45)
A+BCij =
BCij
AQ0; i; j 2 B section; (46)
A+BCij = 0; otherwise: (47)
In this manner one can derive results for the proba-
bilistic steady state and dispersion for arbitrarily large
and highly complex systems by splitting them into indi-
vidual component systems coupled at the reference state
and computing the Cij for each system individually. This
is a very useful tool for investigating complex underlying
biochemical pathways of a molecular motor.
V. GENERALIZED SYSTEM ARCHITECTURES
Many biologically-inspired systems suggest that there
is at least one state shared between all the for-
wards mechanochemical cycles, for example with myosin-
V2{6,8,9. Dening this state to be 0 we can use this as a
boundary of the periodic lattice of physical sites. Systems
that do not have this property require a minimum of 3
branches and 4 coupling states and for simplicity we will
not consider these here. Therefore physical sites (0; s)
are connected to 2n 2 other sites and sites (i 6= 0; s) are
connected to n  1 other sites. This is similar to the sys-
tem in Figure 2 except sites (i 6= 0; s) only have possible
transitions to other sites (j 6= i; s) and (0; s + 1). The
equation for the velocity can now be simplied to
v = d
X
i 6=0
[ui0Pi   w0iP0] ; (48)
and the equation for the dispersion can also be simplied
to
D =
d2
2
X
i
(ui0Pi + w0iP0)
  d
2
Q0
X
i
ui0
X
j 6=0
GjCij
+
dv
Q0
X
i
X
j 6=0
GjCij ; (49)
with
Gi =
v
d
Pi + w0iP0; for i 6= 0: (50)
From now on we will only consider systems of this type.
There are many dierent classes of n-state system ar-
chitectures, each dened by the conditions on the transi-
tion rates.
8FIG. 7. a) A n-state single chain system with n substeps and
n dierent molecular detachment pathways. Forward rates
are denoted by ui and the backward rates by wi. b) A par-
allel pathway reaction network with an arbitrary number of
branches. c) A generalized divided pathway reaction network.
Distances between states are not shown.
A. Single Chain Model
A single chain model is a system with only nearest
neighbor transitions as shown in Figure 7a. The state oc-
cupancy probabilities Pi are governed by n master equa-
tions
dP0
dt
= un 1Pn 1 + w1P1   (u0 + w0)P0; (51)
dP1
dt
= u0P0 + w2P2   (u1 + w1)P1; (52)
...
dPn 1
dt
= un 2Pn 2 + w0P0
  (un 1 + wn 1)Pn 1: (53)
The steady state of the system is given by the methods
in section II. In this case it is exactly the result shown
by Derrida13
Qi =
Pi
N
=
e1
ui
0@1 + i 1X
j=i+1
jY
i=i+1
wi
ui
1A ; (54)
where N is the normalizing factor so that the probabili-
ties sum to unity and
e1 =
n 1Y
i=0
ui: (55)
Therefore,
Qi = 
i 1
i+1; (56)
with indices being taken modulo n as state 0  n.
Equation (48) gives the velocity of the system
v = d [un 1Pn 1   w0P0] ; (57)
and equation (49) gives the dispersion of the system
D =
d2
2
(un 1Pn 1 + w0P0)
  d
2
Q0
un 1
X
j 6=0
GjCn 1;j
+
dv
Q0
X
i
X
j 6=0
GjCij ; (58)
with
Gi =
v
d
Pi + w0P0; for i 6= 0; (59)
and
Cij = 
i 1
j 
j 1
1 
n 1
i+1 ; i  j; (60)
Cij = 
j
i+1
i 1
1 
n 1
j+1 ; i < j: (61)
This is exactly the result shown by Derrida13.
B. Parallel Pathway Model
The parallel pathway model is a simple modication to
the single chain model. In this section we demonstrate
how the single chain solution can be modied to give
us the parallel pathway result. For the parallel pathway
model with an arbitrary number of branches (enumerated
by superscript k) the architecture is shown in Figure 7b
and the steady state is given by
Q0 =
P0
N
=
X
k
kn
k 1
1 (62)
Qki =
P ki
N
= ki 1i+1
X
k0 6=k
k0n
k0 1
1 ; (63)
Equation (48) gives the velocity
v = d
X
k

uknk 1P
k
nk 1   wk0P0

: (64)
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D =
d2
2
X
k
(uknk 1P
k
nk 1 + w
k
0P0)
  d
2
Q0
X
k
uknk 1
X
j 6=0
GkjC
k
nk 1;j
+
dv
Q0
X
k
X
i
X
j 6=0
GkjC
k
ij ; (65)
with
Gki =
v
d
P ki + w
k
0P
k
0 ; for i 6= 0; (66)
where
Ckij =
ki 1j
kj 11
kn
k 1
i+1
Y
k0 6=k
k0n
k0 1
1 ; (67)
for i  j, and
Ckij =
kji+1
ki 11
kn
k 1
j+1
Y
k0 6=k
k0n
k0 1
1 (68)
for i < j.
Restricting to only two branches, k 2 [1; 2], the re-
sulting dispersion gives exactly the result shown by
Kolomeisky14. Our result is general for any number of
parallel branches.
C. Divided Pathway and Divided Pathway with a Chain
The generalized divided pathway is shown in Figure
7c. The divided pathway with a chain is constructed
by coupling a single chain to the reference state shown
schematically in Figure 5d.
The velocity, dispersion and the Gki relations for both
of these systems are the same as those for the paral-
lel pathway system (although the Cij are dierent) and
are given by equations (64), (65) and (66) respectively.
For the divided pathway k 2 f1; 2g where each k rep-
resents a dierent divided branch and the Cij are given
in Appendix C. For the divided pathway with a chain
k 2 f1; 2; 3g where the additional k = 3 branch repre-
sents the single chain and the Cij are derived from those
of the single chain and the divided pathway using the
method given in section IVA.
The steady-state probabilities are calculated from the
Cij using equations (18) and (19).
VI. FOUR STATE MODEL EXAMPLE
Biologically interesting models for molecular motors
exist that involve relatively few states2,4,8,19. Our more
intuitive framework gives the dispersion much more read-
ily than existing approaches for systems with smaller
FIG. 8. A general 4-state system.
FIG. 9. A toy single chain model with no backwards stepping.
number of states. The generalized n = 4 system is shown
in Figure 8 and has unnormalized probabilities
Q0 =W10C1k +W20C2k +W30C3k; 8k 6= 0 (69)
Q1 =W01C11 +W02C12 +W03C13; (70)
Q2 =W01C21 +W02C22 +W03C23; (71)
Q3 =W01C31 +W02C32 +W03C33; (72)
from equations (18) and (19), with normalized probabil-
ities given by Pi = Qi=
P
j Qj .
Equation (48) gives the velocity and the dispersion is
given by equation (49) with the Cij as given in equations
(21) - (29).
A. Single Chain
A toy 4-state single chain model with no backwards
steps is shown in Figure 9 and has
QS0 = u
S
3C
S
31; (73)
QS1 = u
S
0C
S
11; (74)
QS2 = u
S
0C
S
21; (75)
QS3 = u
S
0C
S
31; (76)
with PSi = N
SQSi with N
S = 1=
P
j Q
S
j . Equation (48)
gives the velocity
vS = duS3P
S
3 : (77)
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The dispersion is given by equation (49)
DS =
d2
2
uSn 1P
S
n 1
 dv
S
QS0
uSn 1
X
j 6=0
PSj C
S
n 1;j
+
vSvS
QS0
X
i
X
j 6=0
PSj C
S
ij ; (78)
with
CS11 = u
S
2 u
S
3 ; (79)
CS12 = 0; (80)
CS13 = 0; (81)
CS21 = u
S
1 u
S
3 ; (82)
CS22 = u
S
1 u
S
3 ; (83)
CS23 = 0; (84)
CS31 = u
S
1 u
S
2 ; (85)
CS32 = u
S
1 u
S
2 ; (86)
CS33 = u
S
1 u
S
2 : (87)
B. Divided Pathway with a Jump
The toy 4-state divided pathway model with a jump
and no backwards steps is shown in Figure 10. When
uD3 = 0, this is a divided pathway model. For simplicity,
rates are chosen so that u12 = u20 and u13 = u30. For
both of these systems
QD0 = u
D
1 C
D
21 + u
D
2 C
D
31; (88)
QD1 = u
D
0 C
D
11; (89)
QD2 = u
D
0 C
D
21; (90)
QD3 = u
D
0 C
D
31; (91)
with PDi = N
DQDi with N
D = 1=
P
j Q
D
j . Equation
(48) gives the velocity
vD = d

uD1 P
D
2 + u
D
2 P
D
3

: (92)
The dispersion is given by equation (49)
DD =
d2
2
(uD1 P
D
2 + u
D
2 P
D
3 )
 dv
D
QD0
X
j 6=0
PDj (u
D
1 C
D
1j + u
D
2 C
D
2j)
+
vDvD
QD0
X
i
X
j 6=0
PDj C
D
ij ; (93)
The randomness ratio is then expressed as
rD =
2DD
dvD
: (94)
FIG. 10. A toy divided pathway with a jump model with no
backwards stepping. When uD3 = 0, this is a divided pathway
model.
For the divided pathway with a jump:
CD11 = u
D
1 u
D
2 + u
D
2 u
D
3 ; (95)
CD12 = 0; (96)
CD13 = 0; (97)
CD21 = u
D
1 u
D
2 ; (98)
CD22 = u
D
2 (u
D
1 + u
D
2 ); (99)
CD23 = 0; (100)
CD31 = u
D
2 (u
D
1 + u
D
3 ) + u
D
1 u
D
3 ; (101)
CD32 = u
D
3 (u
D
1 + u
D
2 ); (102)
CD33 = (u
D
1 + u
D
3 )(u
D
1 + u
D
2 ); (103)
with the divided pathway result recovered when uD3 = 0.
It should be noted that CDij = 0 when all rate paths from
j to i pass through 0, in this architecture this is rate
paths 2 to 1, 3 to 1 and 3 to 2.
C. Combining Model Structures
A divided pathway with a jump and a single chain
(and no backwards stepping) is shown in Figure 11. As
described in section IVA we can deduce the unnormal-
ized probabilities to be
Q0 = Q
S
0Q
D
0 ; (104)
Q1S = Q
D
0 Q
S
1 ; (105)
Q2S = Q
D
0 Q
S
2 ; (106)
Q3S = Q
D
0 Q
S
3 ; (107)
Q1D = Q
S
0Q
D
1 ; (108)
Q2D = Q
S
0Q
D
2 ; (109)
Q3D = Q
S
0Q
D
3 ; (110)
with Pi = NQi with N = 1=
P
j Qj . Equation (48) gives
the velocity
v = N

vS
NS
+
vD
ND

: (111)
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FIG. 11. A divided pathway with a jump and a single chain
model with no backwards stepping.
The dispersion is given by equation (49)
D =
d2
2
 
uS3P3S + u
D
2 P2S + u
D
3 P3S

  dv
Q0
X
j 6=0
Pj
 
uS3C3Sj + u
D
2 C2Sj + u
D
3 C3Sj

+
v2
Q0
X
j 6=0
Pj
X
i
Cij ; (112)
with
Cij = C
D
ijQ
S
0 ; i; j 2 DJ section; (113)
Cij = C
S
ijQ
D
0 ; i; j 2 S section; (114)
Cij = 0; otherwise; (115)
where DJ represents the divided pathway with a jump
and S represents the single chain.
VII. DISCUSSION
We have presented a method to calculate measur-
able quantities of molecular motors described by discrete
stochastic models. The approach is based on the work
of Derrida13 that gives dynamic properties for a general
n-state single chain model. Derrida's work has in the
past been extended to other system structures14,15,17 and
in each case the velocity and dispersion were rederived.
However our method - extending the work by King and
Altman1 - gives explicit expressions for the completely
general steady-state probabilities, velocities and disper-
sions in terms of variables Cij that depend on the system
structure.
The expressions for the average velocity and disper-
sion were derived without any constraint on the distance
between physical stepping sites. It was shown that the
resulting equations were independent of the substep size
di (assuming that the transition rates are also) and only
depend on the total step size d. Whilst apparent for sys-
tems without detachment, this was not obvious a priori
for systems with unequal detachments between between
successive substeps. The renormalization procedure17
maps a system with detachment to one without by scal-
ing reaction rates and steady-state probabilities. Thus
our results still hold with rescaled rates and probabilities
and so the velocity and dispersion are independent of the
substep sizes di regardless of detachment rates.
We have shown that the Cij are derivable in a simple
graphical manner from the structure of a proposed sys-
tem and have written them down explicitly for several
example structures. Our approach gives general n-state
system expressions for multiple system structures. Mod-
ications of the generalized structure and their eect on
the Cij have been explored. Results for a simple 4-state
system demonstrate the simplicity of the calculations rel-
ative to other methods. Results for two separate 4-state
systems can be combined in a simple manner to give the
dispersion and velocity of an 8-state system.
We have given generalized results for the single chain,
parallel pathway and divided pathway systems and have
used a technique for combining structures coupled at the
reference state to derive the novel divided pathway with
a chain results.
Alternative methods of calculating the dynamic prop-
erties exist. Tsygankov et al.10 provide a ux-balance
method to calculate the velocities for any system and
Chemla et al.12 use matrix methods to calculate the ve-
locities and dispersions from a given system. However
none can provide results for general model structures or
solutions that can be interpreted in such a simple graph-
ical way.
Our methods provide powerful theoretical tools for
investigating how the underlying transition rates of a
molecular motor aect its dynamic properties. The dy-
namic properties of smaller models can now be calcu-
lated simply. Large and highly complex models can be
classied by their structure and our methods can give the
steady-state probabilities and dynamic properties readily
without the need to perform computationally expensive
calculations.
This work can aid in the investigation of many bio-
chemical systems. For example, the stepping mechanism
of the linearly processive motor protein myosin-V is not
understood in detail3,4,6,9,20{30. Our results allow the cal-
culation of dynamic properties for dierent postulated
system architectures, thus can help to distinguish be-
tween them on the basis of the t to experimental data.
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Appendix A: Calculation of Dynamic Quantities
In this appendix we show how to calculate the ex-
pressions for the velocity (equation (14)) and dispersion
(equation (16)).
1. Velocity
Multiplying equation (11) by s, summing over s and
dening Xi =
P
s spi;s gives
dXi
dt
=
n 1X
j=i+1
 
wjiXj + uji
X
s
(s+ 1)pj;s
!
+
i 1X
j=0
 
wji
X
s
(s  1)pj;s + ujiXj
!
 
X
j
(uij + wij)Xi; (A1)
and so
dXi
dt
=
X
j
(WjiXj  WijXi)
+
n 1X
j=i+1
ujiPj  
i 1X
j=0
wjiPj ; (A2)
recognizing that Wij = uij + wij when mapping the
physical-space system onto the state-space one.
Therefore,
X
i
dXi
dt
=
X
i
i 1X
j=0
(uji   wji)Pj : (A3)
Substituting this into equation (13) gives the expres-
sion for the velocity in equation (14).
2. Dispersion
The the dispersion is given by
D  1
2
limt!1
d
dt
 
< x2 >   < x >2 : (A4)
The mean squared displacement is given by
< x2 > =
X
s
X
i
pi;s(ds+ di)
2;
=
X
i
 
d2i + 2ddiXi + d
2
iPi

; (A5)
where i =
P
s s
2pi. Therefore, using equation (13) we
have
D =
X
i

d2
di
dt
+ 2ddi
dXi
dt
  2vdXi   2vdiPi

(A6)
at steady state.
Similarly to equation (A2) we have
di
dt
=
X
j
(Wjij  Wiji)
+
i 1X
j=0
[wji(Pj   2Xj) + uji(Pj + 2Xj)] (A7)
and hence
D = d2
X
i
i 1X
j=0
[wji(Pj   2Xj) + uji(Pj + 2Xj)]
+2
X
i

ddi
dXi
dt
  vdXi   vdiPi

: (A8)
Therefore to calculate the dispersion we must rst nd
the Xi.
Assuming a constant velocity solution Xi = git + hi,
the balance of constant terms in equation (A2) gives so-
lutions for the hi in terms of the gi. Constant terms also
sum to give a normalization condition for the gi:X
i
gi =
X
i
i 1X
j=0
(uji   wji)Pj : (A9)
Linear with time terms in equation (A2) are the same
as the governing equations (3) for the steady-state prob-
abilities Pi. Therefore gi / Pi and normalizing gives
gi = Pi
X
k
k 1X
j=0
(ujk   wjk)Pj : (A10)
Using gi = Piv=d it can be seen that
D =
d2
2
limt!1
X
i
i 1X
j=0
[wji(Pj   2Xj) + uji(Pj + 2Xj)]
 dlimt!1v
X
i
Xi;
= d2
X
i
limt!1
0@i 1X
j=0
[ujiXj   wjiXj ]  v
d
Xi
1A
+d2
X
i
1
2
i 1X
j=0
[ujiPj + wjiPj ] : (A11)
Only the hi remain to be determined in order to calculate
Xi.
Writing hi = Aih0+Bi, the constant terms in equation
(A2) give
gi =
X
j
[Wji(Ajh0 +Bj) Wij(Aih0 +Bi)]
+
n 1X
j=i+1
ujiPj  
i 1X
j=0
wjiPj ; (A12)
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matching up powers of h0 give two equations
0 =
X
j
[WjiAj  WijAi] ; (A13)
gi =
X
j
[WjiBj  WijBi]
+
n 1X
j=i+1
ujiPj  
i 1X
j=0
wjiPj : (A14)
Equation (A13) gives Ai = Pi=P0 and B0 = 0. Therefore
the dispersion in equation (A11) can be written in terms
of the Bi
D = d2
X
i
0@i 1X
j=0
[ujiBj   wjiBj ]  v
d
Bi
1A
+d2
h0
P0
X
i
0@i 1X
j=0
[ujiPj   wjiPj ]  v
d
Pi
1A
+d2
X
i
1
2
i 1X
j=0
[ujiPj + wjiPj ] ;
= d2
X
i
i 1X
j=0

ujiBj   wjiBj + 1
2
(ujiPj + wjiPj)

 dv
X
i
Bi; (A15)
with the only undetermined quantities being the Bi. It
should be noted that this expression is the steady-state
dispersion and thus independent of the initial condition.
Equation (A14) can be written
Gi =
X
j
WjiBj  
X
j
WijBi; (A16)
with a suitably chosen Gi. Therefore
P
j Gj = 0.
This can be written
G =MB (A17)
with B0 = 0. M is a singular matrix as MP = 0 withP
i Pi = 1. Equation (A17) cannot be solved explicitly
for an arbitrarily sized system by standard matrix meth-
ods.
We have B0 = 0 and
P
j Gj = 0 and choose ansatz
Bi =  
P
j 6=0GjCij
Q0
; i 6= 0; (A18)
where again Q0 is the sum over all congurations of state
0 with the Cij chosen so that
Cij =
Zij
W0j
; i 6= 0; (A19)
where the Zij are the sum over all congurations of state
i that include a rate W0j .
Equation (A16) and (A18) require that the Cij satisfy
GiQ0 =
X
k
Gk
24X
j
WijCik  
X
j
WjiCjk
35 (A20)
where again Q0 is a sum over all congurations of state 0.
Note the k = 0 term in the summation is 0 by denition
of the Cij .
For i = 0, we have
X
k
Gk
24X
j
W0jC0k  
X
j
Wj0Cjk
35
=  
X
k 6=0
Gk
X
j
Wj0Cjk;
=  
X
k 6=0
GkQ0; from equation B2
= G0Q0; (A21)
since
P
j Gj = 0 . For i 6= 0, we haveX
k
Gk
X
j
[WijCik  WjiCjk]
= Gi
X
j
[WijCii  WjiCji]
+
X
k 6=i
Gk
X
j
[WijCik  WjiCjk] ;
=
Gi
W0i
X
j
[WijZii  WjiZji]
+
X
k 6=i
Gk
W0k
X
j
[WijZik  WjiZjk] ;
= GiQ0; (A22)
using equations (B7) and (B14). Thus the choice of the
Cij in equation (A19) satises equation (A20) and there-
fore the ansatz (A18) is correct.
The dispersion in terms of the Cij is therefore
D = d2
X
i
i 1X
j=0
1
2
(uji + wji)Pj
+
d2
Q0
X
i
i 1X
j=0
[wji   uji]
X
k 6=0
GkCjk
+
dv
Q0
X
i
X
j 6=0
GjCij ; (A23)
with
Gi =
v
d
Pi  
n 1X
j=i+1
ujiPj +
i 1X
j=0
wjiPj ; (A24)
as given in equations (16) and (17).
The Cij are the sums over all congurations of state
i 6= 0 given a rate from 0 to j and dividing through
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FIG. 12. The two possible classes of closed rate paths within
the sum over all congurations of i that include a rate W0i,
Zii. Each element of Z

ii either has a closed rate path from i
to i through 0 ( Wi!0!i, dotted) or not through zero ( Wi!i,
dashed).
by that rate. Only these need to be calculated to give
the state-occupancy probabilities, the velocity (equation
(14)) and the dispersion (equation (16)). Systems with
high degrees of symmetry can greatly simplify the calcu-
lation of the Cij .
Appendix B: Congurational Methods
We shall dene Zik and Z

ik to be the sum over all
congurations and congurations respectively of state i
that include a W0k. Thus we have Zi0 = Z0i = Z

i0 =
Z0i = 0 for all i. In the example shown in Figure 1,
Z1k = 0 for k 6= 1; 3, Z13 = w0w3w2 and Z11 = u0(u2u3+
w2u3 + w2w3).
It can be deduced that the sum over all congurations
of i 6= 0 satises
Qi =
X
k 6=0
Zik; i 6= 0: (B1)
Then Q0 satises
Q0 =
X
j 6=0
Wj0
Zjk
W0k
; 8k 6= 0 (B2)
as required for the derivation of equation (A21). This can
be seen by considering each element of the summation in
turn. Each element j is the sum over all possible cong-
urations of 0 containing the rate Wj0. Summing over all
j must therefore give the sum over all congurations of
0, Q0.
Denote a rate path from a to b that does not pass
through state 0 by Wa!b and from a to b that does pass
though state 0 by Wa!0!b. The corresponding closed
rate paths are Wa!b and Wa!0!b respectively.
A conguration contains exactly one closed rate path
by denition. Denote the sum over all congurations of
j that include a rateW0i given that each term contains a
Wj!i by Zji( Wj!i) and similarly for Z

ji(
Wj!0!i) and
Zji( Wj!i or Wj!0!i).
By denition, Zii is the sum over all congurations of
i that include a non-zero rate W0i. Therefore for any
j 6= 0; i, each term contains either a Wj!i, or a Wj!0!i.
Zii
P
jWij is therefore the sum over all congurations

of i that include a non-zero rateW0i given that each term
contains either a Wi!i or a Wi!0!i (Figure 12) and soX
j
WijZii = Z

ii(
Wi!i or Wi!0!i);
= Zii( Wi!i) + Z

ii( Wi!0!i); (B3)
as a conguration contains exactly one closed rate path.
Zji is the sum over all congurations of j that in-
clude a non-zero rate W0i. Therefore, as congura-
tions cannot contain closed rate paths, each term must
contain a Wi!j . Thus, each term in
P
jWjiZji must
contain a Wi!i and so
P
jWjiZji is the sum over all
congurations of i that include a non-zero rateW0i given
that each term contains a Wi!i and so
Zii( Wi!i) =
X
j
WjiZji: (B4)
Each term in
P
jWj0Zji must contain a
Wi!0!i and soP
jWj0Zji is the sum over all congurations
 of i that
include a non-zero rateW0i given that each term contains
a Wi!0!i and so
Zii( Wi!0!i) =
X
j
Wj0Zji: (B5)
Using the above and then equation (B2),X
j
WijZii =
X
j
(Wj0 +Wji)Zji;
=W0iQ0 +
X
j
WjiZji: (B6)
ThereforeX
j
[WijZii  WjiZji] =W0iQ0; (B7)
as required for the derivation of equation (A22).
Using the same argument used to show relation (7), it
can be seen that
Zik =
X
j 6=0;k
WjiZjk and (B8)
Zik = Zik
X
j 6=0;k
Wij ; (B9)
for i 6= 0; k. ThereforeX
j 6=0;k
[WijZik  WjiZjk] = 0; 8i 6= 0; k: (B10)
Using the relations between Qi and Zij in equations
(B1) and (B2), equation (7) gives
Wi0
X
j 6=0
Zij  W0iQ0
+
X
j 6=0
X
k 6=0
[WijZik  WjiZjk] = 0; (B11)
15
for all i 6= 0. Equations (B7) and (B10) then simplify
this to X
j 6=0
[(Wi0 +Wij)Zij  WjiZjj ] = 0: (B12)
Each component of the sum over j contains a unique
element W0j and thus
(Wi0 +Wij)Zij  WjiZjj = 0; (B13)
for all i; j 6= 0.
Therefore using equations (B10) and (B13)X
j
[WijZik  WjiZjk] = 0; 8i 6= 0; k; (B14)
as required for the derivation of equation (A22).
Appendix C: Divided Pathway Cij
The divided pathway15 (see Figure 5c) has two cou-
pling states and three branches. For a given Cij , states i
and j can represent a coupling state and not just branch
states. There are fourteen dierent expressions for the
Cij , however it is sucient to write down six and de-
scribe the transformations needed to produce the others.
The rst 5 are given by
Cij = uj
i 1
j+1
j 1
1 [wm
m 1
i+1
kn
k 1
m+1
k0n
k0 1
m+1
+m 1i+1 (u
k
m
kn
k 1
m+1
k0n
k0 1
m+1
+uk
0
m
k0n
k0 1
m+1
kn
k 1
m+1 )]; (C1)
for 0 < j < i < m,
Cij = uj
i 1
j+1
j 1
1
kn
k 1
i+1
k0n
k0 1
i+1 ; (C2)
for 0 < j < i = m,
Cij = u
k
m
j 1
1 
m 1
j
ki 1m 1
kn
k 1
i+1
k0n
k0 1
m+1 ; (C3)
for 0 < j < m < i with i on branch k,
Cij = u
k
j
ki 1j+1
j 1
1
kn
k 1
i+1
k0n
k0 1
j+1 ; (C4)
for 0 < j = m < i and
Cij = u
k
j
ki 1j+1
kn
k 1
i+1
[wmkj 1m+1m 11 k
0
n
k0 1
m+1
+ukm
kj 1m+1
m 1
1
k0n
k0 1
m+1
+uk
0
m
k0n
k0 1
m+1 
m 1
1
kj 1m+1]; (C5)
for 0 < m < j < i.
The next ve terms 0 < i  j < m, 0 < i  j = m,
0 < i < m < j, 0 < i = m < j, 0 < m < i  j are given
by applying four transformations. The transformations
given by relations (37), (38) and (39) and an additional
ukm $ wm transformation to take into account the extra
coupling state.
The cases where 0 < j = i < m, 0 < j = i = m and
0 < m < j = i are given by equations (C1), (C2) and
(C5) respectively with ukj
ki 1j+1 ! 1.
The last term for m < i; j with i on branch k and j on
branch k0 is
Cij = u
k
mu
k0
j
k0j 1m+1
ki 1m+1
m 1
1
kn
k 1
i+1
k0n
k0 1
j+1 :(C6)
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