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Electron transport in dye-sensitised and dye-free porous TiC>2 films was 
investigated using frequency-resolved techniques: photoelectrochemical impedance 
spectroscopy (PEIS), intensity modulated photocurrent spectroscopy (IMPS), intensity 
modulated photovoltage spectroscopy (IMVS) and photomodulated infrared 
transmittance spectroscopy (PITS).
An inhomogeneous dye distribution in dye-sensitised nanocrystalline solar cells 
was detected using IMPS. The presence o f a dye-free region was taken into account in 
the generation/collection equation which describes the photoelectrochemical behavior of
porous systems. Comparison of the experimental IMPS response with the predictions of 
the model indicated a dye-free region of 4pm. IMPS measurements were also performed 
on dye-free Ti0 2  electrodes, and these were interpreted as evidence for non- 
homogeneous porosity. It is proposed that the film near the substrate is compact and the 
net injection efficiency is very low.
The combination of IMPS, PEIS, IMVS and PITS on a dye-sensitised solar cell
17 9allowed determination of the absorption cross section of electrons at 940nm (10' cm ). 
The net electron injection efficiency was also evaluated from these measurements and it 
was found to be 1 at short circuit and 0.3 at open circuit, indicating that under strong 
accumulation the reaction of electrons with the oxidised dye competes with dye 
regeneration. It was also found that the majority of the electrons detected were trapped 
and relaxed predominantly via back reaction with 1 3 '.
Potential-modulated infrared transmittance was performed on dye-free TiC>2 under 
strong accumulation. The optical cross section of electrons was found to be 5xl0'19cm'2. 
The discrepancy between this result and the value obtained by PITS measurements was 
attributed to the fact that free electrons dominate the optical response in this experiment.
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The work presented in this thesis describes studies on porous nanocrystalline 
TiC>2 ; both dye-sensitised and dye-free TiC>2 have been investigated. In this chapter the 
main features of single crystal and porous TiCh are reviewed with reference to the 
literature. Recently porous TiC>2 , and especially dye-sensitised porous TiC>2 , has 
attracted great scientific interest as efficient photovoltaic devices can be built from this 
material. The first group to produce photovoltaic devices from dye-sensitised porous 
TiC>2 was Gratzel and co-workers [1 ] in Switzerland in 1991. Since then an expanding 
body of work has been undertaken to investigate these novel devices which could be the 
answer to the need for new sources of electric energy. Work is in progress to make these 
devices financially viable in the near future as a real alternative to silicon. However, the 
Gratzel cell is also very interesting from a scientific point of view as it involves a 
variety of processes taking place over a wide range of timescales. These processes can 
be analysed using time and frequency-resolved techniques. The present work sets out to 
study electron transport in the Gratzel cell, and in porous systems in general, identifying 





Titanium dioxide, TiC>2 , is a wide indirect band-gap (3-3.2eV) semiconductor and 
it absorbs in the ultra-violet. It is, therefore, transparent to visible light and it absorbs at 
about 370nm. There are three different crystalline structures of Ti0 2 : rutile, anatase and 
brookite. Rutile is the most thermodynamically stable and it crystallises in the tetragonal 
system, in which six oxygen atoms form distorted octahedra around the titanium with 
four shorter and two longer Ti-0 distances. Anatase has a very similar tetragonal 
structure but with slightly different octahedra. This difference in their crystalline 
structure makes the densities of the two forms of TiC>2 quite different. The density of 
anatase, 3.89gcm‘3, is lower than the density of rutile, 4.26gcm*3 [2].
The electronic structure of the valence band is composed of oxygen 2p  orbitals 
hybridised with titanium 3d  orbitals. The electronic structure of the conduction band is 
primarily composed of titanium 3d  orbitals [2-5]. Although the structures of rutile and 
anatase are well known, to date no theoretical calculations have been able to explain 
fully their electronic properties. Only the tight-binding linear combination of atomic 
orbitals Hamiltonian was able to produce the correct band-gap of 3eV [6 ], The 
modelling of the electronic structure of Ti0 2  is difficult because crystal defects cannot 
be neglected when evaluating the electronic properties of Ti0 2 .
The physical and catalytic properties [7,8] of single crystal rutile have been 
investigated for a long time. Only recently has single crystal anatase been studied and 
analysed in more detail [9]. Comparing the electrical and optical properties of anatase 
and rutile it was found that anatase luminescences strongly at 500nm, whilst no 
luminescence was observed for rutile. The luminescence of anatase has been explained 
by the emission of self-trapped excitons localised in the Ti06-octahedra [1 0 , 1 1 ], This 
demonstrates the importance of crystal defects in these materials. In other experiments,
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it has also been shown that anatase is a w-type semiconductor [1 2 ].
As mentioned above, TiC>2 is an indirect band-gap semiconductor of 3.05eV [13] 
for rutile and of 3.2eV [14] for anatase. However, oxygen vacancies form inter-band 
states at an energy of l-1.4eV below the conduction band edge [15,16]. The presence of 
these inter-band states is responsible for the absorption tails of the main absorption 
edge, the so-called Urbach tails [17]. These tails are observed in the UV-visible 
absorption spectrum of both rutile and anatase single crystals [1 1 ].
Recently, TiC>2 nanocrystalline films have become more interesting than single 
crystals due to their exciting properties. Nanocrystalline films consist of small particles 
with diameters of l - 1 0 0 0 nm packed to form a porous structure; this enhances their 
active surface area. The most common technique to make nanocrystalline film is the sol- 
gel method; starting from the synthesis of the colloid, which is then deposited on the 
desired substrate by screen printing or spreading [18]. This technique can be extended to 
other oxides such as SiC>2 [19-23], ZnO [24-26] or M^Os [27,28]. If the particle size is 
very small, electrons in the particles become ‘quantum confined*. This means that the 
band-gap becomes wider as the particle size is decreased [18,29,30]. However, the 
dimensions of the particles used in the present work are too big to show quantum 
confinement effects.
When equilibrium is established between a single crystal semiconductor and a 
redox couple, the energy bands of the semiconductor are subject to bending, i.e. an 
electrical field forms in the space charge region [31,32]; for further detail see chapter II. 
However, for nanoparticulate semiconductor systems it can occur that the particle size is 
of the same order of magnitude as the space charge region, and therefore no band 
bending takes place. According to theoretical calculations [33], nanocrystalline TiC>2 
with small particles (<20nm) should not show bending at potentials positive o f Eft,. This 
means that no depletion layer forms.
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Another interesting aspect of semiconductors, and especially nanocrystalline 
semiconductors, is intercalation or insertion of small cations. Intercalation was observed 
in smooth Ti0 2  films prepared by metal organic chemical vapour deposition (MOCVD) 
[34] and sputtering [35]. Kinetic experiments [35] appear to indicate that the insertion of 
lithium is limited to the accumulation layer of the semiconductor («llnm). However 
this would not explain the high insertion yield of about x=0.6 (x=Ti0 2 /Li) found for 
anatase particles o f 0.25pm [36]. Lindstrom et al. [37] studied the intercalation of 
lithium into nanocrystalline Ti0 2  and compared the results to those of MOCVD films. 
They ascertained that the insertion-extraction process is significantly more reversible in 
nanocrystalline films and that the rate constant of insertion into a 50% porous film is 
300 times faster compared to dense films in the potential range between 0 and -1.5V vs. 
Ag/AgCl. Obviously, the mechanism for intercalation seems to be not only function of 
the lattice structure but also of the morphology.
1,2.2 Preparation
Nanocrystalline Ti0 2  can be prepared by dip-coating, sol-gel, vapour-phase 
techniques and by electrophoresis. In dip-coating, an alcoholic solution of TiCL* is 
brought onto the substrate and, after evaporation of the solvent, the films are hydrolysed 
in humid air and annealed at about 450°C. The procedure is repeated several times to 
produce films of a thickness of several micrometers [38]. The evaporation and 
annealing steps produce cracks in the film, which are the sources of the porous 
structure.
Sol-gel colloidal synthesis o f metal oxides is widely used and has been reported in 
reviews and books [19-23,39-41]. The most frequent preparation of TiC>2 colloids is 
based on the arrested hydrolysis o f alkoxides of titanium [1]. During the hydrolysis,
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primary particles o f TiC  ^are formed with typical diameters of 5-10nm. These particles 
are peptised in an acidic or basic environment at about 80°C to avoid aggregation of 
these particles. However at present it is not clear whether this step is really necessary for 
the synthesis of high quality colloids of TiC>2 [42], To increase the particle size and 
crystallinity, the sol is auto-claved at temperatures of 200-250 °C for several hours. 
Eventually, dispersions of anatase or rutile particles with typical diameters of 10-20nm 
are obtained. These can be spread or screen-printed on substrates and fired at 
temperatures of 400-550°C. To avoid cracking of the films during heat treatment, 
additives such as derivatives of polyethyleneglycol (Triton-X or carbowax) are 
introduced in small quantities to the dispersion before depositing the film.
The vapour-phase preparation can be divided into two different approaches: (1) 
direct depositions of nanocrystalline films via aerosol formation of volatile titanium 
compounds and (2) preparation o f TiCb particles by hydrolysis of TiCLj vapour in a 
flame of a plasma [43] followed by the processing of these particles into pastes. These 
dispersions can also be used as starting materials for electrophoretic deposition of 
nanocrystalline porous TiC>2 films [44]. In this technique, the electrode to be coated is 
placed into an electrochemical cell and the deposition is carried out under constant 
current conditions until the film thickness is satisfactory.
1.2.3 Applications
There are many applications of porous TiC>2 films based on charge transfer 
between either a solution species and nanocrystalline TiC>2 electrodes or between a 
surface-bound molecular modifier and TiC>2 . Devices without surface attached 
molecules rely exclusively on the intrinsic properties of nanocrystalline TiC>2 films. 
Some of these devices are based on intercalation such as batteries [45] and
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electrochromic devices [46]. Other applications are electrocatalysis [47-49], 
photoelectrocatalysis [50-53], electroluminescence [54-56] and sensors [57,58]. 
Recently devices based on nanocrystalline Ti0 2  films with molecular modification have 
drawn significant scientific interest. Electrochromics [59,60], photochromies [61,62], 
sensitised photochromies [63], electrocatalysis [64], electroluminescence [65-67], 
sensors [68,69] and photovoltaic devices [1] are amongst the applications of modified 
nanocrystalline T1O2 . Especially photovoltaic devices have attracted great scientific 
interest in the last decade and they are the main object of investigation of the present 
work.
L3 Dye-Sensitised Nanocrystalline TiOz Solar Cells
1.3.1 Overview
In the 1970s and 1980s, conversion of solar energy into electricity was o f great 
interest. Most o f the work was carried out on smooth semiconducting films [70-80]. The 
light harvesting efficiencies o f these materials did not prove to be very high, the best 
result obtained was below 1%. Dye-sensitisation was introduced by Matsumura et al. 
[81] and Alonso et al. [82] on ZnO. Later Willig et al. [83] reported higher quantum 
yields in dye-sensitising SnS2 , but the conversion yields were still below 1%. At the 
beginning of the 1990s there was a major breakthrough in this field, when Gratzel and 
co-workers [1] used TiC>2 porous electrodes. The high surface area to volume ratio of 
these electrodes dramatically enhanced the photocurrent efficiencies, and values close to 
unity were achieved. Figure 1.1 illustrates the principle of dye-sensitised solar cells. 
The light absorbed by the dye excites an electron to the upper LUMO orbital of the dye, 
the electron is then injected into the conduction band of the TiC>2 semiconducting 
porous film and then is collected at the back contact; usually a tin oxide coated glass.
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The T ions in solution replace the hole left in the HOMO state of the dye, regenerating 
the cell. This is possible as the particle size in the nanocrystalline phase is small and the 
electrolyte phase penetrates throughout the porous solid phase. The electron diffusion 
time in the cell is very slow, therefore for the dye-sensitised solar cell to be efficient it is 
essential that the rate of reaction of electrons with 1 3* is even slower. It has been shown 
[84-86] that the photogenerated electrons require several milliseconds to diffuse to the 
back contact in a 10pm film. If the electron lifetime for back reaction of photoinjected 
electrons with I3' is longer than the transit time the short circuit collection efficiency 








Figure 1 .1 . Energy scheme for the regenerative dye-sensitised TiC>2 cell. 
Photo-excitation of the dye is followed by rapid electron injection into the 
conduction band of the oxide. The dye is regenerated rapidly from its 
oxidised state by T. Electrons collected at the tin oxide substrate pass via the 
external circuit to the counter electrode where they reduce 1 3’ back to T.
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1.3.2 Timescale o f the Mechanisms
In the Gratzel cell, processes occur over a wide range of timescales. The shortest 
timescale is associated with the injection of an electron from the excited state of the dye 
into the conduction band of Ti0 2 . Spectroscopic studies [87,88] have established that 
this process occurs on the femtosecond timescale. The oxidised dye is then regenerated 
rapidly (ns) by reaction with T [89]. The injected electrons are collected at the tin oxide 
coated glass back contact, and the I3" produced in the dye regeneration reaction diffuses 
to the counter electrode, where it is reduced back to I'. These two processes are slow as 
they involve diffusion of ions and electrons; the injected electrons and the 
photogenerated I3' require several milliseconds to diffuse to the respective contacts. 
Another important process in dye-sensitised solar cells is recombination of electrons 
with D+. This process depends strongly on the applied voltage and it can take from 
200ms to 30ns [89]. For negative bias, i.e. under strong accumulation, it is a very fast 
process because o f the high concentration of electrons in the conduction band and traps 
of TiC>2 . It occurs more slowly as the bias approaches 0V. Another process of interest is 
the electron recombination with I3”, which in order for photovoltaic cells to be efficient 
must be slower than the electron transit time to the back contact. Schlichthorl et al. [90] 
have shown that the electron lifetime depends on the concentration of I3' in the 
electrolyte and on the illumination intensity. Normally under illumination of 1 sun the 
electron lifetime is about 10ms. Finally, trapping and detrapping rates in dye-sensitised 
nanocrystalline TiC>2 cells must be considered. They depend mostly on the trap density, 
and for high densities, the processes can occur in the range on nanoseconds.
The rates o f the processes described above have been measured using time and 
frequency-resolved measurements. In the present work frequency-resolved techniques 
have been applied to study dye-sensitised Ti0 2  photovoltaic cells and porous TiC>2 
electrodes. Although no time resolved experiments were performed, the relationship in
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between frequency and time domain experiments is discussed in section 3.2.
1.3.3 Electrolyte
An important aspect of dye-sensitised solar cells is the back reaction of electrons 
with I3 ' ions in solution. According to Huang et al. [91] the order of this reaction is 0.7 
with respect to the electron concentration and 2 nd order in the concentration of the 
oxidised species. The second-order process is attributed [92,93] to the dismutation of 
to 1 3 ’ and I'. Taking the dismutation reaction into consideration, the mechanism for the 
electron recombination is described as follows:
i ~ ^ r + i 2 ( l . i )
6 + 12  —^ 12  ( 1.2)
> /;  + /~  (1.3)
net: 2e + —^31  (1*4)
The back electron transfer can, in principle, occur not only at the TiCVelectrolyte 
interface but also at the SnCVelectrolyte interface. However, it is reported [94] that due
to the large surface area of the TiC>2 porous electrode, the back reaction mostly takes
place at the TiCVelectrolyte interface.
1.3.4 Dyes
The dye adsorption onto the TiC>2 porous electrode plays an important role for the 
functioning o f the photovoltaic device. Conceptually, the sensitiser consists o f an 
anchoring group (a linker) and a light absorber. The sensitiser absorbs the light and 
injects an electron into the conduction band of Ti0 2 . Many dyes have been employed
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for the sensitisation of Ti0 2  nanocrystalline films, for example: erythrosin B [95], eosin 
[96-100], rose bengal [101,102], rhodamines [103-107], cresyl violet [108-110], 
thionine [111], chlorophyllins [112,113], anthracene-9-carboxylate [114], 8 -
hydroxyquinoline [115], porphyrins [116], phthalocyanines [117,118], transition metal 
cyanides [119,120], [Ru(bpy)3 ]2+ and its analogues [1,121-130], cyanines [131-139], 
squaraines [140-142] and phenylfluorone [143]. The most successful family of 
sensitisers found so far has been the ruthenium complexes containing polypyridyl 
ligands [144-146], as shown in Figure 1.2. The absorption of 1 and other ruthenium 
complexes results from a metal-to-ligand charge transfer (MLCT). Work is still in 
process to try and obtain a high absorption coefficient and a fast injection rate at the 
same time. For example, it is possible to increase the absorbance o f complex 1 by 
introducing phenyl groups between the carboxylates and the pyridyl ring of 4,4’- 
dicarboxy-2 ,2 ’-bipyridine, but the injection efficiency of the corresponding complex 
drops in comparison to 1. This shows that the length of the linker and the electronic 








Figure 1.2. S are the different sensitisers (1-3) and An is the anchoring 
group. Compound 1 is c/s-(NCS)2 -bis(2 ,2 ’-bipyridyl-4 ,4 ’- 
dicarboxylate)ruthenium(II), compound 2 is a chlorophyll derivative and 
compound 3 is a mesocyanine.
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1,3.5 Current-Voltage Characteristics
Nanocrystalline solar cells can be compared with solid state p+-i-n+ solar cells. In 
a p-i-n solar cell hole-electron pairs are photogenerated in the intrinsic region and the 
electron travels towards the n+ semiconductor and the holes towards the p+ 
semiconductor. Under steady state conditions the flux of electrons towards one contact 
and of holes towards the other contact are the same. For a nanostructured cell the 
majority carrier, usually the electron, travels through the porous system reaching the 
back contact, whilst the hole reacts at the interface. In this way there are two fluxes, one 
of electrons and one of oxidised species in solution which is regenerated at the counter 
electrode. Under steady state conditions the number of electrons reaching the back 
contact is the same as the number of oxidised ions in solution [147].
For a nanoparticulate film, the expression for the photocurrent as function of the 
voltage, i.e. the I-V characteristics, can be obtained by solving the generation/collection 
equation (see equation 2.19) for the steady state case. Sodergren et al. [148] have 
derived I-V characteristics for nanoparticulate films assuming that electron transport 
occurs via diffusion and that the recombination process is first-order in the electron 
concentration. The expression obtained is similar to the one of a p-i-n junction and it is 
given by:
J J photo Jo
( ^
l - e mkT
\  J
(1.5)
where j photo is the short circuit photocurrent, jo  is the saturation dark current under 
reverse bias, V  is the voltage and m  is the non-ideality factor that is reported to be close 
to 2 for dye-sensitised cells [91,148]. The open circuit photovoltage VPh0t0=V0C is 
defined by the condition j = 0, typical values of the open circuit photovoltage are 0.65V. 
The back reaction of electrons with D+ can significantly contribute to the limitation of 
the open circuit voltage in dye-sensitised solar cells [89,129,149]. This means that at
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open circuit recombination of electrons in Ti0 2  with the oxidised state o f the dye 
competes with the dye regeneration. Typical short circuit photocurrent densities, j  photo, 
are of about 18mAcm"2 at 1 sun (AM 1.5) [145,150]. j ph0to is determined by light 
absorption, charge injection and collection. Only the light absorbed by the dye is 
expected to contribute to the short circuit photocurrent. When an electron is excited into 
the upper LUMO orbital it can either be injected into the Ti0 2  or recombine with D+, 
the latter process can obviously limit the photocurrent efficiency. This process can also 
be mediated by Ti0 2  after the electron injection. The performance of the cell can also be 
limited by the recombination of photoinjected electrons with the I3 ' in solution before 
they reach the back contact.
1.4 Dve-Free Porous Systems
High quantum efficiencies have been reported for nanoparticulate systems, e.g. 
CdSe [151], these were attributed to the interpenetration between the electrolyte and the 
porous network. This means that the photogenerated minority carriers in the porous 
network are always close to the semiconductor/electrolyte interface, so that they can be 
captured by the reducing agent in solution instead of recombining. The photogenerated 
electron travels quite slowly through the porous network before reaching the back 
contact, photocurrent and photovoltage transients measured on porous ZnO show time 
constants in the ps to ms range [152,153]. Such a slow transport of photogenerated 
electrons thorough the nanoparticulate network can be attributed to the temporary 
localisation o f electrons in the traps. An interesting porous system is based on w-type 
GaP [154], where the dimension of the particles are such that a depletion layer exits 
encouraging hole-electron separation. As the photogenerated holes in the porous 
network are within a distance smaller than their diffusion length, the recombination
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losses can be neglected. The transit time of electrons in /z-GaP is smaller compared with 
other porous systems, suggesting that electron localisation in the traps does not play an 
important role in this system. Photocurrent generation in dye-free nanoporous Ti02 
[155,156] presents different characteristics with respect to «-GaP. Firstly the hole- 
electron separation is not as effective, and this means that recombination losses can no 
longer be neglected. This is related to the fact that in nanoporous TiC>2 the size of the 
particles is such that there is no depletion layer which promotes hole-electron 
separation. Secondly electron transport in nanoporous TiC>2 is slower compared with n- 
GaP, suggesting that in the former system the temporary localisation of electrons in the 
traps is not negligible.
1,5 Experimental Methods to Study Charge Transport in Nanocrystalline Electrodes 
Electron transport and reactions in porous electrodes have been extensively 
studied with a variety of spectroscopic techniques. For example, reactions involving 
dye-sensitised charge injection, regeneration and back-reaction have been analysed 
using picosecond and femtosecond transient laser techniques [87,129]. Other methods 
used include time of flight photocurrent measurements with pulsed laser excitation [84] 
and photocurrent response to chopped illumination [85]. The response of 
nanocrystalline systems to large variations of the light intensity is not linear, see section 
3.2, i.e. the rise and fall o f the photocurrent generally do not follow first order 
(exponential) kinetics. It follows that these experiments cannot be described with 
differential equations with constant coefficients. For this reason, techniques have been 
developed that use small amplitude perturbations of light or of voltage superimposed on 
a constant background value in order to allow linearisation. The most widespread 
frequency-resolved technique is electrochemical impedance spectroscopy [157-159]
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(EIS), which analyses the response o f electrochemical systems to periodic (sinusoidal) 
perturbations of voltage or current. Since in EIS both the perturbation and the response 
are electrical, the analysis of experimental data is normally based on linear equivalent 
circuit elements. EIS can be used to study semiconductor electrodes not only in the 
dark, but also under conditions of steady illumination, in which case it is termed 
photoelectrochemicai impedance spectroscopy (PEIS) [160-165]. Another widely 
applied frequency-resolved technique is intensity modulated photocurrent spectroscopy 
(IMPS) [85,86,154-156,166-215] which involves modulation of the intensity of 
illumination incident on an electrode and measurement of the magnitude and phase shift 
of the resulting photocurrent relative to the periodic illumination. IMPS has been used 
to study a wide range of single crystal semiconductors as well as anodic film metals 
[184-186,199-201] and porous or nanocrystalline systems [85,86,154-156]. Methods 
related to IMPS include intensity modulated photovoltage spectroscopy (IMVS) [216- 
218] and light modulated microwave reflectance [219-222]. More recently Franco et al. 
[149] have developed photomodulated infrared transmittance spectroscopy (PITS).
The nature o f the force which drives electron transport in nanoporous systems is 
not well understood, in principle it can be attributed either to migration or diffusion. To 
date there is no theory able to account for both forms of transport, and most of the work 
on electron transport in nanostructured films assumes that the driving force is diffusion. 
This is discussed in more detail in section 2.5.2. Here it suffices to say that in this work 
diffusion is considered to be the dominating form of transport. PEIS, IMPS, IMVS and 
PITS were used to investigate electron transport in dye-free and dye-sensitised TiC>2 
nanocrystalline systems. It was found that trapping and detrapping have a major effect
[149] on the electron transport in nanoparticulate films. A theoretical model with a 
single-trap was developed to take into account the effect of trapping and detrapping. 
However it proved to be inadequate in explaining some of the experimental results
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obtained with frequency-resolved techniques. This suggests that a distribution of traps 
should be considered throughout the band-gap in order to achieve better agreement 
between theoretical and experimental results. Another limiting aspect of the modelling 
presented in this work is the fact that the parameters such as the diffusion coefficient 
and the electron lifetime are considered to be constant across the cell thickness. In fact, 
this may not be the case, particularly under short circuit conditions. Although the 
modelling requires further development to take account of the trapping/detrapping and 
the distance dependence of the parameters, the frequency-resolved techniques employed 
in the present work remain a powerful tool to investigate electron transport in 
nanoporous networks.
Other problems concerning dye-sensitised solar cells have recently attracted 
scientific interest. For example, is the back reaction of free electrons with the oxidised 
state of the dye a limiting factor for the efficiency of the cell? Do these porous films 
possess a uniform structure across their thickness? Does the dye adsorb uniformly onto 
the nanoporous TiC>2 ? All these questions remain only partially solved at present, and 
this work provides some answers within the framework of frequency-resolved 
techniques.
1,6 Conclusion
Electron transport in dye-free and dye-sensitised nanoparticulate TiC>2 has been 
investigated with IMPS, IMVS, PEIS and the novel technique of photomodulated 
infrared transmittance spectroscopy (PITS). The combination of all these frequency- 
resolved measurements provides a powerful tool to understand the functioning of these 
novel systems. In the other chapters IMPS, IMVS, PEIS and photomodulated infrared 
transmittance are introduced from both a theoretical and experimental point of view.
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These experimental techniques applied to the porous systems give some useful answers 
to the problem of electron transport in nanocrystalline devices.
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All photoelectrochemical systems have in common the fact that they involve 
electron transfer induced by light absorption. In the 1980s there was great interest in 
photoelectrochemistry, and it was demonstrated that semiconductor/electrolyte junctions 
could be used for solar energy conversion [1-10]. However problems like stability and 
cost prevented practical large-scale implementation of these devices. Consequently 
there was a decline of interest in photoelectrochemistry at the end of the 1980s. A few 
years later the Swiss scientist Michael Gratzel [11] used dye-sensitized porous TiC>2 
electrodes instead of flat electrodes to achieve monochromatic photocurrent quantum 
yields as high as 90%. This breakthrough revitalized interest in photoelectrochemistry 
and stimulated studies of the fundamental properties of nanocrystalline semiconductor 
electrodes.
This chapter reviews the fundaments of flat and porous semiconductor/electrolyte 
junctions in the dark and under illumination. Porous electrodes have attracted great 
scientific interest because of their high surface area to volume ratio. In these porous 
electrodes, formed by interconnected nanoparticles, the mechanism of electron transport 
is an issue at present [12-14]. In the present work electron transport is assumed to occur 
by diffusion, the basis for this assumption is discussed at the end of this chapter.
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2.2 Semiconductors and Electrolytes
The Fermi energy describes the distribution of holes and electrons in the available 
energy levels of a solid. To a first approximation, all states below the Fermi energy are 
occupied and the ones above empty. A more detailed description of the Fermi level is 
given by the Fermi-Dirac probability distribution function, J{E), which expresses the 
probability that a level at energy E  is occupied by an electron. The Fermi-Dirac 
probability distribution function is given by:
f ( E )  = J  +  e (E- Er ) / kT (2- ^
here Ef is the Fermi level, whose probability of being occupied is 50%, k  is the 
Boltzmann constant and T  is the absolute temperature.
The position of the Fermi level relative to the bands of a solid distinguishes a 
metal from a semiconductor or an insulator. For example, if the Fermi energy is in a 
region of the band with a very high density of states, then the material is a metal. For a 
metal all the energy levels below £> are occupied and the ones above are empty. On the 
other hand, if the Fermi level is in a forbidden region of the band, the material is either a 
semiconductor or an insulator. The forbidden region for most semiconductors is of the 
order of at least 1 eV. The bottom edge of the band-gap is called the valence band and 
the top edge conduction band. For an intrinsic semiconductor, the Fermi level is in the 
middle of the forbidden band-gap. For an «-type semiconductor, the Fermi level is just 
below the conduction band and for a p-type semiconductor is just above the valence 
band as shown in Figure 2.1.
A degenerate semiconductor is a material that would normally be considered a 
semiconductor but is quasi-metallic because large densities of electrons have been 
added to the conduction band or large densities of holes to the valence band. A 
degenerate semiconductor is defined as one where the Fermi energy has been moved 
into the band-either valence or conduction band. Such addition of electrons and holes is
30




E v  — ---------  ---------------------- --------------------
in tr in s ic  (a ) « - ty p e  (b ) p - t y p e  (c )
Figure 2.1. Energy diagrams of an intrinsic (a), w-doped (b), p-doped (c) 
semiconductor.
For a non-degenerate semiconductor, the concentration of electrons in the 
conduction band is given by:
17 _ „ - ( £ c  ~ E , ) / k T
N c
(2.2)
The concentration o f holes in the valence band is given by:
P — a -(E P-E y ) /K r
Ny
Here Nc and Nv are respectively the total number of states in the conduction band and in 
the valence band respectively.
The Fermi level describes the occupation of energy levels at thermodynamic 
equilibrium, but an important case in semiconductor electrochemistry is when 
thermodynamic equilibrium is not attained. Illumination of the sample by photons of 
energy greater than the band-gap is an important example and it is discussed in section 
2.4.2.
When a semiconductor and a redox couple in solution are brought together, it can 
be shown that the Fermi level of the semiconductor is given by:
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k T  (
e f =9e a  /« — - g K i  (2-4)
n  \ K J
where Ea (in volts) is a property of the redox couple RJO and describes the tendency to 
inject or extract electron from the material, O and R are the respective concentrations of 
the oxidizing and reducing species and (j>soi is the potential of the solution. It is important 
to define a reference potential in order to use equation (2.4). The hydrogen couple is 
normally chosen as the reference system, with corresponding Fermi energy equal to 
-4.5eV with respect to the energy of an electron at infinity. If the couple being tested 
tends to inject electrons into the electrode more than the hydrogen couple under 
standard conditions, the redox couple potential is negative. On the other hand, if the 
hydrogen couple tends to inject more electrons, then the redox potential of the couple is 
positive. Equation (2.4) then becomes:
Er = -qE° - — Inf O '
7! \ R j
(2.5)
here EF is the Fermi energy of the electrode in contact with the redox couple R/O, and 
Ef is the ‘standard redox potential’ of the redox couple RJO. The parameter Ef is 
tabulated as the potential measured relative to the hydrogen reference electrode when 
the specified redox couple of interest is present at unit concentration.
Equilibrium between the electrode and the redox couple is reached when the 
Fermi energy o f the electrode moves to the energy E redox due to electron exchange with 
the redox couple. Thus E redox is defined to be equal to E F at equilibrium:
Eredox~EF (2.6)
Eredox is a property of the solution and it can only be measured by its influence on the 
electrode. A case of particular interest is when there are equal concentrations of the 
oxidizing and reducing species, in which case the symbol Efred0x is used. E rajox and 
Ef redox are related using equation (2.5) and (2.6), by:
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E.'redox ’redox (2.7)
It can be shown that at equilibrium E redox is given by:
E re d o x  ~  2  +  ^ red ) (2 .8)
here E ox and E red are respectively the energy of the reduced and oxidized agent in 
solution.
For an w-type semiconductor, if E f  lies above E redox, electrons will flow from the
becomes negatively charged). This situation is referred to as depletion. This means that 
the surface region is depleted of majority carriers, and as minority carriers are not 
present, the surface is depleted of both forms of mobile carriers. On the other hand, if Ef 
lies below Eredox, electrons will flow from the solution (which becomes positively 
charged) into the semiconductor (which becomes negatively charged). This situation is 
known as accumulation. The excess of charge in the semiconductor is distributed in a 
space charge region. The electric field in the space charge region results in a bending of 
the energy bands. The bands are bent upwards (depletion) when the semiconductor 
space charge is positive (i.e. ionized donor states). An excess electron in the space 
charge region will thus move toward the bulk semiconductor in the direction consistent 
with the existing electric field. An excess hole in the space charge region will move 
toward the interface. The bands are instead bent downwards in accumulation, this means 
that an excess electron in the space charge region moves toward the surface and an 
excess hole moves toward the bulk semiconductor. In this case the accumulation layer is 
very thin compared with the depletion layer. This is due to the fact that electrons are 
mobile, whereas the donors ions are fixed in the lattice.
semiconductor (which becomes positively charged) into the solution phase (which
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2,3 The Double Layer
Charged planes and space charge regions form at interfaces. For example, if 
charges of positive sign form at the interface they will attract charges of opposite sign in 
the adjacent phase, hence double layers form. In between the double layers there will
I
then be very high electric fields. At a solid/liquid interface three double layers can be 
distinguished: the space charge, the Helmholtz and the Gouy-Chapman double layer
[15].
For example, for an «-type semiconductor in depletion, the space charge double 
layer is given by the positive charge which forms in the depletion region balanced by 
counter ions in solution. The Helmholtz double layer is instead the charge in between 
the surface of the semiconductor and the outer Helmholtz plane (ohp), which is the 
plane nearest to the surface of non-adsorbed species. Finally the Gouy-Chapman double 
layer is formed between the ohp and the bulk solution.
The Gouy-Chapman double layer is formed when the charge on the ohp is not 
enough to compensate the charge on the electrode, hence charge of opposite sign to the 
charge on the electrode extend into the solution. If the solution is very concentrated, the 
Gouy-Chapman double layer is very thin and essentially it can be considered melded 
into the outer Helmholtz plane. It follows that for very concentrated solution the Gouy- 
Chapman double layer can be neglected.
The Helmholtz double layer is formed in between two planar sheets, one is the 
surface of the electrode and the other is the outer Helmholtz layer. The distance in 
between the two sheets is of molecular size, as shown in Figure 2.2, and the 
corresponding capacitance is high compared with the one of the space charge region. 
The potential drop across the Helmholtz double layer, Vh, plays an important role in the 
electrochemistry of solid/electrolyte junctions. On the solution side the charge 
originates by the accumulation of ions at the ohp. The charge on the solid side of the
34
Helmholtz double layer can be of three different forms depending on the type of 
material: accumulation of free electronic charges, electronic charge trapped at surface 











Figure 2.2. Double layers at the solid/liquid interface. The dashed line 
through the liquid indicates the variation in potential energy of a unit 
negative charge as it moves from the conduction band of the solid into the 
solution. The Gouy layer thickness indicated would represent a very dilute 
solution.
If the solid is an insulator, the charge on the solid side of the Helmholtz double 
layer cannot be free charge, it is therefore adsorbed ions or dipoles. At equilibrium the 
Helmholtz double layer adjust itself so that the rate of adsorption equals the rate of 
desorption of ions. For aqueous solvents, it can be shown that the Helmholtz potential
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decreases of about 60mV per pH unit [16,17].
If the material is a metal immersed in a solution containing a redox couple the 
charge on the solid side of the Helmholtz double layer is mostly due to free electrons in 
levels near the Fermi level at the surface. When a metal/liquid interface is formed, 
depending on the position of the energy of the redox couple and the Fermi level of the 
metal, electrons will, for example, flow from the electrolyte into the metal in order to 
establish equilibrium. At equilibrium, the rate of electron transfer in and out of the metal 
is equal. The negative charge formed on the metal surface is compensated by ions in 
solution, thus the electrical field, Vh, will be formed across the interface. Any change in 
the applied bias will appear across the Helmholtz double layer; thus a cathodic current 
from the metal to the solution will flow for negative bias.
For a semiconductor, the voltage across the Helmholtz double layer can be 
controlled by both adsorption/desorption [18,19] and charge transfer. For a non­
degenerate semiconductor in depletion at the solid/liquid interface there are no mobile 
carriers, and the surface region is essentially insulting. Therefore the 
adsorption/desorption process controls the potential distribution at the surface and any 
applied voltage appears in the space charge region leaving Vh unchanged. On the other 
hand, if the semiconductor is under strong accumulation conditions (as shown in Figure 
2.3), i.e. the Fermi level crosses the conduction band, metallic [20] behavior is observed 
at the surface. Consequently, any applied bias appears at the Helmholtz double layer 
and no longer in the space charge region. In other words the semiconductor becomes 




Figure 2.3. Schematic diagram of the degeneracy o f a semiconductor due to 
strong cathodic bias. The voltage appears across the Helmholtz layer 
causing quasi-metallic behavior.
2.4 Flat Electrodes
2.4.1 Semiconductor/Electrolyte Interface in the Dark
The thickness of the Helmholtz is considerably smaller than the space charge 
region, so that the potential drop across the space charge region, Afcc, occurs over a 
larger distance than Vh. This is due to the fact that Afcc arises from the ionization of 
donors in the solid, whilst Vh is given by the ions accumulated a few Angstroms away 
from the surface as illustrated in Figure 2.4. As the capacitances of the Helmholtz 
double layer and the space charge region appear to be in series, and given that the 
Helmholtz capacitance is normally much larger than the space charge capacitance, the 
former can be neglected under depletion conditions. It follows that any externally 
applied bias appears only in the space charge region, modifying the band bending 
profile. The potential at which the concentration of electrons at the surface is the same 
as in the bulk is called fla t band potential (Figure 2.5). Therefore any change in the 
applied potential between the reference and the working electrode can be written:
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U=A</>sc+Ujb (2.9)
At potentials more positive than Ujb the surface concentration of electrons is decreased 
producing a depletion layer. On the other hand, at potentials more negative than Ujb 






Figure 2.4. Schematic representation of the potential drop (a) and charge (b) 
across the semiconductor electrolyte interface under depletion conditions.
Depletion (E>Ejb) Flat Band (E=Ejb) Accumulation (E<Ejb)
Figure 2.5. Potential dependence of the band bending for an «-type 
semiconductor.
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From Poisson's equation, and applying the Fermi-Dirac statistics for free
electrons, it is found that the width of the space charge region, dsc, and the potential
drop between the surface and the bulk of the semiconductor, Afcc, are related by:
A </>5C=( qNd/2sso)dSc (2.10)
here Nd is the electron donor concentration and e  is the relative permittivity of the solid. 
It follows that the capacitance of the space charge, Csc can be calculated from:
C sc  £ £ ( /d sc  (2 . 11)
For densities of free carriers between 1015 and 1019 cm"3, Csc ranges from 10"9 to 10"7F 
cm"2 for U -U prlV  and £=10.
Using equations. (2.9), (2.10), (2.11) the capacitance of the space charge region 
can be evaluated as function of the applied potential U:
2 r
C'2 = kT
\  <1 J
U -U FB- (2 .12)
es0qNd
The above expression is referred to as the Mott-Schottky equation and plots of C 2sc vs. 
potential are used to determine the flat band potential, Ujb, and the doping density Nd.
2,4.2 Semiconductor/Electrolyte Interface under Illumination
When the surface is irradiated with light of energy greater than the band-gap Eg, 
photons are absorbed and hole-electron pairs are created. Some of these, especially 
those formed beyond the space charge region, recombine with the evolution of heat. 
However, the space charge field promotes the separation o f electrons and holes. The 
holes, delivered to the surface at an effective potential equivalent to the valence band 
edge, can take part in oxidation reactions while the electrons move into the external 
circuit. Under illumination, a photocurrent flows as long as the potential of the electrode 
is more positive than Ejb, so that electron-hole pair separation can occur. Thus the onset
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of the photocurrent is near £/&, although surface recombination processes can move this 
onset toward more positive values.
The flux of photogenerated holes to the surface will depend on the width of the 
space charge region, the optical absorption coefficient of the semiconductor and the 
diffusion length of holes. Holes generated adjacent to the space charge region may reach 
the edge of the space charge region layer by diffusion. This is accounted for by 
assuming a diffusion layer of width L, in which electron-hole pair separation is fully 
effective:
L = j D r ,  =iJkTjUpTp (2.13)
Here D  is the diffusion coefficient, /jp is the corresponding mobility of the hole and rp is 
the recombination time of holes. Electron-hole pairs generated in the neutral bulk region 
deeper than the diffusion layer (i.e. at x>dsc+L) will recombine. This situation is 
depicted in Figure 2.6.
semiconductor electrolyte
0
L + d - s c  d s cx 1/a
Figure 2.6. An w-type semiconductor electrode under depletion conditions 
illuminated from the electrolyte side. Holes generated in the depletion layer 
and in the diffusion layer contribute to the photocurrent. The holes 
generated beyond L+dsc recombine.
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Provided that there are no loss mechanisms and the interface acts as an ideal sink 
for minority carriers, the photocurrent will depend only on generation and collection. 
The boundary value problem corresponding to this situation was solved by Gartner [21]. 
In the steady state, the potential and intensity dependence of the photocurrent j photo is 
given by:
i* ± L  = I - ± —  (2.14)
ql0 1 + aL
Here Io is the incident photon flux corrected for reflection loss, a  is the absorption 
coefficient, L is the diffusion length for minority carriers and dsc is the thickness of the 
space charge region. The ratio Jphot(/qlo is the photocurrent conversion efficiency 0. The 
photocurrent quantum efficiency is instead defined by the number of photoinjected 
electrons over the number of absorbed photons. Plots of ln { l-0 ) against dsc (which 
according to the Mott-Schottky relationship is proportional to (U-U/b)}/2) have been used 
to determine the absorption coefficient of the light and diffusion length L of the 
minority carriers.
2.4.3 Interfacial Processes
For a flat semiconductor/electrolyte interface the flux of generated minority 
carriers close to the semiconductor surface can be predicted provided that the minority 
carriers are consumed sufficiently rapidly by interfacial electron transfer processes to 
ensure that their concentration in the depletion layer and at the surface can be neglected. 
The Gartner model (equation (2.14)) has been used successfully to explain the 
photocurrent-potential characteristics of many single crystalline semiconductor 
electrodes, especially in the potential region where the band bending is relatively large.
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However, for lower values of the band bending, the photocurrent quantum yield, i.e. the 
ratio of the number o f photogenerated electrons over the number of photons absorbed, 
decreases more steeply with decreasing potential than what is predicted by equation 
(2.14). In fact, it is observed that the photocurrent goes to zero whilst a considerable 
depletion layer is still present. This suggests that the flux of minority carriers taking part 
in the electrochemical reactions is smaller than the flux of minority carriers reaching the 
surface. It follows that the minority carriers recombine at the surface, most of the 
recombination occurs at the surface and in the near surface region rather than in the bulk 
[22].
The ratio between charge transfer and surface recombination is then the 
determining factor behind the energy conversion efficiency of the semiconductor 
electrolyte interface. The theory of charge transfer proposed by Marcus [23-25]- 
Gerischer [26,27] considers that the charge transfer rate depends largely on the degree 
of overlap between the fluctuating energy levels of the redox species and the electron 
energy band o f the solid. The fluctuating energy levels of the redox species are given by 
the reorganisation energy X. This energy accounts for changes in the inner and outer 
solvation shells of the hole acceptor species. In principle, if  the energy level of the 
reduced species coincides with the energy of the valence band (Ey), direct transfer of the 
hole can occur, as shown in Figure 2.7. On the other hand if  the energy of the reduced 
species lies above Ey, the hole may be trapped initially in an energy level within the 
band-gap before being transferred across. It follows that the minority carrier (holes, for 
an «-type semiconductor) transfer can be very slow hence trapping in interfacial band- 
gap states may compete with charge transfer.
Trapping of a hole can be written as follows:
h+ + X - ? * - > X + (2.15)
here X /X t  are respectively a band-gap state occupied and unoccupied by an electron, pp
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is the hole trapping rate. pp for bulky localized states is given by the product of the 
capture cross section and the thermal velocity [28-32], The rate of hole trapping per 
state is then given by ppp{0)f{E), where p{0) is the concentration of free holes at the 
surface and f(E ) is the density of states in the band-gap. Thermal excitation can release 
the minority carrier from the band-gap states into the valence band. The rate of this 
process depends exponentially on the distance between the band-gap state occupied and 
the valence band edge, according to: ppNyexp[-(E-EvYkT](J-J[E)). This represents the 





Figure 2.7. Schematic representation of a hole transfer directly from the 
valence band and via the surface traps.
Once a hole has been trapped, two processes can occur at the interface: either
electron donation from the reducing agent in solution or capture of a free electron. The
two processes can be written as follows:
X* + R e d - S * -> X + O x  (2.16)
X * + e- —^ X  (2.17)
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In order for the first process to occur, isoenergetic electron tunneling is involved from a 
non-equilibrium state of the reducing agent at a given energy. The rate of the second 
process, i.e. the electron capture rate, is given by fi„n(0)(l-f(E)), where n(0) is the 
concentration of free electrons at the surface. Trapped electrons can be released by 
thermal energy, and as for the holes, this rate depends exponentially on the energy 
difference in between the energy of the band-gap state and the edge of the conduction 
band. It can be expressed as j3„Ncexp[-(E-Ec)/kT\f{E). The demarcation level [33,34] 
then defines the energy level where the rate of thermal release and recombination are 
the same. For example electrons above the demarcation level of electrons are excited 
into the conduction band, whilst the ones below recombine. Analogously for holes, the 
ones above the demarcation level of holes recombine and the ones below are excited 
into the valence band.
2.5 Porous Electrodes
2.5.1 Porous Semiconductor Electrodes
Networks of interconnected semiconducting particles of dimension in the 
nanometer range are currently being investigated for their interesting properties. 
Nanoporous electrodes can be used in several new devices such as dye-sensitized 
photovoltaic cells [11], photonic crystals [35] and electrochromic windows [36],
These nanostructures are very interesting from a scientific point of view because 
of their large surface/volume (A/V) ratio, this means that for a dye-sensitized solar cells 
the light harvesting by the monolayer of the dye adsorbed on the surface of the 
nanostructure is enhanced. For a structure built up from hexagonally close packed 
spheres of radius r the fraction volume occupancy is 0.73, the corresponding 
surface/volume ratio is given by 0.73x3/r. For a radius of 15 nm the A/V  obtained is of
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106 cm*1, it follows that for a 1 cm2 film of 10 pm thickness the internal surface area is 
of 1000 cm2. This is an upper limit as the fractional volume occupancy is normally less 
than 0.73 and the necks illustrated in Figure 2.8 in between the nanoparticles have been 
neglected. This feature of interconnected nanoparticles means that a monolayer of dye 
adsorbed onto the internal area of the film will absorb almost all the incident light at the 
wavelength corresponding to its absorption spectrum. On the other hand, for a flat 
electrode the dye will normally absorb only 0.1% of the incident light. Another 
consequence of the large A/V in porous electrodes is the increase of the density of 
surface states. In fact, normally for a flat electrode the density of surface states is 1012- 
1013cm*2, whilst for a porous electrode it becomes 1018-1019cm"2. These high densities of 
traps enhance light absorption by electrons in the surface states. This effect is usually 
responsible for large photocurrent quantum yields for sub-band-gap light measurements, 
which have been carried out for nanoporous GaP, SiC and TiCb [37-39].
0 0 0 18
Figure 2.8. SEM photograph of a nanoporous GaP network. The white 
areas are GaP and the dark areas are pores [41].
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Finally another difference between flat and porous electrodes is the fact that for 
the latter the space charge region can no longer be defined. The width of the depletion 
region for a bulk semiconductor with doping density of 1 0 17cm' 3 is of the order of 
lOOnm. It follows that for particles smaller than lOOnm the space charge region 
becomes meaningless. If the pores are of the same dimensions as the particles which 
form the network, then an internal Helmholtz double layer is formed. As a consequence 
of the large internal area of the network, the electrode behaves like a 'supercapacitor' 
under accumulation conditions.
2.5.2 Porous Semiconductor Electrodes under Illumination
Charge generation in a nanocrystalline electrode can occur in two different ways. 
The first mechanism involves electron-hole generation due to the absorption of light by 
the semiconducting electrode with subsequent charge transfer at the solid/electrolyte 
interface. Alternatively the charge generation can occur by absorption of the light by an 
adsorbed dye, followed by injection into the conduction band of the semiconducting 
network. The dye is then regenerated by electron transfer from I' in solution. For both 
mechanisms the electrons are collected at the back contact and measured as 
photocurrent. Both mechanisms are shown in Figure 2.9.
In the dark, the Fermi level of the semiconductor electrode is in equilibrium with 
Eredox o f the electrolyte and is independent of the spatial co-ordinate x. Under 
illumination a non-equilibrium steady state situation is established which can be 
described by the quasi-Fermi levels for electrons and holes, Ef,n and Epp. The 
expressions for E f n and E f P are the same as the ones in equations (2.2) and (2.3) except 
that now the concentrations of electrons and holes are given by: n=no+An and 
p=p0+4p• Here no and po are respectively the electron and hole concentrations in the
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dark and An and Ap are the excess electron and hole concentrations generated by 
illumination. The holes will quickly reach the surface of the nanostructured network and 
they react with the Red generating Ox. This means that Ef,p is close to Eredox as shown in 
Figure 2.10. The electrons instead react much more slowly than holes at the surface.
(a) (b)
hv
interband excitation dye sensitisation
Figure 2.9. Charge generation with light absorption from the 
semiconducting network (a) and from the dye (b), followed by injection into 
the semiconductor.
The reason is not clear at present but it is the prerequisite for the observation of 
photocurrent. The flux of electrons at the back contact is proportional to the gradient of 
the quasi-Fermi level. The nature of this force, which drives electrons toward the back 
contact, is not well understood, but it can be due to diffusion and migration. A general 
expression for the gradient of the quasi-Fermi level is given by:
1 dEF*{x,t) _ d<p(x,t) kT 1 dn(x,t) 
e dx dx e n(x,t) dx
The first term on the right hand side accounts for migration, the second for diffusion.
Most works on electron transport in nanostructured films assume that the driving force
of the majority carriers to the back contact is due to diffusion. However it can be shown
[14] that the potential drop across the Helmholtz double layer, responsible for
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migration, can actually depend on distance forming a gradient of the quasi-Fermi level 
of electrons. Under short circuit conditions, for typical levels of solar irradiance, the 
electron concentration at the substrate is zero and at the other end of the film is about 
1 0 1 8cm'3. Since the volume of particles with a radius of 20nm is 3xl0'1 7cm3, the 
electron density of 101 8cm' 3 corresponds to about 30 electrons per particle and to a 
surface charge of 10'7 Ccm'2. The change in the potential drop across the Helmholtz 
layer is around lOmV if the Helmhoitz capacitance is lOpFcm'2. For a ten micron thick 
film this corresponds to average electric field of lOVcm'1. Comparison of the average 
magnitude of the two terms in equation (2.18) shows that the contribution of the electric 
field to electron transport, although relatively small, cannot be neglected at very high 
light intensity. A more detailed treatment of the driving force for electron transport in 
nanocrystalline films has been given recently by de Jongh and Vanmaekelbergh [12]. 
However there is no complete study which takes into account both diffusion and 
migration, although some attempts have been made within the framework of statistical 
mechanics [40]. Therefore all the work on electron transport in nanoparticulate films are 
based on the assumption that the driving force is either diffusion or migration. In the 
present work, it is assumed that diffusion is the dominating form of transport [41,42].
Several experiments have been performed to measure the diffusion coefficient of 
majority carriers in TiC>2 porous electrodes. It has been found [42,43] that the diffusion 
coefficient is several orders of magnitude smaller than the one of a flat electrode. The 
reason for such a difference of the diffusion coefficient is not clear at present. One 
hypothesis is that the transport is slowed down by the effect of trapping and detrapping 
which is enhanced in porous electrodes given the high density of surface states ( 1 0 18-
19 3 •10 cm' ). Electrons get temporarily localized in the deepest unoccupied traps, i.e. near 








Figure 2.10. Schematic representation of a semiconducting nanoparticulate 
network (a) in the dark, (b) under illumination. It can be noted that in the 
dark the Ep,n does not depend on x  and is equal to iw?*. Under illumination 
E f ,p  is equal to E redox, whilst a gradient of along x  is formed.
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Sodergen et al. [44] have developed a model to analyze electron transport in 
porous electrodes. This model is based on the assumption that electron transport occurs 
via diffusion. The possibility that electrons react with I3 ' is also considered, hence an 
electron lifetime is defined which is longer than the diffusion time for high collection 
efficiency. The electron concentration as function of the time and the spatial co-ordinate 
x  can then be found from the following equation:
+ D ? A * A  _  (2.19)
d t  d x  t
For dye-sensitised porous TiC>2 electrodes the first term represents the local rate of 
electron creation by the photosensitization process. The second one is Fick's second law 
and takes into account diffusion of electrons through the nanoporous TiC>2 network. The 
third one considers the fact that photoinjected electrons may react with tri-iodide ions 
before they reach the substrate, t  is therefore the inverse of the pseudo-first order rate 
constant for electron/^’ reaction, and n ( x ) - n o  is the excess of electron concentration. 
Here D  is the diffusion coefficient of electrons, no is the electron density in the dark, ris 
the pseudo-first order lifetime of electrons determined by the back reaction with tri­
iodide ions in solution, a  is the effective absorption coefficient of the dye-sensitised 
TiC>2 (determined by the absorption cross section and surface coverage of the dye), Io is 
the incident photon flux corrected for reflection losses and 7  is the net efficiency of 
electron injection, i.e. takes into account that electrons in TiC>2 can react with the 
oxidised state of the dye.
This model is also appropriate for bare TiC>2 electrodes, in which case the first 
term of equation (2.19) represents the hole-electron pair generation, a  is the absorption 
coefficient of porous TiC>2 determined by the product of the absorption coefficient of 
TiC>2 and the porosity of the film. For bare TiC>2 the net injection efficiency, 7 , is 
determined by the hole-electron recombination rate.
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This approach does not take into account the fact that the diffusion coefficient 
depends on trapping and detrapping, which means that D  is function of n and 
consequently of x. In section 3.5.2 the effective diffusion coefficient is introduced, 
which, even if in a simplified view, considers the effect of trapping and detrapping. 
Similarly the electron lifetime r depends on trapping and detrapping and therefore on n 
and x , the effective lifetime is introduced in section 3.5.2 as well. The net injection 
efficiency, 77, for dye-sensitised electrodes, is also affected by the electron density as it 
represents the possibility that free electrons can back react with the oxidised state of the 
dye. Ideally, the dye should be regenerated by the capture of an electron from iodide, 
but under strong accumulation condition, electrons can instead be captured from the 
TiC>2 , so that 77 becomes dependent on the total electron density [45,46], For dye-free 
TiC>2 electrodes the net injection efficiency, 77, is determined by the hole-electron 
recombination rate and it is not only dependent on the electron density but also on the 
film porosity. In fact, in the regions where the film is not very porous there is little 
interpenetration between the solid and the liquid phase, reducing the probability that the 
hole left in the valence band of TiC>2 captures an electron from iodide in solution. 
Concluding equation (2.19) is the core of the modelling developed in the present work, 
it is solved for steady and periodic light illumination and modification due to the effect 
of trapping/detrapping and the distance dependence of the parameters is introduced.
2.6 Conclusion
A brief overview of the processes occurring in flat and porous semiconductor 
electrodes has been given. In the present work, TiC>2 porous electrodes, with and 
without dye sensitisation, have been studied using light modulated techniques. The 
results obtained with light modulated techniques are modelled using equation (2.19) as
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shown in section 3.6. Chapter V introduces the distance dependence o f the absorption 
coefficient and the net injection efficiency in order to obtain a satisfactory fitting of the 
experimental IMPS data. The effect of trapping and detrapping is also introduced, 
however the model is restricted to the case of single-trap. It is proved that this is the 
main limitation of the model developed in the present work.
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The most established frequency-resolved technique in electrochemistry is 
electrochemical impedance spectroscopy (EIS) [1-3], which analyses the response of 
electrochemical systems to periodic perturbations of voltage or current. EIS can be used 
to study semiconductor electrodes not only in the dark but also under conditions of 
steady illumination, in which case the term photoelectrochemical impedance 
spectroscopy applies (PEIS) [4-9]. Another common frequency-resolved method is 
intensity modulated photocurrent spectroscopy (IMPS) [10-12] which involves 
modulation of the intensity of illumination incident on an electrode and measurement of 
the magnitude and phase shift of the resulting photocurrent relative to the periodic 
illumination. Another method closely related to IMPS is intensity modulated 
photovoltage spectroscopy (IMVS) [13-15] which involves modulation of the light 
intensity and measurement of the modulated photovoltage. The present work has 
resulted in the development of a novel frequency-resolved technique, i.e. 
photomodulated infrared transmittance spectroscopy (PITS) [16]. These techniques 
have been applied to porous TiC>2 systems with and without dye sensitisation, and they 
have proved to be a powerful approach to the investigation of these systems.
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3.2 Ac Techniques
A sinusoidal voltage can be expressed using the complex notation, as follows:
(3-1)
where \VIN | is the amplitude (volts), a> is 2n  times the frequency (Hertz), t is the time
(seconds) and /'= V^T7. For a linear system, for example a resistor and a capacitor in 
series, the output voltage across the capacitor (Figure 3.1) is a sinusoidal signal at the 
same frequency as the input voltage but shifted by a phase angle (j> and with different 
amplitude. It can be written as:
Vom = 1 ^ ^  (3.2)
here \VOUT | is the amplitude of the output sinusoidal voltage (volts) and <f> is the phase
angle, as shown in Figure 3.2(a). The phase and the amplitude of a sinusoidal signal 
can also be represented in the complex plot as shown in Figure3.2(b).
R
o  V W V
V,IN VOUT
Figure 3.1. RC  series circuit. The gain G(a>) is given by VOUT, the voltage 




Figure 3.2(a). Diagram showing the relationship between the sinusoidal 


















Figure 3.3(a). Complex plane plot of the gain G((D) for the circuit in Figure 
3.1 with i?=lkQ and C=10pF. The minimum of the semicircle is obtained 
for frequency f min—1/(2 7rRC)=\ 6 H z .
The ratio of the two voltages, the voltage gain G, can be written as:
V„„ Jv<
y» ~ I k
q  _  V OUT _  V OUT | c i<f> (3.3)
IN
The gain can be measured over a range of frequencies. For the series connection of a 
resistor and a capacitor, shown in Figure 3.1, the gain in the frequency domain is given 
by:
1G(co) = (3.4)
l  + iO)RC
The result is normally shown as a complex plane plot like Figure 3.3(a). In the complex 
plane plot G{co) forms a semicircle in the 4th quadrant. At low frequencies, G(co) is 
equal to 1 , at high frequencies it tends to 0  and the imaginary component reaches a 
minimum for 6)=(RCy]. Figure 3.3(a) shows the gain in the complex plot for R= lkQ 
and C=10pF. The Bode plots are alternative to the complex plane plots, as shown in 
Figure 3.3(b). In the Bode plots, the phase angle and the logarithm of the magnitude of
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the complex transfer function are plotted against the logarithm of the frequency. The
magnitude of the gain is given by |g| = y l ( R e ( G ( o } ) ) ) 2 + ( l m ( G ( c o ) ) y  and the phase is given
by (p=arctan{Im{G{co))/Re{G{oj))). It can be noted that at f min the magnitude is 0.5 and 
the phase shift is 45°.
1 0 ° 101 102 
F re q u e n c y /H z
1 0 3
Figure 3.3(b). Bode plots of the magnitude and phase shift of G(a>). The
magnitude is given by \g \ =  ^ ( R e ( G ( c o ) ) ) 2 +  ( lm ( G ( c o ) ) ) 2 and the phase is given
by (jr=arctan(Im(G(ct))yRe(G(a>))). A t fmin the magnitude is 0.5 and the phase 
shift is 45°.
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Figure 3.4. Vout response when a potential step is applied at the circuit 
shown in Figure 3.1. The time response of the circuit, r, is equal to RC.
Experiments in the time domain can be performed by applying a potential step 
and measuring the output voltage. For the series of a resistor and a capacitor it can be 
shown that when the voltage is switched on Vqut/Vin as function of time is given by:
when the potential is switched off Voui/Vin, for a 0 . 1  s potential step, becomes:
Figure 3.4 shows the response of the circuit to a potential step. The two domains, 
frequency and time, mathematically can be related to each other by Fourier 
transformation. This definition of ac measurements can be extended to other physical 
quantities. Usually the input functions are either light or voltage; the output functions 




When the input function is an intensive quantity and the output is an extensive quantity, 
their ratio is normally referred to as impedance, for example 
Z=Voltage(intensive)/Current(extensive). For the inverse situation it becomes 
admittance. If the input and output functions are of the same type, then their ratio is 
referred to as gain. In table 3.1 it is showed a variety o f input and output functions with 
the corresponding ratio.
Table 3.1
Sinusoidal Perturbation Sinusoidal Response Type o f transfer function
Voltage V Voltage V Gain V/V (dimensionless)
Current I Voltage V Admittance I/V (V A ^ Q '1)
Voltage V Current I Impedance V/I (V"'A=Q)
Voltage V Charge Q Integrated admittance Q/V (C V 1=F)
Voltage V Absorbance A Optical transfer function A/V ( V 1)
Voltage V Transmittance T Optical transfer function T/V ( V 1)
Light flux Iq Photocurrent Jphoto Quantum efficiency jph0to/qlo (dimensionless)
Light flux Io Photovoltage Vphoto Photovoltage impedance Vphoto/qlo (VA'1=Q)
Light flux I0 Transmittance T Optical transfer function T/qlo (A*1)
These ac techniques are finding increasing application to nanocrystalline 
electrodes. These systems exhibit unusual experimental responses to pulsed or a 
periodic perturbation of the light intensity. The main feature of the photocurrent of 
nanoparticulate films to pulsed illumination is their slow response, which is of the order 
of milliseconds. Figure 3.5 shows the photocurrent transients reported by Solbrand et 
al. [17] for a TiC>2 nanocrystalline film excited with pulsed illumination at a wavelength 
of 308nm in a solution of 0.7moldm' 3 LiClCU in ethanol. The experiment was repeated 
for different film thicknesses. It can be noted that the photocurrent transient exhibits a
61
peak on a timescale of milliseconds. The second feature to be noted is that the time at 
which the peak occurs varies approximately with the square of the film thickness. As 
the diffusion time is given by to = c?/D, where d  is the film thickness and D is the 
diffusion coefficient, the fact that the time at which the peak occurs varies with the 
square of the film thickness suggests that the electron transport is diffusion controlled. 
Figure 3.6 shows photocurrent transients for square pulse illumination of dye-sensitised 
Ti( > 2  films by Cao et al. [18], it can be noted that the photocurrent response is non­
exponential. These results also show that the photocurrent response to illumination step 
is faster when the light intensity is higher. Figure 3.7 shows the semilogarithmic plot of 
the photocurrent response to a single step (see equation (3.5)) and the non-exponential 
behaviour becomes evident.
This non-exponential response of photocurrent transients to light pulsed 
illumination of nanoparticulate films suggests using small amplitude perturbations in 
order to permit linearisation. This is achieved by superimposing a small modulation on 
top of a much larger dc illumination intensity. For impedance measurements, 
linearisation is achieved by superimposing a small sinusoidal perturbation on top of a dc 
potential.
In the present work, a variety of ac techniques has been applied such as intensity 
modulated photocurrent spectroscopy (IMPS) [12,19], intensity modulated photovoltage 
spectroscopy (IMVS) [20], impedance and measurements of photomodulated infrared 
transmittance spectroscopy (PITS) [16].
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Figure 3.5. Experimental photocurrent transients for pulsed laser excitation 
of nanocrystalline TiC>2 electrodes with different thicknesses [17]. The 
experiment is performed with illumination from the electrolyte side (200 
mJ, 30 ns, 308 nm) in 0.7 mol dm"4 LiC1 0 4  in ethanol. The inset shows that 











Figure 3.6. Transient short circuit photocurrent response of dye-sensitised 
TiC>2 solar cells to light step excitation at 514nm with an intensity of 











Figure 3.7. Semilogarithmic plot of the photocurrent transients shown in 
Figure 3.6(b) [18]
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3,3 Intensity Modulated Photovoltage Spectroscopy
Recently Schlichthorl et al. [20] have associated the IMVS measurements to the 
modulation of the density of free and trapped electrons. In their approach they have 
introduced an empirical ‘conduction band capacitance’ and a ‘surface state 
capacitance’. The physical origin of these capacitances is explored in this section.
In the dark the Fermi level of the Sn(>2 , TiC>2 and the electrolyte are the same. The 
Fermi-Dirac distribution gives the density of electrons in the conduction band in the 
dark at equilibrium:
where Nc is the total number of states in the conduction band, Ec is the conduction band 
energy and Ep is the Fermi level energy.
Under illumination the electron population, ( n o + A n ) ,  defines the quasi-Fermi 
level, EFn, according to:
here An is the increase in electron concentration due to the light illumination.
The photovoltage is a measure of the change in the Fermi level in the TiC>2 . At 
open circuit conditions and for ad&l it can be assumed that Epn does not depend on 
distance. For short circuit EF n is instead distance dependent, as the excess of electrons 
tends to zero at the substrate if  electron collection is diffusion controlled. The open 
circuit photovoltage is related to the change in the Fermi level by:
qEJphoto—E f.tcE f (3.9)
Equation (3.8) then can be rewritten in the form:
(3.10)
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If a small periodic intensity modulation is superimposed on the dc background, equation
(3.10) becomes:
i 4 ,, i f  quphoto q&Jphoton ,+ A n  + a , = ei — )e— e—
N c
here Sn is the periodic component of the excess of electron density and 8UPhoto is the 
periodic photovoltage. Linearising the last term in equation (3.11) it follows.
N c kT
=  e K kT ) e  kT I  photo_ p
The modulation of the conduction band electron density per unit area (8Q Cb) in a film of 
thickness d  is therefore given by:
a 2N  d  qUphoto_  H ly  C U  „  \  kT ) „  kT
kT
SQA = q d S n = ' ^ - e ^  "  >e ”  SU pholo (3.13)
The ‘conduction band capacitance’ is then obtained to relate the modulated 
photovoltage to the modulated free charge:
a2N  d  -f-g—g-) qXJphoU> 
c * =s- £ T e e "  <314>
The preceding treatment does not give any information about trapped electrons. In
the dark at equilibrium, the trapped electrons density is given by:
Ec Ejf
n° = J N (E)f(E)dE  *  J N(E)dE  (3.15)
Ey Ey
here N(E) is the density of state function for traps in the band-gap and f(E ) is the Fermi- 
Dirac function.
Under illumination, the trapped electron density is determined by the quasi-Fermi 
level Ef.h , which can be considered independent of distance at open circuit, according 
to:
Ep
nt = \N (E )dE  (3.16)
Ey
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It can be shown that the change in electron density 8nt arising from a small additional 
optical perturbation of the electron quasi-Fermi level is:
Snt = N(EF„)SEP„ = N(EF„)qSUphM (3.17)
here N(Efin) is the density of electron traps at the quasi-Fermi level. The modulated 
trapped charge per unit area in a film of thickness d  is then given by:
qdSn, = q 2N(EF„)dSUpho„ (3.18)
The ‘surface state capacitance’ can then be defined according to:
Ct=dq2N(EFi„) (3.19)
In this way the modulated photovoltage can be related to the perturbation of the trapped 
charge density.
It follows that the total photomodulated charge in the nanocrystalline electrode is 
given by:
8Q»: = (C* + C, )5Uphoto = CM SUflp>u> (3.20)
where Ctotai is the total capacitance of the nanocrystalline electrode under illumination, 
i.e. the sum of Ccb and Ct.
The low frequency value of the total modulated charge can be related to the 
pseudo-first order electron lifetime, r, and the rate of electron injection, rj. If all injected 
electrons are collected at short circuit, the injection rate is given by the short circuit 
current density j Photo so that:
SQM = f k j phou) jphM>T: (3.21)
here r is the electron lifetime determined by the back reaction with h \  jphoto is the short 
circuit current and rj(Uphoto) is the rate of injection, which is assumed to be equal to 
unity under short circuit conditions. rj(UPhoto) takes into account the fact that injected 
electrons can not only react with I 3 ' but also with the oxidised state of the dye, D+. The 
rate of this process depends on the electron concentration. Under short circuit
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conditions, it is close to unity, but it is reported to occur on ns timescale under 
conditions of strong accumulation [21]. Therefore under open circuit conditions 
rfJJphoto) is less than unity as the reaction of the injected electrons with the oxidised 
state of the dye can no longer be neglected.
ViUphoto), at open circuit, can be calculated from the equations which describe the 
competition between the dye regeneration by Y and the back reaction of electrons with 
D+:
= < a ,e -  - k„s [ / - 1D*] - kbactn[D '\
dn
d t  = D ^ T ~  k backn \D +  ] -  k r e A r 3 ]+
(3.22)
(3.23)
where a  is the absorption coefficient, kreg is the rate of the regeneration of the dye, ktack 
is the rate of recombination of the injected electrons with the dye, D  is the diffusion 
coefficient and krec= l/{i\Ii\)  is the rate o f recombination of the electrons with I3'. Since 
the regeneration and the back reaction processes involving D+ are on a much shorter 






Equation (3.23) can be rewritten as:
dn _ d2n n . —  = D — -  —  + cdne 
dt dx2 t 0
_ y d  ' (3.25)
It follows that the net injection efficiency can be defined as:
kk*ckn + kr,g[ l \
(3.26)
where kreg and kback are the second-order rate constants for regeneration and back 
reactions respectively.
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Schlichthorl et al. [20] have used equation (3.21) to calculate the modulated 
charge and hence the photocapacitance of a dye-sensitised electrode and they have 
assumed that rj^ Uphoto) is equal to unity. In the present approach the photocapacitance is 
calculated from impedance measurements and rjiJJphoto) evaluated from equation (3.21).
3.4 Photoelectrochemical Impedance Spectroscopy
In electrochemical impedance spectroscopy (EIS) the potential is perturbed 
resulting in the modulation of the current. The electrochemical impedance response is 
then determined by the ratio of the perturbing ac voltage to the ac component of the 
total current. Photoelectrochemical impedance spectroscopy (PEIS) is similar to EIS 
except that the electrode is kept under constant light illumination intensity whilst the 
potential is perturbed. Photoelectrochemical impedance spectroscopy has been widely 
used to study photoelectrochemical reactions in semiconductors [1-9]. The impedance 
response of an electrochemical system can be modelled using equivalent circuit 
elements, such as resistors and capacitors. As discussed in section 3.3 a porous 
electrode can be represented by two capacitances in parallel: the 'conduction band
capacitance' (Ccb) and the 'surface state capacitance' (Ct). Therefore the total capacitance
is given by:
Cto^Ccb+Ct (3.27)
In the case of the Gratzel cell electrons can also recombine with I3 ' in solution or with 
the oxidised state of the dye. For a dye-free system only the former mechanism applies. 
In general the photocurrent as function of the voltage is non-linear and it can be 
written:
j Photo=AU, Io) (3.28)
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here jphoto is the photocurrent, U is the voltage and Io is the light illumination intensity. 
The system can be linearised for small potential perturbation using the Taylor series 
expansion, so the differential charge transfer resistance (or Faradaic resistance) can be 






Rct is the differential resistance calculated at the dc voltage Uo and the light illumination 
intensity Io. Therefore the equivalent circuit of a porous electrode, as illustrated in 
Figure 3.8, is given by the parallel of Ctot and Rct with a serial resistance Rs which 
represents the resistance of the working electrode and the solution.
A more sophisticated model would take into account the distributed sheet 
resistance of the tin oxide electrode, which is connected via the impedance of the film 
to the distributed resistance of the electrolyte solution [22,23]. This means that the 
circuit shown in Figure 3.8 is repeated n or infinite times as illustrated in Figure 3.9. 
The impedance of the system depicted in Figure 3.9 is given by:




1 + icoC^R^ j
where Rsheet is the sheet resistance of the tin oxide sheet per unit length, Rei is the 
electrolyte resistance and / is the length of the electrode. For a long electrode 
equation (3.30) becomes:
Z(<o)= .R■sheet Rel+ 1 + itoCulRa j
(3.31)
However, a satisfactory approximation is obtained using the lumped element approach, 
the impedance is therefore given by:
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Z(®)-
l  + ia)CtotRct + R *heet +  R el
(3.32)
The serial resistance of the dye-sensitised and dye-free systems presented in this work, 
Rs-Rsheet+Rei, is dominated by the resistance of the tin oxide sheet.
Rs





Figure 3.8. Equivalent circuit of a photoelectrochemical cell, Rs is the sum 
of the sheet and solution resistance, R ct is the charge transfer resistance, Ct is 




C to t  R ct JJJ
Figure 3.9. The equivalent circuit for a distributed resistance of the tin 
oxide sheet. It is obtained repeating n-times the circuit shown in Figure 3.8.
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In conclusion, impedance measurements may be used to obtain the sheet 
resistance, the charge transfer resistance and the total capacitance can be evaluated. 
Replacing the value of the capacitance in equation (3.20), the photomodulated charge 
can be calculated and then related to transmission experiments as shown in chapter VI.
3.5 Intensity Modulated Photocurrent Spectroscopy
3.5.1 The Generation/Collection Problem: Steady State and Periodic Solutions
Chapter II introduced the generation/collection equation used by Sodergen et al.
[24], and its solution has been obtained by assuming that collection is diffusion 
controlled. Sodergen et al. have provided steady state solutions of the problem for 
illumination from either side of the film. Numerical solutions for transient and periodic 
conditions have been given by Cao et al. [18]. More recently Dloczik et al. [12] have 
extended the model by Sodergen et al. by introducing the kinetics of electron extraction 
into the boundary conditions. The generation/collection equation is given by:
= 7 a l0e -  + D n° (3.33)
d t  d x 2 t
A detailed description of all the terms in this equation is given in section 2.5.2. The first 
term represents the electron injection or hole-electron pairs generation for illumination 
from the substrate side, x —0. For illumination from the electrolyte side, in the exponent 
x  must be replaced by d-x, where d  is the thickness of the cell.
Before introducing the boundary conditions, it is important to consider the 
influence of the SnCVTiC^ interface. Although the Sn0 2 /Ti0 2  interface is not well 
understood the electrons may experience a potential dependent activation barrier in the 
contact region, so that the rate constants for electron extraction, kexh and injection, kinJ, 
may change with potential. The diffusion limited case is obtained when becomes
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very large, on the other hand if kat is small the kinetically (or recombination) limit is 
obtained. Analogously it is assumed that the injection of electrons from the degenerate 
SnC>2 substrate also occurs across the energy barrier with a voltage dependent rate 
constant.
It is assumed that the rate constants for forward and reverse reactions can be 
described by the expressions:
changes in the potential at the interface affect the rate constants for forward and reverse 
electron transfer.
In order to obtain a steady sate and time dependent solutions of equation (3.33) it 
is necessary to introduce two boundary conditions. The first boundary condition is 
obtained from the fact that electrons can only be extracted on the substrate side of the 
film, therefore the electron flux, proportional to d n / cbe, must be zero forx —>d, where d 
is the thickness of the film and x=0 is the substrate. The second boundary condition is 
that the flux of electrons at the substrate (x=0) must be equal to the rate of electron 






where V is the cell voltage and p  is a symmetry factor that reflects the way in which
dn
=  0 (3.36)
(3.37)
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Equation (3.33) then becomes for the steady state case:
n (x j  (338)
v '  tD  D
with boundary conditions:
n\d)= 0  (3.39)
Dn \0)=kextn{0) (3.40)
The steady state solution is then given by:
n(x) = Aen + Be~n + C e m (3.41)
where
r-\irri (342)
and Ld is the diffusion length of electrons. The coefficients A, B, and C are given by:
a l J D
c  = - r — 7 <3*43)y —a
A ' C r U e « + e-’-‘ )+ B r ( e * - e - ’‘ j) (3M )
d   r  a e *  (k e» ~  rD )  + re'* (*« , + «°) n a m
r i k J e ^ e - ^ D r ^ - e ^ ) )  ^
From this expression the electron density profile can be calculated at open (^ = 0 )  and
short circuit (large kext). Figure 3.10 shows these two limiting cases.
The diffusion to the back contact and the back reaction with tri-iodide are the two
competing processes for the collection of electrons at the back contact. The physical
quantity which expresses this competition is the diffusion length, Ld=(Dr)1/2= y]. For a
cell to be efficient its thickness must be at the same time smaller than the diffusion
length and bigger than the light penetration depth. Figure 3.11 shows the effect of Ld on
the electron density profile, n(x), as function of the diffusion length. The electron
profile exhibits a maximum for values o f the diffusion length smaller than the film
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Figure 3.10. Steady state electron concentration profiles calculated from 
equations (3.41), (3.43), (3.44), and (3.45) at cj= 0 for kext= 0  (open circuit) 
and for large (short circuit) for illumination from the substrate side for






L = 3.2 x 1(T cm
0.5
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x / microns
Figure 3.11. Electron density profiles as function of the diffusion length 
Ld=(D r)1/2 for a=103 cm'land /<f=1 0 l6 cm'2 s‘l. Note that the normalised steady state 
photocurrent falls as diffusion length decreases [25].
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The solution of the generation/collection problem can be reformulated for 
periodic illumination; i.e. a small sinusoidal amplitude is superimposed on a constant 
background [ 1 2 ]:
l{f) = I 0 +SI0eM (3.46)
Here Io and 81 o are respectively the photon flux of the constant and modulated light
source. The time dependent electron concentration is of the form:
n(x,t)=u(x)ei0* (3.47)
The solutions of equation (3.33) for the periodic case are the same as the steady state 
case, equations (3.43), (3.44) and (3.45) apply, except that ^is now given by:
(1 4 8 )
where <x> is 2n  the frequency, D  is the diffusion coefficient and r  is the electron lifetime. 
The ac component of the photocurrent is given by:
j rMo(a>) = D (Ay - B y  - C a )  (3.49)
x=0
The ac photocurrent conversion efficiency, cP ( cd) ,  for illumination from the substrate 
side is then given by:
-ad -yd 
yd -yd ~ ^ &+ 2a
^ ) = ^ > )  = _ a  - Z - «  (3 50)
q$r„ a  + y  c rd , c -yd t Dy {erd - e  *  )
For the diffusion controlled case kext becomes very large, hence @(co) is given by:
-ad -yd
o-r* ~er ° - e-y° + 2  a
. J ~ a  (3-51)a  + y  e** +e 1x1
An analogous treatment for illumination from the electrolyte side with appropriate 
boundary conditions gives:
76
u(x)=Aerx+ B e rx+Ce‘a (3.52)
aloe-*1 / D
(3.53)
A _ r  0 6  ^  (kex, + y °)+  -  « ° )
? '(* „ ,«  +e-'rf)+Dy(e'rf - « - ’■'))
(3.54)
j c «e“ ' ( ^ -YD)+ye*{-k'Xt +aD)
T{^ exi{e>d + e~*)+ Dy\f* -£-*))
(3.55)
It follows that the photocurrent conversion efficiency is given by:
0(a>) = a y - a (3.56)
a  + y
The diffusion-controlled case is obtained for large values of kg#, and then the 
conversion efficiency for illumination from the electrolyte side becomes:
In the diffusion-controlled limit the dc solution can be derived from equations (3.51) 
and (3.57) by setting a)=0, the expressions found are identical to the ones obtained by 
Sodergen et al. [24].
Plotting equations (3.51) and (3.57) in the complex plane, as shown in Figure 
3.12, 3.13 and 3.14, it appears that the IMPS response is in the 4th quadrant (positive 
real + negative imaginary). This means that the photocurrent lags behind the 
illumination, this is due to the time the electrons take to diffuse to the substrate, comin1 
is a good estimate of the transit time for electrons to reach the substrate. IMPS plots can
be related to the photocurrent transients by performing the Fast Fourier Transform of 
equations (3.51) and (3.57) [25].
0((O) = — y - a (3.57)
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Figure 3.12. IMPS and photocurrent transients for illumination from the 
electrolyte side for o^lC^cm*1, cN10'3cm, Z^lO^cmV1 and r-»oo [25].
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Figure 3.12 shows the quantum efficiency for illumination from the electrolyte 
side derived from equation (3.57) and the corresponding response to chopped 
illumination. It can be noted, in both the time and frequency domain, that the 
photocurrent strongly lags behind the absorbed light. In the time domain the time lag is 
evident, whilst in the frequency domain it is represented by the spiral approach to the 
origin at high frequencies. Experimentally this would be observed only for small 
absorption depths, i.e. high absorption coefficients, generally found for band to band 
excitation of electron-hole pairs rather than for electron injection in dye-sensitised cells. 
As the electron lifetime has been taken to be larger than the transit time, all the 
photoinjected electrons are collected at the substrate, i.e. j Photc/q8Io—>l ■ The minimum 
occurs at 4 Hz, i.e. co m in g s  s ' 1, and this value is determined by the electron diffusion 
coefficient and the film thickness.
On the other hand if the electron lifetime is shorter than the transit time cf/D  (here 
d  is the film thickness and D  the diffusion coefficient), a fraction of the photogenerated 
electrons will be lost in the transit. The effect of the back reaction on the transient and 
IMPS responses is evident in Figure 3.13 where the electron lifetime (r^lOms) is 
shorter than the transit time (f/D=  100 ms. The rise-time of the photocurrent is now 
shorter, as the transit distance has been reduced from the film thickness ( 1 0 '3 cm) to the 
electron diffusion length L d = (D r)I/2^SxKT4  cm. Electrons generated beyond Ld from 
the substrate are lost by back reaction with If. The effect of the decrease in the transit 
time is then twofold. Firstly the IMPS response shifts to higher frequencies (cc^in^ 
1 0 0 s'1), secondly the low frequency limit of j Phot</q^o has decreased from 1 . 0  to 0.08. 
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Figure 3.13. IMPS and photocurrent transients for illumination from the 
electrolyte side for flpl05cin \  d=10'3cm, D= 10'5cm2 s_1 and r=10ms [25].
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Consider the case of illumination from the substrate side for strongly absorbed 
light, i.e. band to band excitation of electron-hole pairs. In this case the electrons are 
generated close to the substrate, so that the transit distance becomes much smaller since 
now is of the order of 1/a instead of Ld, the diffusion length. Figure 3.14 shows the 
IMPS and transient response for illumination from the substrate side for the same values 
of the diffusion coefficient and electron lifetime as in Figure 3.13. The first feature to 
note in the IMPS plot is the absence of the high frequency spiral, meaning that there is 
no time lag. g >m in  is now much higher as the electrons have a short distance to travel to 
reach the substrate. Such a big difference appears in between illumination from the 
electrolyte and substrate side because a high value o f the absorption coefficient has 
been considered 105cm_1. For smaller values of the absorption coefficient, the difference 
is no longer so evident as the thickness becomes comparable with the penetration depth.
The present discussion has neglected the RC  time constant of the electrode, which 
can interfere with the IMPS response. In fact, the frequency dependent photocurrent 
measured in the external circuit is attenuated by the parallel combination of the 
electrode capacitance and the resistance. In general, the measured IMPS response &ext 
takes the form:
®ext(co) = 0 int(co)A (co) (3.58)
where
A(m)= (3.59)
v ' l  + o) R C
is the RC  attenuation factor and &int(o)) is the photocurrent conversion efficiency 




















Figure 3.14. IMPS and photocurrent transients for illumination from the 
substrate side for the same parameters as Figure 3.13 [25].
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3,5,2 The Influence o f  Electron Trapping and Detrapping
So far the possibility of electron trapping and detrapping has been neglected. 
Electron trapping is represented by a first-order rate constant ktrap that depends on the 
thermal velocity of electrons as well as the capture cross-section, density and 
occupation of traps. ktrap is then expected to decrease as the electron traps are filled, for 
example by increasing the illumination intensity. The rate of release from the traps, or 
detrapping, is also characterised by a first-order rate constant kdetrap, which is 
determined by the trap depth and the temperature. The problem is simplified by 
considering that ktrap and kdetrap are not energy dependent [12]. This is a limiting 
approximation as kdetrap depends exponentially on the energy difference in between the 
energy of the band-gap state and the edge of the conduction band (see section 2.4.3). It 
is shown that this simplification constitutes a limit to explain some of the experimental 
results obtained in the present work. In principle ktrap and kdetrap are also distance- 
dependent due to the variation of the electron quasi-Fermi level across the film. In the 
present approach, for the sake of simplicity, ktrap and kdetrap are not considered to be 
distance-dependent.
Restricting to the case of illumination from the substrate side, equation (3.33) 
becomes:
= D ^ r ^ ~ k darapN{x, t ) +oI 0e - e iM (3.60)
Here N(x, t) is the density of tapped electrons, r is the lifetime for recombination with I3' 
of free electrons and the other symbols have the same meaning as above. The density of 
trapped electrons is given by:
= K  N { x , t ) - ^ A  (3.6i)
81
Here rtrap is the lifetime for recombination of trapped electrons with 1 3*.
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The time-dependent electron concentration for free and trapped electrons is of the form:
n(x, t)=u(x)eia* (3.62)
and




'V + kMraP +
(3.64)
’ trap
Equation (3.60) can be written:
w " =
. l . i  k trap k det rap1(0 + -  + k tfV -----------*----  ~j





It follows that solutions of equation (3.60) are the same as the ones of equation (3.33) 
except that ^is now given by:
r 1 / 2
r  =
1  t  k  trapk  det rap
~  tr a p --------------------------------   — J
i<0 + k detrap+----
(3.66)
trap
Solutions of equation (3.61) can easily be found, as they are the same as equation (3.60) 
multiplied by the imaginary factor kVap /(/'« + + TPap~').
If ktrap, kdetraP>>co> then original expressions are recovered with effective electron 







k  det rap +
trap J
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Figure 3.15 shows an IMPS plot where the effect of trapping and detrapping has 
been introduced. The processes of trapping and detrapping are distinguishable only if 
the rate constants ktrap and kdetrap are comparable with the modulation frequency, and in 
this case the IMPS response resolves into two parts as shown in Figure 3.15. At high 
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Figure 3.15. IMPS plot calculated from equation (3.60) for 
a= 104 cm’ 1 ,Z>=8 x 1 0'7cm2 s'1, z=10ms, rfrflp=oo, </=10pm, fc/r l^OOOs' 1 and
k d e t r a p  1 0 0 s .
3,6 Photomodulated Infrared Transmittance Svectroscovv
In the general case the near infrared transmittance, T, detects electrons either in 
the conduction band or in the traps across the TiC>2 film thickness:
I  (  d
T  = y -  = exp -  tyaf  (X)nf  (x, t) + <jt (X)nt (x, t))dx
1 ei I a
(3.69)
here nj(x,t) and n fe t)  are the position and time dependent densities of respectively free 
and trapped electrons, and oj(Z) and are the corresponding optical absorption cross 
sections at the wavelength X, If the electron concentrations are perturbed from their
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photostationary values by modulated illumination superimposed on a larger dc level, it 
can be shown that the ratio AT/T\s given by:
(37°)
* o
where Sn/x) and Sn^x) are the photo-induced perturbations of free and trapped electron 
densities respectively and AT  is the resulting change in transmittance. The term on the 
right can be obtained integrating equation (3.52) across the film thickness. Under open 
circuit conditions, i.e. kexr20 , the total (modulated) number of free electrons is then 
given by:
(3.71)
—  + 1(0 
T
Under open circuit conditions the total (modulated) number of trapped electrons can be 
obtained combining equations (3.64) and (3.71), it follows that:
± —  (,.72)
0 — + io) kdet + ------ + ico
*  T trap
Analogous expressions for the total number of modulated electrons can be derived 
under short circuit conditions, i.e. kext very large. For free electrons the integral of 
equation (3.52) for he# very large is given by:
y - (a + y )e  *** + 2  - a  —
iS n A XM  = ^ - L-------- — — ----------------------------------------(3.73)o D a  + y y 2
The total modulated number of trapped electrons at short circuit is given by:
ae
v  — I f f +  v k ?  +  J. -------------y  -  ( a   y ^ ^  2  a  —
jsn ,(^)dx = ’l{V )S 0  — _____________________________  k_ m ______(3.74)
7trap
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Figure 3.16 compares the integrated modulated density responses for free 
electrons calculated from equations (3.71) and (3.73) for typical values of the electron 
diffusion coefficient and electron lifetime. Two features can be noted. The first is that 
the low frequency limit of the integral of electron densities is predicted to be much 
lower at short than at open circuit. This is expected because the steady state electron 
density at short circuit is determined by the rates of generation and collection. On the 
other hand at open circuit the steady state electron density is determined by the rates of 
generation and back reaction with I3 '.  The difference in the steady state densities then 
follows from the fact that the electron lifetime, r, is larger than the diffusion time td- 
The second feature is that the frequency at which the minima in the plots occur are not 
identical because the relaxation processes are different in the two cases. Under short 
circuit conditions, the relaxation occurs by diffusion to the substrate (average time 
constant td \  whereas at open circuit relaxation is dominated by the back reaction with 
I3*. The higher value o f the frequency minimum at short circuit shows that the diffusion 
time is shorter then the electron lifetime, td<t.
Figure 3.17 shows the frequency dependence of the integrated densities for free 
and trapped electrons under short and open circuit conditions (equations (3.71), (3.72), 
(3.73) and (3.74)). It is worth noting that under short circuit conditions for free electrons 













O P E N  C IR C U IT
1510














; briJJKI UIKyUI l
1.0 1.5
Real [Sn] / 1 012 cm'2
Figure 3.16. Complex plane plots of the integrated density of free electrons 
calculated from equations (3.71) and (3.73) at open circuit and short circuit 
/o^.SxlO^cm 'V1, a=1375cm'1, d= 2.7pm, z=8 ms, D=2 . 8  xlO^cmV1 and 
tj(Voc) =1.
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Figure 3.17. Complex plane plots of the integrated density of free and 
trapped electrons calculated from equations (3.71), (3.72), (3.73) and (3.74) 
at open circuit and short circuit /<f=6.5xl01 5cm"2 s"1, a=1375cm'1, J=2.7|im, 
z=8 ms, £>=2 . 8  x l 0 ’5cm2 s_1, r/r^ = 8 ms, £ ^ = 3 00s'1, ^ ^ = 5 00s'1 and 
rj(Voc)=l-
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Ac techniques have been introduced in this chapter. It has been shown that 
electrochemical systems are not linear, but they can be made linear using small ac 
perturbation superimposed on dc backgrounds. IMVS, IMPS and PITS are the 
modulated response of photovoltage, photocurrent and transmittance when an ac light 
perturbation is superimposed onto a large dc background. Impedance is determined by 
the ratio of the perturbing ac voltage superimposed on a larger dc background to the ac 
component of the total current. It will be shown in subsequent chapters that all these ac 
techniques are powerful tool for understanding electron transport in dye-sensitised 
nanocrystalline solar cells and porous electrodes in general.
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As discussed in chapter n, nanoporous systems have attracted great scientific 
interest in the last decade. Nanoporous electrodes are finding application in a wide 
range of novel devices such as dye-sensitised photovoltaic cells [1 ], photonic crystals
[2] and electrochromic windows [3]. In the present work, dye-sensitised and dye-free 
Ti0 2  nanocrystalline electrodes were studied using frequency-resolved techniques. The 
combination of these techniques is a powerful tool to analyse electron transport in these 
systems. It has been shown [4,5] that nanocrystalline structures exhibit non-linear 
photocurrent responses as discussed in section 3.2. This suggests linearisation of the 
system using small amplitude signals. This is achieved for IMPS [6,7], IMVS [8 ] and 
PITS [9] measurements by superimposing a small light modulation on a much larger dc 
illumination intensity. In the case of impedance measurements, linearisation is obtained 
by superimposing a small voltage perturbation on a much larger dc voltage.
This chapter presents the methods used to prepare dye-sensitised and dye-free 
Ti0 2  nanocrystalline electrodes. Additionally, frequency-resolved techniques are 
described, as they are the main tool used in this work to characterise electron transport 
in nanoporous electrodes.
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4.2 Preparation o f  the Samples
4.2.1 Dve-Sensitised TiO7 Nanocrvstalline Photovoltaic Cells
The dye-sensitised Ti02 cells [1] used in this study were obtained from the Institut 
fur Angewandte Photovoltaik (INAP). They were prepared following the methods 
described by Nazeeruddin et al. [10]. The electrolyte was composed of methyl- 
hexylimidazolium iodide (MHIml), iodine, tert-butylpyridine and acetonitrile. MHIml 
was prepared according to the method given by Papageorgiou et al. [11]. Iodine was 
purchased by Fluka and used without further purification. Acetonitrile and tert- 
butylpyridine was also purchased from Fluka and distilled under nitrogen before use.
Nanoporous Ti02  layers were prepared from a colloidal Ti0 2 dispersion obtained 
by hydrolysis of titanium isopropoxide. The preparation method of O'Regan and Gratzel
[1] was modified to yield only anatase. The colloidal dispersions were dried and the 
powders ground with pine oil until a smooth dispersion was obtained, which was then 
screen printed on conducting glass plate (TEC 8 , fluorine-doped Sn02  on 3 mm float 
glass purchased from Libby Owens Ford). The film was fired in air at 450°C. The Ti02 
films were dipped in a 3x1 O^M solution of the ruthenium dye cw-di(thiocyanato)-N,N- 
bis(2,2'-dicarboxylate)ruthenium(II) in ethanol for 2 hours. A sandwich cell was 
prepared with a second transparent platinum modified conductive glass plate, and both 
plates were glued together with transparent poly(ethylene) (PE) hot melt. The 
electrolyte was introduced through holes drilled in the back electrode, and these were 
subsequently sealed with microscope cover plates and PE hot melt.
The resulting geometry of the cell is illustrated in Figure 4.1. The thickness of the 
Ti02 layer is typically around 10 microns. The cell is normally illuminated from the 
substrate side. However, if the platinum counter electrode is transparent, the sample can 
be illuminated from the electrolyte side.
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Figure 4.1. Structure of a sealed thin layer dye-sensitised Ti02 cell. 
Illumination is normally incident from the substrate. The platinum coated 
counter electrode can be transparent, allowing illumination from the 
electrolyte side.
4.2.2 Dye-Free TiQ2 Nanocrystalline Cells
The TiC>2 colloidal suspension was prepared following the method described by 
Zaban et al. [12], A volume of 1.5mL of titanium (IV) isopropoxide (Aldrich, 99.9%) in 
0.4mL of 2-propanol was added drop-wise into a stirred mixture of 3 .2mL glacial acetic 
acid and lOmL of deionized water at 0°C. The resulting solution was heated at 80°C for 
8 hours. It was then heated at 230°C for 12 hours in a titanium autoclave (Parr General 
purpose acid digestion bomb, Model No.4744). Upon removal from the autoclave, the 
solution was sonicated for 5 min with a cell disrupter with approximate power of 250 W 
(KERRY 250 W ultrasonicator). The solution was then concentrated to 150g/L in a 
rotary evaporator. Finally 0 . 1 6g of Carbowax 20000 (Riedel-de-Haen) was added and it
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was stirred overnight.
Small conductive glass substrates, 2.0xl.5cm2, (Libby Owens Ford, 10 
ohms/square Sn02) were cleaned by overnight immersion in a solution of KOH in 2- 
propanol, rinsed with deionized water, and dried in an air stream. The Ti02 colloid was 
then spread over the substrate with a glass rod using adhesive tape to define the 
thickness. The dimension of the Ti02 film were 0.4x0.8cm2. The films were fired at 
450°C for 45 min in air, resulting in an almost transparent 3pm thick film. In order to 
reduce the series resistance, the glass surrounding the film was coated with sputter- 
deposited platinum (Agar Sputter coater). Figure 4.2 shows an SEM cross section of the 
film, which was used to evaluate the film thickness (2.9pm).
Figure 4.2. SEM image of the cross section of the TiC>2 nanocrystalline film 
deposited on a conducting glass sheet (on the right). The thickness of the 
film is 2.9 pm.
The film was sandwiched with another piece of conductive glass, cleaned as 
above, with a thin transparent layer of sputtered platinum (Agar Sputter coater). The tin 
oxide and the platinum layers were removed in the middle with a diamond scribe, in 
order to provide a three-electrode cell, then both plates were glued together with a 
transparent polyethylene (PE) hot melt. A saturated solution of Lil in acetonitrile was 
introduced through holes drilled in the back electrode, and these were subsequently
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sealed with microscope cover plates and PE hot melt. Traces of I3* were present in 
solution, therefore the redox couple r/1 3 ' was used as a reference electrode.
4.3 Intensity Modulated Photocurrent Spectroscopy
For IMPS measurements, the sample is illuminated by a dc light source as well as 
an ac source, such as a light emitting diode (LED) or a laser, that provides a smaller 
intensity modulated illumination flux. LEDs are very convenient as they can be driven 
directly by the sinusoidal voltage output of the frequency response generator through an 
appropriate series resistor. Lasers can also be used in combination with an acousto-optic 
modulator. Generally the ac component is less than 2 0 % of the dc photon flux in order 
to linearise the system. The frequency of the modulated component of the light varies 
over a wide range, typically 1-104  Hz. The amplitude and the phase shift of the 
outcoming photocurrent are measured via the frequency-resolved analyser. For dye- 
sensitised solar cells described in section 4.2.1 the potentiostat is operated in two- 
electrode mode by shorting the counter and the reference electrode terminals.
In the present work, IMPS measurements have been performed using three 
different kinds of light sources. Dye-sensitised solar cells were illuminated using a 
visible source such as a blue light emitting diode (LED) or the 514nm line of the argon 
ion laser. For dye-free TiC>2 nanocrystalline cells, IMPS measurements were carried out 
using UV illumination from a cadmium helium laser.
For the results presented in chapter V, low-intensity modulated illumination from 
a blue light emitting diode (LED: Amax 460 nm) superimposed on constant illumination 
from a tungsten halogen lamp was used. The intensity of the modulated light was 
limited to about 1% of the dc light level to ensure linear response. A Solartron 1250 
frequency response analyser (FRA) was used to drive the LED and analyse the
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photocurrent response. The cell voltage was controlled by a fast potentiostat operating 
in two-terminal mode [6,13]. Alternatively instead of the LED the 514 nm line of the 
argon ion laser [9] was used to perform the IMPS measurements presented in chapter VI 
on dye-sensitised solar cells. The intensity of the laser beam was modulated using an 
Isomet acousto-optic modulator driven by a Solartron 1250 frequency response analyser
[14]. A microscope slide was used as beam splitter and a fast Liconix photodiode was 
used to provide a reference signal for the FRA. In this way the photocurrent was 
corrected for the time delay introduced by the acousto-optic modulator. The maximum 
incident power was 14mW, and the peak to peak modulation depth was 18%. The laser 
beam was expanded to illuminate an area of 0 .8 cm2.
For dye-free TiC>2 nanocrystalline cells, the light source was the 325nm line of a 
cadmium helium laser [15]. The intensity of the laser beam was modulated using an 
Opto-Electronique acousto-optic modulator driven by a Solartron 1250 frequency 
response analyzer. The cell voltage was controlled by a fast potentiostat operating in 
three-terminal mode. A quartz sheet beam splitter and a fast Liconix photodiode 
provided a reference signal for the FRA. The maximum incident power was 0.95mW 
and the peak to peak modulation depth was 13%. The laser beam was expanded to 
illuminate an area of 0.3cm2.
Figures 4.3(a) and 4.3(b) show the set-up used for IMPS measurements using 
both the LED and the laser. With the laser, the acousto-optic modulator and the beam 
splitter are indispensable. The beam splitter is essential as it corrects for the time delay 
introduced by the acousto-optic modulator.
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Figure 4.3(a). Experimental arrangement used for IMPS measurements. 
The light emitting diode (LED) is driven by a sinusoidal current output from 
the frequency response analyser. A second light source provides constant 
illumination. The frequency response analyser measures the magnitude and 











Figure 4.3(b). Experimental arrangement used for IMPS measurements. 
The light source is a laser whose light intensity is modulated by a 
modulator. The amplitude of the sinusoidal signal is typically 15% of the 
constant illumination of the laser. The beam splitter and the photodiode are 
introduced to correct for the time delay introduced by the acousto-optic 
modulator.
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4.4 Intensity Modulated Photovoltase Svectroscovv
Photovoltage [9] measurements were performed using the same set-up as for 
IMPS measurements, except that the potentiostat was replaced by a high-impedance 
low-noise preamplifier (Stanford model SR560). Figure 4.4 shows a typical 
photovoltage set-up. The light source is the same as the one used for the related IMPS 
measurements.
Dc Illumination a c illuminationo
Preamplifier
Photovoltage
Figure 4.4. Experimental arrangement for IMVS measurements. The light 
source shown in this figure is an LED with a dc background illumination, 
however the light source can also be a laser. If the laser is used as 
illumination source the modulator, the beam splitter and the photodiode 
must be introduced.
4.5 Photoelectrochemical/Electrochemical Impedance Spectroscopy
To evaluate the attenuation factor [6 ] introduced in section 3.5.1, the glass sheet 
resistance, R , and the electrode capacitance, C, are calculated from the short circuit 
impedance measured using a Solartron 1250 frequency response analyser and a 
Solartron 1286 interface. Impedance measurements were performed both in the dark and 
under illumination. In the latter case, the illumination intensity was adjusted to give the
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same dc short circuit current as measured in the IMPS experiments. Impedance was 
measured using a perturbation of lOmV about the open circuit voltage of the cell. 








Figure 4.5. Impedance measurements can be performed in the dark and 
under illumination. Under illumination, impedance measurements are 
performed under the same light illumination conditions (i.e. same dc short 
circuit photocurrent) as used in the related experiments such as IMPS, 
IMVS, etc.
4.6 Photomodulated Infrared Transmittance Svectroscovv
The cell was illuminated from the substrate side with the argon ion laser 
modulated by an Isomet acousto-optic modulator. The beam splitter and the Liconix fast 
photodiode provided the reference signal. The transmittance of the cell was measured at 
940nm using a Kodenshi GaAs (OPE5594) light emitting diode (LED) source and a 
Sharp silicon (PD481PI) diode detector with a built-in IR filter that eliminated stray 
light from the laser beam. The wavelength was chosen to lie beyond the absorption 
bands of the dye and of I3 ’, as described in section 7.3. The source and detector were
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mounted slightly off axis relative to the laser beam, so that the transmittance was 
measured in the illuminated area. The periodic component of the cell transmittance was 
measured by the frequency response analyser. For the short circuit modulated 
transmittance measurements, the voltage of the cell was controlled by a potentiostat 
operating in two-electrode mode. Open circuit photomodulated transmittance 
measurements were performed with no external connections to the cell. The measured 
photomodulated transmittance [9] signal AT  was divided by the dc transmittance T to 
give the dimensionless complex quantity AT/T, which was plotted in the complex plane. 












IR Photod iode [
Figure 4.6. Photomodulated infrared transmittance spectroscopy set-up. The 
potentiostat is used only when performing short circuit measurements. For 
open circuit measurements the cell is not connected to the potentiostat. Note 
the beam splitter and photodiode when the laser is used.
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4.7 Dc Current- Voltage Measurements
Dc current-voltage measurements were performed on both dye-sensitised 
nanocrystalline Ti0 2  cells and dye-free Ti0 2  nanoparticulate cells. For the former cells, 
the potentiostat was used in two-electrode mode, for the latter in three-electrode mode. 
The outcoming current was plotted on an X-Y recorder. Dc current-voltage experiments 
were performed under illumination and in the dark. For measurements under 
illumination the intensity level used was the same as the related PITS, IMPS,PEIS and 
LMVS measurements.
4.8 Potential-Modulated Infrared Transmittance
The TiC>2 nanocrystalline cell was connected to a potentiostat operating in three- 
electrode mode and a modulated voltage was applied using a Solartron 1250 frequency 
response analyzer. The ac voltage was 25mV and different values of the bias voltage 
were applied. The transmittance of the cell was measured at 940nm using Kodenshi 
GaAs (OPE5594) light emitting diode (LED) source and a Sharp silicon (PD481PI) 
diode detector with a built-in IR filter. The signal was amplified using a high-impedance 
low-noise preamplifier (Stanford model SR560). The measured transmittance signal AT  
was divided by the dc transmittance to give the dimensionless complex quantity AT/T, 
which was plotted in the complex plane. A typical experimental set-up for potential- 
modulated infrared transmittance is shown in Figure 4.7.
Dc transmittance experiments at 940 nm were also carried out as function of the 
dc bias. The set-up used was a potentiostat connected to the three-electrode cell and to a 
PPR1 function generator. The dc transmission was measured as function of the bias 







Figure 4.7. Experimental set-up for potential-modulated infrared 
transmittance in the dark. The experiment was performed in accumulation as 
function of the dc applied bias.
4.9 References
[1] B. O'Regan and M. Gratzel, Nature, 353, 737, (1991).
[2] J. D. Joannopoulos, P. R. Villeneuve and S. Fan, Nature, 386, 143, (1997) and 
references therein.
[3] C. G. Granquist, 'Handbook of Inorganic Electrochromic Materials', Elsevier, 
Amsterdam, (1995).
[4] A. Solbrand, H. Linstrom, H. Rensmo, A. Hagfeldt, S.-E. Lindquist and S. 
Sodergren, J. Phys. Chem. B, 101, 2514, (1997).
[5] F. Cao, G. Oskam, G. J. Meyer and P. C. Searson, J. Phys. Chem., 100, 17021,
(1996).
[6 ] L. Dloczik, O. Ileperuma, I. Lauermann, L. M. Peter, E. A. Ponomarev, G. 
Redmond, N. J. Shaw and LUhlendorf, J. Phys. Chem. B, 101,10281, (1997).
103
[7] P. E. de Jongh and D. Vanmaekelbergh, J. Phys. Chem. B, 101,2716, (1997).
[8 ] G. Schlichthorl, S. Y. Huang, J. Sprague and A. Frank, J. Phys. Chem. B, 101, 8141,
(1997).
[9] G. Franco, J. Gehring, L. M. Peter, E. A. Ponomarev and I. Uhlendhorf, J. Phys. 
Chem. B, 103, 692, (1999).
[10] M. K. Nazeeruddin, A. Kay, I. Rodicio, R. Hunphry-Baker, E. Muller, P. Liska, 
N. Valchopoulos and M. Gratzel, J. Am. Chem. Soc., 115, 6328, (1993).
[11] N. Papageorgiou, Y. Athanassov, M. Armand, P. Bonhote, H. Petterson, A. Azam 
and M. Gratzel, J. Electrochem. Soc., 143, 3099, (1996).
[12] A. Zaban, S. Ferrere, J. Sprague and B. A. Gregg, J. Phys. Chem., 101, 55, (1997).
[13] G. Franco, L. M. Peter and E. A. Ponomarev, Electrochem. Comm., 1,61, (1999).
[14] L. M. Peter, Chem. Rev., 90, 753, (1990).
[15] G. Franco, L. M. Peter and K. G. Upul Wijayantha, in preparation.
104
CHAPTER V
INTENSITY MODULATED PHOTOCURRENT SPECTROSCOPY
5.1 Introduction
As discussed in section 3.5.1, the IMPS response for illumination from the 
substrate side is expected to lie in the 4th quadrant of the complex plot (positive real + 
negative imaginary). However the experimental IMPS response of dye-sensitised solar 
cells for illumination from the substrate side crosses the real axis at high frequencies. 
This anomaly is also observed in dye-free TiC>2 films for illumination from the substrate 
side [1,2]. This means that electrons take longer than expected to reach the substrate, 
introducing a time delay in the IMPS response that results in the crossing of the real axis 
at high frequency.
It is shown [3] that this time delay can be attributed to the fact that the absorption 
coefficient, a, and the net injection efficiency, 77, in the generation term, Slorjae'ax, in 
equation (2.19) are distance-dependent. The simplest approximation is to consider that 
in a portion of the film the generation term is present, and it tends to zero in the 
remaining part of the film. This new approach to the generation/collection problem is 
named ‘dead layer’ model. The nature of the ‘dead layer’ is different for dye-free and 
dye-sensitised TiC>2 nanocrystalline electrodes, but their IMPS responses can be 
analysed with the same theoretical approach.
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5.2 Theory
The IMPS response was derived in section 3.5.1. A typical complex plane IMPS 
plot for illumination from the substrate side is shown in Figure 5.1. The attenuation 
factor, A(co), is also considered in order to introduce the RC time constant of the 
nanocrystalline electrode. The influence of RC is illustrated in Figure 5.1.
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Figure 5.1. Complex plane IMPS plots calculated for homogeneous dye 
distribution and diffusion controlled electron collection (equation (3.51)) at
5 2 1the substrate under short circuit conditions for d=l.5\xm, D= 1 0 ' cm s' , 77= 1 , 
r=50ms and a=3000cm'1. The lower curve illustrates the effect of the RC 
attenuation at high frequencies (equation (3.59)) for/?=10Q and C=10'4 F.
So far IMPS has been modelled assuming that a  and 77 in the generation term of 
equation (2.19) are not distance-dependent. Now the film is divided in region I and II, 
one of thickness di where the generation term is zero (a= 0  or 77=0 ), and the other of 
thickness d2 where photogeneration (or photoinjection) takes place, so that d]+d2 =d 
(total film thickness). The presence of the ‘dead layer’ introduces a delay, dj2/D, in the 
collection of electrons generated in the region dj<x<d. This time delay in the IMPS plot 
manifests as a frequency dependent phase shift.
Two different generation/collection equations must be considered for region I and 
II. Continuity of the solutions must obviously be attained at the interface between region
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I and II. In the present approach only illumination from the substrate side is considered.
The diffusion equation for the electrons in region I, where no generation takes 
place, is:
dn _ d2n n
d t  d x 2 t
(5.1)
here D  is the diffusion coefficient and r  is the electron lifetime. The boundary condition 






where is the rate constant of electron extraction at the interface TiCVsubstrate, as 
described in section 3.5.1.
Using the same approach as in section 3.5.1, equation (5.1) can be rewritten:
u = y u
The solution of equation (5.3) is:






The current through the external circuit is then given by:
j  photo ^
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The diffusion equation for electrons in part II is:
dn _ d2n n 
T  =  ° 7 J  —  +  r i a l 0e  
d t  d x  r
-a(x-d/)gicot
Solution o f equation (5.6) can be found of the form:





p  = [±  5  e«. (5.8)
D r 1 - a 2
Coefficients A,C, and E  can be derived from the following boundary conditions:
= 0 (5.9)d u
d x x=d
d nn(x=d],t) and — (x = dn t) must be the same at the interface of region I and II. The 
dx
normalised IMPS response is then given by:
+ eM-A _ 2 ae~a{d~d,) -yeAd'~d)
<p(«)— 2 « _ ------------------------- --------?LzL  (5.10)
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it follows that the diffusion controlled limit (large is given by:
cr«-<.) | cAdl~d) 2 aeMd~d'] - r e M ~d)
= 5 ---------------------------- (5.11)
a  + y e* + e *
If d]=0 the expression of the photocurrent becomes the same found in equations (3.50) 
and (3.51).
For illumination from the electrolyte side, the same treatment applies replacing in 
the exponent o f the generation term of equation (5.6) x-dj with d-x. However, for 
illumination from the electrolyte side the ‘dead layer* has no effect as it is hidden by the 
delay electrons already have when travelling from the far end o f the film.
Figure 5.2 illustrates the effect that the dead layer is predicted to have on the 
normalised IMPS response. As the width of the dead layer increases, the IMPS response 
moves further into the negative real + negative imaginary quadrant at high frequencies. 
As consequence, the frequency at which the IMPS response crosses the imaginary axis 
is lower for wider dead layers. These changes reflect the increasing delay in the transfer 
of electrons from the generation region defined by d>x>d\.
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Figure 5.2. Illustration of the effect of the presence of a dye-free layer 
(equation (5.11)) on the complex plane IMPS response for d= 7.5pm, 
c ^ l0 3 cm'1, 7 = 1 , r—>oo, Z>=10'5cm2 s_1, i?=10 Q, C=104  F and dj as shown.
Note that the introduction of the delay time associated with the transport of 
electrons across the dead layer causes the plots to cross the imaginary axis 
and loop back to the origin.
5.3 Experimental Section
5.3.1 Dye-Sensitised Nano crystalline T ip 2 Cells
The two dye-sensitised TiC>2 cells [4] used in this study were obtained from the 
Institut fur Angewandte Photovoltaik (INAP). They were prepared following the 
methods described by Nazeeruddin et al. [5]; the cell construction and the electrolyte 
composition have been described in detail elsewhere [6 ]. The thickness of the TiC>2 
layer of both cells was 7.3 microns with a surface area of 3.3cm2. The freshly prepared 
TiC>2 films were dipped in 3 xlO‘4M solution of the ruthenium dye cis-di(thiocyanato)- 
N,N-bis(2,2’-dicarboxylate)ruthenium(II) in ethanol and either left overnight (cell A) or 
removed after an hour (cell B). The cells were then assembled as described in section
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4.2.1.
IMPS measurements were carried out as described in section 4.3 using a low- 
intensity modulated illumination from a blue light emitting diode (LED: taiax 460 nm) 
superimposed on constant illumination from a tungsten halogen lamp.
R  and C were calculated from the short circuit impedance measured using a 
Solartron 1250 FRA and 1286 interface. The illumination intensity was adjusted to give 
the same dc short circuit current as measured in the IMPS experiments. The value of R  
was identical for the two cells; it corresponds to the resistance of the tin oxide. The 
photocapacitance values of the cells A and B were also identical and correspond to the 
capacitance of the underlying tin oxide substrate (about 30pFcm'2). These values were 
used to calculate the RC  attenuation using equation (3.59).
5.3.2 Dve-Free Nanocrystalline TiQj Cells
The sample used for IMPS measurements was a sandwich cell with a TiC>2 film. 
The preparation of the TiC>2 was described in section 4.2.2. The dimension of the TiC>2 
film were 0.4x0.8 cm2  and the film thickness was 2.9pm (Figure 4.2).
The cell was illuminated from the electrolyte and substrate side with the 325nm 
line of a cadmium helium laser. The maximum incident power was 0.95mW. However, 
after the glass sheet, the light intensity was reduced to O.llmW for illumination from 
the substrate side. For illumination from the electrolyte side, because of the thin 
platinum layer, the light intensity was only 0.08mW. All the experiments were 
performed at 0V vs. T/V (see Figure 5.7), which corresponds to the photocurrent 
saturation region. The short circuit current of the cell was measured and used to 
calculate the photocurrent conversion efficiency. The conversion efficiency obtained for 
illumination from the substrate side was 0.51, whilst for illumination from the
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electrolyte side was 0.1. Both values agree with the photocurrent conversion efficiency 
calculated from the low frequency intercept of the modulated photocurrent response.
Photovoltage measurements were carried by connecting the cell to the frequency 
response analyzer via a high-impedance low-noise preamplifier (Stanford model 
SR569). These measurements showed that the electron lifetime is very long, indicating 
that a low concentration of T3 is present in solution.
Impedance measurements were performed under the same illumination conditions 
as the IMPS using a Solartron 1286 interface and a Solartron 1250 frequency response 
analyzer. The values obtained for R  is l l f l  and for C is 2 x 1 O'6!7, no difference was 
observed fori? and C for the two different sides of illumination.
5.4 Results and Discussion
5.4.1 Dve-SensitisedNanocrvstalline TiO? Cells
If the dye does not penetrate uniformly across the film, the electron generation 
rate in the region close to the substrate may be much lower than in the bulk. This non- 
homogeneous dye distribution across the film forms a ‘dead layer’ which introduces a 
time delay in the collection of photoinjected electrons. Thus an excursion o f the IMPS 
response into the third quadrant of the complex plot at high frequencies is observed. On 
the other hand, if the dye load is uniform across the cell the IMPS response lies in the 
4th quadrant. To model this non-homogeneous dye distribution the cell should be 
considered as a series of lamina, each with a different dye concentration. The simplest 
case is the two-lamina model, i.e. the dye only penetrates partially into the film, leaving 
a dye-free, ‘dead layer’, adjacent to the substrate. The two-layer model considers a 
uniform dye layer of thickness dj on top of a dye-free layer of thickness fife, where 
d]+d2=d (the total film thickness). The dye profile is represented by a step function;
i l l
Figure 5.3 shows the dye and the light absorption profiles for the two-lamina model. 
The model can be extended to multiple layers with different dye loading. In the present 
section the three-lamina model is also developed but only a marginal improvement is 




Figure 5.3. Light absorption profile for the two-layer model. For simplicity 
it is assumed that the dye loading is a step function. Note that electrons 
generated in the region d]<x<d experience a time delay in the collection at 
the substrate since they must diffuse across the dye-free layer. The 
corresponding transit time is d 2/D.
As shown in Figure 5.3 the dye concentration changes from zero to p.
dP -  a
d - d t
(5.12)
where a  is the average concentration of the dye across the whole layer. Under this 
assumption the change of the dead layer size dj will not affect the overall absorption of 
the film. Equations (5.10) and (5.11) then become:
O(co)- t]P P - r
P + r en  + e-r* + flL(„rd(e”'
(5.13)
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---------------------,  „  P - ? ------- (5.14)
v ’ P  + y e * + e -*
If di=0 and a=P  then equations (5.13) and (5.14) become the same found in section






Figure 5.4. Light absorption profile in the three-lamina model, each lamina 
has a different dye loading, i.e. P2>Pi• No effective improvement in fitting 
the IMPS plots was observed with the three-lamina model.
The two-lamina model can be extended to a multiple layer-model, each layer with 
increasing absorption coefficients Pi<Pi<Pi> In Figure 5.4 it is shown the three-lamina 
case, where the film is divided in three regions: one with no dye, one with a lower 
concentration o f dye and one with a higher concentration. To solve the three-lamina 
case the same equations and boundary conditions as above can be used, adding the
dncontinuity at the second interface. This means that n(x=d2,t) and — (x = d2,t) must be
dx
the same at the interface of region II and III. As for the two-lamina case the total
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absorption of the cell must be invariant and if a  is the average concentration then it 
must be held the equation:
ad = p l {d2 - d I)+ l)}( d - d 2(5.15)
here pi and p2 are the absorption coefficients of region II and in and d, di and d2 are 
shown in Figure 5.4. Although the three-lamina model was developed, no real 
improvement in fitting the experimental data was observed compared with the two- 
lamina model.
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Figure 5.5. Complex plane IMPS plots for cell A (long impregnation) and 
for cell B (short impregnation). Note that the IMPS plot for cell B crosses 
the imaginary axis at much lower frequencies than the plot for cell A before 
curving back to the origin. The dc photocurrent for cell A is 21pAcm‘2 and 
for cell B 11.5pAcm*2.
Figure 5.5 compares the IMPS response obtained for cells A (long impregnation) 
and B (short impregnation). It can be seen that the response of cell B loops much further 
into the III quadrant (negative real + negative imaginary) of the complex plot. At the 
same time, the low frequency intercept of the IMPS response is higher for cell A than 
for cell B, indicating that cell A has a higher incident photon to current conversion 
efficiency (IPCE). The dc photocurrent for cell A is 21pAcm'2 and for cell B is
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1 1.5fiAcm'2. The RC attenuation does not explain such a substantial difference in the 
IMPS response of the two cells because the values of R and C  are similar. The fact that 
the IPCE of cell B is lower than cell A, in spite of the fact that the thickness of the TiC>2 
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Figure 5.6. Bode plots comparing the IMPS responses of cells A and B with 
fits to the homogeneous model (cell A) and to the two-layer inhomogeneous 
model (cell B). Fitting values for cell A: <2=7.5|im, a=2.5xl03cm'1, 77= 1, 
r—»oo, Z)=10'5cm2s’1, Z?=10£2 and 0 = 1 0 ^ . Values used to generate plots for 
comparison with the results for cell B: d= 7.5|im, a=1.2xl03cm’1, 77= 1, 
t-+co, D= 10'5cm2 s'1, R=10Q C^IO^F and dj as shown. A good fit is 
obtained for dj=4pm, indicating that more than half of the Ti0 2  film is dye- 
free. Note the large phase shift for cell B compared with cell A.
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The experimental data for cell A was fitted by assuming that the dye distribution 
was uniform across the cell thickness (equation (3.51)). The response of cell B was 
instead fitted using the model for inhomogeneous dye distribution, i.e. two-layer model 
(equation (5.14)). In both cases the RC  attenuation was calculated using impedance 
measurements (rounded to 10' s). The influence of the ‘dead layer’ becomes apparent 
in the phase angle bode plot, as illustrated in Figure 5.6. For cell B the phase angle 
reaches higher values than cell A because of the delay introduced by the dead layer. The 
best fit was obtained for a dead layer thickness of 3.8pm, which is nearly half the film 
thickness. This result is a clear evidence of the presence of an inhomogeneous dye 
loading. It is worth noting that for both cells the absorption coefficients obtained from 
the fittings were in good agreement with the values measured directly by transmission 
spectroscopy.
5.4.2 Dye-Free Nanocrvstalline TiOz Cells
Figure 5.7 shows the steady state photocurrent as function of the applied voltage 
for illumination from the substrate and electrolyte side for a dye-free TiC>2 porous 
electrode. Up to -0.4V the photocurrent is constant for both illumination from the 
substrate and electrolyte side. The photocurrent conversion efficiency for illumination 
from the substrate side is higher compared with illumination from the electrolyte side. 
This is attributed to the fact that the porosity of the film is not uniform across the film. 
On the electrolyte side the film is likely to be more porous than it is on the substrate 
side, therefore the absorption coefficient, which is proportional to the porosity, is not 
constant across the film thickness. This will obviously affect the photocurrent 
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Figure 5.7. Plot of the steady state photocurrent of the particulate Ti0 2  
electrode as function o f the applied potential. The electrode is illuminated 
from the electrolyte (lower curve) and substrate side (higher curve) with UV 
light. The difference in the photocurrent conversion efficiency for 
illumination from the substrate and electrolyte side is attributed to a 
different morphology of the TiC>2 film.
Section 3.5.1 discusses the simulation of the IMPS response for illumination from 
the substrate and electrolyte side for high absorption coefficients ( 1 0 5 cm'1). It was 
observed in the simulations that for illumination from the substrate side <x jm in  in the 
IMPS response is very high, of the order of 10kHz. This is due to the fact that electrons 
are generated near the substrate and therefore have a short distance to travel. For 
illumination from the electrolyte side, the diffusion time is longer. This means that comin 
in the IMPS plot is expected to be lower, typically about 10 Hz, compared with 
illumination from the substrate side. The other feature for illumination from the 
electrolyte side is the spiral at high frequencies typical for a constant time lag, and it 
arises simply from the transit time required for carriers to move from the front face to 
the rear contact.
The difference in the IMPS response for illumination from the substrate and 
electrolyte side is marked only if the penetration depth of the light is smaller than the
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film thickness, i.e. a d »  1 , where a  is the absorption coefficient of Ti0 2  and d  is the 
film thickness. This condition is held in the present experiment as the absorption 
coefficient of TiC>2 at 325 nm is 2 x l 0 5 cm" 1 [7], and assuming an average porosity of 
50% it lowers to 105cm'1, which remains greater than d 1.
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Figure 5.8. IMPS plot calculated from equation (3.51) and (3.57) for 
illumination from the substrate and electrolyte side for d=2.9pm, 
o^K^cm"1, r - » c o ,  Z>=10'6 cm2 s‘1, R= 1 IQ and C=2xlO‘6F.
Figure 5.8, 5.9(a) and 5.9(b) show the IMPS responses predicted by equations 
(3.51) and (3.57) including the RC  attenuation (equation (3.59)) for illumination from 
the substrate and electrolyte side for d=2.9\im, a=105cm_1, t —>co, Z>=10'6 cm2  s*1, 
Z?=l IQ and C=2xlO'6F. For illumination from the substrate side the value found for 
(Dmin is 17kHz, which is determined by the absorption and the diffusion coefficient. 
However the RC  attenuation must be considered therefore the determination of c d m in  is 
not straight forward. At high frequency the phase angle limiting value is 135°, which is
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given by the sum of the diffusion controlled characteristic slope of 45° and the RC 
attenuation limiting value of 90°. For illumination from the electrolyte side (Figure 5.8) 
c o m in  is about 30Hz and it is determined by the film thickness and the diffusion 
coefficient. The spiral associated with the transit time hides the effect due to the RC 
attenuation.
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Figure 5.9(a). Bode plots of the IMPS response for illumination from the 









Figure 5.9 (b). Bode plots of the IMPS response for illumination from the 
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Figure 10. Experimental IMPS plot of the Ti02 nanoparticulate film for 
illumination from the electrolyte and substrate side at 0V vs. I7 I3 ". Note that 
the photocurrent conversion efficiency calculated from the low frequency 
intercept of the IMPS plot is the same as the one of the steady state 
photocurrent.
Figure 5.10 shows the experimental IMPS plots for illumination from the 
substrate and electrolyte side. The low frequency intercept corresponds to the steady 
state photocurrent, within experimental error the values of the dc photocurrent 
conversion efficiency derived from IMPS and current-voltage measurements are the 
same. For illumination from the electrolyte side the IMPS plot crosses the imaginary 
axis, as predicted theoretically, given the long distance electrons have to travel to reach 
the substrate, cdmin is equal to 53 Hz which corresponds to a diffusion coefficient of 
4xl0 '6cm2s'1. Good agreement is obtained between the experimental data and equation 
(3.57) (Figure 5.11 (a)) for long electron lifetimes, as calculated from photovoltage 
measurements. The RC attenuation factor has also been included, however its effect is 
not noticeable given the big excursion of the IMPS plot in the 3rd quadrant (real 











Figure 5.11(a). Normalised Bode plots comparing the IMPS response for 
illumination from the electrolyte side with simulations obtained from 
equation (3.57) including the RC attenuation factor. The fitting values are: 
d= 2.9pm, a= 1 0 5cm‘1, r->oo, £)=2 .2 xlO^cmV1, R= 1 1 Q, tj=1 and
C=2xlO'*F.
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For illumination from the substrate side, the difference between the experimental 
(Figure 5.10) and the theoretical (Figure 5.8 and 5.9(b)) data is twofold. Firstly the 
experimental value of co m in  is not as high as predicted by equation (3.51), secondly the 
experimental phase angle at high frequency goes beyond the 135° limiting value. Both 
these effects can be attributed to the ‘dead layer’ that introduces a delay d 2/D. The 
presence o f a ‘dead layer’ effect for TiC>2 nanocrystalline films can be attributed to the 
non-uniformity o f the TiC>2 porosity. This means that near the substrate the film is likely 
to be very compact, low porosity, and therefore there is very little solid/electrolyte 
interpenetration. This reduces the hole-electron separation efficiency, thus the net 
injection efficiency, 77, decreases approaching zero near the substrate. 77 is therefore 
distance-dependent, the higher the porosity the more efficient the hole-electron 
separation. To a first approximation the profile of 77 can be represented by a step 
function so that 77 changes from 0 to 1. This means that in a portion of the film the hole- 
electron pair generation term is zero, therefore the model described in section 5.2 
applies and the data can be analysed using equation (5.11). Additionally, the absorption 
coefficient of the TiC>2 film is proportional to the porosity of the film, in the present 
approach an average value of the absorption coefficient is considered corresponding to a 
porosity of 50%. For a more sophisticated model both the absorption coefficient, a , and 
the net injection efficiency, 77, should be considered distance-dependent in equation 
(5.11), such a treatment is beyond the scope of this work.
The presence o f this ‘dead layer’ explains why c o m in  is not as high as the one 
predicted by equation (3.51) and why the phase angle loops further than 135°. Figure 
5.11(b) shows the fitting of the experimental data for illumination from the substrate 
side with equation (5.11). In order for the ‘dead layer’ to be observed it is fundamental 
that its thickness is less than the light penetration depth. The best fitting value for the 
‘dead layer’ is 0.1 pm, as shown in Figure 5.11(b), which is comparable with the light
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penetration depth. This value gives an estimate of the portion of the film which is 
compact, it is quite small compared with the total thickness of the film of 2.9pm. 
However its effect is quite remarkable especially at high frequencies. The fact that hole 
and electrons recombine near the substrate is further enhanced by the high density of 
traps present in nanoparticles. The electrons localise [1,2] whilst reaching the back 
contact and this increases their probability of recombination with holes, especially near 
the substrate where Y is nearly absent.
It has been shown [6,9] that for long lifetimes the diffusion coefficient depends on 
the light intensity (D=d2comin00f ,  n<l), the higher the light intensity the higher the 
diffusion coefficient. This is due to the fact that for high light intensities the quasi-Fermi 
level is nearer to the conduction band and therefore the detrapping rate increases. This 
reduces the localization time of electrons in the surface states increasing the diffusion 
time. For illumination from the electrolyte side, for short penetration depths, in the 
region of the film closer to the substrate the light intensity is low. This means that 
electrons have to travel through a ‘dark* region of the film and therefore the average 
diffusion coefficient is lower compared with illumination from the substrate side. 
However, from the fitting the values of the diffusion coefficients are nearly the same. 
This can be explained with the fact that the region near substrate, where the net injection 
efficiency is zero, can be considered like a ‘dark’ region. Thus for illumination from the 
substrate side even if the electrons are generated near the substrate they still have to 
travel through a ‘dark’ region, this lowers the average diffusion coefficient making it 
comparable with the case of illumination from the electrolyte side.
The result that in the dye-free TiC>2 nanoparticles there is a very compact region 
with low porosity agrees with the fact that for dye-sensitized solar cell the dye 
penetrates only partially into the film. If the pores are small near the substrate, the dye 
molecule cannot adsorb onto the Ti0 2  nanoparticles. Unfortunately it is not possible to
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compare the thicknesses of the dye-free region in dye-sensitized electrodes with the 
compact region o f Ti0 2  nanoparticles because the films have been prepared in different 
laboratories, moreover the size of the dye molecule should be kept into account. This 
goes beyond the scope of the present work.
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Figure 5.11(b). Normalised Bode plots comparing the IMPS response for 
illumination from the substrate side with simulations obtained from the 
‘dead layer’ model (equation (5.11)) including the RC attenuation factor.The 
fitting values are:cf=2.9jLrni, ;^=0.1pm,flf=105cm'1,T->oo,£)=2.2xl0'6cm2 s'1, 
R= 1 IQ, 7 7 = 1  and C=2xlO’6 F. Note that the low porosity region of the film is 
of the same thickness as the light penetration depth.
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5.5 Conclusion
Complex plane IMPS plots for illumination from the substrate side for dye- 
sensitised solar cells cross the imaginary axis. This suggests the presence of a dye-free 
region in the film which adds a delay in the photomodulated current response. Excellent 
agreement is found between the experimental and the theoretical results after 
introducing this dye-free region in the collection/generation model.
IMPS measurements were also performed on dye-free TiC>2 nanocrystalline films. 
Good agreement is found for illumination from the electrolyte side with equation (3.57). 
On the other hand, for illumination from the substrate side a loop of the phase angle is 
observed at high frequency which cannot be explained with the simple 
generation/collection equation, even if  the RC  attenuation time is introduced. This 
suggests that near the substrate the porosity of the film is very low reducing the 
efficiency of charge separation. Introducing a ‘dead layer’ effect, excellent agreement is 
found between theoretical and experimental data.
5.6 References
[1] P. E. Jongh and D. Vanmaekelbergh, J. Phys. Chem. B, 101, 2716, (1997).
[2] P. E. Jongh and D. Vanmaekelbergh, Phys. Rev. Lett., 77, 3427, (1996).
[3] G. Franco, L. M. Peter and E. A. Ponomarev, Electrochem. Comm., 1, 61, (1999).
[4] B. O’Regan and M. Gratzel, Nature, 353, 737, (1991).
[5] M. K. Nazeeruddin, A. Kay, I. Rodicio, R. Hunphry-Baker, E. Muller, P. Liska, N. 
Valchopoulos and M. Gratzel, J. Am. Chem. Soc., 115, 6328, (1993).
[6 ] L. Dloczik, O. Ileperuma, I. Lauermann, L. M. Peter, E. A. Ponomarev, G. 
Redmond, N. J. Shaw and I. Uhlendorf, J. Phys. Chem. B, 101,10281, (1997).
[7] D. J. Blackwood, PhD Thesis, 'Anodic oxide films on titanium in acidic media',
126
School of Chemistry, University of Southampton, U.K., (1986).
[8 ] G. Franco, L. M. Peter and K. G. Upul Wijayantha, in preparation




FREQUENCY-RESOLVED OPTICAL DETECTION OF ELECTRONS
6.1 Introduction
This chapter deals with the optical detection of accumulated electrons in dye- 
sensitised solar cells. The results obtained by optical detection in the near infrared are 
related to dynamic photocurrent, photo voltage and impedance responses [1 ]. 
Accumulation o f electrons in nanocrystalline TiC>2 electrodes without dye-sensitisation 
has been studied previously [2,3] by optical absorption spectroscopy. In these studies, 
electron accumulation was brought about controlling the potential of the electrode. The 
present work has established that electron detection can also be achieved in dye- 
sensitised solar cells provided that a wavelength in the near infrared is chosen beyond 
the onset of absorption of the dye and I3 '.  Accumulation of photoelectrons in dye- 
sensitised solar cells was brought about using intensity modulated visible excitation in 
the absorption band o f the dye. The resulting modulation of the near infrared optical 
transmittance arising from the perturbation of the electron density was measured as 
function of modulation frequency under open circuit and short circuit conditions. The 
frequency-resolved normalised modulated transmittance AT/T was compared with the 
modulated photocurrent, photovoltage and impedance measured with the same 
illumination intensity. Analysis of these responses confirmed that substantial electron 
accumulation occurs in nanocrystalline titanium dioxide even under short circuit 
conditions. The majority of electrons that is detected by modulated transmission appears 
to be located in the traps.
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6.2 Experimental Section
Dye-sensitised Ti0 2  cells [4] were prepared following the methods described by 
Nazeeruddin et al. [5]. The thickness of the cell was limited to 2.7pm in order to obtain 
a reliable transmission measurement in the near infrared and to minimise the effects due 
to the RC  time constant [6 ]. The total electrode area was 3.5cm2.
The cell was illuminated with the 514nm line of an argon ion laser. The intensity 
of the laser beam was modulated using an Isomet acousto-optic modulator driven by a 
Solartron 1250 frequency response analyser [7]. The maximum incident power was 
14mW, and the peak to peak modulation depth was 18%. The laser beam was expanded 
to illuminate an area of 0.8cm2. The short circuit current of the cell was measured and 
used to calculate the photocurrent conversion efficiency (defined as the ratio of electron 
flux to the incident photon flux, corrected for reflection). The value of the 
monochromatic conversion efficiency found was of 0.31. This agrees closely with the 
value calculated from the measured absorbance of the cell at 514 nm by assuming that 
the quantum efficiency for electron injection (tj(V=0)) is unity, i.e. no back reaction of 
electrons with the oxidised dye occurs at short circuit. An identical value of 31 % for 
the photocurrent conversion efficiency was calculated from the low frequency intercept 
of the modulated photocurrent response.
The transmittance of the cell was measured at 940 nm using a Kodenshi GaAs 
(OPE5594) light emitting diode (LED) source and Sharp silicon (PD481PI) diode 
detector with a built-in ER filter that eliminated stray light from the laser beam. The 
wavelength was chosen to lie beyond the absorption bands of the dye and of I3’. For the 
short circuit photocurrent and modulated transmittance measurements, the voltage of the 
cell was controlled by a potentiostat operating in two-electrode mode. Open circuit 
photomodulated transmittance measurements were performed with no external 
connections to the cell. The measured photomodulated transmittance signal AT  was
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divided by the dc transmittance T to give the dimensionless complex quantity AT/T, 
which was plotted in the complex plane.
Photovoltage measurements were made by connecting the cell to the frequency 
response analyser via a high-impedance low-noise preamplifier (Stanford model 
SR560). Impedance measurements were made under white light illumination using a 
Solartron 1286 interface and a Solartron 1250 frequency response analyser. The 
illumination intensity was adjusted to give the same short circuit dc photocurrent 
density as that measured in the photomodulated transmittance measurements. 
Impedance was measured by perturbing the cell about its open circuit voltage (typically 
Voc=0.65V).
6.3 Results and Discussion
6.3.1 Calculation o f  the Optical Absorption Cross Section o f  Electrons
Figure 6.1 displays the normalised photomodulated near infrared transmittance 
responses, AT/1' measured under open and short circuit conditions respectively. The dc 
short circuit photocurrent density was 1.8mAcm' 2  and the low frequency limit of the ac 
photocurrent density was 0.3mAcm‘2. The dc open circuit voltage was 0.63V and the 
low frequency limit of the modulated photovoltage was 6 .6 m V, as shown in Figure 6.2.
The AT/T plots are semicircular and they can be compared with the theoretical 
plots shown in section 3.6 for the trap-free case and for the single-trap case. The minima 
of the experimental plots for the short and open circuit case occur close to 20 Hz. As 
expected, the low frequency intercept of AT/T is smaller under short circuit conditions 
because the electrons are extracted at the substrate contact. On the other hand, under 
open circuit conditions they can relax only by the back reaction with h ' or with D+.
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Figure 6.1. Complex plane plots of the photomodulated transmittance 
(AT/T) response o f the dye-sensitised solar cell showing accumulation of 
electrons under conditions of optical injection. The excitation wavelength is 
514nm and the detection wavelength is 940nm. Note that the characteristic 
relaxation frequency c d m in  is the same in both plots.
Figure 6.2 illustrates the intensity modulated photovoltage response measured 
under the same illumination conditions as those for the photomodulated transmittance. It 
can be seen that the minima in the photovoltage and transmittance plots occur at the 
same frequency (20 Hz). The low frequency intercept of the AT/T plots is related to the 
low frequency intercept o f the total modulated charge by:
where o(X) is the weighted average absorption cross section for free and trapped 
electrons, SQtot is the low frequency intercept of the total modulated charge per unit 
area, Ctot is the total capacitance (Ccb+Ct) (as defined in section 3.3) and 5Uphoto is the
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Figure 6.2. Intensity modulated photovoltage response of the dye-sensitised 
solar cell under the same illumination conditions as those used in Figure 
6.1. Note that the characteristic frequency c o m in  is the same as that seen in 
the AT/T  responses.
The total capacitance derived from the impedance measurements at open circuit 
(see Figure 6.3) at the same illumination level is l.^xlO^Fcm'2. The weighted average 
optical cross section, o(A), can then be evaluated from Figure 6.1 and 6.2 using 
equation (6.1). The value found for the weighted average absorption cross section is 
7.3xl0'18cm2  at 940nm. This is in good agreement with the optical cross sections 
calculated for electrons in TiC>2 by Rothenberger et al. [2 ] (1.3xl0'18cm2  at 780nm). 
Boschloo and Fitzmaurice [3] have measured the absorbance associated with potential 
controlled electron accumulation in TiC>2 . They showed that for lithium electrolytes the 
absorption cross section increases with the accumulated charge, providing evidence for 
lithium intercalation into TiC>2 , as discussed in chapter VII. The optical cross sections
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calculated by these authors as function of voltage changes from 3xl0 ' 18 to 1.5xl0*1 7cm2 
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Figure 6.3. Impedance of the dye-sensitised solar cell under illumination at 
open circuit. The (constant) illumination condition was identical to the level 
used for the AT/T and the photovoltage measurements (Figure 6.1 and 6.2). 
The fitting parameters for the smaller semicircle (counter electrode 
impedance) are R = \.l Q  and C=9.7xl0 ' 5 F. For the larger semicircle (dye- 
sensitised electrode impedance) the fit gives R=4.8 Q  and C=3.8xl0 ' 4  F.
6.3.2 Calculation o f  the Net Electron Injection Efficiency at Oven Circuit
Figure 6.3 illustrates the impedance response of the cell measured under 
illumination. The results of a detailed impedance study are reported elsewhere [8 ]. The 
illumination intensity was adjusted to give the same short circuit dc photocurrent 
density ( 1 .8 mAcm'2) as that measured in the photomodulated transmittance and 
photovoltage measurements. The dc open circuit voltage was measured as 0.63 V. The 
larger of the two semicircles can be attributed to the parallel combination of the 
recombination resistance with the photocapacitance Ctot. The smaller semicircle arises 
from the Faradaic impedance of the JjTT reaction at the transparent counter electrode in
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parallel with the counter electrode capacitance. The value found for the capacitance was 
Ct0(= 1.1 2 x 1 O^Fcm'2.
The low frequency intercept of the modulated photovoltage (Figure 6.2) 
multiplied by the total photocapacitance gives the total modulated charge. The value 
found in this way is 7 .3 x 1 0*7 Ccm*2. By contrast, the value found from the product jphotot 
is 2.4x10 Ccm* . The net injection efficiency T](Uph0to) given by the ratio 
Ctot$UPhoto(co—>0)/jphotoT is therefore equal to 0.3. This result suggests that the back 
reaction of electrons with D+ contributes significantly to the limitation of the open 
circuit voltage in dye-sensitised cells. This agrees with the results found by the early 
work of O'Regan et al. [9] and the more recent work by Haque et al. [10]. The latter 
authors have shown that the rate of decay of the D+ state following flash excitation is 
strongly potential dependent and occurs on a nanosecond timescale at potentials 
corresponding to Voc.
The work of Haque et al. [10] shows that the reaction of electrons with D+ under 
accumulation conditions occurs on a nanosecond time scale. Their data indicate that the 
half-life for the reaction is reduced to 1 0 0 ns at a potential that corresponds to open 
circuit, i.e. 600mV. Haque et al. [10] also studied the rate of D+/T reaction and found a 
pseudo-first order lifetime of 100ns for 0.3moldm' 3 KI in propylene carbonate. It 
follows that the rates of reaction of D+ with electrons and with I' at open circuit voltage 
are very similar, so that rj(UPhoto) should be less than unity. A rough order of magnitude 
comparison o f the rate reaction of electrons and of iodide ions with D+ can be made by 
considering the reactions to be quasi-homogeneous. The concentration of iodide in the 
cells used in the present study is 0.5mol dm*3. The total open circuit excess of electron 
density estimated from the product j photo(dc)rrj(Uphoto) is 2.7x10 13cm*2, which 
corresponds to a volume density of 1.7 x 1 0 * ^ 0 1  dm*3. Since the diffusion coefficients of 
electrons and I* appear to be of the same order of magnitude, the upper diffusion limited
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second-order rate constants for the reaction of D+ with electrons and with iodide ions 
should be similar. Therefore, in order for electron capture by D+ to compete with the 
regeneration reaction, its rate constant must be 103 times higher than that of the D+/I' 
reaction. From the data of Haque et al. [10], the second-order rate constant for the D+/T
• • 7  ^ 1 1reaction is 3x10 dm' mol' s ' . The second-order rate constant for the reaction of 
electrons with D+ is therefore of the order of 3 x 1 O^dm^mol" 1 s'1, suggesting that the 



















Figure 6.4. Dc current-voltage characteristics of the dye-sensitised TiC>2 cell 
in the dark and under illumination at the intensity level used for the 
measurements of AT/T, IMVS,PEIS and IMPS. The photocurrent shown 
was calculated from the difference between the current under illumination 
and in the dark. Note that Foc=0.61 V and the net efficiency for electron 
injection, Tj(Voc)t is equal to 0.3.
In principle, rj(V), can also be evaluated from the potential dependence of the 
photocurrent if  it is assumed that the dark current and photocurrents are additive. Figure
6.4 shows the potential dependence of the dc photocurrent measured under the same
135
illumination conditions as those used for the modulated transmittance experiments. At 
open circuit inet—0, the ratio of the photocurrents at open and short circuit 
(iphoto(oc)/iphoto(sc)) is equal to tj(V0C)• From Figure 6.4 it can be seen that 77(FOC)^0.3, 
which is in good agreement with the value calculated from the photovoltage and 
photocapacitance.
6.3.3 Analysis o f  the Frequency Dependence o f  the Photomodulated Transmittance 
As shown in section 3.6 the short circuit modulated transmittance response for the 
trap-free case is a semicircle with c o m in  identical to that measured by IMPS. In the short 
circuit trap-free case, the excess o f electron density relaxes primarily by transport to the 
substrate. On the other hand the open circuit theoretical AT/T (see section 3.6) gives a 
semicircle with the same c o m in  as that measured by IMVS because the electron 
concentration can relax only by the back reaction with I3\  Figure 6.5 shows the short 
circuit IMPS response of the cell. It appears in the 4th quadrant (positive real + negative 
imaginary) of the complex plane as the result of the time delay between the generation 
and the collection o f electrons. An order of magnitude estimate of the mean transit time 
for photogenerated electrons can be obtained from the frequency minimum in the 
complex plane plot: t^-I/comb^A ms. This approach is an approximation; analytical 
treatment of the generation/collection problem allows the electron diffusion coefficient 
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Figure 6.5. Short circuit IMPS response of the dye-sensitised solar cell 
under the same illumination conditions as those for AT/T, IMVS and PEIS 
(Figure 6.1 and 6.2). The low frequency intercept can be used to calculate 
the incident photon flux to electron flux conversion efficiency (in this case 
0.31). Note that the characteristic relaxation frequency comin is much higher 
in the IMPS response than in the IMVS response because IMPS detects the 
transit of electrons to the substrate, whereas the other methods detect the 
(slower) relaxation of the electron density by reaction with I3'.
As discussed in section 5.4.1 the IMPS plot shows the surprising feature of 
crossing the imaginary axis. This is not expected for illumination from the substrate side
[11]. Experiments of dye-free nanocrystalline TiC>2 with strongly absorbed UV 
illumination also show this anomaly [11-13]. For the case o f dye-sensitised TiC>2 cells 
this effect has been attributed to a non-homogeneous dye distribution [11]. Figure 6 . 6  
compares the Bode plot of the measured IMPS response with a theoretical plot (see 
equation (5.14)) that takes into account the 'dead layer' effect and the RC time constant 
of the cell [6 ]. It is important to note that the short circuit IMPS response is insensitive 
to the electron lifetime since the collection efficiency is close to unity, i.e. t d « t . The 
electron diffusion coefficient calculated from the fitting of the IMPS plot shown in 
















Figure 6 .6 . Bode plot of the IMPS response of the dye-sensitised TiC  ^cell. 
The plot also shows the theoretical response calculated taking the non- 
homogeneous dye distribution and the RC  time constant of the cell into 
account. The electron diffusion coefficient obtained by fitting the IMPS 
response is 2 .8 xlO'5 cmV1.
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It is clear from the experimental complex plot o f AT/T measured at open and short 
circuit (Figure 6.1) that the values of c o m in  are essentially identical in the two cases to 
the value o f c o m in  in the IMVS response. This means that the short circuit AT/T response 
does not detect the relaxation of electron by diffusion to the substrate. It follows that 
most of the electrons detected optically are trapped at levels sufficiently deep that 
thermal release to the conduction band is slower than the reaction with I3'. The high 
surface area to volume ratio in nanocrystalline films justifies the fact that energy levels 
at or near the surface o f the TiC>2 crystallites are responsible for trapping and back 
reaction of electrons. On the other hand, electrons trapped in the bulk of the 
nanocrystalline have to be released first to the conduction band before they can 
recombine.
6.3.4 Trapping  and Back Reaction in Dye-Sensitised Cells
The effect of electron trapping on the IMPS [6 ] and IMVS [14] response of dye- 
sensitised Ti0 2  solar cells has been treated in a first approximation using the single- 
level model. However, a more realistic approach would be to consider a distribution of 
traps throughout the band gap. In the dark, the Fermi level, E f  (and hence the trap 
occupancy), in the UO 2  particles is determined by the electron exchange with the redox 
system I7 I3 '. Under illumination, the trap occupancy is determined by the position of the 
quasi-Fermi level for electrons EKif  (see section 2.5.2). The competition between 
thermal release of electrons from the traps and back reaction with I 3 ' (effectively 
recombination) can be used to define the demarcation level En>d (see section 2.4.3). The 
demarcation level is the energy at which the probability of an electron to back react with 
I 3 ' and to be thermal released are the same [15]. Electrons below the demarcation level 
recombine with I 3 ' before they can be released into the conduction band. On the other
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hand, electrons above the demarcation level are released before they recombine with I3 ' 
and therefore contribute to the current under short circuit conditions. The relaxation 
time for electrons above the demarcation level is determined by the effect of trapping, 
detrapping and transport. Consequently the collection process, and therefore the IMPS 
response, can be described by an effective diffusion coefficient that determines td- The 
position of the demarcation level, relative to the conduction band Ec is defined by:
. (Ec - E n<d)
—  = =  V e  tT  (6-2)
where rlrap is the recombination lifetime of electrons in the traps, kreiease is the rate 
constant for thermal release from the traps at the demarcation level and v is the 
preexponential factor (see Figure 6.7). For example if  r/rflp= 10'2s and v=101 2s"1, 
equation (62) shows that (Ec-En,d)-0 .6 eV. The fact that the steady state collection 
efficiency for photoinjected electrons approaches 1 0 0 % under short circuit conditions 
places constraints on the rate at which electrons are trapped and recombine at deep 
levels. The integrated trapping rate of these centres must be smaller than the inverse of 
the transit time for electrons generated furthest away from the collector electrode. An 
order of magnitude estimate of this transit time for a film of thickness d is given by 
cP/D. For d=2.7 pm and D=2 .8 x l 0 '5cm2 s'1, the time required for an electron to reach the 
substrate from the other side of the film is 2.6ms. The trapping lifetime must be at least 








Filled in the dark
Figure 6.7. Energy level diagram illustrating the equilibrium Fermi level 
(Ef), the electron quasi-Fermi level under illumination (E„jr) and the 
electron demarcation level (£«,</) defined by the competition between 
thermal release of electrons from traps and recombination with I3 '.
6.4 Conclusions
The measurement of the periodic component of the electron absorbance was 
measured in dye-sensitised solar cells using an intensity-modulated laser and an infrared 
LED. It was found that the majority of the electrons detected are trapped at deep levels 
where they make no contribution to the measured photocurrent. Instead they react 
slowly with I 3 ',  so that their lifetime is a measure of the rate constant for the back 
reaction via surface states. At the light intensities of these experiments, the electron 
quasi-Fermi level lies below the demarcation level over most of the film thickness. The 
demarcation level, in fact, defines whether the reaction with 1 3’ or the thermal release is 
the dominant relaxation process. The electrons collected under short circuit conditions 
may be captured briefly by shallow traps and released again before reaction with I 3 ' can
occur. The electron transit time will be increased by the sequence of capture and release 
events, so that the effective diffusion coefficient is considerably lower than the real 
diffusion coefficient for free electrons. The observed intensity dependence of the 
diffusion coefficient, D [16], can be explained by the upward movement of the quasi- 
Fermi level through the distribution of shallow traps.
As dye-sensitised solar cells are very efficient, constraints are placed on the 
maximum rate at which carriers are trapped by deep traps that act as recombination 
centres by localising the electrons long enough to permit the back reaction with I3* to 
take place. The open circuit voltage is limited partly by back reaction of electrons with 
the oxidised state o f the dye. Under open circuit conditions the injection efficiency is 
reduced to about 30 %.
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As shown in section 2.5.1 the calculated thickness of the depletion layer in a 
nanoparticle is larger than the diameter o f the nanoparticle itself, therefore no band 
bending occurs. However, it can be demonstrated [1,2,3] that the accumulation layer is 
considerably thinner than the depletion layer when the same amount of charge is 
transferred across the same interface. Therefore in a nanoparticulate system band 
bending can occur under accumulation conditions. Under weak accumulation 
conditions, adsorption/desorption processes control the voltage across the 
semiconductor/electrolyte surface pinning the band edges, so that any applied potential 
appears in the space charge region. On the other hand, under strong accumulation 
conditions the band edges unpin [4,5] so that any further increase in the applied 
potential occurs across the Helmholtz layer.
The present chapter is concerned with measurement of the potential-modulated 
infrared transmittance o f Ti0 2  nanoparticles in the dark under accumulation. The optical 
cross section of electrons is derived and compared with that obtained in section 6.3.1. 
This is a novel experiment and it presented some complications. Firstly, under strong 
accumulation conditions band edge unpinning occurs [6 ] and therefore the ac potential 
appears across the Helmholtz layer. Secondly, under strong accumulation conditions 
lithium intercalation takes place [7], affecting the transmittance response [8 ]. This 
narrows the potential window in which the TiC>2 film can be studied under
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accumulation, making it difficult to achieve a complete picture of the mechanisms 
occurring in the present system.
7.2 Theory
In the general case where electrons may be located either in the conduction band 
or in traps, the near infrared optical transmittance, T' associated with electrons in a Ti0 2  
film of thickness d  is given by:
T = j ~ = ex< - f M % M + (*.<))*) (7-!)
here n/x,t) and n£x, t) are the position and time dependent densities of free and trapped 
electrons respectively, and oj(X) and o?(A) are the corresponding optical absorption
cross sections at the wavelength X. If the electrons are perturbed from their initial
stationary values by a modulated potential superimposed on a larger dc level, it can be 
shown that the ratio AT/T is given by:
y -  = (°7 W'V (*> 0 + (AK  (*’ O K  (7-2)
where Sn/x) and Sn^x) are the induced perturbations of the free and trapped electron 
densities respectively and A T  is the resulting change in transmittance.
To relate optical and impedance measurements, the meaning o f the capacitances 
corresponding to the storage of charge in the conduction band and in the traps needs to 
be clarified. At open circuit in the dark the Fermi level, Ef, in the SnC>2 , Ti( > 2  and the 
reference electrode are all equal. The equilibrium density of electrons, w0, in the 
conduction band of TiC>2 is given by:
(Ec - E , )
=e *»■ (7.3)
N  c
where Nc is the total number of states in the conduction band and Ec is the conduction
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band energy of the semiconductor. On application of a negative bias, the Fermi level of 
the Ti0 2  moves closer to the conduction band energy, increasing the density of free 
electron. Therefore in the dark the density of electrons in the conduction band under 
negative bias is given by:
qv
n0 +An= \N (E )f{E )dE  (7.4)
Ec
where N(E) is the density of states, f[E) is the Fermi-Dirac probability distribution 
function, Ec is the conduction band of the Ti0 2  and V is the applied bias.
The charge across the thickness d  of the film is given by:
Qcb =q(n0 +An)d (7.5)
The differential conduction band capacitance can be defined as follows:
Ca , = ~  = q 2df(E)N (E) (7.6)
Analogously the capacitance of trapped electrons can be derived. In the dark the trapped 
electron density is given by:
qV qV
n,=  p V(E )f(E )dE« \N(E)dE  (7.7)
Ey E y
where Ey, is the energy of the valence band o f TiC>2 , N(E) is the density of states 
function for traps in the band-gap,y(2s) is the Fermi-Dirac function and V is the applied 
voltage.
The differential charge in the traps across the film is given by:
dQ, = dq2N(E)dV  (7.8)
It follows that the differential trap capacitance can then be defined and it is given by:
C ,= d q 2N(E) (7.9)
The effect of detrapping can be represented by a resistance, Rdetrap, in series with 
Ct, so that the time response, t -RdetraPC h of the serial circuit introduces the delay due to
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detrappping, i.e. t=  RdetraPC t =k'J detrap- However in the present approach it is assumed 
that the frequency range considered does not show the effect of detrapping, i.e. 
co«kdetrap. Rdetrap can then be neglected and the semiconductor/liquid interface can be 
represented by the parallel of two capacitances:
Ctot=Ct+ Ccb (7.10)
Although the electrolyte is a saturated solution of Lil in acetonitrile, due to 
photoxidation effects there are some traces of I3 '. Therefore if the electrode is under 
accumulation, the electrons at the surface can, as well as be stored in the capacitances, 
reduce I3 ' into T. It follows that the semiconductor/liquid interface does not behave like 
a pure capacitance but in parallel with Ctot there is a Faradaic resistance responsible for 
the reduction of 1 3". The system can, then, be represented by the parallel connection of a 
resistance and two capacitances with a serial resistance that represents the tin oxide 
coated glass sheet, as shown in Figure 7.1.
Figure 7.1. Equivalent circuit of the nanoparticulate TiC>2 film. Here 
C t is the capacitance associated with trapped electrons, Ccb is the 
capacitance due to free electrons, Ret is the charge transfer resistance, 
Rs is the sheet resistance and SV is the ac voltage source.
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The charge stored by each capacitance is given by:
S Q » =  r  ^ -------------  (7-ID
l  + - ^  + iw {C ,+ C cb)Rs
ct
« , ( « ) = -----n----- — -------------  (712)
l  + - +  + ia>(Ccb+C,)Rs
where SV is the ac voltage perturbation, Ccb and C, are the two capacitances of the TiC>2 
nanoparticulate film, Rs is the serial resistance of the tin oxide coated glass sheet and Rct 
is the charge transfer resistance. The frequency for which the imaginary component of 
the total charge is a minimum is given by (1 +R s/R ct)/(2  7rRs(CCb+Ct)). However R ct» R s , 
therefore a good approximation o ffmin is: (2;rffo(Cc&+Cf))"7.
Equation (7.2) can then be written:
AT crf  (/l)SQcb + a , (X)SQ,
(7.13)
Hence a weighed optical cross,<r, section can be defined:




^  = - ^ C totSV  (7.15)
T q
Equation (7.15) provides a relationship between impedance and optical measurements, 
and the optical cross section can be evaluated.
7,3 Experimental Section
A three-electrode TiC>2 sandwich cell with a saturated solution of Lil in 
acetonitrile was prepared as described in section 4.2.2. Traces of 1 3* were present in
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solution; therefore the redox couple r/1 3 ' was used as an internal reference electrode. 
Measurements of the potential-modulated infrared transmittance in the dark were 
performed on Ti02 nanoparticulate film as function of the applied bias vs. r/1 3’. The 
reference potential of r /1 3’ was measured against Ag/AgCl in a saturated solution of Lil 
with traces o f f  (in the order of mmols) in acetonitrile. It was found that Ag/AgCl was 
70mV more positive than I / I 3 '.  Therefore the results obtained in the present experiment 
performed with a Pt quasi-reference electrode can be compared with the ones performed 
with Ag/AgCl as shown in the following section.
The cell was connected to a potentiostat operating in three-electrode mode and a 
modulated voltage was applied using a Solartron 1250 frequency response analyzer, see 
Figure 4.7. The ac voltage applied was 25mV and different values of the bias voltage 
were applied. The transmittance of the cell was measured at 940nm using a Kodenshi 
GaAs (OPE5594) light emitting diode (LED) source and Sharp silicon (PD481PI) diode 
detector with a built-in IR filter. The signal was amplified using a high-impedance low- 
noise preamplifier (Stanford model SR560). The measured modulated transmittance 
signal AT  was divided by the dc transmittance to give the dimensionless complex 
quantity AT/T, which is plotted in the complex plane.
Dc transmittance experiments at 940 nm were also carried out as function of the 
potential. The set up used was a three-electrode cell connected to a potentiostat and the 
dc transmission was measured as function of the bias applied. The result was then 
plotted on an X-Y recorder.
Impedance measurements were performed using a Solartron 1286 interface and a 
Solartron 1250 frequency response analyzer.
Absorption measurements were performed using a Perkin-Elmer Lamda 40 UV- 
vis spectrometer.
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7.4 Results and Discussion
Figure 7.2 displayes the absorbance of the TiC> 2 nanoparticulate film in a 1M 
LiClC>4 acetonitrile solution as function of the applied voltage vs Ag/AgCl as measured 
by Boschloo and Fitzmaurice [8 ]. Two processes have been considered to account for 
the potential dependent optical spectroscopy o f nanostructured TiC>2 . Firstly the 
absorption due to the accumulation of both free and trapped electrons and secondly the 
absorption due to the lithium intercalation [8 ]. Ion intercalation or ion insertion [7] is an 
electrochemical process in which anions are incorporated into the bulk lattice of a solid 
electrode. The double injection of electrons and Li+ ions into TiC>2 leads to the 
formation of Ti3+ states [9,10] according to: xLi++Ti02+xe ^LixTi02, where x  is the 
mole fraction o f lithium in titanium dioxide. Controversial values of x  have been 
reported in the literature: 0.5 [11], 0.6 [12], 0.8 [13], and 1 [14,15]. Reasonable 
insertion-extraction reversibility was reported only for x<0.5 [12]. The value o f the 
diffusion coefficients of Li in anatase and rutile has recently been reported by 
Lindstrom et al. [16,17] to be lx l0 '17cm2/s for Li insertion and 4xl0'17cm2 s' 1 for Li 
extraction.
2
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Figure 7.2. Potential-dependent absorbance spectra of a nanoporous Ti( > 2  




Sodergen et al. [9] have shown that at OV vs. Ag/AgCl only Ti44 states are present 
in the Ti02 electrode, whereas applying voltages more negative than -1.0 V vs. 
Ag/AgCl lithium intercalation occurs and at the same time Ti3+ states form. The lithium 
can be deintercalated, i.e. Ti3+ states disappear, at voltages more positive than -1.0V vs. 
Ag/AgCl. The intercalation and deintercalation of Li+ in nanocrystalline TiC>2 , and 
therefore the reduction of Ti4+ and the oxidation of Ti3+ states can be observed in Figure 
7.3. This figure shows the dc normalized transmission at 940nm of TiC>2 as function of 
voltage vs. I/I3*, and the hysteresis is attributed to the lithium deintercalation. The dc 
transmission at 940nm detects both the accumulated electrons and the intercalated Li, 
but it is not possible to distinguish the two phenomena clearly. According to Boschloo 
et al. [8] and Sodergen et al. [9] Li intercalation becomes dominant at voltages more 
negative than -1.0V vs. Ag/AgCl.
I -
Voltage/V
Figure 7.3. Potential dependent dc transmission at 940nm of a 
nanoparticulate TiC>2 film in a Lil saturated MeCN solution at a scan rate of 
lOmV/s.
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Under strong accumulation conditions, lithium intercalation is not the only 
limiting factor; band unpinning must be taken into account as well. This means that 
changes in the applied voltage no longer appear in the space charge region but instead 
appear across the Helmholtz layer, i.e. the semiconductor starts behaving like a metal. 
Complications due to both lithium intercalation and band unpinning restricted the 
potential window in which the potential-modulated transmittance of nanocrystalline 
TiC>2 could be performed. Figures 7.4(a),7.4(b),7.4(c) and 7.4(d) show the potential- 
modulated transmittance at 940nm measured at -0.55V, -0.6V, -0.65V and -0.7V vs. Y 
/ I 3 '.  It can be noted that the ac transmittance is independent of the bias in the range 
considered; in fact both com in  and the low frequency intercept are nearly the same for all 
voltages. As shown above co^iN=(Rs(Ccb+Ct))'], the experimental results then suggest 
that the total capacitance is constant. The total capacitance can be evaluated separately 
through impedance measurements. However, due to the complicated electrochemistry, 
such as lithium intercalation, which occurs at the TiCVliquid interface these 
measurements were not very reliable. At -0.55V, although the impedance measurements 
were not too satisfactory, the value of the sheet resistance found was 1 1  £ 2  and of the 
total capacitance 3.5x10*^. These values of Rs and Ctot are in good agreement with/m in  
in the ac transmittance experiment, as 2 jtR £ tot is equal to 40Hz.
Using equation (7.15) the weighed optical cross section can be evaluated and the
IQ Ovalue found is equal to 5x10’ cm ', which is smaller than the value found previously
(section 6.3.1) of 7.3x10'18cm'2. This discrepancy can be attributed to the fact that in the
experiment described in chapter VI the Fermi level was lower than in the present one, so
that the contribution o f free electrons was smaller. It follows that in the present
experiment, free electrons contribute strongly to the transmittance result and the
weighed optical cross section is much closer to c^than to crt. For even more negative
potentials, the distance between Ec and Ep decreases and hence Ccb should increase
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exponentially according to equations (7.3) and (7.6). This should in principle be 
observed in the transmittance response, as it is proportional to Ctot (equation (7.15)), but 
in the potential range explored we are still far from this behavior. On the other hand, if 
the experiment had been carried out at even more negative potentials the problem of 
lithium intercalation and band unpinning would have been encountered.
To prove that the change in transmission is due to the electrons in the Ti0 2  
nanoparticulate film and not to the tri-iodide in solution, the absorbance spectrum of 
0.5M Lil and 0.5mM iodine in acetonitrile is shown in Figure 7.5. It can be noted that 
the tri-iodide does not absorb at long wavelengths, therefore the infrared transmission 









Figure 7.4(a). Potential dependence of the ac transmission at -0.55V of the 
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Figure 7.4(b). Potential dependence of the ac transmission at -0.6V of the 











Figure 7.4(c). Potential dependence of the ac transmission at -0.65V of the 












Figure 7.4(d). Potential dependence of the ac transmission at -0.7V of the 
nanoparticulate TiC>2 film at 940nm. The solid line represents the fitting 
with a semicircle.
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Figure 7.5. Absorbance spectrum of tri-iodide measured using 0.5M Lil and 
0.5mM I2  in acetonitrile.
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7.5 Conclusion
Ac and dc potential-modulated infrared transmittance experiments have been 
performed on a Ti0 2  nanoparticulate film in a saturated solution of Lil in acetonitrile 
between -0.55V and -0.7V vs. YH{. A very small variation of c o m in  and of the low 
frequency intercept is observed, which suggests that in the voltage range analyzed the 
capacitance of free and trapped electrons in constant. Combining optical and impedance 
measurements, the optical cross section was evaluated and found equal to 5xl0'19cm'2, 
which is smaller than the value found previously of 7.3xl0’1 8cm'2. This discrepancy has 
been attributed to the fact that the contribution of free electrons is higher in the present 
experiment as the Fermi level is closer to the conduction band. This suggests that the 
optical cross section of free electrons is smaller than the one of trapped electrons at 
940nm.
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Electron transport in dye-free [1 ] and dye-sensitised [2 ] nanoparticulate TiC>2 has 
been investigated using IMPS [3], IMVS [4], PEIS and PITS [5]. These techniques, 
which consist of an ac perturbation superimposed on a dc background, permit the 
linearisation of the response of electrochemical systems [6 ]. The combination of all 
these frequency-resolved measurements has proved a powerful tool in understanding the 
functioning of these novel structures. In the present work the fundamental aspects of 
frequency-resolved techniques were investigated from a theoretical point of view and 
related to the generation/collection equation developed by Sodergen et al. [7]. This was 
extended adding the effect of trapping and detrapping for the single-trap case and 
related to the IMPS [8 ] and PITS [5] response. As for PEIS, the concept of non-linear 
circuit elements was introduced along with their corresponding differential quantities. 
The meaning of ‘surface state capacitance* and ‘conduction band capacitance’, firstly 
introduced by Schlichthorl et al. [4], was clarified and related to IMVS measurements.
IMPS measurements were performed on dye-sensitised solar cells, this allowed 
the measurement of the diffusion time of electrons through the nanocrystalline network 
and therefore of their diffusion coefficient. Samples with similar film thicknesses (-pm)
gave reproducible values of the diffusion coefficient which was of the order of 1 0 ' 5
2 1cm s' . The IMPS measurements presented in chapter V were performed on two dye- 
sensitised solar cells prepared with different techniques (long and short impregnation), a
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big excursion in the ID quadrant, which was not predicted theoretically, was observed in 
the IMPS response of the cell with less dye. However, most dye-sensitised solar cells 
present this excursion in the IMPS response, the measurements in chapter VI show the 
same behaviour even though they were performed on a different sample. This suggested 
the presence of a dye-free region in the film, the simple generation/collection model was 
then modified introducing the effect of a ‘dead layer* [9]. Excellent agreement was then 
found between the experimental IMPS response and the novel ‘dead layer’ model for a 
thickness of the dead layer of about half the total film thickness. The same anomaly, i.e. 
crossing of the real axis, in the IMPS response for illumination from the substrate side 
for dye-free Ti0 2  was also observed. This suggested that the porosity of the TiC>2 is not 
uniform across the film, and therefore near the substrate, where there is low porosity, 
the net injection efficiency, 77, approaches zero. The IMPS response was then fitted with 
the ‘dead layer’ model and excellent agreement was obtained for a compact region of 
the same thickness as the light penetration depth.
In chapter VI the IMPS, IMVS, PEIS and PITS responses of a single dye- 
sensitised solar cell were presented, the same experimental techniques applied to other 
samples showed a similar behaviour. Combining IMPS, IMVS, PEIS and PITS [5] the 
optical cross section of electrons at 940nm was determined, 7.3xl0'18cm‘2, as well as the 
net injection efficiency at open circuit, 0.3, and short circuit, 1. This indicates that under 
strong accumulation the reaction of electrons from the TiC  ^ with the oxidised dye 
competes with the dye regeneration. It was found that the majority of the electrons 
detected are trapped at deep levels where they make no contribution to the measured 
photocurrent. Instead they react slowly with I3 ', so that their lifetime is a measure of the 
rate constant for the back reaction via surface states. The rather poor agreement 
obtained between the single-trap generation/collection model and the PITS response 
suggests that a distribution of traps should be considered instead.
159
The model used to describe these systems has been discussed in the present work 
and modifications have been applied in order to obtained a better agreement with the 
experimental results. However further work is required to achieve a complete and more 
realistic picture of the mechanisms taking place in the device and especially the effect of 
trapping and detrapping. In the present work the trapping and detrapping rates have 
been considered constant, even though this approximation is acceptable for the former 
mechanism, it is not for the latter as it depends strongly on the trap energy. The model 
presented other limitations such as the fact that the diffusion coefficient was not 
considered distance dependent. As these imperfections of the model were acknowledged 
the experimental data were only partially fitted with the simulations.
Finally potential-modulated transmittance at 940nm was performed on porous 
dye-free TiC>2 under accumulation. The optical cross section of electrons was evaluated, 
5xl0'19cm'2. The discrepancy with this result and the value found previously was 
attributed to the fact that in this experiment the Fermi level is higher and therefore the 
contribution of free electrons to the optical response is dominant. However, it was not 
possible to achieve a complete picture of the mechanisms taking place in the system as 
under strong accumulation conditions the problems of lithium intercalation and band 
unpinning were encountered.
Other experimental techniques can be used in order to support and extend the 
results found in the present work. For example the non-uniformity of the films that the 
IMPS results suggested can be explored performing high resolution cross sectional 
imaging. This should give further information on the porosity of the Ti0 2  film and the 
adsorption of the dye. Moreover, other infrared spectroscopy techniques can be applied 
in order to supplement the findings of this work and help to distinguish free and trapped 
electrons. Attempts have been made using a spectrographic array but due to thermal
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fluctuations no reproducible results were obtained. This suggests the use of more 
sophisticated infrared techniques such as SNIFTERS.
In conclusion a variety of frequency-resolved techniques were employed and 
photomodulated infrared transmittance spectroscopy was developed in this work. The 
combination of these techniques offers a powerful approach for the investigation of 
electron transport in porous systems. These techniques were also explored from a 
theoretical point of view. Work is in progress to expand the generation/collection 
problem to introduce a distribution of trap levels and the distance/density dependence of 
the parameters involved.
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