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CAPITULO 3 
SIHULACIOH 
3.1 COHSIDE?ACIO'::SS SOBRE LA SHTULACIO:r DE SISTE·Y AS 
Vamos a su~oner Que nos interesa el f~ciona~iento de un 8is-
• 
tema cel mundo re2l. Entenderemos ~or sistema un conjunto de ~ar­
tes o elementos con im'Dort&"1tes inter-rela.ci ones entre sí, y que 
nara efectos del 2nálisis uuede ser mirado como un todo o unid~d • 
• 
Eventualmente nuestro interés puede centrarse en conocer el compor-
tamiento del sistecra, es decir, la respuesta (salida) d2.da 'Por el 
sistema a un cierto estimulo (entrada) • 
• 
i 
• 
Respuesta 
, 
, 
Estl.IDulo I 
.. ' SISTEHA ! I 
I 
,----------_.-
I 
E ,,1 
->-1 .. --
R = f(E) f 
Figura 3.1 
~n un sentido oucracional, podemos ver el sisteQa como lh"1a 
, . 
funcion u o"Oera~or que trPllsforma un estímulo E en una respuesta 
• 
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Una clase I!luy imnortente de sistema.s, la de los 
neales, viene definida "Dor la im'Jortante proniedad 
,/ 
\ 
s is ternas li-
"' , \ (' I l::. I 
;.-'-
!j.\ 
• 
que no es otra que la enlicación del principio de superposición: 
la respuesta a dos estímulos combinados es igual a la ~a de las 
resnuestas a los estimulos individuales. Como anrozioación, muchos 
-
sistemas del mundo físico son vistos como siste~as lineales. Así, 
nor ejem~10, podemos mirar una cuenca hidrográfica cono un siste~a 
lineal sometido a los estimulos de diferentes lluvias, a 13.s cueles 
resnonde con aumentos de caudal en el río. En la Figura 3.2 se 
1 J 
" . ' / . /. . 
. / / / 
,/ // f ; «r~/;" I 
I / f . 
-lh. 2h. 
, 1 Cuenca 
t 
Figura 3.2 
" ! 
. 
• , 
, 
muestra como estímulo una lluvi a de intensidad unifor~e y de dos 
horas de duración, y cono respuest e. un a curva ce c3.ud8.1es en el 
• 
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tiemno. Es~os caudples son conse~uencia rle la ll~mada escorrentla 
superfici:ü, y se obti enen des'Oués do:- r estar el cp:.udal b ase del río 
1.el céluch: l durante la creci~nte. Debiio al nrincini o de sUJerposi-
ción, una lluvi8 de la misma dur ación y el doble de intensidad dcrá 
origen a una curva cuy:!s ordenadas S0n el doble de las al"lteriores. 
EStélS curvas se denomina~ hidrógr~f~s, y en virtud del mismo princi-
'Oio es posible su~ernoner lDs 
obtener el efecto o resTJuest? 
hidró!7Tdes de diferentes lluvi ?s 'Dara o • 
a diches lluvias c0:!!binadas. Es con-
veniente, sin 
al sistema es 
embar~o, tener en cuen~a oue le linealidad ~tribuíde 
, 
una a'Droxim?cion al cO~Jortamiento real, y que en mu-
chos casos la a~roximación es insuficiente_ 
3.1.1 Los Modelos 
-La observacion del comportamiento de un sistema real puede 
, 
llevarnos 'a entender los aSTJectos esenciales del sistema, y aun a 
prever la res~ues~a del sistema a posibles estíoulos futuros. Pero 
con :frecuencia. la complejide.d del sistema no nos permite saC2.r I!la~TO-
, 
res conclusiones sobre la.s posibles respuestas a estl.IDulos futuros 
diferentes de los históricos. Tal sería el eas~ de sistenas alta-
mente no lineales. Por otra. parte, a veces se trata de diseñar un 
. 
sisternD., de manera que no podemos adelf'.ntar observac iones real es so-, 
bre un sistem.a que todn.v{z. no existe. Estas dos si tua.eiones reliev?..n 
la necesidad de los modelos. . 
Un modelo es una representación fisie? o matem~tica de ciertos 
as~ectos de la realidad. Con resnecto a sistemas, un modelo aspira 
a representar los elementos e inter-rel?ciones cons iderados iouort ?.J1 .... 
tes. Como una reuresentación no puede agotar 1.1-1'l2. reali<lad da.da, será 
neces2.rio esnecific nr cla :ramen te los Dropósi tos de) modelo, lo cual 
equivale a señalar aqu.cllo8 aS'1cctos de la realidad que uarticular-
mente nos interesan. El modelo deberá tratnr de "represent2.r" o 
"renroducir" en l ~ mejor m~neri.l posible dichos ~SpE'ctos. 
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3.1.2 • N~cesid~d de la Si~ul~~ion 
Muchas veces nuestro conocimiento de le re~li1ed es in8~f~­
ciente p?ra describir en formp mate~ética resolu~le urr siste~~ ~e~l, 
o bien los instrumentos natemáticos de oue disJone~os no nos De~i-
- -
ten resolver en for~3 cerrada ecuaciones que incluyen ~isconti~~iia­
des, no linealidades, incertidl~bres, etc. Otras veces, el cos~o de 
recolectax cierta inform8ción puede ser pro~ibitivo, existie~do e~ 
c~mbio 12 posibilidad de "generar" en fOr:lB ~atemática o sin-:é~ic2. 
informeción que puede ~lardar dete~in~da se~ejenz~ con la 2D~e~ior. 
, 
En casos como los conentados, la simulacion aparece cc~o una herra-
mienta a~~iliar de esnecial utilidad. 
• 
3.1.3 Etapas de la Simulaci6n 
La técnica de la simulación se caracteriza no!' 12.s siR1 .. üe~t=s 
~ -, 
etauas: 
a. Desarrollo de un modelo nara el sistema re?l. 3s una eta~a co~­
ceptual, dominada "Dor los :3suectos de representación ya ~encio::12.::'os . 
Aquí se deben señalar ~as expresio!les maten2ticas que re?reser;::-e:l 1as 
relaciones estructurales del sistema, los ~ar2~etros asocia~0~ con 
dichss expresiones, y los procedimientos co::rputaci ·::male~ que se e::n-
plear~~. A esta etapa se deberá llegar des~ués de un análisis rela-
tivemente urofundo del proble~:3 consider~do, y de un estudio ~i~~cio­
so de la información disponible~ 
b. Definición de los algoritmos de oueración. 
• se el procedimiento sistenatico J eventualnente e~resajo co~o ~ pro 
gr2ma de cOID'Outac1or, p2.ra 'P?S2T de estír.mlos a res-puestaz e: el ::locle] 
c. Calibración del T!1odelo. En esta et nn~ se c.efi:len los v::>..lQ!"os 
-
• perticul~res de 10G pare~etros del ,odelo, con el fin ~e pr _ ~e~e~ n 
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rplicar l a simulpci¿n e un sistema e~neclfico. 
d. 
, , 
Pre'J<'1racion de los estlrnulos. Hecli:'nte un estudio cuid.?doso 
de los objetivos de la simulación, se escogerá en esta etau~ la in-
formación que servir~ de entrada al modelo. Una {lustr~ción cons-
tdcua de eeta etapa se da en el numer~l 3.3. 
• 
e. Oper2,ción del modelo. Aquí se sOt;1ete a prueba, inicÍéünsnte, 
la validez de las et~pas a., b. y c. Se observará si los resultados 
obtenidos con el modelo muestr~n algln grado de coincidencia con res-
, 
~uestas historicas obtenidas en el sistema real. Pasada esta ~rueba, 
, 
con las refor~as o ajustes que fueren necesarios, se nesara a ouerar 
. 
el modelo con las entradas definidas en la etapa d. Convie~e comen-
tar que en clgunos sistemas reales existe algÚn grado de control so-
bre determinadas vari8bles, siendo uor tanto indis~ens~ble d~finir 
las ~autas (reglas de oneración) que comnlementarán las relaciones 
estructurales, con el fin de poder llevar a cabo la operación del 
modelo. Estas reglas Plleden incorporarse a la eta,?a b., a1L"1.que a 
veces la simulación tiene como uno de sus objetivos enco!1trar reglas 
de operación ó~tímas en algÚn sentido. 
f. Análisis de los resultados. Finalmente, las respuestas obteni-
, ~ 
da.s se someter~n a un riguroso escrutinio e interpretacion. 
ble que nos interese buscar la respuesta esuerada o promedia 
tema, lo mismo que la varia.bilid~cl de dicha respuesta. Aquí 
..,.,. . 
bS pos~-
del sis- I 
+ . • ' 
,,2m b]. en 
d f ~'.. ,., po rla estudiarse las consecuencias flsicas o econol!licas que enlJran~n 
. ' . , dich:]~ res-puestas, aunque esta cuestlon .podrla incluirse, en .su a8pe~ ·-
to 2lgor{t~ico, en la etapa b. 
El ejeoplo yo. rrtencion<'ldo del sistern8. de una cuenca -per:1i te ilu2-
tr2T estas En la et<,po 8. se , ~( . definirlpn los uroceSJS ~lSlC . : 
de la h9YB relacionarlos con 
jeto de nuestro inter~s) es 
lar: 2guas llU'rias, cuyo efecto final ( 0' .-
, 
el aumento del caudal base en el I'10: 
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, . ' tr?n~porte superfici al del ngup, infil tr2c ion, eVé'.:loraCl.on, tr~ms-
nirr--ción, etc. Cada proceso de éstos ve:1dría dado l)or una expre-
sión matem;tica (consecuencia de 1 2 geometría del terreno o ce una 
ley física, por ejeronlo), en tanto que principios CO!!lO el de la 
. ' , , 
conservaCl.on de masa y energlCl ayudarlan a definir relaciones es-
tructui2les entre los ~rocesos. 
En la etana b. se definirían los procedimientos numéricos para 
resolver las ecuaciones que pueda tener el modelo, tales co~o aqúe-
, 
110s relacionados con las ecuAciones de continuidad y conservacion 
de la cant ida.d de movimient o que gobiernan la propagación del agua 
en canales o en el rio, así como algoritmos que permiten distribuir 
el agua entre los diversos procesos. 
La etana c. incluirla la asignación de valores esuec{ficos a 
pará~etros tales como cauacidad de infiltración, coeficientes de 
. , eva~oraclon, pendientes de ciertos elementos, etc., de modo que el 
modelo pueda ser apIic ado a una cuenca particula.r. 
Las lluvias que se usar{an como entradas al modelo se determi-
na.rian en la eta~a d. Pera J.z"verifica.ción del modelo podríé...'1 usar-
se diferentes lluvias históric?s, algunas de ellas ojalá ~articu­
larmente críticas. Lue o nodrían us~rse lluvias generad?-s sintéti-
./ ca~ente (ver numeral 3.3) con el fin e ~o er vislumbrar e compor-
-=-- --- ~ 
tamiento de la cuenca ?nte futuras situaciones. 
Para explicar la etapa C., nensemos que no solo nos interesa 
el aumento del caudAl b~se del río, sino la Qistribución general del 
agua en el tiemno y el esuacio, dentro del río, consecuencia de los 
procesos hidrológicos ql10 tienen lug~r en la cuenca y las obras hi-
dráulicas uropuestas en un proyecto (no construIdas todavía). Ahor~ 
# 
se requeriría un modelo de mayor te~año, comvuesto de los procesos 
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;:mteriorcs y otros ~dicil)n;:¡le~ (el n1, .lcr ~l 3.5 trata con deteni-
miento esta cuesti6n). Por GU"U~~to, el n~evo mo~elo ten 4 ría q~e 
someterse t2~bién a las eta~?s anteriores; p~~Rda su verific ~ ci6n, 
lluvi~s históricas o sintéticas serían la e~trada al modelo del 
s iste:na, cuya operrc i 6n conduc iría a l~ g?ma buscada de resp'J estas 
(es decir, distribuciones de agua). Así podríamos ver 12 capaci::ad 
del sistem2 para at~n~er las diferentes deT.andas de agua a lo largo 
, " " del r10, o en terminos mas ~mplios, la viabilidad f1sica y econo~i-
ca del proyecto propuesto. Reglas de operación serí?n, por ejemplo, 
aquellas relacionadas con el m?~ejo de embalses • 
Para terminar, en la et?pa f. se entraría a exaninar la razo-
nabilidad. de los resultados obtenidos con la simulación, se suge-
rirían posibles c~~bios y la necesidad de nuevas simulaciones. Y, 
':')or supuesto , se s?.c?r ían conclusio!1.es sobre la bondp.d de 1 a al ter-
nativ~ (configur?ción) uro~uesta, en términos de su confiabilid2d. 
factibilid~d y rendimiento económico. 
3.1.4 Una advertencia final 
Una palabra final de ?.dvertencia sobre estas técnicas: nunca 
. . 
pretendamos juzgar la bondad de un modelo por su comporteniento en 
. 
relación con aspectos p8ra los cuales nlillca fue diseñado. Lo ante-
rior lleva consigo a que, por su parte, el diseñador del modelo sea 
absolutamente exnlícito sobre sus objetivos. 
Muchas personé"s suelen hocer gr~m énfasis sobre los asnectos 
positivos de los modelos que han diseñado, ~ero pasan liger~ente 
sobre sobre sus defectos y limi"tnciones. El orden de imnorta.'1cia 
en lo émterior es, '!)robablemente, ~l contrario. 
Y nI) oIvinar j~m?8 que el nodclo no es 1 ::>. realidad. Al gu.~é!S 
nerson8S lleepn 1H: t" t!:> con si krfl1', incon f' e lentrn\en te por ~;u1)uesto I 
que 01 el modelo no coincioc C0n l a r(' nlid"'(~ , e~tonccs l[) r"'alidp,d 
, 
est R e qui vocf).(18! 
• 
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3.2 GEHERACIOn DE AT.GU:lOS EVETl'OS f.L l~¡'.'EO~I03 
, , . 
Lf"l informpcion de entrp08 A t;.n sintc:n8 1) los p2ra"'1etros de 
1m modelo oueaen est?r 2fectarlos de inccTtidu~bre, dando origen 
, . 
a los modelos estocastlcos. Preci8~~ente, el numeral 3.3 se ocu-
, .. .'.' .. ' , ~8ra de ~ro~orclon2r lnfor~~clo~ hldrolaglca de caracter estocas-
tico. Como prep8reción a dicho nuneral, vaLos a co~sicerar el 
problema de generar n~meros el 2zar con deter~inad2s prouiedades 
estan.isticas. 
3.2.1 
, , 
Nurneros al azar "Orovenientes de una distribucion dad2. • 
• 
• 
Nuestra "Orimera cuestión ~erá generar números al azar prove-
nientes de una población cuya función de densidad de prob~bilidai 
. (o función de probabilidades de masa) es conocida, ya sea mediante 
una expresión 2nalitica o unR tabla. Para ello, nos valdremos Ce 
• 
la 118mad~ distribución uniforme, o sea aquella que expresa que 
cualquier número entre dos dados, a y b, es igualmente ~robable, 
tal como se indica en la Figura 3.3 . 
, 
f(x) f(x) 
¡{ 
I 
__ o I ¡-- - • 
J 
a b 
~--------~----------------- .~ 
x 1 x 
( l/(b - a) 
f(x)=-: l o 
f' i 8 ,_ X :... b 
-
O ' '" .~ "l - _ .. -- ... 
-
nprR cunlquier otro x otro x 
• 
• 
• 
• 
, 
1 
• 
, 
Observese q"e !:le~i?nt<J 'm c~mbio (le e j es 'r un cambio de e~-
cala es nosible ~es~r de la ~i 
, 
tri b'lC i0n un ifor""le entre c. y b, 
? la distribuci6._ miforme entrp O y l. 
uunto de p?rtic2. n::rp. nuestro trabajo. 
I ' Esta ~ltima sera el 
Snpong!'l~Os Q'1.e se trata ne 
, , 
una noblacion C
'
..lya distribucion 
sent2~oS las ~os distribuciones 
• 
• F~ 
G 
I 
, 
! 
; 
• 1(0,1) 
.--,,-/' 
, 
~~ I ,. 
,. 
generar numeros provenientes ~e 
es g (x). En la Figura 3.4 pre-
f y e, ?s{ cono las correspondientes 
, 
I 
\ 
f(x) 
• / 
G(x) 
/ 
l F(~) 
----_. --~---- _~t ¡ 
xl ·~----XL2-·------------~(~1-,LO~)----------·--~~=·~-·x 
Figura 3.4 
r 
funciones dr prob:'lbilidr>d ?cnnulp,r1a, F y G. HecoruRIDos que 
F (a) Prob. :x _ a -::: (x) dx 
L 
y ~~álog~cnte P8r? G (x). 
Es fácil ver que F (x) -:::. X para O :_- x ~ 1, Y F (:r.) -=- O "()é'.ra 
x < O, Y F (x) :~ 1 p~rp x > l. 
Vamos a ver que es ~osible p?sar de n~eros ~rovenientes de 
la" distribución f a números corres~ondientes a la distribución g. 
Si es ~osible generar un número de la ~rimera distribución, que de-
I 
notaremos por xl' busquemos entonces el numero x 2 obtenido mediante 
, 
Afirmamos q11e x2 -es u..'l0 de los numeros buscanos. Para cerciorarnos 
de ello, observemos lp- corres~onGencia que eAiste entre los incre-
mentos de la función de ~robabilidad acumulada-y los intervalos aso-
ciados de la variable 31eatoria: si sobre el eje de probabilidades 
acumuladas de finimos un punto d tal que d = F (Xl) =. G (x2), y un 
incremento ~ F = .6 G, los intervalos asociados, LJ Xl Y 6 x 2 ' ven-, 
dran dPodos -oor 
De manera que cuando Xl describa. 
bir L\x2 si queremos m~ntener la 
bilidad. Y ¿sto es nrecisamente 
-1 crito cunndo e stRblece x 2 :-:-: G 
cedimiento pora gener~r 
el intervalo Lxl , x 2 debe descri-
-igualdad de incrementos de proba-
lo que hace el algoritmo 8ntes des-
(xl). Rest2_ 'Por encontrar un 'O~'o-
• 
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, # Numeras al azar "Drovenientes de una distribucion uniforme. 
_ ... ... 
- -. 
~.- ... -... 
- .. -. 
La distribución uniforoe entre cero y uno nos indicaba que 
, 
todo n~ero entre los mencionados era igualmente nrobable. Pero 
, 
en la -pr2ctica es imnosible definir un -proceso que respete dicha 
~ropiedad, nues bien s~bemos que los nÚmeros reales entre cero y 
uno constituyen un conjunto continuo (nor ende, infinito). Ten-
dremos que contentarnos con una discretización, tanto más fina 
cuanto más posiciones decimales consideremos. Con cuatro cifras 
-
decimales, "Dar ejemulo, la función de distribución uniforme se 
verá aproxim8da ~or una ~unción de urobabilidades de masa, cuyas 
• 
barras de probabilidad son todas iguales a 1 / 10000. Si utiliza-
mos un computador, la finura de las discretización dependerá de la 
capacidad de registro de la máquina. 
Si detenemos las personas que se acerquen a determinado cr.uce 
y anotamos los cuatro últimos dígitos de sus cédulas de ciudadanías 
dispondremos de una tabla de nPmeros al azar entre O; 0009 y_~o. 9999. 
Utilizando computadores, el proceso suele estar basado en algunas 
prouiedades de las congruencias aritméticas. En una máquina binaria 
de k posiciones para el registro numérico (lo que quiere decir que 
el mayor número que puede registrarse es 2k - 1), la sucesión de nú-
, 
meros al azar vendra dada por 
( ,k -xn -+-l - b xn modulo 2 ) 
o sea que dados a y b, la expresión de recurrencia nos dice que cada 
número es congruente con el anterior multi~~icado -por b, módulo 2k 
(por tanto, x 1 y b x dejan el mismo residuo al ser divididos uor 
_k nI- n _ 
z-). Obsérvese que cuando el' producto b x
n 
excede la capacidad de 
, 
la maquina, lo que queda regis trado es "Drecisamente el residuo 
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resul tante de dividir b x por 2k , salvo que 1::1 información que 
_ n 
, 
"fluye" del ?cumulador altere el signo mas del nU!llero, en cuyo 
, k 
caso sera necesario sumar (2 - 1) ~ 1 al acumulador nara obtener 
el residuo en cuestión. 
Los valores de a y b se escogen de manera que la serie resul-
tante goce de ace~tables propiedades de aleatoriedad. En parti-
cular, se busca que el ciclo de la serie sea razonablemente largo. 
No debe olvidarse que la sucesión tarde que temprano empez~rá a 
repetirse, y que un mismo valor de a conduce a la misma sucesión, 
si b es mantenido igual; ello se debe a que el com~utador es una 
máquina finita y determin{stica! Usualmente, b viene definido por 
los fabricantes de la máquina, y a, el n&nero que "ceba" la subru-
tina, es indicado ~or el usuario en cada a~licación (conviene que 
sea un número natural impar, con un cierto número de dígitos). 
Normalización y est~~darización de una sucesión. 
-
Obtenida una sucesión de números al azar X., provenientes de 
una distribución cualquiera con media kL y var~anza cr 2, es posi-/ x x 
ble conseguir una sucesión derivada, con media cero y varianza lmi-
taria, mediante 
Rec{urocamente, dada una sucesión normalizada y estandarizada (lo 
que quiere decir que Droviene de una población con media cero y va-
rianza unitaria), es 'Josible nasar a otra sucesión con media y Vq-
rian~éJ arbitrari8F: oe"liante la transforI:lflción inversa. Transforma-
ciones de este tipo (lineales) , no alteran el carncter 
• 
solo un c?Dbio de ejes , bucian, pues e112s constituyen 
escalD.. 
• 
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3.2.2 Números al azar provenientes de una distribución normal 
Esta distribución ocupa un sitio preferencial en el caopo de la 
probabilida.d y estadística, y nosotros haremos amplio uso de ella. 
Les propiededes de numerosos fenómenos pueden ser expresadas en forma 
, , 
aproximada por la distribucion normal, en esuecial cuando el fenome-
no considerado es el resultado de un n~ero grande de efectos indivi-
duales. Ello está basado en el célebre teorema del límite central, 
el cual señala que la suma de variables aleatorias tiende a distri-
buírse normalmente cuando el número de variables llega a ser grande, 
si se cum~le alguna de las siguientes condiciones: a. Las variables 
consideradas son independientes · e idénticamente distribuídas; b. Las 
variables son indeuendientes pero no idénticamente distribuídas, pero 
ninguna de ellas tiene un efecto importante en la suma·; y c. Las va-
riables no son independientes, . pero su distribución conjunta es tal 
que es nula la correlación entre cualquier 
d~ ellas. 
, 
variable y todas las demas 
, 
excepto un numero limitado 
En virtud del teorema mencionado, la suma de n variables inde-
nendientes, cada una. distribuí da uniformemente entre cero y uno, 
tiende a ser normal cuando n es grande. En los computadores se hace 
, 
uso de esta pro'Oiedad para generar ntÍI!leros provenientes de una dis-
tribución normal con media y varianza~adas. Para simpli~icar los 
cálculos se toma n = 12. Recuérdese que ú 2 = 1/12 para la distri-
x 
bución uniforme entre cero y uno, de manera que la distribución de 
la suma mencionada tendrá vRrianza unitaria. Por otra parte, la 
media de ella será 6. 
no 
la 
• 
3.2.3 Generación de números correlacionados 
, 
Hasta este nunto. hemos considerado que los numeros gcnerados 
cxhiben ninguna correlación serial, lo que equivale a decir que 
covarianza (y el coeficiente de correl ación) entre cada número 
• 
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y el anterior es igual a cero. Esto e3 
, 
Pero es bien posible que nos interese disponder de numeros al azar 
provenientes de una cierta distribución, y con un coeficiente Ge co-
rrelación serial, p, d?.do (1 ~ .p.).. -1). Para ello, proponemos el 
llamado uroceso autorregresivo de uriner orden, dado por 
x . - i[ == a (x. - ({) + b v. 
1. / x 1-1 / x 1. 
en donde Vi es una componente aleato~ia, de la cual solo se 1ice por 
ahora que tiene media cero y varianz~ unitaria, y a y b son dos coe-
~icientes (parámetros) que deben determinarse. Tomand~ valores esne-
re.dos vemos que 
0= O + O 
lo cual nos indica que el proceso ~reserva la relación entre las 
medias. Si ahora multi~licamos ambos miembros de la ecuación 
ginal por (x i _l -~X) y luego tomanos valores esperados, 
• or1-
. . 
Si las 'varialbes vi y x i _l se suuonen independientes (lo que imulica 
E Iv. (x. 1 - /1. )l = O), 
L 1 1- :' X 'J 
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Finalmente, elev2ndo al cuadrado embos términos de la ecua-
ción original, y to~ando valores esperados, se llega a (téngase en 
2 - 2 2 
cuenta que E [ (x i _ l - / .léx) J = E l (Xi -/l(x) J = ex ' para todo i) 
b = Ó (1 -.p 2) 1/2 
x . 
. con lo cual yroceso vendrá dado por la ecuación 
• 
En esta forma, la ~ucesión tendrá media fi , varianza 6 x2 x ~ 
y coeficiente de correlación serialjÚ. Obsérvese, sin embargo, 
que los estadísticos correspondientes a una sucesión finita no 
coincidirán con aquellos valores; tenderán a ellos cuando el nú-
mero de términos en la sucesión aumente, como lo indica la técnica 
dé los valores esperados. 
Distribución de los x. 1 
• 
, , 
Cabe ureguntarse como se distribuyen los nQmeros 
por medio del procedimiento anterior. La respuesta es 
• 
generados 
\ 
que ello 
deuenderá, en última instancia, de la distribución de los Vi' co~o 
' t puede verse al aulicar repetidamente la expresión original de re-
currencia. En efecto, 
a [a (xi _ 2 -){ ) + b v. 11 -1- b Vi ./ x 1-
• • • 
x. _/Ü = an (x. -/() + an- l b v· 1 -1- ••• + 1 X 1-ll X 1-n+ 
a b v. 1 -1- b v·. 1- ~ 
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Cuando n crece sin límite, saben:os que an (= p n) tiende a cero. 
De modo que 
a j v 
. j 1-
. 
J=O 
Entonces ahora tenemos que decir más sobre los vi" La inde-
pendencia supuesta entre x i _l y vi exige que los vi sean indeuen-
dientes (Por qué?). Pero todavía nos queda la opción de señalar la 
distribución de los vi' y así entonces entrar a estudiar cóoo se 
distribuye la suma infinita que nos da x. - ~(. Algunas distribu-
1 / X 
' ''1 ciones, como la normal, son regenerativas, lo cual quiere decir que 
la suma de variables aleatorias normales es normal, pero estas dis-
tribuciones son muy pocas. Conviene advertir que la suma antes vis-
ta, con cualesquiera distribucionés, no es en general normal cooo 
pOdría creerse al tratar de aplicar el teorema del límite central; 
éste no puede aplicarse porque los coeficientes b a j definen una 
progresión geométrica decreciente, cuyo lí~ite es cero. 
Como por diversas razones puede ser deseable que Xi se distri-
buya normalmente, es frecuente entonces suponer que los vi provienen. 
de una distribu.ción normal (con nedia cero y varianza unitaria) " 
Aunque se llama la atención sobre el hecho que sea cualquiera la 
distri"oución de los vi' las propiedades de media, varianza y coei"i-
ciente de correla.ción serial (llp-II1adas nro"?iedades de "Orimero y S9-
g~do orden) de la sucesión generada se mantienen. Ello se debe a 
oue la técnica de los valores esnerados conduce a resultados indenen-
-
dientes de los tinos de distribución considerados. 
• 
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3.3 HIDROLOGIA BSTOCASTICA 
, 
El creciente numero de aplicaciones en el 
, 
area de los recursos 
hidráulicos ha exigido un estudio nás detenido de los ~enómenos hi-
drológicos, dando origen durante la última década a una nueva dis-
ciplina conocida con el nombre de hidrología estocástica. Se ha 
tratado de contemular las variaciones estocásticas que prese~tan 
, 
dichos ~enomenos, uara que luego sea posible estimar .la influencia 
, . ' que estas variaciones tienen sobre las consecuencia ~~Slcas y econo-
micas de diversos uroyectos hidráulicos. 
La nu~va metodología considera que los eventos hidrológicos 
. , 
ocurridos en el pasado, y los que tendran lugar en el futuro, son 
funciones muestrales de procesos es~oc~sticos muy complejos. Un 
uroceso estocástico es una función aleatori a de un p1?rámetro (usual-
mente el tiempo). Sea por ejemplo x (.) dicha í'unción; entonces, 
para cualq~ier valor que nueda ado~t8r el pará~etro, digamos t ~ ta t 
la ~unción x (t) define una variable aleatoria x (t
a
). A manera de 
ilustración, considerémos el uroceso resultante de observar las tem-
peraturas en el aeropuerto de Hedellín entre las 6 de :_ la mañana y 
las 12 del día. Tendremos que t = 7:30, por ejemplo, define la va-
riable aleatoria x (7:30), que corresryonde a la temperatura en ~icho 
sitio a las 7 y 30 de la mañana. La observación y registro continuo 
• 
de las tenperatur2.s entre las 6 y las 12 de un día cualquiera cO!1sti-
tuye una ~Qnción muestral del proceso. Y el conjunto de todas las 
observaciones posibles define el esuacio de las funciones muestrc~es. 
En la. Figura 3.5 de lB. nágina siguiente se h!?n di buj ado algunas de 
estas ~unciones. 
Una si tuacíón d íferE"nte Sp nresanta si consideramos los cmd.a-
les nromerHo-:-: ~nu (;.18s en un cierto "0U!1to de determina.do río, y !Jira-
mos x (t) como el cé'udal en el pño t, siendo t ahorn un par~etro 
discreto. Supongamos que t = 1940, 1941, •.• , 1972, 1973, .••• 
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Temuerstura 
• 
-- . 
6 7:30 10 
Tiempo 
Figura 3.5 
• 
Entre 1940 Y 1972 sólo disponemos de una función muestral, la co-
rrespondiente al registro histórico. El conjunto muestral existe 
únicamente como una abstracción de uso conceptual: está COffiyUesto 
por aquellas funciones muestrales que "pudieron haber ocurrido"-. 
Mirando hacia el futuro desde 1972, podemos imaginar todas las po-
sibles (infinitas) funciones muestrales que pOdrán ocurrir, _ tal 
como se indica en la Figura 3.6 (allí hemos dibujado las funciones 
Caudales 
Anuales 
1940 
• 
• 
/ 
I 
I 
I 
I 
1972 
Fi gur ?- 3.6 
~-
Tienpo 
. 
, 
, 
I 
• 
·L 
, 
muestrales con trazo continuo, 2unque recordamos que t es discreto) • 
• , . Series cronolog1cas. 
• 
Por definición, una sucesión ordenada de observaciones en el 
tiemuo es denominada una serie cronológica. De acuerdo con lo an-
terior, entonces, una función muestral (que es, en efecto, una rea-
lización del proceso) nuede mirarse como una serie cronológica. 
-
Nuestro interés se va a centrar en los modelos que proporcionen 
alguna idea sobre las "nosibles" funciones muestrales, o mejor, so-
• 
bre las variaciones muestrales. Como veremos, dichos ~odelos ~ermi-
ten generar series crono~ógicas, con frecuencia llamadas sintéticas, 
que son estad!sticamente indistinguibles de las series históric~s en 
términos de ciertos estadísticos considera~os relevantes. Es impor~ 
tante destacar que los modelos que discutiremos son meramente des-
criptivos, en el sentido estadístico; no son modelos causales, que 
. 
pretendan explicar el carácter físico de los fenómenos hidrológicos • 
• 
Para 
damentales 
templar • 
• 
seguir adelante, tenemos que presentar dos h~pótesis fun-
que gobiernan el diseño de los modelos que vamos a con-
Hipótesis de estacionaridad y ergodicidad 
• 
Se dice que un uroceso es estacionario si sus propied~des esta-
dísticas no cambian en el tiempo. As! por ej emplos nar<:lce acentablc 
la suposición de que el uroceso que da ori gen a la serie de caud:ües 
anuales en un río es est~cionario, si pensamos en el c8rácter perió--
dico anu~l de diversos cventos astronóoicos que tienen influencia 
sobre ciertos procesos hidrológicos. Se dirá, si tal es el caso, que 
la media, la va.rianza, etc. de la serie "Oermanecen inyariabl"'s 8. lo 
largo del tiempo. 
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. ' La h1potesis anterior no es aplicable p~ uroceso de las ten-
, 
peraturas, citado ~~tes, ~ues es razonable pensar que la media de 
la variable aleator ia x (t ) aU!!lente con t • 
a a 
La segunda hinó.tesis, más fuerte que la primera y que en rea-
lidad la imnlica, tiene que ver con la llamada ergodicidad del 
~roceso. Si se acepta esta hipótesis, los estadísticos de un de-
o 
terminado proceso pueden estimarse promediando a lo largo de una 
:función muestral (la serie histórica, única disponible en el caso 
de los procesos hidrológicos), evitándose la necesidad de estimar, 
para un valor es~ec{:fico t ~ta' efectuando el promedio sobre el 
conj~~to de funciones muestrales. Volviendo al ejemplo de los cau-
dales mensu~ües, la hipótesis de ergodicidad nos permi tiria afirmar 
• 
que la media de x (1975), igual a la media de x (t
a
) uara todo ta 
en virtud de la estacionaridad del proceso, puede estimarse hacien-
do el promedio aritmético de los caudales observados entre 1940 y 
1972. 
3.3.1 Algunos modelos anteriores 
En 1954, Barnes utilizó una tabla de números al azar para ob-
tener una larga serie de caudales anuales que se asemejaba al regis-
tro histórico en tér:ninos de la media y la varianza, suponiendo una 
distribución normal de los caudales. 
• 
, 
Thomas y Fiering, en 1962, contemplaron adenas de la media y la 
varianza el coeficiente de correlación serial, po~ considerar que 
, 
los registros historicos indicaban la import~~c ia de preservar este 
últino estadístico (consecuencia del fenómeno de uersistencia oeser 
vablo en los procesos hidrológicos). El modelo prepuesto por estos 
autores fue ya cstudi2do en la página 104 y siguientes , y es de la 
for:n2. 
• 
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x = /~ i+-l " x 
En la nráctica se disnondrá de estioados histó~icos de 
, 
la varianza y el coeficiente 
modelo vendría dE.do ~or 
de correlE.cion seTial, de 
(1 
y suponiendo variables normalizadas, 
v. 1 l.+ 
lE. media, 
modo que el 
v. 1 l.+-
Una primera serie sintética ~uede obtenerse s~Doniendo un 
valor inicial Xo (por ejemplo, el último valor ~e la serie histó-
rica, o la mediE. de la serie histórica, o un n~ero al aZ8.r pro-
veniente de u~a distribución (normal, lognorocl! etc.) con nedia 
.l't
x 
y varianza ex 2); generando un número é'l a~2-r proveniente de 
, 
una distribucion, usualmente sunuesta normal, co~ ~edia cero y va-
ri?~za unitaria, el cual será el valor de VI (coJ?onente aleDtoria 
asociada con Xl); y efectuando los cálculos se~~~ios Dor la ecua-
ción del modelo TIara obtener Xl- Luego el pro~eso se repite, gene-
rando un nuevo número al azar, el cual será 7 2 , y aDlic~~do nueva-
mente la ecuación (ahorE. i = 1) con Xl como bEs e -p2ra calcular x 2 • 
y así sucf.:dvamente. UnE. nueva serie sintética "Duede obtenerse 
generando otra sucesión de números 21 8zar v., 7 pertiendo del l. 
. ' ml.smo numero Xo o de otro diferente. 
La técnica de lo~ valores esoera~os (cmp'~?~~ para definir los 
narametros del modelo) nos dice que los estpdí~-::icos,t~, J--'x y CJ ~ X ~ .. 
son prescrvnoos C0'10 valores es""erarlos. O sc[.. :;".:.e les est8d{sticos 
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de una serie sintética como las ya definidas tienden a los corres-
pondientes /1..Lxt el x' y? cuando el mimero de términos de la serie 
, 
tiende a infinito. Por eso se dice que las series sinteticas so~ 
estadística~ente indistinguibles de la serie histórica en términos 
, 
de la media, la varianza y el coeficiente de correlacion serial. Y 
se esuera que las series sintétiGas uro")orcionen alguna 
las variaciones muestrales del proceso, lo que equivale 
se espera que 18s series sintéticas gu~rden algún grado 
idea sob!"e 
a decir oue 
-
, 
de ·coinci-
• dencia con las series reales que nodran ccurrir en el fut~ro. 
La necesidad de nreservar ~roniedades de correlación esnacial 
entre ~rocesos hidrológicos que tienen lugar en sitios vecinos, ~io 
origen a modelos que generan varias series sintéticas a la vez, cada 
una correspondiente a uno de los sitios considerados. En 1967, 
Matalas propuso el siguiente modelo, en realidad una extensión 
modelo de Thomas y Fie~ing al caso de series múltiples: 
Q~o, 
--
en donde Xi es un vector en columna de variables aleatorias, cad~ 
una de las cuales corres"!Jonde, por ej eTIplo" al c8.udal en el año i 
en uno de ID sitios diferentes y vecinos en un .río; Vi +- l es un vec-
tor de ro com"?on~ntes aleatorias, independientes entre sí e indep:n-
dientes de las variables de Xi' c:'.'1da una de las cuales tiene media 
cero y vari8nza uni te.ria y supuesta (con frecuencia) normal!:1ente 
distribuída; y A Y l3 son matrices cuadradas de parámetros, cuyo 
orden resuectivo es m, y que deben ser deter~inadas. 
Como el modelo de Hatal2.s, lo mismo que el eJe Tho!Il.as y FierÍ!lg, 
es un caso particular d(' un modelo más general que se introducir~ 
, ,,*'
mas adel~nte, dejaremos paré'l cesDues la deternlin8.cion de los pa:-a-
metros matricir.les A y B, así como el estudio de sus pro'Oieiades 
prin(:ipalcs. 
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3.3.2 El mcdelo beneral 
Los modelos antes estudiados son cason p2rticulares del modelo 
all 
a2l 
• • • 
anl 
o bien, 
o tembién, 
8 12 • • • alml 
a22 • •• a 2m 
2.n2 • •• a nm 
y :::: A X -t- B V 
-y. - \ a. , 
1 L_ 1 x· J 
xl 
x 2 + 
I 
I 
xm 
J .:;. I 
• • • 
v. 
J 
b12 ••• bln 
b 22 ••• b 2n 
• 
i= 1, 2 f ••• , n 
y y X son vectores en columna de veriables aleatorias, cuyo sentido 
deberá definirse en ceda aplicación del modelo; A, de orden n x ms 
y B, de orden n x n, son matrices de parámetros que deben determinar-
se; y V un vector de componentes aleatorias, independientes entre 
sí e independientes de las x j ' cada una con media cero y varianza 
unitaria (usualment~ se sunone que v j se' distribuye norJ'lalmente para 
todo j). Como en algunos casos anteriores, se ha suuuesto ~ue las' 
Yi Y las x j tienen me~ia cero, lo que no constittwe pérdida de gene-
ralidad. 
Con un modelo como el que nos ocupa, se trata de representar 
el co~~ort8miento de Y dado X, o en otras palabras, de proporcionar 
valores acentables de Y cuando X es conoci do. Vemos que Y de~ende 
de una. cOffi"Oonente deter:nin ísti~R . (A X), Y de una componente al eato-
ria (B V), la cu.al intenta contemnl?r las \rariaciones estoc2.sticas 
de Y no deseri tas por X.. Observruloo que y. es la su~a de tilla com-
1. 
binación linea.l eJe 11's X. y una combinación lineal dc l'::!'s v J" tam-, J2 -·· bien nodemos decir que b. , v, nos da :' ao desviaciones n1e~torias 
-:- 1.J J 
que Y1. experiClentR co~ respec to al comport~:1icnto lineal (y. = :; ::1. ,x.) 1. - - 1. J J ~ 
J 
, 
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Es natural que el modelo en cuestión no permita representar 
todas las ~rouiedades de que goza el comport amiento real de Y con-
dicionado al valor X, ~ues Dor una uarte existen limitaciones es-
tructurales inherentes al modelo (el modelo es lineal), y po~ la 
, 
otra, la forma corno se determine las matrices A y B señalara ?l-
gunas de las ~ropiedades que ~reservará el modelo. Para noder con-
tinuar, es necesario introducir las siguientes definiciones y pro-
piedades. 
Matrices de variables aleatorias 
Consideremos una matriz cuyos elementos son variables aleatorias 
xII x12 . ". xlq 
X - x21 x22 .. " x2q 
-
• • • 
xpl xp2' " .. xpql 
.J 
Por definición, el valor esperado de X es 
-E 0111 E [x12J · .. E flq] 
E[X] E 1~21] E [x22l· .. E [x2q 1 
• • • 
E rX~ll 
- -
E [xp2] .:. E fpq] 
Puede verse que E es un operador lineal, esto es, si X y Y 
son me,trices oe variables cleatorias, A, B Y e matrices de CO!1S-
, 
tantes, y los productos AX y YB est~~ bien definidos, lo mis~o 
que 18 suma A.,'X _1.. YB + e, se tiene que 
E [A X +- Y B '1- e 1 -== A :E [ x] -¡- E [y] B f- e 
\ 
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Ahora, sUDOn~éhl\08 que X y Y son vectores en column~ 
- , 
xl 
x= 
x2 y 
• 
Denotando por DX y Dy los vectores de las medias, E~J y E [y] res-
~ectivamente, uodemos concluir que 
[<x - nx)(y -
-
• 
es simplemente la matriz de covarianza entre los vectores X y Y. 
El elemento generel (i, j) de esta matriz es la covarianza entre 
las variables xi e Yj, 
j) == E ~ x . -j!.{, )( y. - /1.. )J' 
. 1 X. J / y. 
1 J 
i = 1, 2, ••• , m 
j =1,2, ••. , n 
Si Y == X, SXX es 12 matri7 ne covarian7.a (simétrica) de X consigo 
mismo_ Los elementos de la diaeonal princip21 de esta matriz son 
las varianzas de los xi- Si suponemos que lns v~riables xi son 
indenendientes entre si y tienen varianza unitaria, puede escri-
birse que (inrlepen·dientemente de los ti uos de distribución de las 
x· ) 1 
en donde 1 es la matriz idcntidQd de orden ~. 
• 
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Dctermin~cion de los par~metros A y B 
El modelo gener~l ya presentado, Y = AX +- BV, 
determinación de los nará'TIetros matriciales A y B. 
requiere la 
Para ello e!D.-
plearemos la técnic8 de los valores esnerados, que entre otras 
ventajas tiene la de conducirnos a resultados ind~~endientes de los 
tinos de distribución asociados con las v3riables consideradas. 
. . ' TO~2~do directa~ente valores esnerados en la ecuaC10n, 
E [YJ==E[AX+BV] ==AEfXl+BE [V] 
- -
De manera que si las varip.bles originales se 
(por substracción de las respectivas medias) 
E [ V] := O, puede verse que 
normalizan ~reviamente 
-
• y S1 se supone que 
E [y] = () i- O =. O 
, 
lo cual indica que el modelo preSerV2.r2. la media de Y • 
• 
• 
• Ambos miembros de la ecuación original pueden ser posmulti-
. ~ 
~licados por XÁ para obtener 
• 
• 
y tomDndo vnlores esneraoos, 
puesto que In innependenc i? entre V y X gRr~ntiza que 
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Result~ pue~ que 
s S-l A =. YX XX 
siemure que Sxx sea no singular. 
Para determ inar , . ' la matriz B, posmultinliquemos l~ ecuaCl0n 
. . 1 yT orlglna por 
. 
y yT = (A X + B V)( A X + B V) T 
=-(A X+B.V)(XT AT+VT BT) 
• 
Tomando ahora va.lores esner~dos, y teniendo en cuenta que E [X VT] 
y E~ XT¡ son matrices nules por la indeuendencia supaesta entre 
X y V, Y que E IY vTJ = 1 Y A == SYXs}.:xl., se llega a 
, 
o bien 
, 
. T 
Syx 
T Esta es una ecuaci6n matricial en B (BB = C, siendo C dada), cuya 
solución uuede encontrarse utiliz8ndo elgunos conceutos del algebra 
matricial. Como C debe ser el uroducto de una m~triz 'Dor su trans-
. 
uuesta, entonces C nebe ser si~étrica y definida nositiva~ente (o 
senié!cfinida nosi tivamr:n te, ~l menos), 10 cual nos imuone de entra-
, 
da u.Yla COr1c'licion sobre C. 
• 
Acentada de ~Ultemano ci eh::l cond ic ión sobre C, E!"'Oli quemos la 
112mada.t~enicD ~e los eomponcnteR nrinci~pleG UP1'n a-te rminar a B. 
Pero [Ultcs, es neceo' rio C>l11.mciar algtUl::n 11r picd .... des de l as matriee~ 
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semidefinídas positivp.~ente, CODO C. Est?s propied8~es nueden 
encontrarse demostradas en los capítulos 9, 10 Y 11 de la refe-
rencia sobre álgebra 1inea.l dad:,:¡ 8.1 fin de este canítulo. 
a. Todos los Butovalores de C son no negativos. Si e tiene orden 
n y rango Sr entonces s autovalores son nosí tivos y los resta.71tes 
· n-s son nulos. 
b. Debido a que C es una matriz real y simétrica, C tiene n auto-
vectores linealmente indeuendientes. Denotando por PIs P 2 , ••• , Fn 
estosautovectores (dispuestos CO!!lO vectores en cOlumna), una vez 
que hayan sido normaliza.dos, se tiene que la matriz 
es una matriz .ortogonal, esto es, 
ya que 
si i:f- j 
si i = j 
Lo anterior nos dice oue la inversa de P es su tr~nsnuesta. 
-
c. Si TI' r 2 , e •• , r n son los autovalores de C, usualmente dis~ues­
tos en orden decreci ente de r.lagni tud ~.'mque pueden no ser todos dis-· 
tintos, y PI' P2' oo., Pn los corresDondientes autovectores, se sabe 
qV.e 
CP.=p. r. 
111 y e P .::: P R 
en donde R es una me.triz c1i8gon<l1 cuyos ele~Jentos son 108 ml.tov~­
lores Ti' 
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. ' T2~b1en se puede ver que 
Ahora, para resolver nuestra ecu~ción BBT ~ e, basta definir 
1/2 " en donde R es una matriz diagonal cuyos eleoentos son las ra1-
ces cuadradas de los autovalores. En efecto, 
P R pT = e 
Si Bl es cuplquier matriz ortogonal de orden n (o sea que 
:81 El T == 1), entonces l3 Bl es ta'11bién solución de la ecuación, "Oues 
lo cual demuestra que la ecuación ~o tiene solución única. 
, 
Otro procedimiento, mas e~)edito computacionalmente, 
solver la ecuación viene definido cU2.ndo se SUDone que la 
es una mp.t:fiz triangular inferior o suuerior • 
Estimación de las matrices A y B 
. 
nara re-
• 
matriz B 
En la nráctica, las matrices de covari2llz~ S.xx' SYX y ~yy no 
, 
son conocid8.s, pero: se, puede r ecurrir a los registros historicos 
de X y Y nara hel1 8r estimados de cichcs matrices. As{ se tendrá 
que 
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A = S 
. TI 
...... 
La urimera de estas ecuaciones exige que Sxx sea no singular. 
Puede demostrarse que si el registro histórico de X contine r pun-
tos, se requiere r > m (record2nos que X consta de m variables alea-
torias) para que aquello se c~?la. O sea, que debe disponerse de 
al menos ro + 1 observaciones. 
...... "... --1 ""'T 
. La segunda ecuación exige, como ya vimos, que Syy - Syx Sxx Srx 
sea se~idefinida positivamente. En la referencia dada al final de 
este capitulo, correspondiente a Valencia y Schaake, se de~uestra que 
si los registros históricos de X y Y se extienden sobre un mismo in-
tervalo en el tiempo, el e?timador mfnimo-cuadrático (el usual) de 
las covarianzas nos "da' que dicha matriz sea semidefinida posi tiva-
mente. Si dicha condición no se cumnle en una 8."t)licación prácticé?, 
hay dos nosibles ca~inos: llenar los vacíos del registro por medio 
de algÚn nrocedimiento de regresión (el modelo general que hemos ve-
nido discutiendo también puede emplearse en este sentidO), de mane-
ra que 'Oued8. disponerse de un intervalo común; o recurrir a ciertos 
métodos iterativos que garantiza.'1, mediante estimadores esuecia.les, 
que la condición en cuestión se va a respetar. 
Otros dos enfoques al modelo general 
Ta hemos visto que la técnica de los valores esperados nos 
indica que el modelo Y == AX + BV "IJreserva todas las propiedades de 
primeros y segundos ~omentos (~edias, varianzas y covarianzas), in-
dependientemente de las distribuciones atribufbles a las Xi y a las 
y.~ En efecto, al escoger A -= SyXSx:X1 respeta:nos la estructura de 
J , 
correlacion e~ternn de Y y X, d8da ~or S~{; y al escoger B tal que 
RBT = Syy - SYXS XXlSy~ rC8pe t2::JOS la estr~lctura interna ele correlé'_-
ción (1 (: Y, ?c'"a nor Syy. P ar[l entender c2.bn.lmente lo vnterior, 
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t6ngase bien presente que el modelo treta de repre3entar el co~­
uortamiento de Y condicionado ~l v~lor de X. 
La teor{a de l~s distribucio~9s ~ultiv&riadas (ver referenci~ 
al resuecto) est~b19ce que si la ~jstribució~ conju~ta de X y Y es 
mul tinormal, el nodelo que hemos v9nido estuci8ndo constituye lma 
reuresent~ción exacta del comport8.:Jiento de Y dado X. Si y Y X no 
se distribuyen multinormalmente, el modelo proporciona una anroxi-
, , 
macion a dicho comuort~iento, t~~to ~ejor cuanto mas se acerque la 
distribución de X "y y a la mul tinorillal. Aqu{ conviene decir que la 
suposición o a~roxim8ción de co~portamiento nultinormal o gaussiano 
es, en términos probabilísticos, equivalente a la suposición de li-
nealidad en la mecánica. Lo visto antes, nos explica por qué en 
algunas aplic~ciones prácticas se busca a veces transfornaciones 
(logarítmicas, potenciales, etc.) ne las variables X y Y de ~~era 
que se obtengan nuevas variables cuya distribución conjunta esté 
, 
mas cerca de la multinormal. 
Un último enfoque está. relacionado con el análisis de regresiónc 
Recordemos que el modelo general es 
/1? r? />7 
\ .--~ )-b .. Laij • y. - la .. x. v. - x. -t- wi -~ ._ 1J J . 1J J J 
. . 
. J~/ J=¡ J =-/ 
• 1, 2, 1= . . . , n 
Podemos ver que 'cada una de estas ecuaciones es el resultado de 
• practicar una reeresión múltiple de y. sobre las x. (los coe:ficien-l. J 
t . 1 ~ ~ ,&'. 1 h' 1 es a ij , con J = _, e, ••• , ro, ce~lnen e l.perp ano que corresuon-
de Fl.1 ajuste m{ni¡T)~ cU8.drá.tico), p'J.es.L.o que la teoría de la regre-
, # 
sion mul tivari2(~a est8b1cce que 1,:. !! ?-.t;-iz de r e::-rccion, A, es igl;:U 
a!yx SxX1 (nucstr?. vi oj a conocica). Si el tér'Tlino p_leatorio, i-T i :.::. 
> b .. v., se escoge 8010 1) 2 !'FI Tlre3CrVpr 18 vari~nza de Yl.·' cU'llquicr L lJ J 
j 
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eventual correlccion interna de los y. puede perderse. 
, 1 
Como nara 
• 
nosotros dicha correlaci6n puede ser crucial, escogemos los wi de 
manera tal que preserven la matriz de covarianza Syy. No otra 
cosa se hace cuando definimos 
• 
- S S S -le T 
- yy - YX XX uYX S (BV)( BV) 
. , Si en la ecuaClcn del modelo general hacemos X = Xi Y Y =XiTl , 
obtenemos el modelo de , , Matalas presentado en la uaglna 112, 
-
en donde ahora ta..71to A como B son matrice8 ' cuadradas. Por 10 tanto, 
, , 
las proiJieda,des ya vistas al estudiar el modelo general son anlica-
, 
bles a este, ti~o de modelo; en particular, la preservacio? de ~ro-
piedades de _primeros y segundos momentos nos permite afirmar que las 
series sintéticas obtenidas con el modelo de Hatalas se asemejarán 
alas hist6ricas en términos de: la media de cualquier x., la variac"1-
J 
za de cuaiquier x j ' y el coeficiente de correlación espacial entre 
cu~quier x j y cualquier xk para un mismo período (recuérdese que 
Syy es preserv2.da) o ner{o?_os consecutivos (SyX es preservada). Una 
observaci6n cuidadosa nos llevará a concluir que los coe'ficientes 
de correlación serial de los -x j también se ~reservarán, pues ellos 
corresponden a las covarianzas de la diagonal principal de la matriz 
de covarianza Sx X = Syx. 
irl' i 
El modelo de i·!atc~as caracteriza una clase !Iluy i¡nport ante de 
!'!lodelos, en los cuales el futuro eX. 1) d'?uende del -presente (X).,) 1 -l' ' , 
y de una cO~!1ponente aleatoria (BV. 1) f no interesando Dar cual cami-1+ -
no se llegó al est?do nresente ( es decir, no in~orta el pnsado). 
Esta cnracteri st ica define los modelor> 1J.8rlRQOS rnarkovi rulOS_ 
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Puede verse que 18 "me:noria" ne los tnoc.elos markovirulOs es 
muy corta. Una manera de a~pliar nich~ memoria ce alc~nza si hace-
mos depender Xl.' " t~nto ce X. romo de X. l' X. 2' ••• , Xl.' k l' lo 
T- l. l.- l.- -. t-
que muy fácilmente puede conseguirse en el modelo general e:;:nan-
dienno el vector X: 
X. 1 -= A 1.+-
I 
X. 
1. 
X. 1 1.-
• 
• 
I 
-
en do~de A es ahora una matriz de orden m x km, y B sigue siendo 
. 
cuadrada de orden ID. 
Podemos considerar que este último modelo representa un ~ro­
ceso autorregresivo multivariado de orden k (a la derecha de la 
ecuación ana.recen k "rezagos"). Tien~ el serio inconveniente que 
la estinación de coeficientes asociad~s con X. k 1 se va hacien~o 
1.- T 
muy poco fiable a medida que k aumentE .• 
, 
CO!:!lO se comentara en el numeral siguiente, ya se sabe que la 
memoria de ciertos urocesos hidrológicos y geológicos es más co~­
p1ej a que la markoviana, y que las correspondientes series a11uales 
( estacionarias) exhiben efectos a largo plazo que pueden ser de ín-
, , , 
teres. Por lo tEnto, sobre este p~,to se volvera mas tarde. 
También se han emule8do los modelos markovianos uara el caso 
de series no estacionaria!';, mediante la introducción de un mayer 
, , 
nRmero de narametroc. Rien sc ssbe que lo~ caudales mensuales ~e 
un río, uor ejemplo, constituyen U~2 serie (sencilla si se tr~Lta de 
un sitio, o m~ltip1e ~i ac trat~ ~c varios) no cptacionarip. Pero 
• 
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A Y B :lsociadas c')n la tr::msicion de un ~es al sie;uiente. As{, 
j 1, 2, .•• , 11 
Pero se presenta un proble~a delicado: las series sintéticas 
mensuales obtenidas con este codelo pueden agregarse para obtener 
, 
los corres"Oondientes valores 2ll'.lales, 7l cabe preguntar que pasa con 
-los estadísticos a nivel anual. Puede demostrarse qúe la serie sin-
tética anual "Oreserva las nropiedédes de primer mo~ento (medias) 
de la serie históric~, pero no las de sega~do momento (varianzas y 
covarianzas) y mucho menos los a~tes mencionados efectos a largo 
nIazo. Pera obviar el problema, se introducirá en la sección sub-
siguiente un llamado modelo de desagregación. 
3.3.4 Modelos no Markovi~noR 
Como ya se dijo antes, se ha cuestionado en años recientes la 
capacidad de los modelos mark~vi?nos para represent9..r ciertas pro-
, 
niededes presentes en ree;istros de a~..gunos fenomenos naturales. La 
• 
memoria de estos modelos no "CJ2.!'ece adecu~da "9ara "9reservar propie-
dades tales C0:10 valores extrenos, "ey.curc; ones", y el efecto a lar-
go nIazo conocido con el no~bre de fenó3eno de Hurst (relacionado 
con una memoria muy l?rga). 
Handelbrot y "1al1is pro'Jusieron un enfoque muy diferente a los 
estu~ios hidr 16gicos ell 1969, utilizando los 11nIDados nrocesos d D 
ruido fraccio~?rio. Estos pon ~roceso~ con p~r~~etr03 continuos y 
memoria infini tp, que 1>01' r?zO:1Cf.: oucr~cion~lcs son aproxim"'.doR me-
di?n te proce ;- os con parr:rnetroC' r! iscretC' s y n er:.lOri a :fini t~. El -p a-
, , . , 
rélr:1f:tro p.soci:-do con el feno~Q:1o (~E: Ifnrct es uno de los p'lr:1met:-o s 
8e estos urocc~os , y 1as . scri0~ ~int~t~c~G gcncr :! rl ps mndi~nte elloo 
\ 
. - 124 _. 
I 
~ 
I 
• 
• 
• 
• 
, 
manti enen dicho parametro como v~lo!" e s pf:!r <!d o . Puede lograrse que 
los procesos de ruido fraccionario p!"eser7~n e2ti~ados de la nedia, 
• 
la varianza, el coeficiente de asinetría y el coeficiente de corre-
lación serial de una serie histórica sencilla. En 1971, Hatalas y 
Wallis extendieron estos procesos 2l caso multivariado. 
Considerando que el probleoa de los valores extremos y las 
"excursiones" continuaba sin resolverse, Bejía, Rodrfguez-Iturbe y 
Dawdy presentaron en 1971 un nuevo enfoque definiendo los llam2d~ 
procesos de las líneas poligonales. Un proceso de esta naturaleza 
se compone de la sUma de varias línea poligonales, y mediante un 
apropiádo núm~ro de líneas y la selección de sus ~arácetros corres-
~ondientes es nosible representar diversas nropiedades estadísticas. 
Un proceso de una sola línea noligonal resulta de la generación de 
variables aleatorias normales (gaussianas) cada ' cierto intervalo de 
tiempo, la interpolación line21 entre los extremos de cada intervalo, 
y el ces~laza~iento aleatorio del origen con el fin de que result~ 
est~cionaria la serie resultante. Además de los estadísticos orci-
narios (media, varianza, estructura de correlación), estos proceso.s 
. , 
pueden preservar el fenomeno de Eurst, y la seg~da derivada en el 
origen de la función de correlación. Este parámetro es de importan-
.' , 
C1a practica pues esta asociado con propiedades de valores extremos. 
3.3.5 Nodelos de Desagrepación 
'" . 
Por razones de claridad, e::.pleareJlos un ejemplo para ilustrar 
la a~licación del modelo general al caso de desagregación. Consi-
deremos una serie cronológica núltiple cuyos eleoentos son los va-
lores an1J.ales de una cierta v2.riable aleatoria (preci ni tación, vo-
lumen ae 2.gua en un río, c?mb~o de un precio) en ID sitios diferen-
t~s. En términos de dicha serie se desea obtener v alores estacio-
nales asociados con los vDlores anuales (till 2 ~stac ión se de:finc como 
una ~r?cción del ~o, y nuede su~onerse el ~ño dividido en p esta-
cion ~f; ). Utiliz[,l'cnl0S la siglil"nte not~ción: 
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Xit : v~lor 2~u?1 pn el sitio i y el año t 
i = 1, 2, •.• , m 
'. 
y. ·t: valor o.st2cional nara el sitio i, estación j, año t 1J 
i = 1, 2, .•• , m 
j = 1,2, ••• , P 
. , La ecuaC10n del nodelo general se convierte ahora en 
ylltl 
Y12t 
I 
. I 
. 
I 
.Ylpt X1t 
Y21t - A X2t + B Vt , 
Y22t 
I 
I 
XmtJ 1 
I 
Y2nt 
I 
I Ymnt 
• J . 
• 
• 
..... En esta. expresión, A es una matriz de orden mp x m; B una matriz 
, de orden mp·x mp, y Vt un vector de mp vari2bles aleatorias (nor-
males) con media cero y varianza unitaria y asociadas con el año t. 
Como en el modelo general, los elementos de Vt son indenendientes 
entre sí e independ ientes de los el ementos Xjt , para todo j. Las 
Matrices A y B se e t tim~n siguiendo el proce0imiento general y2 in-
dicedo en 01 numeral 3.3.2 (b~sado en los registros históricos dis-
ponibles para X y y). 
En lp pr[tctic?., 1LTlEl VC7. q1le los valores Xi t hayan sido f.;ener~­
do~ (mcdinnte un :noC!.-">lo markovi'1no o no IDarkovif'no) , los valores 
• 
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estnciona1es uupden scr obt~nidos con le ecuación d~da antes . 
Recordcndo las nrouiedadcs del modelo r,eneral , es posible afir-
mar que la dr.>G2/3:r8gació:l esté!.ciona1 preserva las me'Has y varian-
zas eEtacionp1es, la correl~ción entre cualquier velor estacional 
y cuelquier valor anual dentro de un nismo año t (téngase nresente 
que Syx se preserV8), y la correlación entre valores estacionales 
en un mi~mo sitio o sitios diferentes dentro de un mismo año t (tén-
gase presente que Syy se nreserva). Además, como consecuencia de 
la propiedpd que se deDostrar2, en el numeral siguiente, los p gene-
rados valores estacionales en cualquier sitio tendrán una suma igual 
el valor anual corresnondiente, en forma exacta! Se trata, en reali-
dad, de una proniedad muy notable, pues seria muy inconveniente que 
no se preservara una relación tan simple entre valores estacionales 
y anuales, sistemática~ente observable en los registros históricos. 
Lo anterior nos ~ermite concluir que la desagregación en valores es-
tacionales resnetará todos los estadisticos n8ntenidos en la genera-
ción anual. 
La desagregación puede ahora continuar, si es necesario, em-
pleando los valores estacionales ~ara obtener valores asociados con 
niveles más bajos de agregeción. Por ejemplo, si queremqs obtener 
valores mensuales a partir de los estacionales (suponiendo ca1a es-
tación dividida en q meses), definire~os: 
Zijkt: valor mensual en el sitio i, estación j, mes k d~ dicha 
estación, y año t 
El modelo generel se nos convertirá ahora en (ya queda claro que en 
dicho modelo X y Y son nráctic?mente cualquier cosa que quersmos!) 
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I 
Zljqt 
Z2jlt 
Z2j2t 
-
'-
Yljt 
A. 
J 
Y2jt 
I 
lY~jt 
• 
+ B. V. t J J 
j == 1, 2, ••• , "9 
• • 
• 
Vemos entonces que la desagregación mensual se efectúa estación 
por estación, de manera que se requieren n juegos de matrices A y B. 
Por la misma prouiedad cita~a antes, los q valores censuales 
, . 
en un sitio dado sumaran el valor estacio~al correspondiente. Esto 
quiere decir que la desagregación mensual preserva todos los estadís-
ticos que se hayan preservado en la generación estacion2.l. En ge-
nerel, diremos que el modelo de desagregación preserva los estadís-
ticos considere.dos en todos los niveles ce agregación. Si para la 
generación de valores anu8.1es se utilizó algÚn modelo esnecial, des-
tinado a preservar propie"r.ades a largo plazo o valores extremos (por 
ejemplo), el esquema de desagreg?ción resT)etará dichas propiedades. 
Esto último pone de presente la forma có:no el modelo de desagregación 
, 
comnle~enta los modelos no markovi?nos mencionados en la pagina 12~ 
ya que éstos solo se utili Zé'n p2.r::!. series estacionarias (?.TIuales). 
El nivel mínimo de desa~regación a que deba llegarse depende 
de 1 em oleo Que vay? a i;arsc ? ÜJS ser ies sintéti cas obte~id2.s. En el 
• 
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caso de una cuenca, mientras [!'tés alto sea el grado de des~rrollo 
del siste:::1.a del río, menor será e 1 nivel de a.p-egación requer ido 
, 
nara la simulacio:l del sistema (ver m,uneral 3.5). En muchos c~-
sos el nivel mensual es ~uficiente, pero uara siste!!l.as muy regu-
lados nuede requerir~e hasta nivel semanal. 
Preservación de Transformaciones Linea.les en el !olodelo de 
. ' Desagregac~on 
El modelo general que hemos venido estudiando, Y -=. Al. -~- BV, 
goza. de una import?nte pro!)iedad en relación con transformaciones 
lineales, la cual reviste especial interés cuando se utilizau mode-
los de desagregación como los estudiados en la pasada sección. Va-
mos a demostrar que si el vector X es una tr2.flsformación lineal del 
vector Y 
Xl cll c12 • •• Clnl fYl X2 y c 21 c 22 • • • c?n I ? _ .. 
-
I 
• 
I I 
- - 1 I 
~ y cml cm2 • • • cmn n 
o bien x=cr 
dicha trausformación lineal será ureservada cuando se genere~ valo-
res de r, una vez dado X, mediante las ecu8.ciones del modelo 
y = A X + BV 
_ Q S-l 
"'YX XX 
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Antes de nrocen~r con la pru~b2, conviene señalar con un 
ejemplo el sentido pr8ctlco del teore21R . s.upongamos que se va a 
desegrcgsr un vector ~e ureci~itacion~8 anuales en m sitios dife-
rentes, con el fin ~c obtener valor~s estacionales en 108 mismos 
sitios. Para mayor com.odidad, usaremos la misma nomenclatura dada 
en la página 126, as ignm¿ol e ? _ 'D el va.lor cuatro (es decir, se 
contemn1 2n cuatro est~ciones). Vemos entonces que las variables 
consideradas cumplen releciones line2les dpl tipo 
x := 
-i 
4-
~ Y .. L ~J 
J =1 
para todo i 
o en forma matricial, Yll' 
, 
, 
I 
111 100 O O 
O O O O 1 1 1 1 
• • • 
• • • 
••• 
o O O O" 
O O O O 
O O O O O O O O ••• 1 111 
Y12 
• 
Y13 
Y14 
Y21 
Y22 
, 
I 
I 
Ym4 
Lo anterior nos dice que X ::: CY, y en virtud del teorema que va-
!!loe a c1e!TJostrar, los cuatro v31 )res q;)_C se e:;~'neren -p2.ra un cierto 
,.," " , 
sitio y un d€terminp..do ?no sintp-'Gico J SUMaran la precipi t Dcion 2-
. , 
nual corres'Pondiente. Esto nos indic a que la dcsDgregac~on esta-
cional preserva los est?.dísticos anuales. Obsérvese que el t core-
, 
ma tanbien es aDlicahle.cQsn00 el valor rulunl es el pro~e¿io de 
los valores estacion~les (c aso de c audales , ~or e jemplO). 
Par E'. em-pczar la prueba, de!'ivelJos expresiones pnra las !'1atri-
~/. ~ S t' d t en '~cr~~nos ce y y ' en~cn o en CUGn a 
qu e Y. -: CY. 
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t 
SyX -= E ; ~ Y XT j = E [ y (C y) Ti 
-= E [y yT eTJ == Syy c T 
• 
Las ecuaciones que definen los narÉmetros del modelo se convierten 
en 
• 
Premultiulicando la primera de estas ecuaciones por C, 
• 
• 
Premultiplicando la seeunda ecuación por e y posmultiulic2ndola por 
CT, 
(e B)(C B)T = o -====3> e B = o 
Finalmente, pre:nultiuliquemos 
modelo general por e: 
. ' E:!Dos mie:nbros de la ecuac ~()n clel 
CY=CAX j-CBV 
e y ::::. X Q. E. D. 
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ln teorenos nos nrouorciona. c ·J~~""";ob'.r_ i{)ncs ~J1)y pr f' ctlcas 1'2 ; 2 los 
, , 
-para::!Ctros del modrlo de ces?e:r r:-g2 ci on. Efectivé'.1lente, se tiene 
e A = 1 e B o 
No es muy difícil verifica::- que 81 teorema y esta.s cOf.lpr003-
, . 
ciones son valIdos C'uonélo trab2. ~c!OS C0n las matrices r'le covarian-
"... A -... 
~a m~estr~les, SXX' SXY y Syy1 y los corresuondientes estim~dos 
A y B. P2.ra ello , bEsta sunoner (1'.1.e eY-iste!1 r observaciones de 
los vectores X y Y, Y d~notar cada observación por los vectores 
en columna Xt ' Yt , con t = 1, 
,.. 
¿, ••• , r. Ahora, forme:nos 12.s 
matrices 
• • • • • • • 
-
• • • • • • 
-
~,. t 1 b . h' t' . vemos en onces Que . as o servaClo~es . lS orlcas 
-
cUTuplen que 
\ X==-Cy 
-
y est2 relc.ción 11evana él. las I?xnreSio~les de 12.s matrices d e cova-
ri8nza ~uestra1es (Obsérvese las venta j a s ce disnoner los registros 
his"tóricos en fonua matricüü), nos permite escribir: 
, 
y an8.1o r;pmr;n te, 
1 
A 1 m S =_ Y yt 
TI --r 
. 
-. 
y X T _ 2 y yT e T ::::. 
r --
Sv --= c f .Y 
-r 
'L' s e 
'""yy 
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• 
• 
• 
, 
• 
, 
~ 
-• 
De m2...'1era que 
T A -- Syy e 
, 
, 
"" 
-1 e Syy 
• 
De manera, y el resto de la prueba es analogo al caso precedente. 
A • /'-. 
TIues, que el, mod~lo utilizado en aplicaciones prácticps, Y -= AX + BV ~ 
~ ta~bien preserva las tr?~sformaciones lineales. 
3.3.6 Algunas conclusiones sobre loo modelos nara los ~rocesos 
hidrológicos 
Hemos nuesto de uresente la importancia de disnoner de modelos 
para los procesos hidrológicos, pues elllos nos permiten tener algu-
na idea sobre las variaciones estoc~sticas 
es~era que las ~e~ies sintéticas obtenid8s 
d~ cichos nrocesos. Se 
con esos modelos uronor-
- . 
• Clonen 
, 
informé?cion sobre las varia.ciones muestrales que las series 
reales exhibirán en el futuro, de manera que sea posible estimar el 
COIDnortamiento de siste~as 
menos hidrológicos. 
, 
sometidos a la incertidumbre de los feno-
Todos los modelos estudiados contienen parenetros que se esti-
de las series hist¿ricas. Los es-man uor medio 
• 
de los estadísticos 
, . 
tad1.sticos de las series sintéticas tienden a aquellos como valores 
es~erados, de m~'1era que en este sentido los nodelos son sesgados 
(recuérdese que los estadísticos hist¿ricos son estimados de las nro-
~ied2des urobabilístic2s de los nrocesos estocásticos considerados)~ 
Vimos tat:!lbién q'.le p?.ra las series estacio!Htrias (anuales) se 
han pro'!'mesto dos ti '90s fundruuent"ües de modelos : los markovianos 
(menoria corta) y los 110 markovi2nos (en princiuio, de memoria in-
f · .... ) l.n1. ,,2. • , , Aunque e~tos ultimas, a dii'erc~cia de los • rl.meros, 
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oreservan ciert?s propiedades a largo pl~zo present~s en los 
registros históricos C8 al~~nos procesos, puede decirse que en 
general los modelos markovianos son é'.-:"l,~cuados para las aplica-
ciones 'Orácticas. lIo se justifica '..l!l alto grado de refinación 
en la prep2ración de las series de entra1a que sirven de base 
para la simulación ~e un sistema, si otros elementos de la simu-
lación no poseen un grado de refin2.ción consistente con el ante-
rior, o bien si el tipo de aulicación no lo reclama. 
Para las series> 0 estacionari2s (mensuales, estacionales, 
etc.) se han utilizado también modelos markovi2nos, aunque se 
anotó el inconveniente que se nrese~ta al considerar los estad!s-
ticos de series obtenid2s mediante la 2.gregación de las series 
sintéticas corresnondientes. 
cióri censual no gar<:mtiza lé'. 
. ' Se Vl.O, 1)or 
. ' preserv?clon 
eje2plo, que una genera-
de imnortantes estadis-
ticos a nivel anual. Para obviar esta cuestión, se introdujo un 
, 
modelo de desa~l'ec:acion que permite, partiendo de valores 8..:.'1uales, 
obtener sucesivamente valores corres~ondientes a niveles más bajos 
de agregación. , . , Se demostro que el eSQuema de dese.gregac1.on pre-
serva los estadísticos en todos los niveles ee agregación; en par-
. 
ticular, la preservación de los estadísticos anuales hace muy atra-
yente el uso conjunto del modelo de desagreGación con modelos uti-
liz2dos para el mantenimiento de efectos especi ,ües en las series 
anué>..1es. 
Finalmente r se nuso de presente que el modelo de des8.gregación 
es un caso particul?r del modelo gener81 Y =- A.x. ¡... BV, y qu.e lo :.1is-
no nuede decirse de los modelos mar~o:i2nos. 3110 non uermiti6 
sefiAlar el elto gr?do ~e f].exibilid ad uro~orciona~o nor el modelo 
f!.flneral. Además,:--l estuoi 2r rl.eteni r'fCJlrnte las --orOT)ie12des nrinci-
~ale8 del mod~lo eener~l (pre~ervpción de momentos, relaciones con 
la distribución multinoriual y el 2n';::~"'~"" .:,... , '.~r: . .-;:.c-':'. <, ..;. ,,,¡ méj.Clon 
• 
I 
• 
• 
f 
v"',. 
• .... , 
, 
de parómctros, preservación de trpnsfor!!lé"!cion~s lineales) qucd2.-
ron ~uy en cl?ro las c?rRct0r{stica~ ~incinale~ de todos los 
moc'ielofi de l? e "':se representac1u por la ecuG,ción -y -= AX -t- BV. 
, 3.4 FINALIZACIO~: :9=:L EJE~~PLO SOB:iE OPERACIO:r DE Kf¡BALSTJS y 
,PERDIDAS A CO~ ':'O PLAZO 
( 
Hemos visto tres enfoqucs de esta cuestión, todos ellos 
consinerando que los ce.udales de entreda al embalse "Para per{o-
dos consecutivo~, er?..!l independientes. Como en la realidad esta 
hipótesis no se ve~ifica, V8~OS a efectu8r un cuarto enfoque su-
, . 
poniendo que el uroceso de los volunenes de entrada al embalse 
es markoviano. 
Si se traté'. de , per1.odos anuales, el volumcn de agua que 
~ , llega al embalse e:l el 2l1.0 i ;- 1, x· l' vendra dado por 1. T' 
x. 1 == U + O (x. 1.+ / ··X .r 1. (1 - .f' 
. . ' de 2cuerdo con lo eue Vlmos en la ~2~adp seCC1.on . 
i+ 
Si indicarnos el volumen del ccb~lse el comie:lzo del 
1 1)Or S. l' la ecu':\Ción de contir..uidad en el embalse 1.+ .. 
S. 1-':: S. + x. - d. 1.t· 1 1. 1. , 
es 
en donde d. es el volu~en dcsc~rr~do 1. 
,.;- r-l 
. ... e:1bé.l se dUré.:1l Le el 
_. . 
2no l • 
Por 81 • ..... o ... r·". o UI I.~ .... ... ~ , 1 ensc:n OB (tne el d8s~Jrl'0110 <1(;1 río es tot2.l, 
de o:mcrc- que n~. r'" todo i, di .:: d 
. ' 'x' 
lo que i:nplicn sutloner 
-
1 "¡C t..-- J::>-" 
• 
• 
, 
, 
, 
• 
, 
b 1 ' ;. , un em el se que nunca esta V:"!C10 nl lleno. ':· .. 31, 
Sit-l:'::: Si -1- (xi - d) 
- S ( d\J 
- • -1_ JI 7-. 1 -1 . 1-
. ' Pero taIl1blen, 
S . ...:- S. 1 + (x. 1 - d) 1 1- 1-
Co~binqndo las dos ecuaciones obtsne~os, 
v· 1 
• (1 _ .p 2) 1/2 V . 
1 
1/2 v. 
1 
Lo anterior señala que el proceso de los volúmenes de en-
balse es autortegresivo de orden d~s. Pero en la realidad se 
tiene que 
o ~ S. < V ~ 1-- para todo i 
• 
siendo V el volumen máximo que , p ,1.e~e al bergar el e·nb8.1se. 
que el nroceso S. no es autorre~resivo de orcen dos, debid~ a los J:']. _ 
valores extremos O y V. Una vez que el 
los n08 valores extremos, la 
Si y Si_1' no es suficicnte 
vi ot[» el vollli'Tlen S. 1-11-
info!'::J2ción 
'Oare d€::inir 
nr0ceso 8.1cance uno '2e 
~ . 
ce dos volumenes nre-.-:. ~s, 
( . ' r..edi3ntc la ecuaClC:: y2. 
Agu{ convi.enc dgstrccr 1F ~o E i b ilid~ d de 
error. Pod-r{['mns r.stor tent~ (~ o':.· (}e n2ccr \1.'1 :-
• • lnCUrrl.r en l..ill 
simulación d e l 
~--:;. , -:-:'> 
-_ .... -- . --~ 
- 136 -
I 
. 
- ~ 
proceso de los vol{t;:¡enes (e e-,b:üC"e, r::n l~. siguiente :for:.1é:!.: gene-
I 
nmdo los volu"len:>s de entraña é>l cfJ.b~lse ~el1iante un modelo !ll2r-
kovi~no; sUT)oniendo un volu::1cn i!lici?l de e":lb21se, So; y c.plicrul-
I 
do la ecuacion dp, continuid2d S. 1-"::' S. + x. - d, é:!.justando a d 
11- 1 1 
cada que sea necesario para respetar O ~ s- 1 < V. Como resulta-
1 i- ---
do de una simulación de este til')o , y después de una discretización 
, , 
de los volumenes S., uodrl?mos obtener lé>. nroba.bilidad de nasar de 
1 -
un estarlo S- 3 un estado S. 10 Así conseguiríamos una matriz de 1 lT 
nrobabilidades de tr8nsición, de la cu~l a su ve~ podría calcular-
se las corresnondientes probabilic.ades estacionarias. Pero C0!'!10 
el nroceso de los volúoenes de embalse no es markoviano (autorre-
gresivo de orden uno), la mencionada matriz de probabilidades de 
transición no constituye' U!l8. descriución completa. del. proceeo, y 
estas probabilidades son apenas marginales. 
Una manera de resolver esta cuestión es co~o sigue. Defi-
niendo una meta de descarga, d, para el períOdO anual, podemos 
encontrar la descarga efectiva, d*, utilizando la pol{tica nor~al 
de oJeración para. ca1a ueríodo resultante de una simulación co'-"o 
I la descrita en el narrafo precedrmte. Ahora observamos que si 
Si y Xi son dacos (convenientemente discrctizados), podemos cal-
cular nedia.nte la simulación la nrobabilid2.d de hacer una transi-
ción a. los niveles 8 i + l , x ii_l (té>..:nbién discreti 7.ados) • En otras 
-oalabrns, defininos ahora el estado del proceso en el año i C0:10 
el vector (S., x.), lo cual nos permite llegar e la matriz de 
1 1 , 
nrobi!bilidades de tr?nsicio!l que aD2.rece en 1 a Tabla 3.1 rle 12. 
, 
p~gina siguiente. 
En esta matriz, 
es lo prohRbi1i~ad de hncer la trpnsici6n del estfldo eSa' Xb ) 
- 1~7 -
I 
• 
I 
~ 
• 
al estado (Se' xd). Ahora sI e~tD matri::; e- '';'::2 j~ scri ")ción CO::l-
pleta del proceso (salvo la (1iscretü~?,ción), --_~:to que el proceso 
(Si' xi) es IDcrkoviano. Sean entonces ·qll ' ~:2' ... , qln' q21' 
q22' ••• , q2n' ••• , qmn las probabilidades es-:~~io:l~.rias de este 
Sl,Xl 
Sl,x2 
, 
I 
, 
Sl,xn 
S2,xl 
S2,x2 , 
• 
I 
I 
t 
Tabla 3.1 
• 
proceso, y proced2~os a calcular las pérdi d23 . ~ corto nIazo) 
anuales esperad~s. 
En primer lug?r, debp~os eneontr~r 12s ~;~ i i ~~ s asoci~d2s 
con un estado (S ,Y.:b ). P(}r!'l ello, nbRerv('::0:: ;.'" la '101ític2 2_ 
. ' normal de oper~clon no~ dp el v?lor d*, de" ~ :~ y xb ; y que 
• 
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~r~ficos co~o los mos t r?~os en l~ ~~Gi~a 59 n08 da n l~s p~rdidas 
una vez conocido d*. Denotemos eRtas nérdida s por Rab. y en se-
, 
gundo luear, vemos que 1 é?S uerdid8s bus c B.das son iguales a 
r} r J 
2") Rab qab 
b=I/";;/ 
Caso de caudales estacionales 
El nrocedimiento anterior es extensible al caso de caudales 
estacionales. En efecto, supong2IDos que el año está dividido en 
. 
t estaciones (ahora diremos que el volumen de ag~a que entra al 
embalse durante la estación r está correlacionado con el volUI!len 
de la estpción r - 1). Tendremos, entonces, t matricBs de tr2!lsi-
c ión corno la. vista antes, las cuales denotaremos -por ¡'ll' ~'T 2' • •• , 
"'t" Como lo hicimos en 12'- página 65, busca::los las t matrices aso-
ciadé!.s con las tra..Ylsiciones r3esuués r'!e un ciclo co:npleto de' t es-
taciones, caca Utia de las cU~cles es 
r :. 1, 2, .•. , t 
Partiendo de T , obtenemos las probabilidades estacionarias 
. r -
qrij' en do~de esta probabilidad genérica nos indica la probabi-
lidad de encontrarnos con U..Yl voll.l.Inen de embalse Si ~Ü cOillienzo de 
la estación r, y que ocurra lID volumen de entrada al e~balse i~~al 
a x
J
' durante la misma esteció~. Y co~o dados S. v x. uode~os ~... J ~ 
hallar la descarga e~ectiva del e~balse y las p~rdidas corres~on-
, , 
dientes, R
rij , el valor esuer?'Qo de l eS nerdidas anuales sera 
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, 
' . . ~ 
• 
, 
• 
• 
--- Uso conjunto de le si~u1nción y la n~o~a3ación dinámica 
Por las razones de.c1é'.S en el -:ercer enfoque, p6.gina 65, es 
. ' 
conveniente considerar la meta de descare2 para cada estac10n 
como una variable de decisión. Dicha ~eta deoerá expresarse aho-
ra como una función de la estacióa r y el estado del proceso 
(s., x.). 
1 J Ya no nodre~os obtener una tabla co~o la de la nágina 
. ' . 68, puesto que ehor?. tendremos q').e cO!ltemrylar 18 corrélac1on e::ns-
tenta entre los caudales esta.cio!l?les. Con la ayuda de la simula-
ción, nrepararemos los cálculos de la siguiente I!:211era: 
8.. Utilizando un modelo markoviano con nar2.'3etros asociados a cada 
~ 
estación (ver página 124) o bien un mo~elo de desagregación (ver 
1'ágina 125), generemos una sucesión :Uscretizada de caudales esta-
cionales. 
b. ».upez0nno con la e8tacióri t, co~binamos los nosible2 volúmenes 
de erab,?1se y las posibles metas de descargé'. con el voh:"T:J.en de en-
trada. correspondiente al último c?_'_ld21 genera do, de manera que "90-
damos definir el comporta~iento óntino. Para ello, disuondremós 
una tabla como la de la ]!2.gina 68, pero con la.s siguientes dife-
renci as: no tendrenos n volúmenes de entrad2 x
rj ' con j = 1, 2, ••• 
n, sino el corresnondiente volumen generado; y las colunnas Pr y ~, 
L P reu desa.parecen, por supuesto. Recorda.rJos ql:e para la prime-
ra etapa fo(k) =. O, para todo k, lo cual quiere decir que no nos 
. , 
interesa el estado final del síste~c. ~l cownort?miento o~timo 
. -
, 
vendra definido por aque11e meta 'de descprga que 
pérdidps 8cumu1adc.s, o sea las re s '.11 t2ntes de la. 
didél.s provenientes de estacio!les ~'1teriores y las 
esteción en cuestión. 
h '. 1 aga ml.n 1m a as 
'1 ' suma ne _.88 Der-
uérdidas de la 
c. Proce~e~os h2Ci~ 
, 
etras, 
, . 
con3ide~2-.'1co luego el Denul tu:lO C8.Uc1al 
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, 
• 
I • 
. -., 
. 
. ... 
FenerAdo (correRpan~ient8 A la estaci¿n t 
ses:-u~'ld::> tablp. Dc-bc::2oS tener en cuenta c·'.c 
, 
, 
- , 
~ de per-
estecio~ co~sí~:~?~a. 
d. Puede esper<?rse q'~o:; des'Jués de efect·.12T 1 E: Bi:J",l12ción por un 
cierto n~rnero de 2fio~, l a convergp~cia del c2~~no 6~ti~o nos d~ 
12 meta de descarga d .. , psocicv1a con 12. es :-a::::ió!l r, volumen de 
r1J 
eitbalse Si y volumen de entr?da Y. j . Esto :::e.:..~~e, en realid2d, 
la regla de 0~er2ción del sistema. Un2 vez ~'::e ss: hE.yan estabi-
lizado las t2bl2S, las funciones de 9érdidas, = (n), permitirán 
u 
calcular las pérdidas anuales esperad.as. 
• 
3.5 SH1ULACIOiT DE LOS PROCESOS FISICOS y D3 _:::CTSIO:¡ EN UN A 
CUENCA HID~OGRAFICA 
En el C8"Jí tulo sobr~ ontimizec; 6n, :? par-:i r ñe 1 a p?gina 
76, estudiamos el problema de 18s configur2ci:::-:es e:l una cuenca, 
poniendo de presente Que la cuestió~ se ~ir2.be e~ for~a determi-
l' t. nlS lca. Sin e !!lb argo , 18. incertidrunoI' E' ce lo:::: fe~ór:lenos hidro-
, 
logicos nos indica que l p..s configuT2ci(mes oc-:~mic.2.s ::nec1i~"1te la 
t~cnica de optirnizaci¿n pueden eRtar ~~y lej=~ de la hipersuper-
ficie de transformación, siendo entonces nece~2.ri'J recurrir 2. 21-
, , 
gun procedimiento Que tenga en cuenta las va:-:'aci0nes estocasti-
CC1S de los mencionados fenómenos. 
Si rccorda~os la metodología del cauít~lc 2~~erior, venos 
que el objeto cl<;)l tr2:.Dé".jo er8 cnco:1tré": al "'.:;-?:-~:?t:.-,r2.C::- -lo::linpntes .. 
P 1 1 1 ~] d t·· . ,. , .... or e _o , .. 08 !!lO . e .os .8 o-p lml~?Cl)I~ SE' 1!~~ ",:';:::"';:') s VeCE:8 C()~O 
majelos de "filtracü)-:"},r, en el pe~i; i10 eue n~3 
-
.... .:>,.. •• , .; .L e'"' 
-' ___ • __ ~J, dcscr'lrtar 
cOllfif~J.rrtcio'1.cP que :--pp:rczcan co:no hrfe!"·io~-r;-. 
n ~t i VP.:=; r'o:nin2ntcs, 
, . 
t~cnlca Que 
-
• 
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teniendo en cuellta lPG v~ri?cionc~ c~toc~ctic~s de los fen6~enos 
, " hidrologicon, nos sefiaIara lp fDCtibili~o~ f~sic~ y econonica dD 
dich2s altern~tivps, y a IR vez sUBirinrn po~i~les ce~bios de 
confiv.l.ración. Es "Orecis8lIlentc la si mulaci 6n :l...11. pos i ble c2.'nino 
en esta dirccció~ . 
Se trata, entonces, de estnblecer una interacción entre la 
, . 
opti::ü7acion y lp. simult:cion, de manera que nue1a a"Orovecharse 
la canacidnd de la. primera para seleccionar u..'19. configuración de 
, 
entre !!luchas, y la ca.'J?cid.3d de la segunda pare ::lirar la cuestion 
en u.lla forma más realista. Uo obstante, debe lla!!larse la atene ión 
sobre la dificultad de esta interacción: la optimización mire la 
• 
cuestión en una forma deterministica y la simulación en Ul1.~ forma 
, 
no determinística, 10 cueI imnlica que nos este~os dirigiendo, ~or 
asi decir'.o, a dos caras de una mi sma "realidad ". 
Buscamos con la simulación obtener u.n?_ ieea anroy.ililada del 
com"OortaJ!lie!lto del siste:r.a d8 un~ cucnc~ con ~_:'la con:figuracién da.-
da. Para. ello, integrarel2los una serie de modelos que contemplan 
proce~os físicos (lluvia, escorrentía sunerficial, infiltraci¿n, 
eva.;,oración, tra.nsT)iración, prop<l..c;ación del asua en ca.""1ales y en 
el r{o, etc.), .procesos de decisión (o~~ejo de eJbalses, por eje~­
pIo) y aspectos econ6~icos (beneficios de irrigación y energia, 
por eje!1plo). El resul tt:do de la simulación !.os dará la respuesta 
del sistema, que no es otra cosa que 12. disponibilido.d de 2.gua en 
el tie:nuo y en el esnncio, lo que nos per!!liti~á seber, por eje:::1-
"010, qué porcent~je de veces dcjt:mos de cTh~Jlir ~~a oeta de irri-
• ' r gaclon o energ~2, y los bcneficios que se -pueden esnerar del sis-
t ' , teMa. Por l~ ~ndole de la sinul~cion, po~re~~s concluir no solo 
cu~lcs son 10'1 b(>neficio~ C's'1er['do f' , co:"o ya t"\ o c1íc. h::-ceree en otr~ 
for!!}" con 1:) outill1i í'.é'r.ió!!, sino tr'¡uién cupl " " e(1e Sf'r le. vari~nza 
<le (lj C:11')3 br·ncficios. 
- lt1? -
-, 
• 
, . 
' CjI 
, 
, 
, ... 
• 
3.5.1 Tip93 ~e Gimul~ci6n: simu18ci6n cinc~6~ica y simu-
1poi6n di2crónic P i Rimulaci6n con 11~7ias y si~ula-
• 
cion con caurlD.lcs. 
Si el grado de desarrollo del sistema no ES ~uy alto, y la 
, ' 
simulaclon puede tener lugar utilizando 1m in~er'i:::lo de tiempo 
rel2.ti varoente g:-ande (diga.::lOs un mes), es pos~ 'Jl~ definir la 
pronagación del agu~ en el río mediante simules ecuaciones de 
continuidC'd entre los diferente~ tremos o el e:: en-';':)s r1el río. De 
, 
esta menera, podemos conocer en todo instente, y si~ultaneamente, 
la distribución del agua en los tramos del río; 7 de ésto ~roviene 
el nOI:!lbre que hemos dado al método: simulació::l si::lcr6nica. Este 
tino de si~ulaci6n es ~ás rápido que el que cS:::lcio::laremos en el 
siguümte nárrafo, y por su carácter 8incrónic:) ::os perroi te tomar 
ciertas decisiones, C0':10 sería la de distrib'lir el agua, en un 
determinado intervelo de tiemuo, entre las ¿i7ersas demandas que 
se presenta~ a lo largo Qel río. 
Si el intervalo de la simulación es tan p~~-..:.eñ.o que resulta 
significativo, con respecto 2. él, el tienmo Q'.lE! -t:)Ué!ll las part:L-
culas de egua "'Jar8. viaj ar entre trai'Jos consecl!ti \tos, l2.s mencio-
nades ecuaciones de conservación de masa dej~::l ~9 tenar sentido. 
En este caso deüe recurrirse a ecuaciones de J:-Q"'J~~cción co~o las 
- ~ 
, , 
que se veren mRS adelante, por me~io de las =ua:es se va definien-
1
, , 
do secu0ncialmente, en el sentido de 8gUF_S 80~ jo, los vo umencs ae 
apua en los di verSOR tr2.l~:)s. Vemos, ento::lces, c:.'¡e y? no vuede co-
, 
nocerse simul i;~mean;ente el estado de cCI.da uno (~e los tra!:los, uues 
-
debe es~erBrsc el resultado de la propafaci6~ ('~ el tiempo. De 
, 
que hemo~' d8.do 2. es tr: Gimu1 ::ci -L~ ., . '. "1 -:l C'l' on 1"'!"I .' , '. ~ •• \".o (. ... , que 
• decir a tr?ves del ticnpo. Este tino .:e 
. , 
_i~ulncion es ffiDS 
1 ...... ' r l' . en 1,,0, Y reqtnnre nn l'1:,:yor n11I~ero de p::Jr2.;:1':t :"':>~ -:ue . ~1 an-cerlor t 
ptcs es más detallada. 
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Co~o ya lo h~mos dIcho varias veces, el siote~a de la cuen-
ca se va a simula~ con eqt{mulos o entradas oue corr?sno~den a 
-
series sintéticc.s proporcionadas ~or la hidroloeí~ estocástica. 
Ahora bien, nueden usarse dos clases de estíl!lulos: lluvias sin-
téticas o caudales sintéticos. Si lo primero, r9querire~os un 
, , 
numero mayor de modelos que si lo segQ~do , nuesto que sera nece-
sario tornar las lluvias y separ2r las aguas corT~spondientes a 
escorrent{a superficial, infiltración y eva"'1otra.!lspiración, para 
que luego, mediante ~ropagación su~erficial uor Deq~eños canales 
, 
y definicion del movimiento de aguas subterráneas, pueda esti-
Si utiliza~os "directamente cauda-marse los caudales en el río. 
, 
les sinteticos eliminp~os los -dichos modelos, pero co~viene sena-
lar que en muchos casos lo indicado es emplear lluvias. En efec-
to, las actividades h~~a~8s pueden introducir c~bios imn.ortpntes 
en una cuenca co~o consecuencia del desarrollo de pueblos y ciu-
dades, tala de bosques, cultivos, etc., alter?~do en esta forma 
las relaciones entre lluvias y c8.udales, todo lo C'.l.fÜ conduce a 
que la serie histórica de caudales no sea consistente, No ocurre 
lo anterior con lluvias históricas; y, además, la simulación que 
emplea lluvias puede contemplar 12.8 variaciones h·...::uanas que se 
introduzcan en la cuenca. Otro caso en el que sería preferible 
emplear lluvias se presenta ' cuando se dispone de registros his-
" 
tóricos más extensos o confi2bl€s para las preci~;taciones que 
para las lluvias. 
3.5.2 Estructura del sistema de información 
SegÚn hemos nicho, la simulación de lo~ pTOCCSOS que tienen 
lU~2T en el cist~ma de una cuenca incluye muy diferentes modelos 
inter-rel~c ionados pn tre sí. Desde ya ::mot8!Jl0S que la simulación 
es de una comnlr:j irl"'o "jr 12.boriosid~d tales qu"" nos exige el uso 
de cor.lputa(10TC'S eleetrónicoc con ea.'!1uci(lC':d de i'Je::1'.)ria. , tp.nto 
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interna como extern~, relativpmente considerable. Conviene, enton-
. ' ces, que hDble~0s de 12 estructura del sistema de informecl0n que 
, 
nos permitira operar los diferentes modelos, y para ello haremos 
algunas menciones 2.1 proyecto arg:mtino cuya referencia aparece al 
final del presente canítulo. 
La estructura formal de una simulación de gran t~año puede 
partir de la idea que los urocesos son factores senarados pero in-
, 
terdenendientes qu~ tienen lugar en la cuenca. De ahl que sea 
posible simular los procesos como subsistemas separados pero in-
ter-relacionados, oueraJldo sobre un modelo común de la cuenca. Un 
programa ejecutivo que puede tener control sobre la totalid~d del 
, 
modelo 112.IDara 
necesi tando, .y 
, 
banco comun de 
a los diferentes subsistemas a medida que los vaya 
los modelos se co~unican entre sí a través de un 
datos. Los resultados obtenidos al opera.r uno de 
los subsistemas quedan en este b~co, de donde eventualmente pue-
, 
den ser tomados por otro subsiste~a que los requiera. AS1, Dor 
ejemplo, los resultados del subsistema de escorrentía superficial 
y los del subsistema del agua subterrá.'1.ea d~ben ser almacenados en 
el banco, de manera que más tarde puedBn ser utilizados por el 
subsistema que va computando las nérdid?s o ganancias de agua en 
los tramos en que se ha dividido el río. En la Figura 3.7 de la 
siguiente página, vemos un esquena simplificado del sistema de 
información, considerando sólo dos subsistemas. Allí indicamos 
el control que el usuario tiene sobre el progr?~a ejecutivo, a la 
vez que la posibilidad que se le ofrece de recibi~ resultados de 
la oueración ele cU21quiera de los subsistemas contemplados. 
Entre l?s vpntajas de un sistema de ínfor:nación de este tipo, 
podernos anotnr les sieuient('s: el empleo de estos subsistemas en 
una cuenca difere:1t n solo exigirá una rcore,émi 7. ?ción del orden en 
el cual los subs i s temas opcrf1ban en 1 a :-!ntigua cuenc n; el 
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Rutinas 
para el 
manejo 
de 
datos 
BANCO 
DE 
USUARIO 1: 
~ , 
PROGRAHA 
EJECUTIVO 
1 
SUBSISTK·1A 1 
• 
SUBSISTE lA 2 
DATOS ~--~-----------------------------------i ~--------------~ 
... ___ - ____ ._1 
Figura 3.7 
carzcter modul2.r de la simu.lación nerwite consi'derar difsrentes 
técnic2s pc.ra modelar un mismo 'Proce::-o, de rrlé'nera que ellas pue-
dan usarse ReGÚn l<"'.s condiciones esu8cífic2S de cé'da at>l i cación; 
caC:é". subRistcrna puede Op8r?r en i;lt~rv?los de tiu'1po o de espacio 
pro"); os, [,corde con las cRr8ct<:: r{s"t:ic 2..s del moclelo y la aplicación; 
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y, finplmente, cada subsistema podr~ ser desarrollado sep~rada­
mente de los otros. 
, 
Diferentes subsistemas de la simulacion } 
Va~os a entrar a comentpr algJnos de los oodelos para los 
nrocesos que tienen lugar en la cuenC8, aunque sin referirnos 
detalladamente a. cada uno de ellos. 
a. Escorrentfa sunerficial. Cuando la intensidad de la lluvia 
, 
excede la capacidad de infiltracion del suelo, el exceso de agua 
emnie7.a a. acumularse sunerficialmente. Los nrimeros movientos 
de agua comienzan cuando esta canacidad -de almacenamiento local 
se ve sobrepasada, pero el agua debe llenar -primero las cavida-
des 'y depresiones existentes a~tes de que comience realmente la 
r " .. ' 
escorrentla superficial. Al principio, el agua flulra por ~eque-
0-
ños canales muy irregulares, pero eventualmente se concentrará en 
canales d.e mayor ta.mwo y mejor definidos. Como bien puede verse, 
estamos ante un proceso muy cOl!lplejo y difícil de modelar. 
, 
Por lo dicho en el parrafo anterior, solo una parte de la llu-
en una cierta área va a formar la escorrentía sl.lnerfi-• Vla que cae 
restar, de la nreci"!:>i ta.ción neta, 'las nérdi-
- . -
cial. Será • necesar1.O 
das por evaporación y tra~s~iración veeetal, el aumento de h~edad 
I 
en el suelo, y la infiltración prof'und?. que va a aumentar el acuí-
fero (agua subterr2.nea). Hediante re18ciones empíricas es posible 
encontrar estimaciones de estas .c8.ntidades de agua, y para el efec-
to se definen índices de infiltrac ión y h'Lunedé'.d inicial del s'lelo, 
evaporación notencial, etc. Obsérvese que el 2.gufi almacenada 10-
I 
c nlmente queda dis-ponible Dara infil tracion "JroftmdE , y que el 
, I l ' aumento de n~ua subterranea nuede aparecer maR t0rdc en e rlO, 
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siendo cntollces uno co~poncnte del 11.8mado c2u-1al base del rl.o. 
Lfl. fracción dp lluv;:B que va a 2,arecer CO!l'lO escorrentía 
sunerficial la llamarenos exceso ce precipitación, y una vez 
calculada podremos anlicar un modelo que nos perüita estiüar su 
. ' . , propagaclon o movi~iento en la cuenca. A manera de ilustraclon, 
describiremos uno de estos modelos, desarrollado recientemente en 
el Instituto Tecnológico de Massachusetts. 
, Aunque la geometr1a de la cuenca es muy irregular y sus pro-
piedades no son uniformes, es posible dividir la cuenca en peque-
ños elementos como el que anarece en la Figura 3.8. Allí, Ql nos 
indica el caudal proveniente de lUlO o varios ele:lentos cono el 
considerado, I 2 el caudal que llega lateralmente al canal del ele-
mento, y Q2 el caudal que sale del elemento en cuestión • 
Pigurr- 3.8 
_. = 
l... , 
• 
-
, 
1 2 es el result~~o del e7cc~a rte precinitpcion, y se sunone 
que IIp.ga unifor:nemente distribu{do a lo largo del c é'.nal (se de:;-
precia el exceso de lluvia que cae directamente so~rC! el c2n::ü), 
, 
lo cual equivc'le a 2cEmtGr que el exc e so de l')recipi tacion es uni-
forme sobre los dos pl~nos inclinados de que consta el elemento. 
Se puede nensar que l~ cuenca qued~ renresent~d~ por un con-
, . . . .' junto 2.deruado de estos elementos, ?unque el nUr::1ero y 11SpOSl.C10n 
de ellos viene a ser el resulta~o de experiencias y ensayos con 
, 
el modelo. Por supuesto, el numero de elementos dabe s~r tal que 
el modelo sea manejable nrácticamente. 
Queda por definir la propagación del agua en el canal corres-
pondiente a cada elemento. Se trata de un movimiento no estaciona-
rio y unidimensionéü, a lo largo de una canal rect2..J.g'J.lar de ancho 
uniforme, y correspondiente a un flúido incompresible. El movi-
miento está gobernado por el siguiQnte par ce 
i) Ecua.ción de continuidad o conservación de ~asa. Conside-
remos un elemento ne flúido de ~:ncho b (?ncho del cenal), 8.1 tura y 
(dist2cia de la superficie del agua hasta el ¡ondo 1e1 can~l) y 
espesor ¿x (x es una coordenada ~uc se mide a lo largo del eje del 
canal). Sea q' el caudal del cané'l en una sección, e i t el c2udal 
que entra latf'r61me:lte al canal por unid2.d de lO!1gitud de canal. 
Entonces, el volumen de agua Clue entra al elemento en ¿t es 
i'¿x.ú,t - ~ .. q'.6t (obsérvese que l \q' es l?- c.ifere::.cia entre el 
caudsl q\i,e s81e y el CDud2..l que entra a lo l~H'go ¿el canal), y de-
be E',cr igual al cé:!!lbio de volume Yl del ele:.nento, o L~ x ¿\ y~ Por 
t? .. nto, 
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Di vi·Hendo uor b L.. x ¿ t, obte!1emos, 
Cuando .6x, L::,y, y 6t tienden 8 cero, 
aq 
-
-i 
ox 
en donde' q es ahora el caudal por unidad de al1cho de canal, e i 
el caudal lateral -por unidad de longitud y por unidad de ancho 
de canal. 
ii) Co~servación de la cantidad de movimiento. Si u es la 
velocidad media en una sección del canal, g la aceleración de la 
• 
, 
gravedad, o( el angula que el fondo del 
rizontal, 
diente la 
y f la uendiente de fricción 
ecuación de Chézy), se llega 
canal hace con un plano ho-
(que puede estimarse me-
dY +. C)U 
() x ut 
. ' 
a le. ecuaCl0n 
. 
= g (sen C{ ~ f) + U . _1 
y 
. 
I 
/ 
Esta ecuación expresa que la suma de udu/¿;x (relacionado c~m el 
cambio de energia cinética), g ()y /0X (re12cionado con el ca:Jbi~ 
de energía. potencial), y CJuj 2t (cambio de velocidad uor unidad 
de tiempo, o sea aceleración local) es igual a la. diferenci a en-
tre la componente gravitacional en la dirección del flujo y la 
fricción a lo l:=rgo del cana.l, sU!l1ada a uijy (01 cual nos da la 
cantidad de movimiento que ~:ebe i:nv~rtirse al cDudal lateral por 
el 8f;ua que fluye en el c f'na l). 
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~on, cn ~ene ral, resol~bles Como lno dos ncu~cion83 ~"d~? no 
analí tic ~::<:>nte, y ?./le:'lrs no tOC.02 "!. '/8 , . ter"l1nos d~ 18 se¡:lmd'l e cua-
, 
cion f.:on il!,U?1'11C'n te releYf~ te::- ,::>":: ~X'1.2. 
, 
8. ") 1 i c' e i ')!!. d ~ r1 a, 
" , 1>rOlntc~t~ ;111,,:,erOS8S an"'oxim"cion~s '-1 esta ul tioa. AS1, "flor ej 8:;)'010, 
, 
diversos autores consic1er~n o'J.e l)~ra el caso de escorrentla SU"'ler-
~ -
, 
ficüü, la ecu¿~cion de la c;?ntir;F': de movimiento n~ede reducirse a 
q = óyID, en d.onde .r y m son nos })8rc?metros (r~e ::'.!ebcn seleccionar-
se. Las dos ecupciones 
(jy + 
ot -i -
, 
queden, _ '..:.es, aSl: 
, . 
Es facll ver que si el ancho del canal es varia~le, las dos 
ecuaciones pnteriores deben darse, en términos del área A de la 
. ' seCClon del canal, en la siguiente forma: 
() A a q' 
t-
c.Jt OX 
. I ). 
Trabajenos con las dos ecupciones en t~rDinos de y. 
vélndo 12 segundE' de ellas con reSu8cto fl. :r.: (pc;rcialmente) 
, . -
v8ndola c. la primera ecuación, 
• 
=1 
ot 
Deri-
v lle-
" 
La. solución r1e esta ecuaci6n de'.::e buscflrse 2.uroxime.danente, va-
liéndonos de diferencias finitas. Así, por cje~plo, 
s 
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j-.+.1 . • • y') J y~ Yi-+1 - i+l Y i ¡.1 -Jyr:!.. dY . 1 v 
()t .6t oy. Ll y. 
rn-1 -V ( J' )m-l y -- Yi+l 
en donde los Y~ 1 a'1arecen indicados en el dibujo de la Figura 3.9. 
t 
. 
• • 
j+l -
Yi-+l 
L>t 
j . 
-Y~ 4x J I Yi..ll 1 
- • • 1 1 +1 x 
Figura 3.9 
Como vemos, se trata de lma red en el ticr.:l-po y en el espa-
cio, a interv?los resl.1ectivos 6t y 6x. 
L1evnndo 18~ diferencia finitas . ' e la ecuaClon, obtenemos, 
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+fm ( - y~ 1 • 1 
Pero 8 su vez i puede ser aproximedo como el ca~dal promedio 
entre los puntos scpcrados Dor ót en el gT2.fico. O sea, 
.j .j.+l 
. ~i+l + li tI 
1 = ------'--
2 
Finalmente, llegamos al siguiente valor para 
2 
·J.l 
. J 
l.i+l • y~) 
~ 
Observanao el di agr é'lm a , ve'1lOS que todos los yr de la red 
~ueden encnntr8r8e medi?nte esta p.cup-ción, puesto que la condi-
ción inicial (distribución de al tu.res de agua a lo lareo del ca-
nal Dara t = O) Y la con(}ición de frontera (variación de lt? 81 t:.l-
ra de agua con el tiemuo en el punto x = O) nos uermiten e5~eZ?r 
, 
los calculoso 
Debe~os decir aleo sobre L1 x y L t.. Trab2.jos recientes se 
han ocu'Jac1o de anali zar el tanaño de estos intervalos, teniend.o 
en cuenta la convergencia haci? la solución exacta (lo que incl'..!ye 
uroblemas de estabilidad) de la solución 2proYi:nada alcanz9da :'0:-
el esquema de diferenciqs finitas, lo minr'lo que los costos co:-:pu-
tacion21es. Este por fuera de este tre.b?jo er:trar a detnllar 2.ste 
uroblc'"2., 10 rl1Ísmo quc el relr>tivo 2 J y ID. 
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Un Bsquem[> '10 r1ifere:1cia finita~; CO!1l0 el anterior Sr"! dice 
ex~lícito, uue~ c~~a it0ración co~~let~ nos da un nuevo valor de 
j~l j+l , 
Y i ...... l Y qi ~ 1" Existen esq1le:!lé:lS ll2.ffi2.dos impllci tos, y en ellos 
deben resolverse sistemas re ecu?ciones entes de obtener los va-
lores de y y q. Si volve~os sobre l?s aprOy.i~8ciones introduci-
das en la pngina 152, vemos que se pOdríen seleccionar otras ouy 
divers9s, ceda una. de las cuales condllciría a un esquema distinto • 
b. Propaeación del agua en el río. Con el fin de disuoner de los 
caudales del río en los sitios de interés, se divide el río en 
tramos, teniendo en cuenta la. configuración de la cuenca.. Como 
, 
ilustracion, presentamos en la Figura 3.10 un tr~~o AB, seguido 
por un embalse, y luego por otro tramo CD. . 
" - -l' -
'- \,q;, ---~ 
) 
/ 
/ ( f 
( 
1 
\ 
-- . 
-
A .r 
} <: 
C'--- ~. 
<.'/ 
Te. 
"" .;!~ (..) 
}'ir>;Ur[>. 3.10 
-
-
- \ 
- - .- -
) 
/ 
, 
I 
I 
/ 
J 
• 
• 
.( 
I 
.j\ 
, 
E!l dicha figuro, Qt\ 6S el cauG.tÜ urovcnic!1.te del tr~mo an-
terior, qc el cf'ud01 corre::mon,1iFmte p la p:-:c:orrentía s'l.}Jcrti-
ci~l qlle tiene lur~?r r_n el ~re:> (pu>1teac2 ) de l~ cuenC8 ?80cia.d2. 
, 
con el trf:'r.lo, Q 
-s e l cPuI1a1 nrmreniente de l~s aC1!23 subternme as, 
qt el c2udal .qu~ even-tu~lnE:n te 1'e8ul t a de los tri but?ri08 o afluen-
y QB el caudal que entré' al e::lb 21..se. tes en el tremo, 
Para. obtener Q.,.., uode!i1'J8 entonces é'_T)licar un esquema c.e dife-b -
renci2.s finitas que nos prouague el c~udal QA y 103 caudales late-
rales qe' qs y qt· Corno QA suele ser mucho ~2.S gI'::U"lde que estos 
caudales laterales, con frecuencia s~ desprecie. el c2obio en la 
cantida.d de movimiento de los últimos. ("1' u1 
, 
ade::l2s se ve que los 
otros términos que 2"!larecen en la ecuación de conservélción de la 
. 
cantidad .de movimiento no son muy importantes, puede entonces re-
currirse a lli~ esquema de diferencias finitas que solo tenga en 
cuenta la ecuación de conserv2.ción de masa. 
q. , 
1. 
del 
Es posible que del embalse se derive agLla }) 2.ra irrie;ación, 
. ' Y ey."Oort?.clon, Q • Entonces, 
. -ex 
embalse, el caudal QC (inicial 
si Q....,,-- 6S el cauclal oescargado 
-J!,H 
JKtr?. el tra'"1o CD) ser~. 
, 
Observese que Q:3~.I puede l)rocec1er, en todo o en per te, de las 
, 
, 
turbinas de una pl:mt? hidroelectrica . 
, 
El aleorítmo podra continuar 8hora consi ':.e l' 2..-:-!do el tr om o CD. 
c. nocelos de cmb~lf:e . Parn 01 C 38() de un er:.)f"ll se, . la s L'olíticn:J 
de onoración fue ron e~tudiaQas con ~ctcnimi~n~oJ ~ri~ero ~ partir 
(10 18 n~einR 57, y lucrro ., p~rtil' r: e 1 ~ CO!'1 0 se 1'8-
, , 
cordnra, el "rl)lJl(';~ b~sico crrt dcf'ülir 
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G81:10S que cu~:tlq1lÍer "001i tiC8 dI) oTJ:-;:r 2cion, o sen c1c::::care~ C0:-:10 
, 
funcion del \'01u:1:'.:1, 
, 
~~~,e c?er en 18 re~ion f2ctible, d~finida 
.. 
por lAs nos ~. . !.t c::; rrr '-' rl o C' 
.., f' :; ( • v . Eventualmente , 11Ila política 
Q 
------..... 
/ 
/ , , 
Q -= f (V) , ,~-/ 
/ 
/ 
/ 
/ 
/ 
/ d - ._-- -. --~-----::r~-
/ 
/ 
/ 
/ 
/ 
• 
-f--~----------~/----------,-.----------------------.~ 
VHAX 
F · 'Z l' l.guré' 7. -
v 
-puede incluir le. r:-..stricciól1 q'..1.O el volumen (lc enbRlse no 
ferior a un cierto ~ínimo. Si la cuenca consta de varios 
• sea ln-
e:1balses, 
e'" posible onerpr c~cla uno de ellos independientemente de los de-
, 
nas, de acuerdo C8:1 lo 8.nterior, nero c3bc pensar 
, . 
que es mas efl-
ciente definir t"1? -pol ítica de o c!'pción conjunta de los et:!oalses. 
IJ[' cuestión ce cO :: 'Jlic:'. "'ho-:-,:, r.nc -:l°~2('11i . e. Un ')osible C'D~ino serú¡ 
-
definir pd "l cro 1" 8 !"} (>t ,. s cl 1 , d 2 , ••• , dn n 8 o('i~r1~ s con c"ca uno de 
lon n crobnl s cs d0 lp cue'1c2, c~l"~lr'ndo luc~o el d6fici~ qle even-
él e t cr~ in::' l o 
I( 
r perlodo. Cad a d~ficit nucde cer rlali~ndo odscribien10 non-
der~cionec que p)~rCRen un orden ñ.c priori0Rdes en el clnnll-
mie~to de las r1ifer~ntes ~etas, y se trotcría luego de mini~i-
, , 
7ar la suma "")ond.er~d~ de defici ts :ner1iante une. distribucion del 
agua entre los varios embalses . Pe~o debe record~rse que si el 
período considerado es pequeño, puede ser que los tiernnos de 
vi?je del agua entre los embalses sea.n signi'fica.tivo'it . 
d. Agua para irrige.c ión. V2mos a tratar de estimar, a grandes 
rasgos, los volúmenes de agua requerioos para una zona de irris~­
ción. En primer lugp.r, se deberá neterminar .el tipo de cultivo 
, , . que se adelantara en la zona , atendiendo los 'factores econOffilCOS 
, 
de demanña y costos, las condiciones climaticas y de suelos, lo 
mismo que razones de orden cul ture.l y tradicional. 
El uso consu ... Yltiv0 ne ague, 
consumido por la pl::mtas, nuede 
. 
d El C . dA' e aney y rl ___ e 
aulicable a períodos mensuales. 
, 
o sea. el volumen V c que sera 
. ' ser est1mad0 emule~ldo la 'formula 
• 
Allí T es la temueratura media 
-
nensual en grados Farenheit, L el porcentqje mensual de horas de 
luz, y K un factor de 1)roporcionalidad que depende del tipo de 
cultivo y 1 a calidad. del suelo. 
Como las sales nresentes en el agua de riego ~ueden ~erju­
di car a las pL,ntaf', es neces:::¡rio [)grc.n;8r un exceso de riC[;Q naro 
Si el total .. Qe ~~~)a que 
, 
cebe eplicar~;e Cf' V t Y la co~cen f:l'::-' r:io~ 0.0 esta [I.'"-;U:1 CR e O' el 
t '. . ' '. t0 3l U0. l'l?lcR se~·?. e Vt . 81 l.~' conccntl'<lcl)t"l fU'Y-1I'13 8COnf'c!.i.,~1 e o , 
"'?r2. 0.1 suelo e[" el' cnton('('[" 18'=" 80108 nresent-:'f, rm0 VOZ conS'..l-
r1i(J u el 
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• 
Si VL 
. ' gacJ.on, . el 
>~ 
Vt = ? C, 
~ 
Cl 
-
C
o 
V 
c 
• 
• 
, .. 
es el volumen de lluvia que llega al area de lrrl-
. . . ' 
agua neta de 1.rr1.gac1.')n requerida , sera 
Finalmente, si f es el porcentaje de p~rdidas en la conduc-
ción desde el río hasta la zona de irrigación, el volumen que de-
be derivarse del río es 
Vn V . .::::. __ _ 
1. 1 ~ 
- ..L 
• 
, . ' Por otra parte, debera. tenerse en cuentél que una fracclon de 
fV i retorna al 
, . las perdldas a 
río, lo mismo que una 
corto nIazo debidas a 
. ,. fr2.CC10h de V
t
. 
, 
un deficit en la 
Para estime.r 
cantidad 
, 
nensual V., es necesario entraT a estudiar con detalle la relacion 1. 
del agua con el crecimiento y desarrollo de las pla'1tas, 2.sí como 
, , 
la distribucion del 8.VJ_a disponible p a ra la irrigacion dentro de 
lOf; días de cacla período menSU2...L. De lo anterior deben resnl tar 
cri terios de prioridad pf1ra la asigne>.ción de 8{;U8. entre los varios 
I 
cultivos cuando se nresente unE'.. si tu::~cion de escasez. 
• I 
n. Gcncr~clon r encrf,lB.. '. '"'4 1 y? 'O'mtu8lizamoG e11 la -pagln8_ o ~ gu-
n ps de lHs restric~ioncR ~lO ~ehe'l tenerse An cuezlta n?re la gene-
• ' r' 
r eC10n de Oner"lp clertrice . A' • • J 1\ ~ T'é't (,0!1V1."ne !1enClc>nar qne es Ge 
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• 
uroblena ~stñ ínt ina~pnte li~~do 
ne lo~ emb21s~s. Bn efe cto, 
r "~Y' _ J _ 
pro;ucida va a derycndcr 
ef'ccti"a del embalse. 
Los modelos de optimización -;2l1 a señalp.::" ~eta.s e~ la. pro-
ducción de energía, y una priner a ~~rea del so~elo de simulación 
es verificar l? factibilidad físic2. y econó:::l1ca. de 0ichas !:letas~ 
una vez que consideraciones estocf.s ticas entr~~ en juego. Una 
segunda tarea del modelo de simul~ción es so:ne-¡;er a ensayo diver-
, 
sas reglas de oneracion de los e~~alses, con el fin de escoger 
aquella :política que aparezca co~:J !TL2S indicada. Ello nos llevará 
a la necesidad de estinar los beneficios netos que se esneran cel 
, 
sistena, y esto precisamente constituye el tena sigui~nte. 
f. Rutinas de contabilid~d. Uno ce los resultados principales 
que ca.be 
relativo 
, 
esuerar de la simulacion d~l siste~a de la cuenca, es el 
, . ' 
a los beneficios netos (ce la regLm o la naClon van a 
, 
derivar de 12s obras progrp.:'1f-.. dp.s, é?Sl co~o 
a otros objetivos que se~~ de inte~és • 
cU21quier contribucion 
, . La obtencion de los menciona~.os resultados ir-u1ica una IDlnu.-
ciosa y a.rdu~ tarea qu.e lleve. cO:~2igo el análisis de los 1)enefi-
cios y costos asociados con el desarrollo del río. Lo anterior 
exigirá, llJl estudio económico que i!ldi q',te si el i~pp.cto del pro-
, 
yecto sobre las diversas actividcies econo~iczs es marginal o no 
marf.i~nl (ver nágin8 87). En cU2~quier C2S0, ser~ necesario h2.-
cer una uroyección de la d€:m~nd8 esoci~da con los bienes produ-
cidos por el proyecto, ·10 mi~mo (t~e un nn?~isis histórico de los 
costos corresuondient es . 
En lo relativo 2. cosios, es :lecC'sario ::~ner f'n cuenta los 
coatos asoc i?cloF con lp cnn str~cci6n do nr~s~s, 2sf como su 0"0:'>-
• 
. ' , r~(;lOn y r.1::>ntcnir.1Í t nto; c["t~"tctu:' '' ''' (~e (leriv~cif):l; costo de 
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- . 
ex-oort;lción de 8,c:u.2., y costo de oportu..Yli c1 C(~ (ver 88) en 
la imp 'Jrtpción de 8·c;ua; sobre irrir:;-'c ión, CJ0t0 rlC cé'nnles prin-
di na'.cs y secunderios, prew'rnción de tierY'2.i:: , sicmbrD., cultivo, 
recole~cíón y transnorte r'l8 cosechas; sobr~ ~nergí~ hi~roeléctri-
, 
ca, costo de la ca~acida~ que se v~ a instalar, su operecíon y 
manteYli'1! iento, costo d e líneas de trr.nsmisión, subestnciones, ade-
más de lo rel?ti vo p. la estructura de c3ptación, conducción y 
descé'rga del agua. Y , . t aS1 suceS1Vc-~en e. 
I 3.5.3 Conclusión sobre la si~ulación del sistema de una , 
• 
cuenca. 
Hemos visto que para definir la. configuración del sistema 
de una cuenca se han seeuido dos enfoqaes: uno determinístico, 
que medi8nte un modelo de optimización nos ~roporciona un con-
junto relativamente -pequeño de alternativas dooinantes (en el r 
sentido de Pareto); y otro eGtoc~~tico, que mediante simul~ción 
somete a prueba IDS al tern8ti var; anteriores, teni endo y13 e:l cuen-
ta las vé'riaciones ale8toria.s de 108 nrocesos hidrológicos. ,.) 
Un objetivo de le simulación es verificar 12 factibilidad 
f ' . lSlce y 
ejemplo, 
económica ele una determin2.da 8.1 ternc.ti V8 t señe1anc10 t uor 
el pc>rcent¿j e de veces que una I':!eté'. o uns dCffi2ndé' no se 
cumple, y taobi¿n indicendo un8. sstim2ci6n de los beneficios ec-
pen~_c~ os, as! como la variaYlza de dichos b9neficios. Otro obje-
ti vo importante es estimar la bonc1.l?d d8 diferentes 1)01{ ticas de 
• I • 
operaclon del sistema y mor3tré1r las Hl?S aconsej r.b1e".l. 
Co:n o la oDti:ni7.él.ción y la sir.:nüD.ción ltlir:m r por Hsí 
dos () e . 11 l' ~ :¡ " f' "1 . 1 . ccres un~ mIRma ron lQ~~ , no os _OCl . CO~Cl ._ lar 
decirlo, 
108 re-
sul t8.doG (1c , Solo 1.lnn bU0na ur~ctj cr:. con es ttl5 :os un': y otr". . , 
t¿cnicno de pn~lisi~, y uno cierta f'~jlipri1~d con In CU0Dca ob-
jeto '1e c~tudio DcrmitirD un<1 i'1t( !r"0C; 11\ i~1t01i .{'"O llLc que CC1!1C n.L",CO 
.... rr" '" l ·t r. rl o ro 1.l' 1- ~ 1 (. <-f': J. " • ' I~ { • • 1.1 Á _ ~. J .. 
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, . En este ca~ltulo, p.e han discuti~o niver80s ti~os de 8lDU-
laci6n, comentando DUS ventpjao y limit~ciones: si~u12ciones con 
• lluvi~s o cnud~leo; y simul~ciones sincronicn 0 ~ ~ ' . .12cronlc2 • 
• Te2bien se ~resentaron ~lgunos as~ectos relacio~ados con el 
. , 
siste'118. de ini'ormscion requerido p~ra adG121ltar la sirnulecion de 
los Drocesos de la cuenCél., mediante el uso de c0mpütadores elec-
tr6nicos, y se sefialaron las iQ~~rtentes ventaj2s que se derivm 
de su estructura flexible y modular • 
• 
No era el uroPósito del autor uresentar en detalle cada uno 
~ - -
de los posibles modelos relacionados con los 'Drocesos físicos y 
de decisión que tienen lugar en la cuenca, sino m2.s bien uresentar 
un panorama general del uroblema, h2cienoo hincapié en los aspec-
tos estructurales y solo deteniéndose en algunos modelos esencia-
les. 
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