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Surface melting over the Antarctic Peninsula (AP) plays a crucial role for the stability of ice 
shelves and dynamics of grounded ice, hence modulating the mass balance in a region of the 
world which is particularly sensitive to increasing surface temperatures. Understanding the 
processes that drive melting using surface energy and mass balance models is fundamental to 
improving estimates of current and future surface melting and associated sea level rise through 
ice-shelf collapse. This is even more important in view of the specific challenges presented by 
how circulation patterns over the topographically-complex Antarctic Peninsula, especially foehn 
winds, impact surface melt. In this dissertation, I evaluate the regional climate model Modèle 
Atmosphérique Régionale (MAR) over the Antarctic Peninsula (AP) at a 10 km horizontal 
resolution. An initial run is assessed with both in situ data from AWS stations and melt 
occurrence estimates from passive and active microwave data. A subsequent run over the full 
1982-2017 period is used to extract the primary patterns of surface melt variability and determine 
how interannual variability of these patterns impacts meltwater infiltration into the snowpack.  
MAR version 3.5.2 is used for a first run over the 2000-2014 period. This is the first time 
that this model, which has been validated extensively over Greenland, has been applied to the 
Antarctic Peninsula at a high resolution. Near-surface atmosphere model outputs are first 
 
  v 
compared to data retrieved from 10 automatic weather stations. We find that the atmosphere is 
adequately represented by MAR for the summer season, but note regionally-specific temperature 
biases which may impact surface melt. Using a non-parametric Mann-Kendall test, we find a 
slight summer and spring cooling trend in the northeast Antarctic Peninsula (including the 
Larsen C ice shelf) which confirms trends reported in previous literature. Trends in other regions 
of the AP or in the winter season are inconclusive.  
Model outputs uses outputs between 1999 and 2009 are analyzed to understand the 
impacts of mesocscale wind circulation patterns. This period which coincides with the 
availability of active microwave data from the QuikSCAT mission which is used for comparison 
with the model. The primary regional focus is the northern East Antarctic Peninsula (East AP), 
where we define smaller sub-regions according to divergent melt occurrence biases. Melting in 
the East AP can be initiated both by sporadic westerly foehn flow over the AP and by northerly 
winds advecting warm air from lower latitudes. To assess MAR’s ability to simulate these 
physical processes, this study takes a unique approach, examining model biases for melt 
occurrence on the Larsen Ice Shelf, as evaluated by satellite estimates from passive and active 
microwave data, with concurrent temperature biases associated with wind direction biases as 
evaluated by three automatic weather stations (AWS). Our results indicate that satellite estimates 
show greater melt frequency, a larger melt extent, and a quicker expansion to peak melt extent 
than MAR in the center and east of the Larsen C ice shelf. The difference between the remote 
sensing and modeled estimates reduces in the north and west of the East AP. Our results indicate 
that although MAR shows an overall warm bias, it also shows fewer warm, strong westerly 
winds than reported by AWS stations, which may lead to an underestimation of melt. The 
underestimation of foehn flow in the east of the Larsen C may potentially be resolved by 
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removing the hydrostatic assumption in MAR or increasing spatial resolution. The 
underestimation of southwesterly flow in particular may be reduced by using higher-resolution 
topography.  
 The interannual behavior of foehn-induced surface melt is explored using two novel 
methods applied to regional climate model outputs. These methods estimate changes in the 
interannual frequency of foehn flow and the associated impact on snow melt, snowpack density 
and meltwater vertical percolation depth.  The first method extracts spatial patterns of melt 
occurrence using empirical orthogonal function (EOF) analysis. The second method introduces 
the terms “foehn index” and “foehn melt index”, expanding a detection method previously 
employed at AWS stations to now capture the total surface area where foehn flow is detected and 
when foehn-induced meltwater is produced. The analysis of the interannual strength of the main 
EOF modes and foehn melt index show a change in the behavior of foehn winds in recent years 
(since 2013), such that foehn-induced melt has declined in December and January but 
strengthened in March. Due to enhanced densification estimated during 2015-2017, we examine 
the effects of extreme foehn-induced melting events on the modeled snowpack during this period 
and find that consistent late-season melt resulted in increased densification of the upper 
snowpack, with potential implications for future ice shelf stability.  
 A substantial portion of my early graduate work focused on the parameterization of the 
blowing snow process in MAR. This work is presented in Appendix C.  
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Chapter 1 Introduction 
1.1 A Short History of our Region of Interest: Antarctica and the Antarctic Peninsula 
The ice of Antarctica comprises 90% of the world’s fresh water. Net mass loss of the Antarctic 
Ice Sheet (AIS) can lead directly to sea-level rise. As recently as the Last Interglacial period 
(130,000 – 115,000 years ago), global mean sea level was at least 6 meters higher, with mass 
loss of the Greenland Ice Sheet and AIS implicated as the primary cause (Mayewski et al. 2009). 
Projections of future scenarios predict that the partial loss of the AIS could contribute more than 
one meter in sea level rise by 2100 and more than 15 meters by 2500 (DeConto and Pollard 
2016).  Shown in Fig. 1.1 is the bed elevation below the AIS (Fig 1.1a), the overlying thickness 
of the ice (Fig 1.1b) and the  surface height (Fig 1.1c) in the modern day, according to the most 
recent Bedmap2 dataset, which is derived from a variety of sources (Fretwell et al. 2013). 
Projected ice thickness in 2500 for the RPC8.5 scenario is shown in Fig. 1.1d in direct 
comparison with Fig 1.1b. The RPC8.5 scenario (predicting a radiative forcing of 8.5 W/m2 at 
the end of the century) assumes the highest greenhouse gas emissions but is considered probable, 
and the model that was used in that study incorporates previously unrepresented effects of 
atmospheric warming leading to hydrofracture (DeConto and Pollard 2016).  
We note that in this last future scenario, the Antarctic Peninsula (AP) is virtually ice-free. 
Were the ice of the AP ice sheet alone to melt entirely, this would raise sea levels by 0.24m 
(Pritchard and Vaughan 2007). Currently, while other portions of the AIS are gaining mass, the 
AP is contributing to sea-level rise on the order of 0.22 ±0.16 mm/yr (Hock 2005). The 
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components of total mass balance of the Antarctic Ice Sheet will be discussed in greater detail in 
section 1.2.1. 
    
   (a)            (b)    
                    
                  (c)      (d)   
    
Figure 1.1 (a) Bedmap2 bed elevation grid from from Fretwell et. al., 2013 Fig.7,8  (b) Bedmap2 ice thickness grid. 
From Fretwell et. al., 2013 Fig. 8 (c) Bedmap2 surface elevation grid from Fretwell et. al., 2013 Fig. 7 (d) Ice sheet 
snapshots of 2500 in the RCP8.5 scenario from Deconto and Pollard, 2016 Fig. 4g  
The surrounding Southern Ocean acts as a sink for heat and CO2, and because the 
hemispheres are linked via the meridional overturning circulation (MOC), changes on the AIS 
both impact, and are impacted by, global climate at a millennial to multicentennial scale. The 
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current climatic pattern since 2.6 Ma is characterized by (a) cyclic insolation patterns resulting 
from shifts in orbital precession (~26,000 yr. period), tilt (~41,000 yr period) and eccentricity 
(~100,000 yr period) and (b) a strong physical link between both hemispheres via the 
synchronizing effect of greenhouse gases as well as the asynchronous bipolar seesaw via the 
Atlantic Meridional Overturning Circulation. (AMOC) (Mayewski et al. 2009). The pivotal 
importance of Antarctica at geological timescales is highlighted by the interaction between the 
AMOC, sea ice/ice sheet extent and atmospheric CO2. Specifically, reduced sea ice cover during 
interglacial periods invigorates the upwelling of CO2–rich deep water into the atmosphere. This 
is but one of several mechanisms by which the state of the AIS affects global climate on long 
time-scales (Turner et al. 2014).  
Including the overlying ice sheet, the topography of Antarctica, with a mean surface 
elevation of 2500 meters a.s.l., forms a dome from high elevations near the center sloping 
towards the coastline of East Antarctica. The peaks of the Antarctic Peninsula bisect the ice sheet 
into separate watersheds as well as regional climates. The effects of topography on the wind 
regime of the Antarctic Ice Sheet and the Antarctic Peninsula are discussed in Sect. 1.2.4.  
1.2 Physical processes on the Ice Sheet 
Although the majority of this work is focused on surface melt on the AP ice sheet, here we 
will briefly discuss the major physical processes that impact the entire continent, with a primary 
focus on melt and a secondary focus on blowing snow (presented in Appendix C).  We follow 
the atmosphere’s effect on ice sheet loss by first discussing the processes that contribute to 
overall mass balance of the AIS, of which surface mass balance (our primary focus) is a part. We 
discuss the energy balance components that lead to melt, as well as how surface melt is 
estimated, and include brief introduction to the physics of the blowing snow process, although 
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greater details are included in appendices. The atmospheric components discussed here include 
foehn winds, which can lead to enhanced surface melt on the eastern AP, and katabatic flow, 
which has a substantial impact on the initiation (and persistence) of blowing snow. Both surface 
temperature and the frequency and intensity of foehn winds are affected by large-scale 
circulation, and we will discuss the large-scale circulation of the region in general as well as the 
specific climate patterns which are most likely to affect ablation processes. Because surface melt 
can contribute to mass loss via calving on the AP ice shelves, we will review the hydrofracture 
process specifically. 
1.2.1 Ice sheet processes: Mass Balance, Surface Mass Balance and Hydrofracturing 
The discussion of mass balance and surface mass balance presented here is adapted from 
the Physics of Glaciers (Cuffey and Paterson 2010). 
Throughout the period of a year, a glacier can gain or lose mass.  A measure of the sum 
of these processes is the overall mass balance. Mass balance studies seek to both understand the 
processes that effect each of these components as well as to contextualize current mass balance 
trends in geological history.  
The overall mass balance of an ice sheet is equal to the net effects of specific mass 
balance (the MB of individual sub-areas). At each subarea, mass balance MB can be gained or 
loss either at the surface SMB (surface mass balance), within the glacier, i.e. E(Englacial), or 
underneath an ice shelf, i.e. B(Basal) where it has contact with the ocean. In addition to these 
incremental values, the ice sheet can lose mass by calving, in which large sections of the ice 
break off in single events, i.e. C(Calving). The relative importance of each of these components 
is dependent on properties of the particular ice sheet. As an example, calving events or basal loss 
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GAIN + LOSS - 
Snowfall Sublimation 
Refreeze (surface)  Calving (ice shelves) 
Gain by blowing snow (local) Loss by blowing snow (local) 
Deposition of hoar Melting (surface) 
 Melting (basal) 
Table 1.1 Mass balance budget terms 
 
Mass gain and loss terms are shown in Table 1.1 with non-SMB terms noted in red. 
Figure 1.2 shows an idealized rendition of mass balance over Antarctica, whereby the highest 
point of the dome is equivalent to the South Pole and the edges of the ice shelf over the ocean 
capture dynamics over the Antarctic Peninsula. 
 





The primary focus here is on the component of the surface components of the mass 
balance equation. These include mass accumulation by precipitation (PR) in the form of snow, 
diamond dust or rain, and mass loss by runoff (RU which accounts for melt and refreezing) as 
well as sublimation (Eq, 1.2). The transport of blowing/drifting snow TRds can either gain or lose 
mass locally. Sublimation itself occurs through two mechanisms: ordinary (non-blowing snow) 
sublimation SUs and sublimation due to blowing snow, SUds which will be discussed later in 
detail. Surface mass balance is typically described as sum of its elements over a single year:  
 (#$ = ∫ (>? − (@A
	
B=;< − ?@ − ∇D?!A − (@!A)5E   (1.2) 
Satellite measurements show a positive mass balance during 1992-2011 of +14  ±43 Gt 
yr-1 in East Antarctica, a negative mass balance of -65 ±26 Gt yr-1 in West Antarctica and -20 
±14 Gt yr-1  in the Antarctic Peninsula.  The inter-annual variation of surface mass balance 
represents a significant portion of the uncertainty of overall mass balance (Shepherd et al. 2012).  
Previous studies have shown that SMB over the AIS is largely dominated by changes in 
precipitation, with ablation areas accounting for only 2% of surface area (Van Den Broeke 
2005). While overall surface mass balance over the AIS is largely stable in the context of the last 
800 years, according to ice core records, there has been a change in SMB patterns since the 
1960s in coastal regions and the highest regions of the East Antarctic ice divide (a 10% increase 
in accumulation) (Frezzotti et al. 2013).  One proposed explanation for this discrepancy is an 
increase in blocking anticyclones in coastal regions. The consequent precipitation in the coasts 
advects moist air at high elevations, and can cause wind erosion (negative SMB) in areas with 
high wind (Scarchilli et al., 2011). 
The relative importance of basal melt vs calving on ice shelves surrounding the AIS is 
shown in Fig. 1.3a. While basal melt is dominant on the western side of the Antarctic Peninsula, 
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calving dominates basal melt under the East AP and most notably on the Larsen B, Larsen C and 
Larsen D ice shelves. Surface melt duration (average number of melt days in a calendar year 
over the period) as derived from active microwave sensors (QuikSCAT) show the largest 




      (a) 
 
             (b) 
Figure 1.3 a) Mass loss due to basal melt and calving, NASA/JPL-Caltech/UC Irvine/Columbia University (b) Avg 
Surface Melt Days (2000-2009), Steiner and Tedesco, 2014. 
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1.2.2 Surface melt and hydrofracturing 
The initiation of glacier loss at the margins can both speed the velocity of flow behind it 
by reducing the buttressing effect and lower the altitude of the spreading glacier mass, which 
alters the glacier geometry. As the front of the ice mass steepens, glacier flow can accelerate, 
leading to further calving (Fig 1.4, Michon Scott and Ted Scambos, National Snow and Ice Data 
Center). This process is frequently initiated by melt at the surface (Scambos et al., 2000).  
 
 
Figure 1.4 Glacier-ice shelf interactions: In a stable glacier-ice shelf system, the glacier’s downhill movement is 
offset by the buoyant force of the water on the front of the shelf. Warmer temperatures destabilize this system by 
lubricating the glacier’s base and creating melt ponds that eventually carve through the shelf. Once the ice shelf 
retreats to the grounding line, the buoyant force that used to offset glacier flow becomes negligible, and the glacier 
picks up speed on its way to the sea. Original image by Ted Scambos and Michon Scott, National Snow and Ice 
Data Center. 
 
Increased meltwater production over the Antarctic Peninsula (AP) in the latter half of the 20th 
century has been linked to a warming atmosphere, with potential implications for future sea-level 
rise (Barrand et al., 2013; Turner et al., 2005; Vaughan, 2006). Surface melting has been 
implicated in the weakening and eventual collapse of ice shelves as well as the subsequent 
acceleration of contributing glaciers, with the Larsen A (1995) and Larsen B (2002) on the East 
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AP as the most notable examples (Vaughan et al, 1996; Rott et al, 1998; Scambos, 2004). In July 
2017, a rift on the Larsen C Ice Shelf, which had been expanding for several years, finally 
resulted in the calving of the 5800 km2 iceberg A68 (Hogg and Godmundsson, 2017). 
Surface melting influences ice shelf stability through the stress produced by melt ponding 
as well as percolation through firn. One proposed mechanism for the disintegration of ice shelves 
hypothesizes that surface meltwater infills and deepens pre-existent crevasses, through a process 
called hydrofracturing (Scambos et al., 2000; Weertman, 1973; van der Veen et al., 1998). In 
addition, a complementary mechanism proposes that when supraglacial lakes drain (becoming 
dolines, i.e. a sinkhole), an upward flexure is induced which can weaken an ice shelf, both at the 
surface and at the base (MacAyeal et al., 2013). Large open-rift systems were observed over the 
Larsen B ice shelf in the summer of 2002 being consistent with substantial melt initiating both 
mechanisms and leading to ice shelf disintegration (Glasser et al.,2008; MacAyeal et al., 2013). 
Alternatively, meltwater can affect ice shelf dynamics by percolating into firn and increasing its 
density until no air remains. In the absence of pore space, meltwater moves through the 
underlying ice sheet or collects on the surface in melt ponds. This process, operating over 
decades, can therefore pre-condition the ice sheet for both hydrofracture and post-drainage 
flexure stress during high-melt seasons (Kuipers Munneke et al., 2014).  A schematic of these 




Figure 1.5 Conceptual illustration of firn air depletion and its consequences for ice-shelf hydrology and stability. (a) 
An ice shelf covered by a firn layer containing sufficient air. The inset shows meltwater being stored in the pore 
space of the firn. (b) An ice shelf with a depleted firn layer. Due to the absence of pore space, meltwater forms 
ponds that drain into fractures. Alternatively, water is routed to the fractures efficiently as shown in the leftmost 
fractures. (Kuippers Munneke et al, 2014, Fig. 1) 
 
Meltwater can also form under blue ice surfaces, likely due to smaller extinction 
coefficients and lowered albedo of ice (Brandt and Warren 1993) as well as under low-density 
snow on clear days when temperatures are slightly below freezing (Koh and Jordan 1995). 
Modeling studies suggested that the different sensitivities of blue ice vs subsurface snow melt are 
a product of the radiative and heat transfer interactions resulting from their differing albedo, 
grain size and density (Liston et al,, 1999a; Liston et al.,1999b). The net effects of melt over blue 
ice flowing downstream in subsurface layers (the ice-albedo feedback) has recently been shown 
to be substantial in parts of East Antarctica (Lenaerts et al., 2016). Recent work has also shown 
the lateral flow of meltwater (surface rivers) on the Larsen A Ice Shelf in 1979 (Kingslake et al., 
2017) which imply prolonged periods of lowered albedo. These surface rivers could be much 
more prevalent across Antarctica in future warming scenarios than previously expected, and may 
provide a means of stabilizing ice shelves by routing meltwater away (Bell et al., 2017). Melt 
ponds can also lead to layers of warm subsurface ice, such as the 16km field observed in Cabinet 
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Inlet on the Larsen C ice shelf (Hubbard, 2016). The presence of summer meltwater percolation 
has been implicated in the acceleration of tributary glaciers following ice sheet collapse (Rignot 
2004, Rott 2011, Zwally, 2002) although the removal of backstress also plays a role (Scambos, 
2004; Rott et al., 2002). Buzzard et al. (2018) demonstrates, with the use of a firn model at single 
location on the Larsen C ice shelf, that the formation of ice layers and the subsequent depth of 
meltwater stored above them, is vulnerable to potential future increases in accumulation (from 
10-20%) as well as increases in temperature (from 0.5 to 1.5K), although the relationship is not 
linear. 
Since the collapse of Larsen A and Larsen B ice shelves, ice velocities of several of their 
feeding glaciers have increased, and seasonal variations in flow have suggested that both summer 
meltwater percolation (Zwally, 2002) and the removal of backstress played a role (Scambos, 
2004; Rott et al., 2002). The remaining Larsen C ice shelf to the south could prove to be 
similarly vulnerable to collapse due to atmospheric warming (Morris and Vaughan, 2013).  
In recent years, the surface of the Larsen C ice shelf (LCIS) has been lowering due to a 
combination of firn compaction and ocean-based melt (Holland et al, 2015; Pritchard et al., 
2012). Analysis of radar data retrieved between 1998-2012 shows the LCIS to be lowering from 
both a firn air depletion of 37 ±0.026 mm w.e. yr -1 (due to either limited accumulation or high 
surface melt) as well as from a greater basal ice loss of 280 ± 0.18 mm w.e. yr -1 (Holland, 2015).  
While ocean melt dominates lowering over the AP, firn compaction was shown to be 
consequential in the northern LCIS, where a distinct north-south spatial trend is consistent with 
enhanced melt and successive firn compaction (Holland et al., 2011). This is confirmed during 
the narrower 2003-2008 period, where a combination of ICESat (Ice, Cloud and land Elevation 
Satellite) measurements (Shuman et al., 2006) and firn modeling also show a north-south 
 
 14 
gradient for surface height, ranging from -0.2 m yr-1 in the north to -0.06 m yr-1 in the south on 
the LCIS itself, with even greater losses on grounded ice (Pritchard et al. 2012).  
1.2.3 Theoretical Background of Melt: the Energy Budget 
Except where noted, the following is adapted from Hock et al., 2005. 
Snowmelt is one component of the runoff term RU in Eq. 2, which is equivalent to melt 
minus refreeze. As during melting, surface temperature remains at 0°C, and a strong temperature 
gradient between air and surface develops, possibly resulting in a generally stably-stratified 
layer, which suppresses turbulence. A low vapor pressure of the surface (6.11 hPa) favors 
condensation at the surface, providing more energy for melt. Conversely, evaporation or 
sublimation reduces energy available for melt. Melt of snow and ice is produced when energy is 
available, as determined by the energy balance available at the interface between atmosphere and 
snow/ice. The components (in W m-2) are expressed as: 
   FG + FH + FI + FJ + FK + FL = 0   (1.3) 
 
where QN is net radiation, turbulent heat fluxes consist of QH (sensible heat flux) and QL (latent 
heat flux), QG is ground heat flux (heat into the vertical column from surface to a depth of 
negligible heat transfer), QR is the sensible heat flux supplied by rain and QM is energy consumed 
by melt.  The melt rate M can then be calculated from available energy via: 
   # = NO
PQIR
       (1.4) 
where rw is the density of water and Lf the latent heat of fusion. Net radiation QN can be broken 
down into shortwave and longwave components. Net shortwave retained by the surface 
consisting of S(1-a), where S is incoming shortwave radiation (W m-2) and a is albedo (unitless 
and ranging between 0 and 1). Longwave radiation consists of incoming longwave radiation (L¯, 
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in W m-2) subtracted by outgoing longwave radiation, i.e. the Stefan-Boltzmann constant s (W 
m-2 K-4, multiplied by surface temperature, T (°K).  QL, equivalent to LvE (in W m-2) represents 
energy from evaporation, consisting of the latent heat of vaporization Lv and the evaporation rate 
E. The equation can therefore be condensed into Eq. 1.5. 
((1 − /) + T ↓ −VDW + FH + TX* + FJ + FL = 0     (1.5) 
In relative terms, net radiation is ordinarily the largest component of the melt budget. 
Total incoming shortwave radiation S can include direct solar radiation as well as diffuse sky 
radiation and radiation reflected from the terrain, although it is unaffected by other terms of the 
equation, including surface temperature. Incoming longwave radiation (L¯) is influenced by the 
conditions of the upper atmosphere, such as temperature and greenhouse gas concentration and 
mostly cloud cover. Ohmura (2001) finds that longwave irradiance in the 1 km of the atmosphere 
above the ground accounts for between 87% - 90% of the total incoming longwave radiation and 
is largely controlled by the seasonal change in precipitable water. The importance of longwave 
irradiance decreases considerably in cloudless conditions. Total longwave radiation combines 
emitted longwave radiation with incoming longwave sky radiation as well as longwave radiation 
from surrounded terrain. Factors such as slope and aspect (the direction which the slope faces) 
can therefore affect the quantity of diffuse radiation absorbed from melt. Approximations for a 
view factor based on the slope have been applied as in Arnold et al (1996). Shortwave radiation 
typically penetrates as deply as 10m for ice but only 1m for snow, underlining the importance of 
ice surfaces in producing melt.  Subsurface melt layers exceeding 0.5m in blue ice areas have 




Turbulent fluxes consist of both sensible heat flux is (QH) and latent heat flux (QL). QH is 
heavily-dependent on wind speed and on surface roughness and is ordinarily less significant in 
accumulation area (due to lower air temperature) and more important in lower ablation areas 
with higher temperatures. Latent heat flux is variable and dependent on the vapor pressure of the 
advecting atmosphere in comparison with the saturation vapor pressure at the melting 
temperature. This term is typically considerably smaller on average than other terms although 
they it coincides with periods of greatest melt flux. Turbulent fluxes represent a smaller portion 
of the energy budget for melt on average, but are important during significant melt. These are not 
discussed in detail here, except to note that much of the work here relates to surface boundary 
layer theory and the determination of roughness lengths for heat and momentum. Brock (2000) 
discusses a means of incorporating spatial and temporal variation in roughness lengths. 
Uncertainty on surrounding surface roughness can produce large errors (more so than a neglect 
of the stability which most energy balance models ignore). Several studies have suggested that 
the failures of energy balance models relate to their underestimation of turbulent fluxes 
(Holmgren, 1971). Finally, the conductive heat flow to the subsurface QG is influenced by 
surface temperature as well as temperature of the subsurface.  
1.2.4 Methods of observing melt 
Ground estimates of melt typically use temperature index models which employ 2-3 
meter air temperatures from automatic weather stations (AWS) which must exceed a threshold 
temperature (usually 0°C), but these measurements are sparse, especially on ice sheets. Satellite 
data provides more spatially-comprehensive estimates. Optical/thermal methods (such as 
MODIS) typically estimate surface temperature (complimented with albedo), while microwave 
data provides a more direct measurement of electromagnetic properties. The latter has the 
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additional advantages of being able to see through clouds, operating at night and having a larger 
Ground Instantaneous Field of View, i.e. the measure of the spatial resolution of a remote 
sensing imaging system (Tedesco et al., 2015). 
Dry, pure snow is highly reflective in the visible range, though reflectivity is negligible in 
the thermal infrared range. A reduction in reflectivity can occur due to impurities as well as an 
increase in snow grain size (which reduces scattering) due to liquid water.  In the microwave 
region, the imaginary part of the dielectric constant is affected by both temperature and is a 
function of the frequency while the real part is affected only by fractional volume; formulations 
for both the real and imaginary parts are constructed through empirical studies. When snow is 
dry, volumetric scattering dominates absorption, while liquid water increases absorption; 
consequently, backscatter (for active microwave) is significantly reduced with the presence of 
liquid water.  Because dry snow attenuates microwave radiation emitted by soil, while liquid 
water absorbs radiation from both snow and soil, brightness temperature derived from passive 
microwave data increases significantly with the introduction of liquid water (Ulaby et al., 1980). 
As a result, the presence of liquid water both increases brightness temperature significantly in 
some bands while also abruptly decreasing recorded backscatter due to water’s relative 
smoothness (Tedesco et al., 2015b). 
Most algorithms for microwave backscatter (active) and brightness temperature (passive) 
depend on constructing a threshold value which depends on changes in the optical properties of 
snow as liquid water is introduced. In addition to fixed values, thresholds for melt can also 
consider other factors such as a) variation in diurnal amplitude b) the variation between seasons 
and c) the relative signal between different polarized frequencies (Ashcraft and Long, 2006). 
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Studies have used passive microwave estimates for melt occurrence alongside in situ 
temperature data, reporting a general decrease in surface melt over the continent, but an increase 
in the AP (Tedesco and Monaghan, 2009).  Studies using high resolution active microwave 
satellite product in combination with model outputs from the RCM RACMO have also reported 
on melt occurrence over the AP in combination with in situ temperature estimates as well as melt 
flux (Barrand et al., 2013). Specific algorithms are discussed in greater detail in the “Data and 
Methods” section. 
1.3 Atmosphere / ice sheet processes 
1.3.1 Blowing snow 
The contribution of the blowing snow on SMB includes sublimation by snow which has been 
lifted into the air SUds in Eq. 2 as well as snow which is eroded by wind and deposited elsewhere 
(ÑTRds). The latter term TRds is spatially localized, and can imply either erosion or deposition, 
such that the contribution to SMB is the net mass gain or loss over the whole spatial region. 
The phenomenon of blowing snow occurs when high winds interact with snow particles, 
lifting them into the air where they can be transported and sublimated. This process can affect 
snow grain properties, reducing size through the process of erosion during transport along the 
surface as well as through sublimation, as well as heat and moisture exchanges with the 
atmosphere (Gallee, 1998; Lenaerts et al., 2012a; Lenaerts et al., 2012b; Lenaerts et al, 2010). 
The effect of snow transport on SMB is thought to be significantly less than the net effect of 
blowing snow sublimation, although it can redistribute snow locally. Coastal conditions and 
windy areas favor higher rates of blowing snow events. (Bintanja, 2001). In dry but windy 
regions (such as in some regions of the East Antarctic Ice Shelf), blowing snow sublimation can 
account for around 75% of annual snowfall. (Frezzoti et al 2005). 
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Beyond a threshold wind speed, wind can transport snow particles in three ways: suspension 
in the air, saltation (periodic suspension) and creep over the surface. Suspended snow can be 
transported for large distances over days and be sublimated in the process (Scarchilli et al., 
2010). Once drifting snow is initiated, the exposed snowgrains begin to sublimate, releasing 
moisture and drawing heat from the surrounding air. Typically, air is less able to sustain further 
blowing snow sublimation as the air saturates with moisture, however the entrainment of dry air 
removes this moisture, allowing blowing snow sublimation to persist . When winds are 
especially strong, the capacity of entrainment is limited, effectively providing a cap on the humid 
layer and limiting further blowing snow sublimation. Conversely, drifting snow both affects and 
is affected by wind speed, as suspended particles extract turbulent momentum from surrounding 
air at the surface and increase drag (Bintanja, 2001).  
In addition to wind speed, snowgrain properties also determine the initiation of a blowing 
snow event, and contain a self-limiting mechanism. Fresh, low-density snow is more easily 
pulled aloft by lower wind speeds, after which both sublimation and collision reduce grain size. 
Redeposited snowgrains create a higher-density snowpack, requiring increasingly higher winds 
to initiate a blowing snow event.  
The physics of blowing snow are discussed further in Appendix C. 
1.3.2 Katabatic winds  
The katabatic winds of Antarctia are some of the most persistent winds on earth, although 
katabatic forcing is substantially weaker during the summer months, i.e. from December to 
February (Parish and Cassano, 2003). The surface wind regime in Antarctica is dominated by 
three geographic factors: the absence of sunlight in winter, the dome-like topography and the 
continuous circumpolar trough surrounding the continent. All but 3% of the surface of Antarctica 
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is covered in snow, and the combination of radiation loss from high snow albedo (~0.85) and 
high emissivity of the snowpack relative to the atmosphere (~0.97) creates a strong temperature 
inversion (Turner and Pendlebury 2004). 
In winter, the net outward longwave radiation flux cools the surface with respect to the 
overlying atmosphere. This creates a layer of cold, dense dry air over the surface at high 
elevations, which is pulled by gravity towards the margins, where slope intensifies, and is then 
deflected left by the Coriolis effect. The strength of these winds is therefore directly affected by 
the slope of the landscape as well as by surface temperature. The interaction with short-lived 
synoptic winds at the coasts can either enhance or dampen this mean wind pattern (Van den 
Broeke et al, 2002). The schematic in Fig. 6 illustrates katabatic flow from the interior of the 
continent towards the coast.  
 
 
Figure 1.6 Sketch of the two forces, pressure gradient and gravitational force, producing katabatic winds at the 
margin of an ice sheet or glacier. Courtsey of Hannes, Grobe, Alfred Wegener Institute for Polar and Marine 
Research, Bremerhaven, Germany. 
Katabatic winds in East Antarctica erode and sublimate fallen as well as drifting snow. 
This process is dominated by sublimation (Lenaerts et al., 2012a; Grazioli et al., 2017). Where 
annual snowfall is removed, the resulting increased short-wave radiation absorption and 
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enhanced vapor transport generate a greater grain growth, which then prevent further 
accumulation, resulting in wind glaze, also referred to as wind scour (Das et al., 2013; Scambos 
et al., 2002). These are typically regions with steep ice surface slopes surrounded by regions of 
increased decimeter-scale surface roughness. These areas tend to contain both sastrugi and 
dunes, increasing surface roughness and therefore the turbulence, which increases the flux of 
snow-drift and sublimation. A study combining satellite and model data on persistent wind scour 
found that 2.7-6.6% of the surface area of Antarctica experienced negative SMB likely due to 
wind scour (Das et al, 2013). 
1.3.3 Foehn winds 
The eastern AP, where Larsen C Ice shelf is located, is on average 3-5°C cooler than the 
West AP at the same latitude (Morris and Vaughan, 2013), primarily due to exposure to open 
water in combination with prevailing southerly winds. When strong westerly winds cross the 
bisecting mountain range of the AP, the resulting foehn winds can produce pulses of warming on 
the eastern AP’s ice shelves (Marshall, 2007).  
Physical mechanisms 
Foehn winds are a warm, dry air flow on the lee slopes of a mountain range (Beran 
1967). Elvidge (2016) uses a modeling approach to trace four physical processes that occur 
during foehn flow in the East AP, namely isentropic drawdown (sourcing of foehn air from 
higher altitudes), latent heating and precipitation (where cooling during uplift on the windward 
side promotes precipitation), mechanical mixing (turbulent sensible heating and drying of low-
level flow) and radiative heating (where cloudless conditions on the lee side increase the 
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availability of shortwave radiation for heating). These mechanisms are illustrated in Fig. 1.7 
below, reproduced from the original text (Elvidge et al., 2016).  
 
Figure 1.7 Foehn warming mechanisms. (a) Upwind of the mountain, cool, moist air can be blocked allowing 
potentially warmer, drier air to be advected isentropically down the lee slopes. (b) Without flow blocking, there is 
ascent on the indward slopes so the air cools, leading to condensation and latent heat release that reduces the 
cooling; precipitation removes the condensed water so that descent on the lee side is dry, which increases the 
(pressure related) warming leading to higher leeside temperatures. (c) As cool, moist air passes over the mountain, it 
will mix mechanically with the overlying air mass; for a statically stable atmosphere, this is potentially warmer (and 
usually drier) and so corresponds to a turbulent flux of sensible heat into the foehn flow (and a turbulent flux of 
moisture out of it). (d) Associated with the mechanisms described in (a)–(c), there is often clear, dry air on the 
downwind slopes, the “foehn clearance,” and cloud on the upwind slopes; this situation encourages radiative flux 
convergence and thus warmer air on the lee side. (Elvidge et. al., 2016, Fig. 1)  
The spatial patterns and intensity of föhn-induced melt are responsive to large-scale drivers (such 
as the Southern Annular Mode), upwind characteristics, the degree of cloud cover and the initial 
conditions of the snowpack. Linear flows (described as such based on the nondimensional 
mountain height and the degree of stratification), have a high velocity and a stronger temperature 
signature than the weaker nonlinear flow which results in topographic channeling (Elvidge et al., 
2014). We add, however, that weaker nonlinear flows may have a stronger effect in southern 
portions of the LCIS where strong northwesterly flow is less influential. In Elvidge et al. (2016), 
three foehn events over the AP are examined during the summer of 2010-2011 finding events 
ranging from southwesterly flow on the lee side (with low precipitation on the windward side of 
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the AP)  to northwesterly flow where precipitation was substantial. The model showed that in the 
former case, isentropic drawdown was the dominant contributor to increased temperatures due to 
the higher altitude of source winds, while in the latter case, latent heating and precipitation were 
the dominant cause of increased temperatures, which is consistent with the higher humidity and 
greater orographic lift of upwind flow in this case. Grosvenor (2014) compared modelled 
atmosphere and surface melt outputs from the  non-hydrostatic WRF model run at a high spatial 
resolution with aircraft observations during a foehn event which occurred on January, 2006 on 
the Larsen C ice shelf.  This study found that surface melt (both modeled and observed) was 
primarily driven by shortwave (SW) surface flux (i.e. cloud-clearing of foehn flow), and that 
even a small change resulted in a 15% change in melt energy. Shortwave (S, Eq. 1.5) flux 
outweighed the longwave (L¯, Eq. 1.3) cooling caused by the cloud-clearing which sometimes 
accompanies foehn events. It was found that even minor differences in modeled albedo and 
emissivity were important and that both values were considerably lower in the model than those 
found in observation. The overall effect of sensible heat (QH, Eq. 1.3) and latent heat (QL, Eq. 1.3) 
was to decrease the available melt energy, and the net effect of this flux was found to intensify, 
further reducing melt in the south of the region. The combination of SH+LH accounted for 29% 
of the difference in melt energy available at 69°S vs. 65.6°S. Ground heat flux (GH, loss of heat 
to the ground) increased further south and was a key factor in the difference in melt rates. During 
this period, the reduction in foehn flow was strongly associated with wind direction; i.e. when 
westerly flow from the western side of the AP was perpendicular to the spine of the AP, foehn 
flow persisted, while a shift to southerly winds caused foehn flow to dissipate.  Kuipers 
Munneke et al. (2012) identified a melting event on 10-18 November 2010 at two AWS stations 
which was likely caused by a foehn event. They found that melt variability was strongly 
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connected to SW (Eq.1.4 and Eq. 1.5) variability. However, this study found that turbulent fluxes 
(QH and QL, Eq. 1.4) were relatively important as compared to values calculated by WRF by 
Grosvenor et al, 2011. 
Large-scale atmospheric Drivers 
Increased warming in the eastern AP has been linked to a greater frequency of foehn 
winds (Cape et al., 2015). These winds intensify with the presence of warm northwesterly winds 
produced  by an intensified circumpolar westerly  associated with positive phases of the Southern 
Annular Mode (SAM) (Van den Broeke and Van Lipzig, 2003; Tedesco and Monaghan, 2009), 
especially in the summer and autumn (Turner et al., 2005).  Mayewski et al., (2009) has shown a 
link between the positive shift in the SAM and the Antarctic ozone hole’s formation in spring, 
suggesting that ozone concentrations, both natural variations in the past as well as the more 
recent stratospheric ozone hole, provide a pathway by which insolation affects atmospheric 
circulation. Recent work has suggested that ozone recovery will eventually mask the effects of 
greenhouse warming on the Antarctic energy budget. (Previdi et al., 2013). 
Generally, there are two major large-scale teleconnection patterns that have a strong 
influence on Antarctica are (1) the El Nino Southern Oscillation (ENSO), and (2) the Southern 
Annular Mode (SAM). ENSO describes a coupled tropical oscillation characterized by higher 
surface pressure in the western Pacific and synoptic-scale sea surface temperature anomalies. A 
wave-train of pressure-height anomalies known as the Pacific South American Pattern has been 
proposed to connect ENSO to the West Antarctic coast (Turner, 2005). The SAM captures the 
strength of mid-latitude versus high-latitude pressure gradients in the Southern Hemisphere and 
therefore the strength of circumpolar westerlies. The strength of the ENSO teleconnection has 
been shown to be related to the strength of the SAM (Fogt, 2011). Previous work has compared 
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the melt index and melt extent variability with measures for ENSO and the SAM. At the 
continental scale, the SAM and ENSO have explained 42% (SAM) and 35%(ENSO) of melting 
index variability and 34%(SAM) and 33%(ENSO) of melt extent variability. However, lower 
correlation values were found for the AP alone (Tedesco and Monaghan, 2010).  
In contrast to the SAM, which captures zonal-mean kinetic energy and is driven by 
variations in momentum eddies, the Baroclinic Annular Mode (BAM) captures eddy kinetic 
energy and is driven by eddy fluxes in heat, with observed increases in precipitation in the 
southern hemisphere midlatitudes during its positive phase.  In Antarctica, its positive phase 
(with a periodicity of 20-30 days) is characterized by a positive eddy heat flux over much of 
West Antarctica and anomalous precipitation over the lower latitudes of the Antarctic Peninsula. 
(Thompson and Barnes, 2014).  
Finally, we note that although the Antarctic Peninsula has been warming overall since the 
1950s, more recent studies using station data in the AP have suggested that this warming trend 
persisted until 1998/1999, after which the region has been experiencing a cooling period (-
0.47±0.25 dec-1 ,2001-2014 from a stacked SAT record for stations in the Northern AP) largely 
due to changes in circulation further enhanced by increasing sea ice (Turner, 2016).  Oliva et al. 
(2017) has shown that these trends are largely limited to the northeastern AP. 
Modeling and estimates for foehn frequency 
Substantial recent work has focused on capturing the character and frequency of foehn 
flow over the eastern AP, and particularly the Larsen C ice shelf. These studies have been limited 
by a balance between (1) the high resolutions required to resolve the orographic barrier of the AP 
(allowing for the intrusion of westerly flow), which often require a non-hydrostatic model at very 
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high resolutions vs (2) the longer record and sophisticated representation of the snowpack which 
is available from hydrostatic models. 
Multiple studies have focused on the use of high-resolution non-hydrostatic models over 
the eastern AP to determine the frequency of foehn occurrence over relatively short periods 
(Elvidge et al., 2015; Grosvenor et al., 2014; Elvidge et al., 2016; King et al., 2017). A recent 
study by Turton et al., (2017), using a non-hydrostatic model, compared modelled flow 
characteristics during two föhn events and found that a 1.5 km version of the model was able to 
capture the eastward propagation of melt-inducing winds, whereas a 5km version could not, 
according to a comparison with AWS stations. However, Bozkurt et al. (2018) demonstrate that a 
2km version of the same model was still unable to resolve high temperatures associated with the 
initiation of foehn flow during a short period. We note that because these modelling studies use a 
non-hydrostatic model, they are limited to short periods due to the prohibitive computational 
cost.  
A recent study using 5.5km horizontal resolution run of RACMO 2.3 over the AP 
suggested that a further increase in resolution would be required to properly resolve foehn wind 
propagation, which would imply the removal of the hydrostatic assumption (Van Wessem et al., 
2015). However, Wiesenekker et al. (2018) show that foehn events observed by an AWS close to 
the AP mountain range were well captured by a later version of the same RCM, enabling a 
reconstruction back to 1979.   
  Finally, Grosvenor et al., (2014) found that ECMWF (at a 0.5°x0.5° resolution) was able 
to identify the foehn jet, although the higher resolution in WRF resolved the single jet shown in 
ECMWF into 3 separate jets. This suggests that some of the effects of foehn winds can be 
captured even by low-resolution models.  
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Two major methods have been used in recent studies to identify foehn conditions. 
Modeling studies can capture the effects of isentropic drawdown via the differences in the 
potential temperature field from a point to the west of the AP to one just east of it (Turton et al., 
2018; King et al., 2017). Alternatively, AWS observations can potentially capture the 
characteristic effect of foehn winds at the surface, i.e. a reduction of relative humidity, an 
increase in the speed of westerly winds and a rise in temperature (Capet et al., 2015; Turton et 
al., 2018; Wiesenkker et al., 2018). An adaptation of this latter method is used in Chapter 5 and a 
literature review of this method discussed in provided in Chapter 2.4.2 (the “foehn index”). 
Inter-annual and recent behavior of foehn-induced melt 
Several studies have estimated the frequency of foehn occurence over relatively short 
periods, primarily focusing on the impact on melt. Luckman (2014) compares incidents of melt 
ponds observed by Envisat advanced synthetic aperture radar (ASAR) with model outputs to find 
that the foehn effect was observed 30% of the time. During the 2010-2011 melt season, King et 
al. (2017) found a 20% frequency for foehn events. Cape (2015) uses a combination of AWS 
data available since 1961 (though not continuously) as well as ECMWF data to form 
atmospheric composites, linking an increase in föhn winds to recent warming. This last study 
provided the first long-term account of föhn frequency based on observational data, although the 
station’s location (between the former Larsen A and B ice shelves) limits its sensitivity to 
southwesterly föhn flow. Wiesenekker et al. (2018) provides the first multi-decadal study of 
foehn occurrence over the full northeastern AP. This study found that the majority of foehn 
events occurred in winter and spring, peaking in November, and that during the 11/25/2014-
12/31/2016, foehn occurred approximately 14% of the time according to station data.  At the 
Cabinet Inlet location, total foehn duration was found to be strongly correlated to yearly 
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averaged surface air temperature. Overall, summer foehn was found to increase from 1980 to 
2004 and to have declined since 1990. In a study also conducted at the Cabinet Inlet AWS from 
11/25/2014 to 11/13/2017, Kuipers Munneke et al. (2018) found that 23% of melt occurred in 
winter (when foehn flow is more intense) while 77% of melt occurred in summer, driven 
primarily by solar radiation. A number of these studies have focused on very strong melt events 
which were produced by foehn flow in May, 2016 (Kuipers Munneke et al., 2018) and March, 
2015 (Wiesenekker et al., 2018).  During the May, 2016 event, the effect of foehn warming was 
found to reach a depth of 3m. The March 24, 2015 melt event was the specific focus of recent 
work connecting foehn flow during this period to the effect of an atmospheric river, further 
highlighting the link between the state of the Larsen C ice shelf and the large-scale atmosphere 
(Bozkurt et al., 2018).  
1.4 Research Objectives 
The need for high-resolution climate models such as the one used in this study (in 
comparison to GCMs) has been demonstrated by the sensitivity of SMB estimates in the AIS to 
horizontal model resolution. In general, regions with significant topographic complexity, such as 
the mountain range in the Antarctic Peninsula, are particularly vulnerable to neglecting important 
dynamics at low resolutions. Most downscaling techniques have shown that improved model 
resolution increases future SMB estimates via increased precipitation, especially in regions with 
significant topographic variability. Recent results examining future SMB estimates over the 
continent have suggested that a reduction in resolution from 60 km to 15 km, incorporating a 
physically-based downscaling technique, can result in a nearly 30% increase in future SMB 
(Agosta,  2013) . However, this version of the downscaling model neglected the foehn effect, 
which is both important for melt dynamics in the Antarctic Peninsula and can limit precipitation 
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significantly. We note that Regional Climate Modeling (RCM) studies have shown that of the 89 
Gt/yr of surface melt that occurs on Antarctica, 59 Gt/yr occurs on the AP (Kuipers Munneke et 
al., 2012). Additionally, surface melt on the Larsen C ice shelf has the potential to alter firn 
properties, even when melt is refrozen.This points to the importance of foehn dynamics and high 
horizontal resolutions for SMB estimates over the AP, and the importance of surface melt 
estimates over the AP to AIS SMB estimates generally.  
In lieu of recent literature on the subject, this work primarily addresses several knowledge 
gaps: 
1) A quantification of the frequency and inter-annual variability of foehn winds over the NE 
Antarctic Peninsula, which affect surface melt. (Chapter 5)  
2) Estimates of meltwater production and infiltration into the snowpack from 1982 to the 
present day (Chapter 4) 
3)  A greater understanding of how foehn winds, the seasonality of melt extent and 
temperature trends can affect meltwater infiltration and densification in the snowpack 
(Chapter 5) 
4) A greater diversity of high-resolution climate model runs over the Antarctic Peninsula, 
validated with observations, which provide reliable snowpack outputs as well as 
atmospheric outputs to the cryosphere community (Chapter 3,4) 
 Additional work in the appendices focuses on the blowing snow parameterization in MAR. This 
is an important ablation term accounting for a substantial portion of surface mass balance 










Schematic/overview of the SISVAT (Soil Ice Snow Vegetation Atmosphere 




Short description of a fresh snow density scheme developed with Dr. C. 
Agosta, which is now a part of the MAR model 
Appendix C Chapter 1 and 2 provide an introduction to blowing snow physics and 
schematics of their implementation in the MAR model  





Chapter 2  Data and Methods 
In this work, I make use of a combination of model outputs and observations. The primary tool 
used to understand the interaction between the atmosphere and snowpack is the Modèle 
Atmosphérique Régionale (MAR) RCM (Gallée and Schayes, 1994). We also employ in-situ 
data collected from 10 automatic weather stations (AWS) to evaluate the near-surface 
atmosphere biases in MAR as well as to assess inter-annual trends. While in-situ observations of 
2m air temperature are frequently treated as a proxy for melt (Braithwaite 1981), this method is 
most effective when the energy budget is dominated by the turbulent sensible heat flux and 
incoming longwave radiation and does not capture melt which can occur due to shortwave 
radiative forcing when temperatures are below 0°C (Hock, 2005). Accordingly, we use 
observations from the QuikSCAT (QS) and SSMR (Scanning Microwave Multichannel 
Radiometer, 1978-1987) / SSM/I (Special Sensior Microwave/Imager, 1987 - to date) satellites 
to evaluate both melt occurrence and intensity, as simulated by MAR.  
2.1 The MAR Regional Climate Model 
The Modèle Atmosphérique Régionale (MAR) RCM is a modular atmospheric model coupled to 
the Soil Ice Snow Vegetation Atmosphere Transfer scheme (SISVAT) surface model (De Ridder 
and Gallée, 1998), which includes the multi-layer snow model Crocus (Brun,1989) and was 
originally implemented to simulate energy and mass balance processes over Antarctica  (Gallée 
and Schayes, 1994). 
2.1.1 Melt and Blowing Snow Schemes within the SISVAT model in MAR  
The calculations for (a) meltwater production (based on an energy balance model) and (b) 
blowing snow initiation are both located in the SISVAT module. Figure 2.1 shows a schematic 
for SISVAT denoting major physical processes. Input variables include shortwave and longwave 
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radiation (from the radiative scheme) and precipitation (from the microphysical scheme).  Output 
variables include blowing snow (saltation height in meters and concentration in kg/m2) which are 
required for the microphysical scheme and runoff (mm w.e), which is reported as an output 
variable. Figure 2.2 shows the same general schematic as Fig. 2.1 with the specific set of 
processes (restricted to those which affect snow/ice) as they are executed in SISVAT itself. Of 
these, the processes which include blowing snow are shown in dark blue, while the processes 
which exclusively relate to the blowing snow are shown in light blue. One additional process that 
affects blowing snow is the parameterization for the roughness length for blowing snow, which 
is used to calculate the drag coefficient for wind as imposed within the turbulence scheme (step 
23). Melt and refreezing in the snowpack is calculated in step 28, in the SISVAT_qSn routine. 
The SISVAT_qSn calculates water content in the snowpack using an energy balance model. 
A schematic for SISVAT_qSn is provided in Figure 2.3, with the associated steps listed in order 
of execution in Figure 2.4. Overall, this process determines the quantity of meltwater produced 
after calculating the amount of energy lost or gained through evaporation, deposition, melt and 
refreeze, and then determines the quantity of water retained in a layer based on a tipping-bucket 
mechanism as well as the quantity of water which is reported as runoff (Brun, 1989). The inputs 
to this routine include the water present at the top of the snowpack, the temperature of the 
surface boundary layer and the temperature and density of the snowpack. 
The initiation of blowing snow in MAR is presented separately in Appendix section C. 
 
 
    
 
 





























































    
 
Figure 2.2 Schematic for Soil Ice Snow Vegetation Atmosphere Transfer scheme (SISVAT) in the MAR model, including specific steps for a single timestep. 














































































































    
 
Figure 2.3 The SISVAT_qSN process (within SISVAT Step 28 in Fig.2.1 and Fig. 2.2), which determines the snow water content. Associated numbers are steps 

























































    
 
 
Figure 2.4 SISVAT_qSN processes, which determine snow water content, as in Fig.2.3 
 
Values Constants:
RI Rain/Intensity kg/m42/s41 Cw Heat/Capacity/of/Water Jkg41K41
Texc Temp/above/below/0 C Cs/ Heat/Capacity/of/snow Jkg41K41
t Time/elapsed s Lf/ Latent/heat/of/fusion Jkg41
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Both model versions used in this incorporate a new fresh snow density scheme which was 
tested over Antarctica (Agosta et al., 2018) and is discussed further in that study. Here, fresh 
snow density (r) is computed as a function of 10m wind speed (WS, m s-1) and surface 
temperature (Ts, K) such that:  
r = 149.2 + 6.84 * WS + 0.48 * Ts    (2.1) 
with a lower boundary of 200 kg m-3 and an upper boundary of 400 kg m-3. This 
parameterization was adapted to the density of the first 50cm of snow fit observations collected 
over the Antarctic ice sheet (Agosta et al., 2018), although we note that no measurements were 
included from the Antarctic Peninsula, which may potentially mean that the formulation is best 
adapted for the colder climate of East Antarctica. The subsequent compaction of a layer of snow 
uses the formulation from Brun (1989). 
2.1.2 Model Configuration and Melt Occurrence Estimates 
The model versions used in this study is MAR version 3.5.2 for results presented in chapter 3 
and 4 and version 3.9 for results used in chapter 5. Relative to version 3.5.2, which is primarily 
used in Chapter 4 as well as in Fettweis et al. (2017), the computational efficiency of MAR v3.9 
has been improved such that increased resolution runs are potentially viable. The improvements 
in the physics include an increase in the lifetime of clouds, partly correcting the underestimation 
of downward longwave radiation and the overestimation of inland precipitation found in Fettweis 
et al. (2017). The changes to the cloud scheme directly affect both the precipitation available for 
melt and the radiation budget that computes the energy available for melt; the increased 
resolution better resolves topography which can enhance the penetration of westerly föhn winds . 
Both configurations used 23 sigma layers (scaled pressure level) from 200 hPa to the surface. 
The snowpack is represented by 18 layers of variable thickness from the surface to a 20 m depth 
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(after which, only ice is presumed to exist). The model domain includes the AP region between 
79.5°S and 56.9°S latitude and 94.9°W and 39.7°W longitude.  Lateral boundary conditions are 
specified from the European Centre for Medium-Range Weather Forecasts (ECMWF), using the 
ERA-Interim reanalysis (Dee et al., 2011), which is also used for a direct comparison with AWS 
wind speed/direction. We note that the ice (vs sea) mask used does not include the Larsen A or 
Larsen B Ice Shelf in order to preserve consistency for comparison between years (most of 
which post-date the collapse of these ice shelves). For the analysis of the effects of resolution on 
surface melt estimates presented in Chapter 4, we use three version of MAR v. 3.9. In Chapter 4, 
MAR v3.9 setups include a version at a 10km horizontal resolution similar to the model used for 
the main analysis, one where the horizontal resolution is reduced to 5km and one where the 
vertical discretization is increased to 32 sigma layers (at a 10km resolution).  In Chapter 5, MAR 
v3.9 is run at a 7.5km horizontal resolution over the AP with a snowpack initialized from 
MARv3.5.2 outputs and a setup which is otherwise identical. 
 We consider two conditions for identifying melting based on previous work 
comparing MAR outputs (version 3.2) and satellite microwave melt estimates that found that 
passive microwave estimates were sensitive to a meltwater content of 0.4% (or mm w.e.) in the 
first meter of the snowpack (Tedesco et al., 2007). Therefore, we define a first condition 
(LWC0.4) which determines melt occurrence in MAR when the daily-averaged integrated liquid 
water content (LWC) in the first meter of the snowpack exceeds 0.4% for at least three 
consecutive days. We define two additional conditions (MF0.4 and MF1) in which melt is 
assumed to occur when total meltwater production over the day exceeds 0.4 mm w.e. and 1 mm 
w.e., respectively. MF0.4 and MF1 are intended to capture both sporadic melt (which may 
refreeze) and melt which has percolated into the snowpack column below 1m, i.e. equivalent 
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satellite-based estimates could have potentially shown melt occurrence during some portion of 
the day. We conducted a sensitivity test using multiple daily meltwater-production thresholds for 
melt occurrence, finding that the differences between a threshold of 0.1 and 1 mm w.e. 
(suggested by Franco et al., 2013 as a melt threshold for Greenland) was negligible overall, but 
more could impact our results on the northern Larsen C Ice Shelf, where the 4 mm w.e. threshold 
proved insufficient to capture melt occurrence (Appendix B, Fig. B2). Similarly, we performed a 
comparison of melt occurrence computed from 2000-2009 at the Larsen Ice Shelf AWS for all 
satellite-based algorithms as well as AWS-based melt-occurrence criteria, i.e. where MaxT2m > 
0°C and AvgT2m > 0°C (Appendix B, Fig. B2h). We found that neither total MAR melt 
occurrence nor the relative agreement with observed sources varied substantially between 
thresholds until the highest threshold for daily meltwater production of 4 mm w.e. was tested. 
Consequently, we use a meltwater production threshold of 0.4 mm w.e. to define melt occurrence  
in MAR v3.5.2 in Chapter 4 and a threshold of 1 mm w.e. for MAR v3.9 in Chapter 5. The 
differences in sensitivity for each satellite-based criteria for melt occurrences, as well as 
associated temperature biases, are discussed in detail in Section 3.1. 
 MAR meltwater production is compared to melt outputs from the RCM RACMO2.3p2 
(Regional Atmospheric Climate Model) , a hydrostatic model which has been run extensively 
over polar regions and over the AP at a 5.5km resolution at 40 vertical levels. RACMO2.3p2 is 
also forced at the boundaries by ERA-Interim every six hours, as with MAR in this study (Van 
Wessem et al., 2018). Model results over the AP for RACMO 2.3p2 did not vary substantially 
from RACMO2.3, which was evaluated extensively in previous work (Van Wessem et al., 2015). 
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2.2 In-situ data from automatic weather stations 
In situ data from eight stations is obtained from the University of Wisconsin Madison 
(http://amrc.ssec.wisc.edu/aws) at a 3-hourly temporal resolution. AWS data from two additional 
sites on the Larsen Ice Shelf (AWS14 and AWS15) are obtained from the Institute for Marine 
and Atmospheric Research at Utrecht University (IMAU) at an hourly resolution. These also 
include values for the surface energy budget.(Kuipers Munneke et al. 2012). Wind direction is 
examined only for the summer season during the period of melt onset over the Larsen Ice Shelf 
for selected years. Locations and elevations for all stations are shown in Table 2.1 
Station Name Latitude Longitude Elevation 
AWS14 67.021S 61.5W 50m 
AWS15 67.571S 62.152W 50m 
Bonaparte Point 64.778S 64.067W 8m 
Butler Island 72.206S 60.17W 91m 
Dismal Island 68.087S 68.825W 10m 
Fossil Bluff 71.333S 68.283W 63m 
Hugo Island 64.962S 65.669W 25m 
Larsen Ice Shelf 67.012S 61.55W 17m 
Limbert 75.914S 59.264W 40m 
Sky Blu 74.792S 71.488W 1556m 
Table 2.1 AWS stations with location and elevation  
 
Values at either temporal resolution are averaged to obtain daily-averaged values for 
comparison with MAR outputs.  Metrics are computed for the seasons June-July-August (winter) 
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and December-January-February (summer) for those years in which no more than 5 consecutive 
days are missing from the period. 2m air temperature values are corrected for elevation 
differences by calculating the elevation gradient from surrounding MAR gridcells and 
interpolating the final value for the AWS location’s recorded elevation. The DEM used is 
bedmap2, available from the British Antarctic Survey (https://www.bas.ac.uk/project/bedmap-
2/). Maximum temperature is calculated as well because this measure may have more of an 
impact on sporadic melt than values averaged to the daily scale. Maximum daily 2m air 
temperatures are selected from available 3-hourly values and are used only when no more than 
one 3-hour measurement is missing during the day. Pressure values from MAR are calculated at 
the first atmospheric layer in MAR (0.9996 of surface pressure). Because the height of this layer 
is generally between 2 and 2.7 m above the surface, this is treated as an acceptable proxy for 2m 
pressure values. Pressure values from MAR are corrected for elevation using the hypsometric 
equation. Locations for stations used in this analysis are provided in Fig. 2.5 below. 
 





2.3 Satellite-based melt occurrence estimates 
Satellite-based melt estimates are provided by both active and passive microwave 
sensors, both of which are sensitive to the presence of liquid water in the snowpack. Here we 
will discuss the theoretical background of both the specific data sources themselves as well as 
the algorithms used to calculate melt occurrence.  
2.3.1 Passive Microwave (SSMR SSM/I) 
Microwave sensors are an important part of the long term, continuous record of changes 
to the AIS. Passive microwave sensors are able to see through clouds, providing a more thorough 
coverage than sensors in the visible range, which are limited to cloudless conditions. The large 
swath allows for daily passes, providing a relatively high temporal resolution. Data extends as far 
back as 1978 into the current day, with the Scanning Microwave Multichannel Radiometer 
(SMMR) providing coverage from 1978 to 1987, followed by the Special Sensor 
Microwave/Imager (SSM/I) from 1987 to the current day, supplemented by the Advanced 
Microwave Scanning Radiometer-EOS (AMSR-E), which provides data from 2002 to the current 
date. The major disadvantage that passive microwave data is that its relatively low resolution (25 
km) frequently ignores fine-scale topography (Tedesco, 2009). While general agreement with 
other estimates has been found over Greenland (Fettweis et al. 2005), SSM/I is vulnerable to 
misrepresenting melt in areas experiencing either high snowfall or bare ice (Fettweis et al. 2011). 
This can be especially true in regions which experience significant snowfall (such as portions of 
the AP) or where bare ice is produced by blowing snow erosion (coastal regions as well as the 
East Antarctic plateau). 
The presence of liquid water in a snowpack is detected in the microwave range by a 
sudden increase in brightness temperature (Tb). Increasing grain size and snow temperature can 
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reduce Tb, but these are both less pronounced and more gradual. Threshold-based methods 
distinguish melt from decreasing grain-size or increasing temperature by the magnitude of the 
change while wavelet-based approaches distinguish melt by how quickly the change occurs. A 
more thorough treatment of these algorithms is provided by Tedesco, 2009.  
   
Method 1:  240        Reference: (Tedesco, 2009) 
  
!" = 240'          (2.2) 
 
In this instance, the threshold was determined as the value above which an increase in liquid 
water content above 1% no longer produces an increase in Tb, based on output of an 
electromagnetic model. The original text uses a threshold of 245K, but this was found to be 
insufficiently sensitive, and reduced to 240K for this study (M. Tedesco, personal 
communication). 
 
Method 2: ALA     Reference: (Ashcraft and Long 2006) 
!" = !()*+,- ∗ / + !(,+1234 ∗ (1 − /)      (2.3) 
 Twinter = mean winter (JJA)  brightness temperature (Tb) 
 Twet_snow = wet snow brightness temperature (Tb) = 273K 
 a = 0.47 Mixing coefficient.  
 
Ashcraft and Long here presume a wet layer of 4.7 cm and a Liquid Water Content = 1% 
Method 3: ZWA     Reference: (Zwally and Fiegles 1994) 
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!" = !()*+,- +	∆!         (2.4) 
DT = Threshold value, in this case 30K 
Tedesco (2009) evaluates these algorithms with AWS stations in two location of interest 
to this study: Uranus Glacier (in the southwest of the AP) and Larsen Ice Shelf (in the Northeast 
of the AP). The Larsen Ice Shelf AWS station is the same station used in this study. 
Because melt can result from enhanced radiation at temperatures lower than 0°C, Tedesco (2009) 
chose a melt temperature threshold for ground data less than 0°C. This study found that in 
comparison with AWS stations, the ALA and 240 algorithms tended to underestimate melt while 
resulting in the lowest commission error (where satellite data shows melting, but AWS does not), 
while the ZWA algorithm generally matched surface driven melting while maintaining low 
commission errors.  
2.3.2 Active Microwave (QuikSCAT) 
We also compare MAR results with a high-resolution (~2.225 km) threshold-based melt 
detection dataset derived from QuikSCAT (Steiner and Tedesco 2014). The dataset used for 
comparison here is the so-called ft3 algorithm (defined in Steiner and Tedesco, 2014, further 
detailed in this section) applied to normalized backscattering values measured by Seawinds 
onboard the QuikSCAT satellite at Ku band (13.4 GHz). Several algorithms have been 
developed to derive melt from active microwave data, but vary substantially in how melt (either 
occurrence or intensity, expressed in mmwe/day) is estimated. We will briefly review the 
physical basis for this.  
When snow is dry, radar backscatter measurements in the Ku-band frequencies are 
dominated by volume backscatter. When even small amount of liquid water is introduced into 
the snowpack, Ku-band normalized backscatter declines significantly (with respect to dry-snow 
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conditions), because of the increased imaginary component of the dielectric constant for wet 
snow (compared to dry snow). (Nghiem and Tsai 2001).  We note, however, that the backscatter 
decline can actually increase if the angle approaches a nadir (Tedesco, personal communication). 
Empirical studies have shown that a linear response between backscatter reduction and liquid 
water content persists up to 5% LWC (Stiles and Ulaby 1980). Trusel reported some of the 
relationships between snow characteristics and constant thresholds for QuikSCAT backscatter 
reduction used to detect melt. (Trusel et al. 2013) A table of physical conditions associated with 
each threshold discussed in Trusel et al., (2013)  is reproduced in table 2.2 for reader’s 
convenience.  
Threshold LWC Details Reference 
2 dB 1% LWC upper snowpack 
with 5.4 GHz 
Nagler and Rott, 2000 
3 dB 1% LWC 3.8 cm snowpack 
with 13.4 GHz 
Ashcroft and Long, 2006 
3.5 dB – 8 dB 1.3% 8.6 – 17 GHz Stiles and Ulaby, 1980 
2 dB ~1% Trusel et al, 2014 
-- 0.1 – 0.2%  PMW Tedesco et al, 2009 
-- 0.2 – 0.5% PMW Tedesco et al, 2007 
Table 2.2 Threshold values for QuikSCAT backscatter reduction for melt, collated from Trusel et . 2013. 
Steiner et al (2014) had compared a threshold-based method for QuikSCAT-based melt 
detection (ft3, used in our study) with a wavelet-based melt-detection algorithm (CWT) to 
determine snow melt and refreeze from normalized backscatter derived from QuikSCAT. The 
first algorithm (ft3) identifies melt when backscatter falls 3 dB below the preceding winter mean. 
The algorithm is named ft3 because it uses a fixed threshold of 3 dB. Validation was performed 
by comparing melt occurrence from these methods with temperature-based estimates at multiple 
stations over the Antarctic Peninsula as well as passive microwave estimates. Comparisons with 
passive microwave data showed greater similarity with ft3 than CWT, but disagreed as to which 
years had the minimum melt index (passive methods find a minimum during the 2008-2009 
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melting season while QScat shows a minimum during the 1999-2000 season, especially within 
the Antarctic Peninsula). Results indicated that over large ice shelves (Larsen and Amery), 
passive microwave shows slightly larger melt duration than the QS threshold-based measures. 
although overestimation (PMW) is typically adjacent to regions of underestimation. This 
motivated the choice to use the threshold-based algorithm in chapters 3-5. 
In addition to melt occurrence estimates, QuikSCAT has also previously been used to 
provide estimates for melt intensity. Previous studies had shown a relationship between the 
magnitude and duration of C-Band (4-8 GHz) backscatter reductions and annual Positive Degree 
Days (PDDs) during a melt season (Smith 2003) . Similarly, Trusel et al  (Trusel et al., 2012; 
Trusel et al., 2013) generated a metric for melt intensity using the Ku-band (12-18 GHz), Melt 
Degree Days (MDD) 





)EF>=	GC@    (2.5) 
where B(C  indicates the mean winter backscatter over the previous year,	B)
C the daily backscatter 
value and  MD a binary function indicating the presence of melt. MDD values showed good 
correlation to PDD values from multiple AWS sites and are treated as a direct proxy for melt 
intensity. 
2.3.3 Melt timeseries from Sentinel SAR estimates over Larsen C 
Larsen-C surface melt is here derived from the Copernicus Sentinel-1 C-band synthetic aperture 
radar (SAR) data (https://earth.esa.int/web/guest/missions/esa-operational-eo-missions/sentinel-1 
). The reduced backscattering coefficient of wet snow compared to dry snow/firn allows 
identifying periods of melt based on satellite time series (Nagler et. al., 2016). For this purpose, 
the Sentinel-1 SAR archive of descending passes over the Larsen C ice shelf was converted into 
a timeseries of backscatter so image by implementing i) hermal noise removal, ii) radiometric 
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calibration and iii) terrain correction using the ASTER (Advanced Spaceborne Thermal 
Emission and Reflection Radiometer) DEM (Gorelick et al., 2017). The backscatter so image 
time series were subsequently corrected for variations in incidence angle by applying a gamma 
(go) correction (Small, 2011).  
2.4 Statistical Tools 
2.4.1 Statistical Measures for Model Assessment 
The statistical measures used to assess MAR outputs with AWS data consist of the coefficient of 
determination (R2), root mean squared error (RMSE), mean error (ME) and mean relative error 
(MRE). These are computed for each station for the years in the period 2001 – 2014 for seasons 
winter (JJA) and summer (DJF). Values compared include the daily-average for pressure and 
windspeed and the daily-average, maximum and minimum for windspeed. Additional details are 
available in the Methods section above. A description of each of these measures is detailed here, 
adopted from Wilks (Wilks 1995). 
R2 is the square of the Pearson product-moment correlation coefficient, specifying the proportion 
of the variability of one variable (x) that is linearly explained by the other variable (y), in (Eq 























Q/Z          (2.6) 
 
Mean Error, or ME, is defined (Eq 2.7) as the difference between the average of modeled (y) and 
observed (o) values (equivalent to Eq. 7.30 in Wilks). This measure is used to preserve the effect 
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Mean Relative Error or MRE (Eq. 2.8) is used here to capture the proportion of the error to the 
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Finally, Root Mean Squared Error or RMSE (Eq. 2.9) is the square root of the mean squared 
error (MSE, equivalent to 7.28 in Wilks). Because MSE computes the square of the difference 
between modeled and observed values (unlike MRE or ME), it is a measure of model skill which 
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To assess spatial coherence of of each station, we include correlation (R2) maps for each AWS 
station/variable combination (ignoring all points where p values are greater than 0.05). This 
shows the spatial extent to which a validation of MAR outputs may be applicable.  This implies 
that where the correlation values between an AWS station data and MAR pixels in the 
surrounding area are too low, we lack sufficient data to evaluate the representation of melt 
dynamics in MAR. R2 maps for pressure, temperature and windspeed suggest that of the AWS 
stations used in this analysis, only basin 26 (the Larsen C Ice Shelf) is sufficiently well-
represented to hypothesize about melt dynamics in the region. We nevertheless present the full 
comparison between MAR and all AWS over the entire Peninsula to assess the local 




2.4.2 Statistical Measures Used for Trend Analysis 
Mann-Kendall Test 
In order to examine inter-annual temperature trends in both AWS and MAR estimates, 
we use the non-parametric Mann-Kendall test (Burkey, 2006). The non-parametric Mann-
Kendall (MK) test is generally used to detect the presence of a monotonic upward or downward 
trend, though unlike the equivalent parametric linear regression test, the MK test makes no 
assumption about a normal distribution for residuals (Mann, 1945). The non-parametric 
correlation coefficient tau (τ) test is used to determine the strength of a trend with n observations 












                           (2.10) 
Additionally, the db statistic (Eq. 2.11) considers the case of tied values (neither a monotonic 
increase nor a decrease). (Kendall, 1975). For the db statistic used in this study, this would imply 










   ! = ∑ n(n − 1)/2+           u = ∑ f(f − 1)/2v  
                   (2.11) 
with S being number of concordant pairs minus the number of discordant pairs, t and u being the 
number of ties at a given value for a specific value, respectively, X (in this study: time) or Y (in 
this study: temperature).  
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A “concordant” pair of temperature values taken from different years implies that Y 
(temperature) increases as X (time) increases whereas a “discordant” pair implies a decrease in 
temperature over time. The slope of the relationship is provided by the Sen estimator  (Gilbert, 
1987) which provides the median slope between any two pairs. This value is less sensitive to 
outliers than ordinary linear regression (Kendall, 1938). MK trends are calculated in each season 
for (a) the continuous 2000-2014 timeseries of MAR outputs (b) for all available AWS values 
and (c) for MAR values limited to instances when AWS measurements are available (MAR-R). 
Trends are calculated using daily values for average temperature, daily maximum temperature 
and daily minimum temperature. Data quality is deemed sufficient following the criteria for all 
AWS data described in section 2.3. AWS data is frequently discontinuous, potentially skewing 
trends due to the bias of the seasonal cycle. To remove the influence of seasonal variability, a 
climatological seasonal cycle for temperature is computed with the appropriately-restricted 
dataset (e.g. MAR vs MAR-R), and this climatological cycle is then subtracted from the original 
data. 
The criteria for a valid temperature trend includes the magnitude of the Sen Slope (a large 
value for which indicates a strong trend), the magnitude of the tau-b value (which indicates a 
high rank correlation) and a low p-value (which indicates statistical significance). We discuss 
MK trends only when they meet the criteria of a tau-b value exceeding a magnitude of 0.1 and a 
p-value below 0.05. 
To capture wind speed frequency distributions, we fit available data for each season for MAR, 
AWS and MAR-R (as described for MK trends) with a Weibull distribution as in Eq. 2.12.,  
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where x is the wind speed. The shape (b) parameter roughly captures the degree of skew, with 
higher values being closer to an even normal distribution. The scale (l) parameter approximates 
the peak frequency (we note that this is not equivalent to the mean).  
EOF Analysis 
EOF analysis (Lorenz, 1956), is used to establish the primary modes of variability for melt 
occurrence over the East AP.  EOF analysis (Lorenz, 1956) reduces K observations of a data 
vector x to a smaller set of M vectors u whose elements are linear combinations of the time series 
of variables x.  Each EOF mode (or principal component) um can then be obtained by projecting 
data vector x onto the mth eigenvector em, such that 
fÄ = ∑ i_Äw_
Å
_E@    for    m = 1, ….M          (2.13) 
Adopted from Eq. 11.1 in Wilks (1995) . 
For Sect.3 of this analysis, the time series K is the full 735 set of observations (consisting 
of every week from mid-October to March (a total of 21 weeks) over the full 1982-2017 period 
(a total of 35 years). Each data vector x is a single spatial map of 10km x 10km pixels (the 
resolution of the MAR grid), where each grid cell contains the z-score for total melt days in a 
week, with the seasonal cycle removed. The z-score is defined as the number of standard 
deviations from the mean value, determined separately for each pixel and computed for the entire 
time series. The final modes (i.e. um) are shown as spatial maps and the first three PCs (m=3) are 
considered here.  We choose melt occurrence, rather than total meltwater production, for the 
input time series associated with the full period to compare results with melt occurrence 
estimates from passive microwave estimates. Although passive microwave values are available 
daily, weekly sums also allow for a comparison with optical imagery, such as the 6-day 
composite values available from Sentinel radar.  
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EOF analysis has been used extensively both for compression and dimensionality 
reduction in the atmospheric sciences and in previous research examining the relationship 
between surface processes and global-scale teleconnections. A more thorough treatment of the 
subject is provided in other sources (Wilks, 1995; Monahan, 2009; Yarnal, 1993; von Storch and 
Zwiers, 1999). 
Several major concerns have been presented by Monahan (2009) about the ability to link 
specific dynamics (in this case, foehn flow) with a mode of variability, most relevantly for this 
study that (a) the dynamics cannot be easily linearized and that (b) it cannot be taken for granted 
that the spatial pattern of the initial forcing is the same as the observed pattern. These concerns 
apply directly to our study, specifically that foehn -induced melt may initially occur just east of 
the AP, but then lead to general warming (when foehn flow ceases) as warmer air settles in the 
region, all within the space of a single week, i.e. the final spatial pattern for melt is not the same 
as the spatial pattern of the atmospheric processes that initiated it.  PMW estimates are used 
primarily to compare EOF modes to MAR interannually, and PMW estimates are co-located to 
the 10km grid to preserve consistency. Previous work has constructed EOF modes from  
brightness temperature values (Tb) from PMW to isolate the seasonal cycle as well as the 
Southern Annular Mode (Schneider and Steig, 2002). We rely on the time series associated with 
MAR EOF modes to generate atmospheric composites. We also show atmospheric composites 
for each EOF with the understanding that although the EOFs themselves are orthogonal by 
design, the atmospheric drivers derived from composites for these patterns may overlap. Finally, 
we emphasize that in our methodology, the EOF modes capture increased melt occurrence 
relative to the standard deviation for each pixel. This implies that the main EOF modes and the 
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associated atmospheric composites will reflect where melt is anomalous rather than where it is 
dominant in absolute terms. 
Foehn Index 
A second method examined in Chapter 5 uses a single index to estimate the surface area and time 
where foehn winds occur over the NE basin, here denoted as the “foehn index”, along with two 
derived quantities: the foehn index limited to where melt occurs (the “foehn melt index”) and the 
total meltwater concurrent with the foehn index. The foehn index is derived from simple criteria 
for foehn occurrence which has previously been applied to in situ estimates from AWS stations. 
Because the primary focus of this study is on the multi-decadal time series of large-scale patterns 
of foehn -induced melt, we do not specifically compare the model-derived indices with AWS 
data, which are spatially-limited and often contain data gaps. A more thorough evaluation of the 
near-surface atmosphere and melt occurrence for the model is provided in Datta et. al. (2018). 
The method for determining the presence of foehn flow is adopted from Cape (2015) and 
Spears (2013) using hourly outputs from MAR at the first sigma layer (between 2-3 meters from 
the surface).  The threshold in the literature requires an increase in temperature of 1°C, a 
decrease in relative humidity of 5%, an increase in wind speed of 5 m/s in the condition that 
wind direction be westerly. A day was designated as a “foehn day”, i.e. showing sustained flow 
where more than 6 hours of foehn flow was recorded.  For this study, hourly foehn occurrence 
(If)  is determined for each hour (h) of a day (d) and grid cell (g) as belonging to a continuous run 
of hours which meet conditions for temperature (T), wind speed (WS)  and relative humidity 
(RH) , as compared to the last previous non-foehn hour in the same gridcell, as follows: 
~Ç(É, l, ℎ) = 1     if  DT = +1°C, DRH < -5%, DWS > 3.5 m/s  (2.14) 
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where wind direction is westerly when wind direction is within a 60° window from the direction 
normal to the AP. The revised criteria used in this study will limit the required wind speed 
increase to 3.5 m/s to account for model bias discussed in Datta (in review). The condition for 
foehn day (sustained flow) as is in the original criteria, i.e. 6 hours of foehn flow: 
Sustained ~Ç(É, l, ℎ) = 1					pj		(]Ö. 4)			mel	`e	nℎi	lm^	l,			 ∑ ~Ç(É, l, ℎ) > 6
Gâ
äE@  (2.15) 
The foehn index (Fi, units of m2 hr) computes a daily time series of D days for the total 
strength of foehn flow over the region (i.e. total grid cells G), where 




çE@        (2.16) 
 
This value is computed as the sum of pixels each pixel in the MAR grid (100 km2), the total 
hours.  i.e. a single value which captures both the spatial area where foehn winds are recorded as 
well as their duration. The foehn melt index (Fm) then computes the foehn index only for hours 
when meltwater production (M) is greater than 0 : 




çE@        (2.17) 
Finally, the total meltwater coincident with foehn flow (Mt in units of Gt) is computed as the 
sum of total meltwater produced in the region (Gm) over a period of days  (D) which is 
concurrent with foehn flow: 






çE@       (2.18) 
The mask (Gm) is defined for all pixels where more than two instances of sustained foehn flow 
have occurred during the month of March over the entire 1982-2017 period.This captures the 
maximum spatial extent where foehn flow is likely to occur (March) during the extended melt 





Chapter 3  
Assessment of near-surface atmosphere MAR outputs (1999-2014) using 10 automatic 
weather stations 
The first model run over the Antarctic Peninsula model was performed using MAR version 3.5.2 
between 2000 and 2014. While work submitted for publication in chapter 4 uses these outputs to 
focus on the northeastern Antarctic Peninsula (including the Larsen C Ice Shelf region), this 
chapter performs an initial assessment of the model over the full domain. We perform an 
assessment of the near-surface atmosphere (surface pressure, temperature, wind speed) for all 
seasons using 10 AWS stations. We compare station data to AWS data for maximum (MaxT2m) 
and minimum (MinT2m) daily temperatures as well as average daily temperatures (AvgT2m). 
Finally, we discuss interannual temperature trends using the Mann-Kendall parametric test 
(Burkey et al., 2006). 
3.1 Assessment of the Near-Surface Atmosphere  
We first assess the representation of the near-surface atmosphere (pressure, 2m air 
temperature and wind speed) in MAR using all 10 AWS stations, dividing the analysis by 
season: spring (SON), summer (DJF), fall (MAM), winter (JJA). Most of the MAR domain 
covaries with one or more AWS station; correlation maps for DJF show covariance between all 
ice sheet / ice shelf grid points in the domain with at least one AWS station (Appendix A Fig. 1, 
left column). However, coherence is significantly more restricted for daily-averaged T2m and 
wind speed (i.e only a small spatial region correlates with any AWS station). This is particularly 
true for the western island stations of Hugo Island, Bonaparte Point and Dismal Island 
(Appendix A, Fig. A.1, middle and right column). Similarly, the MK-trend analysis showed no 
stations in the West AP that met the criteria discussed in Chapter 2, when input was restricted to 
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AWS station data. Because we are able to detect valid temperature trends in MAR only where 
we can validate with an observed AWS temperature trend, the discussion of inter-annual 
temperature trends in AWS is limited to the East AP. 
3.1.1 Surface Pressure 
The correlation (i.e. R2 values) between surface pressure as modeled by MAR and 
estimated by AWS are generally high for most AWS stations, with R2 values exceeding 0.97 and 
RMSE values are below 7.5 hPa for most stations. Major exceptions include Bonaparte Point, 
where lower R2 values are shown in multiple years. These are shown in red in supplemental 
tables for Fall (MAM, Appendix A Table A.1), for Winter (JJA, Appendix A Table A.2), Spring 
(SON, Appendix A Table A.3) and Summer (DJF. Appendix A Table A.4). 
Mean error values for surface pressure for summer are shown in Table 3.1.  We note that 
absent values in AWS15 in 2011-2012 are likely due to measurement errors, suggested by an 
unrealistic linear drop in surface pressure through the season which conforms with sensor 
degradation (Kuippers-Munneke, P., personal communication). We find that the bias is generally 
negative (ranging between -3.76 hPa to 3.71 hPa), indicating slightly higher pressure in AWS 
than in MAR.  Exceptions include Butler Island, showing a double-digit positive bias for MAR 
and Bonaparte Point, which shows a double-digit positive bias in the first half of the decade 
which becomes a negative bias in later years. Tables for remaining seasons are shown in 
supplemental material with double-digit biases shown in red. These include Fall (MAM, 
Appendix A Table A.5), Winter (JJA, Appendix A Table  A.6), Spring (SON, Appendix A Table 
A.7) and Summer (DJF, Appendix A Table A.8 and Table 3 below).  In summary, biases are 
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With the exception of several years at the Larsen Ice Shelf and Hugo Island stations, R2 
values for AvgT2m in summer (DJF, Appendix A Table A.21 and Table 3.2 below) are higher 
than those in the winter (JJA, Appendix A Table A.13), lower than those in Spring (SON, 
Appendix A Table A.17) and lower than values in Fall in the West AP and equivalent to those in 
the East AP (MAM, Appendix A Table A.9). Additionally, spring R2 values for Max T2m 
(Appendix A Table A.18) and MinT2m (Appendix A Table A.19) are higher than for Avg 
T2mvalues. Together, these suggest that MAR adequately represents observed temperatures 
during the spring and summer seasons. 
RMSE values are generally lower than 2.6°C (Table 3.2), except at Hugo Island in the 
northwest of the AP. T2m Biases between MAR and AWS show MAR to be cooler in all regions 
except for (a) Southeast AP in summer alone (Table 3.3) and (b) the Larsen Ice Shelf (AWS 14, 
AWS 15 and the Larsen Ice Shelf Station), where a warm bias in MAR persists in all seasons 
(Appendix A tables A.20, A.16, A.12 and A.22). The warm summer bias will be discussed in 
detail in Chapter 4. We note here that ECMWF, which is used to force MAR at the lateral 
boundaries in this experiment, has a well-known warm bias in Antarctica during winter (Dutra et 
al. 2015). We would expect the warm bias to be reflected in MAR outputs towards the higher 
latitudes and find that while there is a warm bias at the Sky Blu in the center of the AP, no warm 






 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         0.68 0.41 0.71 0.39 0.59 
AWS15         0.66 0.50 0.63 0.35 0.58 
Bpt Point 0.63 0.47     0.70     0.54 0.61 0.69     0.65 
Butler 
Isl. 0.74     0.57 0.62 0.80 0.61 0.77 0.69 0.76 0.41     
Dismal 
Isl. 0.57 0.46 0.79   0.75   0.68 0.50 0.60 0.63 0.39 0.68   
Fossil 
Bluff               0.57 0.48 0.50 0.48     
Hugo Isl.                 0.15 0.66   0.72 0.34 
Larsen IS 0.36 0.27 0.56       0.57 0.67 0.70 0.44 0.71     
Limbert 0.83             0.83 0.79 0.75 0.69     
Sky Blu 0.73 0.74           0.74 0.78 0.78 0.71     





 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         1.91 2.19 2.56 2.60 2.47 
AWS15         2.10 1.99 2.91 2.72 2.45 
Bpt Point 2.12 2.79     2.38     1.69 1.35 1.66     1.38 
Butler Isl. 2.00     2.28 2.36 1.95 2.26 2.45 1.84 2.00 2.71     
Dismal Isl. 1.13 1.76 1.92   1.31   1.80 1.87 1.85 1.92 1.32 1.81   
Fossil 
Bluff               1.82 1.51 1.78 1.64     
Hugo Isl.                 0.98 13.01   0.64 17.34 
Larsen IS 1.39 2.20 3.37       1.82 2.36 1.62 1.81 2.34     
Limbert 2.50             2.03 2.41 2.45 2.92     
Sky Blu 1.46 1.87           2.01 1.59 1.74 1.97     





 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         0.98 1.00 1.61 0.32 1.30 
AWS15         1.06 0.81 1.60 0.32 1.11 
Bpt Point -1.98 -2.63     -2.15     -1.42 -1.14 -1.46     -0.95 
Butler Isl. -0.21     0.34 -0.26 -0.26 -0.46 1.18 0.25 0.87 0.42     
Dismal 
Isl. -0.84 -1.54 -1.60   -0.76   -1.67 -1.64 -1.66 -1.79 -1.07 -1.64   
Fossil 
Bluff               0.27 -0.31 -0.07 -0.42     
Hugo Isl.                 0.55 12.99   0.07 15.68 
Larsen IS -0.52 0.15 2.22       0.94 1.23 0.36 0.26 1.01     
Limbert -1.32             0.24 -0.59 0.23 -0.80     
Sky Blu -0.26 -0.30           0.76 -0.24 0.59 -0.02     





3.1.3 Wind speed (daily-averaged) 
 Correlations (R2) between AWS estimates and MAR outputs for wind speed in both 
winter (Table 3.5) and summer (Table 3.6) are highly variable from year to year. Larsen IS 
station reports R2 values ranging from 0.40 to 0.71 in the summer season, and similarly, between 
0.4 to 0.81 in the winter season. While summer R2 values at Fossil Bluff (in the southwest) range 
from 0.47 to 0.6, they are substantially lower in the winter, ranging from 0.36 to 0.49.  Although 
RMSE values in these locations range from 1.19 – 1.69 m/s in the summer (Table 9), we note 
that the relative error for wind speed (Table 3.7) shows a consistent negative bias indicating 
lower wind speeds in MAR (excluding 2002-2003 at LIS) in East AP stations (Butler Island, 
LIS) and that the difference between AWS and MAR wind speeds represents a significant 
portion of wind speed reported by MAR.  Supplemental material shows R2, bias, RMSE and 
relative error values for all seasons (Appendix A Tables A.24 - A.32). A more thorough 




 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 
AWS14        0.75 0.69 0.49 0.65 0.56 0.70 
AWS15        0.73 0.63 0.51 0.77 0.56  
Bpt. 
Point     0.61  0.67 0.45 0.73  0.49  0.76 
Butler Isl.   0.48  0.59 0.62 0.73 0.77 0.57 0.58 0.83   
Dismal 
Isl. 0.61 0.48  0.41     0.70 0.65    
Fossil 
Bluff        0.41  0.36 0.49   
Hugo Is.        0.74 0.61 0.57 0.65   
Larsen IS   0.64 0.62 0.40 0.81 0.53 0.69  0.50    
Limbert         0.76 0.65 0.81   
Sky Blu        0.78 0.83     






 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         0.41 0.62 0.71 0.87 0.55 
AWS15         0.58 0.73 0.74 0.87 0.58 
Bpt Point  0.81          0.78 0.62 0.57     0.47 
Butler Isl. 0.78        0.76 0.79 0.71 0.80 0.79     
Dismal 
Isl. 0.75 0.74 0.54         0.38 0.62    
Fossil 
Bluff               0.50 0.60 0.48 0.47     
Hugo Isl.                 0.73    0.59 1 
Larsen IS 0.53 0.49        0.64 0.51 0.40 0.62 0.71     
Limbert              0.67 0.49 0.63 0.67     
Sky Blu 0.75 0.71           0.75 0.72 0.62 0.71     







 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         1.30 1.34 1.21 1.06 1.16 
AWS15         1.39 1.59 1.29 1.17 1.47 
Bpt Point  1.52          1.32 1.53 1.77     1.69 
Butler Isl. 1.18        1.95 1.39 2.12 2.18 2.19     
Dismal 
Isl. 2.32 1.99 2.80         2.54 1.99    
Fossil 
Bluff               1.69 1.31 1.58 1.55     
Hugo Isl.                 2.11    1.82 1 
Larsen IS 1.19 1.83        1.37 1.69 1.38 1.49 1.37     
Limbert              1.36 1.58 1.54 1.67     
Sky Blu 3.49 3.17           1.86 1.60 2.15 1.88     





 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         -0.16 -0.19 -0.19 -0.24 -0.26 
AWS15         -0.17 -0.30 -0.16 -0.24 -0.35 
Bpt Point   0.30          0.04 -0.04 0.02     0.09 
Butler Isl. 0.00        -0.61 -0.19 -0.47 -0.32 -0.55     
Dismal 
Isl. -0.25 -0.32 -0.58         -0.35 -0.22    
Fossil 
Bluff               0.21 0.05 0.06 0.17     
Hugo Isl.                 -0.25    -0.11  
Larsen IS -0.13 0.33        -0.26 -0.36 -0.19 -0.26 -0.25     
Limbert              -0.29 -0.34 -0.35 -0.42     
Sky Blu -0.72 -0.76           -0.43 -0.29 -0.62 -0.36     





3.2 Spring and Summer Climatology, MAR vs AWS  
Shown in Fig 3.1 shows temperature climatology for all stations in the East AP during 
Spring (SON, left column) leading into summer (DJF, right column). The red line indicates the 
climatology as derived from AWS, blue derived from MAR from the full 2001-2014 period and 
green derived from MAR limited to AWS data availability; the envelope for each color indicates 
one standard deviation. Both MAR climatologies are similar to AWS data-derived climatologies, 
although AWS temperatures show substantially larger inter-annual variability. Variability is 
smaller when Avg T2m are higher (in summer and end the end of spring) and maximal in winter. 
This trend is more pronounced in stations at higher latitudes (Butler Island, Limbert) than at 
northern stations, and this high latitude bias is shown during winter as well.  
As a result of the blocking effect of the AP spine, the West AP shows warmer 
temperatures than the East AP in early spring which converge by summer (comparing Appendix 
A Fig A.2c, Hugo Island and Fig 3.1, Larsen Ice Shelf, SON below).  We note that despite 
MAR’s cold bias in the southernmost stations, MAR values are still within one standard 
deviation of the AWS-derived climatology. Additionally, both MAR-derived climatologies 
(whether restricted to AWS-availability or for the full period) produce largely similar curves.  
This suggests that both trends and biases present in the AWS-data restricted MAR results can 












Figure 3.1 Average seasonal curve for SON (left) and DJF (right) with envelope indicating one standard deviation, 
computed from available data for each listed station. Red: from AWS station daily-averaged T2m data, with quality 
control as described in section 2. Green: MAR daily-averaged  T2m data restricted to AWS-data availability. Blue: 
MAR daily-averaged T2m data for the full period (2001-2014) 
3.3 Inter-annual Temperature Trends in the East AP 
Trend analysis is performed for three data sets: observed AWS station data, modeled MAR 
data restricted to when AWS data is available and finally, modeled MAR data for the full period. 
A comparison between all three MK-trends allows us to first detect whether a trend is found in 
observation, secondly whether MAR shows the same trend in the same limited time frame and 
finally, whether the trend persists in the full 2001-2014 study period. 
To examine inter-annual trends, we use the non-parametric Mann-Kendall (MK) test as 
described in the Data and Methods section. Austral autumn (MAM) and winter (JJA) trends are 
 
 70 
ignored here due to inconsistencies in the trends. These include high p-values (low significance) 
for AWS-only data or low tau-test values. AWS14 and Larsen IS stations are co-located to the 
same MAR grid cell, but have data available in different years. MK-trends derived from AWS-
data-restricted MAR values may therefore reveal different trends depending on which years data 
is available. Tables for MK-trend statistics all seasons are provided in supplemental material. 
AWS daily-averaged temperature values for austral summer values (DJF) show a cooling 
trend in the East AP (Table 3.9).  While the number of years for which AWS data is available at 
each station is limited, the trend is consistent between stations AWS 14, AWS 15 and Larsen IS 
(all in the NE basin), effectively spanning most of the full period for that region.  Similarly, 
Butler and Limbert stations together span nearly all available years. MAR Avg T2m restricted to 
AWS data availability show negative trends which are slightly stronger. Finally, MAR values for 
the full 2001-2014 period show the same negative trend in DJF, although the full-period trend is 
stronger (a larger Sen slope) for all stations except for the southernmost Limbert station.  AWS 
observations for Max T2m values (which may capture sporadic melt more effectively) show a 
weaker negative trend for the two Larsen C stations AWS 14and AWS15 (with p-values slightly 
higher than 0.05), but a more pronounced negative trend in southern East AP stations for Max 
T2m than for daily averaged values (see Appendix A tables). Min T2m values (which may 
capture a greater potential for refreeze) show an enhanced negative trend in AWS data (see 
Appendix A tables).  However, MAR values for both Max T2m and Min T2m show trends 
equivalent to the daily-averaged trend.  A possible implication is that despite a negative trend in 
Avg T2m temperatures in the East AP (especially pronounced at higher latitudes) which is 
shown in both modeled and observed data, MAR may not capture high temperatures spikes 
(producing sporadic melt) and stronger refreeze which are shown by AWS data. 
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Our results therefore suggest a slight, but reliable, summer cooling trend in the East AP 
which is reflected in both AWS station data as well as in MAR during the selected period. 
However, differences in the Max T2m and Min T2m trends are not as well captured by MAR 
which may have implications for sporadic melt and refreeze.  
Springtime (SON) values for AWS show a pronounced negative trend (as captured by a 
high-magnitude Sen slope), although lower tau/tau-b values suggest that this trend is less 
consistent. The implication here is that, as compared with the DJF trends, a comparison between 
any two temperature points in time yields any difference less often, but this difference is more 
pronounced when it is found. Furthermore, MAR data restricted to AWS availability shows a 
low tau-b and Sen slope at Larsen IS, but a more powerful signal at AWS 14 (Table 3.10). These 
two stations are co-located in MAR but have AWS data available in different years, and will 
therefore reflect trends for different periods (see Table 1). While MAR values show similar 
values for AWS 14 and AWS15, the trends are less reliable in other stations, as tau values are 
significantly lower in the remaining stations of Larsen, Butler, Limbert (Table 3.10) 
In summary, while no reliable trends are found in autumn, spring or winter seasons, we 
find that the summer in the East AP is experiencing a cooling trend which is detected in both 
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Table 3.8 Summer( DJF)  Mann-Kendall test results using trend-corrected daily-averaged 2m temperature for 
(leftmost) MAR, 2001-2014, (middle) MAR data restricted to AWS availability and (rightmost) AWS data. AWS 
data is quality-controlled as described in the Materials and Methods section 
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Table 3.9 Spring (SON)  Mann-Kendall test results using trend-corrected daily-averaged 2m temperature for 
(leftmost) MAR, 2001-2014, (middle) MAR data restricted to AWS availability and (rightmost) AWS data. AWS 
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Abstract. Surface melting over the Antarctic Peninsula (AP) may impact the stability of ice 
shelves and therefore the rate at which grounded ice is discharged into the ocean. Energy and 
mass balance models are needed to understand how climatic change and atmospheric circulation 
variability drive current and future melting. In this study, we evaluate the regional climate model 
MAR over the AP at a 10 km spatial resolution between 1999 and 2009, a period when active 
microwave data from the QuikSCAT mission is available. This model has been validated 
extensively over Greenland, has is applied here to the AP at a high resolution and for a relatively 
long time period (full outputs are available to 2014). We find that melting in the northeastern AP,  
the focus area of this study, can be initiated both by sporadic westerly föhn flow over the AP 
mountains  and by northerly winds advecting warm air from lower latitudes. A comparison of 
MAR with satellite and automatic weather station (AWS) data reveals that satellite estimates 
show greater melt frequency, a larger melt extent, and a quicker expansion to peak melt extent 
than MAR in the center and east of the Larsen C ice shelf. These differences are reduced in the 
north and west of the ice shelf, where the comparison with satellite data suggests that MAR is 
 
 74 
accurately capturing melt produced by warm westerly winds. MAR shows an overall warm bias 
and a cool bias at temperatures above 0°C as well as fewer warm, strong westerly winds than 
reported by AWS stations located on the eastern edge of the Larsen C ice shelf, suggesting that 
the underestimation of melt in this region may be the product of limited eastward flow. At higher 
resolutions (5km), MAR shows a further increase in wind biases and a decrease in meltwater 
production. We conclude that non-hydrostatic models at spatial resolutions better than 5km are 
needed to better-resolve the effects of föhn winds on the eastern edges of the Larsen C ice shelf. 
4.1 Introduction 
Here, we assess the MAR model at a 10 km horizontal spatial resolution over the AP, where 
outputs are available over a relatively long time period (1999-2014, i.e. 15 years), using both 
satellite and in-situ data, aggregating meltwater production to drainage systems (basins) as 
described by Zwally (2002). While previous studies have evaluated how surface melt is modelled 
using satellite data, or evaluated the representation of the near-surface atmosphere with 
automatic weather station (AWS) data, we use both sources in conjunction to understand MAR’s 
ability to simulate specific physical processes, i.e. to assess melt and temperature biases by wind 
direction. We first report total meltwater production from MAR at the basin scale and compare 
mean annual meltwater production with outputs from RACMO2.3p2 (Van Wessem et al.m 
2018), another hydrostatic RCM run at a 5.5km resolution (Sect. 4.2.1). We evaluate surface 
melt occurrence from MAR at the sub-basin scale using satellite estimates and link melt 
occurrence biases to temperature and wind biases at a point scale using AWS data. We compare 
meltwater occurrence derived from two satellite sources, passive microwave “PMW” and 
QuikSCAT active microwave, with MAR outputs over the AP (Section 4.2.2). We focus 
primarily on the NE basin in the East AP as it contains the former Larsen A, Larsen B and 
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current Larsen C Ice Shelf, where we define sub-regions based on high and low melt occurrence 
estimated by PMW algorithms (Tedesco, 2009). We then compare climatologies of melt extent, 
as well as inter-annual trends, from both passive and active microwave data with those computed 
from MAR outputs (Section 4.2.3). Because melt on the Larsen C Ice Shelf can potentially be 
initiated by northwesterly föhn flow sourced from over the AP or southwesterly flow through 
gaps in the mountain range (even at sub-zero temperatures), we compare melt occurrence 
reported by satellite estimates vs MAR (coinciding with the 2000-2009 QuikSCAT period) 
partitioned by temperature differences and wind direction at the location of the Larsen Ice Shelf 
AWS. Two additional stations (AWS14 and AWS15 are used to examine the persistence and 
spatial distribution of wind biases from 2009 to 2014. (Section 4.3). Because all three stations are 
located on the eastern side of the Larsen C Ice Shelf, this comparison can assess the impact of 
limited eastward flow on temperature and melt occurrence. In light of the model biases found in 
this analysis and the potential to correct them with an enhanced resolution model in the future, 
the discussion (Section 4.4) includes a sensitivity test with MAR at multiple resolutions. This is 
performed to specifically assess the effects of increased resolution on eastward flow and 
resultant surface melt. Table 4.1 lists abbreviations used throughout the text along with sections 




MAR model : criteria for melt occurrence (Chapter 2.1.2) 
LWC0.4 liquid water content in the first meter is greater than 0.4 mm we (water 
equivalent) 
MF0.4 total meltwater production over the day exceeds 0.4 mmwe 
Passive microwave : criteria for melt occurrence (Chapter 2.3.1) 
zwa threshold based on winter mean temperature brightness, Zwally and 
Fiegles, 1994 
ALA threshold based on winter mean temperature brightness, Ashcroft and 
Long, 2006 
240 fixed threshold method (Tedesco, 2007) 
PMWAll Condition when zwa, ALA, 240 all report melt occurrence  
Active microwave (QuikSCAT) : criteria for melt occurrence (Chapter 2.3.2) 
QuikSCAT ft3 threshold based on winter mean backscatter (Steiner and Tedesco, 2014) 
Observation-based regions of high melt occurrence (Chapter 2.3.1)  
CL region high melt at the center-east of the Larsen C ice shelf, melt days exceeding 
1 std dev of PMWAll mean melt occurrence 
NL region high melt in the north and west of the NE basin, consisting of the NE basin 
above the mean latitude of CL region which excludes the CL region 
Conditions for melt occurrence (Chapter 4.3) 
PMWEx PMWAll reports melt occurrence but MAR does not  
QSEx QuikSCAT ft3 reports melt occurrence but MAR does not 
  
MAR-R criteria when MAR data is used only when AWS data is available 
  
  
Table 4.1 Abbreviations used throughout text 
4.2 Results: Melt Occurrence and Meltwater Production  
In this section, we show results concerning total meltwater production in the AP and compare 
melt occurrence estimated by MAR with estimates from three passive microwave algorithms as 
well as QuikSCAT ft3. The relative sensitivity of each melt occurrence criteria, as well as their 
associated temperature biases, are first compared at the location of the Larsen Ice Shelf AWS. 
We then identify spatial biases for melt occurrence at the domain scale, finding substantial 
differences in the center of the Larsen C Ice Shelf as well as to the north and west of the NE 
basin, a region which includes the former Larsen A and B ice shelves as well as the northernmost 
portions of the Larsen C ice shelf (Section 4.2). These differences could result from either 
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weaknesses in the MAR representation of wind dynamics (discussed in Section 4.3) or from 
limitations of the satellite sensor or algorithm. Finally, we compare the climatology and inter-
annual variability of melt extent (calculated by multiple algorithms) over the CL and NL region 
(Section 4.2.3 ).  
4.2.1 Meltwater production over the AP 
We show MAR meltwater production over the 1999-2009 period (Fig. 4.1). The total annual 
meltwater production estimated by MAR shows substantial inter-annual variation with the NE 
basin accounting for the highest meltwater production, closely followed by the SW basin (in 
green).  The NE basin is divided into three regions: the NL and CL masks (discussed in Section 
4.2.2) and the remainder of the basin. We note that the SW basin does not covary with the NE 
basin and the subregions of the NE basin do not consistently covary with one another. The 
meltwater production shown here does not account for refreezing and we note that the effects of 
refrozen melt on the snowpack will vary regionally depending on local properties. The NL 
region dominates meltwater production in the NE basin in most years except for 1999-2000, 
2002-2003 and 2003-2004. The 2001-2002 melt season shows the second lowest overall melt 
production during the study period (only the preceding year is lower). Declining aggregate 
meltwater production across the AP does not necessarily correspond to declining meltwater 
production in the most vulnerable regions of the northeastern AP (including the Larsen C Ice 
Shelf). Because melt in the NL region is particularly sensitive to föhn-induced melt, we note that 
changes in circulation patterns may affect the northwest regions differently than the southern 
regions. The strong relationship between wind direction and temperature bias points to the need 
for isolating dominant inter-annual patterns of melt in the Northern Larsen C Ice Shelf and 




Figure 4.1 Annual meltwater production from MAR [Gt/yr] shown for masks shown in inset (‘2001’ corresponds to 
meltwater production from July 2000- June 2001. NW, SW, SE basins are shown as in Fig. 1. NE basin is divided 
into the NL mask, the CL mask and the remaining portion of the NE basin (NE – (CL+NL)). The CL and NL masks 
are described in text. 
A comparison between mean annual meltwater production from 2000-2009 calculated 
using RACMO2.3p2 (5.5 km) vs MAR (10km) is shown in Fig. 4.2. MAR shows higher 
meltwater production overall (Fig. 4.2b vs 4.2a), with a difference of over 150 mm w.e. on the 
Larsen C ice shelf north of 67°S latitude. Over the NE basin, MAR meltwater shows enhanced 
meltwater production near the AP mountains, including towards the southern edges, and declines 
eastward and southward. By comparison, meltwater production from RACMO2.3p2 melt 
declines southward, but no similar west-to-east gradient is apparent. Although inter-annual 
standard deviations over the northern Larsen C ice shelf are generally above 100 mm w.e. in both 
models, there are major differences in other regions, with MAR meltwater production exceeding 
RACMO2.3p2 values by 30 mm w.e.on the southern Larsen C ice shelf as well as the George VI 
ice shelf (Fig. 4.2d vs 4.2c). Van Wessem et al. (2015a) suggest that even at 5.5 km resolution, 
the underestimation of the height and slope of the orographic barrier may result in an 
underestimation of föhn winds as well as precipitation in RACMO2.3p2. We note that in 









layers while MAR implements 23 layers. While the differences in total meltwater production 
from RACMO2.3p2 and MAR could be a product of dissimilar physics, the potential effect of 
model resolution on meltwater production in MAR is specifically discussed in Section 4.4. While 
melt occurrence and meltwater production are not related in any linear fashion, we note that the 
spatial pattern produced by MAR, i.e. the eastward gradient from the edge of the AP, is also 
shown in observed melt occurrence estimates, most notably from the PMW zwa and QS 
algorithms (Fig. 4.6f,g), as discussed in greater detail in the next section. 
 
Figure 4.2 Meltwater production (2000-2009). RACMO2.3p2 at 5.5 km resolution, mean annual meltwater 
production (a) and standard deviation (c) and MAR v. 3.5.2 at a 10km resolution, mean annual meltwater production 
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4.2.2 Melt occurrence over the AP 
Fig. 4.3 shows melt occurrence (in days) at the Larsen Ice Shelf AWS location (shown in Fig. 
2.4) as estimated from the satellite-based algorithms QuikSCAT ft3 (Chapter 2.2.1), three 
passive microwave algorithms (Chapter 2.2.2), temperature-based criteria from the AWS station 
(MaxT2m > 0°C and AvgT2m > 0°C), and the MF0.4 metric derived from MAR (Chapter 2.1). 
At this location, we find that QuickSCAT ft3 and PMW ZWA show the greatest sensitivity to 
melt occurrence. Of the AWS-based metrics, M (MaxT2m > 0°C) shows a sensitivity to melt 
occurrence comparable to PMW ALA while the T metric (AvgT2m > 0°C) compares poorly to 
satellite-based measures (Fig. 4.3a). We find that at colder temperatures (when MAXT2m < 
0°C), AvgT2m values reported by MAR are substantially higher than those reported by the AWS 
when only MAR reports melt (Fig. 4.3b). However, at higher temperatures (where MaxT2m >= 
0°C), the AWS reports higher MaxT2m temperatures than MAR and biases are even stronger 
when only observation-based metrics report melt (Fig. 4.3e). We note that the Larsen Ice Shelf 
AWS is located on the eastern edge of the Larsen C ice shelf and the major discrepancies in melt 
occurrence at this location will be explored further in Section 4.3, where we further expand the 




Figure 4.3 Melt Occurrence and Temperature Biases at the Larsen Ice Shelf AWS Station. Percentage of total days 
(DJF, 2001-2010) showing melt occurrence from observational sources as compared to MAR v3.5.3 melt occurrence 
using the MF0.4 metric (a) Temperature biases (MAR-AWS) for AvgT2m (b,c) and MaxT2m (d,e) when Max T2m 
is less than 0°C (b,d) or greater than 0°C (c,e) 
 
In Fig. 4.4, we show melt occurrence over the full domain derived from satellite sources, 
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RACMO2.3p2. QuikSCAT ft3 generally estimates higher average yearly melt occurrence than 
either of the MAR melt metrics over the full domain. In the NE basin, the difference is on the 
order of 25 more days than the MAR MF0.4  melt metric (Fig. 4.4g). Differences between 
QuikSCAT ft3 and MF0.4   also show a strong latitudinal dependence in the NE basin, shifting 
from near agreement in the northern regions of the Larsen C Ice Shelf to QuikSCAT ft3 
reporting over 500% of the melt days reported by MAR towards the southern edge. Melt onset is 
on the order of 22 days earlier in QuikSCAT ft3 than in MF0.4 in the NE basin, except at the 
northern edge of the Larsen C ice shelf, where MF0.4  reports average yearly melt onset as much 
as 25 days earlier than QuikSCAT ft3 (Appendix B, Fig. B3). A comparison between the two 
MAR melt metrics shows that MF0.4  reports as much as 40 more days of melt than LWC0.4 at the 
northern tip of the Larsen C Ice Shelf (Fig 4.4b vs Fig 4.4a). The portion of the Larsen C ice 
shelf which experiences an average of 25 days of melt or more extends as far south as 80.0°S on 
the eastern side of the Larsen C ice shelf according to the MF0.4 metric but extends only to 70.5°S 
according to LWC0.4. Towards the very south of the Larsen C Ice Shelf, the two MAR metrics 
show similar values, although LWC0.4 reports melt onset as late as early January (Appendix B 
Fig. B3a) while MF0.4  reports melt onset in December (Appendix B Fig. B3b). The formulation 
for the MF0.4  metric, which considers melt at any time of the day for the full depth of the 
snowpack, suggests that the early season melt observed only by MF0.4  is either sporadic (i.e. can 
refreeze) and/or percolates below 1m in the snowpack in the south of the Larsen C Ice Shelf, i.e. 
below the depth range at which LWC0.4 is calculated. Whereas QuikSCAT ft3 and MAR melt 
metrics report maximum melt occurrence in the north and west of the Larsen C Ice Shelf (MF0.4 
reporting > 60 days, Fig. 4.4b), PMW algorithms report maximum melt occurrence in the center-
east of the Larsen C Ice Shelf, specifically 43 days (240, Fig. 4.4c), 57 days (ALA, Fig. 4.4d) 
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and 69 days (ZWA, Fig. 4.4e). RACMO2.3p2 reports substantially higher melt occurrence than 
MAR at the center of the Larsen C ice shelf as well as a comparatively limited west to east 
gradient. Because overall average annual meltwater production in MAR was shown to be 
substantially higher, with a stronger west-to-east gradient away from the AP (Fig. 4.2), we 
conclude that in comparison to RACMO2.3p2, MAR produces melt less frequently, but with 
greater intensity. 
 
Figure 4.4 Average number of melt days (2000-2009) from multiple sources (a) MAR, Liquid Water Content > 
0.4% for three consecutive days. (b) MAR Total Melt Flux >0. 4 mm w.e. for 1 day or more (c) RACMO2.3p2, Melt 
Flux > 0.4 mm w.e. Satellite-based metrics include (d) PMW 240 algorithm (e) PMW ALA (f) PMW Zwa (g) 
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 In summary, a comparison between observed and modeled data sources show two distinct 
spatial patterns for maximum melt occurrence. QuikSCAT ft3 as well as both MAR melt metrics 
show the highest range of melt days in the northern and western edges of the Larsen C Ice Shelf 
(including both high and low elevation regions) while PMW algorithms show the highest number 
of melt days in the center of the Larsen C Ice Shelf, where elevations are lower and topography 
is less complex. We hypothesize that the major difference in spatial patterns between 
algorithms/melt metrics is related to the different resolutions of the data sources (~2.2225 km for 
QuikSCAT, 10km for MAR and 25km for PMW), such that QuikSCAT is better able to resolve 
melt where topography is complex , such as near the spine of the AP. Secondarily, the 
differences are a product of the depths presumed for the calculation of meltwater content. This is 
true for both the MAR metrics and for the three PMW algorithms; the “ALA” algorithm, for 
example, presumes a 4.7cm depth and a 1% liquid water content. (see Chapter 2.1). To confirm 
this, we find the maximum depth to which meltwater percolates (according to MAR) associated 
with the number of days when melt occurs (according to PMW algorithms). Histograms for total 
PMW melt days in Appendix B Fig. B4 show three peaks (two major inflection points) for each 
algorithm which are used to create three classes for meltwater occurrence (“low”, “medium” and 
“high”). For these classes, the maximum depth to which meltwater percolates (in MAR) is shown 
in Appendix B Fig. B6 and the associated elevation and MAR meltwater production is shown in 
Appendix B Table B1.  
Spatial regions defined as having “low” melt occurrence are highly heterogeneous with 
regard to elevation, meltwater percolation and the relative sensitivity of PMW algorithms. Low 
melt occurrence regions largely include the spine of the AP and regions just east of it. Bedmap2 
(Fretwell et al., 2013) reports a large range of elevations while MAR reports low coincident 
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meltwater production and a relatively shallow meltwater depth. Both the ALA and ZWA 
algorithms report melt at higher elevations (above approximately 1300m and 1900m, 
respectively) than the 240 algorithm, which neither reports any melt occurrence above 1100m in 
the NE basin nor at lower elevations to the north and south. (Table B1, rows 1,4,7 and Appendix 
B Fig. B6). Where melt occurrence is low, the 240 and ALA algorithms generally detect melt 
only where MAR reports a maximum meltwater percolation depth below 0.4 m, (Appendix B Fig 
B6a,b), whereas the ZWA algorithm can detect melt at a substantially shallower depth of 0.1 m 
(Appendix B Fig B6c). Although generally meltwater in MAR rarely percolates below 3m, in 
low melt-occurrence regions, modeled meltwater occasionally percolates below 10m in the 
beginning of the melt season (Appendix B Fig. B6 a,b,c, column “N”, indicating November). We 
remind the reader that melt occurrence within the firn layer (as calculated by MAR MF0.4) will 
capture melt that can refreeze immediately, so this does not necessarily correspond to melt which 
is retained in the snowpack. Rather, the snowpack layer depth represents the deepest layer which 
is affected by the melt process according to MAR. 
By contrast, where PMW reports high melt occurrence in the NE basin, MAR 
consistently reports high coincident meltwater production, low elevations and the deepest 
average meltwater percolation in the region. In the month of January, we find that where PMW 
algorithms report melt, coincident MAR meltwater percolates to 2 m into the snowpack for 35-
47% of the total day-pixels in the NE basin which report any melt, and as deep as 3 meters for 
more than 30% of total day-pixels  (Appendix B Table B1, 240-H, ALA-H, ZWA-H, Fig. B6 
g,h,i). 
 To quantify the two major spatial trends for maximum melt occurrence, i.e. (1) PMW in 
the center-east of the Larsen C ice shelf and (2) QuikSCAT ft3 and MAR in the northwest of the 
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NE basin, we (a) explicitly calculate concurrent melt occurrence in all PMW algorithms 
(PMWAll) for the first region and (b) define the latter geographically in order to include most of 
the NE basin, but deliberately exclude center-east of the Larsen C ice shelf region where PMW 
melt is highest. The first region “CL” (Center Larsen, as the entire region is restricted to the 
Larsen C ice shelf), where all PMW algorithms agree on high melt occurrence, is defined where 
PMWAll reports average yearly total melt days exceeding one standard deviation from the mean 
for the NE basin. Mean elevation for the CL region is 42.70±17.70s m (where s is one standard 
deviation). PMWAll reports a mean annual 36 days of melt occurrence (vs 21 days derived from 
MF0.4) and the mean annual MAR meltwater production calculated only where PMWAll reports 
melt occurrence is 96 mm w.e./100km2 (vs 143  mm w.e./100km2 when MF0.4 reports melt)( 
Appendix B Table B1, row 11,12).  
The “NL” (Northern Larsen) mask is defined by finding the mean latitude of the CL 
region and including all portions of the NE basin above this latitude, but excluding the CL region 
(Fig. 4.1, inset). In the NL region, elevation is highly-variable, with a mean value ~600m and 
MAR and QS detect melt both earlier and more often than for PMW algorithms. The NL region 
includes the eastern spine of the AP and most inlets (including Cabinet Inlet and SCAR Inlet), a 
small portion of the northern Larsen C ice shelf and all regions surrounding the former Larsen A 
and Larsen B ice shelves. 
4.2.3 Climatology and inter-annual trends for melt extent at the sub-basin scale 
We compare the seasonal cycle and interannual variability of melt as modeled by MAR vs 
observations for both the CL and NL regions by computing regional melt extent over the 2000-
2009 period (total melt extent area for each day in NDJF), for each year as well as the 
climatological average. The PMWAll algorithm is typically treated as the most restrictive 
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condition while the PMW zwa and QuikSCAT ft3 are the most sensitive. Melt extent is defined 
as the total area reporting melt daily between Nov 1st and February 28th  (austral summer, 






Figure 4.5 CL-region, described in text and shown in inset in for (a), average and inter-annual melt occurrence in 
MAR, PMW and QuikSCAT data. (a) MF0.4 melt extent climatology with one standard deviation shown in grey 
envelope (b) melt extent for MF0.4 from 1999-2009 (c) melt climatology PMW All  (d) interannual difference  melt 
extent PMWAll - MAR (e) melt climatology PMW zwa  (f) interannual difference in melt extent PMWzwal – MAR 
(g) melt climatology QuikSCAT ft3  (h) interannual difference in melt extent QuikSCAT ft3 - MAR 
The melt extent climatology for PMWAll in the CL region shows the initial increase in 
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a series of increasingly smaller melt pulses ending with refreezing at the end of February. While 
MAR shows peak melt extent at the same point in the season, the progression from melt onset is 
more gradual, average peak melt extent is generally smaller and interannual variability (indicated 
by the grey envelope) during peak melt extent is larger (Fig. 4.5c vs Fig. 4.5a). In the CL region, 
the PMWAll metric is generally restricted by the low sensitivity of the 240 algorithm. 
Interannual variability for melt extent is substantial, with PMWAll reporting a larger melt extent 
than MAR towards the middle of the melt season in most years (Fig. 4.5b,d), but not necessarily 
during melt onset or its ending. In the CL region, PMWAll reports a larger melt extent 
throughout the melt season during 2000-2001 and 2001-2002 (Fig. 4.5d). During three periods, 
MAR reports a larger melt extent than PMWAll, including 1999-2000, the latter half of the 
2002-2003 season and the 2003-2004 season. While the highly-sensitive PMW ZWA algorithm 
(Fig. 4.5e,f) reports sporadic periods where MAR melt extent is larger (during the 1999-2000 
and 2003-2004 melt seasons, for example), ZWA generally reports either a larger melt extent or 
general agreement with MAR. Similarly, melt extent derived from the QuikSCAT ft3 algorithm 
consistently shows a larger melt extent than MAR, except for a few short periods towards the 
end of the season in 1999-2000 and 2003-2004 (Fig. 4.5g,h). We note that for several years, both 
QuikSCAT ft3 and PMW ZWA report substantial melt occurrence early in the season (~Nov 
15th) and that the QuikSCAT ft3 climatology frequently reports melt occurrence in the CL region 
well after February (Fig. 4.5g).  
The NL region includes areas which reported low melt occurrence in all PMW 
algorithms, variable meltwater percolation depth in MAR was variable , and a large range of 
elevations was observed (Section 4.2.1), implying that the mask defined by the combined 
PMWAll algorithm is less clearly linked to consistent modeled physical properties in this region. 
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Here, the MAR melt extent climatology (Fig. 4.6a,b) is consistently larger than PMWAll 
throughout the season (Fig. 4.6c,d). In comparison to the ZWA (Fig. 4.5c) and QuikSCAT ft3 
(Fig. 4.6g) algorithms, MAR reports less melt extent in the middle of the season (with peak melt 
extent in January), but larger melt extent at the beginning and end of the melt season. As 
compared with the CL region, the MAR climatological melt extent shows less inter-annual 
variability (grey envelope, Fig. 4.6a). During the 2000-2001 and 2001-2002 melt seasons, MAR 
shows a larger melt extent than PMWAll (Fig. 4.6d), but less than the PMW ZWA (Fig. 4.6f) or 
QuikSCAT ft3 (Fig. 4.6h) algorithms. We find that during the 2005-2006 season, MAR shows 
greater melt extent than PMWAll, consistently less than QuikSCAT ft3, but reports a greater 
melt extent than ZWA only towards the end of the season. We consider the condition where only 
QuikSCAT ft3 or PMW ZWA show a greater melt extent than MAR to be potentially indicative 




Figure 4.6 NL-region, described in text and shown inset in (c), average and inter-annual melt occurrence in MAR, 
PMW and QuikSCAT data. (a) MF0.4 melt extent climatology with one standard deviation shown in grey envelope 
(b) melt extent for MF0.4 from 1999-2009 (c) melt climatology PMW All  (d) interannual difference  melt extent 
PMWAll - MAR (e) melt climatology PMW zwa  (f) interannual difference in melt extent PMWzwal – MAR (g) 
melt climatology QuikSCAT ft3  (h) interannual difference in melt extent QuikSCAT ft3 - MAR 
In summary, we conclude that in the CL region, MAR reports a larger melt extent from 
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PMW ZWA or QuikSCAT ft3 algorithms, which are more sensitive. Notably, MAR melt 
occurrence is comparatively low during the peak melt period. By contrast, in the NL region, 
MAR reports greater melt occurrence than the most restrictive measure (PMWAll) during peak 
melt, but far less than the highly-sensitive QuikSCAT ft3 algorithm. The interannual comparison 
suggests that MAR shows substantially less melt occurrence than observations during the 2000-
2001 and 2001-2002 seasons in the CL region, but not the NL region.  
4.3 Results: Wind and Temperature Biases at the Larsen Ice Shelf station 
The eastern AP is generally substantially colder than the western AP, and temperature-driven 
melt primarily results from either large-scale advection from lower latitudes or from westerly 
föhn flow over the spine of the AP (Marshall et al., 2006). Here, we assess the bias in 
temperature and melt occurrence associated with wind direction at three AWS locations on the 
Larsen C Ice Shelf (shown in Fig. 2.4). We first discuss wind direction and wind speed biases 
during the summer season at all three locations (without regard to melt occurrence) (Section 
4.3.1). For prominent wind direction biases, we quantify the associated temperature and melt 
occurrence biases in order to capture atmospheric conditions where MAR reports less melt 
occurrence than observations (Section 4.3.2). All MAR and satellite data used are co-located to 
the grid cell associated with the AWS (Fig. 2.4), and we remind the reader that all three stations, 
at the eastern edge of the CL region (Fig. 4.1 inset), are located where MAR reported 
substantially less melt occurrence than PMW algorithms, QuikSCAT ft3 or AWS temperature-
based criteria. 
4.3.1 Aggregate wind direction biases 
Fig. 4.7 shows wind frequency distributions during the summer season, color-coded for wind 
direction as represented by the pie graph at the right. We note that AWS data are 3-hourly 
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averages and ERA-Interim are 6-hourly averages for wind speed and direction, while MAR 
produces daily-averaged outputs. For this reason, a direct comparison between Weibull 
parameters derived from MAR vs AWS data is not fully justified. The Larsen Ice Shelf AWS has 
full temporal coverage during the QuikSCAT period while AWS14 and AWS15 were installed 
after termination of the QuikSCAT mission. These last two stations are used in this study to 
demonstrate that (a) similar wind biases persisted after the QuikSCAT period at multiple 
locations, as AWS 14 the Larsen Ice Shelf AWSs are co-located to the same MAR grid cell and 
that (b) wind biases vary slightly by latitude, AWS15 being located slightly to the south.  
Both MAR and AWSs at all stations show a larger proportion of northerly winds at lower 
windspeeds (Fig. 4.7, in yellow and blue), although AWSs report a greater frequency of 
southwesterly and northwesterly flow (Table 4.2 col. 4,5 rows 4-9). At the Larsen Ice Shelf 
AWS location, both AWS and MAR report dominant northeasterly flow (Table 4.2, rows 4,8, 
col2). However, the Larsen Ice Shelf AWS reports slightly more flow which is either 
southwesterly (28.9% for AWS vs. 23.2% in MAR) or northwesterly (19.3% for AWS vs. 14.1% 
in MAR) while MAR reports more southeasterly flow overall (23.5% in MAR vs. 17.4% in 
AWS). These biases are more pronounced at the southern AWS15, where modelled temperature 
correlates with a larger portion of the southern Larsen C Ice Shelf than for AWS14 (Appendix B 
Fig. B7, Fig. 4.7i,j). ERA-Interim reports substantially more northwesterly flow than either AWS 
or MAR and a smaller proportion of southwesterly flow in the 180°- 225° range (especially at 
the southernmost AWS15 location), although easterly flow is equivalent to AWS-reported 
estimates. We note that although ERA-Interim has been shown to reproduce the basic structure 
of föhn flow (Grosvenor et al., 2014), the horizontal spatial resolution may be too coarse to 
adequately capture southwesterly gap flow here. As discussed further in Section 4.4, westerly 
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flow towards the stations used in this study may be strongly affected by the fine-scale 
representation of topography (which is coarse in ERA-Interim) and the lowered orographic 
barrier due to the smoothing of topography in the northwest in ERA-Interim may contribute to 




Figure 4.7 Probability distribution (y-axis) of summer (DJF) wind speeds (x-axis) and direction proportions inset. Wind directions corresponding to colors in 45° 
increments shown right of (g). Curve shows Weibull curve shape (b) and scale (l ,m/s). Datasets for AWS (col 1), MAR-R (col 2), MAR from 1999-2014 period 
(col 3) and ERA-Interim for the AWS-restricted period (col 4). Shown for station Larsen IS ( row1, a,b,c,d), AWS 14 (row 2, e,f,g), AWS 15 (row 3, h,i,j,k) 
Values below figures are expected values.  1  
Larsen IS (1999-2014) 1 
    2 
4.07 ±5.95!  m/s              3.47±2.78! m/s              3.42±2.68! m/s   4.42±6.22! m/s 3 
           (a) All Days (AWS)       (b) All Days (MAR-R)         (c) All Days (MAR)                             (d) ERA-Interim 4 
 5 
AWS 14 (2009-2014) 6 
   7 
3.80 ±5.03!  m/s      3.26±2.43! m/s        3.42±2.68! m/s 8 
          (e) All Days (AWS)                         (f) All Days (MAR-R)             (g) All Days (MAR) 9 
 10 
AWS 15 (2008-2014) 11 
    12 
3.98 ±6.31!  m/s            3.26±2.57! m/s                3.35±2.62! m/s   4.65±6.12! m/s 13 














DJF All Days     
MAR shows wind 
direction 
    
MAR percentage 39.0% 23.5% 23.2% 14.1% 
MAR expected wind 
speed [m/s] 
3.48(±2.46)  3.47(±2.62) 4.46(±4.44) 3.66(±4.69) 
AWS expected wind 
speed [m/s] 
3.79(±4.35) 4.19(±6.01) 5.35(±9.16) 4.00(±7.63) 
AWS shows wind 
direction 
    
AWS percentage 34.3% 17.4% 28.9% 19.3% 
MAR expected wind 
speed [m/s] 
3.47(±2.49) 3.49(±2.14) 3.86(±3.54) 6.40(±10.14) 
AWS expected wind 
speed [m/s] 
3.96(±4.65) 3.77(±4.97) 4.77(±7.89) 6.70(±16.94) 
Temp. biases (MAR-
AWS) 
    
Avg T2m  0.68°C 0.65°C 0.94°C 0.72°C 
Max T2m  -2.16°C -1.40°C -1.19°C -2.35°C 
Temp. bias where T2m 
> 0°C  
(MAR-AWS) 
    
Avg T2m  -1.36°C -1.50°C -1.06°C -1.06°C 
Max T2m  -2.96°C -3.05°C -2.33°C -2.75°C 
     
DJF, MAR reports melt     
MAR wind direction 
percentage 
34.7% 27.6% 24.5% 13.2% 
AWS wind direction 
percentage 
35.2% 13.9% 25.6% 25.2% 
Temp. biases (MAR-
AWS) 
    
Avg T2m  0.77°C 0.56°C 1.05°C 0.52°C 
Max T2m  -2.11°C -2.20°C -0.95°C -1.43°C 
Temp. bias where T2m 
> 0°C  
(MAR-AWS) 
    
Avg T2m  -0.93°C -1.13°C -0.53°C -0.98°C 
Max T2m  -2.57°C -3.16°C -1.66C -1.61°C 
Table 4.2 Proportions for wind direction and associated temperature biases at the Larsen Ice Shelf AWS station from 




4.3.2 Wind and temperature biases concurrent with observed melt occurrence 
When daily-averaged temperature (AvgT2m) values are high, it is more likely that melt is 
sustained, while high maximum daily temperatures (MaxT2m) can also occur during sporadic 
melt. Melt occurrence is strongly influenced by the temperature of the snow column as well as at 
the surface; internal melting can occur even when the surface is frozen due to net outgoing 
longwave radiation (Holmgren, 1971; Hock, 2005). It is therefore possible for melt to occur 
despite a cold bias. In general, we find a small, but consistent warm MAR bias for AvgT2m, and 
a consistent cold MaxT2m bias (Table 4.2, rows 12,13). However, when we restrict the dataset to 
days when AWS-recorded temperatures exceed 0°C, a condition where melt is most likely, MAR 
indicates a cold bias for AvgT2m and an enhanced cold bias for MaxT2m (Table 4.2, rows 
15,16). This implies that MAR is colder than observations at the temperature ranges where melt 
is likely, although melt is still possible due to other components of the energy balance.  
The cold MaxT2m temperature bias is strongest during northerly flow in general (Table 4.2, 
row 13,16, col 2,5), but strongest during easterly flow on the days when MAR reports melt 
(Table 4.2, row 23,26, col 2,3). Satellite-based melt is detected primarily when AWS-recorded 
flow is northeasterly (0°-90°) or southwesterly (180°-270°), with PMW(QS) reporting 
42%(36%) northeasterly flow and 29%(26%) southwesterly flow. On days when MAR reports 
melt (Table 4.2, rows 19,20), southeasterly flow in MAR is more prominent (while AWS values 
decline) while the proportion of northwesterly flow declines (but increases at the AWS). We find 
that the major flow biases account for a relatively small proportion of melt which is captured by 
observations but not by MAR. The easterly flow bias accounts for 8%(9%) of days where 
PMWAll(QS) melt occurrence is not also captured by MAR (Table B9) while the southerly flow 
bias accounts for 6%(6%) of days when PMW(QS) melt occurrence is not also reported by MAR 
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(Table B8). For these wind direction biases, Fig. 4.8 presents temperature values when observed 
sources, either PMW All or QuikSCAT ft3, report melt, but MAR does not. We refer to the 
condition where PMWAll reports melt (but MAR does not) as “PMWEx” (i.e. PMW exclusive-
or), with the equivalent condition for QuikSCAT ft3 called “QSEx”. We limit the melt days 
shown in each figure panel to a specific wind bias, thus showing how the wind bias directly 
influences temperature-driven melt in both satellite-based observations as well as MAR.  Tables 
B8-B12 contain relative proportions of each case (flow bias) divided for each restriction (i.e. 
MAR, QSEx or PMWEx), as well as the timeseries mean and biases for AvgT2m, AvgT2m>0°C 





Figure 4.8 MAR vs AWS temperatures at the Larsen Ice Shelf AWS station for DJF from 2001-2009 for melt occurrence criteria as shown bottom-right and 
described in text. Wind direction biases are shown for when northerly AWS flow is reported as southerly in MAR (a) AvgT2m (b) MaxT2m, when westerly 
AWS flow is reported as easterly in MAR (c) AvgT2m (d) MaxT2 and when AWS and MAR both report westerly flow (e) AvgT2m (f) MaxT2m.
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For the main biases, i.e. when MAR either reports northerly winds as southerly (Fig. 
4.8a,b) or westerly winds as easterly (Fig. 4.8 c,d), modelled temperature values are clustered 
around 0°C, whereas AWS-observed temperatures, especially when only satellite-observed melt 
occurs, are higher. When MAR reports melt, MAR AvgT2m values cluster near 0°C, with a 
small overall warm bias (Tables B8,B9, row 4, col 8).  Under omission conditions (PMWEx and 
QSEx), AvgT2m values are lower, and the MAR bias is slightly negative, although the standard 
deviation is high (Tables B8, B9, row 5,6, col 7). With all flow cases, only QuikSCAT ft3 shows 
melt at very low observed AvgT2m values. By contrast, AWS MaxT2m values are substantially 
higher than MAR values (the latter clustering around 0°C) (Fig. 4.8b,d). Temperature biases 
associated with southwesterly flow are similar to those shown by the overall bias towards 
easterly flow in MAR, and are shown in Table B10,S11.  
 Northwesterly winds are most likely to produce föhn-induced melt and we find that on 
days when MAR reports melt, only 13.2% of winds are northwesterly while AWS reports 25.2% 
of flow as northwesterly (Table 4.2, rows 9,10, col 5). Northwesterly winds show the highest 
expected windspeeds as well as the highest standard deviation for both MAR and AWS (Table 
4.2, rows 19,20, col 5). While the temperature bias when wind directions are in agreement is 
relatively minimal, the temperature bias when northwesterly winds are misrepresented is 
substantial. When MAR reports melt but misrepresents northwesterly winds (this condition 
accounts for 3% of all MAR melt days), the cool bias for MaxT2m > 0°C is above 4°C (Table 
B12, row 4, col 10). For the PMWEx condition (when PMW reports melt but MAR does not), 
AWS MaxT2m values exceed MAR values by more than 5°C (Table B12, row 5, col 10). 
Despite the strength of the temperature bias, this wind direction bias accounts for only 3% of 
melt in MAR and only 3%(4%) of melt occurrence reported by PMWEx(QSEx). By contrast, 
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when westerly flow is modelled accurately, MAR captures higher AvgT2m values, which 
frequently exceed 0°C, with a slight cool MAR bias when AvgT2m > 0°C (Fig. 4.8e). The 
PMWEx and QSEx conditions still report melt at lower temperature values, and the MAR bias 
remains positive. Although a cold MAR bias persists, MaxT2m values are generally in better 
agreement at the Larsen IS AWS location during this condition (Fig 4.8f, Table B12).  
4.4  Discussion and Conclusions 
We conclude that MAR captures melt which occurs just east of the AP (which is normally the 
product of westerly föhn flow) with acceptable accuracy according to satellite estimates, but that 
that melt is underestimated with respect to both AWS and satellite estimates in the eastern part of 
the Larsen C Ice Shelf. This is partially the result of limited westerly flow in MAR towards the 
eastern part of the Larsen C ice shelf, as compared to AWS estimates.  Specifically, MAR shows 
lower melt occurrence than satellite estimates in the center and east of the Larsen C Ice Shelf  
(i.e. the CL region, where eastward flow is likely limited in MAR ), while in the north and west 
of the NE basin (i.e. the NL region which is most immediately affected by westerly flow), MAR 
reports melt occurrence largely concurrent with satellite estimates. The NL region fits a spatial 
pattern of föhn-induced melt just lee of the AP and extending eastward from inlets which has 
been shown in previous studies (Grosvenor et al., 2014) and particularly in the northernmost 
portion of the NE basin surrounding the Larsen B ice shelf, where the correlation between föhn 
winds and satellite-based melt occurrence has been shown to be as high as 0.5 between 1999-
2002 (Cape et al., 2015, Fig. 12).  For example, within the CL region, there are periods during 
the 2001-2002 season when MAR reports no meltwater production, but raw QuikSCAT 
backscatter values report periods where over 300 km2 of surface area show backscatter values 
dipping below -15 dB (Appendix B Fig. B9e).  
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MAR reports warmer temperature compared to AWS observations recorded on the east of the 
Larsen C ice shelf at temperatures below 0°C, when melt is less likely to occur, but which may 
still impact the refreezing process. However, when maximum daily temperatures (MaxT2m) and 
average daily temperatures (AvgT2m) exceed 0°C, MAR shows a substantial cold bias. This is 
particularly evident when MAR misrepresents westerly winds or northerly winds, and the 
temperature bias is most extreme when northwesterly flow is misrepresented, i.e. the condition 
when the most intense föhn flow would be likely. However, this represents only a small 
proportion of the melt occurrence bias, i.e. melt occurrence reported by satellite estimates, but 
not by MAR.  
We demonstrate the impact of westerly winds on melt during a single season, specifically 
during both mid-December and the beginning of January of the 2001-2002 season.  During both 
of these periods, satellite-based melt extent in the CL region increases substantially, while MAR 
melt extent declines after an initial pulse (Appendix B Fig. B9a). In December, MAR shows an 
increase in northwesterly flow, both at the station and throughout the region while AWS reports 
northwesterly winds at slightly higher speeds. Beginning approximately on January 1st, the NL 
region reports substantial northwesterly flow, followed by southwesterly flow, although neither 
is reported at the Larsen Ice Shelf AWS station east of the NL region. Over January, while both 
AWS and MAR report northeasterly flow, the AWS station also reports substantial high-speed 
southwesterly flow not captured by MAR. After this period (beginning on approximately Jan. 
1st), AWS AvgT2m temperatures consistently exceed MAR AvgT2m values until the end of the 
season (Appendix B Fig. B11), suggesting that because MAR did not accurately model the initial 
intrusion of westerly winds, subsequent temperature-induced melt was limited over the eastern 
Larsen C ice shelf, where this AWS is located. Presuming that the flow characteristics are largely 
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similar in this relatively flat region, we conclude that the underestimation of melt in the CL 
region is partially due to the absence of westerly flow, but that this flow is adequately captured 
directly east of the AP (comprising the NL region). 
Previous work has suggested that southwesterly föhn winds can result from gap flow 
(Elvidge et al. 2015), although we note that the southwesterly jets studied in this single campaign 
were typically cooler and moister than surrounding air, i.e. föhn flow produced from isentropic 
drawdown. While a version with a higher spatial resolution may potentially resolve topography 
sufficiently to include the initial intrusion of southwesterly gap flow, as well as northwesterly 
föhn flow, it may also further inhibit subsequent eastward flow when the hydrostatic assumption 
is retained. While a higher resolution of MAR v3.5.2 (used throughout this study) was not run 
due to computational constraints, the enhanced computational efficiency of a newer version of 
the MAR model (MAR v3.9, Chapter 2.1) could enable higher resolution runs over extended 
periods in the future. 
To assess both the potential future application of MAR v3.9 over the AP as well as the 
effects of both vertical and horizontal resolution on modelled melt estimates, we compare melt 
occurrence and flow characteristics from Nov 1, 2004 to March 31, 2005 between multiple 
versions of the MAR model. This included three versions of v3.9 (Chapter 2.1), with two 5km 
and 10km resolution versions run with 24 vertical layers as well as an additional 10km resolution 
version with 32 vertical layers (10km V). The effect of the enhanced horizontal resolution on 
topography is substantial; the maximum height of the AP in the 5km version of the model is 
2567m, but only 2340m in the 10km version. We find that the effect of increasing horizontal 
resolution to 5km is to limit the consistent strong melt production just leeward of the AP and that 
an increase in either horizontal resolution or vertical discretization limits eastward flow 
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(Appendix B Fig. B12). As compared to AWS data at the Larsen IS AWS, all MAR 
configurations largely replicated the dominant southwesterly and northeasterly flow, although we 
found an enhanced bias for southeasterly flow with the enhanced-resolution versions of the 
model (Appendix B Fig. B13). The effects of local topography on wind speed should be 
relatively limited as the region surrounding the Larsen ice shelf AWS station is relatively flat. 
Bedmap2 (Fretwell et al., 2013) reports mean (standard deviation) elevation values of 37.38m 
(0.53m) in the 5km surrounding the station and 37.37m (0.78m) in the 10km surrounding the 
station. The mean (standard deviation) values for slope are 0.015°(0.018°) at both resolutions. 
We conclude that a further increase in vertical discretization or horizontal resolution may 
potentially reduce flow towards the eastern edge of the Larsen C ice shelf, although the effect of 
better-resolved topography may allow more westerly flow in MAR to cross the AP. 
As has been suggested by previous studies (Van Wessem et al., 2015a), the implementation 
of a non-hydrostatic model may improve the representation of westerly föhn flow over the 
eastern Larsen Ice Shelf (Hubert Gallée, personal communication). We note that previous work 
has suggested that a 5km non-hydrostatic model was still unable to capture föhn flow on the 
eastern portion of the Larsen C ice shelf (according to the AWS records), partially due to the 
inability to simulate southwesterly föhn jets, and that resolutions as high as 1.5km are required to 
simulate föhn flow accurately (Turton et al., 2017). However, recent work found that spatial 
resolutions as high as 2km in the non-hydrostatic WRF model were still unable to fully-resolve 
the steep surface temperature increases associated with the beginning of föhn flow (Bozkurt et 
al., 2018), suggesting that neither increased spatial resolution nor a non-hydrostatic model may 
be sufficient to fully capture the effects of föhn flow. We conclude from the main analysis that 
reduced eastward propagation of westerly winds may contribute to a lack of MAR melt in the CL 
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region as compared to satellite estimates but that melt just east of the AP (the NL) region is 
represented with relative accuracy. This is further confirmed by the similarity between the spatial 
trends for melt occurrence as compared to QuikSCAT estimates. We remind the reader that 
previous work has suggested that föhn flow occurred only 20% of the time during a single melt 
season, and that substantial melt occurred in conditions where föhn winds are not present (King 
et al., 2017), suggesting that other factors contributing to surface melt energy may be equally, if 
not more, important for developing accurate melt estimates in RCMs. Because the current class 
of RCMs which employ the hydrostatic assumption, such as MAR, can be run for relatively long 
periods and contain relatively realistic representations of the snowpack, they can provide 
additional insights into the cumulative effects of surface melt over multiple seasons, with the 
understanding that the surface melt produced by föhn flow will likely be under-represented in the 
eastern regions of the Larsen C ice shelf. 
Previous literature has pointed to several limitations in the remote sensing data sources used 
here which are either intrinsic to the satellite data itself or a product of the algorithm selected for 
melt detection (Ashcraft and Long, 2006). Products derived from QuikSCAT are limited in 
temporal resolution because the satellite passes daily, and may therefore ignore sporadic melt 
occurring at other times of the day. However, previous studies have compared total melt days 
from the QuikSCAT ft3 algorithm with a measure derived from surface temperature at seven 
automatic weather stations and shown a positive QuikSCAT ft3 bias compared to AWS (Steiner 
and Tedesco, 2014). Similarly, all PMW algorithms are limited by a relatively low resolution 
(25km) and twice-daily passes. Periods of melt occurrence have also been shown to be sensitive 
to the choice of algorithm (Tedesco 2009).  
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In future work, we will extend this model run to the 1982-2017 period as well as explore a 
higher-resolution run of a newer version of MAR, producing hourly outputs for the near-surface 
atmosphere. These runs will allow us to examine the frequency of föhn winds, the concurrent 
meltwater production and the effects of föhn-induced melt on the snowpack. We will use this 
multi-decadal record to examine interannual trends of föhn winds in all seasons as well as the 




Chapter 5  The effects of autumn foehn-driven surface melt over the Northeast 
Antarctic Peninsula, unprecedented since 1983 
The contents of this chapter are currently being prepared for publication. 
Abstract 
 Surface melt has been implicated as a major driver for recent ice shelf collapse as well as the 
speedup of tributary glaciers in the Northeast Antarctic Peninsula (NAP), one of the regions in 
Antarctica which is most vulnerable to a changing climate. Surface melt on the NAP is driven 
both by the advection of warm air from lower latitudes and by the strength and frequency of 
westerly winds, the latter which result in sporadic foehn flow. In this study, we estimate changes 
in the interannual frequency of foehn flow and the associated impact on snow melt, snowpack 
density and the percolation depth of meltwater over the period 1982-2017 using a regional 
climate model.  The first of two methods extracts spatial patterns of melt occurrence using 
empirical orthogonal function (EOF) analysis, and is also applied to passive microwave record 
for comparison. The second method applies the “foehn index” (FI), derived from a method first 
applied at autonomous weather stations (AWS) stations, to capture the occurrence of foehn and 
meltwater produced concurrently over the full study domain. The analysis of the main EOF 
modes and FI over the period 1982-2017 shows a change in the behavior of foehn winds since 
2015, with substantial foehn-induced melt occurring late in the melt season. We also found that a 
series of late-season melt events in 2015 and 2016 resulted in compounded densification of the 





 Surface melt on the Northeast Antarctic Peninsula (NAP) impacts the overall mass loss of 
grounded ice as well as ice shelf stability both directly and indirectly (Barrand et al., 2013; Kunz 
et al., 2012; Scambos et al., 2003; Scambos et al., 2004).  Besides producing meltwater runoff on 
the grounded part of the NAP (Hock et al., 2009), surface melt can indirectly lead to ice loss 
through the process of ice shelf hydrofracture, whereby pre-existent crevasses on floating ice 
shelves that buttress the ice sheet fill with accumulating meltwater, leading to the ice shelf 
disintegration and tributary glacier speedup and thinning (Weertman, 1973; van der Veen et al., 
1997; Glasser et al., 2008; MacAyeal and Sergienko, 2013; Vaughan et al, 1996; Rott et al, 1998; 
Rott et al., 2011; Scambos et al., 2004; Scambos et al., 2000). 
The fate of surface meltwater depends on the conditions of underlying firn, most 
importantly firn density. Anomalously low accumulation, enhanced firn compaction, liquid water 
penetration, and/or latent heat release by refreezing can all lead to firn air depletion (Kuipers 
Munneke et al., 2014), in turn limiting additional meltwater storage and promoting 
hydrofracture. In recent years, the surface of the Larsen C ice shelf (LCIS) has been lowering 
due to a combination of firn air depletion and ocean basal melt (Holland et al, 2015; Pritchard et 
al., 2012), with the former process dominating the signal in the northern LCIS (Holland et al., 
2015). While the annual mean temperature over the NAP is  3-5°C lower than over the Western 
AP at the same latitude (Van Wessem et al., 2015; Morris and Vaughan, 2003),  strong melt 
pulses can be produced by foehn, an episodic warm, dry air flow on the lee slopes of the NAP 
(Elvidge and Renfrew (2016).  
Studies focusing on the summer between 2010 and 2011 have calculated foehn 
frequencies of 20% in January to March (King et al., 2017) or 30% from November to March 
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(Luckman et al., 2014) and produce differing accounts of the relative importance of change in 
net shortwave radiation produced from cloud-clearing (Grosvenor et al., 2014) vs turbulent 
fluxes (Kuipers Munneke et al., 2012). However, observations in other seasons have found that 
foehn is more prevalent in winter and spring (Wiesenekker et al., 2018) and that 23% of the 
annual melt actually occurred in winter (Kuipers Munneke et al., 2018).  
Recent years (2015 and 2016) have shown a series of strong, late-season foehn-induced 
surface melt events (Kuipers Munneke et al., 2018, Wiesenekker et al., 2018, Bozkurt et al., 
2018). However, due to the limited spatial and temporal coverage of contemporaneous 
atmospheric, surface melt, and firn records, it remains unclear how widespread these events are, 
and how they influence snowpack conditions. Regional climate modeling provides a useful tool 
to fill this gap, providing that a high-resolution, realistic atmospheric model is coupled with a 
model that represents surface and firn conditions. 
In this study, we use output of the MAR regional climate model v3.9 at a 7.5km 
resolution as well as remote-sensing microwave observations to present a long-term (1982-
2017), spatially comprehensive, record of foehn intensity, surface melt, and firn conditions over 
the NAP. EOF analysis allows us to capture the primary spatial patterns of surface melt 
occurrence and compare modeled modes to those retrieved independently from spaceborne 
observations. Composite modeled fields calculated from the principle component (pc) timeseries 
then allow us to characterize the atmospheric conditions responsible for patterns of melt 
occurrence which can be discerned on the surface. Subsequently, we introduce the “Foehn 
Index” as a complimentary method which quantifies foehn-induced melt from the perspective of 
the near-surface atmosphere. A comparison between the two methods links large-scale 
atmospheric drivers to estimates for foehn at the surface. Both methods identify anomalously 
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high foehn-induced melt in recent years subsequent to the peak melt season. We use the 
concurrent modeled snowpack timeseries to investigate the impact of sporadic foehn-induced 
melt events on the firn layer during these periods. 
5.2 Data and Methods: revised melt occurrence estimates in MAR using MAR v3.9 
An evaluation of an earlier version of MAR (v3.5.2, run at a 10km resolution) found that the 
model underestimates melt frequency over the NAP in comparison to satellite estimates (Chapter 
4, Datta et al., 2018). To remedy this bias, we use an updated version of MAR (v3.9), which 
contains updates to the cloud scheme (Fettweis et al., 2017). Figure 5.1 compares both model 
versions with observations over the 2004-2005 melt season, showing that melt occurrence is 
enhanced in the new version. A comparison between radiation budget components for both 
versions during December, 2004 shows increased cloud cover, longwave radiation and decreased 
values for all other radiation budget components. The wind profile continues to compare well 





(a)  MAR 3.6 10km.   (b) MAR 3.9 7.5km  (c) PMW zwa  
 
Energy Balance Elements 
 
  (d) Cloud Cover          (e) Longwave Radiation.      (f) Shortwave Radiation            
 
 
                 (g) Latent Heat Flux  (h) Sensible Heat Flux 
 
Wind Roses, Larsen Ice Shelf AWS location 
 
            (i) MAR 3.6 10km.    (j) MAR 3.9 7.5 km     (k) AWS  
 
Figure 5.1 Comparison between MAR v 3.6 (evaluated in Datta  et al., 2018)  and MAR v 3.9 used in this study  for 
summer melt season 2004-2005 period. Melt occurrence for December, January February (a,b,c), Difference 
between MAR 3.6 and 3.9 energy balance components for December, 2004, mean cloud cover (d) longwave 
radiation (e) shortwave radiation (f) latent heat flux (g) sensible heat flux (h), and wind direction/speed (i,j,k) 
compared between. Melt occurrence is calculated for MAR when total  daily melt flux exceeds 1 mm w.e.. Observed 
melt occurrence  uses the PMW zwa algorithm  (described in text). Observed wind direction/speed is retrieved from 
the  Larsen Ice Shelf AWS , located on the northeast Larsen C ice shelf from U. Wisconsin Madiso
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“Daily melt occurrence” estimated by MAR, for the purposes of this study, requires that total 
meltwater production simulated by MAR by day exceeds 1 mm w.e. (water equivalent) /day, a 
threshold previously applied in studies over Greenland (Franco et al., 2012) We note that the 
majority of meltwater is refrozen in the snowpack and does not contribute to runoff.  
5.3 Results  
5.3.1 Primary modes of weekly melt occurrence: EOF Analysis  
Fig. 5.2 shows the first three EOF modes extracted from MAR and from PMW ZWA, where 
EOF 1 accounts for 53%(50%) of the variance in melt occurrence. The modeled and observation-
based EOF modes show substantial similarity in terms of both the spatial patterns and the 
percentage of total variance explained by each pattern (Fig. 5.2 a-c vs d-f). Wind composites 
shown in Fig. 5.2 h,i,j suggest that EOF 1 and EOF 3 are both products of high-speed foehn flow 
just lee of the AP. By comparison, composite windspeeds for EOF 2 show low windspeeds  
along the AP and high-speed southeasterly flow moving towards the LCIS from the open ocean. 
This is confirmed by a direct comparison with the FI from 2015 to 2016 (Fig. 5.6e); we find that 





Figure 5.2 EOF modes (1982-2017) for PMW ZWA (a-c) and MAR daily (d-f), shown with total variance explained for each mode (as described in text). Wind 
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Relative humidity composites for EOFs 1 and 3 show high anomalies to the west of the AP 
and low anomalies to the east (Fig. 5.3 e,o), also consistent with foehn flow. Cloud cover 
composites indicate that while EOFs 1 and 3 show cloud-clearing at lower levels (below 680 
hPa), EOF 2 is characterized by relatively high cloud cover at higher levels in the mid-
troposphere, i.e. above 440 hPa. In comparison to EOF 3, EOF 1 shows more intense cloud 
clearing at greater heights (i.e. above 680 hPa) (Fig. 5.3). Consistent with enhanced low- and 
mid-level clouds, surface energy balance components indicate that melt occurrence for the EOF 
2 mode is driven by anomalously high longwave radiation. In contrast, EOFs 1 and 3 are a 
product of enhanced sensible heat input over the NAP which is driven by the strong turbulent 
mixing induced by foehn winds. EOF 1 is distinguished from EOF 3 by higher net shortwave 
radiation and a stronger anomaly for each radiation balance component (Fig. 5.4). 
 
 
         Total           Low CC    Mid CC         High CC             RH 
       Cloud Cover         > 680 hPa.             >440 hPa, < 680 hPa      < 440 hPa 
EOF 1  
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Figure 5.3 Cloud cover, MAR composite anomaly based on a 0.03 threshold for variance explained by EOF mode for total cloud cover (a,f,k), lower cloud cover 
(b,g,l), middle cloud cover (c,h,m), upper cloud cover (d,i.n) and  relative humidity (e,j,o) EOF 1 (a-d), EOF 2 (e-h) and EOF 3(i-l) shown in Figure 5.2. 
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Figure 5.4 Radiation budget: MAR composite anomaly based on a 0.03 threshold for variance explained by EOF mode for shortwave (a,f,k), longwave (b,g,l), 





We associate EOF 1 with intense foehn flow, EOF 3 with less-intense foehn flow and EOF 2 
with greater moisture and cloud cover encountering upstream blocking by southeasterly flow 
(Fig. 5.1i). Figure 5.5a shows the number of strong instances of either EOF 1 or EOF 2 
throughout the study period. The majority of strong EOF events  (Fig. 5.5a, EOF3 not shown) as 
well as months with a high FI (Fig 5.6) have occurred before 2009. Since 2012, a series of 
anomalous melt events, i.e. greater than one standard deviation from the monthly mean (Fig 
5.6,d), have occurred in March as well as the unprecedented intense melt event in May, 2016. 
The major melt events in March and May of 2016 are denoted throughout in a pink “X” and “O” 
(respectively).  PMW ZWA-derived and MAR-derived EOFs both show a concentration of the 
EOF1/EOF2 modes in the summer season, and both modeled and observed modes capture the 





Figure 5.5 Number of instances for a strong EOF occurrence in each month over the 1982-2017 period (i.e. pc > 0.03) (a). Meltwater production in the NE basin 
concurrent with a positive foehn index (b). Foehn occurrenc regions (c,d), i.e. where more than two instances of sustained foehn flow have occurred over the 
given month over the 1982-2017 period. Normalized values for the foehn index and pc timeseries for EOF 1-3 over the 2015-2016 period from July to June (e) 
(a) (b)
(c) Jan
Melt Concurrent with Foehn 
               (e) (d) July 
O
X O
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(e)   Climatology of EOF 1 
 
Figure 5.6  Total meltwater produced in the NE basin in Gt (a) and shown in standard deviations of the monthly 
mean (b). The Foehn Index (described in text) shown in hr m2 (c). Meltwater production in the NE basin concurrent 
with a positive foehn index in units of standard deviation of each monthly mean (d). Values are shown for each 
month (x-axis) for each year during the 1982-2017 period (y-axis) whereby each year begins in the previous winter 
(i.e. 2017 is July, 2016-June 2017). Climatology of pc values for EOF 1 (shown in Fig. 5.2)  ,computed as described 
in text for both passive microwave data (ZWA algorithm) and for MAR.   Grey envelope indicates the std. dev for 





5.3.2 Spatio-temporal foehn occurrence: the Foehn Index (FI) 
In contrast to the EOF methodology, the FI is used to determine foehn occurrence from 
near-surface atmosphere outputs and then calculate the associated meltwater production.  We 
show that the FI is highest between July and September (Fig 5.6c) when foehn winds affect a 
larger surface (Fig. 5.5d) area than they do during the summer (Fig. 5.5c), despite the majority of 
melt occurring in December and January (Fig 5.6a).  
We find that in recent years, meltwater production has shifted from the summer months 
(when FI is low) towards autumn melt (when FI is high). Although post-2009 values are within 
one standard deviation of the mean, overall meltwater production in the NE basin during 
December and January before 2009 was higher (averaging 27±10 Gt) than in years after 2009 
(averaging 16±7 Gt). Instances of strong melt in November have also been less frequent since 
2011; of the 14 years in which November melt exceeded 2 Gt, 13 occurred before 2011. We 
specifically find that during March (2015,2016,2017) and May 2017, total meltwater production, 
foehn index values and meltwater produced concurrently with the foehn index all neared or 
substantially exceeded 1 std dev of the monthly mean (Fig 5.6b,c,d).  
5.3.3 Foehn-induced melt from 2015-2016  and the effect on the snowpack 
Figure 5.7a,f shows 6-day composite around March 3rd, 2016 and May 2nd, 2016, when 
substantial foehn-induced melt was reported by MAR as well as observed by PMW. Sentinel 
SAR values confirm the presence of unusually high melt occurrence during these periods with a 
spatial pattern consistent with foehn flow. Both events show anomalously high meltwater 
production due to the intrusion of westerly winds with limited blocking southeasterly flow, with 
a stronger wind and temperature signature in May (Fig. 5.8). Both of these periods also coincide 
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with a strong signature for both EOF 1 and the foehn index (Fig. 5.5e). The May, 2016 event in 
particular is characterized by anomalously high surface density of the snowpack at the northern 
edges of the Larsen C ice shelf (Fig. 5.7g-l). We find that meltwater penetration depth, i.e. the 
maximum depth at which volumetric liquid water content exceeds 4%, exceeds a 2m depth for 





Figure 5.7 6-day composite Sentinel radar backscatter (dB) estimates around (a) Mar 3, 2016 (h) May 2, 2016. Coastlines/grounding lines provided from 
MODIS, Mosaic of Antarctica (2004). Average snowpack characteristics during March, 2016 and May, 2016 compared to the interannual (1982-2017) average 
for each month. Shown are meltwater production for March (b,e), May (i,l), average snowpack density for March (c,f), May (j,m), and  maximum snowpack 
depth where liquid water content exceeded 4% for March (d,g) and May (k,n). 
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(a) Wind (March, 2016)  (b) Wind (March mean)        (e) Wind (May, 2016)      (f) Wind (May mean) 
 
               
      (c)  Air Temp (March, 2016).   (d) Air Temp (March mean)           (g) Air Temp (May, 2016).   (h) Air Temp (May mean) 
 
Figure 5.8  Average atmosphere characteristics during March, 2016 and May, 2016 compared to the interannual (1982-2017) average for each month. Shown are 
averagee windspeed/direction for March (a,b), May (e,f), average 2m air temperature for March (c,d), May (g,h), and  maximum snowpack depth where liquid 
water content exceeded 4% for March (c,f) and May (I,l). 




5.3.4 Temporal evolution of the snowpack, 2015-2017 
We discuss changes in the snowpack profile from July, 2015 to June, 2017, which includes 
anomalous autumn melt events, by showing meltwater percolation as well as density profiles 
averaged for the region where foehn is most common (January mask, Fig. 5.5c). The interannual 
record shows that the percolation of liquid water to 2m (in kg water / kg snow) in May, is 
unprecedented (Fig. 5.9f) while profiles similar to the March, 2016 event have also occurred in 
1988 1993 and 1997 (Fig. 5.9e). Values computed at the daily scale over the 2015-2016 period 
show high quantities of liquid water at deeper layers within the snowpack in the 2016 season 
(Fig. 5.9a) concurrent with a strong EOF 1 mode and positive foehn index, (Fig. 5.5e). By 
comparison, we find limited liquid water present at substantial depths during the 2016-2017 melt 
season (Fig. 5.9b,e,f) and that liquid water in January, 2017 was retained at the top of the 
snowpack in MAR (Fig. 5.10a). For nearly all of the foehn region, volumetric liquid water 




Figure 5.9 The effect of meltwater on the snowpack (depth shown on y-axis) where foehn winds occur in January 
(mask shown in Fig. 2c), computed at the daily scale for liquid water content in kg water / kg snow for  2015-2016 
(a), 2016-2017 (b), at the daily scale for snowpack density 2015-2016 (c), 2016-2017 (d). Average monthly liquid 
water content (in kg water / kg snow) from 0-20m into the snowpack for the 1982-2017 period for May (e) and July 
(f)
                (a) Liq Water (2015-2016)                  (b) Liq Water (2016-2017)
(d) Density (2016-2017)
(e)  Liq Water (March) Interannual 
(c) Density (2015-2016)
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Figure 5.10 Average interannual (1982-2017) profiles of the snowpack for a month, calculated where foehn winds are most likely (January foehn index mean,  
mask in Fig. 2c). Average liquid water content (kg water / kg snow) at depth (y-axis) for January (a) Average snowpack density (kg/m3) at depth (y-axis) for Jan 











 Both due to higher viscosity and refreezing, the presence of liquid water has a substantial 
impact on density in the upper layer (Fig. 5.9c,d Fig 5.10 b,c,d).  The interannual record shows 
that while the density profiles in previous years were comparable to those in 2016 during the 
melt season (Fig. 5.10b, January), the winter (July) density profile in 2016, directly following the 
densification produced by melt events in May, was anomalously high in the upper level of the 
snowpack, i.e. above 0.4m (Fig 5.10d).  
In summary, regions of the AP which are prone to foehn flow show enhanced 
densification preceding the 2016-2017 season due to a series of strong late-season foehn-induced 
melt events (Fig. 5.9). Overall, the modeled meltwater production in the region during March of 
2015, 2016 and 2017 totaled over 250% of the period average, but declined (300%, 260% and 
250% respectively), as did the amount of total refreeze (240%, 220%, 190%) while the quantity 
of runoff increased (70%, 160% and 210%).  The May, 2016 event produced 1674% of the May 
period average for meltwater and 939% of the May period average for refreeze. Throughout this 
period, compounded densification reduced the capacity for additional refreeze in the modeled 
firn layer, resulting in enhanced runoff. Specifically, we find a low average density in the first 
two meters of the snowpack during 2014 (below 500 kg/m3 ) until January of 2015. A burst of 
meltwater production in mid-March of 2015 resulted in enhanced densification of the upper 1m 
of the snowpack (average values exceeded 620 kg m-3). While lower density snow increasingly 
dominated the upper level of the snowpack into 2016, the firn layer below 0.5 m remained at a 
high density throughout this period. Following the 2016 melt season, anomalous late-melt 
periods in March and in May of 2016 resulted in further densification, reaching an average 




 The main EOF modes for melt occurrence variability extracted from model fields are in general 
agreement with those obtained from passive microwave estimates, suggesting that melt occurrence 
patterns are modeled accurately in MAR. The seasonal frequency of FI in this study conforms to earlier 
work finding a fall maximum and summer minimum for foehn events (Cape et al., 2015), and the 
modeled spatial extent for foehn flow follows the same cycle.  
We find that recent years have shown lower values for foehn-induced melt in December but a 
substantial increase during March (2015, 2015, 2017) and May, 2016. These events are detected 
by both the FI and EOF methods used in this study as well as by SAR and PMW-based 
estimates. Anomalous melt as late as March or May can substantially affect the capacity of firn 
to sustain melt at the surface in the following season as melt can lead to firn compaction through 
either the refreeze process or due to the higher viscosity of liquid water. While a high-density 
snowpack could potentially generate ice layers that prevent the percolation of liquid water into 
the snowpack, the current formulation in CROCUS typically reduces the capacity of the 
snowpack to retain liquid water when snow density increases, such that liquid water can more-
easily percolate into lower layers, potentially below the representation in MAR. In the current 
version of MAR, when the snowpack reaches saturation, any additional liquid water is retained 
in a reservoir, which can, after a period of time, be refrozen throughout the snowpack. When 
melt is not refrozen, it will be added to the total quantity of meltwater runoff. This representation 
of meltwater pathways may therefore artificially remove meltwater in firn at the bottom of the 
snowpack while generating too much densification at the top. Future work with MAR will 
address this issue.  
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We find that since 2015, the anomalous bursts of late-season melt have produced unprecedented and 
persistent levels of densification in the upper level of the modeled snowpack in the regions of the NAP 
where foehn flow is common. Because autumn and spring show an increased intensity and range of 
foehn flow as well as a greater potential for firn densification, enhanced melt events during these periods 
have the potential to affect the percolation of liquid water into deeper layers, even if meltwater 
production in the summer decreases. Given the known issues with the refreeze process in MAR, some 
portion of the liquid water produced in autumn melt events may, in actuality, either exit the firn layer via 
englacial pathways or produce ice layers at the bottom of the snowpack while allowing for lower density 
snow at the top. Future implementation of either englacial or supraglacial hydrological pathways could 
potentially route meltwater downstream, affecting regions of the Larsen C ice shelf east of where foehn 
winds are most common but also reducing the intense densification discussed in this study. 
Finally, we note that the regional climate model used in this study did not include the effects of 
blowing snow, which can both enhance melt (due to wind erosion exposing blue ice) and increase 
surface compaction (due to eroded snowgrains). The effects of foehn-induced melt may therefore be 
further enhanced by the process of blowing snow, especially if intense foehn-induced melt events 





Chapter 6   Conclusions and Future Work 
While the model biases discussed in chapters 3 and 4 are relatively minor, they prove important 
for explaining the melt biases, as compared to passive and active microwave data, shown in the 
northeast AP (including the Larsen C ice shelf), which can be strongly affected by even minor 
differences in the wind dynamics that lead to sporadic foehn-induced melt. As discussed in 
chapter 4, meltwater occurrence as estimated by MAR v3.5.2 at 10km compared well to 
QuikSCAT ft3 and three passive microwave algorithms just east of the AP (where foehn flow is 
most common), but was limited in the eastern regions of the Larsen C ice shelf. While MAR 
shows a warm temperature bias overall for average daily temperatures, maximum daily 
temperatures are cooler than those reported by AWS stations on the eastern side of the Larsen C 
ice shelf, especially in the condition that MAR reports easterly flow when AWSs report westerly 
flow. This finding suggests that melt biases in MAR are primarily the result of limited eastward 
flow of foehn winds, which is also evident in the spatial difference between MAR-modeled and 
vs PMW-observed foehn-induced EOF modes for surface melt in Chapter 4, e.g. the equivalent 
PMW EOF mode shows greater surface melt over the center of the Larsen C ice shelf. Despite 
these biases, the seasonal cycle of melt occurrence was well replicated overall, and we concluded 
that melt estimates just east of the AP were reliable. Low melt biases (as compared to PMW 
ZWA) in the southern part of the Larsen C ice shelf are very likely due to the inability of MAR to 
resolve gap flow resulting from fine topography, which could be partially-resolved by a higher 
spatial resolution. Fettweis et al. (2017), which focused on the use of MAR over Greenland, 
found that a short life-time for clouds limited the net longwave radiation input to the surface; this 
observation lead to improvements in the radiation scheme for MAR model v3.9. Additionally, 
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substantial improvements in computational efficiency in this version allowed for the increase in 
horizontal resolution from 10km to 7.5km in the model outputs produced over the 1982-2017 
period used in Chapter 5. This model version showed enhanced melt in the northeast AP as 
compared to MAR v3.5.2 or v3.6, although the limitation on eastward flow persists. I suggest 
that future versions of the MAR model over the AP will require a relaxation of the hydrostatic 
principle (to enhance eastward flow) in addition to further increases in horizontal spatial 
resolution (to resolve model topography). 
Despite these considerations, both the EOF timeseries and the foehn melt index 
timeseries, as applied to model outputs, can provide an indication of when foehn-induced melt is 
prominent. In chapter 5, this technique was able to detect anomalous melt events in May of 2016 
as well as a series of strong melt events in March in 2015, 2016 and 2017. This series of autumn 
melt events in recent years was shown to produce unprecedented densification in the upper layer 
of the modeled snowpack, although we note that the current formulation in MAR may artificially 
enhance densification at the surface by distributing meltwater throughout the snowpack.  
 Although passive microwave data provides the longest data record, more recent satellite 
imagery, such as WorldView 3, Sentinel radar or LandSat 8, can provide better resolution on 
both the spatial patterns of foehn-induced melt and the changes in surface properties that 
accompany foehn occurrence. Having assessed MAR’s ability to reproduce the basic melt modes 
(and frequencies) for foehn-induced melt with PMW, more in-depth comparisons could 
potentially be performed with optical imagery, especially composite maps from multiple satellite 
data. Although the work in Chapter 5 specifically focuses on foehn-induced melt over the 
northeast AP, we note that the same technique could easily be applied to the surface melt 
produced by the wind erosion of katabatic flow.  
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One of the remaining gaps in this work is the large-scale atmospheric drivers for foehn 
winds, such as the Southern Annular Mode (SAM) (Marshall et al., 2007), the Southern 
Oscillation Index (SOI) or a recovering hole in the ozone layer (Polvani et al., 2012). Although 
some initial work was performed to link the indices discussed here with the SAM and SOI, no 
statistically-significant trends were shown at a monthly timescale. Because of the latitudinal 
model biases over the Larsen C ice shelf, any signal may be more easily captured by 
recalculating indices for the northern portion of the East AP which excludes the Southern Larsen 
C ice shelf.  
The recent changes in firn density discussed in chapter 5 have the potential to affect ice 
sheet dynamics substantially, especially if the trend for enhanced late-season melt continues. 
Although Sentinel radar data showed melt occurrence at the surface concurrent with MAR 
estimates, no validation was performed to confirm the depth of meltwater penetration. MAR 
outputs suggest that meltwater was largely retained relatively close to the surface; this could 
potentially mean that the sudden melt and refreeze, especially during May 2016, might produce a 
recognizable layer in radar profiles, such as those available from Operation IceBridge, which 
will be explored in future work. The availability of multiple radar profiles in the last two OIB 
campaigns could potentially allow us to validate the presence of a layer during this period as well 
as to understand the extent to which this melt layer persisted eastward as a product of englacial 
flow. The effects on ice sheet dynamics can only be effectively explored by coupling MAR to an 
ice sheet, such as the ISSM (Ice Sheet System Model) produced by NASA Jet Propulsion 
Laboratories (Larour et al., 2012). Even a fairly simple hydrological framework which routed 
meltwater in the firn column downslope towards the ice shelf could provide a means of 
understanding whether anomalous meltwater pulses had the potential to effect englacial 
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pathways. Recent work (Adsumilli et al., 2018) has shown that in recent years, AP ice shelves 
have been increasing in surface height and that this process is strongly influenced by both 
atmospheric and oceanic forcing. While basal melt rates may prove to be the primary driver for 
mass loss, the cumulative effects of surface melt on the firn layer, as discussed in Chapter 5 of 
this thesis, may prove to be a major contributor to changes in ice shelf dynamics.  
  Finally, a major component of the thesis work, presented in Appendix B, focused on 
blowing snow (wind erosion) at the continental scale. While that work was ultimately 
unpublished, the work was instrumental for the development of a separate proposal for future 
work which addressed the linkage between blue ice produced by blowing snow and subsequent 
surface and subsurface melt over the Antarctic Peninsula based on observations made in the field 
during the Operation IceBridge (OIB) campaign.  
The presence of blue ice can potentially lead to enhanced melt via the wind-albedo effect 
(Lenaerts et al., 2017), i.e. the erosion of the snowpack exposing low-albedo bare ice which 
accelerates melt, further lowering albedo. The subsequent meltwater percolation into 
downstream ice shelves can lead to ice shelf collapse, as occurred on the Larsen A (1995) and 
Larsen B (2002) ice shelves, and may have impacted the recent calving event on the remaining 
Larsen C (July 2017). During the OIB 2016 campaign, we observed large regions in the East AP 
with the appearance of blue ice as well as smaller areas of ponded meltwater in regions 
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Figure 6.1 blue ice images shown in the context of  topographic relief of the model domain (the full model domain). 
Flight tracks from Operation Ice Bridge and points of images are are shown in (a) with corresponding images shown 
in (b) North Peninsula (c) South Peninsula (d) Larsen D ice shelf 
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Although most blue regions were likely a product of blue ice (wind erosion), we note that at a 
location which appeared to show melt ponding in the North AP, surface temperatures retrieved 
from the KT-19 pyrometer aboard OIB showed temperatures exceeding 0°C within a 0.5°C 
latitude, temperatures had. a mean of -2.55°C ±2.65 (std. dev).  
To differentiate blue ice from melt ponds, this work proposed two separate methods. The 
first would extract melt pond depths and blue ice occurrence from both airborne and satellite 
laser altimetry using the Airborne Topographic Mapper (Krabill et al., 2002) and the upcoming 
ICESat-2. The second technique would adapt a method to quantify the spectral signature of blue 
ice and melt ponds (implicitly deriving albedo) using optical data  from Operation Ice Bridge 
(OIB) data retrieved from Greenland in 2017 (for melt ponds) and from the Antarctic Peninsula 
in 2016 and 2017 (for blue ice primarily and melt ponds secondarily).  Melt pond/blue ice 
detection using these spectral signatures can be upscaled to the availability of multispectral 
Landsat and WorldView-3 data. The potential products of this work include better 
observationally-based estimates of total supraglacial meltwater depth on ice sheets as well as a 
continuous timeseries of melt pond drainage. A substantial portion of this proposal is the focus of 
my post-doctoral research currently being conducted at the NASA Goddard Space Flight Center.  
Furthermore, in the future, these observational methods could be used to constrain the both 
wind erosion and melt ponding processes in climate models to better understand the atmospheric 
drivers and snowpack effects of  wind erosion and meltwater production in both Greenland and 
Antarctica. This work could quantify the sensitivity of summer melt production to winter wind 
erosion, potentially linking trends in large-scale circulation which affect winter climate with ice 
shelf stability in the summer. This is particularly relevant in the context of current debates 
surrounding a recent cooling trend which has been observed using station-based methods on the 
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northern Antarctic Peninsula (Turner et al., 2016), the methods for which have been partially-
replicated in Chapter 3 of this dissertation and applied to station data used in this analysis.  
Additionally, estimates for moisture fluxes from these RCM outputs may have implications 
for related research into changing sea ice and ocean surface temperatures in the adjacent Weddell 
Sea region. Recent work has suggested a linkage between the loss of sea ice in the Arctic and 
enhanced sea ice in the Antarctic via the Pacific Decadal Oscillation (Yu et al., 2017). Should 
this trend continue, this could substantially impact circulation patterns over the Antarctic 
Peninsula, including the wind patterns that produce blowing snow during winter and the late-
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 Pressure  Temp   UV   
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        (a) 
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       (b)       (c)      (d) 
Sky Blu      
       (e)       (f)      (g) 
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AWS15     
       (k)       (l)      (m) 
Butler       
       (n)       (o)      (p) 
Limbert     
      (q)       (r)      (s) 
 
Figure A.1 Spatial Coherence (R2) between MAR value at location of AWS site and surrounding grid cells where p 
< 0.05. Left column is for surface pressure. Middle column for daily-averaged 2m air temperature, right column for 
2m wind speed. Stations are as follows: Dismal Island (a) Fossil Bluff (b)(c)(d) Sky Blu (e)(f)(g) AWS 14/Larsen 






 2002 2003 2004 2005 2005 2005 2007 2008 2009 2010 2011 2012 2013 
AWS14               0.75 0.97 0.96 0.97 0.97 0.96 
AWS15               0.76 0.98 0.96  0.97 0.76 
Bpt. 
Point 
      0.99 0.99     0.79 0.45       0.99 
Butler Isl. 0.98   0.99 0.98 0.99 0.99 0.99 0.99 0.98 0.98 0.99     
Dismal 
Isl. 
0.99 0.99     0.98     0.99 0.99 0.99 0.99 0.99 0.99 
Fossil 
Bluff 
              0.98 0.97 0.97 0.97     
Hugo 
Island 
                      0.99 0.99 
Larsen IS 0.98 0.98 0.99 0.98 0.98 0.97 0.97 0.98 0.97 0.96 0.97     
Limbert 0.97             0.99 0.99 0.99 0.98     
Sky Blu 0.98             0.99 0.99 0.99 0.99     





 2002 2003 2004 2005 2005 2005 2007 2008 2009 2010 2011 2012 2013 
AWS14        0.98 0.96 0.98 0.98 0.98 0.97 
AWS15        0.98 0.97 0.98  0.98  
Bpt. 
Point    0.98 0.98  0.74 0.98 0.71  0.91  0.99 
Butler 
Isl. 0.99  0.99 0.98 0.98 0.98 1.00 0.99 0.98 0.99 0.98   
Dismal 
Isl. 0.98 0.99  0.99     0.99 0.99 0.99 0.99  
Fossil 
Bluff        0.97 0.98 0.99 0.98   
Hugo 
Island           0.99 0.99 1.00 
Larsen 
IS 0.98 0.98 0.97 0.98 0.98 0.97 0.99 0.98  0.98    
Limbert 0.99       0.99 0.98 0.99 0.98   
Sky Blu        0.99 0.99     






 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 
AWS14         0.99 0.96 0.98 0.96 0.95 
AWS15         0.99 0.97    
Bpt. 
Point     0.99 0.98 0.99 0.72 0.89 0.87 0.65 0.98  
Butler 
Isl. 0.98 0.99  0.99 0.99 0.99 0.99 0.98 0.99 0.98 0.99 0.97  
Dismal 
Isl. 0.99 0.98 0.99  0.99 0.99 0.98 0.99 0.99 0.99 0.99 0.98 0.99 
Fossil 
Bluff        0.96 0.98 0.98 0.98 0.97  
Hugo 
Island         0.96   0.99 1.00 
Larsen 
IS 0.98 0.98 0.98 0.98 0.99 0.99 0.98 0.98 0.98 0.96 0.98 0.96  
Limbert 0.98 0.98      0.99 0.99 0.99 0.99 0.98  
Sky Blu 0.99 0.98       0.99 0.99 1.00 0.99  






 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         0.98 0.98 0.98 0.99 0.97 
AWS15         0.98 0.98  0.60 0.97 
Bpt 
Point     0.98   0.78 0.94 0.86    
Butler 
Isl. 0.99   0.99 0.98 0.93 0.99 0.99 0.98 0.98 0.99   
Dismal 
Isl. 0.99 0.99 0.97  0.98  0.98 0.99 0.99 0.99 0.99 0.99 0.98 
Fossil 
Bluff        0.98 0.98 0.98 0.99   
Hugo Is.            0.99 0.98 
Larsen 
IS 0.99 0.98 0.98    0.98 0.98 0.98 0.98 0.98   
Limbert 0.98       0.99 0.99 0.99 0.99   
Sky Blu 0.99 0.99       0.99 0.99 0.99   






 2002 2003 2004 2005 2005 2005 2007 2008 2009 2010 2011 2012 2013 
AWS14               -2.19 -3.31 -3.31 -3.15 -2.91 -3.05 
AWS15               -2.06 -3.15 -3.63 -5.7 -2.28 -0.21 
Bpt. 
Point       13.21 15.76     -12.47 -14.17       -14.8 
Butler 
Isl. 13.88   13.21 13.38 13.09 12.15 12.35 12.49 11.95 11.46 11.76     
Dismal 
Isl. 1.07 1.23     1.17     0.97 0.75 0.69 0.66 0.6 0.55 
Fossil 
Bluff               -9.92 -10.69 -10.27 -10.64     
Hugo 
Island                       1.69 1.44 
Larsen 
IS -1.16 -1.71 -1.63 -1.53 -1.45 -2.4 -2.25 -1.95 -2.91 -3.23 -2.82     
Limbert -4.4             0.1 -0.78 -1.22 -0.87     
Sky Blu 4.43             3.79 3.01 3.46 3.31     






 2002 2003 2004 2005 2005 2005 2007 2008 2009 2010 2011 2012 2013 
AWS14        -2.56 -1.85 -2.52 -2.95 -2.24 -2.31 
AWS15        -2.49 -1.88 -2.77  -1.48  
Bpt. 
Point    11.62 13.23  -8.55 -15.40 -15.24  -14.58  -14.43 
Butler 
Isl. 13.85  13.28 13.32 13.04 13.21 12.69 12.36 12.24 12.03 12.04   
Dismal 
Isl. 0.73 1.34  0.61     1.25 0.58 1.13 1.18  
Fossil 
Bluff        -10.95 -10.00 -11.05 -10.28   
Hugo 
Island           2.45 2.42 2.03 
Larsen 
IS -1.00 -2.01 -1.49 -1.62 -1.73 -1.88 -1.43 -2.30  -2.30    
Limbert -4.74       -0.54 -0.31 -1.11 -0.91   
Sky Blu        3.62 3.92     






 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 
AWS14         -1.31 -1.57 -1.94 -2.11 -2.03 
AWS15         -1.27 -1.68   -5.75 
Bpt. 
Point     14.61 15.63 16.63 -12.62 -14.38 -14.32 -11.32 -15.56  
Butler 
Isl. 13.98 13.94  13.47 13.34 13.97 12.71 12.71 13.13 12.31 12.41 12.59  
Dismal 
Isl. 1.69 0.82 1.02  1.17 0.03 0.69 1.60 1.19 1.67 0.99 0.68 0.88 
Fossil 
Bluff        -9.29 -9.82 -9.05 -10.31 -10.84  
Hugo 
Island         3.54   2.18 2.04 
Larsen IS -0.47 -1.16 -1.26 -0.71 -0.92 -0.75 -1.53 -0.98 -1.09 -1.33 -1.73 -1.73  
Limbert -3.23 -3.97      0.94 0.67 0.33 -0.15 -0.03  
Sky Blu 4.58 4.05       3.84 4.02 3.77 3.49  






 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         -2.10 -1.32 -2.04 -2.26 -2.17 
AWS15         -2.21 -1.72  -0.84 -1.59 
Bpt 
Point     16.32   -12.89 -15.44 -14.39    
Butler 
Isl. 13.08   12.79 12.64 11.88 11.66 11.28 11.68 11.60 11.41   
Dismal 
Isl. 1.66 1.41 1.11  0.69  0.89 1.00 0.48 1.00 0.73 0.28 0.09 
Fossil 
Bluff        -9.91 -9.99 -9.73 -10.13   
Hugo Is.            1.22 0.94 
Larsen 
IS -0.65 -1.21 -1.66    -1.59 -1.82 -1.95 -1.36 -1.83   
Limbert -3.76       -0.77 -0.35 -0.63 -0.58   
Sky Blu 4.31 4.25       3.34 3.77 3.15   







 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 
AWS14               0.53 0.69 0.6 0.37 0.73 0.4 
AWS15               0.5 0.63 0.56 0.34 0.71 0.2 
Bpt 
Point 0.72     0.79 0.91     0.79 0.79       0.81 
Butler 
Isl. 0.63   0.47 0.61 0.71 0.45 0.35 0.44 0.54 0.58 0.46     
Dismal 
Isl. 0.89 0.92     0.89     0.84 0.89 0.88 0.87 0.67   
Fossil 
Bluff               0.61 0.69 0.54 0.48     
Hugo 
Isl.                 0.6 0.47   0.84 0.72 
Larsen 
IS 0.73 0.61 0.49 0.57 0.58 0.63 0.5 0.6 0.7 0.61 0.38     
Limbert 0.45             0.44 0.52 0.56 0.65     
Sky Blu 0.7             0.77 0.78 0.71 0.74     






 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 
AWS14               0.56 0.69 0.61 0.51 0.72 0.48 
AWS15               0.54 0.63 0.6 0.55 0.73 0.37 
Bpt Point 0.76     0.81 0.79     0.75 0.76       0.77 
Butler Isl. 0.6   0.68 0.64 0.69   0.49 0.55 0.62 0.63 0.64     
Dismal 
Isl. 
0.89 0.85             0.87 0.79 0.83     
Fossil 
Bluff 
              0.63 0.65 0.57 0.43     
Hugo Isl.                 0.55 0.37   0.77 0.62 
Larsen IS 0.77 0.66 0.65 0.59 0.59   0.57 0.68 0.7 0.63 0.54     
Limbert 0.46             0.48 0.56 0.64 0.69     
Sky Blu 0.75             0.83 0.8 0.77 0.74     






 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 
AWS14               0.51 0.66 0.6 0.31 0.71 0.37 
AWS15               0.52 0.62 0.55 0.29 0.66 0.03 
Bpt Point 0.51     0.4 0.86     0.66 0.78       0.51 
Butler 
Isl. 
0.58   0.42 0.6 0.76   0.36 0.43 0.52 0.6 0.46     
Dismal 
Isl. 
0.89 0.89             0.78 0.83 0.81     
Fossil 
Bluff 
              0.61 0.69 0.53 0.48     
Hugo Isl.                 0.62 0.45   0.75 0.49 
Larsen 
IS 
0.68 0.57 0.41 0.56 0.64   0.47 0.51 0.66 0.62 0.33     
Limbert 0.44             0.38 0.5 0.49 0.68     
Sky Blu 0.68             0.75 0.69 0.68 0.74     







 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 
AWS14               1.04 3.74 3.21 1.54 3.92 4.23 
AWS15               1.02 2.81 2.88 0.94 3.76 1.79 
Bpt Point -1.04     -0.66 -1.28     -0.59 -0.58       -0.86 
Butler 
Isl. 
-0.42   -0.29 0.37 0.04 -2.61 -1.74 -0.73 -2.62 0.11 -3.03     
Dismal 
Isl. 
0.52 -0.2     -0.62     0.01 0.34 -0.2 -0.32 1.56   
Fossil 
Bluff 
              -1.25 -0.03 -0.75 0.84     
Hugo Isl.                 2.83 12.34   0.2  
Larsen 
IS 
-0.08 2.42 2.88 1.49 3.06 0.34 1.7 0.86 3.5 2.98 1.4     
Limbert -5.54             -3.51 -5.4 -2.69 -3.51     
Sky Blu 0.93             0.39 0.1 0.58 0.1     





 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 
AWS14        0.35 0.41 0.22 0.35 0.31 0.40 
AWS15        0.34 0.37   0.29 0.41  
Bpt 
Point 0.65     0.56 0.74   0.72 0.58 0.66   0.73   0.56 
Butler 
Isl. 0.47   0.41 0.25 0.48 0.21 0.43 0.31 0.32 0.12 0.26     
Dismal 
Isl. 0.62 0.80   0.57         0.84 0.76 0.70 0.81   
Fossil 
Bluff               0.50 0.61 0.46 0.31     
Hugo 
Isl.               0.81 0.68 0.71 0.83 0.85 0.68 
Larsen 
IS 0.48 0.37 0.39 0.29 0.55 0.50 0.30 0.36   0.22       
Limbert 0.43             0.28 0.28 0.50 0.30     
Sky Blu               0.65 0.63         






 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 
AWS14        0.48 0.60 0.38 0.40 0.54 0.56 
AWS15        0.52 0.61 0.39 0.46 0.61  
Bpt 
Point 0.77     0.59 0.79   0.71 0.61 0.67      0.50 
Butler 
Isl. 0.64   0.50 0.43 0.66 0.44 0.60 0.50 0.59 0.20 0.42     
Dismal 
Isl. 0.73 0.80   0.50         0.88 0.75 0.77 0.74   
Fossil 
Bluff               0.56 0.61 0.46 0.27     
Hugo 
Isl.               0.84 0.62 0.70 0.83 0.85 0.51 
Larsen 
IS 0.62 0.59 0.54 0.50 0.64 0.58 0.46 0.49   0.37       
Limbert 0.54             0.34 0.40 0.46 0.42     
Sky Blu               0.65 0.67         






 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 
AWS14               0.35 0.3 0.12 0.26 0.28 0.22 
AWS15               0.34 0.24 0.13 0.22 0.33   
Bpt 
Point 0.5     0.59 0.63   0.71 0.42 0.55   0.67   0.49 
Butler 
Isl. 0.34   0.4 0.15 0.42 0.15 0.4 0.25 0.25 0.21 0.26     
Dismal 
Isl. 0.53 0.78   0.58         0.84 0.77 0.63 0.75   
Fossil 
Bluff               0.54 0.62 0.41 0.31     
Hugo 
Isl.               0.83 0.66 0.77 0.73 0.82 0.69 
Larsen 
IS 0.44 0.27 0.32 0.2 0.53 0.45 0.23 0.36   0.12       
Limbert 0.42             0.22 0.27 0.51 0.21     
Sky Blu               0.69 0.64         







 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 
AWS14        1.18 2.92 0.82 2.49 1.32 3.93 
AWS15        0.65 2.11 0.55 2.11 0.60  
Bpt 
Point -0.37     -0.93 -0.86   -1.31 0.81 5.75   6.27   -0.72 
Butler 
Isl. -0.08   1.24 -0.51 -2.94 -3.21 -3.25 -1.60 -1.11 -2.13 0.63     
Dismal 
Isl. 1.90 0.46   1.90         -0.72 -1.40 -0.84 -1.67   
Fossil 
Bluff               1.43 0.09 0.10 -0.14     
Hugo 
Island               1.47 10.57 14.27 0.92 -0.62 10.02 
Larsen 
IS 1.56 2.10 3.20 2.34 1.43 1.27 3.13 1.52   0.92       
Limbert -5.70             -4.38 -2.36 -3.24 -2.02     
Sky Blu               1.15 0.96         






 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 
AWS14         0.76 0.67 0.74 0.73 0.55 
AWS15         0.78 0.63 0.72 0.73 0.55 
Bpt Point 0.92 0.67   0.74 0.80 0.85 0.71 0.79 0.75 0.88 0.54 0.81 
Butler 
Isl. 0.76 0.46  0.55 0.69 0.80 0.73 0.58 0.83 0.68 0.76 0.10  
Dismal 
Isl. 0.75 0.75 0.85  0.73 0.77 0.86 0.70 0.86 0.91 0.90 0.84 0.79 
Fossil 
Bluff        0.77 0.67 0.59 0.73 0.39  
Hugo Isl.         0.87 0.62 0.78 0.69 0.15 
Larsen 
IS 0.74 0.68 0.60 0.69 0.69 0.78 0.66 0.53 0.76 0.69 0.75 0.73  
Limbert 0.75 0.70      0.54 0.81 0.71 0.84 0.83  
Sky Blu 0.78 0.84      0.71 0.67 0.65 0.81 0.67  






 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 
AWS14         0.72 0.71 0.77 0.75 0.62 
AWS15         0.79 0.71 0.82 0.77 0.65 
Bpt 
Point 0.87 0.71     0.61 0.80 0.79 0.72 0.79 0.74 0.86  0.84 
Butler 
Isl. 0.77 0.54   0.59 0.67 0.81 0.76 0.59 0.78 0.77 0.81 0.48  
Dismal 
Isl. 0.75 0.85 0.84   0.69 0.50 0.76 0.52 0.77 0.79 0.82 0.75 0.84 
Fossil 
Bluff        0.71 0.67 0.63 0.73 0.34  
Hugo 
Isl.         0.87 0.48 0.72 0.65 0.18 
Larsen 
IS 0.67 0.76 0.63 0.73 0.72 0.77 0.78 0.47 0.72 0.74 0.79 0.71  
Limbert 0.69 0.73      0.49 0.82 0.72 0.84 0.84  
Sky Blu 0.72 0.71      0.59 0.67 0.70 0.80 0.57  






 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 
AWS14         0.70 0.65 0.62 0.69 0.49 
AWS15         0.70 0.63 0.62 0.69 0.46 
Bpt Point 0.86 0.52    0.69 0.72 0.81 0.75 0.68 0.69 0.76  0.76 
Butler 
Isl. 0.80 0.51   0.62 0.83 0.83 0.74 0.64 0.83 0.69 0.76 0.20  
Dismal 
Isl. 0.72 0.70 0.82  0.65 0.65 0.88 0.65 0.85 0.83 0.89 0.74 0.68 
Fossil 
Bluff        0.77 0.65 0.57 0.75 0.44  
Hugo Isl.         0.82 0.66 0.73 0.74 0.14 
Larsen 
IS 0.68 0.58 0.53 0.59 0.66 0.73 0.47 0.49 0.67 0.65 0.61 0.63  
Limbert 0.73 0.63      0.57 0.76 0.66 0.82 0.79  
Sky Blu 0.73 0.73      0.51 0.56 0.60 0.79 0.68  






 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 
AWS14         1.30 1.62 2.31 1.68 1.42 
AWS15         0.46 0.57 1.17 1.70 0.21 
Bpt 
Point -0.36 -1.02   -1.97 -3.21 -1.19 -1.92 -1.02 2.81 -1.46 6.04 -1.78 
Butler 
Isl. -1.96 -2.65  -1.35 -1.00 -2.96 -2.01 -1.20 -0.87 0.15 -0.79 -1.91  
Dismal 
Isl. 0.09 1.35 1.08  -1.20 -1.39 -0.90 -1.00 -2.48 -1.21 -1.78 -1.75 -1.17 
Fossil 
Bluff        -0.15 -0.19 -0.62 1.01 1.55  
Hugo 
Island         -0.55 12.68 14.97 0.50 1.56 
Larsen 
IS 1.49 -1.27 1.77 0.88 0.18 -0.74 0.73 1.33 1.06 1.19 1.80 1.18  
Limbert -4.15 -6.72      -3.13 -4.36 -2.96 -1.51 -5.02  
Sky Blu 0.17 -1.21      -0.59 0.08 0.85 -0.26 0.01  






 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         0.68 0.41 0.71 0.39 0.59 
AWS15         0.66 0.50 0.63 0.35 0.58 
Bpt 
Point 0.63 0.47     0.70     0.54 0.61 0.69     0.65 
Butler 
Isl. 0.74     0.57 0.62 0.80 0.61 0.77 0.69 0.76 0.41     
Dismal 
Isl. 0.57 0.46 0.79   0.75   0.68 0.50 0.60 0.63 0.39 0.68   
Fossil 
Bluff               0.57 0.48 0.50 0.48     
Hugo 
Isl.                 0.15 0.66   0.72 0.34 
Larsen 
IS 0.36 0.27 0.56       0.57 0.67 0.70 0.44 0.71     
Limbert 0.83             0.83 0.79 0.75 0.69     
Sky Blu 0.73 0.74           0.74 0.78 0.78 0.71     






 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14                 0.67 0.25 0.56 0.38 0.48 
AWS15                 0.7 0.37 0.62 0.47 0.4 
Bpt Point 0.41 0.21     0.61     0.62 0.59 0.6     0.63 
Butler 
Isl. 0.67     0.48 0.63 0.75 0.57 0.69 0.57 0.7 0.43     
Dismal 
Isl. 0.41 0.34 0.55   0.29   0.32 0.31 0.33 0.23 0.14 0.28   
Fossil 
Bluff               0.54 0.43 0.42 0.37     
Hugo Isl.                 0.17 0.54   0.67 0.22 
Larsen IS 0.14 0.18 0.43       0.42 0.58 0.68 0.24 0.58     
Limbert 0.74             0.79 0.76 0.72 0.62     
Sky Blu 0.53 0.56           0.74 0.68 0.64 0.6     






 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14                 0.49 0.28 0.59 0.36 0.44 
AWS15                 0.48 0.31 0.58 0.29 0.42 
Bpt 
Point 0.32 0.36     0.29     0.4 0.54 0.58     0.5 
Butler 
Isl. 0.78     0.55 0.76 0.82 0.66 0.8 0.77 0.74 0.44     
Dismal 
Isl. 0.33 0.42 0.75   0.68   0.51 0.54 0.74 0.66 0.3 0.65   
Fossil 
Bluff               0.39 0.34 0.44 0.44     
Hugo 
Isl.                 0.25 0.36   0.56 0.23 
Larsen 
IS 0.13 0.14 0.49       0.28 0.5 0.5 0.29 0.57     
Limbert 0.82             0.73 0.73 0.71 0.64     
Sky Blu 0.54 0.54           0.41 0.59 0.69 0.61     






 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         1.91 2.19 2.56 2.60 2.47 
AWS15         2.10 1.99 2.91 2.72 2.45 
Bpt 
Point 2.12 2.79     2.38     1.69 1.35 1.66     1.38 
Butler 
Isl. 2.00     2.28 2.36 1.95 2.26 2.45 1.84 2.00 2.71     
Dismal 
Isl. 1.13 1.76 1.92   1.31   1.80 1.87 1.85 1.92 1.32 1.81   
Fossil 
Bluff               1.82 1.51 1.78 1.64     
Hugo 
Isl.                 0.98 13.01   0.64 17.34 
Larsen 
IS 1.39 2.20 3.37       1.82 2.36 1.62 1.81 2.34     
Limbert 2.50             2.03 2.41 2.45 2.92     
Sky Blu 1.46 1.87           2.01 1.59 1.74 1.97     






 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         0.98 1.00 1.61 0.32 1.30 
AWS15         1.06 0.81 1.60 0.32 1.11 
Bpt 
Point -1.98 -2.63     -2.15     -1.42 -1.14 -1.46     -0.95 
Butler 
Isl. -0.21     0.34 -0.26 -0.26 -0.46 1.18 0.25 0.87 0.42     
Dismal 
Isl. -0.84 -1.54 -1.60   -0.76   -1.67 -1.64 -1.66 -1.79 -1.07 -1.64   
Fossil 
Bluff               0.27 -0.31 -0.07 -0.42     
Hugo 
Isl.                 0.55 12.99   0.07 15.68 
Larsen 
IS -0.52 0.15 2.22       0.94 1.23 0.36 0.26 1.01     
Limbert -1.32             0.24 -0.59 0.23 -0.80     
Sky Blu -0.26 -0.30           0.76 -0.24 0.59 -0.02     






 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14                 -0.66 -1.11 -0.58 -1.52 -0.98 
AWS15                 -0.44 -0.89 -0.49 -1.38 -1.26 
Bpt 
Point -2.16 -3.08     -2.81     -1.69 -1.34 -1.76     -1.34 
Butler 
Isl. -2.1     -1.34 -1.62 -1.76 -1.55 -0.25 -1.14 -0.61 -1.1     
Dismal 
Isl. -1.34 -2.19 -2.43   -1.09   -2.05 -2.49 -2.31 -2.33 -1.81 -2.47   
Fossil 
Bluff               -0.85 -1.26 -1.3 -1.46     
Hugo 
Isl.                 0.43 13.12   -0.15 15.48 
Larsen 
IS -2.76 -2.45 -1.46       -1.53 -0.83 -1.36 -1.87 -1.28     
Limbert -3.14             -1.78 -2.19 -1.78 -3.05     
Sky 
Blu -2.95 -3.52           -1.58 -2.56 -1.59 -2.19     








 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 
AWS14               0.3 0.56 0.67 0.53 0.48 0.56 
AWS15               0.41 0.62 0.76 0.6 0.66 0.64 
Bpt. 
Point 
      0.6 0.66     0.57 0.69         
Butler 
Isl. 
        0.43 0.77 0.3 0.71 0.71 0.78 0.74     
Dismal 
Isl. 
0.59 0.58               0.51       
Fossil 
Bluff 
              0.36 0.31 0.48 0.55     
Hugo Is.                 0.77     0.57   
Larsen 
IS 
    0.67 0.56 0.58 0.59 0.58 0.51 0.5 0.63 0.51     
Limbert               0.6 0.73 0.69 0.79     
Sky Blu 0.7             0.69 0.72 0.74 0.84     






 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 
AWS14               1.57 1.25 1.76 1.42 1.61 1.37 
AWS15               1.94 1.23 1.79 1.55 1.38 1.49 
Bpt. 
Point 
      1.7 1.99     2.06 1.61         
Butler 
Isl. 
        3.31 2.4 2.3 1.47 2.89 2.26 2.32     
Dismal 
Isl. 
2.36 3.19               2.79       
Fossil 
Bluff 
              2.02 1.94 2.07 1.91     
Hugo Is.                 2.59     2.53   
Larsen 
IS 
    1.39 1.59 1.78 1.96 1.47 1.49 1.52 2.1 1.58     
Limbert               2.21 2.52 2.15 1.9     
Sky Blu 3.29             2.09 1.85 2.3 2.61     







 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 
AWS14        0.75 0.69 0.49 0.65 0.56 0.70 
AWS15        0.73 0.63 0.51 0.77 0.56  
Bpt. 
Point     0.61  0.67 0.45 0.73  0.49  0.76 
Butler Isl.   0.48  0.59 0.62 0.73 0.77 0.57 0.58 0.83   
Dismal 
Isl. 0.61 0.48  0.41     0.70 0.65    
Fossil 
Bluff        0.41  0.36 0.49   
Hugo Is.        0.74 0.61 0.57 0.65   
Larsen IS   0.64 0.62 0.40 0.81 0.53 0.69  0.50    
Limbert         0.76 0.65 0.81   
Sky Blu        0.78 0.84     






 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 
AWS14        1.61 1.38 1.61 1.74 1.88 1.50 
AWS15        1.85 1.65 1.70 1.52 2.04  
Bpt. 
Point     1.83  2.13 2.19 1.75  2.25  2.51 
Butler 
Isl.   1.51  3.33 3.01 1.26 1.32 2.46 2.63 3.42   
Dismal 
Isl. 3.32 3.63  2.72     3.03 2.78    
Fossil 
Bluff        2.38  2.06 2.10   
Hugo 
Is.        2.93 2.65 2.47 3.38   
Larsen 
IS   1.66 1.60 2.51 1.43 1.32 2.09  1.76    
Limbert         2.37 2.47 2.12   
Sky Blu        2.16 3.46     





 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 
AWS14        0.75 0.69 0.49 0.65 0.56 0.70 
AWS15        0.73 0.63 0.51 0.77 0.56  
Bpt. 
Point     0.61  0.67 0.45 0.73  0.49  0.76 
Butler 
Isl.   0.48  0.59 0.62 0.73 0.77 0.57 0.58 0.83   
Dismal 
Isl. 0.61 0.48  0.41     0.70 0.65    
Fossil 
Bluff        0.41  0.36 0.49   
Hugo Is.        0.74 0.61 0.57 0.65   
Larsen 
IS   0.64 0.62 0.40 0.81 0.53 0.69  0.50    
Limbert         0.76 0.65 0.81   
Sky Blu        0.78 0.83     






 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 
AWS14         1.56 1.30 1.47 1.30 1.24 
AWS15         1.67 1.54 1.61 1.40 1.56 
Bpt. 
Point 6.16 2.43    1.86 1.42 1.53 2.17 1.86 2.40  2.10 
Butler Isl. 2.67 1.40  2.89  3.81 2.98 1.31 1.48 1.98 2.27 2.77  
Dismal 
Isl. 3.37 2.23 2.66       3.24 2.72   
Fossil 
Bluff        1.40 1.89 1.21 2.27 1.91  
Hugo Is.         2.50 3.21 3.34 2.57  
Larsen IS 2.26 1.56  1.83 1.44 1.69 1.50 1.15 1.80 1.58 1.65 1.53  
Limbert        1.43 1.44 2.00 2.28 2.02  
Sky Blu 3.99 3.37      1.51 2.25 2.51 2.47 2.02  






 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         0.41 0.62 0.71 0.87 0.55 
AWS15         0.58 0.73 0.74 0.87 0.58 
Bpt Point        0.78 0.62 0.57   0.47 
Butler Isl. 0.78      0.76 0.79 0.71 0.80 0.79   
Dismal 
Isl. 0.75 0.74 0.54       0.38 0.62   
Fossil 
Bluff        0.50 0.60 0.48 0.47   
Hugo Isl.         0.73   0.59  
Larsen IS 0.53 0.49     0.64 0.51 0.40 0.62 0.71   
Limbert        0.67 0.49 0.63 0.67   
Sky Blu 0.75 0.71      0.75 0.72 0.62 0.71   






 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         1.39 1.59 1.29 1.17 1.47 
AWS15  1.52      1.32 1.53 1.77   1.69 
Bpt 
Point 1.18      1.95 1.39 2.12 2.18 2.19   
Butler 
Isl. 2.32 1.99 2.80       2.54 1.99   
Dismal 
Isl.        1.69 1.31 1.58 1.55   
Fossil 
Bluff         2.11   1.82  
Hugo 
Isl. 1.19 1.83     1.37 1.69 1.38 1.49 1.37   
Larsen 
IS        1.36 1.58 1.54 1.67   
Limbert 3.49 3.17      1.86 1.60 2.15 1.88   
Sky Blu         1.39 1.59 1.29 1.17 1.47 






 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         -0.16 -0.19 -0.19 -0.24 -0.26 
AWS15         -0.17 -0.30 -0.16 -0.24 -0.33 
Bpt 
Point  0.30      0.04 -0.04 0.02   0.09 
Butler 
Isl. 0.00      -0.61 -0.19 -0.47 -0.32 -0.55   
Dismal 
Isl. -0.25 -0.32 -0.58       -0.35 -0.22   
Fossil 
Bluff        0.21 0.05 0.06 0.17   
Hugo Isl.         -0.25   -0.11  
Larsen 
IS -0.13 0.33     -0.26 -0.36 -0.19 -0.26 -0.25   
Limbert        -0.29 -0.34 -0.35 -0.42   
Sky Blu -0.72 -0.76      -0.43 -0.29 -0.62 -0.36   






(a)                       (b) 
 
                  (c)                          (d) 
 





                  (g)                          (h) 
 
                  (i)                          (j) 
 
Figure A.2 Seasonal Avg Ts climatology for spring (SON) with envelope indicating one standard deviation, Red: 
computed for available data from AWS station, with quality control as described in section 2. Green: MAR daily-
averaged  Ts data restricted to AWS-data availability. Blue: MAR daily-averaged T2m data for the full period 
(2001-2014). Data is shown for (a)Bonaparte Point (b) AWS 14 (c)Hugo Island  (d) AWS 14  (e) Dismal Island  (f) 








(a)                       (b) 
 
                  (c)                          (d) 
 




                  (g)                          (h) 
 
                  (i)                          (j) 
 
Figure A.3 Seasonal Avg Ts climatology for summer (DJF) with envelope indicating one standard deviation, Red: 
computed for available data from AWS station, with quality control as described in section 2. Green: MAR daily-
averaged  Ts data restricted to AWS-data availability. Blue: MAR daily-averaged T2m data for the full period 
(2001-2014). Data is shown for (a)Bonaparte Point (b) AWS 14 (c)Hugo Island  (d) AWS 14  (e) Dismal Island  (f) 
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0 -0.19 -0.11(±0.06) 0 -0.07 -
0.13(±0.11) 
0.02 
Table A.36 Spring (SON)  Mann-Kendall test results using trend-corrected daily-averaged Ts for (leftmost) MAR, 
2001-2014, (middle) MAR data restricted to AWS availability and (rightmost) AWS data. AWS data is quality-





 MAR MAR-R AWS 














0 -0.22 -0.30(±0.10) 0 -0.12 -
0.23(±0.12) 
0 























0 -0.14 -0.18(±0.10) 0 -0.02 -
0.05(±0.17) 
0.56 












0 -0.21 -0.28(±0.08) 0 -0.22 -
0.29(±0.08) 
0 
Table A.37 Summer (DJF)  Mann-Kendall test results using trend-corrected daily-averaged Ts for (leftmost) MAR, 
2001-2014, (middle) MAR data restricted to AWS availability and (rightmost) AWS data. AWS data is quality-







 MAR MAR-R AWS 










0.32 0.93(±0.15) 0 0.14 0.63(±0.27) 0 







0 -0.24 -0.45(±0.09) 0 -0.1 -
0.22(±0.10) 
0 
Fossil 0.25 0.13(±0.02) 0 0.32 0.18(±0.04) 0 0.13 0.13(±0.04) 0 
Hugo 0.13 0.19(±0.05) 0 0.2 0.81(±0.31) 0 0.03 0.20(±0.50) 0.39 
Larsen 0.14 0.05(±0.01) 0 -0.17 -0.11(±0.05) 0 -0.07 -
0.39(±0.33) 
0.02 
Limbert 0.02 0.04(±0.06) 0.2
2 
-0.12 -0.19(±0.07) 0 -0.11 -
0.28(±0.10) 
0 
Sky Blu 0.06 0.11(±0.07) 0 0.03 0.05(±0.10) 0.36 -0.07 -
0.20(±0.19) 
0.04 
Table A.38 Fall (MAM)  Mann-Kendall test results using trend-corrected daily-averaged Ts for (leftmost) MAR, 
2001-2014, (middle) MAR data restricted to AWS availability and (rightmost) AWS data. AWS data is quality-





 MAR MAR-R AWS 










0.14 0.46(±0.20) 0 0.11 0.79(±0.47) 0 









-0.06 -0.14(±0.10) 0.01 -0.01 -
0.04(±0.14) 
0.59 
Fossil 0.03 0.06(±0.07) 0.1
1 
-0.01 -0.02(±0.11) 0.66 0.16 0.37(±0.11) 0 
Hugo 0.09 0.13(±0.06) 0 -0.04 -0.19(±0.39) 0.32 0.03 0.24(±0.75) 0.51 
Larsen 0.09 0.09(±0.04) 0 -0.12 -0.21(±0.11) 0 -0.08 -
0.51(±0.39) 
0.01 
Limbert 0.02 0.03(±0.05) 0.3
2 
-0.16 -0.36(±0.11) 0 -0.04 -
0.17(±0.18) 
0.06 
Sky Blu 0.1 0.18(±0.06) 0 0.14 0.23(±0.14) 0 -0.04 -
0.14(±0.22) 
0.21 
Table A.39 Winter (JJA)  Mann-Kendall test results using trend-corrected daily-averaged Ts for (leftmost) MAR, 
2001-2014, (middle) MAR data restricted to AWS availability and (rightmost) AWS data. AWS data is quality-






 MAR MAR-R AWS 


























































0.13(±0.07) 0 0 0.01(±0.14) 0.95 -0.12 
-
0.23(±0.11) 0 
Table A.40 Spring (SON)  Mann-Kendall test results using trend-corrected Max Ts for (leftmost) MAR, 2001-2014, 
(middle) MAR data restricted to AWS availability and (rightmost) AWS data. AWS data is quality-controlled as 




 MAR MAR-R AWS 






















































0.21(±0.05) 0 -0.21 -0.26(±0.08) 0 -0.22 
-
0.27(±0.08) 0 
Table A.41 Summer (DJF)  Mann-Kendall test results using trend-corrected  Max Ts for (leftmost) MAR, 2001-
2014, (middle) MAR data restricted to AWS availability and (rightmost) AWS data. AWS data is quality-controlled 




 MAR MAR-R AWS 
 tb Sen [°C/yr] pval tb Sen [°C/yr] pval tb Sen [°C/yr] pval 
AWS 
14 0.02 0.03(±0.07) 
0.3






6 0.29 1.01(±0.18) 0 0.13 0.63(±0.28) 0 




0.25(±0.06) 0 -0.25 -0.51(±0.10) 0 -0.14 
-
0.39(±0.12) 0 
Fossil 0.2 0.13(±0.02) 0 0.28 0.18(±0.05) 0 0.07 0.07(±0.04) 0.01 
Hugo 0.14 0.18(±0.05) 0 0.17 0.64(±0.30) 0 0.03 0.22(±0.51) 0.41 
Larsen 












1 0.04 0.07(±0.11) 0.19 -0.06 
-
0.17(±0.19) 0.09 
Table A.42 Fall (MAM)  Mann-Kendall test results using trend-corrected Max Ts for (leftmost) MAR, 2001-2014, 
(middle) MAR data restricted to AWS availability and (rightmost) AWS data. AWS data is quality-controlled as 




 MAR MAR-R AWS 
 tb Sen [°C/yr] pval tb Sen [°C/yr] pval tb Sen [°C/yr] pval 
AWS 








2 0.1 0.42(±0.25) 0 0.1 0.69(±0.43) 0 
B.Point 








5 -0.08 -0.19(±0.10) 0 -0.16 
-
0.64(±0.18) 0 
Fossil 0.1 0.16(±0.07) 0 0.07 0.12(±0.10) 0.03 0 0.00(±0.11) 0.97 
Hugo 












0.11 0.20(±0.07) 0 0.13 0.24(±0.14) 0 -0.21 
-
1.19(±0.38) 0 
Table A.43 Winter (JJA)  Mann-Kendall test results using trend-corrected Max Ts for (leftmost) MAR, 2001-2014, 
(middle) MAR data restricted to AWS availability and (rightmost) AWS data. AWS data is quality-controlled as 




 MAR MAR-R AWS 




























































0.12(±0.07) 0 -0.01 -0.03(±0.15) 0.72 -0.12 
-
0.27(±0.13) 0 
Table A.44 Spring (SON)  Mann-Kendall test results using trend-corrected Min Ts for (leftmost) MAR, 2001-2014, 
(middle) MAR data restricted to AWS availability and (rightmost) AWS data. AWS data is quality-controlled as 





 MAR MAR-R AWS 






















































0.19(±0.04) 0 -0.21 -0.27(±0.08) 0 -0.21 
-
0.35(±0.10) 0 
Table A.45 Summer (DJF)  Mann-Kendall test results using trend-corrected  Min Ts for (leftmost) MAR, 2001-
2014, (middle) MAR data restricted to AWS availability and (rightmost) AWS data. AWS data is quality-controlled 







 MAR MAR-R AWS 
 tb Sen [°C/yr] pval tb Sen [°C/yr] pval tb Sen [°C/yr] pval 
AWS 
14 0.02 0.03(±0.06) 
0.3






6 0.32 0.91(±0.14) 0 0.13 0.68(±0.32) 0 




0.21(±0.06) 0 -0.25 -0.46(±0.09) 0 -0.14 
-
0.34(±0.11) 0 
Fossil 0.21 0.16(±0.03) 0 0.28 0.22(±0.06) 0 0.08 0.10(±0.06) 0 
Hugo 0.13 0.19(±0.05) 0 0.21 0.85(±0.32) 0 0.05 0.31(±0.52) 0.22 
Larsen 










0.06 0.11(±0.07) 0 0.02 0.03(±0.10) 0.57 -0.09 
-
0.27(±0.20) 0.01 
Table A.46 Fall (MAM)  Mann-Kendall test results using trend-corrected Min Ts for (leftmost) MAR, 2001-2014, 
(middle) MAR data restricted to AWS availability and (rightmost) AWS data. AWS data is quality-controlled as 





 MAR MAR-R AWS 
 tb Sen [°C/yr] pval tb Sen [°C/yr] pval tb Sen [°C/yr] pval 
AWS 
14 0.03 0.04(±0.05) 
0.1
5 0.18 0.61(±0.19) 0 0.02 0.10(±0.35) 0.57 
AWS 
15 0.02 0.03(±0.05) 
0.2
1 0.14 0.43(±0.19) 0 0.13 0.94(±0.46) 0 
B.Point 
















6 -0.09 -0.20(±0.13) 0 0.05 0.15(±0.15) 0.04 
Hugo 














0.1 0.17(±0.07) 0 0.13 0.23(±0.13) 0 -0.2 
-
0.99(±0.33) 0 
Table A.47 Winter (JJA)  Mann-Kendall test results using trend-corrected Min Ts for (leftmost) MAR, 2001-2014, 
(middle) MAR data restricted to AWS availability and (rightmost) AWS data. AWS data is quality-controlled as 
described in the Materials and Methods section
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Figure B.1 Diagram (a)  and description (b) of the physical  processes within MAR’s SISVAT (Soil Ice Vegetation 
Atmosphere Transfer Scheme) calculating meltwater production and meltwater percolation into the snowpack from 
the energy balance and the presence of water, using the density of the snowpack (r), temperature of the surface 
boundary layer (TSBL) and temperature of the snow (TSNOW). 
Variables Constants:
RI Rain	Intensity kg	m-2	s-1 Cw Heat	Capacity	of	Water Jkg-1K-1
Texc Temp	above/below	0 C Cs	 Heat	Capacity	of	snow Jkg
-1K-1
t Time	elapsed s Lf	 Latent	heat	of	fusion Jkg-1




Energy	<- RI	*	Cw *	Texc *	t		
2)	Surficial	Water	Exists?	(a	function	of	Texc)
3)	Energy	from	Snow Energy						+	or	-
Energy	<- ρ *	Cs	*	Texc *	ds
4)	Water	from	snowpack Rain	Intensity		+
RI	<- ρ*ds	*	(soil	humidity) ρ reduced	by	soil	humidity	 density	-
5)	MELT	(when	Energy	is	positive)			 Energy	-






Energy	/	(Lf	* ρ)	<- frozen	water	<- RI Rain	Intensity	-






























EnVp =	(Cs	*	Texc-Lf	*	(1-soil	humidity)	)			/		(1	+	(DepOrSubl /	ds)) snowpack						+/-
and	used	to	alter	humidity	of	soil/snow











(a) 0.1mm w.e.       (b) 0.4 mm w.e.        (c) 1 mm w.e.        (d) 4 mm w.e. 
     
 
      (e) 0.1-0.4         (f) 1 – 0.4           (g) 4 – 1 
 
 
                       (h) 
 
Figure B.2 Average MAR melt duration from 2000-2009 using different thresholds for total daily meltwater production to determine melt occurrence (1) 0.1 mm 
w.e. (b) 0.4 mm w.e. (c) 1 mm w.e. (d) 4 mm w.e.  Major differences in average yearly melt duration between melt thresholds (e) 0.1 mm w.e. – 0.4 mm w.e. (f) 
1 mm w.e. – 0.4 mm w.e. (g) 4 mm w.e. – 1 mm w.e. 
Data Sources: 
Satellite 
 2       PMW 240 
 A      PMW ALA 
 Z      PMW zwa 
 Q     QuikSCAT 
 
AWS-based 
 T     AvgT2m > 0°C 




          MAR Only 
          MAR & Obs 










       MAR         PMW          QS      
____________  ________________________ 
 
                       (a)              (b)           (c)           (d)          (e)            (f) 
Figure B.3 Average Melt Onset date from multiple sources (a) MAR, Liquid Water Content > 0.4%  for three 
consecutive days. (b) MAR Total Melt Flux > 0.4 mmwe for 1 day or more. Satellite-based: (c) PMW 240 algorithm 
(d) PMW ALA (e) PMW Zwa (f) QuikSCAT. Day shown is the first day of a sustained three-day melt period for 
satellite estimates as well as LWC1m, Date number is defined beginning in Jan 1st. of year1, such that 365 represents 




(a)               (b)     (c) 
 
Figure B.4 Number of 10km MAR grid cells from the NE basin (y axis) showing the avg number of total melt days 






MF   
> 0.4 
 















(2001 to 2014) 
[mmWE/100km2] 
240 L 1 ≤ D <  10 833.70 ± 539.62 7.81 
240 M 10 ≤ D < 30 72.37 ± 90.98 55.32 
240 H 30 ≤= D 42.94 ± 17.78 95.09 
ALA L 1 ≤ D < 15 1016.13±525.80 7.28 
ALA M 15  ≤ D < 40 125.97±200.67 62.94 
ALA H 40 ≤= D 56.92±56.69 128.72 
zwa L 1 ≤ D < 20 1165.99±513.24 7.82 
zwa M 20  ≤ D < 45 374.80±471.47 47.55 
zwa H 45 ≤ D 101.73±173.27 126.19 
CL Region  42.67±17.68  
PMW All 36.63 ± 4.01 39.15±17.87 96.15 
MF0.4 21.29±9.10 42.15±16.05 143.08 
NL Region  594.12±601.20  
PMW All 7.74±8.90 86.72±137.87 41.24 
MF0.4 26.68±24.94 126.88±159.87 231.97 
Table B.1 Average statistics for regions of melt occurrence, restricted to the NE basin. The first 9 rows indicate 
regions where melt occurrence is determined by a PMW algorithm (i.e. 240) restricted by the number of days where 
melt occurrence (i.e. 240 L, where the number of avg annual melt days is between 1 and 10). CL and NL regions are 
described in text. Row indicating “PMW All”or “MF0.4” in left column  implies that corresponding statistics in 







Figure B.5 Avg Melt Days (2001-2014) from three passive microwave algorithms (described in text). Green shows 






(a) 240-L                (b) ALA-L      (c) zwa-L  
 
                     (d) 240-M.               (e) ALA-M         (f) zwa-M 
 
                     (g) 240-H       (h) ALA-H           (i) zwa-H 
 
Figure B.6 Max depth of MAR-modeled meltwater percolation (MAR) into the snowpack over the melt season. 
Colors are percentage of grid cells where meltwater reaches the corresponding maximum depth (y axis) for the 
month (x axis).Max percolation depth is determined by the depth to where LWC > 0.02 kg/kg. Grid cells for each 
column are restricted to the corresponding month during the 2001-2014 period which fulfill the conditions (a) 240-L 





 Pressure  Temp   UV   
AWS14/Larsen    
       (a)       (b)      (c) 
AWS15     
       (d)       (e)      (f) 
 
Figure B.7 : Left column is for surface pressure. Middle column for daily-averaged 2m air temperature, right column 
for 2m wind speed. Stations are as follows: (a)(b)(c) AWS 14/Larsen Ice Shelf, which are co-located in MAR 






(a)                      (b) 
 
                  (c)                          (d) 
 
                  (e)                          (f) 
 
Figure B.8 Seasonal Avg Ts climatology for spring (SON) and summer(DJF) with envelope indicating one standard 
deviation, Red: computed for available data from AWS station, with quality control as described in section 2. Green: 
MAR daily-averaged  T2m data restricted to AWS-data availability. Blue: MAR daily-averaged T2m data for the 




 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         0.98 0.98 0.98 0.99 0.97 
AWS15         0.98 0.98  0.60 0.97 
Larsen IS 0.99 0.98 0.98    0.98 0.98 0.98 0.98 0.98   
Table B.2 R2 values between MAR and AWS data for Surface Pressure in Summer (DJF) for years shown 
 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14                 2.36 1.71 2.36 2.4 2.48 
AWS15                 2.46 2.05   6.04 1.97 
Larsen IS 1.14 1.71 2.01       2.07 2.25 2.25 1.77 2.19     
Table B.3 Root Mean Squared Error between MAR and AWS data for Pressure [hPa] in Summer (DJF) for years shown 
 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         -2.10 -1.32 -2.04 -2.26 -2.17 
AWS15         -2.21 -1.72  -0.84 -1.59 
Larsen IS -0.65 -1.21 -1.66    -1.59 -1.82 -1.95 -1.36 -1.83   
Table B.4 Mean Error (MAR-AWS) for Pressure [hPa] in Summer (DJF) for years shown 
 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         0.68 0.41 0.71 0.39 0.59 
AWS15         0.66 0.50 0.63 0.35 0.58 
Larsen IS 0.36 0.27 0.56       0.57 0.67 0.70 0.44 0.71     




 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         1.91 2.19 2.56 2.60 2.47 
AWS15         2.10 1.99 2.91 2.72 2.45 
Larsen IS 1.39 2.20 3.37       1.82 2.36 1.62 1.81 2.34     
Table B.6 Root Mean Squared Error between MAR and AWS data for daily-averaged 2m air temperature [°C] in Summer (DJF) for years shown 
 01-02 02-03 03-04 04-05 05-06 06-07 07-08 08-09 09-10 10-11 11-12 12-13 13-14 
AWS14         0.98 1.00 1.61 0.32 1.30 
AWS15         1.06 0.81 1.60 0.32 1.11 
Larsen IS -0.52 0.15 2.22       0.94 1.23 0.36 0.26 1.01     













































































































Table B.8 Temp averages and biases, proportions where AWS-observed northerly winds are reported as southerly in 












































































































Table B.9 Temp averages and biases, proportions where AWS-observed westerly winds are reported as easterly in 
































  -1.69 
(±2.55
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Table B.10 Temp averages and biases, proportions where AWS-observed southesterly winds are preserved in MAR,  








































































































Table B.11 Temp averages and biases, proportions where AWS-observed southwesterly winds are reported as 
southeasterly in MAR, as a percentage of all wind direction values for the condition. Conditions for ALL , PMWEx 










































































































Table B.12 Temp averages and biases, proportions where AWS-observed southwesterly winds are reported as 
southeasterly in MAR, as a percentage of all wind direction values for the condition. Conditions for ALL, PMWEx 








(a) CL melt extent                 (b) NL melt extent 
 
 
(c)          (d) 
 
 




Figure B.9 Melt extent ( from satellite and MAR)  and temperature (from AWS and MAR)  over the 2001-2002 melt 
season., (a)  CL region melt extent (b) NL region melt extent. Masks described in text and shown in inset of Fig.2. 
(c)(d) raw QuikSCAT backscatter for the number of QuikSCAT grid cells (~5 km2) where both MAR and 
QuikSCAT ft3 detect melt (e)(f) raw QuikSCAT backscatter for the number of QuikSCAT grid cells where the 






       (a) AWS Nov (b) AWS Dec                 (c) AWS Jan    (d) AWS Feb 
 
    (e) MAR Nov              (f) MAR Dec              (g) MAR Jan               (h) MAR Feb 
 




Figure B.10 Wind roses shown for the Larsen IS AWS station in 2001-2002 for (a)Nov (b)Dec (c) Jan (d) Feb. Wind 
roses shown for the MAR grid cell co-located to the Larsen IS AWS station in 2001-2002 for (e) Nov (f)Dec (g) Jan 
(h) Feb.(i) Proportion of wind direction (directions shown in inset) for all grid cells where MAR melt occurs in the 












 (a) MAR v3.9 10km        (b) MAR v3.9 10kmV         (c) MAR v3.9 5km          
   
Meltwater Production 
        
(d) MAR v3.9 10km           (e) MAR v3.9 10km V           (f) MAR v3.9 5km  
 
Figure B.12 Melt occurrence using the MF0.4 criteria (a,b,c) and meltwater production (d,e,f) from Nov 1, 2004 – 
Feb 28, 2005 for MAR v3.9 at (a,d) 10km and 23 sigma layers (b,e) 10km and 32 sigma layers and (c,f) 5km 
horizontal spatial resolution and 23 sigma layers 






                     
     (a) MAR v3.9 5km            (b) MAR v3.9 10km     (c) MAR v3.9 10km V  
 
         
     (d) MAR v3.5.2 10km          (e) AWS 
 
Figure B.13 Wind roses at the Larsen IS AWS location (shown in Fig. 1) for Nov 1, 2004 – March 31, 2005 for 
MAR 3.9 at a 5km resolution, 23 sigma layers, daily values (a) 10 km and 23 sigma layers, daily values (b) 10km 
resolution and 32 sigma layers, daily values (c), MAR 3.5.2 at a 10km resolution and 23 sigma layers, daily values 
(d) and AWS at 3-hourly values (e). MAR values are calculated only when AWS data is available and AWS data 





Appendix. C Blowing Snow 
One of the largest sources of uncertainty in surface mass balance (SMB) of the Antarctic Ice 
Sheet (AIS) is the process of blowing snow (wind erosion), which can have a substantial effect 
on the surface energy balance (Bintanja et al., 2001). While some have argued that the effect of 
blowing snow on the Antarctic Peninsula is negligible, others (including developers of MAR) 
have noted a significant impact on the surface energy balance following the inclusion of a 
blowing snow routine (Gallee, personal communication). Although this effort was ultimately 
unsuccessful due to the blowing snow model eroding too much of the snowpack, we present a 
detailed review of blowing snow physics in MAR as well as a preliminary validation of the 
blowing snow model over the full continent (run at a 50 km horizontal resolution). We note that 
while the net effect of the blowing snow model was to reduce melt over most of the continent, 
surface melt in the Antarctic Peninsula (especially the Larsen C ice shelf) was substantially 
enhanced due to the lowered albedo of the blue ice produced by wind erosion. This observation 
was eventually instrumental in the development of an independent proposal relating to the effects 






Accurate estimates of surface mass balance (SMB) of the Antarctic Ice Sheet (AIS) depend 
on constraining the uncertainties of ablation processes (erosion, sublimation and melt) which 
remove mass balance.  All ablation processes are effected directly by topography, while erosion 
and sublimation (consisting of both ordinary sublimation and sublimation produced by blowing 
snow) are significantly affected by wind patterns as well. Over the AIS, there are substantial 
regional differences in general climate and the relative prominence of SMB components.  
SMB dynamics in these regions are significantly affected by the interaction between wind and 
topography. The phenomenon of blowing snow occurs when high winds interact with snow 
particles, lifting them into the air where they can be transported as well as sublimated into the 
atmosphere. This has a direct effect on snow grain properties as well as on the subsequent heat 
and moisture exchanges with the atmosphere. The windy, turbulent conditions of the Antarctic 
coasts can generate a high number of blowing snow events (Bintanja, 2001) while in drier 
conditions, such as the East Antarctic Ice shelf, sublimation can account for the removal of 
around 75% of annual snowfall (Frezzotti et al. 2005). 
While there is some controversy on the matter, some studies have suggested that drifting 
snow sublimation can be at least as important as ordinary sublimation in vulnerable areas of the 
AIS and remove between 15-20% of snowfall (Bintanja,1998). If the studies that show blowing 
snow is important are correct, then accurate surface mass balance (SMB) estimates are implicitly 
affected by the ability of models to capture how wind dynamics effect erosion, blowing snow 
sublimation and the subsequent changes in snow grain properties.   
To capture the net effect of blowing snow over Antarctica, we compare two model runs of 




the period 2001-2011, which are differentiated only by the activation of the blowing snow 
routine. The model implementing blowing snow physics will be referred to as Bl and the model 
without as NoBl.  We discuss the spatial and seasonal characteristics of the net effects of 
blowing snow by comparing 11-year mean values of SMB components and near-surface 
atmospheric outputs between the two models (Section C.3,C.4,C.5).  
This assessment includes a comparison with 11-yr averages of MAR SMB values 
including the SAMBA database (Favier et al. 2013) as well as the SUMup dataset (Koenig, 
SUMup) (Chapter 6,8). One of the challenges of assessing the success of blowing snow physics 
is its ability to affect multiple components of surface mass balance. A lower SMB can be 
produced as a product of erosion in one region, but as a product of increased sublimation in 
another. Additionally, the spatial discontinuity of in situ measurements (the concentration of 
ground data in regions which are physically accessible) can create a distinct bias when examined 
on the continental, or even regional, scale. We will define regimes (masks), which can help us to 
assess specific relationships between blowing snow and surface mass balance which are spatially 
dislocated (Chapter 7). These regimes can then subsequently be divided by region (West 
Antarctica, the Antarctic Peninsula and East Antarctica) to capture the effects of local dynamics. 
As an example: one such regime occurs when SMB is reduced overall by the imposition of 
blowing snow despite resulting in greater precipitation. This is most common in the East 
Antarctic Plateau, but also occasionally occurs in low-lying regions such as the Ross Ice Shelf.  
This is despite substantial differences in elevation as well as the fact that the climate of East 






2   Dynamics of blowing snow 
Blowing snow affects the local surface mass balance through the horizontal transport of snow 
(with either local net removal or deposition) as well as through the continuous sublimation of 
suspended particles.  In addition to the self-limiting thermodynamic effects in the near-surface 
atmosphere, erosion alters snow grain properties. The latter provides a secondary limitation on 
the perpetuation of blowing snow through the significant densification of surface snow. Here, we 
discuss the blowing snow physics as currently implemented in MAR, largely based on the 
original implementation (Gallée 1995), with minor alterations.  
2.1 Blowing Snow Initiation 
Beyond a threshold wind speed, wind can transport particles in three ways: suspension, saltation 
and creep (illustrated below in Fig C.1).   While the time and length scales for saltation or creep 
are fairly small, suspended snow can both be transported for large distances over days as well as 






Figure C.1 Schematic for the initiation of blowing snow. The three possible states for snow include creep, saltation 
and suspension. The numbers described here are used in Fig. C2 
The threshold friction velocity  (u*t) required for lifting snow grains into the saltation layer (hsalt) 
is dependent on snowgrain properties. Two methods are employed, depending on whether snow 





Figure C.2 Schematic for blowing snow initiation when density is below a threshold value (left of gray line) and 
above a threshold value (right of gray line).  The order with which calculations are performed are numbered ( and 






































Figure C.3 Variables and specific functions detailed in Fig. C1 and C2 
Threshold friction velocity for densities < threshold density 
The original parameterization (Guyomarc’h and Mérindol, 1998), was created for the 
French Alps, but is only valid for densities less than 330 kg m-3. MAR, as currently 
implemented, uses a slightly lower threshold density of 220 kg m-3.  All variables and 
calculations discussed herein are shown in Fig. C.3. 
The$Initiation$of$Blowing$Snow
Calculate(threshold(friction(velocity At(what(threshold(friction(velocity(is(blowing(snow(initiated
For$low$density$snow: ρs <$$ρ0 For$high:density$snow: ρs >$$ρ0
__________________________________________________________________
Original$MAR$variables$and$their$constants
dendricity (d):( Sphericity (s)( grainsize (gs)(mm density((ρ)(kg/m3 Wind(Speed((V)(m/s
fresh$snow$grain’s$$$$rounded$vs angular gs0$(in$green)$=$0.3mm ρ0$(in$green)$=$220$kg/m
3















Snow(Mobility((Mo)( How(easily'snow(is(lifted(into(the(air Snow(Drift(Index((SI)((((( How(intense'is(snow(drift
*used$for$both$the$initiation$of$bl.$Snow$and$weighting$of$
Mo$$=$$$0.75d$: 0.5s$+$0.5s 0$<$d <$1$$$0$<$s <$1$$$$$$fresh$snow layers$of$snow$when$redeposition occur














 The ability of wind to lift snow into the air is strongly affected by the shape of 
snowflaikes, which is a product of both initial snowfall characteristics and subsequent snow 
metamorphosis.  Large, wet snowgrains are highly cohesive and are precluded from erosion . 
Fresh snow can be prone to erosion when it is highly dendritic, but is more cohesive (experiences 
sintering) when snowgrains are small and rounded. Similarly, old snow (when the original shape 
of the snowflake has deteriorated) is more easily pulled aloft when it is angular than when it is 
spherical. CROCUS uses the Snow Mobility Index (“Mo”, Fig. C3) to capture how these 
snowgrain shape properties (dendricity, sphericity, grainsize) influence how easily snow is 
eroded. Dendricity (d), captures a fresh snow grain’s original shape, ranging from 1 to 0 and 
becoming smaller as the original shape deteriorates. Sphericity (s), ranging from 0 to 1, is a ratio 
of the rounded shapes vs angular shapes at the surface. (Guyomarc’h and Merindol, 1998). All 
variables are defined in Fig. C3. Further, the snow drift index (“SI”, Fig C3) captures the 
intensity of snow erosion using both Mo and wind speed (V). This is positive when erosion is in 
progress and negative when it is not. By setting this to zero, a threshold friction velcity u*t is 
defined at which erosion is initiated with the drag coefficient for momentum CD.  
Threshold friction velocity when density > threshold density 
When the density of snow exceed the chosen threshold density, the threshold friction velocity 
can be inferred by assuming that the threshold shear stress to initiate erosion is proportional to 
the breaking shear stress of the snow itself (which is dependent on the snow’s porosity, which is 
a function of density), the coefficient for proportionality (C) can be determined by fitting the 
threshold friction velocity as determined by the lower limit of this second method to the upper 
limit of the threshold velocity as calculated by the first method (Sect 2.1.1) but for small, 




accomplished by equating both methods. We note that the baseline values used for these runs (in 
Fig. C3) are  r0 = 330 kg m-3 for a threshold snow density value and ri= 920 kg m-3 for the 
density of ice. 
2.2 Blowing Snow Distribution within the snowpack 
When snowgrains are pulled aloft, they can either be pulled into suspension and sublime, with 
paramaterizations as defined by Lin, 1983, or be returned to the snowpack. In the latter case, the 
properties of the snowgrain are such the density is extrapolated from the threshold friction 
velocity (is set to the actual friction velocity) with threshold  r0 as a lower bound, and 
snowgrains are assumed to small and rounded (s = 1, gs = gs,min = 0.3mm ). 
Finally, in order to capture the irregularity of snow erosion and deposition over a grid 
cell, the effects of both erosion and deposition are distributed over snow layers, as weighted by a 
the snowdrift index (SI, Eq. 6), with the depth of layers (zi) computed with SI (Sect. 2.1) as well 
to take into account the hardening of overlying layers (Eq. 2). 
  
Weighting of snow erosion / deposition   
!"# = %&' (
)*#
+.-
.          (1) 
 
Layer depth 
*# = ∑01*# ∗ (4. 56 − !"8):        (2) 
 
Quantity of snow lifted into the Saltation layer 
Within the saltation layer, the particle concentration is effected by the balance between the 
excess shear stress after snow-particle ejection (u*2 - u*t2, the difference between actual friction 
velocity and threshold friction velocity) and the weight of the snow particles in the air (gravity * 








.        (3) 
e  = u* x 3.25       saltation efficiency  
u*        friction velocity 
u*t        threshold friction velocity 
g         gravity 
hsalt  = 0.08436 x u*1.27     height of the saltation layer 
 
Quantity of snow lifted into suspension layer  
Snow particles (qs) can also be suspended in turbulent eddies above the saltation layer (qs – qsalt) 
when sufficient momentum is achieved. This is dependent on the wind velocity, V * as well as 
the drag coefficient, CD, specific to the atmospheric surface layer. 
 
F∗GH∗ = IJK(GH − GHLMN)         (4) 
u* friction velocity 
qs* turbulent scale of for snow flakes 
qs blown snow concentration 
V wind speed at lowest model levl 
CD drag coefficient for momentum (discussed below) 
 
Blowing Snow thermodynamics (sublimation) 
Blowing snow sublimation is a moisture flux from the surface to the air. Unlike ordinary 
sublimation, blowing snow sublimation can generate a layer of near-saturated air, which 
generates a negative feedback on further blowing snow sublimation (Mann et al.,2000).  This 
self-limitation occurs via two thermodynamic processes. In the first, the initiation of blowing 
snow increases ambient moisture, thereby reducing the undersaturation of the air, which in turn 
limits further blowing snow sublimation. In the second, suspended particles exchange latent heat 
for sensible heat in the air to produce a net cooling effect, which reduces saturation vapor 
pressure and limits further sublimation. (Bintanja, 2000). Particles ejected from the surface 




ultimately stabilize the atmospheric surface layer and increase roughness lengths (Bintanja, 
2001).  Because the initiation of blowing snow is dependent on a threshold friction velocity 
which is itself dependent on the roughness length, any mechanism removing moisture from the 
ambient air, either horizontal advection or entrainment of dry air from above, can dampen these 
negative feedbacks. (Mann, 2000). Persistent blowing snow is only possible with a continuous 
entrainment of overlying dry air, which allows the surface to sustain the low levels of humidity 
required for blowing snow initiation. Strong winds essentially act as a cap on the humid layer, 
allowing drag to hinder further blowing snow erosion. This means that while winds of 
intermediate strength have the capacity to feed the sublimation process, winds of significant 
strength can quickly saturate the atmospheric boundary layer and stifle the sublimation process. 
The Drag Coefficient and Roughness Length 
Finally, Fig. C.4 illustrates the calculation of the threshold friction velocity (u*t) as well as the 
drag coefficients for both momentum and heat (shown in orange) based on input values shown in 
light green for density (r, ro__SV), friction velocity (u*, us__SV) and sastrugi wind and angle 
(VVs_SV, DDs_SV). We note here the linkages between each of the separate drag coefficients 
(shown in grey and are parameterized in MAR) which contribute to the f_eff value (which, itself, 
contributes directly to the calculation of threshold friction velocity). There are two points which 
were used to tune the model. These include the f_eff value (the theoretical basis for the 
calculation of which is shown in Fig. C.5) and the drag coefficient for regular snow (ZOSa_N), 





Figure C.4 calculation of threshold friction velocity and drag coefficients with tuning parameters shown in purple, 
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3  Blowing Snow Variables 
3.1 Blowing Snow Flux: The Effects on SMB and Atmospheric Variables 
Blowing snow can affect SMB either as a water vapor flux (kg water / kg air * meter/second) 
into the atmosphere (which characterizes a blowing snow event) or as a blowing snow flux, 
which represents the erosion of snow from the surface due to wind (measured in in kg snow / kg 
air * meter / second). Blowing snow flux is strongest in winter months, and most pronounced in 
absolute terms in West Antarctica, the Antarctic Peninsula and, to a lesser degree, the 
escarpment region surrounding the East Antarctic Plateau (Fig C.6).  However, because there is 
less snowfall in East Antarctica overall, the relative effects of blowing snow in East Antarctica 
are substantial. 
Average Blowing Snow Flux  
(2001-2011) 
 
   
               (a) DJF          (b) MAM                     (c) JJA    (d) 
SON 
 
Figure C.6 : Seasonal averages of blowing snow flux (2001-2011), presented in the Bl model only 
The spatial relationship between blowing snow flux and snowfall are most evident in the winter.  
Strong values of blowing snow flux in (Fig C.7 a-c, shown in blue) correspond directly to regions  







                                               JJA Avg Blowing Snow Flux (kg/kg m/s) 
 
 
                     (a) 2001        (b) 2002              (c) 2003 
 
 
          JJA Snowfall (% (NoBl – Bl) / NoBl) 
 
 
                        (d) 2001        (e) 2002              (f) 2003 
 
Figure C.7 Seasonal Averages for JJA for Blowing Snow Flux (a)2001 (b)2002 (c) 2003 and percentage relative 
diference in snowfall (NoBl - Bl / NoBl * 100) for (d)2001 (e) 2002 (f) 2003 
 
The direct effects on specific humidity are less direct, although the spatial relationship is more apparent in 
winter (Fig 3), when blowing snow flux is typically strongest.  Snow, once lifted from the surface, can alter 
humidity at the near-surface through sublimation, although this is impacted by a variety of factors including the 
original snowgrain size, and whether extreme wind speeds work to limit this sublimation process. Additionally, 
because the patterns of blowing snow flux can simply reflect synoptic patterns, the correlation between specific 
humidity and blowing snow flux can easily be a product of common large-scale dynamics (rather than any 
causal relationship between the two).  Additionally, blowing snow has produced a very strong net seasonal 
effect (discussed later), which is difficult to disambiguate from the immediate effect of blowing snow. 
The indirect nature of the link between blowing snow dynamics and humidity, and the importance of local 
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Figure C.8 Values of Blowing Snow (a-f), Differences (NoBl - Bl) Specific Humidity (g-l) and Percentage 
Differences ( (NoBl-Bl)/NoBl * 100) (m-r) 
3.2 Blowing Snow Events: Measuring Frequency 
The second variable that directly relates to blowing snow is the occurrence of a blowing snow 
even. This is calculated from the ratio of water vapor flux in the second layer to the same value 
in the first layer; when this value exceeds one, this is considered a day in which blowing snow 
has occurred.  Monthly averages over the 11-year period for blowing snow days are shown in 
Fig. C.9a, revealing a strong occurrence of blowing snow events in September through February 












      (a) DJF     (b) MAM                (c) JJA   (d) SON 
 
Figure C.9 : Number of blowing snow days (calculated from water vapor flux resulting from blowing snow) 






4 Surface Mass Balance: Aggregate Effects on the Full Domain.  
A comparison between the 11-year average surface mass balance (SMB) values produced by the 
two versions of MAR (NoBl vs Bl) suggest that the net effect of this implementation of blowing 
snow physics is a significant net reduction in surface mass balance.  The Bl model reports an 11-
year average of 941.97 ±75 Gton/yr while the NoBl model reports 2710 ±96 Gton Yr.   While 
there is a slight reduction in snowfall, sublimation and melt, the majority of the SMB deficit is 
returned in the atmosphere (Fig C.10).  
 11-yr Average of Major SMB Components Over Ice Sheet 
  
Figure C.10 11-yr annual average for major surface mass balance components for model with blowing snow (Bl) 
and without blowing snow (NoBl) 
Of the difference in snowfall, some portion of the difference is precipitated over the ocean, and 
some retained in the atmosphere, although there is significant inter-annual variability (Fig C.11), 
with most years seeing a greater portion of the snowfall deficit captured in the atmosphere.  In 




previously estimated SMB values, although it significantly exceeds the average estimate of 2100  
± 300 Gton/yr . ( Frezzotti et al. 2013)  
 
 Differences in Precipitation NoBl - Bl (2001-2011, Jan-Jan) 
 
Figure C.11 Snowfall deficit (NoBl - Bl) over the  Ice Sheet vs over the Ocean 
Spatially, some portion of the net snowfall deficit produced by blowing snow is captured in areas 
immediately surrounding the ice sheet, with a ring of increased snowfall surrounding the 
continent when blowing snow is activated (Bl), generally adjacent to areas in which snowfall for 
the NoBl model is higher (Fig C.12a). This is also reflected in increased runoff at the margins, 




         11-yr Average Differences (NoBl – Bl) Snowfall, Runoff 
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5  Surface Mass Balance Components of Ice Sheet and Ice Shelves.  
5.1 Total Surface Mass Balance  
Blowing snow significantly reduces SMB at the margins (especially in West Antarctica) and 
generates a large average negative mass balance across the East Antarctic Plateau (Fig C.13a, 
C.13b), as compared to the NoBl model.  Though absolute differences are largest on the coast of 
West Antarctica (Fig C.14 a), relative differences are largest in the East Antarctic Plateau (see 
Fig 5C.14b). The regions in which average surface mass balance is increased by blowing snow 
physics is in the escarpment regions at the edge of the plateau, which also experience 
significantly larger inter-annual variability (see Fig C.13c vs Fig C.13d), and the Amery Ice 
Shelf, where which the behavior is consistent (a lower standard deviation). This is likely due to 
differences in snowfall, which can be a product of either original snowfall or deposition of wind-
blown snow. 
 While inter-annual variability in the NoBl model largely mirror elevation (and snowfall) 
differences, inter-annual variability in the Bl model is governed by the stronger winds which 
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Figure C.13 2001-2011 Average MAR Surface Mass Balance for (a) model with blowing snow  (Bl) (b) model 
without blowing snow (NoBl). Standard deviation for (c) model with blowing snow (Bl) and (d) model without 
blowing snow (NoBl) 
 
Average Surface Mass Balance Differences and Standard Deviation 
NoBl – Bl (2001-2011) 
 
         
 
            (a) Abs. Diff Avg SMB         (b) Relative Diff Avg SMB    
          
                (c) St. Dev of Abs. Diff     (d) Avg Wind speed and Direction 
                               Avg SMB               (Bl Model Only)  
 
Figure C.14 : Differences in Average Surface Mass Balance (a) in absolute terms (mmwe/yr) and (b) as a percentage 
of the No-Blowing snow model (NoBl – Bl) / Bl * 100 (c) standard devation of absolute differences between the two  
(d) average wind speed in the 1st atmospheric layer for SON over the 11-yr period. 
Examined by season (Fig C.15), the majority of relative mass balance loss produced by blowing 





Mass Balance Variation, % difference  
11-yr Seasonal Avg Diff ((NoBl - Bl) / NoBl) * 100 
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Figure C.15 : Seasonal Difference ((NoBl - Bl) / NoBl) * 100 of mass balance variation. (a) DJF (b) MAM (c) JJA 
(d) SON 
The striking negative mass balance shown over the plateau in Fig. C.13a is one of the greatest 
contributors to the surface mass balance loss in the Bl model (along with losses at the margins of 
West Antarctica). While the Bl model (especially at this resolution) may significantly 
overestimate surface mass balance loss, the NoBl model produces no such regions of consistent 
negative surface mass balance. This contradicts findings by Das et al in which regions of 
persistent wind glaze are observed in East Antarctica (concluding that current modeled SMB 
values are overestimated). These are precisely those areas which experience the most consistent 
negative SMB loss in the Bl model. (Fig C.16, taken from Fig 4 Das et al 2013) 
 
Figure C.16 :  (from Das et al, 2013). Wind-scour zones compared with satellite-based observations of surface glaze. 
This figure shows sites with overlapping widn scour and glaze (red), wind scour alone (yellow) and surface glaze 






5.2 Precipitation  
The differences in SMB is related most directly to a loss in winter precipitation in the Bl model,  
which is dominated by snowfall. (Figure C.17, a-d).  Because average SMB is spatially similar to 
snowfall in the NoBl model, annual regional snowfall patterns can be approximated by NoBl 
SMB (shown in Fig 8b). The net effect of blowing snow physics is to produce greater snowfall in 
East Antarctica as well as in the ice shelves, but significantly lower snowfall in the coast of West 
Antarctica, the Antarctic Peninsula and regions at the ice sheet margins in which topographic 
variability is high.  Note that while  Bl snowfall in the interior is greater in East Antarctica and 
the ice shelves, the net effect on relative mass balance is negative in all regions excluding the 
Amery Ice Shelf. This suggests that these regions are subject to dynamics which experience 
enhanced removal of precipitation (either sublimation or erosion or melt) due to the inclusion of 
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Figure C.17 Difference (NoBl - Bl) of Snow for 11-yr seasonal averages. Absolute value in mmwe:  DJF(a), 
MAM(b), JJA(c), SON(d) )  
5.3 SMB: Sublimation (Water Vapor Flux) 
Unlike the NoBl model (which reflects only ordinary sublimation), sublimation in the blowing 
snow model is a combination of ordinary sublimation and sublimation produced by blowing 
snow. The presence of the latter actually limits the former, such that all sublimation during a 
blowing snow event can be presumed to be a product of blowing snow.  11-year averages of net 
water vapor flux show general deposition vs sublimation in similar regions for both models (Fig. 
C17), but with a reduced intensity in the Bl model. The most notable localized net shifts in 
behavior occur in Marie Byrd Land and the West Antarctica Peninsula (experiencing a reversal 
to increased sublimation). This is potentially the effect of eroded snow enhancing ordinary 
sublimation, rather than of blowing snow sublimation itself. 
Overall reduction in absolute total sublimation (Fig. C.18 a-d) is shown throughout the 
year at the Eastern coasts and at the edge of the Transarctic Mountains. Sublimation differences 
as a percentage of the NoBl values (Fig. C.18e-h) reflect the effects of the intrusion of warmer 
maritime leading into the summer months. The Bl model produces increased sublimation in the 
Ross Ice Shelf and inside of the escarpment region (shown in blue) in the winter, as well as 




h,e). Examined in conjunction with seasonal mass balance variation  and the differences in 
snowfall, this suggests that the enhanced precipitation produced by the Bl model in winter 
months (MAM, JJA) is not removed by sublimation in the East Antarctic interior (where the 
difference in sublimation is negligible in MAM, JJA), suggesting that erosion is the dominant 
motivator for SMB loss in this region. By contrast, the increased sublimation in Marie Byrd 
Land is seasonally concurrent with the loss in mass balance experienced there, suggesting greater 






11-yr Average Seasonal Water Vapor Flux  
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Figure C.18 11-yr Avg. Annual Water Vapor Flux (a) NoBl (b) Bl 
 
 
11-yr Average Seasonal Water Vapor Flux Differences (NoBl – Bl) 
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Figure C.19 Difference ( Bl-Bl) of Water Vapor fluxes for 11-yr seasonal averages, Absolute values in mmwe: 
DJF(a), MAM(b), JJA(c), SON(d), percentage difference in sublimation alone (NoBl – Bl) / NoBl * 100 for DJF(e), 







5.4 SMB: Melt / Runoff 
The aggregate effect on melt is a net reduction in melt in all regions (Fig. C.20), with the notable 
exception of low-lying regions of the Antarctic Peninsula. This is likely due to increased erosion 
in the Bl model, but because the net atmospheric effects of blowing snow in the region will be 
felt most acutely in the Antarctic Peninsula, a more indirect relationship should be explored as 
well. Blowing snow dynamics serve to increase runoff at the ice sheet margins substantially in 
winter (Fig C.20 b,c) as well as off of the coast of the East Antarctic Peninsula in summer, 
concurrent with increased melt) (Fig C.20a , Fig C.19a). 
11-yr Average Seasonal Melt Differences (NoBl – Bl) 
      
          (a) DJF               (b) MAM                  (c) JJA    (d) SON 
 
Figure C.20 Average Seasonal Melt Differences (NoBl – Bl) over the 11 year period 
11-yr Average Seasonal Runoff Differences (NoBl – Bl) 
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5.5 Effects on Density 
Blowing snow erosion would be expected to produce an increase in surface density. This is 
demonstrated by a continent-wide increase in Bl density which is strongest in winter (Fig. C.23c) 
and disproportionately true in higher density areas (contrast with Fig C.22c). When summer and 
winter density differences are divided by elevation,  we can see this trend consistently, but more 
pronounced at higher elevations  and more intensely in winter (Fig. C.24). The notable exception 
to this trend is in the escarpment regions and the Amery Ice shelf, where blowing snow physics 
substantially reduces density in the summer months. (Fig. C.23a). The lower densities found in 
the Amery Ice Shelf, in conjunction with the greater snowfall and mass balance suggest that the 
net effect of blowing snow in this region is greater snowfall leading to higher SMB values. 
Because the initiation of blowing snow is linked to sufficiently low snow density, the accuracy of 
the density model in MAR is crucial to capturing the intensity of blowing snow erosion. We not 
here that the most intense differences in density (Fig. C.23a) in East Antarctica clearly mirror 
regions of observed wind glaze,, suggesting that the patterns of erosion are captured by the Bl 





11-yr Average Seasonal Density (Bl Model only) 
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Figure C.22 Average Seasonal Density (Bl) over the 11 year period 
 
11-yr Average Seasonal Density Differences (NoBl - Bl) 
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Figure C.23 Average Seasonal Density Differences (NoBl – Bl) over the 11 year period 
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6 SMB vs the Samba database: An Initial Comparison.  
6.1 General Spatial Trends 
Modeled MAR SMB averages compared with SAMBA in situ measurements (Favier et al, 2013) 
suggest a larger agreement with the NoBl model in the interior plateau where elevation is high 
(and largely invariant), snowfall is low and wind is dominated by the katabatic wind regime.  
These are largely those regions in which the Bl model has produced consistently negative SMB 
values throughout the period.Regions showing better agreement with the Bl model are largely 
closer to the ice sheet margin. These experience greater topographic variability, larger snowfall 
and are affected by the interaction between katabatic and geostrophic winds.  
Fig C.25 shows a comparison between modeled and in A-rated situ values in which the 
points of data permitted into the comparison become increasingly more inclusive, based on two 
factors: temporal overlap and value overlap. Temporal overlap implies that the years used to 
compute MAR SMB are only those which overlap with those available for the SAMBA 
measurements. Value overlap implies that the MAR range (determined as one standard deviation 
of yearly values surrounding the multi-year mean) overlaps with the SAMBA range (determined 
by the highest and lowest of SAMBA SMB values found within the MAR gridcell); this is only 
shown when both the Bl and NoBl ranges both overlap with SAMBA range. The most restrictive 
case (Fig C.25a) suggests a stronger agreement between SAMBA and NoBl in the interior and 
more agreement with the Bl model at the ice sheet margins. This trend is amplified in Figures 
C.25b,c,d, where the restrictions on points permitted into the analysis are relaxed. Notable 
exceptions to the general trend are in the Ross and Ronne Ice Shelf regions, where blowing snow 




However, because a large portion of SAMBA measurements in West Antarctica and the 
Antarctic Peninsula were taken previous to the MAR range (2001-2011), significant changes in 
all surface mass balance components resulting from recent climate changes are not accounted 
for. Additionally, inter-annual variability (as well as topographic variability) in the northern tip 
of the Antarctic Peninsula is high (Fig C.25c), which presents difficulties with any single-year 
comparisons. Samba measurements in the Marie-Byrd Land area, by comparison, show lower 








Figure C.25 Samba In Situ vs modeled MAR SMB for all A-rated  SAMBA SMB values. For (a) and (b), MAR 
SMB averages are computed only for years overlapping with SAMBA estimates. For (c) and (d), MAR averages for 
the decade are compared with all SAMBA values (regardless of overlap). For (a) and (c), comparison between MAR 
and multiple Samba SMB values (in circles) are shown only when within range (when the range of SAMBA values 
overlaps with a one standard deviation range of MAR values) for both Bl and NoBl. 
6.2 Elevation and Elevation Range 
Spatial trends were explored in the previous section to understand the effects of regional 
dynamics. Here, we explore the direct relationship between (a) the agreement between modeled 
vs in situ smb  and (b) elevation as well as elevation range (capturing local topographic 
variability). 
Spatial Trends of MAR SMB (Bl and NoBl) vs SAMBA SMB 
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As with the previous spatial analysis of SAMBA measurements, these trends can be examined at 
various levels of inclusivity for SAMBA SMB measurements (depending on temporal overlap of 
estimates as well as on whether modeled estimates are within range of in situ measurements, Fig 
C.26-C.29). Because the most restrictive trend seems to only be enhanced with greater 
inclusivity, we can examine the most inclusive case for a more complete picture, which is 
divided into values representing the A-rated 20th century values which exclude Blue Ice (Fig 
C.25) and only those values originally excluded due to the presence of Blue Ice (Fig. C.26).  
The comparison with SAMBA SMB values suggests that in the absence of blowing snow 
physics, MAR tends to overestimate SMB, regardless of elevation (Fig C.25c, Fig C.26c) or 
topographic variability (Fig C.25e Fig C.26e). Topographic variability is captured by the first 
std. deviation of the 9 surrounding grid cells. The Bl model, by contrast, typically underestimates 
SMB at either very low or very high Samba SMB values. (Fig C.25b,d, Fig C.26b,d).  Low SMB 
values are located largely in regions with limited topographic variability at either very high or 
very low elevations, (the plateau and ice shelves respectively). Within the mid range of Samba 
SMB values (and higher topographic variability), the Bl model straddles the unity line, whereas 
the NoBl model continues to overestimate SMB. However, the Bl model appears to have an 
upper boundary for SMB values, whereas the NoBl  model continues to allow SMB values into 





SAMBA vs MAR SMB for A-rated 20th century SAMBA values 
Overlapping with MAR years where In Situ Values within MAR range 
    
(a) Samba vs MAR SMB (Bl and NoBl) 
 
   MAR vs SAMBA SMB by Elevation  
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Figure C.26 Samba values vs MAR (Bl and NoBl) for A-rated Samba value (excluding values with  Blue Ice or 
elevation discrepancies). MAR averages computed only for overlapping years (a) Samba vs MAR. (b)(c) MAR 
values vs  Samba differentiated by elevation (d)(e) MAR values vs Samba differentiated by 1 std dev of  the 






SAMBA vs MAR SMB for A-rated SAMBA values 
Previously Excluded Due to Blue Ice 
Overlapping with MAR years where In Situ Values within MAR range 
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Figure C.27 Samba values vs MAR (Bl and NoBl) for Samba values which are A-rated, but were excluded  n Fig 6 
due to Blue Ice or elevation discrepancies. MAR averages are computed only for overlapping years. (a) Samba vs 
MAR. (b)(c) MAR values vs  Samba differentiated by elevation (d)(e) MAR values vs Samba differentiated by 1 std 






SAMBA vs MAR SMB for A-rated SAMBA values 
Excluded Blue Ice 
All Points Included (both In and Out of Samba range) 
   
    
(a) Samba vs MAR SMB (Bl and NoBl) 
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   (d) Bl vs Samba             (e) NoBl vs Samba 
 
Figure C.28 Samba values vs MAR (Bl and NoBl) for Samba values which are A-rated, excluding Blue Ice or 
elevation discrepancies. MAR averages are computed for 2001-2011 . All values included, regardless of time or 
value overlap (a) Samba vs MAR. (b)(c) MAR values vs  Samba differentiated by elevation (d)(e) MAR values vs 






SAMBA vs MAR SMB for A-rated SAMBA values 
Previously Excluded Due to Blue Ice 
All Points Included (both In and Out of Samba range) 
    
    
(a) Samba vs MAR SMB (Bl and NoBl) 
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   (d) Bl vs Samba             (e) NoBl vs Samba 
 
Figure C.29 Samba values vs MAR (Bl and NoBl) for Samba values which are A-rated, but were excluded  n Fig 6 
due to Blue Ice or elevation discrepancies. MAR averages are computed for 2001-2011 . All values included, (a) 
Samba vs MAR. (b)(c) MAR values vs  Samba differentiated by elevation (d)(e) MAR values vs Samba 






7 Classification of SMB Dynamics  
7.1 Overview 
The previous comparisons between in situ (SAMBA) and MAR SMB demonstrate a strong 
continent-wide trend, but no details on the specific dynamics that produce the negative Bl bias 
nor the positive NoBl bias.  The continent-wide contributions of the four major SMB 
components suggest that the slight reduction in snowfall, melt and sublimation produced by 
blowing snow physics do not account for the overall reduction in SMB; this can only be 
explained by erosion on the continental scale. However, because the effects of blowing snow are 
highly non-linear in nature as well as spatially-variant, it is plausible for the SMB discrepancy to 
be the product of differences in precipitation, melt or sublimation in one region and simply a 
product of erosion in another. The 11-yr differences in SMB components suggests that the 
strongest difference in West Antarctica will be a pattern of higher Bl precipitation in the low-
lying ice shelves and the plateau, but significantly higher precipitation on the coast of West 
Antarctica and the Antarctic Peninsula. This trend is strongest in winter. Sublimation differences 
are strongest in the escarpment regions and most pronounced in summer, which accompanies an 
opposing trend in water vapor fluxes over the ocean Precipitation and sublimation differences 
largely conform to topography. Continent-wide melt values are substantially reduced by the 
inclusion of blowing snow physics, with the notable exception of low-lying areas of the 
Antarctic Peninsula (This regional peculiarity suggests that local climate is also an important 




7.2 SMB Classification Scheme 
The final SMB differences between the two models can be a product of either dynamics (which 
can occur in spatially discontinuous areas) or of general circulation / local conditions (which are 
more spatially contained). To capture dynamics alone, we will define several classifications 
based on relationships between SMB components (specifically: total SMB, precipitation and 
water vapor flux). To capture the effects of local dynamics, these will be further subdivided 
based on watersheds as defined by Zwally et al 2013 (Fig. C.30). Because of the sparseness of 
available in situ data, the spatial division will be aggregated to East Antarctica, West Antarctic 
and the Antarctic Peninsula for in situ data alone (Samba, SUMUP and AWS data). 
 
 
Figure C.30 Watershed divisions by Zwally et al, 2013. Antarctic Peninsula shown in blue. West Antarctica in cyan, 
East Antarctica in yellow-green 
 
In essence, this classification allows us to capture similar behavior in different parts of the 
continent. For each set of conditions, we will define a restricted case where the condition is 
defined by the inclusion of the decadal mean alone, and a relaxed case, where the condition is 
determined by the inclusion of an upper or lower bound (captured by one standard deviation 




negative SMB conditions  in the Bl model which would produce blue ice (B), relative mass 
balance (M) and the importance of water vapor flux compared to the overall difference in SMB 
(E). The full set of conditions for both the restricted and relaxed condition are defined in Table 
C.1 below.  
SMB Classification Conditions 
Condition P: Precipitation is larger in one model than another       
Condition B: Blowing snow consistently generates negative SMB values (wind scour) 
Condition M: Total mass balance is larger in one model than another 
Condition E: The difference in water vapor flux produced by blowing snow is a significant 
portion of the total SMB difference 
0 / 1:   defines opposite states  






P 0 Rest  
P 0 Rel  
P 1 Rest  
P 1 Rel  
B 0 Rest  
B 0 Rel  
B 1 Rest  
B 1 Rel  
M 0 Rest  
M 0 Rel  
M 1 Rest  
M 1 Rel  
E 0 Rest  
E 0 Rel 
 
E 1 Rest  
E 1 Rel 
 
Table C.1 SMB Dynamics Classification conditions 
All combinations of these conditions ultimately yield 7 substantial regimes which each capture a 
particular effect on SMB produced by blowing snow physics. For example, areas in which the 
net effect of blowing snow is to reduce sublimation significantly as well as to reduce 
precipitation and mass balance both (but, notably, not enough to generate a negative SMB) are 
represented in condition P0B0M0E0 (A1) (see Fig. C.31, far left). This condition largely 
captures windy coastal regions with high topographic variability. A similar condition (A2) 
occurs in which precipitation and mass balance is reduced, but sublimation is less effected; this 
captures higher elevation regions along the mountain range bisecting the AP. The areas where 
blowing snow physics would increase mass balance include the escarpment region, captured in 
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conditions B1 and B2. The effect of wind glaze on the East Antarctic plateau is captured by a 
combination of conditions A3 and A5 whereas the extreme erosion of enhanced Bl snowfall in 
low-elevation ice shelves is captured most succinctly in condition A4. 
 
Masks for SMB Regimes Produced by Blowing Snow 
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Figure C.31 Masks for SMB Dynamics based on conditions defined in Table 1. Restricted mask 
is shown in black. Relaxed mask is shown in grey A1 P0B0M0E0  A2:POBOMOE1  A3: 




SMB Classification: Regional Importance 
The relative contribution of each of these regimes to the difference in total surface mass balance 
between the models (NoBl – Bl) in a region is presented in Fig. C.32.  In absolute terms, the 
largest portion of the mass balance difference is captured in the A1 condition, in which 
precipitation is greater in the NoBl model, resulting in greater mass balance in regions which 
experience no wind glaze (but where sublimation differences are significant).  This regime is 
particularly dominant in the Antarctic Peninsula and West Antarctica. The next most prominent 
regime is identical to A1, excepting the lesser importance of sublimation differences.   
While the AP and West Antarctica are largely dominated by these two regimes, West Antarctica 
is also effected by the the A4 condition in low-lying ice shelves (in which more Bl precipitation 




East Antarctica, by contrast, is significantly effected by the condition (A5) in which 
greater precipitation is produced by the Bl model, but also significant erosion which results in a 
lower mass balance (and wind glaze). This is only minimally offset by the B1 or B2 conditions in 
the escarpment regions, which are the product of either greater snowfall and reduced sublimation 
or reduced sublimation alone. Note that while the restricted conditions do not overlap, the 
relaxed conditions will typically overlap (implying that a summation of all values in Fig C.34 
will exceed the difference between NoBl and Bl SMB). For example, within East Antarctica, the 







Regional SMB Difference Produced by SMB Regimes  
 
Figure C.32 Contribution of Blowing Snow SMB Regimes to (left to right) the Antarctic Peninsula (restricted), 
Antarctic Peninsula (relaxed), West Antarctica (Restricted), West Antarctica (relaxed), East Antarctica (restricted), 
East Antarctica (relaxed). 11-year averages with error bars showing 1 standard deviation over the period.  
To capture the total mass balance difference by watershed alone, the purely restricted condition 
is represented below by watershed (instead of region0. The relative contribution of each regime 
to a watershed’s difference in SMB produced by blowing snow (NoBl – Bl) shows the clear 







           SMB Regime Contribution to SMB Differences by Watershed (Restricted) 
 
Figure C.33 SMB Regime contribution by Watershed (restricted condition) 
 
7.3 SAMBA in situ Measurements Examined by SMB Regime/Region 
When SAMBA measurements are divided by  membership status  into each of these 
regime/region combinations, we can more easily isolate the precise dynamics in which the 
current blowing snow model fails (as well as where it succeeds). We have also introduced here a 
modified Bl surface mass balance value (BlM), which is calculated to exclude the loss due to 
erosion (consisting of precipitation – runoff – sublimation). This value is highly artificial because 
(a) snowfall in the Bl model is a combination of both original snowfall and deposition and (b) 
this neglects the effects of erosion on subsequent sublimation. This is employed here only to help 
ascertain dynamics in which the net effect of blowing snow dynamics on SMB is such that local 




shows the results (correlation coefficient and root mean squared error) of a comparison between 
overlapping MAR and SAMBA values for each regime/region. 
 
Table C.2 SAMBA values compared with MAR values by Regime and region. Shown are rmse, R-value and p-value 
, Blue cells :Bl model succeeds (R or rmse), Purple : Bl model succeds on at least one measure, but non-erosion 
model is still more successful. Red :NoBl model succeeds. Highlighted blue in red cells:where the modified (no 
erosion) Bl model is more successful.  Light grey cells :insufficient data . Dark grey indicates regime/region 
combinations in which data points are likely insufficient (resulting in inadequate p-values). 
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7.4 Regimes with Reduced Bl Precipitation 
The first two regimes account for the greatest absolute quantity of mass balance difference 
between the two models. Notably, they are differentiated by the importance of sublimation, but 
also (generally) represent very different topography. These capture the dynamics in the most 
common condition (where precipitation differences dominate mass balance differences). 
A1: P0_B0_M0_E0 
 
We find that in the regime which dominates the continent (A1: P0B0M0E0), where precipitation 
and mass balance are consistently greater in the NoBl model, where sublimation differences are a 
significant part of the difference in SMB and where no wind glaze occurs, the blowing snow 
model performs inconsistently, with distinct regional differences. Whereas the model performs 
poorly in either its original or modified state in the Antarctic Peninsula, ignoring erosion (BlM) 
improves either the correlation coefficient or the rmse in other regions. This suggests that the 
blowing snow model, as implemented in MAR, may overestimate erosion in these conditions, 
but that some erosion is necessary to achieve agreement with SAMBA values. This is shown 
more clearly in plots of MAR vs SAMBA SMB values (Fig C.34). While NoBl SMB (especially 
in the restricted condition) shows a consistent positive bias (Fig C.34b, red), Bl values show a 
consistently negative bias. However, the modified BlM values (Fig C.34, yellow) excluding 
erosion show a consistent positive bias, except at very high SMB values, where both the 








    
(a) (b) 
Figure C.34  MAR vs Samba values for (a) Bl and BlM (No Er) and (b) NoBl conditions for the A1: P0_B0_M0_E0 
condition over the continent. Vertical error bars show 1 std deviation of 11-yr MAR values, horizontal error bars 
show 1 std dev of SAMBA values within the MAR gridcell 
A2: P0_B0_M0_E1 
The second regime is identical to the A1 condition, except that sublimation is relatively 
unimportant.  This tends to capture high-elevation regions with significant topographic 
variability and generally high elevation. The rightmost cluster is representative of the datapoints 
available in the Antarctic Peninsula. In this instance, the NoBl model substantially overestimates 
SMB (Fig C.35b, red), while the Bl model underestimates it slightly (Fig C.35, blue). The 
removal of erosion (Fig C.35a, yellow) substantially improves the agreement with SMB values, 












Figure C.35 MAR vs Samba values for (a) Bl and BlM (No Er) and (b) NoBl conditions for the A1: P0_B0_M0_E1 
condition over the continent. Vertical error bars show 1 std deviation of 11-yr MAR values, horizontal error bars 
show 1 std dev of SAMBA values within the MAR gridcell 
 
Regimes with Increased Bl Precipitation 
The A4 and B1 regimes represent two conditions in which the Bl model produces enhanced 
precipitation. However, this captures both the low-lying ice shelves as well as deposition areas in 
the escarpment region. The relative success of the model in East Antarctica (as compared to the 
Ross and Ronne Ice Shelves in West Antarctica), suggests that dynamics in the ice shelves, in 
particular, may require substantial scrutiny in future work. 
A4: P1_B0_M0_E0 
 
This is the condition in which Bl produces more precipitation, but NoBL produces more mass 
balance, excluding where the blowing snow model produces a negative SMB value, and in 
regions where sublimation difference between the two are a significant portion of the difference 
in SMB.  In both the case of West Antarctica and East Antarctica (where these regimes are 




underestimates SAMBA SMB persists (Fig C.36). Correlation coefficients for both models are 
fairly poor for this regime in West Antarctica (see Table C.3) with a tendency to underestimate 
precipitation values in high SMB regions in both models. The cause for this is inconclusive, as 
this could suggest either that snowfall or water vapor deposition is excessive or that erosion is 
excessive. 
In East Antarctica, by contrast, the NoBl model performs better in the restricted 
condition, but in the relaxed condition, agreement between SAMBA values and both models are 
substantially improved, with the greatest agreement occurring with the modified Bl SMB, in 
which erosion is excluded (see Fig C.37). The relaxed condition captures a greater portion of the 
interior as well as contiguous regions of Queen Maud Land as well as Adelie Land and Wilkes 
land which were previously excluded, suggesting that a somewhat different local dynamic may 
be introduced here. As with the condition in West Antarctica, even though Bl values for 
precipitation alone are higher, they tend to underestimate Samba SMB. This suggests that many 
of the regions in which blowing snow produces greater precipitation are regions of snow 
redeposition, but where this redeposition is still underestimated. In the aggregate, this may help 













Figure C.36 MAR vs Samba values for (a) Bl and BlM (No Er) and (b) NoBl conditions for the A1: P1_B0_M0_E0 
condition over West Antarctica alone. Vertical error bars show 1 std deviation of 11-yr MAR values, horizontal 
error bars show 1 std dev of SAMBA values within the MAR gridcell 
 





Figure C.37 MAR vs Samba values for (a) Bl and BlM (No Er) and (b) NoBl conditions for the A1: P1_B0_M0_E0 
condition over East Antarctica alone. Vertical error bars show 1 std deviation of 11-yr MAR values, horizontal error 







This is the condition in which Bl produces more precipitation and more mass balance, excluding 
where the blowing snow model produces a negative SMB value, and in regions where 
sublimation difference between the two are an insignificant portion of the difference in SMB. 
This represents the escarpment region of East Antarctica, where there is substantial topographic 
variability. In the restrictive condition, this is where we see a substantially larger agreement with 
the Bl model, but even more so with the modified (no erosion model). However, while the 
overall agreement with the modified Bl model is higher (Fig C.38a, yellow), values at the lower 
end of SMB values appear to be best captured by the unmodified Bl values, suggesting either 










Figure C.38 MAR vs Samba values for (a) Bl and BlM (No Er) and (b) NoBl conditions for the A1: P1_B0_M1_E0 
condition over East Antarctica alone. Vertical error bars show 1 std deviation of 11-yr MAR values, horizontal error 







The final two regimes represent areas (largely in East Antarcica) which experience persistent 
negative SMB in the Bl model (see Fig. C.39 regarding observations of wind glaze). In regions 
closer to the edge of the plateau, the NoBl model produces more precipitation, but this is 
reversed when moving to the interior. In both instances, the NoBl model (though with a high 
correlation coefficient), must be ignored due to a high p-value in the restricted case. In both 
regimes, the modified Bl SMB (where erosion is excluded) performs substantially better than 
either the NoBl model (which is too high) or Bl model (which is too low). This suggests that in 
the most restricted case, wherever negative SMB values are persistent, erosion in the Bl model is 
excessive, whether or not enhanced snowfall is produced.  In the relaxed case (Bl and BlMod 
values shown in light blue and light green) of both regimes, we are returned to the global trend, 
in which the NoBl model has a positive bias, the Bl model a negative bias, and the modified 
version a slight positive bias. This suggests that in the aggregate, erosion is an important factor in 
producing accurate SMB estimates, but that at its current resolution and implementation, erosion 








This is the condition in which NoBl produces more precipitation and mass balance, including 
only where the blowing snow model produces a negative SMB value, and in regions where 







Figure C.39 MAR vs Samba values for (a) Bl and BlM (No Er) and (b) NoBl conditions for the A1: P0_B1_M0_E0 
condition over the continent. Vertical error bars show 1 std deviation of 11-yr MAR values, horizontal error bars 







This is the condition in which Bl produces more precipitation but a lower mass balance, ONLY 
where the blowing snow model produces a negative SMB value, and in regions where 









Figure C.40 MAR vs Samba values for (a) Bl and BlM (No Er) and (b) NoBl conditions for the A1: P1_B1_M0_E0 
condition over the continent. Vertical error bars show 1 std deviation of 11-yr MAR values, horizontal error bars 







8  11-yr Seasonal Averages of the Near-Surface Atmosphere 
8.1 Specific Humidity 
Absolute differences (NoBl – Bl) over the 11-yr seasonal averages (Fig. C.41 a-d) show that 
blowing snow impacts specific humidity in the summer season alone, specifically lower values in 
the East Antarctic coasts and, less dramatically, over the Antarctic Plateau in addition to a slight 
increase in specific humidity at the edges of the Antarctic Peninsula. Although absolute values 
appear significant only at the coasts, the differences as a percentage of NoBl (show a more 
distinctive shift between seasons in the interior. The Bl model suggests higher values in winter 
(MAM, JJA) in the High Plateau region (and to a lesser degree, the Ross and Ronne Ice Shelves), 
but lower Bl values for specific humidity in the High Plateau approaching the summer season 
(SON, DJF). 
An examination of annually averaged seasonal values suggests  a stronger pattern in the 
Ross Ice Shelf, Ronne Ice Shelf and Antarctic Peninsula regions than the decadal average, 
though these are inconsistent interannually. These are most significantly during the summer 
period (December-January-February), but also during spring (March-April-May). Because they 
appear in different spatial configurations from year to year, they are smoothed in the decadal 
mean, although the configuration is mirrored in the absolute differences in albedo over the 









Specific Humidity (g/kg): 11-yr Seasonal Avg Diff (NoBl – Bl) 
 
(a) JJA g/kg         (b) SON g/kg        (c)DJF g/kg      (d)MAM g/kg  
 
(e) JJA %            (f)SON %          (g)DJF %       (h)MAM %  
Figure C.41 NoBl - Bl diff for Specific Humidity (g/kg) for JJA (a) SON (b) DJF (c) MAM (d): percentage 
difference (NoBl – Bl) / NoBl * 100 for JJA(e), SON(f), DJF (g), MAM (h) 
 
8.2 Albedo 
Albedo differences themselves are prominent only in the summer months (Fig 39 c), showing 
lowered albedos for the Bl model in the Ross and Ronne Ice Shelves as well as coasts the 
Antarctic Peninsula. The Amery Ice Shelf alone shows a consistently higher albedo. These are 
likely the product of three separate net effectsof blowing snow physics on surface mass balance 
components. The first is the increased summer melt produced in low-lying regions of the 
Antarctic Peninsula. Increased albedo in the Ronne and Ross Ice Shelves, by contrast is likely 
the product of reduced SMB as a product of erosion, despite increased snowfall Finally, the 
higher albedo in the Amery Ice Shelf is likely a product of increased snowfall unaffected by any 







Albedo: 11-yr Seasonal Avg Diff (NoBl – Bl) 
 
 
(a) JJA        (b)SON            (c)DJF          (d)MAM  
 
Figure C.42 NoBl – Bl diff for Albedo 11-Yr Seasonal Avg for JJA (a) SON (b) DJF(c) MAM(d).  
 
8.3 Windspeed 
The general windspeed regime for both NoBl and Bl is similar and fairly consistent through the 
seasons (Fig. C.43), with higher average windspeeds at the Eastern coast and at the edge of 
Transantarctic mountains and lower windspeeds in the High Plateau as well as at lower 
elevations in the Ronne Ice Shelf, Ross Ice Shelf and coasts of the Antarctic Peninsula. 
One of the potential effects of blowing snow is the immediate reduction of surface wind speed 
(due to increased humidity), although more complex dynamics can play a role in changing 
windspeeds as well. Higher winds also have the potential to restrain the sublimation process (and 
therefore the effect on upper layers of the atmosphere). In order to capture how persistent the 
phenomenon is throughout the atmospheric column, we will compare MAR values at the 1st 
atmospheric layer ( 0.9996 * surface pressure) and at the 4th atmospheric layer (0.9977 * surface 
pressure).  
Windspeed differences in the winter months show a spatial trend in which higher Bl  
windspeed values in the 1st atmospheric layer (in the Antarctic Peninsula and West Antarctica 
dissipate before reaching the 4th atmospheric layer. (Fig. C.44, C.45). Similarly, lower Bl 




the 4th atmospheric layer. A trend of lower windspeeds in Marie Byrd Land, by comparison, does 
persist into the 4th atmospheric layer. Finally, a trend for lower Bl windspeeds in a ridge of the 
High Antarctic Plateau is shown in the summer months which is consistently present in the 4th 
atmospheric layer throughout the year. This corresponds to the region of lower absolute 
windspeeds in the High Plateau. This suggests that the blowing snow dynamic manifests only at 
lower atmospheric layers in the first lower-elevation areas (AP, West Antarctica, Amery Ice 
Shelf) while penetrating upper layers in the latter higher-elevation areas (Marie Byrd Land and 
the High Plateau). The reduced windspeed in the Bl model surrounding the Ross Ice Shelf in 
particular corresponds to both a dramatic difference in elevation, a pattern of blowing snow flux 
(and reduced snowfall) at the edge of the mountain range. This is accompanied by the downslope 
Ross Ice Shelf itself experiencing increased snowfall as well as increased specific humidity in 






Wind Speed 1st Layer (m/s) : Bl 11-yr Seasonal Avg 
 
   (a) JJA          (b) SON           (c) DJF               (d) MAM 
 
Figure C.43 Windspeed (Bl) in m/s for (a) JJA (b) SON (c) DJF (d) MAM 
  
 
Wind Speed 1st Layer (m/s) : Diff 11-yr Seasonal Avg 
  
(a) JJA m/s     (b)SON m/s  (c)DJF m/s             (d)MAM. m/s  
 
 
(e) JJA %              (f)SON %  (g)DJF %             (h)MAM %  
 
Figure C.44 NoBl – Bl diff for 11-Yr Seasonal Avg for Wind Speed (m/s) at the 1st atmospheric layer for JJA (a) 








Wind Speed 4th Layer (m/s): Diff 11-yr Seasonal Avg 
 
 
(a) JJA m/s            (b) SON m/s           (c) DJF m/s        (d) MAM     m/s  
 
 
(e) JJA %              (f) SON %               (g)DJF %             (h) MAM %  
 
Figure C.45 NoBl – Bl diff for 11-Yr Seasonal Avg for Wind Speed (m/s) at the 4th atmospheric layer for JJA (a) 
SON (b) DJF (c) MAM(d).  Percentage difference (NoBl – Bl) / NoBl * 100 for JJA(e), SON(f), DJF (g), MAM (h) 
 
8.4 Sensible Heat Flux 
Seasonally-averaged differences in Sensible Heat Flux are fairly consistent from year to year. In 
winter months, this is shown by a generally increased flux throughout the continent for the Bl 
model, with the effect growing more dramatic at the edges of the High Plateau (Fig. C.46, 
a,de,h). In the summer months, the sensible heat flux is reduced in the Bl model in both the High 
Plateau (and higher elevation areas in West Antarctica) as well as the Ross Ice Shelf. sThe 
absolute effect appears minimal, but as a proportion of the absolute sensible heat flux of the 






Sensible Heat Flux ( W/m2): Diff 11-yr Seasonal Avg. 
 
 




(e) JJA %          (f)SON %         (g)DJF %                   (h)MAM %  
 
Figure C.46 NoBl-Bl diff for 11-Yr Seasonl Average for Sensible Heat Flux (W/m^2) for JJA(a) SON(b) DJF(c) 
MAM(d). percentage difference (NoBl – Bl) / NoBl * 100 for JJA(e), SON(f), DJF (g), MAM (h) 
 
8.5 Surface Temperature and Temperature at the 1st atmospheric layer 
Surface (Fig. C.47) and 1st layer (Fig. C.48) temperature tends are predictably largely similar to 
those of Sensible Heat Flux. However, both of these variables show a consistent trend in the 
Ross and Ronne Ice shelves for a relative temperature difference which is present throughout the 
year, but most pronounced during the summer season.  However, the winter increase (and 
summer decrease)  in Bl temperature at a ridge in the High Plateau is coincident with a reduced 






Surface Temperature (°C): Diff 11-yr Seasonal Avg. 
 
(a) JJA (°C)            (b)SON (°C)         (c)DJF (°C)      (d)MAM (°C)  
 
Figure C.47 NoBl - Bl diff for 11-Yr Average for Surface Temp (C) for JJA(a) SON(b) DJF(c) MAM(d).) 
 
 
Temperature - 1st Atmospheric Layer (°C): Diff 11-yr Seasonal Avg. 
 
         (a) JJA (°C)              (b)SON (°C)     (c)DJF (°C)               (d)MAM (°C)  
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