


















In recent years, touch devices such with vibration actuators have become popular.
it is expected that application development that incorporates texture expression us-
ing vibration will become more common. When developing the app, it is necessary
to convey the texture intended by the designer to the user. However, it is difficult
for designers to develop applications that incorporate texture presentation using vi-
bration in terms of design, display, and augmentation of texture. Thus, this research
has developed three technologies related to the design, presentation, and augmen-
tation of texture. Regarding design, we developed a vibration design technology
that can generate vibrations intuitively, using a vibration generation model as the
core technology. we constructed a vibration generation model that takes material
types and images as inputs of material information. This made it possible for the
application developer to intuitively design the vibration corresponding to the ma-
terial. Regarding display, we proposed a vibrator transparent system that absorbs
the frequency characteristics of vibrators between different vibrators and outputs
the same vibration when the same control signal is used. The output vibration
of this system does not depend on the change of the frequency characteristics of
the vibrator in the presentation environment, but can depend only on the input
signal. In other words, in this system, even if the vibrator at the time of design
and the vibrator at the time of presentation are different, the output vibration can
be reproduced only by reusing the input signal designed in the past. Regarding
augmentation, we developed a texture augmentation technology that augments the
texture perception by vibration using visuo-haptic interaction. With the technology,
the texture perception can be changed using only vibration, and thus, it is possible
to emphasize the texture expression using vibration after designing the vibration,
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第 1章 序論 16
ンドユーザへの提示までのプロセスを考えた際に，本研究では，図 1.1に示す 3つ
の問題に着目した．






































































































































（Subcutis）の 3層に分けられる（図 2.1） [9]．
図 2.1: Vertical section through the skin of the human hand. Quoted from [10]
皮膚感覚の機械受容器は，表皮と真皮の境界から皮下組織にかけて分布する．皮
膚無毛部に存在する機械受容器は，マイスナー小体（Meissner’s corpuscle），パチニ








と機械的刺激への神経発射特性から 4種類に分類される [11]．速順応 I型単位（fast
adapting type I unit: FAI），速順応 II型単位（fast adapting type II unit: FAII），遅
順応 I型単位（slowly adapting type I unit: SAI），遅順応 II型単位（slowly adapting
type II unit: SAII）の 4つである．FAIと SAIの受容野は直径数mm程度で小さく，
受容野の境界ははっきりしている [10]．それに対して，FAIIと SAIIの受容野は大
きく，受容野境界は不鮮明となっている．







第 2章 触覚に関する知見 24
ひらに向かって密度が減少する．機械受容単位ごとに見ると，FAIと SAIがこの傾
向が顕著であることがわかる．
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ϕ(I) = kIe (2.1)
となることが知られている [14]. 指数 eは知覚強度の変化率を定義するものであ





5 msの短いタイミングで連続する振動パルスを区別できる [19]. このタイミングの


































































































































図 3.2: Editor window of posVibEditor. Quoted from [31]
Schneider et al. [26]はウェブブラウザベースの編集環境であるMacaronを開発し
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る際の振動を記録することを行う．近年では，振動記録ツール [34,35]として廉価な
ものが登場しつつある．





図 3.4: TECTILE TOOLKIT. Quoted from [34]
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43]，Variational Auto Encoder(VAE) [44,45]，Generative Adversarial Network(GAN) [7,
46]の 3つがある．以下に 3つの生成モデルに関する利点と欠点を表 3.2に整理し比
較する．













































































































図 3.5: Architecture of the inference model. c⃝2020 IEEE











ある．素材の属性を示す素材ベクトルとは例えば，(c木材 A, c金属 B, c布 C ,
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素材属性・画像・加速度データが組になっているLMT Haptic Texture Database [37]を，
データセット作成者の許可を得た上で利用した．同種のデータセットであるPENN
Haptic Texture Databaseは様々なペンの速度やペンに印加する力のばらつきのある
状態で加速度が記録されているのに対して，LMT Haptic Texture Database（以降，
データセットと呼称）はペン速度やペンへの印加力の制御下における加速度信号を
提供している．本データセットには 9種の素材カテゴリ（1. Meshes，2. Stones，3.
Blank glossy surfaces，4. Wood Types, 5. Rubbers，6. Fibers，7. Foams，8. Foils






















































データセットで提供されている素材表面の画像は 320 × 480であった．各素材に
対して 10サンプルずつ存在している．この画像に対して次のようなデータ拡張を
行った上で Encoderに入力する．画像をランダムに 1倍から 1.3倍に拡大し，その
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後ランダムな範囲で 128× 128に切り抜き，水平方向・垂直方向にランダムに反転さ
せ，最後にランダムな角度で回転させた．また上述の標準的なデータ拡張に加えて，
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させる．学習時には，図 3.5には記載していないDiscriminatorと合わせてGenerator
を学習させる．GeneratorとDiscriminatorのアーキテクチャを図 3.8に示す．
図 3.8: Architecture of Generator and Discriminator. c⃝2020 IEEE
Generatorはデータ x = G(z, c)を生成する．Discriminatorはデータセット内のス
ペクトログラムもしくはGeneratorの生成したデータ x = G(z, c)を入力とし，xが
データセット内のデータであると判断した確率D(x)と入力されたデータの素材ベ


























評価フレームワークの適用は難しい．GANの定量評価は通常は Inception score [61]
やその改良版のFréchet Inception Distance (FID) [62]が用いられるが，今回のケー


































素材クラスは図 3.9の 9つを用いた．この 9つは，データセット [37]に存在する
9つのカテゴリから 1つずつ選択したものである．Generatorによる生成の際の素
材の指定は，例えば図 3.9の素材 “Squared Aluminum Mesh”を指定する場合には，
(cSquaredAluminumMesh,
第 3章 振動の生成モデルによる質感設計 48
cGraniteTypeV eneziano, · · · ) = (1, 0, 0, · · · )と，対象素材の成分だけ 1とした素材ベクト
ル cをGeneratorに入力することで行う．




















f |PS1(f) + PS2(f)|
(3.1)
ここでDは spectral dissimilarityを表し，PS(f)は信号 Sのある周波数における
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図 3.10: The spectrogram for each class label in test dataset and the one generated
by generator. c⃝2020 IEEE
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図 3.9に示した 9種類の素材クラスの，各クラス 10個のテストデータ（合計 90





Aluminum Meshクラスの生成データとテストデータ間の spectral dissimilarityは
0.64であった．
図 3.11: Confusion matrix of spectral dissimilarity between generated data and test
data in terms of class. c⃝2020 IEEE
また，テストデータ内での全組み合わせについても spectral dissimilarityを計算
した．以上を踏まえて，以下の 3種の spectral dissimilarityに関して，図 3.12にク
ラスごとに示す．
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• (ア)テストデータ内で同一クラスの場合の spectral dissimilarity（青色）
• (イ)テストデータと生成データ間で同一クラスの場合の spectral dissimilarity
（緑色）
• (ウ)テストデータと生成データ間で異なるクラスの場合の spectral dissimilarity
（橙色）





なかった（p > 0.05)．つまり，生成データの同一クラス内での spectral dissimilarity
は，テストデータの同一クラス内での spectral dissimilarityと，分布として差がな
いという仮説は否定されなかった．
図 3.12: Spectral dissimilarity for each class (in the case of generator model)








図 3.13: The spectrogram for each class label in test dataset and the one generated





• (ア)テストデータ内で同一クラスの場合の spectral dissimilarity（青色）
• (イ)テストデータと生成データ間で同一クラスの場合の spectral dissimilarity
（緑色）
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図 3.14: Confusion matrix of spectral dissimilarity between generated data and test
data in terms of class.
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末（Apple Inc.， iPad Pro 9.7inch)，アンプ（Lepai Inc.，LP-2020A+)，および振
動子付きペン型デバイスの 3つから構成される（図 3.16）．ペン型デバイスは自作
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したものである．
図 3.16: Experimental system. c⃝2020 IEEE
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Yardstick of a Moving speed
Texture’s name (Generator Ex.) or image (E2E Ex.)
Moving start point Moving end point
You feel reality of A
Which do you feel generated data?




Moving the pen device (about 100 mm)
VAS scale (100mm)
図 3.17: Experimental window. Left: The material class name or material image
is visualized on upper side of the screen. Right: Users evaluated the realism of the
vibration and identify which is the generated one by pushing buttons. c⃝2020 IEEE
図 3.18: Percentage of identifying which stimuli were generated one out of two.
c⃝2020 IEEE














けるテストデータの振動に対するリアリティの評価値の平均は 71.4 ± 2.04であり，
生成振動に対する評価値の平均は 70.3 ± 1.81であった．Studentの t検定をテスト
データと生成データ間の平均値に対して行ったところ，Generator実験における素材
Bamboo(p = 0.025)とE2E実験における素材 Squared Aluminum Mesh(p = 0.026)，
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図 3.19: Felt realism for test signals and generated ones. c⃝2020 IEEE
































感デザイナが 2つの異なる特定の素材を表現する素材ベクトル c1と c2の間で補間さ
れた素材ベクトル cinterpolationを次のように，Generatorにさまざまに変化させて入
力するケースを想定して評価を行った．






























図 3.20: Results of the principle analysis. c⃝2020 IEEE
3.20に示されている．
これらの素材のペアから合成した素材ベクトルに基づき，生成したスペクトログ




cが cTeak と c2の間で補間されたときに，生成されたスペクトログラムを前回の
PCAの 2次元空間にマップした（図 3.22）．αは 0.05の間隔で増加し，cTeakと c2
の各ペアに対して 200個のスペクトログラムが生成される．中間のスペクトログラ
ムは，αがゼロで c = cTeakの場合，「Teak」の位置にある（青色でプロット）．αが
1で c = c2の場合，赤でプロットされる．αが増加するにつれて，青から赤への連
続的な遷移し，生成された中間信号の連続的な遷移を示している．
AC-GANの学習が失敗するパターンの 1つとしてmode collapse(離散的なデータ
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知覚の観点から評価する．参加者の数は 10人（男性 8人，女性 2人）で，22歳から
25歳だった．すべての参加者は右利きだった．
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図 3.22: Spectrograms generated from intermediate material vectors are mapped on








1. c1: “Squared Aluminum Mesh”, c2: “Aluminum Plate”
(同じ素材だが，異なる表面形状を持つ)
2. c1: “Carpets”, c2: “Jeans”
(類似した素材)
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3. c1: “Aluminum Plate”, c2: “Granite Type Veneziano”
(異なる素材)







クトル cを合成した．αを 0.0，0.2，0.4，0.5，0.6，0.8，および 1.0に設定して，素
材ベクトル cのバリエーションを合成した．αがゼロに近い場合，素材ベクトル cは









図 3.23: Experimental window. c⃝2020 IEEE









図 3.24: Percentage of answers that said the intermediate vibration was close to
the vibration generated from the material vector c1. The error bar represents the
standard error computed from the average percentage of participants. c⃝2020 IEEE
図 5.11は参加者が，中間振動が素材ベクトル c1から生成した振動に近いと判断し











図 5.11では，いずれの折れ線も単調に変化しているが，c1の c2 選ばれる確率が
50%となるαは，2)の “Carpets”と “Jeans”のペアと 4)の “Jeans”と “Granite Type
Veneziano”のペアの場合にはαの値が 0.5からずれていた．すなわち，αを 0.5にし
ても，ペアによって生成される振動は中間になるとは限らないことがわかった．
2)の “Carpet”と “Jeans”にみられるずれの理由は，参加者にとって “Carpet”の
方が “Jeans”よりも振動を想像しやすかったことに起因すると考えられる．そのと
きに，参加者が “Jeans”を αが 0.5のときにも選ぶ傾向が合ったと考えられる．



















実験参加者は 22歳から 25歳まで男女 16名（男性:12 名，女性:4 名）で，参加者
は全員右利きであった．
タスク
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をweb上から抽出した．これらの素材画像を E2Eモデルへ入力し生成振動を得た．
実験時には，これらの素材画像を視覚提示し，また生成振動を触覚提示した．
本実験では，前節と同様にタブレット (Apple Inc.,iPad Pro 9.7 inch)，把持部に























結果を表 3.5.1の混同行列に示す．各行に素材画像に対する全 32回答（参加者 16
名 × 2回答/1名)中の，各生成振動への回答回数が示されている．また，最も右の
列に各素材画像に対する正答率が示されている．全体として，83.3%の確率（正答
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Which stimulus matches the image?
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図 4.3: The problem of the vibrator opaque system. The vibration cannot be repro-




























































図 4.4: The vibrator transparent system equalizes the output vibration with respect
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(1) system identification
of vibrators
(3) adaptation of input signals
(2) calculation of 
adaptation filter






















































速度のセンシングができる．PC (Windows 10 Intel Core-i9 3.3GHz)上の pythonプ
ログラムが，マイコン (Teensy3.6 ARM Cortex-M4 180MHz)へセンシングをトリガ
する同期信号を送る．同期信号を送ったタイミングでM系列信号を再生する．511Hz



































図 4.7: Left: Data flow through experimental system for measurement including
microcontroller, amplifier, vibrator, and acceleration sensor. Right: Side view of
the vibrator and acceleration sensor hanging in the air. c⃝2020 IEEE
今回以下の 5つの振動子を評価に用いた．同定した伝達関数を以下の図 4.8に示す.
#1: Haptuator Mark II TL002-09-C (Tactile Labs)
#2: Haptuator MM3C (Tactile Labs)
#3: Force Reactor (Alps Alpine)
#4: VibroTransducer VP2 (Acouve Laboratories)
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ターゲット振動子をHaptuator Mark IIもしくはTacHammerとした場合を図 4.9に
示す．両方の適合化フィルタは 250から 400Hzまでの範囲で高いゲインを保持して
いる．これはForce reactorが他の振動子に比べてこの周波数範囲で高いゲインを持
つことに起因する（図 4.8参照）．2つの適合化フィルタは 50から 100Hzまでの範
囲で異なっている．これは TacHammerが Haptuator Mark IIよりも高いゲインを
持っていることに起因する．






















表 4.1: Class names and the number of subclasses in the dataset. c⃝2020 IEEE



























Force Reactorでターゲット振動子がHaptuator MM3Cの場合である. 入力信号は
素材クラス C1の一つ目のサブクラスのものを用いた．この図によると，振動子透
過システムは振動の再現性を向上することが 1例にて示されている．
reference vibrator (Force Reactor)
target vibrator (Haptuator MM3C)
reference vibrator (Force Reactor)
target vibrator (Haptuator MM3C)
図 4.10: Top: vibration waveforms of vibrator opaque system. Bottom: those of
vibrator transparent system． c⃝2020 IEEE






表 4.2: Three approaches compared in this evaluation. c⃝2020 IEEE
approach# vibrators input signal to
target vibrator








































図 4.12: Comparison of approaches on spectral dissimilarities across all input signals








目して spectral dissimilarityの比較を行った (図 4.13). レファレンス振動子とアプ
ローチによる spectral dissimilarityに対する二要因分散分析を行った．その結果，レ
ファレンス振動子 (F (4, 2155) = 94.8, p < 1.0 × 10−5) とアプローチ (F (2, 2155) =
2859.3, p < 1.0 × 10−5) の両方による主効果が見られた．また交互作用も見られた
(F (8, 2155) = 82.1, p < 1.0 × 10−5). 各レファレンス振動子の種類による効果の違
いを見るために，Tukey HSD testにより多重比較を行った．その結果，いずれのレ
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ファレンス振動子においても振動子透過システムの方が有意に spectral dissimilarity
が小さいという結果となった (p < 0.01).
続いて，ターゲット振動子に着目して spectral dissimilarityの比較を行った (図
4.14). ターゲット振動子とアプローチによる spectral dissimilarityへの二要因分散
分析を行ったところ，ターゲット振動子 (F (4, 2155) = 202.3, p < 1.0×10−5)とアプ
ローチ (F (2, 2155) = 2822.3, p < 1.0× 10−5) の両方よる主効果が認められた．また
交互作用も見られた (F (8, 2155) = 23.3, p < 1.0× 10−5). 次に，各ターゲット振動子
において，振動子透過システムと振動子依存システムの差を検証するため，Tukey
HSD testを行った．その結果，いずれのターゲット振動子においても振動子透過シ
ステムの方が有意に spectral dissimilarityが小さいという結果となった (p < 0.01).
図 4.13: Comparison of spectral dissimilarities with respect to reference vibrator.
c⃝2020 IEEE
次に，入力信号の素材クラスに対する振動子透過性の効果を見るため，各素材ク
ラスに着目して分析した (図 4.15). 入力信号の素材クラスとアプローチによる二要
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図 4.14: Comparison of spectral dissimilarities with respect to target vibrator.
c⃝2020 IEEE
因分散分析を実施した．その結果，入力信号の素材クラス (F (7, 2146) = 2.67, p =
0.9× 10−2)とアプローチ (F (2, 2146) = 1986.4, p < 1.0× 10−5)の双方に主効果が認
められた．また交互作用も確認された (F (14, 2146) = 3.74, p < 1.0× 10−5). さらに
Tukey HSDにより，各素材クラスにおいて，振動子透過システムの場合の方が振動
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現れている．
他の例として，Force reactorがレファレンス振動子の場合には，振動子依存システ
ムにおいて最も spectral dissimilarityが大きいことが観察された（図 4.13と図 4.14).
この要因の 1つは，Force reactorの周波数特性が他の振動子と顕著に異なっている








図 4.16: Experimental environment. c⃝2020 IEEE
本実験では，Haptuator Mark IIをレファレンス振動子として用いた．その理由は，
前節の図 4.13において，レファレンス振動子群を比較したときに平均的なパフォー
マンスであったためである．ターゲット振動子は Haptuator Mark II以外の 4つの
振動子とした．













5. 1と 2間の類似度と，3と 4間の類似度を比較し，近い方を回答する．
1. 4.でソースなる入力信号は同一である．各参加者は 160試行を実施した（4つ
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表 4.3: Number of times and probability that the vibration played by the vibrator



























































Okamoto et al. [95]は共通的な次元として，粗滑（Fine roughness/Smoothness）・硬
軟（Hardness/Softness）・冷温（Coldness/Warmness），凹凸（Macro roughness），




第 5章 視触覚間相互作用による質感拡張 97
表 5.1: Tactile dimensions for texture in the studies. Quoted from [95]

































































擬似的な”force field”を生成する手法があり，メニュー選択 [111] [112]や，整列タス
ク [113]において有効である．ポインタが目標物に引き寄せられる動きから，ユー
ザはポインタに牽引力を知覚する，と報告されている [109, 114]．このバーチャル
な力は，Optically simulated haptic feedback [115]や VisualHaptics [116]，そして
pseudo-hapticsとも呼ばれ，触覚分野で近年注目を集めている．
pseudo-hapticsによる力覚提示



































質感次元のうち，粗さ感 [116]，凹凸感 [118,119]，摩擦 [106,120–122]，硬軟感 [123,
124]，に関しては pseudo-hapticsによる提示が試みられている．このうち本節で対
象とする凹凸感・摩擦感に対して詳細に述べる．
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凹凸感に関し，画面に映る平面上にポインタによる視覚提示のみを用いて凹凸を







119]による表現手段も検討されている．例えば，Watanabe et al. [116]は凸の頂点付
近ではカーソルサイズを大きくすることで凸を表現した．逆に凹の形状の場合には
カーソルサイズを小さくする．Argelaguet et al. [119]も同様の表現手法を検討した．
上記の凹凸感の表現手法はマウスやタッチパッドの入力だけでなく，タッチスク
リーン環境でも検討されている [125].
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凹凸 ×（提示困難） 〇 (Lecuyer et al. 等により様々なユースケースで検討済 )
△（検討が限定的であり以下の重要なユースケースが未検討）
　・動摩擦だけでなく静止摩擦を含めた提示





図 5.3: The concept of a method to present a static frictional sensation using pseudo-








































































図 5.6: If the user moves the input device at the stick phase, the virtual string is
extended. c⃝2020 IEEE
本節での仮説を整理すると以下のようになる．


































(質量m)，バネ (バネ係数 k), ダンパ (ダンパ係数 c)を含む（図 5.4). バーチャルな
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ペンは床面に対して垂直抗力N = mgを加え,摩擦力 F はペンに床面からかかって
いる．ユーザのバーチャルなペンは位置 xにある. この位置 xはペンとバネおよび
ダンパで接続されている．
slip時には，ペンの動きは以下のように表現される．
mẍ+ cẋ+ kx = Fk, if ẋ < 0, (5.2)
mẍ+ cẋ+ kx = −Fk, if ẋ > 0 (5.3)
ここで xはペンの位置であり，バネの自然長は 0とした．動摩擦力はFk = µk ·mg
となる. slip時には slip状態から stick状態への遷移がペンの速度 ẋが 0となったと
きに起きる.
stick時には ẍ = ẋ = 0である．stick状態から slip状態への遷移は kx > Fsmaxで















参加者は 22歳から 25歳までの右利きの 10人（男性 8人，女性 2人）であった．
第 5章 視触覚間相互作用による質感拡張 108
図 5.8: Window used in the experiment. c⃝2020 IEEE
図 5.9: Experimental system. c⃝2020 IEEE
実験環境
参加者はタッチペンをタッチパッド上で動かし画面上のポインタを操作した．実
験画面を図 5.25に示す. 黒いポインタが画面中央にあり，70 pixel分中央から右に操
作する．ポインタ位置は前述のポインタ制御機能により可視化制御される．バーチャ
ル紐を可視化する条件としない条件が存在する．実験装置はラップトップPC(Apple
Inc., MacBookPro)で付属のディスプレイ (2880 pixel x 1800 pixel, retinal display)
を用いた（図 5.9）. 参加者はノイズキャンセリングヘッドフォンを装着し，ホワイ
トノイズを聞いて外界の音響から遮断された．
摩擦モデルでのパラメータは次のものを用いた：g = 9.8m/s2, k = 0.1N/m, µk =
0.1, and Cl = 2000. シミュレータは 100 Hzで動作した．

















うがより大きな摩擦を感じた確率を示す．心理物理曲線として f(x) = 1
1+exp(−A·(x−B))
を用いてフィッティングした．AおよびBの値は，バーチャル紐あり条件では 0.068









静止摩擦係数が 0.4から 1.0のときには, 90%以上の確率でロバストに感じられるこ
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図 5.10: The probability that participants felt the comparative stimulus resulted in







参加者は 22歳から 25歳までの右利きの 10人（男性 8人，女性 2人）であった．
実験環境
実験環境は前節と同一である．





設定値を用いた．このうち標準刺激を µsが 0.7とし，比較刺激を µsが 0.4, 0.5, 0.6,




タンの種類は”大きく減少 (-0.10)”, ”減少 (-0.05)”, ”微減 (-0.01)”, ”微増 (+0.01)”,
”増加 (+0.05)”, or ”大きく増加 (+0.10)” とした．初期値は 1.0に設定されている.
各試行における回答の時間制限は設定されていなかった．






係数は知覚強度への主効果が認められた (F (6, 54) = 4.22, p = 0.0012). Tukeyの多
重比較を全てのペアについて実施したところ，µsのペアが 0.4と 1.0間 (p<0.01), 0.5
と 1.0間 (p<0.05), そして 0.6と 1.0間 (p<0.05)で有意差があった. このタスクはマ
グニチュード推定法に従っていたため，スティーブンの冪等則 ϕ(µs) = kµβs にフィッ
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****
** : p< 0.01
p< 0.05:*
φ(μs) =1.12 * μs 0.204
図 5.11: The ratio of the subjective intensity between the comparison and standard
stimuli. The standard error for each plot and the fitting curve to Steven’s power




であり，µsが 1.0のときには，その比は 1.16であった．その比の比は 1.23であった







に置かれるため，指でポインタが隠れてしまい（fat finger problem [129])，ポイン




























実験参加者は 10人（22歳から 24歳までの男性 8人と女性 2人）であった．全て
の参加者は右利きであり，実験においても右手で背景に対するなぞり動作を行った．
実験環境








図 5.13: Dot patterned image. c⃝2020
IEEE
図 5.14: Dot patterned image displayed on
touchscreen. c⃝2020 IEEE
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指の入力からディスプレイの更新までに，遅延が存在する．この遅延をハイスピード















比が切り替わり，比較刺激の背景となる（0.1, 0.4, 0.7, 0.9, 1.0, 1.1, 1.3, 1.6, 1.9）．
参加者は背景をなぞり動作を背景を上から下にスクロールする．このスクロールが
終わると，どちらの背景に擬似的な抵抗感を感じたかを選択する．ボタンが視覚提
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示部の左端に表示されるので，それを左手の指で押下して回答する．比較刺激のCD
比は，カウンタバランスの順になっている．























回答割合が 50%となる主観的等価点（PSE）のCD比は 1回動作で 1.05, 5回動作
で 0.93であった．75%となる上弁別閾（UT）の CD比は，1回動作で 0.34, 5回動
作で 0.79であった．25%となる下弁別閾（LT）のCD比は，1回動作で 1.75, 5回動
作で 1.05であった．上弁別閾と下弁別閾の大きさ（LT-UT）で算出される「標準刺
激と比較対象刺激との区別が不確実な範囲」を表す不確定帯（IU)は，1回動作で，
1.41，5回動作で 0.26であった．「判断回数の 50%の信頼率で弁別される 2刺激間の
最小差異」を表す JNDは，恒常法の場合 IUの半分の値で表されるものにより算出
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図 5.16: Probability of answer that the perceived friction. c⃝2020 IEEE
反復回数 LT PSE UT IU JND
Single condition 1.75 1.05 0.34 1.41 0.71
5 times repeated condition 1.05 0.93 0.79 0.26 0.13





























図 5.17: Combination of pseudo-haptics and vibrotactile feedback to present macro
roughness. Quoted from [124].
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図 5.18: Combination of pseudo-haptics and vibrotactile feedback to present stiff-




表 5.5: 先行研究における振動と pseudo-hapticsの統合提示の検討状況
質感次元
〇 (Okamura et al. 等 ) ？（未検討）
？（未検討）
〇 (Okamura et al. 等 )
×






〇 (Hachisu et al.)








図 5.19: Our proposed method uses a pseudo-haptic effect to modulate the fine

























図 5.21: Differences in visual oscillation trajectory according to the configuration of
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Xvis = Xorigin +Xdelta (5.4)
Yvis = Yorigin + Ydelta (5.5)
Xdelta = C ∗ α ∗ random(−1, 1) ∗ abs(V ) (5.6)
Ydelta = C ∗ α ∗ random(−1, 1) ∗ abs(V ) (5.7)
ここで，Xoriginは本来ポインタがあるべき位置の x座標で，Yoriginは y座標であ
る．x軸，y軸は画面上の縦横に対応する．Xvisと Yvisは可視化されたポインタ位置
である．Xdeltaと Ydeltaは変位であり，移動速度 V と係数 αと-1から 1までの値を




動速度 V が大きい場合，変位量は大きくなる．これらのパラメータの関係を図 5.23
に示す．










図 5.23: The relations between the original and the visualized pointers. The position




た．視覚条件による粗さ感への効果を検証する．参加者は 22歳から 25歳までの 10
人（男性 8人，女性 2人)であった全参加者は右利きであった．
実験環境
図 5.24: An experimental system is shown. In this system, the user moved the pen-
shaped device on the touchpad surface while receiving vibrational tactile feedback
via the pen c⃝2020 IEEE
参加者のタスクは振動子内蔵のペン型デバイスをタッチパッド上で動かすことで
あった（図 5.24). 参加者はポインタを 2つの長方形領域で動かした（図 5.25)．2つ
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Left Right
Two rectangle area where users move the pointer
Virtual pointer
Elonging bars at 10.4 mm/s
Radio button




実験環境はラップトップ PC (Apple Inc., Mac Book Pro 15 inch, 220ppi) と付属
のタッチパッドと付属ディスプレイ（2880 x 1800 pixels retinal display），アンプ
(Lepai Inc., LP-2020A ), そしてペン型デバイスであった．ペン型デバイスは 3章で
用いたものと同一である．
ポインタ制御機能の設定値
前節で述べた係数 αがこの実験の変数であり，0, 1.5, 2, 2.5, もしくは 3のいずれ
かであった．左右どちらかの領域の αは 0にセットされており，この領域を「視覚




た．この値は，ペンの移動速度が 10.4 mm/s (90 pixels/s) でαが 2のとき, Xdeltaと
Ydeltaが-0.21 mm (1.8 pixels)から 0.21 mm (1.8 pixels)から一様にサンプルされる
ように設定された. αが 3のとき, Xdeltaと Ydeltaは-0.3 mm (2.7 pixels)から 0.3mm









振動の周波数はペンの移動速度 V に依存している．この実験では λの値は 1/3,
1/5, もしくは 1/7に設定された. λが 1/5のときに，ペンの移動速度V が 10.4 mm/s
(90 pixels/s)とすると，周波数は 9 Hzであり，波長は 1.15 mm (10 pixels)であった.
振動の条件を振動条件と呼称する．Aは振幅を表し，φは位相を表す．この実験で
は振幅Aは一定であった．振幅Aは電圧により定義される．λが 1/5でペンの移動
速度が 10.4 mm/sのときの振動子にかかる peak-to-peak電圧は 4.67 Vであった.













帰無仮説として，カイ二乗適合度検定が各条件に対して実施された (表 5.6). 表 5.6
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は視覚的振動あり領域が選択された回数が各条件に対して記されている．全条件に
おいてチャンスレベル (50%)から有意に差が認められた (p<0.01)．これは，今回使
用された 1.5から 3までの αであれば,参加者は αが 0の場合よりも，振動が粗く感
じられたことを示している．すなわち，全条件において仮説H1が示された．




























































λ: α: visual oscillation 
parameter of 
oscillatory area
The # of oscillatory






































参加者は 22歳から 24歳までの 10人（男性 7人，女性 3人）で全て右利きであった．
実験装置
実験に用いた装置は前節と同様である．
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   is constant
・vibration amplitude A
   is constant
・amplitude of visual 




・λ is same as oscillatory area
・λ is target of adjustment














本実験では視覚的振動あり領域の αは 0.5, 1.0, 1.5, 2.0, 2.5,もしくは 3.0であっ
た. 視覚的振動なし領域の αは 0であった．
振動生成機能の設定値
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タスク設計
本実験でも参加者は，前節と同じく 2つの領域上をポインタを左から右へペンを
移動させた（図 5.26). 参加者のタスクは 2つの領域の粗さを等価にするように，パ
ラメータを調整することであった．
Oscillatory area Non-oscillatory area (Participants adjusted vibration of this area)
Virtual pointer
Elonging bars at 90 pixel/s
Slider showing the adjusted value
図 5.26: Experimental window. c⃝2020 IEEE





いた．すなわち振幅Aは 4.67Vに相当し，波長 λは 1/5であった．画面上のグレー
のバーは値の調整の参考値として表示されていた．調整可能な最小値は初期値の 1/5
倍の値であり，最大値は 5倍の値であった．調整後のパラメータは初期値と 10(S/100)




視覚的振動あり領域の αの値 0.5, 1.0, 1.5, 2, 2.5, もしくは 3から選択された．振
幅実験もしくは波長実験が終わったら，被験者は一方の実験に移行した．どちらの
実験が先に行われるかは参加者ごとにカウンターバランスするように事前に設定さ











(p = 0.019)．一方，波長実験においては主効果は確認されなかった (p = 0.47)．
振幅実験に対して Tukeyによる視覚条件間の多重比較を実施した．その結果，α















第 5章 視触覚間相互作用による質感拡張 132
図 5.27: The ratio of the tactile-vibrational voltage of the the non-visually-
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図 5.28: The ratio of the adjusted tactile-vibrational wavelength of the non-
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図 5.29: We propose a framework that conveys both friction and roughness sensa-
tions to users. Top: Pseudo-haptic feedback provides users with a sense of static






22歳から 24歳の 10人（男性 8人，女性 2人）で全員右利きであった．














































図 5.31: Data flow between users and the system. The concept is simply imple-
mented with vibrators and visual displays. c⃝2020 IEEE
実験環境
参加者はポインタを見ながら振動子内蔵ペンをタッチパッド上で動かした (図5.32)．
実験環境はラップトップPC(Apple, MacBookPro 13.3 inch, 2560 x 1600 pixels), ア




A:#1, B:#3, C:#4, D:#2と割り当てられ，視覚条件がA:#4, B:#3, C:#2, D:#1と
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Amplifier
Pen equipped with vibrator
図 5.32: Image of a participant using the experimental system. Participants moved
the pen on the touchpad while watching the pointer on the screen. c⃝2020 IEEE
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表 5.8: The spatial frequency and amplitude of four vibrational conditions. c⃝2020
IEEE
vibrational condition
#1 #2 #3 #4
2.8 1.3 0.2 0.01






表 5.9: The static friction coefficient of four visual conditions. c⃝2020 IEEE
visual condition
#1 #2 #3 #4










表 5.10: Correct ranking of the order of stimuli in terms of surface roughness for










#1 #2 #3 #4
88.9 88.2 91.7 88.5
83.3 77.4 80.8 84.8
67.7 90.0 83.8 87.5






















示す．平均の認識確率は 80.6%であった. 各条件に対して，チャンスレベル (= 25%)
から乖離しているかどうかを検定するため，カイ二乗適合度検定を行った．視覚条
件・振動条件の 16の組み合わせ条件に対していずれも有意差が見られた (p<0.01).
表 5.11: The percentage of correctly identified sequences of stimuli in terms of surface






#1 #2 #3 #4
97.2 67.6 70.8 88.5




83.9 95.0 75.7 81.3
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振動と pseudo-hapticsを組合せて提示した際の知覚変化についての検討を以下の
表 5.12にまとめる．































粗さと 4段階の静止摩擦を 80 % の確率で認識可能であることを示した．
第6章
結論














について，代表的な手法としてAuto Regressive Model，Variational Auto Encoder,
Generative Adversarial Network(GAN)の 3つを比較評価した．さらに，その中で本
研究で用いるGANの先行研究を整理し，本研究の位置付けを明らかにした．
以上を踏まえて，提案する振動生成モデルのコンセプトやネットワークの構成，学
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