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Abstract 
This thesis presents experimental measurements of fast electron energy transport 
made using optical probing, x-ray and XUV imaging techniques. Hydrodynamic and 
hybrid part icle- in- cell (PIC) simulations were used to interpret the results. 
Measurements of fast electron heating patterns were made using the Vulcan 100 
Terawatt (TW) and Petawatt (PW) lasers. For the first (100 TW) experiment the 
laser power was increased from 10 TW to 70 TW and a transition was observed be- 
tween collimated electron flow and an annular transport pattern. Hybrid modelling 
showed that a form of beam hollowing accounted for this. Using the PW laser, a 
comparison was made of different diagnostic techniques for measuring the fast elec- 
tron beam divergence. Cu K, and optical probing measurements were found to be 
consistent, with both measuring a divergence angle significantly larger than that 
measured before at lower intensities. 
Several different target geometries were used to investigate how energy coupling 
from the laser into the fast electron beam is affected by the presence of a laser guide 
cone. Using the Vulcan PW laser, a significant decrease in energy coupling was 
observed when using metallic cone-slab targets. The addition of a cone assembly to 
plastic / Al sandwich targets acted to reduce the fast electron heating pattern. Novel 
cone-wire target geometries revealed that heating of a cone-guided wire plasma is 
maximised close to the wire surface. Computational modelling revealed that this is 
due to enhanced Ohmic heating. 
Finally, measurements were made of the dependence of laser intensity on the fast 
electron beam divergence. Data taken at intensities relevant to fast ignition was 
combined with previous published measurements. It was found that the divergence 
angle increased with laser intensity and had little dependence on pulse duration. 
PIC modelling was performed to analyse the data and possible explanations for the 
intensity dependence are discussed. 
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Introduction 
The twin problem of climate change and the prospect of an energy crisis in the near 
future mean that attention has increasingly been turned towards clean, alternative 
energy sources. Investment in renewable energy has increased significantly in recent 
years. mainly on technologies based on hydro, solar and wind power. Whilst being 
clean and safe, these technologies can only currently provide a tiny fraction of the 
world's ever expanding power demand. 
Instead of harnessing energy directly or indirectly from the sun, an alternative is 
thermonuclear fusion which uses the same method of energy provision as that which 
occurs in the sun itself. The fuel for fusion is hydrogen isotopes which exist naturally 
in water, meaning that the abundant quantity of water on Earth could sustain our 
energy requirements for many thousands of years. Fusion reactions produce noC02 
or long half-life radioactive products, hence the environmental impact is minimal. 
The process of fusing two atoms together requires extremely high temperatures 
of the order of tens of millions of degrees in order to overcome the repulsive Coulomb 
force. At these sorts of temperatures the fuel exists as a plasma. The fuel must be 
confined for a sufficient period of time and at a sufficient temperature and density 
for fusion to take place. Currently two approaches are used to solve this problem; 
magnetic confinement fusion (MCF) and inertial confinement fusion (lCF). The for- 
mer uses strong magnetic fields to confine the super-heated fuel plasma and keep it 
away from the container vessel walls. The low density plasma is confined for a du- 
ration of seconds. The Joint European Torus (JET), based in the United Kingdom, 
is currently the largest MCF test reactor in the world, producing almost 20 MW of 
fusion power. By 2016 a larger facility, ITER, is expected to produced around 500 
8 
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Inertial confinement fusion uses a different approach in that laser-sourced radi- 
ation is used to compress a fuel pellet to a high density where fusion takes place 
over a very short time scale. Currently, construction is underway of two large-scale 
ICF facilities: the National Ignition Facility (NIF) based in the USA and the Laser 
MegaJoule facility (LMJ) based in France. Both of these aim to produce net energy 
gain using multi-megajoule lasers within the next few years. 
The invention of the laser in the 1960s sparked extensive research into using 
laser light to implode targets as a way of achieving fusion. A paper by Nuckolls et 
al. [1] first outlined the method of laser-driven implosion. The method involves the 
symmetric irradiation of a fuel pellet using either laser light (direct drive) or x-rays 
(indirect drive). Material blown off by the laser acts to implode the fuel capsule, 
thus creating the high densities required for fusion. 
A lot of research since the 1970s has focused on the indirect drive approach to 
1CF. This includes work done using early facilities such as Shiva and Nova, based 
at the Lawrence Livermore National Laboratory (LLNL), which ultimately led to 
the design and construction of NIF. Direct-drive ICF research has also also been the 
focus of several large scale facilities that came online in the early 1980s, namely the 
OMEGA (University of Rochester) and GEKKO XII (Osaka University) lasers. 
The development of the fast ignition concept in 1994 by Tabak et al. [2] shifted 
the focus of a significant portion of ICF research. The simple concept is based 
around the separation of the compression and heating stages of a fuel pellet. High 
energy lasers are still used to compress a fuel capsule, but an ultra-intense short- 
pulse laser beam is used to spark ignition in the compressed fuel. The benefit of fast 
ignition over conventional ICF would be a reduction in the required drive energy, 
increased implosion stability and higher fusion energy gain. 
Research into fast ignition has led to the addition of short-pulse lasers to several 
large scale facilities. In 1997 a short-pulse beam was added to the GEKKO X11 laser, 
allowing the first integrated compression and heating experiments to be performed. 
The addition of the short-pulse heating beam saw an increase of three orders of 
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magnitude in the fusion neutron yield. Smaller scale experiments looking at different 
aspects of the physics behind fast ignition have also been performed using laser 
systems such as the Vulcan laser facility. 
The near future will see a significant expansion in the number of fast ignition ca- 
pable facilities. Short-pulse lasers with pulse energies an order of magnitude greater 
than available today will be added to existing direct-drive facilities at Osaka, the 
University of Rochester and Bordeaux (FIREX phase 1, OMEGA-EP and PETAL 
respectively). Further in the future construction is aimed to begin on the first ded- 
icated fast ignit, ion research facility; the High Power laser Energy Research facility 
(HiPER). 
Despite significant progress in research into fast ignition, there remains many 
aspects of the physics that have yet to be fully understood. A large part of the 
current research effort focuses on the interaction of ultra-short laser pulses with 
high density targets; more specifically the creation and transport of high energy 
electrons that are created during these interactions. The work presented in this 
thesis aims to address some of the issues surrounding the study of fast electron 
transport with relevance to the fast ignition concept. 
Chapter 
Theory 
1 
1.1 Inertial confinement fusion 
1.1.1 Fundamentals of fusion 
The release of energy that results from a fusion reaction is fundamentally governed by 
Einstein's equivalence of mass to energy :E= mc'. The mass of any stable atomic 
nucleus is less than that of its component neutrons and protons. The difference in 
mass equates to the binding energy EBof the nucleus: 
EB [(ZTnp + (A - Z)Tn, - Tn] c2 (1.1) 
where Z is the atomic number, A is the atomic mass number, mp is the proton 
mass, m, the neutron mass and m the mass of the nucleus. When two nuclei interact 
during a fusion reaction, the energy released AE equates to the difference in binding 
energy between the initial and final nuclei. 
V_ 
ror the most common type of fusion reaction (deuterium-tritium), alpha parti- 
cles that are liberated during the interaction are stopped in the dense fuel. This 
further heats the system, thus triggering further fuslon reactions. Neutrons that are 
produced during the reaction typically escape the plasma without interacting but 
are stopped using a lithium blanket which not only absorbs the neutron energy but 
also produces tritium which provides additional fusion fuel. 
11 
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In order for a fusion reaction to occur between two charged nuclei, the centre 
of mass energy must be sufficient to overcome the Coulomb barrier. The Coulomb 
potential is proportional to the atomic numbers of the two particles as well as their 
separation r: 
V(r) = 
ZIZ26 2 
47rcor 
(1.2) 
At a separation on the scale of the nuclei radii the nuclear strong force is dom- 
inant and the Coulomb barrier is overcome 
approximately: 
vc = 
The peak of the Coulomb barrier is 
ZlZ2 
47co (Al/3 + A' 
/3) 
12 
(1.3) 
For a typical Deuterium - Tritium (DT) reaction this barrier peak is approxi- 
mately 0.5 MeV. Classically this would require a plasma temperature of 6x 10' K. 
In practice, two factors reduce the required temperature for fusion to occur. Firstly, 
the temperature of the plasma represents the average kinetic energy of the system, 
hence some particles with higher kinetic energy can still interact even if the tem- 
perature is lower. Secondly, quantum mechanics allows tunnelling through potential 
barriers, meaning that particles with energy lower than the potential barrier can 
still interact, albeit with a reduced probability. 
The rate at which a fusion reaction occurs in a plasma is determined by the fusion 
cross-section o,. In order to calculate the reaction rate for a system, an average is 
taken of the product of the cross-section with the relative particle velocity v,: 
00 
avrf (vr)dv, (1.4) 
Where f (v, ) is the normalised distribution of relative particle velocities in the 
plasma system. Equation 1.4 can then be used to obtain a reaction rate per unit 
volume 
R12 between two species of density n, and n2 : 
R12 
--- : ýý 
nin2 O'Vr 
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Reaction AE (MeV)_ 
D+T=: ý- He' +n 17.58 
D+D =* He' +n3.27 
D+D=: >. T+p4.04 
D+D =ý> He' + -Y 23-85 
T+T::: ý He 4+ 2n 11.33 
Table 1.1: Fusion reactions between deutrium and tritium nuclei along with the 
corresponding total energy release for each interaction 
where 6=I for reactions between two different species and 6=2 for same species 
reactions. The power generated per unit volume is then simply AP = R12AE, where 
AE is the energy released per reaction. 
There are many possible fusion reactions, but those with the highest fusion 
reaction cross sections and thus most relevant to thermonuclear fuels are listed in 
table 1.1. 
Hydrogen isotope (Z = 1) reactions are favoured because the probability of tun- 
nelling through the Coulomb barrier is maximised. Out of the five possible reactions 
listed in table 1.1, the (DT) interaction has the largest cross-section. This, together 
with the large energy release of 17.58 MeV, makes deuterium and tritium an ideal 
combination for a fusion fuel. 20% of this released energy is taken by the alpha 
particle, meaning that the power generated and then absorbed by the plasma per 
unit volume is: 
PDT = 0.2 nDnT ýav, ) AEDT= 0.2 
n (O'Vr) AEDT 
4 
assuming nD= nT= n/2 where n is the total plasma density. 
In order for ignition to occur in a plasma, and for thermonuclear burn to continue, 
the fusion heating must be greater than the energy loss of the system. Also, for a 
reactor to operate, the power produced by fusion must be greater than the power 
delivered to the system externally. Q PDTIPext is used as a measure of efficiency 
for a fusion reactor, where Pxt is the external power per unit volume. 
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The emission of bremsstrahlung radiation is the main energy loss mechanism 
within a high temperature plasma and the power loss per unit volume is given 
by [3]: 
PB 
--"::: abn 
2T 1/2 (1.7) 
whereab is a. constant. Since both PB and PDT depend on n2, the main factor 
that determines whether ignition can occur is the plasma temperature T. The 
temperature at which the fusion heating begins to dominate the bremsstrahlung loss 
is around 4.3 keV for a. D-T plasma. Hence most fusion reactors require temperatures 
well in excess of 5 keV in order to operate. 
Diffusion losses also need to be considered. These can be approximated by 
Pd= 3nkBT/Twhere -F is the confinement time for the plasma. Now, by equating 
these two loss mechanisms to the power generated inside the plasma and power 
delivered externally into the system, it is possible to define a parameter which places 
a minimum confinement time on the plasma system. This is given by the Lawson 
criterion: 
nT > 
3kBT 
(1-8) 
[(IIQ) + 0.2] (orv)AEDT - abTl/2 
ICF confinement 
In order for fusion to be maintained, high temperature plasmas (T >5 keV) have 
to be confined for a sufficient time to satisfy equation 1.8. There are currently two 
methods of confining thermonuclear fusion: magnetic confinement fusion (MCF) 
and inertial confinement fusion (ICF). 
Whereas NICF uses a combination of magnetic fields to confine a plasma in a 
steady-state, 1CF uses the inertia of the fuel itself to confine the plasma. In order 
for fusion to occur, small fuel capsules with an initial radius of approximately I mm 
need to be compressed to extremely high densities ( 300 gcm- 3) in a very short 
period of time ( 15 ns) using an array of laser pulses. The Lawson criterion in 
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equation 1.8 needs to be adapted in order to be directly applicable to ICF. This can 
be done by exan-iining how fusion occurs in a, typical ICF fuel capsule. 
A typical fuel capsule consists of a volume of D-T gas enclosed by a frozen D-T 
shell which is then itself coated in a, plastic a, blator layer. A series of high-power 
pulsed lasers are used to directly (or indirectly) heat up and ionise the ablator 
materiat which then expands. Conservation of momentum then requires that the 
D-T shell is driven inwards, compressing the main fuel capsule. The amount of 
work done on the capsule is proportional to the ablation pressure applied and the 
volume of the inner fuel capsule. Hence, the most efficient fuel design is that of a 
larger volume enclosed by a, thin shell. Once the fuel pellet has been compressed the 
pressure is almost uniform (isobaric), with a central hot spot within which fusion is 
first ignited. 
4 
14. 
ul. ollr 
Compression 
Ae 
Figure 1.1: ICF process 
Burn 
In the direct drive method of ICF, a symmetrical series of laser pulses are used 
to heat the ablator material directly. Energy is absorbed at the critical plasma 
density (mostly by inverse bremsstra, hlung) and this energy is then transported to 
the abla, tor front via electron thermal conduction. A high degree of symmetry must 
be maintained in order to achieve uniform compression. 
Indirect drive ICF provides more uniform target compression by using x-rays 
to heat the outer ablator material. Lasers are used to first heat, up a hohlra, um 
which is made up of a high-Z material that surrounds the fuel pellet. The heated 
hohlraum walls then emit x-rays which are then absorbed by the plasma to drive 
the compression. 
1' 
Ignition 
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The confinement time T has previously been introduced for a confined plasma sys- 
tein. However, in the context of ICF it is defined by the time in which the fuel 
hydrodynamically expands to the point at which fusion no longer occurs. If the 
compressed fuel expands at the sound speed c, = V`r2--kbT1mj (where Mi is the 
average ion mass), then the point at which fuel burning no longer occurs can be 
approximated to be: 
r 
cs 
(1.9) 
where r is the compressed fuel radius. This equation also provides a simple way 
of converting the typical confinement time to a more useful confinement parameter 
of pr: 
I 
noT - -pr Tni C. 
(1.10) 
The timescale for the entire fusion process to occur in the fuel is given by: 
1 
'Ff ': - 
(orv)no (1.11) 
The fraction of fuel burnt within this time can be calculated, by comparing 1.11 
to the confinement time -r: 
T 
-= (orv) noT Tf 
(1.12) 
In the compressed fuel, the number of thermonuclear fusion reactions occurring 
per second per unit volume is given by: 
dn, 
= nDnT 
(90 
dt 
(1.13) 
The burn fraction is defined as 0= 2n, /no, where no is the initial plasma 
number density (again assuming nD nT - no/2) and n, is the number of reactions 
that have occurred per unit volume In order to calculate the total number of 
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reactions, the number that occur within a time period dt has to be integrated over 
the confinement, time of the plasma -F. One must take into consideration the constant 
expansion of the burning core [3]: 
N, -- (a v) 
n2o Vo r 
4 4c, 
(1.14) 
where Io is the initial plasma volume. This then gives a value for 0 assuming 
low-burn (i. e. near constant n throughout) of 0= pr/HBwhere HB= 8c, mj/ýO'v) is 
the burn parameter which approximately equals 7 gcm-' for typical ICF conditions. 
However. when the loss of particles to fuel burn is taken into account, the equation 
is modified to: 
pr 
HB+ pr 
pr 
[gCrn-2] + pr 
(1.15) 
ICF fuel compression 
The compression of an ICF target can be modelled using a simple rocket motion 
equation [4]: 
Pa AI0 
Vimp _ 
T4 
ln 
I 
-Al 
I 
:: ý Vexhaust In 
Ai [ m01 (1.16) 
where P,, is the ablation pressure, r4 is the mass ablation rate per unit area, 
MO = 47ROpOARo is the initial ablator mass of a shell of thickness 
ARO and M is 
the final ablator mass at approximately R=0. The ideal efficiency of a rocket is 
given by i] = (xln'x) /(I - x) where x= MlMo is the fractional payload. 
The actual 
rocket efficiency in direct-drive ICF is in the range of 5- 10%. 
It is assumed that the laser is absorbed only at the plasma critical density surface 
and this drives an ablating gas with an isothermal temperature. By equating the 
outgoing flux of the ablated material to the laser intensity, equations for the ablation 
pressure and mass ablation rate for direct drive ICF are obtained 
[3]: 
P, = 57 
115 2/3 
Mbar 
(A) 
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r4 = 3.7 x 10' 
115 1/3 
gcm- 
2 
s- 
1 ( 
A4 
) 
where I is in units of 1015 WCM-2 IA is the laser wavelength in pm. These 
equations can then give the exhaust velocity and hence the implosion velocity: 
Pa 
- 1.5 x 108(115 
\2)1/3 CMS-1 Vexp 
m 
1-5 x 108(115 A2)1/3 In 
m 01 cms-1 (1.20) 
1m 
The implosion velocity can also be given in terms of the in-flight aspect ratio 
Ro/ARo, which is an important fuel parameter that is limited by instabilities: 
1060,3/lo Ro 
1/2 1 
)2/15 -I vi, p = 
1.6 x if ARo 
( 
A2 
cms 
where aif is the ratio of the plasma pressure to the pressure of a Fermi- degenerate 
system. 
As the fuel shell is compressed, the power expended in compression per unit 
volume is simply [4]: 
PW - 
P(dVIdt) 
- 2.3 x 10 
15 pT (vip / 107) WCM-3 (1.22) 
vr 
where P is the applied pressure, V is the fuel volume, T is the plasma tempera- 
ture and r is the fuel radius. 
In order for the laser to heat the ablation surface it must be able to pass through 
the ablated material. Hence shorter wavelength lasers are used, which are able 
to be absorbed at a smaller radius due to the increased critical density. Shorter 
wavelength compression lasers also have additional advantages. Firstly they result 
in a higher ablation pressure (equation 1.17), which helps to reduce the growth rate 
of Rayleigh-Taylor instability (see section 1.1.5 below). Secondly keeping IA' low by 
using a shorter wavelength reduces the level of fast electron production 
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1.1.5 The Rayleigh-Taylor instability 
The Rayleigh-Taylor instability (RTI) usually occurs at the interface between two 
fluids of differing densities in the presence of a gravitational field with acceleration g. 
In the simple case of a dense fluid (P2) being supported by a lighter fluid (p, < P2)) 
a small perturbation at the fluid interface is quickly amplified leading to bubbles 
of lighter fluid rising, and spikes of dense fluid falling. This has the net effect of 
reducing the overall potential energy of the system. 
In the case of ICF, the Rayleigh-Taylor instability is likely to occur during two 
stages of the fuel compression. Firstly when the dense outer shell is driven inwards 
by the ablated plasma material and secondly when the high pressure of the central 
hot spot acts to decelerate the colder compressed material. Instabilities that form 
during compression are amplified by the second, deceleration stage. Hence control 
of any initial surface perturbations is crucial. Mixing of the hot and cold plasma 
populations will reduce the hot spot size and result in non-uniform heating, thus 
making ignition more difficult. 
For the Rayleigh-Taylor instability at the target ablation surface, instead of 
gravity the low density material accelerates the higher density plasma. In a frame of 
reference moving with the interface, the fluid effectively experiences an acceleration 
g= -a. The interface between the two fluids is therefore unstable if the acceleration 
a is directed towards the denser fluid. In the simple case of a sinusoidal perturbation, 
with a wavelength A= 27/k and an initial amplitude ýO the instability will grow 
exponentially [4]: 
ýo exp (, yot) =: exp (v"rAka t) (1.23) 
where -yo is the growth rate, a is the acceleration and A is the Atwood number: 
P2 - PI 
P2 + Pl 
(1.24) 
If a fuel capsule was compressed to half its initial radius Ro in a time to 
V-Rola, with a perturbation of A= 3AR (this wavelength evolves linearly up to 
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an amplitude of A/27T -- AR/2 which would be sufficient to destabilise the shell 
structure [3]) then the instability would be amplified over that time by a factor of 
exp(V/"2RO/AR). For a typical ICF target, the in-flight aspect ratio RIAR _-ý 40, 
therefore the amplification factor could be as high as ý-ý 8000. To avoid breaking up 
the outer shell of the target, the initial amplitude of the perturbation would therefore 
have to be -ý 15 pm / 8000 -, 2 nm. Since the initial seed for the instability is 
sourced from imperfections in the spherical outer shell (either from manufacture 
or from insufficiently symmetric laser compression), such a tight constraint should 
make ICF near- impossible. 
However, this classical treatment of the Rayleigh-Taylor instability does not 
account for compressible fluids, density gradients, thermal conduction or material 
ablation. In fact, the ablation of plasma from the outer shell reduces the instability 
growth rate. The ablating material can be thought of as convecting away distur- 
bances from the material interface. Quantitative calculations by Takabe et A [5] 
yielded a more accurate solution to the RTI growth rate for ICF compression: 
-ýo = 0.9v'-ka - 3kva 
where v,, is the ablation velocity. 
(1.25) 
With the inclusion of finite density gradients, the growth rate is reduced further 
[6]: 
, yo = aVka - Okv,, (1.26) 
where a= (I + U) -1/2 , 
L, =- n 
dx 
is the density scale length at the ablation dn 
surface and 0 is a coefficient in the range of I-3. The higher ablation rates and 
larger density gradients that result from using indirect-drive ICF lead to a large 
reduction in the growth rate of RTI when compared to direct-drive ICF. 
In order to reduce the level of RTI during target compression, stabilising effects 
produced by thermal conduction during the ablation process have to be maximised. 
The larger the distance between the laser absorption point and the cold fuel, the 
aeater the smoothing effect of thermal conductivity in that region. Also, as can be 
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seen from equation 1.26, the greater the ablation velocity, the greater the degree of 
ablative stabilisation. 
One technique to reduce RTI is through the use of adiabat shaping which is 
achieved by creating a shock that precedes the main compression laser pulse. This 
short intensity picket creates a shock that propagates through the outer shell whose 
strength decreases as it progresses. This shock has the effect of increasing the 
entropy of the ablator material while keeping the entropy of the main fuel low. This 
is a requirement in order that the inner fuel can easily be compressed so that target 
gain can be ma, ximised. 
The high-entropy ablator has a lower density, increasing the ablation velocity 
and the shell thickness, both of which reduce the target shell's susceptibility to RTL 
Hot spot ignition 
For ICF ignition to occur, the energy deposited by the created a particles has to be 
sufficient to create a burn wave that can propagate through the rest of the fuel. To 
heat the central fuel hot spot sufficiently, the energy deposited by the a particles 
must be greater than that lost via conduction, bremsstrahlung radiation and hot 
spot expansion. 
The rate of energy deposition by the alpha particles per unit volume is given by 
P, [4]: 
io16 2( 
OrV 
) F (Wcm-') (1.27) P = oo(F r-ll 8x 10 10-17 
where 6,,, = 0.67 x 10" Jg-' is the energy of an a particle in a D-T reaction per 
gram and F, is the fraction of a particles deposited in the central hot spot. The a 
particles are stopped by multiple small angle collisions with the electron population, 
which quickly equilibrate with the ion population. 
Assuming that the hot spot is optically thin (valid for a typical ICF target) then 
the bremsstrahlung radiation loss per unit volume is given by: 
P, =3x 1016 p2T 
1/2 (WCM-3) (1.28) 
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Conduction losses across the hot spot boundary are taken into account by as- 
suming Spitzer conductivity for the electron population: 
Pcon =8x iol2 
T 7/2 (W(, M-3) 
r2 
(1.29) 
where r is the hotspot radius. Conduction in the ion population is ignored due 
to the ion conductivity being a factor Of (MDT/Tne) 1/2 smaller. 
If the central hot spot expands during the period of self-heating, then the work 
is done according to the change in volume of the plasma. For an isobaric fuel 
assembly [7], the pressure in the hot spot will be the same as in the surrounding 
cold material. As a result, no expansion will occur. However, for an isochoric fuel [8], 
the pressure is much greater in the central hot spot, resulting in a shock wave being 
driven into the cold fuel. Assuming that the material expands with a velocity v,, p 
behind a strong shock, then: 
Pexp 
-`: ý 
p dV 
_5.5x 1015pT'/2 
(WCM-3) (1-30) 
V dt R 
where p. T and p are the hot spot pressure, temperature and density respectively. 
Combining these equations gives a simple condition for self-heating to occur in 
the central hot spot: 
Po, - Pr - Pcon - Pexp >0 (1-31) 
Subbing equations 1.27,1.28,1.29,1.30 into this new equation results in a simple 
inequality which is a function of R, p and T: 
pR >f (T) (1.32) 
where f (T) is a function of temperature. Figure 1.2 of pR against T shows the 
region in which self-heating occurs for both the isobaric and isochoric cases. The 
conditions required in the isochoric scheme are greater due to the power loss via hot 
spot expansion. 
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Figure 1.2: Self-hea, ting conditions for isobaric and isochoric D-T fuel assemblies. 
Figure courtesy of Oxford University Press, Atzeni k Meyer-ter-Vehn 
(2004) [3] 
The approximate minimum values needed for ignition for each scheme are as 
follows [3]: 
Isobaric pR = 0.25 gcm- 2 T= 8 keV Eh =6/ '02 kJ 
Isochoric pR = 0.5 gcm- 
2 T= 12 keV Eh = 72 /p 
2U 
Table 1.2: Comparison between Isobaric and Isochoric compression 
where p is in units of 100 gcm- 
3 
and the internal energy of the hot spot Eh IS 
equal to: 
3 p_ 4-3_ 27rkBT(pR)3 (1-33) En - 2MDT k-BT x3 7-r 
R- 
10 
2 
Hot spot target gain 
The gain achieved from a target is defined as the ratio of the fusion energy released 
Ef to the applied drive energy Ed: 
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G= 
Ef 
- 
6DTMf 
(1.34) Ed Ed 
where 6DT= 3.37 x 10" Jg-' is the energy released per gram of DT, Mf is the 
fuel mass, 0 is the burn fraction given in equation 1.15. 
The maximum fuel gain that, can be achieved using a set drive energy for each 
scheme has been calculated from numerical simulations [2]: 
Gisobaric 1.5 X 10377(77E d 
)0.3 (1.35) 
Gisochoric 3x 104, ý(, ýE d )OA (1-36) 
where 71 =Ef is the drive efficiency that accounts for inefficiencies in coupling Ed 
the driver energy into the fuel. It is clear that the level of gain achieved using the 
isochoric scheme is significantly larger than that obtained using an isobaric compres- 
sion. Under the isobaric scheme the cold fuel surrounding the central hotspot has 
to be compressed to the same pressure, which requires a large driver energy. This 
condition is removed for the isochoric case and so less energy is required for com- 
pression. Even though the requirements for ignition in the hotspot are greater for 
the isochoric case (see table 1.1.6), the energy saving from the reduced compression 
requirement is much greater. 
The reduced driver energy requirement also means that the fuel shell is com- 
pressed to a lesser extent thus increasing the shell thickness (AR). This has the 
effect of reducing the IFAR (RIAR) when compared to the isobaric fuel compres- 
sion. 
The reduced fuel shell density in the isochoric case has the additional effect of 
decreasing the mass ablation rate. Since the ablation velocity is proportional to the 
ratio of the ablation pressure to mass ablation rate, the ablation velocity is increased 
for the isochoric case. From the Takabe formula (equation 1.25) it can be seen that 
this reduces the growth rate of the Rayleigh-Taylor further. 
Hence it can be seen that an isochoric fuel assembly yields higher gain, has a 
reduced compressed density requirement and is less susceptible to the Rayleigh- 
Taylor instability. 
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1.2 Fast ignition 
1.2.1 Fast ignition gain 
The advancement of chirped pulsed amplification (CPA) laser technology has led to 
the development of the fast ignition ICF concept. Conventional direct and indirect 
drive ICF relies on a series of laser pulses to both compress and heat the central 
hot spot. Fast ignition allows the separation of the compression and heating stages. 
First. a number of lasers compress the fuel target in the conventional way. But at 
the point of peak compression copious numbers of MeV electrons generated by a 
high intensity CPA laser beam are used to heat the compressed core of the target, 
thus providing the high energy spark required for ignition. The typical CPA laser 
that would be required would be of the order of 10 PW with a pulse duration of ý-ý 
10 ps. 
The advantage of the fast ignition concept is that the symmetry and energy 
requirements are greatly reduced, thus making ignition much more achievable and 
increasing the overall target gain. However this method of ignition requires a thor- 
ough understanding of fast electron generation and transport in order for optimal 
energy coupling from the laser to the core. 
To estimate the energy requirements for fast ignition, a DT fuel capsule is as- 
sumed to have been compressed to a density p and a radius Rh. Since the heating 
provided by the electron beam is delivered in a time scale shorter than the hydro- 
dynamic expansion time of the hotspot, the ignition conditions can be considered 
to be isochoric. Hence the minimum values of p Rh - 0.5 gCM-2 and Th ::::::::: 12 keV 
for an isochoric compression are used. 
The high energy beam of electrons have to deposit their energy within the central 
hot spot in a time scale shorter than the characteristic time for expansion: 
tf 
Rh 
cs 
Rh 
2.8 x 107 
1/2 Tý 
(1.37) 
where This in units of keV. Using Rh - 15 jim and Th 12 keV, this gives a 
maximum electron (and hence laser) pulse duration of tfi ý 20 ps. 
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Using the energy requirement from table 1.1.6 together with a typical F1 target 
density of --ý 300 gCM-3 , the total energy required for ignition Eig, r-- 8U The 
ignitor beam of electrons will therefore have a corresponding power of Pig, = Eign 
/ tfi = 5x 1014 W and an intensity Of lign = 7x 1019 WCM- 2. How this relates to 
the focused laser intensity will be discussed in chapter 5. 
2D hydrodynamic simulations [9] have been used to obtain more accurate figures 
for the ignition threshold for various condition. The energy, power and intensity 
requirements were found to scale with hot spot density as follows: 
1.85 
Eign 140 p -) kj (1.38) loo gCM-3 
Pign 2.6 x 1015 
(pW 
(1-39) 
loo gCM 3 
lig, 2.4 x 1019 
p3 )0.95 
WCM-2 (1.40) 
100 gcTn 
Equation 1.38 yields energies almost twice as large as those predicted for the 
standard isochoric model in table 1.1.6. This is due to the fact that the hot spot 
loses a large fraction of the deposited energy as it is being formed due to thermal 
conduction and hydrodynamic expansion. 
1.2.2 Fast ignition schemes 
The first technique of creating the required fast electron beam to heat the central 
hot spot uses laser hole boring to create a channel in the outer plasma through which 
a second pulse could propagate [2]. This hole boring laser would typically have a 
pulse duration of around 100 ps and an intensity of ý-ý 1017 _ 1019 WCM-2 . 
The 
ultra-intense laser that follows would then be free to interact with the relativistic 
critical surface close to the central hot spot. 
The potential success of this method depends on being able to accurately model 
laser self-focusing, scattering and other non-linear effects. The channel has to be 
stable enough and must remain free of plasma material in order for the ultra-intense 
pulse to be able to propagate freely. 
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The advanced fast ignition concept [10] [It] avoids these problems by using a 
hollow gold cone to guide the ignitor pulse to the centre of the fuel capsule. The 
ultra-intense laser pulse propagates free from ablated plasma and interacts with the 
tip of the gold cone (assuming minimal la, ser pre-pulse) thus creating the required 
fast electrons. 
Only around 20 - 30% of the ult, ra, -intense laser energy is contained within a 
typical focal spot, diameter of 30 lim. A further advantage of the cone-guided method 
is that the remaining 70 Ve of the laser light can be guided by the cone down to the 
cone tip. 3D PIC slinulat, ions conducted by Sentoku et A [12] simulated a parallel 
beam with an intensity of I=4x 1018 WCM-2 irradiating the tip of gold cone with 
a focal spot size of 6 pm. The maximum intensity of the laser was found to be up 
to 20 times larger at the cone tip than at the cone entrance. 
The fast electrons generated by the laser interaction with the cone walls are 
also focused inside the cone thus increasing the local electron density at the tip. 
Electron flow occurs in a thin plasma, skin layer and is confined by a combination 
self-generated magnetic and electrostatic sheath fields. 
500gm 
Figure 1-3: Fast ignit, ion fuel capsule with gold guide cone attached 
The first experimental tests of separated compression and target, hea, t, ing were 
conducted by Norreys et al. [10] and Kodama, et, al. 
[11]. The second experiment 
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used a hollow gold cone which was inserted into a hollow deuterated plastic shell 
in such a way that the cone tip was 50 tim from the target centre. 9 compression 
beams were used (I ns pulse duration, 1.2 U) to compress the shell to a diameter 
of around 40 pm and a, peak density of around 50 - 70 gCM-3. At the point of 
maximum compression a 100 TW short pulse laser was used to irradiate the cone 
tip. A thermonuclear neutron yield of (2 ±IX 105) was observed, compared to just 
(9 ±IX 103) when the heating beam was absent. A coupling efficiency of the short 
pulse ignitor beam to the compressed plasma of 27 ± 7% was estimated. 
The next experiment conducted by Kodama et al. [13] increased the power of 
the heating beam to 0.5 PW in order to scale with that which is required in a full- 
scale ignition scheme, albeit with a reduced energy and shorter pulse duration. 9 
compression beams were used to compress a 500 pm deuterated plastic shell using 
a total energy of 2.5 U An enhancement in the thermonuclear neutron yield of 
3 orders of magnitude was seen with the addition of the 0.5 PW heating pulse. 
Increased neutron yields were observed when the short pulse laser was delivered 
within ±40 ps of peak compression, which suggests that there is sufficient time to 
deliver a higher energy, longer (. >, 10 ps) ignition pulse whilst maintaining the same 
irradiance. 
1.3 Fast electron generation 
EM waves in a plasma 
The interaction of an ultra-intense beam with a pre-formed plasma is primarily 
determined by the absorption of the laser energy by the electrons in the plasma. 
The most important parameter of the plasma in this respect is the plasma frequency 
wp : 
1 
WP n, e2) 
2 
Me CO 
where n, is the electron number density. A small displacement of electrons in 
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the plasma will result in a, restoring force and the electrons will oscillate sinusoidally 
about their initial position with a frequency wp. This does assume however that the 
ions are stationary, thermal effects are neglected and that no magnetic fields are 
present. 
An electromagnetic wave in a plasma will propagate with the following dispersion 
relation: 
22 2C2 
+k (1.42) 
where ,ý is the laser frequency. From this equation it is simple to see that as wp 
approaches u), k must go to zero. Hence for an electromagnetic wave incident on a 
plasma, if wp >w then the wave cannot propagate in the plasma and it is reflected. 
By re-arranging the above equation it is possible to define the critical plasma density 
n, The plasma density must be less than this in order for a wave (of frequency W) 
to propagate within it. The relativistic equation is given below: 
-yu) 
2 Me 60 
e2 
or 
n, = -y 
1.1 >< 1021 
CM-3 (1.44) 
A2 
where A is the laser wavelength in /-tm. 
When a laser interacts with a plasma, the laser pulse is able to propagate up to 
the critical density (equation 1.44) before being reflected or absorbed. The laser is 
able to penetrate to a slightly higher density, but the magnitude of the laser field 
decreases exponentially over a distance defined by the collisionless skin depth Asd: 
sd 
(1.45) 
WP 
Laser-plasma interactions can be divided into two regimes - underdense for n, 
n, and overdense for n, > n,. In the overdense case the majority of the laser-plasma 
interaction occurs at the critical surface where ne= n, where upon energy transport 
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is governed purely by the electron population. For the work being considered in this 
thesis the focus will be on the overdense regime. 
1.3.2 Ponderomotive force 
When an electromagnetic wave propagates in a plasma the electrons are subject to 
the Lorentz force: 
E=Tn, 
A= 
-e(E+v x B) dt 
(1.46) 
where E is the electric field of the laser, v is the electron velocity and B is the 
magnetic field. It is assumed that the electric and magnetic fields have the following 
form: 
E (r, t) = Es (r, t) cos (k. r- wt) 
, 
U(r, t) = B, (r, t)cos(k. r - wt) 
VxE, (, r, t) 
cos(k. r - wt) w 
Substituting these equations into equation 1.46 gives: 
dv av 
F=m, = Me(aý + v. Vv) = -e (E(r, t) +vx B) (1.49) dt t 
To the first order (ignoring ExB and v. Vv and setting v=v, and r= rl) this 
equation for the force can be integrated to give a non-relativistic equation of motion 
for the electron with a resulting velocity of: 
vi EOSC 
eE(ro) sZn(k. r - wt) (1.50) 
rn, c, j 
and a position r, of: 
eE(ro) cos(k. r - Lut) 
MeLo 2 
where v, = r,,, is the transverse quiver velocity. The quiver motion of the 
electron results in an oscillatory motion about an equilibrium position, along the 
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direction of E. However, spatial variations in the laser intensity will result in the 
electron experiencing a, spatially varying electric field. An electron that has been 
displaced in the first half of a laser cycle will not return to its original position due 
to a reduced returning force owing to its new position in a lower intensity part of the 
beam. At low intensities the oscillatory motion is so small compared to any spatial 
gradient in the electric field that the net force is very small. 
As the laser intensity increases the quiver motion becomes significant and the 
second order terms of equation 1.46 are of greater importance. 
Ov 
Tn, at + cE = -v. 
Vv + (v x (1.52) 
Substituting in equations for E and B using the magnetic vector potential A on 
the right hand side of equation 1.52 yields the ponderomotive force fp 
Me 
av 
+eE= -c2 [A-VA + (A x (V x A)] (1-53') 2 at me 
av e2222 
me + cE = --VA VE at 2Me 2m, W2 - ! LP 
The ponderomotive force per unit volume Ep is obtained my multiplying fp by 
the electron number density n,: 
nee 
2_ 
17E 2 
L4)p2 
17(coE 2) Ep - 2M, LA)2 lj2 
(1-55) 
An alternative treatment derived from the momentum equation of an electron 
in the laser field [14] gives the following result: 
fp 
= -V(Dp = -Vm, c 
2(, (1-56) 
where (Dp is the ponderomotive potential and -y can be written in terms of ao for 
both a circularly and linearly polarised laser field: 
0+ 
ao' Ctrcular polarlsation 0 
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'Y -0 Linear polarisation 
2 
(1-58) 0 1+ 
E2 
where ao is the normalised vector potential: 
eE 
ao = Me CLU 
This can be quickly calculated from the focused laser intensity [151: 
/IA2 [WCTn-21IM2] 
ao =vA1.37 
x 1018 
(1-60) 
ao is a useful parameter for defining laser regimes. For ao <I the laser intensity 
is sufficiently low that relativistic effects can be ignored. As ao approaches unity 
relativistic effects have to be considered. For ao >I the laser is considered to be 
ultra-intense and relativity must be included in calculations. 
1.3.3 Laser hole-boring and self-focusing 
The ponderomotive force results in a net force along the direction of VE 2, with the 
result being that the electrons are expelled from high intensity regions. The reduced 
density reduces the plasma frequency and increases the refractive index given by: 
(I ) 1/2 1/2 2 
p 
77 -I-- 
ýL 
Lj 2 
The laser pulse will typically have an intensity profile dependent on radius (I(r)) 
with a decreasing intensity with radius. This means that the greatest reduction in 
plasma density occurs along the laser axis. The resulting radially dependent index 
of refraction acts as a lens, focusing the laser light to even higher intensities. 
This effect can also occur as a result of the electrons in the plasma oscillating in 
the large laser field. At relativistic intensities the electron mass increases by a factor 
of -y, meaning that the effective plasma density and refractive index are reduced: 
77 (T) =(I- 
-y(r)U)2 
) 1/2 
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Since the electric field is greatest along the laser axis this again acts to focus the 
beam. This effect is known as relativistic self-focusing. 
At ulti-a-high intensities the light, pressure exerted by the laser can be greater 
than the thermal pressure of the plasma at the critical surface. The result is that 
the critical surface can be pushed back by a process called hole-boring. 
The surface is pushed back with a velociyUhbwhich can be calculated by equating 
the light pressure (= I12c) to the ion momentum flux (1/2 ni A IU2 hb) 
Uhb (1) 
1/2 (IZ) 1/2 
cc njAIj c n, AIi 
By substituting in the equations for the laser frequency: 
2e2 nc 
27rc 2 
w= 
me c() =(A) 
(1-64) 
the following result is obtained: 
Uhb ncr ZM, IA' [WCM-' MM2 1 
1/2 
(1.65) 
c n. AI 2.7 x 1018 
where n, and n, are the critical density and electron number density. Electrons 
at the edge of the newly formed density depression are then driven outwards from 
the central focal spot by the ponderomotive force, thus acting to focus the beam. 
1.4 Laser absorption 
lonisation processes 
At low intensities, where the electric field of the laser is too small to suppress the 
atomic field, multi-photon ionisation is the dominant process. At the wavelengths 
typically used in laser-plasma interactions (around I pm for the work being con- 
sidered in this report), an electron that has absorbed a single photon will not have 
enough energy to overcome the binding energy and leave the atom. Instead the 
electron is excited to a higher energy state where it must absorb further photons in 
order to leave the atom. This is known as multi-photon ionisation. 
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As the intensity increases the laser field will have a more significant effect on 
the atomic field, reducing the Coulomb barrier that the bound electrons have to 
overcome. The reduced barrier width means that the electrons are then able to 
quantum tunnel out of their bound orbit (tunnelling ionisation). As the laser in- 
tensity increases further, the laser field will be greater than the Coulomb barrier, 
thus allowing the electrons to escape their bound orbit completely. This is known 
as barrier suppression ionisation. 
The Keldysh parameter ýYk is an indicator of which regime is dominant at a 
certain intensity [17]: 
'Yk 
Ci ) 
1/2 ( 
2(bp 
(1.66) 
where ci is the ionisation energy of the bound electron state i and 4bp is the pon- 
deromotive potential. For7k >I the plasma is created by multi-photon ionisation. 
For 7Yk <I ionisation is due to the tunneling mechanism and barrier suppression. 
1.4.2 Plasma scale length 
The main pulse in an ultra-intense laser-solid interaction will initially propagate 
through an underdense pre-formed plasma before reaching the critical surface where 
most laser absorption will take place. This ablated plasma is typically the result of 
either a laser pre-pulse or a low intensity pedestal interacting with the solid target 
prior to the arrival of the main pulse. 
The density profile of the pre-formed plasma has a great effect on how the laser 
energy is absorbed. The density scale length L, is used to characterise this plasma: 
dx 
C, TL Ln=- n dn 
(1.67) 
Where n is the plasma density, dnldx is the density gradient at density n, 
Vý'k-(ZT, -+Ti)lMi is the ion sound speed, T, and Tj are the electron and 
ion temperatures respectively, Mi is the ion mass andTL is the duration of the ionis- 
ing laser pulse. In the ultra-intense regime the scale length is typically on a scale of 
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L< 10 loti although it can be larger if a significant pre-pulse is present, or smaller 
if the pre-pulse is reduced through the use of plasma mirrors. 
1.4.3 Inverse bremsstrahlung 
The first process to be discussed is most important at low laser intensities in an 
underdense plasma. Although of less importance in the ultra-intense regime, inverse 
bremsstrahlung is relevant to ICF. Fundamentally the process involves a transfer of 
energy from the laser to the electrons and then to the ions through electron-ion 
collisions. Bremsstrahlung radiation occurs when an electron is decelerated by an 
interaction -, vith another charged particle. Inverse bremsstrahlung occurs when an 
electron is accelerated following the absorption of energy from the laser electric field. 
As electrons oscillate in the electric field of the laser they will occasionally collide 
with ions, thus transferring energy and effectively damping the laser. Including 
such collisions in kinetic calculations of the electrons allows the fraction of energy 
absorbed by inverse bremsstrahlungfib to be calculated [18]: 
fib exp 
32 1"ei (n,, ) Ln 
15 c 
where vj is the electron-ion collision frequency which is dependent on T, n, and 
n, Z Vei (X 3/2 Te 
(1.69) 
From these equations it is clear that the fraction of energy absorbed is maximised 
for low temperatures, high Z plasmas and large scale lengths. 
1.4.4 Resonance absorption 
It has already been stated that light will propagate inside a plasma up until the 
critical surface where it is reflected. If the pulse is incident on the target front 
surface at an angle 0 then the light will propagate up to a density of n,, cos'O before 
being specularly reflected. If the laser light is p-polarised (the electric field lies in 
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the plane of incidence) then as the pulse is being reflected at the critical surface, 
the component of the electric field parallel to the density gradient Vn will be able 
to tunnel into the critical density region. This leads to resonant excitation of an 
electron plasma wave at the laser frequency w. Wave breaking or damping of the 
plasma wave results in a, transfer of the energy to the rest of the plasma in the form 
of high energy electrons. 
The fraction of energy transfered to the plasma via resonance absorption f, is 
given by [15]: 
0 
fr 
a 
where 0 1-ý 2.3-r exp (- 2-F 
3 /3) and -F = (wL, lc) 
1/3 
sZnO 
Accelerated electrons from the resonant plasma wave are seen in the form of a 
maxwellian tail of hot electrons on the original background temperature distribution. 
The temperature Th of these hot electrons approximately scales as [19]: 
10 (T 2)113 T bJ IA keV (1.71) 
Where Tb is the initial background electron temperature in keV and IA' is the 
laser intensity in units of 1015 WCrn-2tM2. 
Vacuum heating, first studied by Brunel et al. [20], is very similar to resonance 
absorption in that both involve the laser electric field driving electrons across a 
density gradient. However whereas resonance absorption relies on a large density 
scale length, characteristic of a long pulse laser interaction, vacuum heating tends 
to occur for scale lengths less than the laser wavelength. This primarily occurs for 
ultra-short, ultra-intense pulses where the main interaction takes place before the 
pre-pulse induced plasma has time to ablate. 
A steep density gradient with a scale length much less than the laser wavelength 
means that resonance absorption is not possible and instead the light non-resonantly 
couples into an electrostatic plasma wave, leading to direct energy transfer from the 
laser to the electrons. This occurs when the amplitude of the electron quiver motion 
in the electric field becomes comparable to the density scale length (v,,, Iw -, L, ). 
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At high intensities the electrons in such a wave can actually be pulled out into the 
vacuum, before returning to the plasma having gained a kinetic energy of 1/2MV2 0SC, 
Once returned to the plasma the electrons can lose their energy (assuming the 
electron energies are not great enough to be considered non-collisional), thus heating 
the surrounding material. 
A simple calculation can be made for the fractional absorption rate, ýVvh, by 
modelling the electrons as a sheet of charge that is pulled away from and then back 
towards the target surface by a distance zýx [211. The electrons (with a surface 
number density E=n, Ax) are displaced by the normal component of the laser 
electric field EL = 2ELsinO. This sets up an electric field which can be equated to 
the laser field: 
2ELsinO = 
eE 
60 
(1.72) 
When the electrons return to the target surface they will have gained a velocity 
2v,,, smO. where = 
eEL, resulting in an energy density absorption rate V08C MW 
(over one laser cycle) of: 
27E m, v 
2 2coe I-E3 sin 
30 Pa 
2L 
Finally. dividing by the laser power PL = 1ccOE'cosO gives the fractional ab- 2L 
sorption rate ? 7vh: 
Pa 
-4 ao 
sin 
30 
PL 7 COSO 
(1.74) 
However, corrections need to be made to avoid greater than 100 % absorption 
rates at high irradiances and at large angles of incidence. By accounting for imperfect 
reflectivity of the laser and relativistic electron energies the following expression is 
found [21]: 
fv 
hf+ f2 a2 sin 
20)1/2 sinO 
7ao 0 coso 
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where f -1 + 
(I 
-'Ilvh) 
1/2 
. For low intensities 
(ao < 1) the rate of absorption is 
low for all but the largest angles of incidence. For high intensities (aO > 1) the rate 
of absorption becomes independent of intensity and is almost entirely dependent on 
the angle of incidence, peaking at around 73'. Hence Brunel heating can become 
the dominant mechanism for fast electron production should the laser intensity and 
angle of incidence be great enough. 
1.4.5 JxB heating 
At high intensities the electrons that are subject to the ponderomotive force undergo 
not only a quiver motion along the direction of the laser electric field, but also a 
second motion due to the JxB force along the laser k vector. Electrons that 
experience the JxB force oscillate at twice the laser frequency and a small fraction 
of the population are able to gain sufficient energy to escape along the k vector and 
into the overdense plasma. It is assumed that the electrons escape the laser field 
with a kinetic energy equal to the ponderomotive potential (equation 1.56). Hence 
an estimate of the temperature of the hot electrons generated by this process can 
be derived [16]: 
1018 
1) 
JA2 
Thot Tn, C 1 511 keV (1.76) 
.8x 
1018 
( 
1-+ý 
1.4.6 Fast electron energies and propagation direction 
Now that the basic mechanisms of fast electron generation have been introduced, it 
is important to understand under what conditions each occurs. At high intensities 
it is predicted that the Brunel-type resonance absorption and JxB heating will 
dominate over classical resonance absorption and inverse bremsstrahlung. 
The angle of laser incidence plays an important role in fast electron generation. 
Where as JxB heating is optimised for a laser incident normal to the target surface, 
vacuum heating is dominant when the component of the laser electric field along the 
density gradient is maximised. Hence the point at which vacuum heating is more 
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important is approximated by 2EL sm. 0 > v,,, BL [15]. 
Santala et al. [22] conducted an experiment to look at the propagation direction 
of the fast electrons at intensities of I-3x 1019 Wcm-'. It was found that the size 
of the pre-plasma, scale length (equation 1.67) had a significant effect on the electron 
beam direction. With a steep density gradient (L -- A) the angular distribution of 
the electrons was represent ative of Brunel-type resonance absorption. As L increased 
(L ý- 5A) the JxB mechanism became more dominant and the electron beam tended 
to-\vards the laser k-vector. With larger scale lengths still, the angular spread of 
electrons becomes more random, possibly due to laser instabilities in the under- 
dense plasma. 
Malka et A [23] took a series of fast electron energy spectra both along and 
at 22' to the laser axis. In the intensity range of 2-9x 1018 WCM-2 the laser 
axis electron temperature was found to be in good agreement with equation 1.76, 
as found by Wilks et al. [16]. Off-axis the fast electron temperature was found to 
scale with ý- I10. Using similar intensities Beg et al. 
[24] found the temperature to 
scale in a similar way as 
Th, 
t = 
100 11/3 keV, where I is in units of 1017 
WCM-2. 
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1.5 Fast electron transport 
The previous section covered the primary mechanisms for the absorption of laser 
energy and the generation of hot electrons in the ultra-intense laser regime. This 
section will briefly cover the current model of fast electron transport inside overdense 
plasmas. 
Electron energy transport 
During a typical laser-plasma interaction the majority of the incident laser energy 
is deposited at, the critical surface. Electron conduction then transports this energy 
down the temperature gradient and into the bulk of the target. lon conduction is 
generally ignored as the electron thermal velocity is a factor Of (Mi /Me) 1/2 greater. 
The heat flow inside the target is given by the Spitzer-Harm equation [25]: 
q:::: -- -6SHVT 
where q is the heat flow, 6SH is the Spitzer-Harm conductivity and VT is the 
temperature gradient inside the target. 6SH can be derived by using a kinetic 
treatment of the plasma, neglecting magnetic fields and any hydrodynamic motion 
40 
(1.77) 
[26]: 
KSH :: ý 
4T, 5/2 
(1.78) 
Z4 1/2 e m. InA 
The thermal flux of electrons into the target draws a low energy return current 
07EE. However the temperature gradient also induces an electric current via 
the thermoelectric effect. This has the effect of reducing the return current and the 
classical heat flow [27]: 
07EE - aVT 
=, 3E -6SHVT 
(1.79) 
(1-80) 
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qKI- VT (1-81) 
OlK 
) 
If the temperature gradient is too steep then the Spitzer-Harm approximation 
breaks down. ln the case of large VT the model predicts heat flows greater than the 
free-streaming limit (qf, "' OckBTeVth)- Instead a flux limiting factor f is introduced 
so as to correctly model the actual heating flux: 
f qf, (1.82) 
In the presence of magnetic fields a new expression was derived by Braginskii for 
the heat flow [28]: 
qB = -r, - VT -0- 
JT 
e 
(1.83) 
The effect of the magnetic field is characterised by the coefficient wTi, where 
w= eB/m, is the Larmor frequency and Tj is the electron-ion collision time [27]: 
10 1022 CM-3 10 T 
3.44 x io-16 
e) 
3/2 B 
(1.84) 
Z n, In A looev MGauss 
- 
10 1022 CM-3 10 Te 
3/2- 
WTei = 6.05 x 10-3 - (1-85) 
Z n, In A( 100eV 
) 
Generally the Braginskii coefficients become important LL)Ti > 0.01. This typi- 
cally occurs in the plasma corona where the electron number density is lower than 
in the bulk of the target and strong magnetic fields may be present. 
1.5.2 The Alfven limit and the return current 
The high intensities present in the ultra-intense 
(> 1018 Wcm-') regime produce 
very large currents of hot electrons which in turn generate large electric and magnetic 
fields. 
For a simplified case of a hot electron beam propagating in a plasma without 
an electric field, the self-generated azimuthal magnetic field acts to reverse the flow 
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of the beam, turning the electrons back towards the front of the target. Alfven 
calculated [291 that above a certain current the beam would not be able to propagate 
at, all. This occurs when the Larmor radius of the electrons becomes smaller than 
the radius of the electron beam r,: 
"/rne Ve 
eB 
< re (1-86) 
By substituting in an expression for the magnetic field from Ampere's Law 
B. dI = yoI) the following upper limit for the beam current is obtained: 
Imý = 1.7 x 104,3 y (1.87) 
Where is the maximum current in amps, 3, = v, lc where v, is the electron 
velocity and -y = (I The fast electron currents generated in the ultra- 
intense regime easily surpass this limit. Their propagation is only made possible by 
the presence of a return current. 
The space charge imbalance brought about by the fast electrons entering the 
target results in a large electric field that draws a return current of thermal electrons 
back towards the target front surface. Q uasi- neutrality requires that jf,,, t =-jcold 1 
where jf,,, t is the fast electron current, andlcold= Elq is the thermal return current, 
where 71 is the cold plasma resistivity. This process results in two distinct electron 
populations - the collisionless hot electron beam and the collisional thermal return 
current. The neutrality condition between the two currents requires that the number 
of thermal return electrons be much higher than the number of fast electrons [30]. 
The self-generated magnetic field associated with the electric field that draws 
the return current acts to collimate the electron beam and can be calculated: 
VxB AO(Jfast + kold) 
='ql'cold = 
TI 
VxB-, qjf,, t Po 
CHAPTER 1. THEORY 43 
OB 
17 xE xTljf,,, t) -Vx 
71 VxB (1.90) at 
(Po 
The first term on the right hand side of equation 1.90 is the source of the magnetic 
field and the second term is the resistive diffusion of the field. However at the 
high temperatures present in the plasma in the ultra-intense regime this diffusion is 
minimal on the time scales being considered and the equation can be simplified to 
aB X Wfast)- at 
1.5.3 Resistivity and Ohmic heating 
From equations 1.88 - 1.90 it is clear that, the target resistivity will have a large 
effect on the electron transport. There is not one equation that covers the target 
resistivity over all temperatures so it is important to know what temperature the 
material is so that a suitable approximation can be made. 
Milchberg et al. [31] conducted an experiment to measure the resistivity 77 of an 
Al target over a range of temperatures. Fýrom room temperature up to 5 eV, 77 was 
found to rise linearly, and then sublinearly up to 40 eV. At around this temperature 
--resistivity saturation" is reached due to the minimum electron scattering length 
being equal to the interatomic spacing. 
As the temperature increases further then the resistivity follows the standard 
Spitzer model [32]: 
7Te 2m 1/2 
71 = 
(47TEo )2 (kTb )3/2 
Z In A -ý 10-4 Z In A(kTb) -3/2 
(QM) (1.91) 
where In A= In(d,,, /d, j, ) is the Coulomb logarithm, where d,,,, is typically the 
Debye length and d, j, is the closest approach between two particles in a 
Coulomb 
collision. 
From equation 1.91 it is clear that the resistivity drops rapidly with temperature. 
This is because as the temperature increases, the Coulomb cross section decreases 
and so the electrons experience fewer collisions. The mean 
free path of the fast 
electrons is typically much greater than the size of a target which means that they 
CHAPTER 1. THEORY 44 
are effectively collisionless at the intensities being considered here. 
Initially, the cold background plasma has a high resistivity, which means that a 
large electric field will act to slow down the fast electrons, drawing a large return 
current that increases the background temperature through ohmic heating [33]: 
OT 77j 2 
at c 
where C=f kbn, e is the heat capacity and f is a dimensionless constant. 
As the mat, erial heats up the resistivity falls, lowering the electric field and so 
allowing the electrons to propagate much easier. In the regions where the electron 
current density is highest, the effect of ohmic heating will be greatest, hence the 
electron flow tends to occur by the creation of low resistivity channels [34]. This is 
similar to the electrothermal instability [35] whereby a fall in resistivity leads to a 
fall in the electric field, increasing the current flow and thus further reducing the 
resistivity. 
In ultra-intense laser-plasma interactions you would expect the target material 
to quickly heat up above the minimum temperature required to assume a Spitzer 
regime of resistivity (kTb > 100 eV). However, the large magnetic fields generated 
early in the interaction when the temperature is low (high resisitivity) need to be 
considered. Such large fields may play an important role at the front of the electron 
beam and some low temperature, high resisitivity sourced magnetic fields have been 
observed in simulations to remain even when the target temperature has increased 
past that required by Spitzer [36]. 
1.5.4 Anomalous resistivity 
In the first fast ignition experiments conducted using the GEKKO 11 laser [11] [13] 
extensive hot spot heating was observed when an ultra-intense short pulse laser was 
used to couple energy into a compressed CD shell. Sentoku et al. [37] proposed that 
the absorption (with a 30% efficiency [13]) of fast electrons with a temperature of 
1.4 MeV could only be accounted for by an anomalous stopping mechanism. 
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The classical stopping range for fast electrons in a low-Z material with an energy 
T, is given by [38]: 
pR - 0.412 T(I. 
27-0.0954 InT, ) gCrn-2 (1.93) e 
where 0.01 < T, < 2.5 MeV. At T, = 1.4 MeV the fast electron range pR ý-ý 
0.6 gcm-'. The compressed core observed by Kodama et A [11] had pR r-,. d 0.26 
gcm-', meaning that a source of anomalous stopping has to account for the enhanced 
absorption. 
A form of anomalous resistivitY was proposed, which sources from electromag- 
netic perturbations that occur between count er- propagating fast and cold electrons. 
Filamentation of the magnetic field leads to scattering of the cold electron population 
and the creation of longitudinal electrostatic fields which decelerate the fast elec- 
trons. Sentoku et al. calculated the stopping range of the electrons due to anomalous 
resistivity to be [37]: 
pR r-ý 0.89 x 
10-5 T, (n, / n,, ) gCM-2 
At a density comparable to that measured by Kodama et al. [13] the range of 
the fast electrons due to anamolous resistivity is reduced to pR -, - 0.22 gCM-2 
Campbell et al. [39] performed 2D PIC simulations to examine compressed core 
heating, modelling the results obtained by Kodama et al. [131. Extensive magnetic 
filamentation was seen together with an electric field that decelerated the fast elec- 
trons in a similar way to that observed by Sentoku et al. 
Honda et al. also proposed an anomalous stopping mechanism [40] based on cur- 
rent filament coalescence. The filamentary structures that form as a result of the 
counter- propagating electron streams were found to merge during 2D PIC simula- 
tions, resulting in a large proportion of the fast electron beam energy being trans- 
ferred into the magnetic field and the transverse electron temperature. At fairly 
low densities the simulations demonstrated that the filament coalescence could be 
a significant beam stopping mechanism. However the simulations have yet to be 
extended to the much higher densities required for fast ignition. 
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1.6 Transport Instabilities 
Transverse filamentation instability 
Two electron currents propagating in opposite directions tend to experience what 
is known as the filamentation instability. For a fast electron beam and the corre- 
sponding thermal return current, this can result in filamentation of both streams. 
Physically this process occurs when spontaneous noise in the beam current results 
in a fluctuation in the transverse magnetic field. The vxB force that acts in 
opposite directions (see figure 1.4) on the two beams further reinforces the transverse 
magnetic field by concentrating the current density. Hence positive feedback occurs 
and the beams tend to separate into filaments, the scale of which is comparable to 
the collisionless skin depth clwp where c is the speed of light and wp is the plasma 
frequency. 
z 
x 
y 
Figure 1.4: The filamentation instability 
The unstable density perturbations formed by the filamentation instability have 
a wave vector k normal to the electron beam direction and normal to the electric 
field E. In the case of a relativistic electron beam the growth rate of the instability is 
proportional to both the ratio of the fast electron and background number densities 
and the ratio of the longitudinal and transverse momenta [41]: 
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nf 
> _Yf 
P1 (1.95) 
n, Pil 
where -yf + p2 /M2C2 + p2/M2C2 and p_L and p1l are the transverse and Ie 11 e 
longitudinal electron momenta. 
1.6.2 Weibel instability 
The original NN eibel instability [42], which is often confused with the filamentation 
instability, results in the generation of transverse electromagnetic waves should a 
sufficient level of transverse velocity anisotropy be present. 
The Weibel instability differs from filamentation in that the k vector of the 
unstable waves are parallel to the beam direction, while the electric field is normal 
to the main beam. 
In order for the instability to occur the transverse thermal velocity uI must be 
much greater than the longitudinal velocity u1j. In that case a self-excited wave will 
grow at a rate [42]: 
ýy ýý- u 
-L 
wp k/ (W2 +k 
2)1/2 (1.96) 
1.6.3 Two-stream instability 
The two-stream instability occurs when two beams of charged particles pass through 
a finite potential O(x) inside a plasma. An electron beam inside the potential is 
accelerated / decelerated and due to the equation of continuity, a change in beam 
velocity also results in a change in number density, which further amplifies the 
perturbation in potential. 
When considering a simple unmagnetized plasma with a low temperature with 
a static ion population, the relevant linearised continuity equations for the electron 
population are [43]: 
On, 
+ V. (noul + nluo) (1-97) at 
CHAPTER 1. THEORY 
0,11, 
+ (uo. v)ul at 
where ii = no + iii, u uo + ul and E= El. 
48 
- (1-98) 
By assuming that all perturbed quantities vary as ei(kx-wt), equations 1.97 and 
1.98 yield the following results: 
U1 = 
ni = 
I. cE, 
me (w - k. uo) 
ieknoE, 
m, (w - k. uo)l 
By substituting equation 1.100 into Poisson's equation: 
17. E =1Z en, = -zkE, 
Z WP2,2 
IEO ce 
(w - k. u, )2 
(1.99) 
(1.100) 
(1.101) 
where wp,,, and u,, are the plasma frequency and velocity for each population. 
For a non-trivial solution (El =ý 0): 
WP21 W2 
F(vp) = (V U )2 
+ P2 
)2 =k2 (1.102) 
pI 
(Vp 
- U2 
where vp = , ýIk. For a large enough k this equation has 4 real solutions. But 
for k<k, there are 2 real and 2 complex solutions where vp = (w, ± Z-y)lk. The 
(+-yt) solution grows in time: 
El - Ee'(kx-w, )e-yti (1.103) 
Hence the perturbation will be unstable if k<k, where k, is obtained from 
setting dF(vp)ldvp = 0: 
k= 
( 2/3 + 
2/3)3 
wpl Wp2 
(Ul 
- U2 
)2 
(1.104) 
Hence for any combination of parallel streams, there will always be a perturbation 
wavelength that will be unstable. The density perturbations that continue to grow 
as a result of the instability will eventually be dispersed. This could occur either by 
the electrons being ejected due to the increasing electric field, or by the electrostatic 
waves decaying into ion-acoustic waves [44]. 
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1.6.4 Instability modes 
49 
Whilst it is simple to refer to each form of instability individually, the reality is that 
an electron beam will suffer from many instabilities at the same time, with a range 
of wave vector directions. Figure 1.5 summarises the different unstable wave vectors 
for each instability: 
X 
Filamentation 
E 
Two-stream 
5- z 
// Beam 
E 
10- 
V , 
Or- 7e i 7e 1k 
E 
Figure 1.5: The three main instability modes for an electron beam propagating in 
the z-direction. Reprinted with permission from Bret et al., Phys. Rev. 
Lett., Vol. 94,115002 (2005). Copyright 2005 by the American Physical 
Society. 
It will of course be the most rapidly growing unstable mode that affects the beam 
the most. Bret et al. [45] found that analytically the filamentation instability should 
not be the fastest growing. Instead an intermediate mode between filamentation and 
two-stream is identified as the fastest growing mode over all k-space. This mode 
produces both density perturbations and transverse filamentation. 
As the fast electron beam velocity increases the filamenation mode grows a lot 
faster than the two-stream or Weibel mode. Although in the case where a large 
degree of anisotropy is present in the transverse beam temperature the Weibel mode 
will grow rapidly while the filamentation mode will be surpressed. 
For an intermediate wave vector k between that, of the two-stream and filamen- 
tation mode, a maximum instability growth rate -ýM was found [46]: 
U3WD= 
Uft 
i 
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where -,, f = 1/,, /l 
--02 
and 0 
50 
v'3 
( of ) 
1/3 
Wp (1.105) 
1)1/3 nb'-Yf 
Cf /C. 
This quasi- longit udin al mode was found to be the most unstable at relativistic 
beam velocities. It can also produce density perturbations and beam filament growth 
with a characteristic scale similar to that, seen experimentally [47]. 
1.6.5 The Bell-Kingham model 
The recently developed Bell-Kingham model [48] provides a relatively simple method 
of determining whether or not a fast electron beam will be collimated as it propagates 
through a target. 
The magnetic field will act to collimate the electron beam, and how effective 
it is will depend on the ratio of the radius of the electron beam R to the fast 
electron Larmor radius rg. The ratio Rlrg must be greater than the half cone-angle 
of the electron beamOI/2 for collimation to occur. In the limit that the return 
current results in substantial ohmic heating (Tcold > Ti. it), where Tinit is the initial 
background temperature. the condition for collimation becomes F>I where: 
F=0.13n 
3/5 Z2/5 InA 2/5 -1/5 T -3/10 (2 + T511 )-1/2 Rpmt 
2/50-2 (1.106) 
23 
PTW 
511 k ps rad 
where n23 is the electron number density in units of 
1023 CM-3, In A is the 
Coulomb logarithm, PTjj- is the laser power in terawatts, T511 is the fast electron 
temperature in units of 511 keV, R is the beam radius in pm, tp, is the pulse length 
in picoseconds and0rad is the initial half-cone angle of the electron beam in radians. 
This condition for collimation only applies if the background electron tempera- 
ture is sufficiently hot that Spitzer resistivity can be applied (equation 1.91). 
At low 
temperatures (approximately < 200 eV) the Spitzer model breaks down and so the 
condition for collimation is no longer valid. It does, nevertheless, show that there 
are a large number of parameters that can affect the fast electron transport pattern 
inside the target, in addition to the beam-plasma, instabilities discussed above. 
Chapter 2 
Instrumentation 
2.1 Introduction 
All of the experimental work in this thesis was performed using the Vulcan laser 
facility. based at the Rutherford Appleton Laboratory. The majority of the data 
was obtained using the Vulcan Petawatt laser in the ultra-intense regime (> 10'9 
Wcm-'). In this chapter the technology behind this laser system will be outlined 
together with the experimental diagnostics that were used on each experiment. 
2.2 Vulcan laser 
Vulcan is an Nd: glass laser which operates at a wavelength of 1.053 pm and con- 
sists of 8 beam lines. These beam lines can be configured in any way to suit the 
experimental requirement. The Vulcan laser can deliver beams into three separate 
target areas; Target Area East JAE), Target Area West (TAW) and Target Area 
Petawatt (TAP). 
TAE is a flexible area that can be configured to use all 8 beams. The six 10.8 cm 
/ 0.5 TW beams can each deliver several hundred joules in a nanosecond to target. 
The minimum pulse length for each beam is 80 ps and they can also be frequency 
doubled, if required. The two remaining 15 cm /I TW beams can be configured as 
back-lighter beams and again can be frequency doubled. 
.ýI 
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TAW can use the same 6 long pulse beams, but also has a single high intensity 
beamline, which uses chirped pulse amplification (CPA) [49] to achieve aI ps, 5x 10" 
ýNTCM-2 pulse. The second low energy short-pulse line is typically configured as a 
probe beam for optical probe diagnostic purposes. 
TAP currently uses a single ultra-high intensity beamline, provided by an optical 
parametric chirped pulse amplification (OPCPA) [50] front-end. This can deliver up 
to 500 J in 500 fs within a focused diameter of 7 pm, resulting in a peak intensity 
on target of approximately 10" Wcm-1. 
2.2.1 Vulcan oscillators 
There are currently three short-pulse oscillators in Vulcan, one for each target area. 
Each uses a different method of mode locking to produce ultra-short seed pulses. 
Inside the oscillator*s laser cavity a discrete set of longitudinal frequency modes 
exist with wavelengths defined by: 
A 
2L 
n 
(2.1) 
where A is the laser wavelength, L is the distance between the two mirrors in the 
laser cavity and n is the mode order integer. The frequency separation between two 
modes is given by: 
Av c (2.2) 
2L 
The larger the bandwidth of the laser, the more modes the cavity can support. 
Under standard continuous wave (CW) operation, these laser modes co-exist 
inside the cavity with a random phase. In order to produce pulses of light, these 
modes must be made to operate with a fixed phase relationship. This leads to 
constructive interference at set periods of 2LIc, the round trip time for the laser 
cavity. The more modes of oscillation locked by the laser, the shorter the pulse 
duration. Hence a large mode locked bandwidth (NAv) is required to achieve 
ultra-short pulses. 
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There are several methods used to mode lock a laser and each oscillator in Vulcan 
uses a different technique. 
For the TAW beamline, the laser is sourced from a Semiconductor Saturable 
Absorber Mirror (SESAM) oscillator with Nd: glass as the active medium. 
The saturable absorber mirror's reflectivity changes with incident laser intensity. 
Low intensity, CW laser light is absorbed, but a random high-intensity short-pulse 
of light is transmitted. This pulse is then amplified after each pass in the laser 
cavity. An output coupler at one end of the cavity transmits a part of the pulse 
power at each pass, thus producing a useable output. 
The Petawatt laser is sourced from a Ti: sapphire Kerr Lens Modelocked (KLM) 
oscillator that generates 5 nJ seed pulses ý-- 120 fs in duration. This method of 
mode locking relies on the non-linear optical Kerr effect. Within the laser medium 
the effective refractive index n is dependent on the laser intensity I: 
no + n2l (2.3) 
where n2 is the non-linear refractive index. Since the beam intensity is higher 
on axis than out in the wings, the Kerr effect leads to self-focusing of the beam. 
By carefully placing an aperture in the optical cavity, high-intensity pulses can be 
focused through the aperture to produce a train of pulses from the laser. 
2.2.2 TAW - Chirped pulse amplification (CPA) 
The short pulse beamline used in TAW uses CPA [51] to achieve the required 5x 1019 
Wcm-' focused intensity. The maximum energy that can be delivered to a target 
area is limited by the damage threshold of the optical amplifiers. The intensity in 
the beam line is limited by self-focusing of the laser inside the amplification optics. 
Higher intensities require larger optics which eventually becomes both impractical 
and cost prohibitive. 
CPA works by lengthening the duration of a short pulse before amplification 
takes place. Following amplification the pulse is recompressed to give the required 
high intensity. 
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The short-pulse oscillator produces 170 fs, I nJ pulses which are then passed to 
the stretcher system. The double pass refractive confocal telescopic stretcher works 
by using a pair of diffraction gratings to disperse the frequency components of the 
pulse over different optical path lengths. The result being a chirped pulse whose 
frequencY varies linearly with time. This stretched pulse 100 ps) can then be 
safely amplified through a series of Nd: glass rod and disc amplifiers. The beam first 
passes through the rod amplifiers with increasing diameters of 9 mm, 16 mm, 25 
mm and 45 mm. A pair of 108 mm and 150 mm disc amplifiers provide the final 
energy gain. At several points in the beamline, the laser is focused through a vaccum 
spacial filter (VSF), which helps to improve the beam profile. The final stage in the 
beamline sees the chirped pulse being recompressed to I ps by an additional pair of 
diffraction gratings. 
In TAW the pulse is focussed using an f/4 off-axis parabola to a focal spot 
FWHM of 10 pm, giving a peak intensity of ý- 5x 
1019 WCM-2 [52]. The maximum 
intensity that can be produced with the system is limited by the energy that the 
gratings can tolerate before the coatings are adversely affected. 
2.2.3 Vulcan Petawatt - optical parametric chirped pulse 
amplification 
The ultra-high intensities achieved by the Vulcan Petawatt beamline rely on a tech- 
nique called optical parametric chirped pulse amplification (OPCPA) [53]. Con- 
ventional amplification in the Nd: glass medium is typically subject to gain narrow- 
ing [54] which limits the pulse bandwidth to around I nm and hence also limits 
the minimum pulse duration. OPCPA removes this restriction by increasing the 
frequency bandwidth during an extra pre-amplifica, tion stage, thus allowing short 
pulses to be amplified to even higher intensities. 
A double passed Offner triplet stretcher extends the pulse to 4.8 ns [55] and 
this is then fed into the optical parametric amplifier (OPA). The OPA works by 
mixing the seed pulse with a 200-300 mJ, 4.5 ns frequency doubled pump pulse 
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which is generated by an Nd: YAG laser. A high level of broadband gain is achieved 
by coupling energy from the monochromatic pump field into the chirped seed field. 
The three-stage amplification occurs in a non-linear medium (0-Barium Borate), 
with the total gain produced by all three stages being of the order of 3x 10'. The 
large single-pass gain and low levels of amplified spontaneous emission make this 
technique highly desirable. 
The Petawaft beamline uses a combination of Nd: silicate and Nd: phosphate am- 
plifiers [56]. First the pulse passes through 9 mm and 16 mm Nd: Silicate rod am- 
plifiers which deliver high gain early on in the chain. The amplified pulse then 
joins the main Vulcan short-pulse beamline, passing through the 25 mm, 45 mm 
Nd: Phosphate rod amplifiers and 108 mm and 150 mm disc amplifiers. A sliding 
mirror redirects the Petawatt pulse through three 208 mm disc amplifiers which 
provide the final stage of energy gain, increasing the pulse energy to r-I. 650 J be- 
fore the beam enters the target area. An adaptive optics (AO) system is included 
in the Vulcan petawatt beamline which helps to correct wavefront errors that are 
introduced into the beam due to propagation of the laser through the optical chain. 
The wavefront is corrected by a 120 mm deformable mirror [57] that can adapt to 
slowly varying aberrations. The adaptive optics help to not only improve the fo- 
cused spot quality, but also the pulse compression, since for the beam sizes required 
for petawatt pulses, this is a function of wavefront quality. 
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Figure 2.1: Beam path inside the Vulcan Petawatt target area. 
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Inside TAP a, pair of gold-coated, 1480 lines/mm gratings compress the pulse 
to 500 fs before it is focussed on target (see figure 2.1 for the beam path inside 
the target area). The gratings have a diameter of 940 mm (necessitated by the 
large incident beam energy) and are housed inside a compression chamber, with 
a separation distance between the gratings of 13 m. A large turning mirror (M2) 
diverts the compressed beam into the interaction chamber where it is turned again 
by a mirror M3 onto an f/3 off-axis parabola. This focuses the beam down to a spot 
size r-ý 7 pin. yielding an on-target intensity of up to 1021 WCM-2 .A small portion 
of light that is transmitted through M2 is used for laser diagnostics. 
2.2.4 Amplified spontaneous emission 
At the ultra-high intensities reached by Vulcan Petawatt it is important to be able 
to characterise the contrast of the laser. The contrast is defined as the ratio between 
the intensity of the main pulse and the lower intensity pedestal that precedes it. A 
low level of contrast will result in ablation of the target surface before the main 
pulse arrives. This has a great effect on the physics of interaction, hence it is crucial 
that the profile of the laser is well characterised. 
The main factors affecting the contrast of the laser are amplified spontaneous 
emission (ASE). The biggest contribution in the Petawatt bealine comes from par- 
asitic parametric fluorescence in the OPCPA amplifier, where the highest gain is 
achieved (ý-_ 10'). Using fast photo-diodes the level of ASE prior to the arrival of 
the main pulse can be measured on nanosecond timescales [58]. A typical contrast 
of around 4x 10-8 is usually achieved. 
In order to look at the level of contrast in Vulcan on a picosecond timescale, a 
scanning third order autocorrelator [59] is used. The autocorrelator provides detailed 
information on the pulse shape and contrast ratio. Measurements taken on Vulcan 
Petawatt [60] recorded a contrast of around 10-6 , 60 ps 
before the main pulse. 
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2.3 Experimental diagnostics 
2.3.1 Optical probing 
Optical probing is a simple method of producing temporally resolved images of 
an expanding plasnia surface to a high degree of spatial resolution. Typically the 
expansion on the front and rear of the heated targets is diagnosed using a collimated 
optical probe beam that passes transversely across the target surface. 
On Vulcan Petawa, tt the probe beam is created from a small part of the main 
beam that is collected just after M3 using a small periscope. This small beam (11-1 2 
J) is frequency doubled to 2w (527 nm) through the use of a KDP crystal (see figure 
9 9. A waveplate is then used to give the probe beam a 45' linear polarisation. The 
probe has a pulse duration identical to the main pulse and is typically timed to cross 
the target 200 ps after the main interaction pulse. 
A 75 mm diameter achromatic lens is used to collect the probe light after the 
target, and a series of lenses and mirrors are used to relay the image to the outside 
of the interaction chamber where the beam is split between a CCD camera and a 
. Nomarski interferometer. An 8-bit or 10-bit CCD is used for shadowgraphy, where 
as a 16-bit Andor CCD is used for the interferometry measurements. A combination 
of filters were used to isolate the 527 nm wavelength. A KG3 short-pass filter was 
used to suppress the main 1.053 pm signal and a 527 nm bandpass filter was used 
to select the probing wavelength. Additional neutral density (ND) filters were also 
added as required to reduce the signal strength for each camera. 
The resolving power of the probe system is typically limited by the acceptance 
angle of the first focusing optic. The smallest object resolvable by a lens with a 
diameter D and focal length f is given by: 
Zýx = 1.22 
fA=1.22 
FA (2.4) 
D 
where F=f ID is the f-number of the lens. 
In order to calibrate the probe timing, light from both the probe and a low 
intensity main beam is focused onto a Hamamatsu streak camera using a half- 
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mirrored target to divert both beams through the probe collection optics. The 
probe line before the target includes a timing slide which allows the path length (and 
lience the timing) of the probe to be adjusted with 10 [tin accuracy. By matching 
the probe pulse to the main pulse on the steak camera (so that both pulses reach 
the target at the same tinie), the 0 ps positioning on the timing slide is established. 
The limited resolution of the streak camera means that the accuracy of the zero 
posit, ion is typically ± 10 ps. The timing slide is adjusted to increase the probe line 
path until the probe pulse passes the target 200 ps after the main interaction. The 
plasina, expansion can be probed further or earlier in time simply by adjusting the 
timing slide. 
Figure 2-2: 1.053 pm light (shown here coloured red) for the probe line is sourced 
from the main beam and is frequency doubled to 527 nm (green). This 
light is then polarised at 45' and passed through the timing slide (top 
left of image). A series of mirrors then direct the probe light towards 
target chamber centre. Note: When two probing channels are used, the 
mirror immediately after the frequency doubling crystal is exchanged for 
a beam splitter. 
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2.3.2 Shadowgraphy 
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Both shadowgraphy and schlieren imaging provide not only a simple means of observ- 
ing bulk plasma. expansions, but also density discontinuities in the coronal plasma. 
Both techniques rely on light being deflected in non-uniform plasma densities, with 
schlieren and shadowgraphy showing first and second derivatives of the electron 
density respectively. 
Schlieren imaging works by placing a block at the focal point of the imaging lens 
to block any undeflected laser light reaching the camera. The result is that only 
light that has been deflected by a transverse density gradient, passes the schlieren 
stop. The resulting image consists of a dark field with bright sections around the 
coronal plasma. 
Shadowgraphy allows all light to reach the image plane, and large variations in 
brightness are only obtained if the first spatial derivative of the electron density 
varies transversely to the probe beam. 
Both methods rely mainly on qualitative interpretation and quantitative mea- 
surements of electron densities are difficult. However, quantitative measurements 
can be made of the spatial extent of plasma expansions at different time frames be- 
fore or after the main interaction. Shadowgraphy was chosen over the schlieren tech- 
nique for the experiments detailed in this thesis since shadowgraphy allows clearer 
measurements to be made of the lateral and longitudinal plasma expansion on a 
typical solid target. 
A light ray passing through a plasma, here in the z direction, is deviated away 
from its original path when a change in refractive index occurs transverse to the 
direction of propagation (considering just Oql(9x initially). The ray is deflected by 
an angle 0 over a path length 1 by the relation [61]: 
0- 
1 a77 
dz (2.5) 
10 
where Tj is the refractive index of the plasma defined by 
CHAPTER 2. INSTRUMENTATION 61 
1/2 
(2.6) 
NvIiere i?, is the electron density and n, is the critical density. By substituting 
equation 2.6 into equation 2.5 the following result is obtained: 
A2C2 ) In 1 One 
dz 0- 22 87r comec () (9x 
(2.7) 
where A is the probing laser wavelength. Hence the degree to which each light 
ray is deflected is proportional to both the transverse density gradient and the total 
path length the light ray takes inside the plasma. 
Of course, no light is able to propagate above the critical density inside the 
plasma and so a dark field (shadow) will be observed at the detector plane. A 
shadow will also be formed corresponding to lower densities if a light ray is deflected 
by an angle greater than that equal to F12, where F is the f-number of the first 
collecting optic. 
A spatially varying transverse gradient will result in light rays being deflected by 
different amounts, thus producing a variation in intensity at the detector plane [62]: 
[, 927, 
+ 
(921, ] 
dz 
0 IqX2 
oy2 
(2.8) 
Regions of the plasma where the density gradient varies significantly (i. e. a large 
second order derivative of the refractive index) results in the light being focused to 
form a bright region in the resulting image. This effect is typically seen on the front 
and rear surfaces, but this process is complicated by the presence of a Fraunhofer- 
type diffraction pattern which forms as the probe beam diffracts from parts of the 
target edge that are outside the depth of field of the collection optic. 
2.3.3 Interferometry 
The Nomarski interferometer [63] consists of a Wollaston prism and a polariser, 
which are placed between the final lens in the probe system and the 16-bit CCD 
camera. Assuming that the probe beam is initially polarised at 45' to vertical (with 
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equal s and p-polaxisation), the Wollaston prism creates two orthogonally polarised 
iniages with an angular separation c. These two beams have separate virtual sources 
(FI and F2 in Figure 2.3) The placement of a polariser after the Wollaston, with a 
polarisat, ion set either parallel or perpendicular to the incident beam, results in the 
two bea, ins creating an interference pattern where they overlap. 
Focusing Lens 
ab 
Polariser 
Colhmated Probe Beam 
Target 
F 
Vetically Horizontally 
Polarised 9 Polarised 
Light Light 
Figure 2.3: Nomarski Interferometer 
CCD 
Image 
The probe beam incident on the target is positioned so that the region of in- 
terest is contained within one half of the beam. This means that the half of the 
beam containing the target, can be interfered with the undisturbed half of the beam 
with the opposite polarisation. The fringe separation in the interference pattern is 
determined by the following equation [63]: 
6= Ab 
ca 
(2.9) 
Where A is the wavelength of the laser, b is the separation between the Wollaston 
prism and the imaging plane, c is the angular separation of the two beams and a is 
the distance between the point of focus after the final focusing optic and the Wol- 
laston prism. By altering the position of the Wollaston prism, the fringe separation 
can be selected. Moving the prism closer to the imaging plane reduces the fringe 
spacing which means that you can measure densities with a, higher degree of spatial 
resolution. However the smaller fringes mean that the accuracy with which it is 
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possible to measure any fringe shift is reduced. Hence a balance has to be struck 
between these two requirements. 
The interferometer works by measuring a phase shift between the light that has 
passed through the plasma and the light that has not. Where as the refractive index 
in a vacuum is 1, the refractive index in the plasma is less than I (Equation 2.6). 
This difference in refractive index between the two paths is similar to an optical path 
difference and results in a phase shift between the two. The phase shift can then 
be observed in the interference pattern at the imaging plane in the form of a fringe 
shift. Where no plasma is present (or the density is too low to cause a noticeable 
shift) the fringes will appear to be perfectly straight and uniformally spaced. Where 
a sufficiently dense plasma is present, fringes will be deflected in proportion to the 
density of the plasma. 
The phase difference between the two paths is proportional to the integrated 
density along the beam path I through the plasma [64]: 
AO =I 
il 
n. dl (2.10) 2An, 
where AQ is the phase shift in units of fringe shift. The observable fringe shift 
will be greater for higher density plasmas and longer path lengths. The smallest 
possible fringe shift that is measurable determines the lowest density that can 
be 
measured. 
Figure 2.4: Chord through cylindrically symmetric plasma 
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The interferometry method detailed above is able to measure the integrated 
plasma density along a chord through the material, a certain distance from the 
target surface. The local average value can only be determined by assuming that 
the plasma, expansion is cylindrically symmetric and that the plasma density is 
dependent on r and -- only, where z is the distance from the target surface. At 
a fixed - the plasma density is assumed to be n(r). But only the chord integral 
A'(y) can be measured from the fringe shift. The two are related by the following 
equation: 
ý, 
y2)) 
N(y) 
V/(a 
n (r) dx 
(aT: 7y2) 
N(y) is said to be the Abel transform of n(r). By performing an inverse Abel 
transform on N(y) it is possible to obtain n(r): 
n(r) =-I 
'dN 
2 
dy 
2)1/2 7r r dy 
(y -r 
Hence 2D interferometry measurements can be used to create a 3D density map, 
assuming that the plasma expansion is approximately cylindrically symmetric. In 
order to obtain such a map the fringe shift measurements taken from the 16-bit CCD 
camera need to be processed using two software packages. Firstly the image from 
the camera is loaded into IDEA (Interferometrical Data Evaluation Algorithms) [65]. 
This software was specifically developed for the extraction of phase information from 
interferograms. The 2D phase map that is generated can then be used to obtain 
density profiles as a function of radius by selecting line across the phase map parallel 
to the target surface. Each line drawn at a certain distance from the target surface 
will give a radial density profile. 
In order to generate a complete 2D density map n(r, a program called BASIS 
[66] was used. BASIS takes the phase information generated by IDEA and performs 
a series of Abel inversions (based on the BASEX method [67])to produce a 2D 
density map that can then be opened in a graphics or spreadsheet package. 
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2.3.4 Development of the probe system in Vulcan Petawatt 
Over the course of several Vulcan Petawatt experiments the layout of the optical 
probe systein was continuously revised in order to increase image quality and permit 
the shooting of targets at more than one incident laser angle. For each Petawatt 
experiment covered in this thesis the probe system was set up to make both shad- 
owgraphy and interferometry measurements. 
2.3.4.1 Setup A 
For the first experiment (section 3.3, chapter 3) the probe light was collected after 
the target by a 75 mm diameter achromatic lens which was placed approximately 
15 cm from the target. 
This light was then imaged relayed out of the interaction chamber. The image 
relay system consisted of 4 lenses and several mirrors with a total path length from 
the target to camera of around 7 m. The magnification of the system was measured 
to be x4. The limiting f-number of the probe system was f/12, meaning that the 
spatial resolution was approximately 8 ym. This probe system was far from optimal, 
but space constraints inside the interaction chamber meant that the optical path 
from the target to the cameras had to be extended. 
Outside of the chamber the probe light was split using a 50/50 beam splitter. 
One beam path led to a Jai CVM50-IR 8-bit CCD camera which acted as the 
shadowgraphy channel. The other beam was passed through a Wollaston prism and 
a polariser before being imaged onto an Andor DV420-BV 16-bit CCD, thus making 
up the Nomarski interferometer. 
All of the targets that were shot during the experiment were orientated 28' to the 
incident laser. In order to define this angle a green diode laser was set up to be co- 
linear with the main laser. A small mirror was placed at the target chamber centre 
which was at first aligned by hand to reflect the green laser back onto the centre 
of the parabola. The mirror was then rotated by 59' to reflect the light towards 
the pre-target probe optics. This reflected light defined the line of incidence for 
the probe which was then matched using a pair of apertures to the incident probe 
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alignment beam. The shadowgraphy probe channel was used before each shot to 
align the targets to the correct 28' orientation by rotating the targets until their 
apparent thickness was minimized on screen This technique was repeated for all 
future experiments. 
2.3.4.2 Setup B 
For the following experiment (chapter 4) the probe system had to be modified in 
order that optical probing could be used for both planar targets (shot at a 40' 
incident angle) and cone-guided targets (shot at normal incidence). Rather than 
using two completely separate probe systems (which would require four cameras in 
total), a system was developed that used two probe lines inside the target chamber 
which were subsequent, ly merged outside. 
Figure 2.5: 75 mm collection optics for the 0' and 400 probe channels. Target 
chamber centre is the point at which the two beams are seen to cross. 
Each probe line was near-identica, l inside the chamber, each using a 75 mm 
achromat placed ý- 20 cm from the target to collect the probe light 
(see figure 2.5). 
This light was then relayed out of the chamber using two separate sets of optics. 
CHAPTER 2. INSTRUMENTATION 67 
Outside the chamber two pairs of mirrors on kinematic bases were used to point 
up each probe channel down a, single line. In order to switch between 0' and 40' 
probing angles these pairs of mirrors were simply changed over. The magnification 
and timing of each probe line could be altered independent, ly. Both probe lines had 
a, limiting f-nun-iber of (f/12), with a, resolut, ion of 8 pin. 
r-I 
2nd imaging 
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Beam splitter 
Wollaston 
prism 
00 
Polariser 
Shadowgraphy 
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Figure 2.6: Typical (simplified) probe layout for two týarget orientations. The first 
mirror on the outside of the chamber is orientated to select one probing 
angle. 
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2.3-4.3 Setup C 
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A modified experimental arrangement that was introduced for the latter experiment 
of chapter 5, meant, that, the probe line could be directed out of the Petawatt in- 
teraction chamber via, a, significantly shorter route. The much shorter optical path 
resulted in both an improved image quality and a higher resolving power. As with 
earlier experiments, this new arrangement could easily be configured to use two 
probe lines, with a, single set of cameras on the outside of the chamber (see figure 
2.6). The short path length (ý- 4 in) meant that a single lens imaging system could 
be used for the sha, dowgraphy channel. An additional lens was required before the 
NNOlla, ston prism in the interferometry line in order to achieve the desired fringe 
separation, as determined by equation 2.9. 
Figure 2.7: Typical probe imaging system on the outside of the chamber. The probe 
light passes through a 527 nm bandpass filter and a KG3 IR filter before 
being split by a 50: 50 527 nm bea, msplitter. 50 We of the light is used for 
the 8-bit shadowgraphy channel. The remaining 50 % is passed through 
an additional lens before being focused through a Wollaston prism and 
a polariser onto a 16-bit Andor CCD camera. 
The single lens system (f/4) delivered a, high magnification of x8 with a signifi- 
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cantly higher resolution of --ý 3 pm. This higher resolution allowed the observation 
of much finer features in the heating patterns on the front and rear target surfaces. 
2.3-4.4 Setup D 
For larger, cone-guided targets the high magnification of setup C meant that not 
all of the target could be imaged onto the CCD chip. As a result, for the latter 
experiment in chapter 4. two entirely separate probe lines were built so that a lower 
magnification (-I'- x5) could be used for cone-wire targets, whilst maintaining the 
high magnification (ý- x8) required for planar foil targets. 
The 40' probe line was identical to that used in setup C. The 00 probe channel 
was routed out of a separate port on the vacuum chamber where a second set of 
cameras were used for shadowgraphy and interferometry. The second lens that was 
used in the interferometry line to alter the fringe separation was positioned so as to 
demagnify the image created by the first collecting optic. The resolution of the 40' 
and 00 channels was 1-'- 3 ym and -ý 4 pm respectively. 
This setup also used 12-bit Q-imaging CCD camera in place of the 8-bit Jai 
CCD used in previous experiments. This camera offered a greater dynamic range, 
allowing more detail to be seen in high/low brightness regions of the shadowgrams 
, previously, 
information had been lost. where. 
2.3.5 K, imaging 
K, x-ray imaging is an important method of characterising fast electron transport 
within a target. K, emission occurs when a fast electron propagating through a 
target collides with. and liberates an inner K-shell (Is) electron. The resulting K, 
(2p to Is) transition radiation then escapes the surrounding target material, thus 
providing a simple technique of indirectly measuring the fast electron distribution 
inside the target. 
The energy of the K,,, radiation is dependent on the target material, but typically 
Cu (8.05 keV) or Ti (4.5 keV) K, fluors are used. Measurements can been made 
using either solid fluor targets [68] [69] or buried-laYer configurations [70] [71]. These 
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hard x-rýAys are focused, using a spherically bent Bragg crystal [72], onto either an 
x-ray CCD camera or an image plate. An ast igmat ism- limited resolution of ý- 10 pm 
can be achieved [72]. 
While the minimum fast electron energy required to remove an inner-shell elec- 
tron and generate K,, radiation is 8.05 keV (4.5 keV) for a Cu (Ti) target, a range of 
higher energy electrons will also ionise a large number of ions. Higher energy elec- 
trons have a smaller collisional cross section; producing K" emission deeper inside 
the target. Computational modelling of fast electron interactions with Cu performed 
by Eder et al. [68] calculates the number of K, photons emitted as a function of 
electron energy and temperature. 
2.3.6 Rear surface optical imaging 
An additional diagnostic often employed on the experiments discussed in this thesis 
is that of rear surface optical imaging. This method images the transition radiation 
that is emitted from the rear surface of a target when high energy electrons cross 
the target-vacuum interface. 
When relativistic particles cross an interface between two mediums, the change 
in the dielectric constant leads to a change in the electric field that the particles 
experience. The energy difference resulting from this sudden shift is emitted as 
transition radiation [73], mostly in the original direction of propagation. 
The radiation emitted at the rear surface is a summation of the fields generated 
by each electron leaving the rear surface. When the electrons leave the target in 
tight bunches, the electromagnetic fields coherently add together to emit radiation at 
integer multiples of the laser frequency - coherent transition radiation (CTR). Such 
bunching of the fast electrons occurs due to vacuum heating or JxB acceleration 
at the target front surface. These two mechanisms lead to electron bunches being 
injected into the target at frequencies of w and 2a) respectively, where w is the 
laser frequency. Provided that the electron energies are high enough to escape 
the rear surface (typically >2 MeV) then coherent emission will result. 2Lj CTR 
measurements of electron bunches have been made at laser intensities of -3x 1019 
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In order to image CTR, a collecting optic is positioned behind the target, as 
close to target normal as possible. The light collected by this optic is then image 
relayed to an optical CCD camera, which records a time integrated image. Typically 
a 2w bandpass filter is placed before the camera in order to remove any incoherent 
transition radiation (ITR). 
2.3.7 XUV imaging 
The heating pattern generated by fast electrons on the rear surface of a target can 
also be measured using an extreme- ultraviolet (XUV) imager [75]. This type of 
diagnostic records Planckian thermal radiation that is emitted by the heated, bulk 
electron population. A typical target used for laser-solid interactions has a high level 
of opacity at XUV wavelengths (182 A), meaning that the emission can be spatially 
resolved within a thin surface layer. 
The XUV emission from the rear surface of a target is focused by a multi-layer 
spherical mirror onto a CCD camera [76]. Alternatively the XUV light can be 
focused onto a streak camera, allowing time-resolved temperature measurements 
to be made [77]. Two XUV wavelengths were used for the experiments in this 
thesis; 182 A (68 eV) and 48 A (256 eV). A filter, normally made of aluminium and 
polyimide, blocks out any stray light from the camera. A spatial resolution of < 10 
ym can typically be achieved. 
Chapter 3 
Fast electron transport Patterns 
3.1 Introduction 
The first measurements of electron transport patterns at multi-terawatt intensities 
indicated a collimated flow of fast electrons inside both deuterated plastic targets [78] 
and large area glass slabs [79] [80]. Transverse optical probing of the plastic targets 
revealed a rear surface expansion with a lateral size smaller than that of the laser 
focal spot. The transparent glass slabs allowed shadowgraphy measurements to be 
made of the collimated flow inside the target. In both cases is was concluded that 
the fast electron beam was being collimated by a self-generated magnetic field. 
Later observations of fast electron transport inside aluminium targets were made 
using Planckian thermal emission. The electron beam was found to have a divergence 
angle of 34' [81] and 25' [11] from data taken using the LULI and GEKKO XIl 100 
TW laser facilities. In each case the divergence angle was measured by recording 
the change in size of the rear surface heating pattern with target thickness. 
Using the Vulcan 100 TW facility, Stephens et al. [70] used K, x-ray imaging to 
measure a beam divergence of 40' inside buried layer targets. A Ti or Cu fluor was 
buried at different depths inside a planar Al or CH target. The resulting change in 
K, spot size with fluor depth was used to deduce the beam divergence. 
The work contained in this chapter reports on two experiments during which 
measurements were made of the fast electron transport patt, ern using both the Vul- 
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can 100 TW and Vulcan Petawa-tt laser. The first experiment shows that for low-Z 
targets there is a, transition between the previously reported collimated flow at 10 
TW to an annular transport pattern with a 20' divergence angle at powers of ý-ý 
70 TNN". The shadowgraphy results obtained on the experiment will be compared to 
those generated by two computational models of fast electron flow. 
The second experiment was conducted on the Vulcan Petawatt laser in January 
2005 to measure the fast electron beam divergence at ultra-high intensities (5 x 1020 
NN'cm- 2) for the first time. A range of diagnostics were used on the experiment so 
that a comparison could be made between the different measurement techniques. 
The results from transverse optical shadowgraphy, 68 eV XUV imaging and Cu K" 
imaging will all be compared. 
3.2 Annular electron transport at multi-terawatt 
intensities 
The experiments described in this section were conducted on the Vulcan 100 TW 
laser facility. This laser delivered up to 120 J in a pulse of 0.9 1.1 ps duration to 
target in a focal spot diameter of 10 jim by a 60 cm focal length, f/4 off-axis parabola. 
35 % of the laser energy was contained within the focal spot and corresponded to a 
peak intensity of up to 5x 1019 WCM-2 . 
The intensity contrast ratio was 10-7 . 
The 
laser wavelength was 1054 nm. The p-polarised laser radiation was incident onto 
the target at a 45' angle of incidence. The targets were large area Mylar foils. 
Measurements of the rear surface heating profile were made using a t, ransverse 
optical probe. The probe laser operated at 2wo and was timed to cross the target 
200 ps after the main interaction. The first collection optic had a collection angle 
of f/4, yielding a resolution limit of 3 pm. The probe light was relayed out of the 
target chamber to an 8-bit CCD camera. 
Figure 3-1(a) shows the resulting shadowgram from a focused laser intensity of 
26 TW. The bright region of second harmonic self-emission indicates the location of 
the interaction between the main pulse and the critical surface. The profile of the 
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Figure 3.1: Shadowgrams of 175 /-tm mylar targets 200 ps after the main interaction. 
The la, ser power and focused intensity is shown for each figure. 
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rear surface expansion indicates a, fast electron beam that is diverging with a 20' 
full cone angle. 
When the la, ser intensity was increased to 50 TW (2 x 1019 WCM-2 ) an inter- 
esting change was observed. The heating pattern showed a central collimated flow 
pattern surrounding by an annular structure (figure 3.1 (b)). When the intensity was 
increased further still, to 68 TW (3 x 1019 WCM-2), the central collimated feature 
on the rear surface disappeared, leaving only the annular structure (figure 3.1(c)). 
The inference from the shadowgrams of an annular structure on the rear surface 
of the target can be explained by the way in which the probe beam behaves when 
passing through such a, structure. Figure 3.2 shows a simplified schematic of such a 
process. A light ray passing through an underdense plasma expansion is deflected 
in proportion to the total distance travelled through the plasma. Hence the rays 
at points b and c that pass through the longest length of plasma are deflected to 
a, greater extent than ray a. This would result in the characteristic 'double hump" 
pattern as seen in the shadowgrams. 
Probe beam 
(b) 
Defieded Ight ray 
Und 
_eflý 
(a) Undeflected light ray 
(c) 
Annular expansion on 
target rear surface 
Imaging lens 
Shadowgram 
Figure 3.2: Schematic showing how a typical shadowgram would be formed from 
the propagation of a, probe beam through an annular expansion on the 
rear surface of an irradiated foil target 
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The central heated regions seen in these experimental results is similar to those 
observed at lower intensities by Tatarakis et al. [78]. Previous modelling of those 
earlier experiments [34] showed that, the narrow plasma jet observed in the shad- 
owgrams was a, result of magnetic focusing of the fast electrons at the back of the 
target. These new experimental results show that as the laser intensity is increased 
a transition occurs that indicates the presence of a hollow electron beam. This could 
result from the formation of a hollow electron beam at the front surface of the target, 
or alternatively the beam could be hollowing inside the target. 
The annular structure on the rear surface could also be attributed to either the 
fountain effect or a beam instability. The fountain effect occurs when fast electrons 
that have left the rear of the target are pulled back by the strong electrostatic fields 
at the surface, thus resulting in a fountain-like circulation. However to explain 
the clear annular structures seen experimentally the fountain effect would require 
a significant centralised source of fast electrons, which is not consistent with the 
shadowgrams that showed a purely annular plasma (figure 3.1(c)). 
An instability with a wavelength corresponding to the electron beam diameter 
could cause the beam to hollow, although it would be expected that other smaller 
wavelength instability modes would also occur. which were not observed. The tran- 
sition to the annular heating pattern at a certain intensity can also not be accounted 
for. 
One mechanism that could result in a hollowing of the electron beam results 
from the fall in resistivity that occurs as the target plasma is heated. This has been 
modelled by Davies [33] using a rigid beam model [82] which assumes a fixed fast 
electron current density that varies only with radius. This model is largely based 
around four equations: 
773'cold 
770 
(T) 
(3.2) 
TO 
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where il is the target resistivity, T is the target temperature with the subscript 
0 indicating initial values, oz is a constant, C is the constant heat capacity and 
,ý Jcold- )fa, st ý 
Equation 3.4 has two components on the right, hand side. The first acts to push 
the electrons to regions of higher current density, thus pinching the fast electron 
beam and causing collimation. The second term generates a magnetic field that 
acts to push the electrons towards regions of high resistivity, which results in a beam 
hollowing effect. Davies considered the form of the magnetic field inside a target 
under varying conditions [33]. In the case of strong heating the magnetic field is 
found to fall with time and eventually reverse, thus acting to hollow a portion of 
the beam. Physically this mechanism is a result of an excessive return current being 
formed where the resistivity is lowest, which is inside the beam when the target 
resistivity falls with increasing temperature. In order for this to occur the level of 
heating must be strong enough for Spitzer resistivity to apply (equation 1.91), and 
since the level of target heating depends on laser intensity, the beam hollowing is 
expected to only occur above a certain irradiance. Generally the condition for the 
strong heating magnetic reversal is given by [33]: 
4.25 x 1019 
5/3 2 IT '10 fabs 
>1 (3-5) Z2/3n, (InA)2/3A2 
where 710 is the initial resistivity in Qm, fabs is the fraction of laser energy ab- 
sorbed, -F =t-' is a time variable which represents the time that the electron Ve 
beam has been passing a certain depth z inside the target, n, is the electron number 
density in M-3 and A is the laser wavelength in m. 
Davies calculated that an average intensity greater than ý-ý 
1019 WCM-2 would 
be required for the magnetic field reversal to occur inside a, solid target, which is in 
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agreement with the experimental results. Although it should be noted from equation 
3.5 that the formAion of a positive magnetic field is dependent on several factors 
including t, arget material, pulse length and laser absorption. Higher intensities would 
be required to achieve beam hollowing for higher density targets and shorter laser 
pulses. 
3.2.1 Hybrid code modelling 
The first code (written by J. Davies [83]) used to simulate the experimental results 
is a hybrid code that uses a Fokker-Planck equation for the fast electrons and the 
basic form of Ohm's law for the background electrons. The full details of the code 
can be found in [83]. It is assumed that the fast electrons have a speed much greater 
than the mean speed of the background electrons and a number density much lower 
than that of the background electrons. The Fokker-Planck equation is solved using 
a Monte Carlo, particle approach in 3-dimensional cartesian geometry. The basic 
Ohm's law and Maxwell's equations without the displacement current are solved to 
obtain the electric and magnetic fields in cylindrical geometry, assuming rotational 
symmetry and zero azimuthal current density. 
The code does not directly model the laser-plasma interaction. Instead fast 
electron generation is based on laser intensity: 
Ipexp -r2) exp 4 
(t -t P)2 (3-6) 
R2 t2 
p 
with peak intensities Ip of 3,6 and 10 x 10" Wcm-', a spot radius R of 5 pm 
and a pulse duration tp of I ps. This corresponds to total laser energies of 22,43 
and 72 J, which, following the definition of the laser power used in the experiments, 
corresponds to 22,43 and 72 TW. The absorption of laser energy into fast electrons 
was assumed to be 30%. The mean kinetic energy < K(r, t) > of the fast electrons 
was determined from the ponderomotive potential by the equation: 
K(r, t) >= 9.54(1(r, t)A2)1/2 eV (3-7) 
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where 1A' is the laser irradiance in W. 
The fast electrons were injected into the target at a position of z=0 with an 
random angle with respect to the axis, uniformly distributed between ±30'. The 
target resistivity was approximated to fit the results obtained by Milchberg et al. [311: 
71 = 
I 
(3-8) 
I /'qmax +I I'qS, 
-where q,,., == 2.3 pQm for cold, solid Mylar and TIsp is the Spitzer resistivity. 
A radial and axial grid spacing of 0.25 pm and 0.5 pm respectively were used, 
together with a time step of 0.25 pm/c (5/6 fs). At each time step 56 particles were 
generated per radial point, giving approximately 112 per grid point since at least 
two time steps are required to move between axial grid spacings. When particle 
energies fell below 10 keV they were stopped and their energy deposited on the grid. 
Particles were removed at a radius of 100 pm. The simulation was run for 2.5 ps. 
3.2.2 Hybrid code results 
The radial profiles of the magnetic fields where the maximum values were obtained 
are shown in figure 3.3. The maximum values were achieved shortly after the end 
of the laser pulse and just inside the target rear surface. For the two highest laser 
powers the positive (hollowing) magnetic field is significantly larger than the negative 
(focusing) field. 
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Figure 3.3: Radial profiles of the maximum azimuthal magnetic fields as generated 
by Davies' hybrid code 
The expansion of the target is largely determined by the electron density and 
temperature [84,85]. The fast electron population can rapidly create a plasma on 
the rear surface through the generat, ion of a strong electrostatic sheath field. The 
strength of this electric field is proportional to the fast electron temperature [84]. 
To exceed the field ionisation threshold of hydrogen a field of 0.5 TVm-' is required, 
corresponding to an energy density nkT >3 TJM-3 . 
Assuming that this threshold 
is passed then the degree of plasma expansion is proportional to the fast electron 
temperature. Figure 3.4 shows that this occurs at radii of ýý 20 tLm. 
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Figure 3.4: Maximum fast electron energy density at the back of the target in units 
of 3 TJm- 3 as generated by Da, vies' hybrid code 
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Figure 3.5: Hybrid code results of the mean kinetic energy of the fast electrons 
reflected from the back of the target between 0.25-1 ps after the peak of 
the pulse 
Figure 3.5 shows the mean kinetic energy of the fast electrons at the back of the 
target, integrated between 0.25-1 ps after the peak of the interaction pulse. The 
mean kinetic energy profile indicates that the rear surface expansion at a radius of 
14 tim can be as large as that on axis, particularly for the highest intensity case (72 
TW). This matches the experimental profile when cylindrical geometry is assumed. 
At the lowest power (22 TW) a central jet-like feature is observed. As the power 
increases to 43 TW the outer peak becomes more defined and at the highest power 
near-uniform heating is seen with the high energy peak at the outer radius that would 
lead to a ring-like expansion. The scale of the fast electron profile modelled here 
is clearly much smaller than that measured experimentally. This can be attributed 
plasma expansion at the rear surface of the target over the 200 ps time difference 
between the interaction and the shadowgram timing. 
3.2.3 LSP simulations 
To provide independent modelling of the electron transport, simulations were also 
conducted using the Mission Research Corp. code LSP [86]. LSP is an implicit, 
electromagnetic PIC-fluid hybrid code that models fast electrons and ions using a 
PIC description and background electrons using a fluid description. Conventional 
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PIC codes have to be able to resolve both the Debye length and the plasma frequency, 
making larger simulations computationally intensive. LSP uses a direct implicit 
method [87] that allows the use of much longer time steps, allowing simulations to 
be conducted using large scale, dense plasmas. 
The PIC electrons are able to undergo scattering with the background plasma 
but are otherwise assumed to be collisionless. The fluid model uses an ideal gas 
equation of state, a fixed ionisation state and Spitzer resistivity. 
LSP can operate in both cylindrical and cartesian geometries. For these simu- 
lations LSP was used in two-dimensional (21)) X-Y cartesian geometry with three 
components of momentum. The background plasma was modelled using PIC ions 
and fluid electrons. The simulation area was 200 pm x 200 pm with 800 x 800 cells, 
with 16 particles per cell for the background species and 9 particles per cell for the 
injected electrons. 
The target was a 175 pm CH slab with a total ion density of 
1023 CM-3, which 
Nvas assumed to be fully ionised, giving an electron density of 3.5 x 
1023 CM-3, with 
an initial temperature of 10 eV. 
Direct modelling of a laser is not possible in the current version of LSP. Instead 
a specified electron beam is injected based on the laser parameters and known hot 
electron scaling laws. 
This electron beam was defined by Gaussian spatial and temporal profiles with 
FWHMs of 10 pm and I ps respectively. The total energy of the electron beam was 
taken to be 20% of the incident laser energy. For the initial simulations the longi- 
tudinal momentum of the injected electrons was approximated as a delta function. 
Following a revision to the code the longitudinal distribution of the injected fast 
electrons was determined by a relativistic 2D Maxwellian: 
(pl)dp, =: A pl exp 
PJC 2-) dpl, pl > 0, (3-9) 
(_ 
2m, kTh, t 
where pi is the longitudinal momentum, A is a constant, and kThot is the tem- 
perature calculated from the laser ponderomotive potential 
[16]: 
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The transverse momenta were calculated from ýi non-relativistic Maxwellian with 
a temperature of 300 keV. The fast electron beam was injected at the relativistic 
critical density inside aI pm pre-formed plasma with a linear density ramp. Simula- 
tions were conducted for two laser intensities: 3x 1019 WCM-2 and 6x 1019 WCM-2 
corresponding to laser powers of 26 TW and 68 TW respectively. 
3.2.4 LSP results 
In the 2D geometry used in these simulations, beam hollowing would involve the 
formation of two main filaments. This can seen in the plots of the fast electron 
number densities at both intensities in figures 3-6(a) and 3.6(b). However it is 
at the higher intensity that this feature is most apparent, producing two separate 
heated regions on the target rear surface. The scale of the heated region (r-- 30 Pm) 
is smaller than that measured experimentally (, -- 100 pm). 
Both plots of the azimuthal magnetic field (figures 3.7(a) and 3.7(b)) show the 
generation of a large field outside each target rear surface. For the higher intensity a 
change in the sign of the magnetic field is seen in the centre, indicating the presence 
of a hollowing magnetic field. 
The mechanism for the hollowing in LSP was not clear so repeated runs were 
made using the same input parameters. Subsequent runs exhibited a similar struc- 
ture, although the distribution of the current, density in the two main filaments 
varied slightly at the higher intensity. To further test the simulation model, the 
input parameters were changed so that the Gaussian temporal profile for the laser 
was replaced with a flat top function, with a linear rise and fall time of 100 fs. This 
was introduced since LSP's Gaussian profile resulted in a maximum power at t=0, 
meaning that there was no leading edge. The preformed plasma on the front surface 
was also removed and the laser injected directly into the solid density material. The 
relativistic Maxwellian distribution (equation 3.9) for the longitudinal momentum 
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(b) 6x 1019 WCM-2 
Figure 3.6: LSP-generated fast electron number densities in a 175 pm myla, r target, 
800 fs after the initial electron beam injection, for two focused laser 
intensities. 
(a) 3x 1019 ýNTCM-2 
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(a) 3x 1019 WCM-2 
(b) 6x 1019 WCIII-2 
Figure 3.7: LSP-generated azimuthal magnetic fields in a 175 Am mylar target, 800 
fs after the initial electron beam injection, for two focused laser intensi- 
ties. 
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Figure 3.8: LSP-generated fast electron density 800 fs after the initial fast electron 
beam injection for an intensity of 6x 1019 WCM-2., using revised input 
parameters. 
The electron beam that resulted from these revised simulations is quite different. 
Extensive filamentation is still observed, but the heating on the rear surface is now 
confined to a small diameter around the laser axis for both laser powers, which is not 
in agreement with the experimental results. This is largely due to the introduction 
of the new momentum function which resulted in a greater amount of energy being 
contained in the transverse directions. 
The X-Y geometry of the LSP simulations would be expected to exhibit some 
differences in the fast electron transport, when compared to the case of R-Z geometry. 
Due to the increase in grid cell volume with radius in R-Z geometry, pinching of the 
fast electron beam result, s in a greater increase of electron density and expansion of 
the beam results in a greater decrease of electron density. Hence an X-Y geometry 
with a constant cell size would be expected to exhibit a weaker tendency to pinch 
and hollow the electron beam. However the X-Y geometry can model the tilting and 
hosing of filaments, which is not possible in the R-Z geometry due to the violation 
of rotational symmetry. Ideally simulations would be run in a complete 3D X-Y-Z 
geometry to fully model all aspects of the beam pinching and fila, menta, tion, but a, 
Longkudinal cfistance (pm) 
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limit on available computing resources prevented this. 
These results indicate that LSP is highly sensitive to the input parameters. Mod- 
erate changes to the initial beam input brought about noticeable change in the final 
beam profile. The specific behaviour of the current filaments is not consistent, mean- 
ing that the initial rear heating profile obtained using LSP was merely a coincidental 
grouping of randomly fluctuating filaments. These filaments are most likely sourced 
instabilities that are seeded from noise in the initial distribution of particles in the 
fast electron beam. 
3.3 Beam divergence measurements on Vulcan 
Petawatt 
3.3.1 Experiment setup 
The Vulcan Petawatt laser was configured to deliver pulse energies of up to 250 J on 
target with a pulse duration of 450 ± 50 fs. The laser's operating wavelength A was 
1.05 /-tm and the light was p-polarised. The laser was focused on target using the 
f/3 off-axis parabola, with a focused spot diameter of 7pm. Approximately 30% of 
the laser energy was contained within the central focal spot, giving a peak central 
intensity of 5x 1020 Wcm- 2. 
The targets used on the experiment were 2 mm x4 mm Cu foils with thicknesses 
varying from 5 pm to 75 pm. The laser was incident on the target at 28" to target 
normal. Cu K, XUV imaging and transverse optical probing were used to diagnose 
the fast electron transport. 
The probe system set up for the experiment included shadowgraphy and interfer- 
ometry as detailed in section 2.3.4.1 in chapter 2. The magnification of the system 
was measured to be x4. The limiting f-number of the probe system was f/12, mean- 
ing that the spatial resolution was approximately 8 pm. The probe laser was timed 
to cross the target at 200 ps after the main interaction. 
The Cu K, radiation emitted from the target was imaged from behind the foil 
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using a spherically curved quartz 2131 crystal. The crystal focused the K,, x-rays 
on to a, Princeton Instruments 16-bit CCD camera. The magnification of the system 
was 17 with a, spatial resolution of 20 pm.. 
68 eV XUV thermal emission from the target rear surface was focused using a 
spherical multilayer mirror on to a, Princeton Instruments 16-bit CCD camera. The 
magnification was 12, with a spatial resolution of 10 [im. The camera was protected 
from stray light, using aI pm Al, 0.15 pm polypropylene filter. 
3.3.2 Laser spot size optimisation 
Before any shots were taken, the laser focal spot was optimised by making fine 
adjustments to the focusing parabola. An 8-bit CCD camera was placed close to 
the target chamber centre (TCQ in such a way that the laser would focus onto 
a high magnification eyepiece that was attached to the front of the camera. This 
allowed images of the laser spot to be captured. 
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Figure 3.9: Line out through the optimised focal spot. The measured FWHM was 
7 pm. The inverted image of the focal spot is inset. 
The line out profile of the optimised focal spot is shown in figure 3.9. The FWHM 
of the spot was found to be around 7 /-trn. 
With the camera, in a position such that the laser spot size was minimised, the 
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parabola was moved in order to optimise the quality of the laser spot. Once this 
was achieved, a7 pm. wire was moved into the centre of the focal spot. This wire 
then served to define TCC for the alignment system and all of the diagnostics. 
3.3.3 Pre-pulse measurements 
To begin with, the probe timing was set to linage the target 100 ps before the main 
int, eract, ion pulse, so that, the size of any pre-pulse expansion could be observed. 
Initial sha, dowgraphy measurements indicated a pre-pulse formed plasma extending 
approximately 50 - 75p"i from the target front surface (Figure 3.10). 
Measuring the exact, size is difficult because of the target size and orientation. 
For a typical 25 pin x2 mm x2 mm copper foil, if the target orientation is just one 
degree out, it would have the effect of making the target appear to be 30 pm thicker 
than it actually is. Such rotation can also hinder the observation of the front surface 
either by obscuring some of the incoming probe beam, or by blocking the camera's 
view of the plasma. The additional problem of the foils not being perfectly flat also 
has to be considered. A slight curve in the foil could have a similar effect of blocking 
the probe view. Both of these possible problems must be taken into account when 
making measurements of the laser pre-pulse. 
Figure 3.10: Pre-pulse expansion 100 ps before inain int, era, ction pulse for a 25[tm 
copper foil 
Bright banding can clearly be seen on the front of the pla-sma, expansion in 
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Figure 3.10. This is an indication of the focusing of light rays due to variations 
in the pla, sina, density gradient, as detailed in Section 2.3.2. In order to estimate 
the intensity of the pre-pulse, a, series of simulations were conducted using the 2D 
Eulerian hydrodynamic code POLLUX [881. 
The simulations were conducted using a, planar geometry, with a simulation area 
of 100 pi-n x 100 /tni, with 100 cells in the direction normal to target surface, and 
30 cells parallel to the surface. The target 25 pm copper foil was modelled as being 
initially at, room teniperature with a, solid density of 8.23 gcm- 3. The incident laser 
had a ga, ussian intensity profile with a pulse duration of 1.5 ns FWHM and was 
focused onto the target with a, spot diameter of 7 /-tm. Line-outs of the plasma 
density were taken along the laser axis 1.5 ns after the start of the pre-pulse as this 
was the approximate time when the main ultra-intense interaction occurred. Two 
of these line-outs are shown in Figure 3.11 for pre-pulse intensities of 1013 WCm-2 
and 1014 WCM-2. 
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Figure 3.11: Simulated pre-pulse expansion 100 ps before main interaction pulse for 
a 25 pm copper foil for pre-pulse intensities of 
1013 WCM-2 and 1014 
WCM-2 
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The initial rear and front target surface positions were at 0 
10 14 Wcm -2 
10 13 Wcm -2 
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and 25 ftm respectively. 
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Even at the upper intensity limit, for the pre-pulse of 1014 Wcm -' the critical 
surface (n, = 1021 Cm-3) is only seen to expand to around 5 pin in front of the target 
front, surface. This would seem to be small when compared to 50 - 75ym obscured 
region seen experimentally. However the change in the density gradient seen in 
Figure 3.11 would result in significant, refraction of the light rays inside the plasma. 
This would lead to the bright banding observed on the front of the expansion along 
with an enlarged obscured region where no light rays are able to propagate without 
significant deflect, ion. The variation in the density gradient with pre-pulse intensity 
makes it difficult to estimate the lowest density in the obscured region, although 
previous work [89] and experiment, a, l interferometry measurements indicate a limit 
of around 5x 1019 -I )ý 1020 C1_11-3. 
3.3.4 Divergence measurements 
A series of 25 pm,, 50 pm and 75 pm. copper foils were irradiated at full intensity, 
with the rear surface heating profiles diagnosed by shadowgraphy, XUV and K" 
imaging. Shadowgraphy images that were obtained for three thicknesses of copper 
foil are shown in figure 3.12. 
Figure 3.12: 25 pm, 50 /-tm and 75 pm copper foil shadowgrams 200 ps after main 
interaction pulse 
The size of the expansion on the rear surface of each target, was measured by 
taking the FWHM of the expanded obscured region from each image (shown as a 
green arrow for scale in figure 3.12). This was achieved by comparing the maximum 
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expansion of the rear surface with the approximate position of the undisturbed rear 
surface. By comparing the variation in size of the rear surface expansion with target 
thickness, an estimate was made for the fast electron beam divergence. The plot of 
the lateral rear surface expansion against target thickness is shown in figure 3.13. 
By plotting the expansion radius S12 against thickness z, the gradient of the line of 
best fit, yields a, divergence angle 0: 
0=2x arctan 
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Figure 3.13: Plot of Cu K, shadowgraphy and XUV spot radii against target depth 
The shadowgraphy measurements gave an electron beam divergence of 76'± 15' 
The error was calculated from the combined error of each rear surface lateral ex- 
pansion measurement. 
For the same series of shots, Cu K, emission was also observed, with the FWHM 
of the K, emission spot measured for each target thickness. In order to calculate the 
electron beam divergence from the K, data a couple of corrections to the data, have 
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to made. Firstly, since the rear surface of each target was observed from an angle, 
spot sizes measured in the horizontal plane had to be corrected for the view angle 
foreshortening. Secondly the average depth at which the K, radiation originated 
from had to be calculated. In a pure Cu foil K, radiation will occur at all depths 
throughout the target,. x-rays from the front of the foil will be efficiently attenuated 
inside the foil where as K, emission from just inside the target rear surface will 
easily propagate to the focusing optic. 
In order to calculate the effective depth through which the fast electrons had 
propagated, the a-verage K, x-ray transmission distance needs to be calculated. 
This is given by the transmitted weighted average, defined as: 
fL zexp(-z/a) dz 0, 
fL exp(-z/a) dz o, 
(3.12) 
where -- is the depth inside the foil, oz is the attenuation length of K, in Cu, and 
L is the thickness of the foil. L minus this result gives the K, emission depth. 
The K, spot radii are plotted against the emission depth in the same figure as 
that for the shadowgraphy measurements. The divergence angle was calculated to be 
54'±7'. Both the K, and shadowgraphy measurements indicate a fast electron beam 
divergence angle that is significantly larger than that measured previously at lower 
intensities. The dependence of the beam divergence with intensity is investigated 
further in chapter 5. 
Although both diagnostic techniques indicate a divergent electron beam, the 
cone angles measured by each clearly differ. The level of K, emission is dependent 
on the number density of fast electrons with an energy sufficient to cause K-shell 
ionisation in the background ion population. The shadowgraphy measurements how- 
ever, record plasma expansion which is dependent on the bulk electron temperature. 
Whilst both parameters are clearly dependent, on the fast electron population, it is 
difficult to take into account such effects as lateral transport of fast electrons at the 
target surface or thermal conduction. 
The XUV data, also show in Figure 3.13, indicates a decreasing rear surface 
spot size with target thickness. This would seem to indicate a fast electron beam 
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that is being focused. The level of 68 eV XUV emission is highly dependent on 
the electron temperature of the thin surface layer at the rear of the target. As the 
thickness of the foils increase it is expected that the rear surface temperature will 
fall. This is not only due to attenuation of the fast electron beam through the target, 
but, also due to the reduction in energy density at the rear surface with increasing 
target thickness. This effect is illustrated in the series of shadowgrams in figure 
3.12. Although the lateral size of the expansion is increasing with target thickness, 
the scale of the longitudinal expansion reduces due to the decreasing temperature 
at the rear surface. 
3.3.5 LSP simulations of electron beam divergence 
In order to investigate the electron transport inside the copper foils at petawatt 
powers, simulations were conducted using LSP [86]. For these simulations LSP was 
used in two-dimensional (21)) cartesian geometry with three components of momen- 
tum. The background plasma was modelled using PIC ions and fluid electrons. The 
simulation area was 100 /-tm x 100 pm with 800 x 800 cells, with 16 particles per 
cell for the background species and 9 particles per cell for the injected electrons. 
The targets were 25 ym, 50 pm and 75 pm copper foils, which were assumed to 
be ionised in a Cu 19+ state with an initial background temperature of 100 eV. 
The laser beam was defined by Gaussian spatial and temporal profiles with 
FWHMs of 7 pm and 500 fs respectively. The longitudinal and transverse elec- 
tron momenta were defined as in section 3.2.3. 
For petawatt intensities (5 x 1020 Wcm-') kT -ý 6 MeV (using equation 1.76). 
The transverse momenta were calculated from a non-relativistic Maxwellian with a 
temperature of 300 keV. A pre-formed plasma was added to the front of each target, 
with a scale-length in line with that modelled by the Pollux simulations performed in 
section 3.3.3. The fast electron beam was injected at the relativistic critical density 
on the target front surface. 
The simulation results for the three target thicknesses are shown in Figure 3.14 
The most prominent feature of the plots shown in these figures is the extensive 
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Figure 3.14: Fast, electron number density in 25 pm, 50 [tin and 75 Pin copper foils 
500 fs after the main interaction pulse. 
filament ation. This transverse instability in the fast electron beam appears within 
the first, 10 pm of each target and results in multiple channels of high electron density 
where the the majority of the beam current is carried. Hosing-like instabilities alter 
the direction of the filaments and result in some of them merging near to the rear 
surface of the target. The scale of the filamentation is around 0.5 Pin, much greater 
than the clwp scale for the collisionless Weibel instability (around 5x 10-3 pm for 
solid density copper). However the scale is similar to that observed by Gremillet et 
al. [80] in the case of resistive Weibel-like instability. 
The filamentation present in LSP is sourced from the noise in the initial injected 
current density. This is unavoidable without using a much greater number of par- 
ticles per cell. However the computer time required to do such a simulation would 
also be significantly greater. It can also be argued that eliminating such noise all to- 
gether would be unphysical, as the real fast electron beam would never be perfectly 
smooth when created at the target front surface. 
The electron beam seen in the LSP results is primarily made up of two parts, 
the central region where strong filamenta, tion is seen and the outer region where a 
more diffuse, lower-density fast electron population propagates. Inside the central 
filamented region there is high level of non-uniform heating, as can be seen in figure 
3.14. For the 50 pin and 75 pin simulations the full cone angle of the central 
population is approximately 20'. 
The lower-density outer population has a varying cone angle depending on the 
ratio between the transverse and longitudinal momentum. Large self-generated az- 
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imuthal magnetic fields of the order of 30-50 MG are seen in the simulations, al- 
though there is no indication of any of the beams being magnetically collimated. The 
25prn target shows no sign of a divergent electron beam, but extensive refluxing is 
seen coming off of the rear surface. 
It was found that, LSP was very sensitive to the input parameters for each sim- 
ulation. The ultra-intense petawatt regime requires an extremely large current to 
be injected into a small area near the target critical surface. One problem encoun- 
tered was that with such a large current, the background electron density at the 
relativistic critical surface was not large enough to be able to supply a sufficient 
return current. This often lead to trapping of the fast electrons at the front surface 
and the simulation breaking down. Instead the fast electrons had to be injected into 
solid density. rather than into an overdense pre-pulse expansion which would have 
been more physical. 
Care has to be taken when using LSP to look specifically look at fast electron 
beam divergence at ultra-high intensities. The indirect modelling of the laser beam 
means that the initial electron beam divergence is set by the user, via the ratio of the 
longitudinal momentum to the transverse temperature. Although LSP can provide 
useful data on the subsequent electron transport inside the target, it is not possible 
at this stage to be able to make direct measurements relating to beam divergence 
angles. 
3.3.6 5 pm Cu foil heating pattern 
When a5 /-trn Cu foil target was irradiated, unusual features in the shadowgram. were 
observed on the front and rear surfaces of the target. A "triple humped" feature is 
seen on the rear surface, with a similar feature seen on the front of the target on 
a larger scale. This would seem to resemble the combined annular and collimated 
transport observed in the mylar targets at a lower intensity (Section 3.2). 
To investigate this further the same hybrid code developed by Davies [83] was 
used to model the 5 /-tm Cu foil interaction. As performed in Section 3.2, a com- 
parlson was made between the mean energy of the fast electrons striking the rear 
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Figure 3.15: Shadowgram of a5 pm Cu foil 200 ps after the main interaction pulse 
surface of the target and the experimentally observed expansion profile. Figure 3.16 
shows the mean electron energy at the rear surface as a function of target radius 
together with the energy density of the fast electrons. 
The profile in Figure 3.16 exhibits a strong central peak together with broad 
wings, which correlates well with the observed shadowgram. However no evidence 
was seen in the simulation results to suggest that this was a result of beam hollowing. 
Instead the observed pattern appears to be the result of a form of collisional 
energy filtering. This effect removes the lower energy electrons, leaving a higher 
mean energy in the wings of the beam, as seen in figure 3.16. Providing that there 
is a sufficient ionising electric field at the rear surface (ýý 0.5 TVm-1) corresponding 
to an fast electron density of 3 TJm- 3, then a plasma will be formed at the target 
rear surface. From figure 3.16 this threshold is surpassed as far out as 100 /-tm. This 
is a smaller spatial scale than observed experimentally, although expansion of the 
initial heated profile over 200 ps could account for this. 
The observed heating profile was not seen in any of the other diagnostics, but 
this is to be expected as each diagnostic measures a different parameter in relation 
to the fast electron beam. 
On a later experiment that was also conducted using Vulcan Petawatt, additional 
5 tim targets were shot using similar laser parameters to those used to obtain the 
first shadowgram. In order to minimise self emission from the front surface of the 
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Figure 3.16: The mean energy of the fast electrons (solid line) striking the rear of 
a5 pm thick Cu target together with the maximum energy density of 
the fast electrons (dashed line) in units of 3 TJm -3 - 
thin foils, each target was att, ached to a small washer so that the front surface was 
obscured from the view of the probe collection optics. This meant that the rear 
surface expansion could be studied clearly without risk from over-exposure due to 
bright 14) self emission. 
Figure 3.17: Shadowgram of a5 pm Cu foil 200 ps after the main interaction pulse, 
captured on a subsequent experiment. 
Figure 3.17 is a typical shadowgram obtained from the repeat measurements. 
The image, taken 200 ps after the main interaction, shows extensive rear surface 
expansion which is confined laterally to around 100 pm. This was consistent on 
all of the repeated shots. This result, Is markedly d1fferent from that obtained in 
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the original experiment. Apart from a moderate increase in pulse duration the only 
factor that varied significantly between the two experiments was the level of laser 
pre-pulse. 
When the original data, was taken the pre-pulse was found to be notably higher for 
some data, runs. This was due to a fluctuation in the level of parametric fluorescence 
from the laser that lead to some shots having a contrast ratio as low as 10-6 - This 
would be expected to affect the electron transport proportionally more so for thin 
targets than for thicker targets, although quite how is not fully known. It is possible 
that a significant region of lower density pre-plasma would lower the requirement 
for beam hollowing to occur (see equation 3.5) 
Chapter 4 
0 Cone guided fast electron 
transport 
4.1 Introduction 
The fast ignitor approach to inertial confinement fusion [21 has the potential to 
greatly reduce the amount of drive energy required to produce the same amount of 
fusion energy output when compared to the conventional ICF method. However the 
knowledge of the physics involved, particularly relativistic laser-plasma interactions 
and fast electron transport, is less developed than that of regular ICF. 
Much of the focus of recent work into fast ignition has been on using hollow cone 
shell targets, which avoids many of the problems associated with hole boring into 
the compressed fuel pellet. The interaction of the high intensity laser with the tip of 
the cone creates a beam of highly energetic electrons that can deposit their energy 
in the compressed core of the target. The cone has the dual purpose of guiding both 
the laser light and the subsequently generated fast electrons towards the cone tip. 
The experiments performed by Kodama et al. [11] combined cone guiding of an 
ultra-intense short-pulse laser with compression of a small, deuterated polystyrene 
fuel shell. The injection of a 60 J/ 100 TW heating beam at the point of peak com- 
pression was found to increase the neutron yield by a factor of ten when compared 
to pure compression. When the heating pulse was increased to 0.5 PW, the neutron 
TOO 
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yield was seen to increase by a further two orders of magnitude [90]. The width of 
the neutron energy spectrum indicated a core ion temperature of 0.8 ± 0.1 keV. 
To model this heating data, simulations were performed by Campell et al. [39] 
using the implicit hybrid PIC code LSP [86]. The 2D simulations were conducted 
using mass densities and background temperatures consistent with that measured 
by Kodama et al [90]. NVith a 0.5 PW heating beam, the simulation produced 
a high-density core with a temperature of 0.8-1.1 keV, in line with the measured 
data. In the simulations a magnetic field was observed which was found to have 
extensive filamentary structure and could play an important role in stopping the 
fast electrons within the compressed core (see section 1.5.4). The magnetic field 
plot also revealed that, a significant proportion of the fast electron population was 
missing the compressed core completely, due to the angular spread of the electron 
beam. 
Additional simulations were also conducted by Sentoku et al. [12] to help under- 
stand the mechanism responsible for the marked enhancement of the neutron yield 
observed experimentally by Kodama et al. The cone target was seen to focus the 
laser light towards the cone tip, resulting in a laser amplitude five times greater than 
that of the initial input. 
Experimental evidence for this light focusing has been seen in experiments con- 
ducted using planar and cone-guided targets [90]. A 200 pm thick Al planar foil was 
irradiated by a 0.9 PW beam, with and without a Au hollow guide cone. Energy 
deposition in the foil was measured using temporally resolved UV emission from 
the target rear surface. The peak emission brightness for the cone-guided foil was 
observed to be 2-3 times higher than that for the planar foil. The ultra-high energy 
(> 4 MeV) electron beam divergence, measured using image plates, was also seen 
to decrease from ý 30' to 1-ý 20' with the addition of the guide cone. This is 
consistent with the reduction in FWHM seen for the rear surface UV emission with 
the guide cone present. 
Sentoku et al. 's simulations also demonstrated how a guide cone could guide 
hot electrons towards the cone tip along the inner surface of the cone walls. When 
CHAPTER 4. CONE GUIDED FAST ELECTRON TRANSPORT 102 
the laser light interacts with the surface of the cone wall, the bulk of the electron 
population is accelerated along the cone wall towards the tip of the cone. This occurs 
when the laser light propagating inside the cone excites strong magnetic fields on 
the cone surface that act to direct the electrons towards the cone tip. This effect 
becomes significant when the energy that is not contained with the central FWHM 
of the laser focal spot is considered. Up to 70% of the beam energy lay outside the 
FWHM for the experiments discussed above. It, is this energy that is reflected and 
absorbed by the cone walls. 
Kodama et al. 's experiments [90] found that by increasing the guide cone accep- 
tance angle from 30' to 60', a shift in the electron spectrum was observed. The larger 
acceptance angle saw an increased level of coupling into the low energy electrons, 
together with a reduced level of coupling into the high energy population. This is 
most likely explained by the degree of laser absorption in the cone walls increasing 
with the larger cone angle. This would have the combined effect of increasing the 
number of lower energy electrons in the walls, whilst reducing the high energy elec- 
tron production due to the reduction in focused laser intensity reaching the cone 
tip. For both cone angles, a significant increase in the level of energy coupling into 
fast electrons was seen when compared to the planar foil case. 
The guiding of fast electrons using cone geometries was further investigated by 
Kodama et al. [91] using a novel target design which consisted of a5 Pm diameter 
carbon wire attached to a hollow guide cone. This unique target geometry is quasi- 
one-dimensional. This allows fast electron energy transport to be studied without 
the complications usually associated with a (typically) divergent fast electron beam 
in a planar foil target. When an intense laser pulse (250-300 TW) was injected into 
the cone, high energy electrons were seen to be guided down the wire. When the 
wire was deflected prior to the interaction, the direction of propagation of the ', NleV 
electrons was also seen to shift by the same 15' angle. PIC simulations showed that 
high-density MeV electrons propagate along the cone's interior surface and into the 
fibre plasma, whereupon a combination of strong azimuthal magnetic and radial 
electric fields act to confine the electrons to the fibre surface. 
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The fibre itself was subject to strong Ohmic heating due to the return current 
induced bY the high forward directed fast electron current. A comparison of experi- 
mental measurements of the transverse expansion of the fibre with ID hydrodynamic 
simulations indicate a bulk plasma temperature of 2-4 keV. At solid density, such 
high temperatures lead to Gigabar pressures, which mean that cone-wire targets 
present a unique opportunity to study extreme states of matter using a laser that 
delivers only a few hundred joules on target. 
In this chapter a series of experiments will be discussed in which extensive mea- 
surements were made into the effect of cone guiding on fast electron transport when 
using different laser parameters and target geometries. This work aims to build 
on the previous experimental and computational work given above in order that 
the complex physics associated with this approach to fast ignition can be further 
understood. 
4.2 Short pulse cone guiding experiments 
The experimental data was collected using the Vulcan Petawatt laser facility [56]. 
The laser was focused on target using the f/3 off-axis parabola, with a focused spot 
diameter of 7 pm. Approximately 307c of the laser energy was contained within the 
central focal spot. giving a peak central intensity of 5x 1020 ýN CM-2 . 
The laser was 
incident at an angle of 400 for planar targets and 0" for cone targets. A series of 
cone-guided targets were shot at petawa, tt powers. The first data set covers cone- 
guided AI/Cu/Al and CH/Al/CH buried layer targets. using gold and CH guide 
cones respectively. This data set was obtained in order to observe the differences in 
electron transport with and without a guide cone. 
The plastic buried layer targets consisted of 4 /-tm CH, 0.2 pm Al, 4 pm CH. 
Some of the targets had CH guide cones etched into the front surface, with a 40' 
opening angle and a cone tip diameter of 30 pm (see figure 4.2(a)). The metallic 
buried layer targets consisted of 75 pin Al, 5 pm Cu, I pm Al. Some of these slabs 
had gold guide cones attached with 400 opening angle and a cone tip diameter of 30 
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Cu Wre 
Au guide cone 
(a) Osaka cone-wire target (b) General Atomics cone-wire target 
Figure 4.1: Schematics for cone-wire geometries. The Cu wires were either glued to 
the end of the cone wall (left) or glued inside the hollow cone tip (right). 
jim (see figure 4.2(b)). 
The second data, set comprises shots made using cone-wire geometries. The gold 
cone targets, manufactured at Osaka University, had an opening angle of 30 ' and 
had a7 pm-thick gold end wall. I mm Cu wires were attached to the cone tip by a 
glue joint of <5 pin (see figure 4.1(a)). Identical opening angle gold cone targets, 
manufactured at, General Atomics, were irradiated. In these cases, the 1 mm wire 
targets were embedded so that the wire itself formed the end wall of the cone and 
the end wall around the wire was sealed with a glue joint (see figure 4.1 (b). In that 
case, the electrons had to traverse 5 /-tm of glue and 10 pm of copper before emerging 
from the end of the cone. The copper wires were 10 pm and 20 pin diameter. 
The primary diagnostic for both data sets was the transverse optical probe (sec- 
tion 2.3.4.2, chapter 2). The shadowgraphy and interferometry images were recorded 
400 ps after the main interaction. The resolution the optical probe was -ý 8 pm, 
with a magnification of x 5. 
Additional diagnostics included Cu K, and XUV imaging. The Cu K, radiation 
was imaged from behind the targets using a spherically curved quartz 2131 crystal. 
The crystal focused the K, X-rays onto a Princeton Instruments 16-bit CCD camera. 
The magnification of the system was x 17 with a spatial resolution of -ý 20 Pin. XUV 
imaging was performed using 68 eV and 256 eV radiation. A spherical multi-layer 
mirror focused the light onto a Princeton Instruments 16-bit, CCD camera. The 
Au guide cone 
CHAPTER 4. CONE GUIDED FAST ELECTRON TRANSPORT 
4 Rm C 
(a) 4/0.2/4 pm CH/Al/CH cone target 
guide cone 
105 
(b) 75/5/1 pm Al/Cu/Al foil target with Au 
Figure 4.2: Schematics for metallic and plastic guide cone targets. The supporting 
assemblies are not shown. 
magnification of the system was x 12 with a spatial resolution of ý- 10 [im. 
4.2.1 Cone-guided metallic foils 
The first shots taken were used to investigate the effect of cone guiding on elec- 
tron energy transport in buried layer metallic targets. The planar targets typically 
comprised of 75/5/1 pm layers of Al/Cu/Al. For the cone-guided shots the planar 
targets were attached to the tip of a hollow gold cone (30' opening angle, 7 Pin thick 
end wall), and were supported in a washer assembly. In order to see the cone tip 
a section of the washer wall was removed to allow the probe to pass through (see 
figure 4.4(a)). A shadowgram of one of the 75/5/1 pm coin-foil targets taken 400 
ps after the main pulse is shown in figure 4.4. 
From the shadowgram it can be seen that there is no visible expansion on the 
target rear surface, and this was consistent for all of the Al/Cu/Al gold cone targets. 
The end portion of the cone can clearly be seen expanding in the transverse direction. 
Other diagnostics such as the XUV and Cu K, reported very low, or zero, energy 
densities at the rear surface when a cone was attached, confirming that little energy 
was coupled from the cone into the target. 
For comparison the planar targets without a cone attached were shot using sim- 
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Figure 4.3: 75/5/1 pm AI/Cu/Al slab irradiated at 2x 1020 WCM-2. Probe light 
was timed to cross the target 200 ps after the ma, in interaction. 
(a) Before shot (b) +400 ps 
Figure 4.4: 75/5/1 pm Al/Cu/Al slab with a guide cone attached. A hole in the 
supporting washer allows the area around the cone tip to be probed. 
ilar laser conditions. Figure 4.3 shows a 75/5/1 pm AI/Cu/Al target 200 ps after 
the main interaction. For this particular shot the laser energy and intensity for 
the unguided target was 40 'Yo lower than that typically delivered onto the guided 
targets. Despite this a clear expansion profile can be seen even at 200 ps. 
A similar result has been obtained by Ba, ton et al. [92] using the LULI 100 TW 
laser system. A short pulse beam with an intensity of up to 5x 10" WCM-2 was used 
to irradiate AI/Cu/Al layered targets with and without a guide cone (30' opening 
angle, 20 [im tip). 2D Cu K, imaging was used to look at the fast electron heating 
pattern inside the buried Cu layer. 
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Without a guide cone a heating patt, ern was clearly resolved on the back of the 
planar target. When the guide cone was used, no results were obtained. However, 
when the laser pulse was frequency doubled, clear heating patterns were resolved 
ivith and without guide cones. The authors attributed the lack of results at W to 
the laser pre-pulse, which was thought to have filled up the cone with pre-plasma 
prior to the main interaction. By frequency doubling the laser pulse, the pre-pulse 
would have been greatly reduced, allowing the main laser pulse to interact directly 
with the cone end-waIl. 
4.2.2 Cone-guided plastic slabs 
Additional shots were also taken using CH/Al/CH sandwich targets with and with- 
out plastic guide cones attached. The plastic guide cones differed from those used 
above in that a cone shape was cut into a solid piece of plastic, which was glued 
to the sandwich target. The planar targets were typically made up of 4/0.2/4 Am 
CH/Al/CH, with a 40' CH guide cone which had a tip width of around 30 [tin and 
no end wall. They were each irradiated at an intensity of around 5x 1020 WCM-2. 
The fast electron heating was diagnosed using optical probing and XUV imaging. 
XUV radiation emitted at 68 eV and 256 eV from the target rear surface was focused 
onto a Princeton Instruments 16-bit CCD camera using spherical multilayer mirrors. 
The magnification of the system was x 12, with a spatial resolution of 10 pm. 
Figure 4.5(a) shows a shadowgram of a 4/0.2/4 pm CH/Al/CH sandwich target, 
400 ps after the main interaction. An extensive rear surface expansion can be seen, 
with a lateral expansion measurement of 357 ± 32 ym. The corresponding 256 eV 
XUV image shown in the same figure shows a ring-shaped heating pattern on the 
target rear surface. This was seen for sandwich targets irradiated at both 0' and 40'. 
The FWHM of this structure (taken vertically to avoid view angle foreshortening) 
was measured to be 65 ±4 pm. 
When cone guiding was used for the same sandwich targets a noticeable change 
was observed in both the shadowgraphy and XUV results. Fýrom the shadowgrams 
in figures 4.5(b) and 4-5(c) reduced transverse expansions were seen of 275 ± 40 pm 
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(a) No cone guiding 
(b) Cone guiding 
I 
(c) Cone guiding 
Figure 4.5: 4/0.2/4 /im CH/Al/CH slab targets with and without a plastic guide 
cone attached. For each target the shadowgram (taken 400 ps aft, er 
the main interaction) and 256 eV XUV image is shown. The original 
target position is marked on each shadowgram (note that the supporting 
washer assembly conceals the guide cone). 
I W* 
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and 146 ± 19 pm respectively. The results from the 256 eV XUV imager were found 
to be in agreement, with the same shots revealing heating patterns with vertical 
FWHM of 60 ±4 pm and 27 ±2 pm. The peak counts in the XUV images did 
not change significantly between unguided and cone-guided shots, which is also in 
agreement with the measured longitudinal expansions seen in the shadowgrams. 
These results clearly show that not only is the heated region on the rear surface of 
the slab significantly reduced by the addition of a guide cone, but that the transport 
pattern appears to change from an annular structure to more uniform shape. 
The difference in the results between the metallic and plastic guide cones could 
be attributed to several factors. Firstly the plastic guide cone assembly had no end- 
wall. This is an improvement as compared to the metallic guide-cone assembly where 
the fast electron beam has to propagate through 7 pm of gold and several pm of glue 
before reaching the target slab. Hence an increase in the degree of energy coupling 
into the attached target would be expected for the plastic guide-cone geometry. 
Secondly, since the plastic guide cone was set inside a larger plastic slab, it is 
expected that the physics close to the cone walls will be different to that of a guide 
cone surrounded by a vacuum. The complex combination of magnetic fields and 
sheath fields at the cone wall is believed to play an important role in guiding both 
the laser light and fast electrons towards the cone tip. The presence of a bulk 
supporting material rather than a vacuum will almost certainly have a significant 
effect on the cone guiding physics. Extensive experimental and simulation work into 
the physics behind cone guiding remains a priority in understanding the physics 
behind fast ignition. 
4.3 Cone-wire geometries 
Figure 4.6 shows the cone-wire shadowgram of the Osaka University cone-wire target 
that had an initial wire diameter of 7 tim. The initial target position is included as a 
dotted line to aid the eye. A shadowgram for the 20 /-tm General Atomics cone-wire 
target is shown in figure 4.7. These shadowgrams all show that the tip of cone has 
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exploded radially much faster than the attached wires. The differences in the glue 
joints strongly affect the energy coupling to the wire plasma, but do not change the 
overall expansion profile around the cone tip. 
m Cdý. wWe 
AIM 
44 
200 
Figure 4-6: Shadowgram of a7 pm cone-wire target irradiated with - 300 J on 
target. 
20gm Cu wire 
- 46k 
*P. 
Figure 4.7: Shadowgram of a 20 pm cone-wire target irradiated with - 300 J on 
target. 
From these shadowgrams the radial size of the inaccessible region, or dark field, 
corresponding to where probe light is unable to reach the collection optics was 
measured along the wire lengths. These measurements are shown in figure 4.8 for 
the different cone-wire targets. Clearly, the energy coupling is maximised for the 7 
pin (Osaka University) cone-wire target as this shows the largest radial expansion 
compared with the other assemblies. 
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Figure 4.8: Measurements of the inaccessible region as a, function of distance from 
the cone tip for different wire diameters. 
Figure 4.9 shows a cone-wire interferogram of the Osaka University cone-wire tar- 
get that had an initial wire diameter of 7 pm. Similar interferograms were obtained 
for the other targets that were irradiated. The initial target position is included as 
a, dotted line to aid the eye. It should be noted that the apparent radial asymmetry 
in Figure 4.9 is due to an optical misalignment which whilst having no effect on the 
measured densities, did reduce the density cut-off on one side of the wire. The ob- 
servable density profiles from each side were found to be consistent with each other 
and so for subsequent analysis the side of the wire with the more complete fringe 
shift was used. 
Figure 4.9: Interferogram of a, cone-wire target which was used to calculate pla, sma 
densities from the observed phase shifts. The initial wire diameter was 
7 pm and the image was taken 400 ps after the main interaction. 
These interferograms all showed that the tip of cone has exploded raýdia, lly much 
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faster than the attached wires. The differences in the glue joints strongly affect 
the energy coupling to the wire plasma, but do not change the overall expansion 
profile around the cone t, ip. At distances less than 200 /-tm from the cone tip it is not 
possible to make density measurements of the wire material due to the presence of the 
surrounding cone assembly which is also expanding. X-ray imaging techniques [93] 
are able provide more precise information on the degree of energy coupling into 
the wire in this region since Cu K, imaging is able to distinguish between the two 
heated materials. Energy transport measurements derived from optical probing are 
only included at distances greater than 200 pin from the cone tip, where it is safely 
assumed that any expansion was purely due to the heating along the wire. 
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Figure 4.10: 2D density profile for 7 pm diameter copper wire. 
The interferometric data was used to create a two-dimensional (2D) density 
map, assuming that the plasma expansion is approximately cylindrically symmetric. 
The interferograms were loaded into the IDEA (Interferometrical Dat, a, Evaluation 
Algorithms) software package where 2D phase maps were generated. A program 
called BASIS [66] was used to take this phase information and perform a, series of 
Abel inversions (based on the BASEX method [67])to produce a 2D density map 
n(r, z). Each line profile drawn at a certain distance from the cone tip gave a radial 
density profile. 
Figure 4.10 shows the full 2D density profile extracted from the phase map 
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information from the interferogram in figure 4.9. The maximum electron density 
that, ca-li be obtained from this measurement is limited to 5xlO'9 CM-3 due to 
refraction of the probe light out, of the collecting optics. The central parts of the 
density niap that are coloured white in Figure 4.10 represent densities greater than 
this upper limit,. 
ID line-out, s of the extracted density profile at three distances from the cone tip 
are shown in Figure 4.11. The errors were calculated from the minimum phase shift 
that, could be detected. 
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Figure 4.11: Density line-outs at three distances from the cone tip for 7 pin diameter 
copper wire. 
4.3.1 Cone wire simulations 
To model the expansion of the plasma, the one-dimensional La, grangian hydrody- 
namic code MEDUSA was used in cylindrical geometry [94]. The initial electron 
temperature was set and the expansion profile calculated as a function of time. A 
Thomas-Fermi model and ideal gas equation of state were used for the electrons and 
ions respectively. The 3.5 pm radius Cu plasma was divided into 500 zones and 
the flux-limit set at 0.1. The simulation was terminated at 400 ps to match the 
probe timing. Both the size of the inaccessible region seen in the shadowgrams and 
the density profiles obtained from the interferometry were used to infer the initial 
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Figure 4.12: A comparison of computational and experimental radial density pro- 
files for 7tim diameter copper wire 400 pm from the cone tip. Three 
initial uniform core temperatures are shown on the plot. 
Initial simulations that used uniform cell spacing for a, single temperature model 
produced an expansion profile that remained sharp edged and opaque to the probe 
light (i. e. above - 5x1019 CM-3 ) at 400 ps. By reducing the cell spacing closer 
to the wire surface a more diffuse wire expansion was produced, but the profile 
could not be matched to the experimental results (Figure 4.12). It was found that 
the experimental data could only be reproduced when the outer surface of the wire 
plasma was heated to a higher temperature than the core during the interaction. 
A series of simulations was performed using a range of core and surface temper- 
atures for varying surface thicknesses. The radial expansion profile was found to be 
most sensitive to the initial core temperature. This is illustrated in figure 4.13 where 
the experiment ally- derived radial density profile 400 pm from the cone tip is shown 
together with three simulated profiles using different initial core temperatures but 
the same outer temperature. The simulated results were found to best match those 
obtained experimentally when the outer 0.1 pm of the wire was heated to 400 eV. 
The core temperature was 100 eV, 75 eV and 25 eV at distances of 200 /-tm, 400 Pm 
and 600 [im from the cone tip. An outer surface that was thinner (thicker) than 0.1 
pm produced lower (higher) densities than were measured experimentally. It was 
60 80 100 120 
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Figure 4.13: A comparison of computational and experimental radial density pro- 
files for 7 pm diameter copper wire 400 /-tm from the cone tip. Three 
initial core temperatures are plotted. A surface temperature of 400 eV 
is assumed in a, 0.1 pm outer layer of the wire. Error bars for the ex- 
perimental density profile were calculated from the smallest detectable 
fringe shift in the interferogram. 
found that the expansion profiles were relatively insensitive to outer temperatures 
in the range of 350-450 eV. 
This series of simulations was repeated for the case of the 20 /-tm copper wire 
on the General Atomics target. By matching the simulated radial expansion to the 
density line-out 400 pm from the cone-tip (see figure 4.14), the core and surface 
temperature of the wire was found to be 5 and 30 eV respectively. Even when 
the larger wire volume is accounted for, the significantly lower wire temperature 
shows that the amount of energy coupled into the wire is significantly reduced when 
compared to the 7 pm cone-wire target. 
This difference in energy coupling is most likely due to the way in which the 
wire was attached to the tip of each guide cone. With the wire secured through 
the end of the guide cone (as was the case for the General Atomics targets), the 
fast electrons would first have to propagate through tens of microns of wire material 
before passing the cone end-wall. This presents a large Ohmic barrier [30] for the 
fast electrons to pass through. The glue holding the wire in place also meant that 
the laser interacted directly with the glue joint as opposed to the end-wa, ll of the 
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Figure 4.14: Best fit density profile for a 20pm diameter copper wire 400 pm from 
the cone tip. The experimental density profile obtained using interfer- 
ometry is also shown. 
cone. It would be expected that the size and profile of the glue joint would have a 
significant effect, on the amount of energy coupled into the wire. 
In order to cross-check these results, simulations were also performed using the 
r adi at ion- hydrodynamic code HELIOS-CR [95], which includes radiation transport, 
and the results were found to be almost identical. From this comparison, it can be 
concluded that when using the given range of parameters, radiation transport has 
little effect. 
Surface transport of fast electrons has been observed in previous particle-in- 
cell energy transport calculations [91],, where the radial electric field balances the 
azimuthal magnetic field and confines the fast electron flow to the wire surface. 
However in those simulations the effect of the return current heating was not mod- 
elled accurately due to the high background temperature. In order to model the 
heating of the wire the implicit hybrid PIC-fluid code LSP [86] was used. 
The end portion of the cone wire assembly was modelled using a, 7 pm thick Au 
slab, with a, 8 pm diameter Cu wire attached via a5 pm glue joint. The simulation 
area of 160 x 30pm was modelled using 800 x 600 cells in an X-Y geometry. The 
glue material was assumed to be fully ionised, while the Au and Cu were assumed 
to have +30 and +19 ionisation states respectively. Direct modelling of the laser 
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was not possible with the current version of LSP. Instead the laser was modelled as 
a relativist, ic PIC electron beam that was injected into the Au slab with parameters 
based on the laser pulse (700 fs pulse duration, 7pm spot size). The longitudinal 
momentum of the electron beam was given by a relativistic ID Maxwellian with 
a mean energy calculated from the laser ponderomotive potential. The transverse 
components were modelled as a 2D non-relativistic Maxwellian with a mean energy 
corresponding to a beam divergence angle of 50 degrees. 
Figure 4.15(a) shows the azimuthal magnetic field 600 fs after the start of the 
interaction. A global field can be seen on the inside of the wire, corresponding to the 
net forward current through the bulk of the wire. A reversal of the magnetic field 
can be seen at the wire surface, resulting from a spatially separated return current at 
the wire-vacuum interface. The fast electron population that flows along the surface 
draws the thermal return current within a slightly smaller radius. This results from 
the requirement to have spatially localised current balance as calculated by Bell et 
al. [96]. The increased return current in the thin (1ý - 0.2 pm) surface layer results in 
a surface temperature of 800 eV, double that of the core (400 eV) at a distance of 
75 pm from the cone tip. 
The increased filamentation seen in the glue joint in figure 4.15(a) is a likely 
explanation for the reduced energy coupling into the General Atomics cone-wire 
assemblies, particularly as the laser-plasma interaction occurs directly with the glue 
joint in those targets. The large amount of filamentation could lead to a form of 
anomalous stopping as outlined in section 1.5.4 in chapter 1. 
The presence of an enhanced current close to the wire surface may at first seem 
similar to the classical case of a skin current, but the distribution of the electron 
population is quite different. The skin effect is seen to occur for the case of an 
oscillating electron population in a conductor when an electromagnetic field is ap- 
plied [97]. In that case the current density is almost entirely confined within the 
skin depth, which is dependent on the material properties and the electromagnetic 
frequency. In our simulations fast electrons are seen to propagate throughout the 
wire, with an enhanced population confined at the surface of the wire. This en- 
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Figure 4.15: LSP modelling of an 8 pm cone wire target 600 fs after the main int, er- 
action. 
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hanced population then leads to a greater degree of Ohmic heating in a thin outer 
layer due to the thermal return current. Figure 4.15(b) shows the current density 
inside the wire 600 fs after the main interaction. While a net forward current can 
be seen inside the bulk of the wire, a localised return current can clearly be seen at 
the wire surface. 
It may be possible to increase the energy coupling substantially under the ex- 
perin-iental conditions reported here by increasing the diameter of the wire while 
ensuring, as has been demonstrated here, that the glue joint is minimised. 
4.3.2 Long pulse cone-wire results 
On a subsequent Vulcan Petawatt experiment, additional cone-wire targets were 
irradiated using a longer pulse duration (5 ps). The laser spot size was -7 Pm 
with -ý 250 J on target, giving a focused intensity inside the central focal spot of 
4x 1019 WCM-2 
. 
These shots were designed to see how the energy coupling into the 
wire would be affected with a longer pulse laser, more similar in intensity and pulse 
duration to that required for fast ignition. 
Two wire diameters were used (20 pm and 60 pm) in order to see whether or not 
more energy could be coupled into the larger wire. Following on from the conclusion 
of the previous data set, the Cu wire for each target was glued the end wall of the 
Au guide cone in order to maximise the amount of energy coupled into the wire (as 
illustrated in figure 4.1(a)). Each guide cone had an opening angle of 30' and a7 
pm-thick, 30 pm diameter end-wall. 
Optical probing and Cu K, diagnostics were used during the experiment. The 
optical probing was set up as detailed in section 2.3-4.4 in chapter 2, with a magni- 
fication of x5 and a resolution of -4 pm. The probe beam was timed to cross the 
target 200 ps after the main interaction. The Cu K, was set up in a similar way 
to that of the previous cone-wire data, set, but with a magnification of x17 and a 
resolution of 11ý 10 pm. The images from the K, crystal was focused onto FujiFilm 
BAS-SR2040 image plate. 
Figures 4.16(a) and 4.16(b) show the shadowgrams for the 20 ftm and 60 pm 
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(b) 60 ym cone-wire 
Figure 4.16: Shadowgrams of 20 ym and a 60 pm cone-wire targets, 200 ps after 
being irradiated at 4x 1019 WCM-2 with a pulse duration of 5 ps. The 
white outlines mark the original target positions. 
(a) 20 pm cone-wire 
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cone-wire targets respectively. Radial plasnia, expansion ineasurements are shown 
in figure 4.17, together with the data, for the 20 pm cone-wire target that was shot 
during the previous experiment using a higher intensity. 
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Figure 4.17: Radial pla, sma expansion measurements along the wire for the 20 /-tm 
(0.7 ps and 5 ps) and 60 ym wires. The timing of the probe beam to 
the main pulse is marked for each measurement. 
The degree of radial expansion seen for the 20 pm wire is considerably larger 
in the latest data set. Although the expansion measurements are consistent on the 
graph for both the 5 ps and 0.7 ps data sets, the latter was obtained using a probe 
timing twice that of the former. This suggests that the radial expansion velocity 
has doubled. Unfortunately no useable interferograms were obtained for the new 
cone-wire targets, making it harder to estimate the temperatures of the wires. 
From figures 4.16(a) and 4.16(b) it, can be seen that the guide cones exhibit 
little lateral expansion when compared to those in figures 4.6 and 4.7. This can 
be attributed to the lower intensity of the laser in the new data set. 30% of the 
laser energy is typically contained within the central FWHM of the laser spot, the 
remaining energy being distributed over lower intensity "wings" at larger radii. At 
high peak intensity (5 x 1020 WCM-2,0.7 ps) the intensity in these wings could 
be sufficient to drive radial expansion of the cone wall. With the peak intensity 
decreased by and order of magnitude to 4x 1019 WCM-2 (5 ps pulse duration), the 
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(a) 20 pm (b) 60 pm 
Fig-Lire 4.18: Cu K, images of 20 pm and 60 pm cone-wire targets, irradiated at 4x 
1019 WCM-2 
. 
The dotted outline of the original wire position together 
with the guide cone has been added to each figure. 
intensity in the wings would be insufficient to produce a measurable expansion. 
Figure 4.18 shows the t, ime-integrated K, images for both the 20 Pin and 60 Pin 
cone-wire targets. The brightest part of the image on the right-hand side is where 
the cone-tip is located. Note that the view angle of the K, crystal (approximately 
28' to target normal) means that the each wire appears foreshortened. Line-outs for 
these images are shown in figure 4.19, in which the level of K, emission is measured 
along the (view angle corrected) length of the wire. 
The peak level of K,, counts is higher for the 20 pin wire than for the 60 pin wire, 
whilst the integrated number of counts over the whole image are approximately the 
same. However care must be taken when interpreting the results. The attenuation 
length of Cu K,, radiation in Cu is 22 pm. If a significant amount of the K, emission 
was sourced near the surface of each wire then the thinner 20 pm wire would be 
expected to produce a higher number of imaging counts per unit area. With the 
60 pm diameter wire it would be expected that due to the thickness of target, the 
bulk of the K, emission collected would have been that radiated from the crystal- 
facing surfaces of the wire. In order to estimate energy coupling from these images, 
detailed modelling is required that can account for the level of K,, emission from the 
fast electron population as well as the effect of the target opacity. 
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Figure 4.19: Line-out, s of K, emission along the wire for the 20 pm and 60 pm wires 
(see figure 4.18), irradiated at 4x 1019 WCM-2 . The measurements have 
been corrected for the view angle. 
From figures 4.18 and 4.19 it can be seen that an enhanced level of K,, emission 
was seen at the t, ip of each wire. While at first this appears to also be exhibited 
in the shadowgra, phy line-outs in figure 4.17, these enlarged radial measurements 
are mostly due to non-uniform material attached to the end of the wire (see figures 
4.16(a) and 4.16(b)). 
The increased K, emission from the end of the wire could be a result of fast 
electron refluxing at the end of the wire. McKenna et al. [98] have observed large 
electric fields at the edges of metallic foil targets as a result of lateral electron 
transport. Numerical simulations using LSP revealed that the electric field was 
associated with a large build up of electron density at, the edges of the target. The 
fast electrons, having been transported laterally to the edge of the foil "pile up" 
before eventually being reflected. 
Looking at the LSP simulations of the cone-wire targets performed in section 
4.3.1, although fast electron refluxing was seen from the end of the wire, a clear 
increase in the fast electron density was not observed. This was also the result when 
additional LSP simulations were carried out using a5 ps pulse length. It is hard to 
estimate how the refluxed electron population contributes to the total K, emission 
without including photon production in the code. 
Town et al. [99] have performed a simulation using a, modified version of LSP 
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that includes K,, production. The time-integrated distribution of K, photons shows 
the peak emission at the tip of the guide cone. After a sharp fall off in inten- 
sity, the emission declines until the last 50 pm of the wire where a second, smaller 
peak in emission is seen. This profile is broadly in agreement with those obtained 
experimentally in figure 4.19. 
Chapter 5 
Divergence as a function of laser 
0 
intensity 
5.1 Introduction 
As outlined in section 1.2, fast ignition [2] has the potential to greatly reduce the 
symmetry and energy requirements typically required with conventional inertial con- 
finement, fusion. As a result the fast ignition concept has attracted a considerable 
amount of experimental and theoretical interest. 
In order for fast ignition to be made possible, it is necessary to understand 
how to deposit a large amount of energy into a compressed deuterium-tritium (DT) 
fuel pellet on a sufficiently short time scale that prevents hydrodynamic expansion. 
This can be achieved using a beam of fast electrons generated by ultra-intense laser- 
plasma interaction with energies optimised to deposit the most energy into the small 
compressed core. 
Atzeni [9] found that for a compressed core density of 400 gCM-3 at least IIU 
must be deposited in a region with a radius of up to 15 pm and a length of up to 30 
pm (1.2 gCM-2) in less than 16 ps. The electron energy required to give a stopping 
distance of 1.2 gcm- 2 in 400 gCM-3 DT is 1.4 MeV (varying weakly with density). 
Matching this energy to the ponderomotive potential gives an JA 2 of 1.5 x 1019 W 
cm- 2 PM2 . 
This is lower than the values achieved by the current generation of high- 
125 
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intensity lasers, but, on the other hand these machines use pulse durations much 
shorter than that required by fast ignition (< I ps). 
These calculations assume that the beam of fast electrons is collimated. As 
has already been discussed in chapter 3, a number of previous experiments have 
measured electron beams with awide range of divergence angles [11,70,78,80,81)100]. 
The new measurements made in chapter 3 at the highest intensity to date (5 x 10'0 
Wcm-') revealed a divergence angle in excess of 500. 
As the divergence angle increases, the amount of energy in the beam must be 
increased in order to deposit sufficient energy within the core radius. If the energy 
is too large then the required IA' condition of 1.5 x 1019 WCM-2 pm 
2 
can not be 
met. 
In the experiments detailed in this chapter, the aim was to measure the electron 
beam divergence at and around the characteristic fast ignition intensity of 1.5 x 
1019 NN, -CM-2tjM2 
. 
This data together with the previous published measurements 
was combined to analyse the relationship between incident laser intensity and fast 
electron beam divergence. The experimental results are complemented by computer 
simulations performed using the 2D part icle- in- cell (PIC) code OSIRIS [101]. 
5.2 Experimental method 
The experimental data was collected using the Vulcan Petawatt laser facility [56] 
during two experiments. Three shots were taken using the Vulcan Petawatt ex- 
perimental setup described previously in section 3.3.1. The majority of the data 
was obtained on a new experimental campaign. For both experiments the laser was 
focused onto target using an f/3 parabola to a spot size in the range of 7-50 pm de- 
pending on the required focused intensity. The laser energy on target was typically 
300 J although this was reduced for some shots. The p-polarised laser radiation was 
incident on target at an angle of 40'. 
The targets were 2 mm x2 mm Ti or Cu foils of 25-100 pm thickness and layered 
targets consisting of 25 pm Cu foils sandwiched between Al foils. Since the electron 
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stopping due to electric field generation is more directly related to the distance 
travelled, rather than the target's areal density, it is reasonable to include these 
different target types in one combined data set. The change in target material in 
the sandwich targets would lead to the generation of additional magnetic fields at the 
material boundaries. These fields could increase or decrease the beam divergence. 
HoNN, vever, at high intensities, if the beam divergence is sufficiently large then the 
effect of these magnetic fields over a large beam radius would be minimal. 
The main diagnostics employed on the latter experiment to measure the electron 
beam divergence were Cu and Ti K, imagers and transverse optical probing. 
The Cu K,, ima, ger. used to spatially resolve the 8.05 keV Cu K, emission from 
the target [68], consisted of a spherically bent Bragg crystal coupled to an image 
plate. The quartz (21jI) crystal focused the 8.05 keV Cu K, photons from the rear 
of the target onto the image plane where a FujiFilm BAS-SR2040 image plate was 
placed. The crystal was located at a distance of 20.10 cm from the target resulting 
in a magnification of 17.2. The instrument was looking at the rear surface of the 
target at an angle of 69.4 degrees with respect to the target normal. 
The Ti K, imager consisted of a similar setup using a quartz (2023) crystal 
optimised to focus 4.5 keV Ti K,, emission. The object distance was 20.07 cm with 
the magnification of 17.8. The instrument was looking at the rear surface of the 
target with a viewing angle of 61.1 degrees with respect to the target normal. 
Visible light was blocked by placing a 500 ym Be window in front of each detector. 
In addition, filters (Cu for the Cu imager and Ti for the Ti imager) of different 
thicknesses were used in order to avoid saturation of the detector and to lower the 
background noise. Image plates for both diagnostics were scanned using a FujiFilm 
BAS 1800 image plate reader. Image resolution was limited by the scanners step-size 
which was 50 pm per pixel. For each image, a lineout in the vertical direction was 
taken to avoid unnecessary corrections for the viewing angle foreshortening, and the 
background was subtracted. 
A newly designed probe system (see section 2.3-4-3) reduced the f-number of 
the imaging system to f /5 whilst maintaining a high magnification of x 8.5. This 
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Figure 5.1: ID line-outs for 10 pm and 7 pm laser spots. An inverted image of the 
laser spot is inset for each figure. 
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resulted in a spatial resolution of around 4 ym. The probe beam was timed to 
cross the target 200 ps after the main interaction pulse so as to image the plasma 
expansion on the front and rear surface. 
5.2.1 Laser spot sizes 
Two sets of laser parameters were used to obtain the data sets obtained during the 
experiments. Data set A was obtained soley on the second experiment using a laser 
pulse duration of 5 ps. The target was displaced 180 Am from best focus towards the 
parabolic mirror to provide a nominal defocused spot size of 50 Am. In practice, the 
spot was made up of a central 10 Am FWHM spot, within which resided 20% of the 
energy. along with a -ý 50 Am diameter lower intensity outer region. The focused 
laser intensity was calculated using the central high intensity spot to be 1.5xIO19 
WCM-2 . The profile of the 50 Am laser spot is shown in figure 5.1 
(a). 
Data set B was collected from both experiments with the target placed at the 
optimum focus position in both cases. This provided a7 pm FWHM central peak 
and, with 5 ps pulse duration, an intensity on target of 4x 10" W cm-'. The profile 
of the 7 pm laser spot is shown in figure 5.1(b). 
5.3 Experimental results 
For the first set of data (data set A), measurements of the electron beam divergence 
were made using both optical shadowgraphy and K, imaging. The technique for 
determining the divergence angle is the same as that described in section 3.3.4, the 
slope of the plot of target depth against spot radius being used to calculate a cone 
angle. 
For the K, measurements, the depth of the emission layer was either taken from 
the depth of the buried layer (for the AI/Cu/Al sandwich targets), or from the 
transmitted weighted average calculated depth (equation 3.11) for the solid Cu or 
Ti foils. For the shadowgraphy measurements the total target depth was used since 
only the rear surface of the target can be observed. 
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(a, ) 50 pm Ti foil (b) 100 pm Ti foil 
Figure 5.2: Ti K, images of the rear surface of Ti foil targets 
Figure 5.2 shows the K,, emission from the rear side of two Ti foils. An increase 
in the size of the K, spot can be seen as the target thickness is increased from 50 
pm to 100 pm. The vertical FWHNI of the emission spot was measured to be 65 ± 
6 gm and 81 ±6 /-tm respectively. 
Figure 5.3 shows the corresponding probing images of the same targets, 200 
ps after the main interaction. The degree of longitudinal expansion on the rear 
surface of the target is noticeably reduced for the thicker (100 Pin) foil. The flatter 
expansion of the 100 pm target gives an increased lateral FWHM of 114 ± 13 Pin 
compared to 92 ±9 pm for the 50 pm target. For targets thicker than 100 /-tm little 
rear surface expansion was observed, thus limiting probe measurements to thinner 
foils. 
Figure 5.4 shows the beam profile spot sizes against target depth for both diag- 
nostics and both data sets. The line of best fit for each data set was fit, ted to the 
data using the least squares method weighted by the individual errors in measuring 
the FWHM of the spot radii. 
Within experimental errors all of the data points using metallic foils of differing 
Z have no systematic difference between them, hence all were included in order to 
minimise the error in the divergence measurement. While Z has an effect on the 
target resistivity which in turn influences Ohmic heating and subsequent transport, 
there are other factors to consider also. The targets heat, capacity and ability to 
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(b) 100 pm Ti foil. 
Figure 5.3: Shadowgrams of Ti foil targets, 200 ps after the main interaction. 
(a) 50 pm Ti foil. 
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scatter fast electrons also depends on the electron density and Z, and both of these 
factors could effect transport and hence divergence. Hence the picture of material 
effects on transport is quite complex. 
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Figure 5.4: K,, and shadowgra, phy radii against target depth 
For data set A the divergence angle was calculated to be 29 (±7)' from the K, 
measurements. From the rear surface plasma expansion the shadowgraphy indicates 
a larger divergence angle of 32 (±18)'. The large error on this figure can be at- 
tributed to the fewer data points in the shadowgraphy data set. This was due to 
many targets being too thick to exhibit measurable expansion on the rear surface. 
Data set B is also plotted in figure' 5.4. With the slightly higher intensity of 
4x 1019 W CM-2 the divergence angle was measured to be 35 (±13)', although the 
limited number of data points means that the error is larger than that for data set 
A. 
Figure 5.5 shows the divergence angle as a function of intensity on target for 
three K, data sets (Data set A and B and that from section 3.3.4( [69])., as well as 
all of those in the published literature [11,70,81,90]. 
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The majority of the measurements were made using K,, emission with 3 measure- 
ments being made using rear surface optical imaging. The divergence measurement 
made by Santos et, al. [811 was taken from time-resolved images of self-emission from 
the rear surface of Al foil targets. The second harmonic emission was filtered out, 
meaning that any light from the rear surface was either incoherent transition radi- 
ation, synchrotron radiation or blackbody thermal emission. The brightest signal 
observed was seen to be emitted only a few picoseconds after the laser interaction, 
corresponding to the fast, electrons reaching the target rear surface. It was concluded 
that the observed measurements were consistent with either ITR or synchrotron ra- 
diation, both of which are signatures of the fast electron population. 
The measurements made by Kodama et al. [90] used a similar time-resolved rear 
surface imaging technique. Again a peak brightness was seen in rear surface emission 
early in time, which was attributed to energetic electrons at the rear surface of the 
target. Measurements made of the high energy (> 4 MeV) electron beam divergence 
using multi-channel electron spectrometers also produced consistent results. Hence 
both sets of results are comparable along with the K, measurements in terms of 
spatially resolving the fast electron beam heating pattern (as a function of target 
thickness) and from these the divergence angle of the beam can be found. 
From figure 5.5 it can be seen that there is a clear trend of increasing beam diver- 
gence with intensity on target and that the beam divergence angle is most strongly 
influenced by this parameter, particularly as those measurements were taken with 
very different focal spot conditions ranging from a circular focal spot of 7 Am diam- 
eter to an elongated spot of 30x4O Am [90]. Since many fast electron parameters 
scale with IA 21 it is likely that the electron beam divergence scales with irradiance, 
but since all of the data in figure 5.5 was collected at a wavelength of 1053 nm, it is 
not possible to firmly conclude this. 
It is possible that the electron beam divergence has a dependence on additional 
laser parameters such as spot size or pulse duration. Whilst no such dependence on 
pulse duration or spot size was observed in the data set shown in figure 5.5, testing 
these dependencies independently would require a large number of additional shots, 
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changing one parameter at a thne whilst keeping the others constant. 
The possible effects of transport, within the target need to be considered when 
analysing the divergence measurements. Target heating during the laser period 
could increase or decrease the fast electron beam collimation depending on the 
heating regime [33]. This would become more significant with longer pulse durations 
where electrons injected late in the laser pulse could experience target conditions 
significantly different from those injected at the front of the pulse. 
However, at higher intensities where a, higher initial divergence angle is predicted 
from the results detailed here, it is expected that the collimating effect of any mag- 
net, ic field would be significantly smaller than for the lower intensity case [48] [33]. 
So while transport effects inside the target can play a significant role, it is very 
difficult to account for them when analysing the data. A more comprehensive compu- 
t, a, tiona, l treatment of both electron generation and subsequent transport is required 
to further any additional interpretation of the data. 
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5.4 2D PIC simulations 
Two- dimensional (2D) computer simulations were performed to confirm the exPer- 
imental measurements. The simulation of the whole process of the generation and 
transport of relativistic electrons by short, ultra-intense laser pulses is an extremely 
difficult problem due to the large range of length scales that must be modelled. The 
range of electrons with some MeV of energy may be 100 mm while the skin depth 
for a plasma at solid density is of order 10-2 pm and the Debye length for thermal 
electrons is considerably smaller. The process of electron acceleration in the laser 
focal spot is largely independent of the subsequent transport processes although a 
rigorous treatment would have to allow for the fact that the large return current 
of "cold" electrons is an essential feature in maintaining the electron density in the 
interaction region. Any transport phenomena that hindered the return current, such 
as large magnetic fields or collision frequencies enhanced by strong plasma turbu- 
lence. would have a significant effect on the plasma environment in the acceleration 
region. Although a "complete"' simulation cannot be performed using current avail- 
able resources, a simplified problem can still provide an important insight into the 
fast electron generation and subsequent transport. 
In the absence of fully self-consistent models for laser interactions with solid 
targets the collisionless part icle-in-cell (PIC) model OSIRIS [101] was used in a 
Cartesian 2D-3V geometry to model the data using as high a background density 
as is computationally feasible. The initial background temperature was 3 W. The 
simulation grid covered 20 pm (axially) by 40 pm (transversely) with a 4000 by 8000 
grid. There were 4 electrons and 4 ions per cell; equivalent to 1.6 x 105 particles 
per square wavelength. This enabled the solid density to be set to 100 n, The 
density rose linearly from zero to 100 n, over 2.5 pm, using a two step profile (0 - 
30 n, in 2.5 pm and 30 - 100 n, in I pm). The laser rose linearly to its peak in 12 
fs and remained constant. The electron parameters were measured at 100 fs. The 
simulations used peak values of the vector potential of ao = 2,5 and 10 and spot 
sizes of 4,8 and 16 pm. 
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Figure 5.6 shows plots of the electron number density for a spot size of 16 pm, us- 
ing the upper and lower limits of intensity of 1X 1020 WCM-2 and 4x 1018 WCM-2 re- 
spectively. The electron number density has been normalised to the non-relativistic 
critical density. 
All electrons with a Lorentz factor greater than 1.5 were binned to give the dis- 
tribution in momentum and angle. Plots of the electron momentum distribution 
together with the norma, lised angular distribution n(O)dO for the -Y >, 1.5 population 
are shown in figures 5.7 and 5.8. For each of the normalised plots (figures 5.7(b) 
and 5.8(b)) the number of electrons was integrated radially to give an angular dis- 
tribution. In each figure x is the direction of laser propagation and y is the direction 
of the transverse electric field. n(O)dO is normalised to 1 in the laser propagation 
direction. 
The results for all of the laser parameters are summarised in table 5.1. The 
temperature is the slope of the logarithmic energy distribution and the angular 
distribution is measured to 50% of the forward peak. It can be seen that the spot 
size has rather little effect on temperature or divergence, apart from slightly lower 
temperatures for the smallest spot size. 
There are two possible explanations for the increase of divergence with intensity. 
Simulations of such interactions show a rippling of the density contours (first shown 
by Wilks et al. [16]) at the target front surface on the scale of the laser wavelength in 
addition to the larger scale hole-boring [102]. This small-scale transverse structure 
was also observed in PIC simulations performed by Lasinski et al. [103] and Ren et 
al. [104]. The beam divergence could be determined by the laser fields around the 
ripples which in the OSIRIS simulations grow more quickly at higher irradiance (see 
figures 5.6(a) and 5.6(b)). 
Simulations performed by Adam et al [105] have suggested that the electron di- 
vergence is set by deflection in magnetic fields generated by the Weibel instability 
of the electron beam as it propagates through the target. A large (rý 100 MG) 
magnetic field localised to the target front surface was seen to deflect the fast elec- 
trons, whereupon they propagated freely insides the plasma. The fast electrons are 
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accelerated in bunches via the JxB mechanism and are randomly deflected as they 
traverse the thin magnetic layer at the target front surface. 
ao Intensity 4 pm 8 pm 16 pm 
2 4x 1018 WCM-2 0.46 / 17" 0- 61 / 19' 0.64 / 19' 
5 2x 1019 WCM-2 1.3 35' 1.8 350 1.8 350 
10 1X 1020 WCM-2 2.7 380 3.4 4 7' 3.6 450 
Table 5.1: The slope temperature (MeV) / divergence half angle (degrees) for dif- 
ferent intensities on target and focal spot diameter 
In the analysis by Silva et al. [41] for the filamentation instability for electron 
beams with waterbag distributions [106], the threshold for the instability can be 
written: 
2< nhot 
-Mbg 
(5.1) 
where 0 is the divergence of the hot component, nhot and nb_q are the densities of 
the hot beam and background species respectively and -ý is the Lorentz factor for the 
beam electrons. If the initial beam divergence created by the electron acceleration 
process is sufficiently small to meet this threshold then the divergence angle will 
increase due to the coupling of the laser magnetic field with the Weibel instability. 
When the transverse momentum of the electron beam increases sufficiently, a critical 
value is reached where equation 5.1 is no longer satisfied and the instability is rapidly 
stabilised. 
In this analysis the divergence is approximately independent of intensity since 
nh, t and 7 both increase approximately 
linearly with ao for relativistic laser inten- 
sities. However the real situation with a large spread of beam energies is that there 
are many beam electrons with 7-I and a smaller number with large values of -Y. 
Provided that the beam averaged 7 remains close to unity while nhot increases with 
intensity, then overall the beam divergence will increase with intensity as observed 
experimentally and in the simulations. 
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At the density scale length studied in these simulations, the temperature and 
angular divergence of the laser heated electrons did not vary significantly. Other 
simulations with large volumes of low density plasma, created by a deliberate pre- 
pulse show do show a, change in the acceleration mechanism and a consequent change 
in the properties of the heated electrons. For the range of density scale lengths 
considered here it would appear that the conjecture of Adam et al. [105] is valid i. e. 
the electron divergence is largely determined by the filamentation instability of the 
electrons passing through the background plasma rather than by the details of the 
acceleration process. 
For the simulations with a background density of 100 n, the divergence expected 
from this very simple model is around 8' at ao =2 and 17' at ao = 10. This 
is around half of what is observed in the simulations and some of the discrepancy 
may be due to differences between waterbag and Maxwellian distributions for the 
transverse velocity components. In the situation of the experiments it is difficult to 
know what value of background density to use in the presence of a largely unknown 
density gradient near the target surface. 
Chapter 6 
Conclusions 
6.1 Fast electron transport patterns 
Experiments were carried out using the Vulcan 100 TW and Petawatt laser facilities 
to look at fast electron energy transport patterns. Data collected using the Vulcan 
100 TW laser showed that the heating pattern on the rear surface of 175 pm thick 
mylar targets changed with laser intensity. An initially uniform heating pattern 
produced at Ix 10" Wcm-' changed to one resembling a central heated region 
surrounded by an annular structure when the intensity was increased to 2x 1019 
WCM-2 
. 
As the intensity was increased further to 3x 10'9 Wcm-', only the annular 
shape remained on the rear surface. A similar annular structure was also observed 
on a5 pm Cu foil irradiated at a higher intensity of 5x 1020 WCM-2 . 
Repeat mea- 
surements on a later experiment failed to reproduce the same structure, indicating 
that a higher than usual pre-pulse present on the original experiment may have 
played a significant role in altering the electron transport in such a thin target. 
Hybrid code modelling of the fast electron transport showed that the change 
in transport pattern was accounted for by a reversal of the azimuthal magnetic 
field that occurs when rapid heating of the target occurs inside the target front 
surface. The experimental observations are consistent with Davies's analytical cal- 
culations [33] which suggest that such a process should occur at intensities greater 
than 2x 1019 WCM-2 . 
This process is obviously detrimental to the fast electron 
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beam required for fast ignition. However, if the target density is sufficiently large 
then the condition for beam hollowing to occur will not be met; provided that fac- 
tors such as the laser intensity or pulse duration are not increased excessively. 
A comparison has been made of using different diagnostics to measure fast elec- 
tron heating patterns in Cu foils at petawatt, powers (. - 5x 1020 WCM-2). Spatially 
resolved Cu K, measurements and optical shadowgraphy were found to be broadly 
consistent. indicating a fast electron beam with a divergence angle larger than any 
measured before at lower intensities. XUV data was not consistent with this result. 
This was attributed to the dependence of XUV emission on the bulk electron tem- 
perature of a thin layer at the rear surface of each target which is expected to fall 
off ra, pidly with t, arget thickness. 
These results show that a broad range of diagnostics should be employed in or- 
der that conclusive measurements of fast electron transport and target heating can 
made. Hybrid PIC simulations of the fast electron transport revealed extensive fila- 
menta, tion and regions of strong heating inside the targets. However the sensitivity 
of the code to the fast electron beam injection parameters made it difficult to make 
direct comparisons to the experimental results. 
6.2 Cone guided fast electron transport 
Experiments were carried out using the Vulcan Petawatt laser to look at the effect 
of cone guiding on fast electron transport in a number of targets. Au and CH guide 
cones were used to guide laser pulses with intensities of up to 5x 
1020 WCM-2 onto 
buried layer or wire targets. 
The addition of a Au guide cone to metallic buried layer targets (75/5/1 pm 
Al/Cu/Al) reduced the amount of energy coupled from the laser into the target. 
Heating patterns on the rear side of the unguided targets, observed using K, XUV 
and optical imaging, were not recorded with the guide cones attached. Shadowgra- 
phy data indicated that a large amount of the laser energy was deposited into the 
CONCLUSIONS 
cone walls. 
143 
The structure of the joint attaching the cone to the target has a large effect 
on the energy coupling efficiency. The presence of any kind of vacuum gap in the 
glue joint would have a detrimental effect, but the presence of a supporting washer 
assembly around the target made it hard to diagnose whether this was the case. 
The effect of laser pre-pulse also has to be considered. The interaction of the laser 
pedestal with the end wall and side walls of the guide cone could produce sufficient 
pre-plasma to fill up a large part of the cone, thus preventing the main laser pulse 
from intera, cting with the cone end-wall. A similar experiment performed by Baton 
et al. [92] confirmed this by using a frequency doubled laser to reduce the pre-pulse, 
with the result that much more energy was coupled into the attached target. The 
enhanced neutron yields reported by Kodama et al. [11] [90] were obtained using a 
short pulse laser that was not frequency doubled. However the lower intensity of the 
short pulse heating beams used in those experiments, together with the 10-8 laser 
contrast, could have kept the amount of pre-plasma inside the cone to a minimum. 
The use of a higher contrast ratio laser pulse to increase the coupling could also 
be achieved by using a plasma mirror [107] to reduce the pre-pulse intensity by 
several orders of magnitude. This approach to testing high contrast cone guiding 
could be easier when compared to the alternative of using a large frequency doubling 
crystal. Studies into the effect of laser contrast on the degree of energy coupling will 
be the subject of future work. 
By contrast, the addition of a plastic cone-guiding assembly to CH/Al/CH sand- 
wich targets was seen to produce a similar level of energy coupling to the unguided 
targets. The more significant result however, was that a reduced rear surface heating 
pattern was observed with both optical probing and XUV diagnostics. The lack of 
any end-wall or glue joint at the cone tip most likely minimised any coupling issues, 
resulting in a similar amount of energy transport. The exact cause of the change 
in transport pattern, from an annular structure to a smaller, uniform pattern is 
not currently understood although current computational and experimental work is 
underway to investigate the many aspects of the complex physics involved with cone 
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guiding. The plastic cone assemblies may prove to be a useful target geometry as 
the plastic material surrounding the guide cone models the fusion fuel (albeit at a 
lower density) that would be present around the tip of a typical fast ignitor guide 
cone. 
Novel cone-wire geometries were used to look at fast electron transport along 
a wire. Previous work by Kodama et al. [91] showed that high energy electrons 
could be guided down a wire by a combination of radial electric fields and azimuthal 
magnetic fields. New experimental results obtained using the Vulcan Petawatt laser 
revealed a varying level of energy coupling that was dependent on the target assem- 
bly. Even for the most efficient target geometry (obtained by attaching the wire 
directly the end of the cone via a small glue joint), the bulk of the laser energy 
appeared to be deposited into the cone walls and the glue joint. This low level of 
energy coupling could again be due to issues outlined above for the guided metallic 
buried layer targets. 
Interferometric data together with hydrodynamic computer simulations showed 
that the heating of the cone-guided wire plasma is maximised close to the wire 
surface. Hybrid-PIC simulations revealed that complex field structures lead to an 
enhanced return current inside a thin layer at the wire surface. This in turn leads 
to increased Ohmic heating as observed experimentally. 
Further experimental data was obtained using a longer laser pulse for two differ- 
ent wire diameters to see if energy coupling could be enhanced for a laser intensity 
more suited to the requirements of fast ignition. K, measurements did show K, 
emission along the length of both wires, but the lack of interferometric data meant 
that it was not possible to make similar estimates of the wire temperature. An 
enhancement of the K, emission at the tip of the wires was observed which could be 
an effect associated with fast electron refluxing. Further work on this result requires 
access to a computer code capable of modelling K, emission and target opacity in 
order to match the time integrated observations. 
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6.3 Divergence as a function of laser intensity 
Experiments were conducted using the Vulcan Petawatt laser facility using focused 
laser intensities and pulse durations relevant to fast ignition. Electron beam di- 
vergence measurements were made using K, and optical probing techniques and 
the results combined with data collected at other intensities. The electron beam 
divergence is found to increase with laser intensity. 
2D PIC simulations performed using a range of laser intensities reproduced the 
observed results. Several possibilities for the observed increase in divergence with 
laser intensity were discussed. The electron divergence could be determined by the 
interaction of the laser with small-scale transverse structures on the target front 
surface which are seen to increase in scale with laser intensity. Alternatively the 
interaction of the laser fields with filament at ion- sourced magnetic fields in a thin 
front surface layer could be responsible for fast electron deflection. This effect would 
increase with intensity provided that the fast electron number density increased 
faster than -y for the electron population. 
The implications of these results for fast ignition inertial fusion are significant. 
These results. together with the requirements detailed by Atzeni et al. [9], require 
the value of IA' to be limited to 5x 1019 W CM-2 /-tm 2 for realistic ignition beam 
energies (i. e. <100 kJ) [108]. Higher intensities on target will require control of the 
beam divergence pattern. This could be achieved by novel target designs [109], or 
by the use of more than one short pulse to achieve enhanced magnetic collimation 
[110]. Upcoming experiments aim to test out these different methods of electron 
collimation. If successful then several of the stringent requirements for achieving 
fast ignition could be relaxed. 
A beam divergence that increases with IA' and that is independent of the spot size 
and profile has also been predicted to occur as a result of the decreasing collimating 
strength of the magnetic field generated inside the solid target [33]. However the 
scaling of the magnetic field in such a strong heating regime described by Davies 
depends on time, meaning that the pulse duration would be expected to affect the 
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Although the data. presented here indicates that the electron divergence is inde- 
pendent of pulse duration, it is not possible to clearly distinguish between the effects 
of generation and transport in the experimental results. However, the OSIRIS re- 
sults indicate that the increase in divergence with IA' is not purely a transport effect, 
which means that this result is not limited to solid targets, and therefore can be 
extrapolated to fast ignition using cone guided geometries. 
6.4 Summary and future work 
The work presented in this thesis has focused on experimental work performed using 
the Vulcan 100 TW and Petawatt laser facility. Experiments were carried out to look 
at various aspects of electron energy transport using a range of target geometries 
and laser parameters. Together with computer simulations, the data analysis has 
highlighted many of the issues surrounding fast electron transport in intense laser- 
plasma interactions. 
The development of new fast ignition ICF facilities requires a combined un- 
derstanding of long pulse compression and the coupling of energy from the ultra- 
intense short pulse beam into the compressed core. Whil st the long pulse aspect is 
broadly understood and well-developed, much more work is required in advancing 
our knowledge of the relevant high intensity short pulse interaction physics; namely 
fast electron generation, transport and stopping. In the short term this involves 
new experimental campaigns and the development of more advanced computational 
codes. 
Many of the topics discussed in this thesis will continue to be the focus of a 
significant amount of research. There are many questions that need to be answered 
regarding the physics of cone guiding, electron beam divergence and fast electron 
transport. 
The data presented in this thesis and in existing publications, indicate that guide 
CONCLUSIONS 147 
cones act to guide both the laser light and the fast electron population towards the 
cone tip. How both of these guiding processes are related to the cone walls (and any 
surrounding material) or affected by the presence of pre-plasma are questions that 
have yet to be answered fully. 
The success of the fast ignition scheme relies on generating a sufficient number 
of fast electrons with the right, energy to be stopped inside the compressed fuel cap- 
sule. A lot of work will be focused on characterising both the spatial and energy 
distributions of the fast electrons under many different conditions. Should the in- 
ternal hot electron temperature (as opposed to the vacuum temperature typically 
measured on the rear side of a target) be found to be consistent with requirements 
of fast ignition. work may still need to be undertaken to ensure that the electrons 
can propagate in a low-divergence beam. 
Future experiments will also have to investigate these same aspects of physics 
under conditions more closely resembling those which are expected to occur inside 
a compressed fast ignition fuel capsule. The applicability of conclusions made using 
initially cold, solid density foil targets to high temperature, compressed low-Z condi- 
tions will have to be explored. "Pro of- of-principle" experiments on next generation 
lasers such as OMEGA EP, FIREX and PETAL will address many of these issues, 
leading the way towards ignition-scale facilities. 
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