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Abstract
There is a need in general relativity for a consistent and useful mathematical theory defining the multiplication
of tensor distributions in a geometric (diffeomorphism invariant) way. Significant progress has been made through
the concept of Colombeau algebras, and the construction of full Colombeau algebras on differential manifolds for
arbitrary tensors. Despite the fact that this goal was achieved, it does not incorporate clearly enough the concept of
covariant derivative and hence is of a limited use. We take a different approach: we consider any type of preference for
smooth distributions (on a smooth manifold) as nonintuitive, which means all our approach must be based fully on the
Colombeau equivalence relation as the fundamental feature of the theory. After taking this approach we very naturally
obtain canonical and geometric theory defining tensorial operations with tensorial distributions, including covariant
derivative. This also happens because we no longer need the construction of Colombeau algebras. The important
advantage of our approach lies also in the fact that it brings physical insight into the mathematical concepts used
and naturally leads to formulation of physics on (what we call) piecewise smooth manifolds, rather than on smooth
manifold. This brings to the language additional symmetry (in the same way as turning from Poincare invariance to
diffeomorphism invariance), and is compatible with our intuition that “pointwise” properties in some specific sense
“do not matter”.
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1. Introduction
This paper is devoted to a topic from the field of mathematical physics which is closely related to the general
theory of relativity. It offers possible significant conceptual extensions of general relativity at short distances/high en-
ergies, and gives another arena in which one can conceptually/physically modify the classical theory. But the possible
meaning of these ideas is much wider than just the general theory of relativity. It is related to the general questions of
how one defines the theory of distributions for any geometrically formulated physics describing interactions.
The main reasons why we “bother”. Let us start by giving the basic reasons why one should work with the language
of distributions rather than with the old language of functions:
• First there are deep physical reasons for working with distributions rather than with smooth tensor fields. We
think distributions are more than just a convenient tool for doing computations in those cases in which one
cannot use standard differential geometry. We consider them to be mathematical objects which much more
accurately express what one actually measures in physics experiments, more so than when we compare them
to the old language of smooth functions. The reason is that the question: “What is the ‘amount’ of physical
quantity contained in an open set?” is in our view a much more reasonable physical question, (reasonable from
the point of view of what we can ask the experimentalists to measure), than the question: “What is the value of
quantity at a given point?”. But “point values” as “recovered” by delta distributions do seem to give a precise
and reasonable meaning to the last question. There is also a strong intuition that the “amount” of a physical
quantity in the open set Ω1 ∪ Ω2, where Ω1,Ω2 are disjoint is the sum of the “amounts” of that quantity in Ω1
and Ω2. That means it is more appropriate to speak about distributions rather than general smooth mappings
from functions to the real numbers (the mappings should also be linear).
• The second reason is that many physical applications suggest the need for a much richer language than the
language of smooth tensor fields. Actually when we look for physically interesting solutions it might be always
a matter of importance to have a much larger class of objects available than the class of smooth tensor fields.
• The third reason (which is a bit more speculative) is the relation of the language defining the multiplication of
distributions to quantum field theories (but specifically to quantum gravity). Note that the problems requireing
distributions, that means problems going beyond the language of classical differential geometry, might be related
to physics on small scales. At the same time understanding some operations with distributions, specifically their
product has a large formal impact on the foundations of quantum field theory, particularly on the problem with
interacting fields. (See, for example, [17].) As a result of this it can have significant consequences for quantum
gravity as well.
The intuition behind our ideas. Considerations about language intuitiveness lead us to an interesting conclusion: the
language of distributions (being connected with our intuition) strongly suggests that the properties of classical tensor
fields should not depend on the sets having (in every chart) Lebesgue measure 0. If we follow the idea that these
measure zero sets do not have any impact on physics, we should naturally expect that we will be able to generalize
our language from a smooth manifold into a piecewise smooth manifold (which will bring higher symmetry to our
conceptual network). The first traces of piecewise smooth coordinate transformations are already seen, for example,
in [21].
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The current situation is “strange”. Now it is worth noting how strange the current situation of the theory of distribu-
tions is: we have a useful and meaningful language of distributions, which can be geometrically generalized, but this
language works only for linear physics. But linear physics is only a starting point (or at best a rough approximation)
for describing real physical interactions, and hence nonlinear physics. So one naturally expects that the “physical”
language of distributions will be a result of some mathematical language defining their product. Moreover, at the
same time we want this language to contain the old language of differential geometry (as a special case), as in the
case of linear theories. It is quite obvious that the nonlinear generalization of the geometric distributional theory
and the construction of generalized differential geometry are just two routes to the same mathematical theory. The
natural feeling that such theory might exist is the main motivation for this work. The practical need of this language
is obvious as well, as we see in the numerous applications [2, 10, 17, 19, 25, 29, 31, 32]. (Although this is not the
main motivation of our work.) But is it necessary that such more general mathematical language exists as a full well
defined theory? No, not at all. The potentially successful uses of distributions that go behind the Schwarz original
theory might be only “ad hoc” from the fundamental reasons. Take the classical physics. The success of such uses of
distributions here might not be a result of some more general language than smooth tensor calculus being a classical
limit of the more fundamental physics. There might be only hidden specific reasons in the more fundamental physics
why such “ad hoc” calculations in some of the particular cases work. But it is certainly very interesting and important
to explore and answer the question whether: (i) such a full mathematical langauge exists, and (ii) to which extent it
is useful to the physics community. For the first question this work suggests a positive answer, to answer the second
question much more work has to be done.
So what did we achieve?. The main motivation for this work is the development of a language of distributional
tensors, strongly connected with physical intuition. (This also means it has to be based on the concept of a piecewise
smooth manifold.) This language must contain all the basic tensorial operations in a generalized way, enabling us to
understand the results the community has already achieved, and also the problems attached to them. It is worth to
stress that some of this motivation results from a shift in view regarding the foundations of classical physics (so it is
given by “deeper” philosophical reasons), but it can have also an impact on practical physical questions. The scale of
this impact has still to be explored. We claim that the goals defined by our motivation (as described at the beginning)
are achieved in this work. Particularly, we have generalized all the basic concepts from smooth tensor field calculus
(including the fundamental concept of the covariant derivative) in two basic directions:
• The first generalization goes in the direction of the class of objects that, (in every chart on the piecewise smooth
manifold), are indirectly related to sets of piecewise continuous functions. This class we call D′m
nEA(M). For a
detailed understanding see section 4.3.
• The second generalization is a generalization to the class of objects naturally connected with a smooth manifold
belonging to our piecewise smooth manifold (in the sense that the smooth atlas of the smooth manifold is a
subatlas of our piecewise smooth atlas). This is a good analogy to the generalization known from the classical
distribution theory. The class of such objects we call D′m
n(So)(M). For detailed understanding see again the
section 4.3.
We view our calculus as the most natural and straightforward construction achieving these two particular goals. The
fact that such a natural construction seems to exist supports our faith in the practical meaning of the mathematical
language here developed.
The last goal of this paper is to suggest much more ambitious, natural generalizations, which are unfortunately at
present only in the form of conjectures. Later in the text we provide the reader with such conjectures.
The structure of this paper. The structure of this paper is the following: In the first part we want to present the current
state of the Colombeau algebra theory and its geometric formulations. We want to indicate where its weaknesses are.
This part is followed by several technical sections, in which we define our theory and prove the basic theorems. First
we define the basic concepts underlying our theory. After that we define the concept of generalized tensor fields, their
important subclasses and basic operations on the generalized tensor fields (like tensor product). This is followed by
the definition of the basic concept of our theory, the concept of equivalence between two generalized tensor fields.
The last technical part deals with the definition of the covariant derivative operator and formulation of the initial value
4
problem in our theory. All these technical parts are followed by explanatory sections, where we discuss our results
and show how our theory relates to the practical results already achieved (as described in the first part of the paper).
2. Overview of the present state of the theory
2.1. The theory of Schwartz distributions
Around the middle of the 20-th century Laurent Schwartz found a mathematically rigorous way for extending
the language of physics from the language of smooth functions into the language of distributions. Physicists such as
Heaviside and Dirac had already given good physics reasons for believing that such a mathematical structure might
exist.
The classical formulations of the distribution theory were directly connected with Rn and were non-geometric.
Distributions in such a formulation are typically understood as continuous, linear maps from compactly supported
smooth functions (on Rn) to real numbers. (The class of such functions is typically denoted by D(Rn). The dual to
such space, which is what distributions are, is typically denoted by D′(Rn).) Here the word “continuous” refers to the
following topology on the given space of compactly supported smooth functions: The sequence of smooth compactly
supported functions fl(xi) converges for l → ∞ to a smooth compactly supported function f (xi) iff an arbitrary degree
derivative with respect to arbitrary variables ∂
n fl(xi)
∂x
m1
1 ...∂x
mk
k
(∑k
i=1 mk = n
)
converges uniformly on each compact Rn subset
to ∂
n f (xi)
∂x
m1
1 ...∂x
mk
k
.
The alternative classical way of formulating the theory of distributions is to extend the space of test objects to be
such that they still follow appropriate fall-off properties. The properties can be summarized as:
f (xi) belongs to such space if it is smooth and
(∀α, ∀β) lim
x1,...xk→∞
(
x
n1
1 . . . x
nk
k
∂α f (xi)
∂x
m1
1 ...∂x
mk
k
)
= 0, (1)
k∑
i=1
ni = β,
k∑
j=1
m j = α.
This is a topological space with topology given by a set of semi-norms Pα,β defined1 as
Pα,β = sup
xi
∣∣∣∣∣∣xn11 . . . xnkk
∂α f (xi)
∂x
m1
1 ...∂x
mk
k
∣∣∣∣∣∣ , (2)
k∑
i=1
ni = β,
k∑
j=1
m j = α.
Naturally, the space of continuous and linear maps on such a space is more restricted as in the first, more common for-
mulation. Objects belonging to such duals are called “tempered distributions”. The advantage of this more restricted
version is that Fourier transform is a well defined mapping on the space of tempered distributions.
If we refer to the more common, first formulation, the space of distributions accommodates the linear space of
smooth functions by the mapping:
f (xi) →
∫
Rn
f (xi) · · ·dnx. (3)
Here f (xi) is a smooth function on Rn and
∫
Rn
f (x) · · · dx is a distribution defined as the mapping:
Ψ(xi) →
∫
Rn
f (xi)Ψ(xi) dnx, Ψ(xi) ∈ D(Rn). (4)
1We admit that the notation Pα,β might be somewhat misleading, since the α, β values do not specify the semi-norm in a unique way.
5
Moreover, by use of this mapping one can map into the space of distributions any Lebesgue integrable function
(injectively up to a function the absolute value of which has Lebesgue integral 0) . The distributional objects defined
by the images of the map (3) are called regular distributions. The map (3) always preserves the linear structure,
hence the space of Lebesgue integrable functions is a linear subspace of the space of distributions. But the space of
distributions is a larger space than the space of regular distributions. This can be easily demonstrated by defining the
delta distribution
δ(Ψ) ≡ Ψ(0) (5)
and showing that such mapping cannot be obtained by a regular distribution. Note particularly that delta distribution
had an immediate use in physics in the description of point-like sources. (Its intuitive use in the work of Paul A.M.
Dirac before the theory of Schwartz distributions was found, was one of the main physics reasons why people searched
for such language extension.)
These considerations show that the space of distributions is significantly larger than the space of smooth functions.
The space of distributions is classically taken to be a topological space with the weak (σ−) topology. In this topology
the space of regular distributions given by smooth functions is a dense set.
Moreover one can continuously extend the derivative operator from the space of C1(Rn) functions to the space of
distributions by using the definition:
T, xi(Ψ) ≡ −T (Ψ, xi), (6)
(where T denotes a distribution). This means that C∞(Rn) functions form not only a linear subspace in the space of
distributions, but also a differential linear subspace. It looks like there stands “almost” nothing in the way of fully and
satisfactorily extending the language of C1(Rn) functions to the language of Schwartz distributions. Unfortunately
there is still one remaining trivial operation and this is the operation of multiplication. That means we need to obtain
some distributional algebra having as subalgebra the algebra of Lebesgue integrable functions factorized by functions
the absolute value of which has Lebesgue interal 0. Unfortunately, shortly after Laurent Schwartz formulated the
theory of distributions he proved the following “no-go” result [28]:
The requirement of constructing an algebra that fulfills the following three conditions is inconsistent:
a) the space of distributions is linearly embedded into the algebra,
b) there exists a linear derivative operator, which fulfills the Leibniz rule and reduces on the space of distributions
to the distributional derivative,
c) there exists a natural number k such, that our algebra has as subalgebra the algebra of Ck(Rn) functions.
This is called the Schwartz impossibility theorem. There is a nice example showing where the problem is hidden:
Take the Heaviside distribution H. Suppose that a) and b) hold and we multiply the functions/distributions in the
usual way. Then since Hm = H the following must hold:
H′ = (Hm)′ = δ = mHm−1δ . (7)
But this actually implies that δ = 0, which is nonsense.
The closest one can get to fulfill the conditions a) − c) from the Schwarz impossibility theorem is the Colombeau
algebra (as defined in the next section) where conditions a)− c) are fulfilled with the exception that in the c) condition
k is taken to be infinite. This means that only the smooth functions form a subalgebra of the Colombeau algebra.
This is obviously not satisfactory, since we know (and need to recover) rules for multiplying multiply much larger
classes of functions than only smooth functions. In the case of Colombeau algebras this problem is “resolved” by the
equivalence relation, as we will see in the following section.
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2.2. The standard Rn theory of Colombeau algebras
2.2.1. The special Colombeau algebra and the embedding of distributions
The so called special Colombeau algebra is on Rn defined as:
G(Rn) = EM(Rn)/N(Rn). (8)
Here EM(Rn) (moderate functions) is defined as the algebra of functions:
R
n × (0, 1] → R (9)
that are smooth on Rn (this is usually called E(Rn)), and for any compact subset K of Rn (for which we will henceforth
use the notation K ⊂⊂ Rn) it holds that:
∀α ∈ Nn0, ∃p ∈ N such that2 sup
x∈K
|Dα fǫ (xi)| ≤ O(ǫ−p) as ǫ → 0. (10)
The N(Rn) (negligible functions) are functions from E(Rn) where for any K ⊂⊂ Rn it holds that:
∀α ∈ Nn0, ∀p ∈ N we have sup
xi∈K
|Dα fǫ (xi)| ≤ O(ǫp) as ǫ → 0. (11)
The first definition tells us that moderate functions are those whose partial derivatives of arbitrary degree (with respect
to variables xi) do not diverge faster then any arbitrary negative power of ǫ, as ǫ → 0. Negligible functions are those
moderate functions whose partial derivatives of arbitrary degree go to zero faster than any positive power of ǫ, as
ǫ → 0. This simple formulation can be straightforwardly generalized into general manifolds just by substituting the
concept of Lie derivative for the “naive” derivative used before.
It can be shown, by using convolution with an arbitrary smoothing kernel (or mollifier), that we can embed a
distribution into the Colombeau algebra. By a smoothing kernel we mean, in the widest sense a compactly supported,
smooth function ρǫ (xi), with ǫ ∈ (0, 1], such that:
• supp(ρǫ) → {0} for (ǫ → 0),
•
∫
Rn
ρǫ (xi) dnx → 1 for (ǫ → 0),
• ∀η > 0 ∃C, ∀ǫ ∈ (0, η) supxi |ρǫ(xi)| < C.
This most generic embedding approach is mentioned for example in [21] (in some sense also in [25]).
More “restricted” embeddings to G(Rn) are also commonly used. We can choose for instance a subclass of
mollifiers called A0(Rn), which are smooth functions from D(Rn) (smooth, compactly supported) and (i.e. [16]) such
that
∀ǫ holds
∫
Rn
ρǫ (xi)dnx = 1. (12)
Their dependence on ǫ is given3 as
ρǫ (xi) ≡ 1
ǫn
ρ
(
xi
ǫ
)
. (13)
Sometimes the class is even more restricted. To obtain such a formulation, we shall define classes Am(Rn) as
classes of smooth, compactly supported functions, such that∫
Rn
xi1 · · · x
j
l φ(xi)dnx = δ0k for i + · · · + j = k ≤ m. (14)
Clearly Am+1(Rn) ⊂ Am(Rn). Then the most restricted class of mollifiers is taken to be the class A∞(Rn). This approach
is taken in the references [19, 27, 29, 31, 32].
Even in the case of the more restricted class of mollifiers the embeddings are generally non-canonical [16, 32]. The
exception are smooth distributions, where the difference between two embeddings related to two different mollifiers
is always a negligible function.
2In this definition, (and also later in the text), the symbol Nn0 denotes a sequence of n members formed of natural numbers (with 0 included).3Later in the text will the notation ρǫ (xi), ψǫ (xi) (etc.) automatically mean dependence on the variable ǫ as in (13).
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2.2.2. The full Colombeau algebra and the embedding of distributions
What is usually considered to be the canonical formulation of Colombeau algebras in Rn is the following: The
theory is formulated in terms of functions
R
n × A0(Rn) → R (call them F) . (15)
The Colombeau algebra is defined in such way that it is a factor algebra of moderate functions over negligible func-
tions, where:
• Moderate functions are functions from F that satisfy:
∀m ∈ Nn0, ∀K ⊂⊂ R
n ∃N ∈ N such that if φ ∈ AN(Rn), there are α, ρ > 0,
such that sup
xi∈K
|DmF(φǫ , xi)| ≤ αǫ−N if 0 < ǫ < ρ. (16)
• Negligible functions are functions from F that satisfy:
∀m ∈ N, ∀K ⊂⊂ Rn, ∀p ∈ N ∃q ∈ N such that if φ ∈ Aq(Rn), ∃α, ρ > 0,
we have sup
xi∈K
|DmF(φǫ , xi)| ≤ αǫp if 0 < ǫ < ρ. (17)
Then ordinary distributions automatically define such functions by the convolution ([4, 7, 25, 32] etc.):4
B → Bx
[
1
ǫn
φ
(yi − xi
ǫ
)]
, φ ∈ A0(Rn). (18)
2.2.3. Important common feature of both formulations
All of these formulations have two important consequences. Given that C denotes the embedding mapping:
• Smooth functions (C∞(Rn)) form a subalgebra of the Colombeau algebra (C( f )C(g) = C( f · g) for f , g being
smooth distributions).
• Distributions form a differential linear subspace of Colombeau algebra (this means for instance that C( f ′) =
C′( f ) ).
2.2.4. The relation of equivalence in the special Colombeau algebra
We can formulate a relation of equivalence between an element of the special Colombeau algebra fǫ (xi) and a
distribution T . We call them equivalent, if for any φ ∈ D(Rn), we have
lim
ǫ→0
∫
Rn
fǫ (xi)φ(xi)dnx = T (φ). (19)
Then two elements of Colombeau algebra fǫ (xi), gǫ(xi) are equivalent, if for any φ(xi) ∈ D(Rn)
lim
ǫ→0
∫
Rn
( fǫ (xi) − gǫ(xi))φ(xi) dnx = 0. (20)
For the choice of A∞(Rn) mollifiers the following relations are respected by the equivalence:
• It respects multiplication of distribution by a smooth distribution [32] in the sense that: C( f · g) ≈ C( f ) ·
C(g), where f is a smooth distribution and g ∈ D′(Rn).
• It respects (in the same sense) multiplication of piecewise continuous functions (we mean here regular distribu-
tions given by piecewise continuous functions) [4].
• If g is a distribution and f ≈ g, then for arbitrary natural number n it holds Dn f ≈ Dng [7].
• If f is equivalent to distribution g, and if h is a smooth distribution, then f · h is equivalent to g · h [7].
4Here the “Bx” notation means that x is the variable removed by applying the distribution.
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2.2.5. The relation of equivalence in the full Colombeau algebra
In the canonical formulation the equivalence relation is again formulated either between an element of the Colom-
beau algebra and a distribution, or analogously between two elements of the Colombeau algebra: If there ∃m, such
that for any φ ∈ Am(Rn), and for any Ψ(xi) ∈ D(Rn), it holds that
lim
ǫ→0
∫
Rn
( f (φǫ , xi) − g(φǫ , xi))Ψ(xi) dnx = 0, (21)
then we say that f and g are equivalent ( f ≈ g). For the canonical embedding and differentiation we have the same
commutation relations as in the non-canonical case. It can be also proven that for f1 . . . fn being regular distributions
given by piecewise continuous functions it follows that
C( f1)...C( fn) ≈ C( f1... fn), (22)
and for f being arbitrary distribution and g smooth distribution it holds that
C( f ) ·C(g) ≈ C( f · g). (23)
2.2.6. How this relates to some older Colombeau papers
In older Colombeau papers [4, 5] all these concepts are formulated (equivalently) as the relations between elements
of a Colombeau algebra taken as a subalgebra of the C∞(D(Rn)) algebra. The definitions of moderate and negligible
elements are almost exactly the same as in the canonical formulation, the only difference is that their domain is taken
here to be the class D(Rn) × Rn (being a larger domain than Ao(Rn) × Rn). The canonical formulation is related to
the elements of the class C∞(D(Rn)) through their convolution with the objects from the class D(Rn). It is easy to see
that you can formulate all the previous relations as relations between elements of the C∞(D(Rn)) subalgebra (with
pointwise multiplication), containing also distributions.
2.3. Distributions in the geometric approach
This part is devoted to review the distributional theory in the geometric framework. How to define arbitrary
rank tensorial distribution on arbitrary manifolds by avoiding reference to preferred charts? Usually we mean by a
distribution representing an (m, n) tensor field an element from the dual to the space of objects given by the tensor
product of (m, n) tensor fields and smooth compactly supported k-form fields (on k dimensional space). That means
for example a regular distributional (m, n) tensor field Bµ...ν... is introduced as a map
T ⊗ ω →
∫
Bν...βµ...α T
µ...α
ν...β
ω . (24)
This is very much the same as to say that the test space are smooth compactly supported tensor densities T µ....α
ν...β
[9, 10].
The topology taken on this space is the usual topology of uniform convergence for arbitrary derivatives related to
arbitrary charts (so the convergence from Rn theory should be valid in all charts). The derivative operator acting on
this space is typically Lie derivative. (Lie derivative along a smooth vector field ξ we denote Lξ .) This does make
sense, since:
• To use derivatives of distributions we automatically need derivatives along vector fields.
• Lie derivative preserves p-forms.
• In case of Lie derivatives, we do not need to apply any additional geometric structure (such as connection in the
case of covariant derivative).
There is an equivalent formulation to [10], given by [32], which takes the space of tensorial distributions to be
D′(M) ⊗ T mn (M). Here D′(M) is the dual to the space of smooth, compactly supported k-form fields (k dimensional
space). Or in other words, it is the space of sections with distributional coefficients. In [22] the authors generalize the
whole construction by taking the tensorial distributions to be the dual to the space of compactly supported sections of
the bundle E∗ ⊗ Vol1−q. Here Vol1−q is a space of (1 − q)-densities and E∗ is a dual to a tensor bundle E (hence
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to the dual belong objects given as E ⊗ Volq). In all these formulations Lie derivative along a smooth vector field
represents the differential operator5.
Let us mention here that there is one unsatisfactory feature of these constructions, namely that for physical pur-
poses we need much more to incorporate the concept of the covariant derivative rather than the Lie derivative. There
was some work done in this direction [18, 26, 33], but it is a very basic sketch, rather than a full and satisfactory
theory. It is unclear (in the papers cited) how one can obtain for the covariant derivative operator the expected and
meaningful results outside the class of smooth tensor fields.
2.4. Colombeau algebra in the geometric approach
2.4.1. Scalar special Colombeau algebra
For arbitrary general manifold it is easy to find a covariant formulation of the special Colombeau algebra. At the
end of the day you obtain a space of ǫ-sequences of functions on the general manifold M. For the non-canonical case
the definitions are similar to the non-geometric formulations, the basic difference is that Lie derivative plays here the
role of the Rn partial derivative. Thus the definition of the Colombeau algebra will be again:
G(Ω) = EM(Ω)/N(Ω). (25)
EM(Ω) (moderate functions) are defined as algebra of functions Ω × (0, 1] → R, such that are smooth on Ω (this is
usually called E(Ω)) and for any K ⊂⊂ Ω we insist that
∀k ∈ Nn0, ∃p ∈ N such that ∀ξ1...ξk which are smooth vector fields,
sup
x∈K
|Lξ1 ...Lξk fǫ (x)| ≤ O(ǫ−p) as ǫ → 0. (26)
N(Ω) (negligible functions) we define exactly in the same analogy to the non-geometric formulation6:
∀K ⊂⊂ Ω, ∀k ∈ Nn0, ∀p ∈ N, ∀ξ1...ξk which are smooth vector fields,
sup
x∈K
|Lξ1 ...Lξk fǫ (x)| ≤ O(ǫp) as ǫ → 0. (27)
2.4.2. Tensor special Colombeau algebra and the embedding of distributions
After one defines the scalar special Colombeau algebra, it is easy to define the generalized Colombeau tensor
algebra as the tensor product of sections of a tensor bundle and Colombeau algebra. This can be formulated more
generally [22] in terms of maps from M to arbitrary manifold. One can define them by changing the absolute value in
the definition (27) to the expression “any Riemann measure on the target space”. Then you get the algebra [22, 24, 32]:
ΓC(X, Y) = ΓM(X, Y)/N(X, Y). (28)
The tensor fields are represented when the target space is taken to be the T M manifold7. It is clear that any embedding
of distributions into such algebra will be non-canonical from various reasons. First, it is non-canonical even on Rn.
Another, second reason is that this embedding will necessarily depend on some preferred class of charts on M. The
embedding one defines as [22]:
We pick an atlas, and take a smooth partition of unity subordinate to Vαi , (Θ j,
supp(Θ) ⊆ Vα j j ∈ N) and we choose for every j, ξ j ∈ D(Vα j ), such that ξ j = 1 on supp(ξ j). Then we can choose in
fixed charts an A∞(Rn) element ρ, and the embedding is given by
∞∑
j=1
(
((ξ j(Θ j ◦ ψ−1α j )uα j ) ∗ ρǫ) ◦ ψα j
)
ǫ
, (29)
where ψα j is a coordinate mapping and ∗ is a convolution.
5We can mention also another classical formulation of distributional form fields, which comes from the old book of deRham [8] (it uses the
expression “current”). It naturally defines the space of distributions to be a dual space to space of all compactly supported form fields.
6This version is due to [19]. There are also different definitions: in [22] the authors use instead of “for every number of Lie derivatives along all
the possible smooth vector fields” the expression “for every linear differential operator”, but they prove that these definitions are equivalent. This
is also equivalent to the statement that in any chart holds: Φ ∈ EM(Rn) (see [22]).
7This is equivalent to G(X) ⊗ Γ(X, E) tensor valued Colombeau generalized functions [24].
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2.4.3. The equivalence relation
Now let us define the equivalence relation in analogy to the Rn case. Since in [22] the strongest constraint on the
mollifier is taken, one would expect that strong results will be obtained, but the definition is more complicated. And
in fact, standard results (such as embedding of smooth function multiplying distribution is equivalent to product of
their embeddings) are not valid here [22]. That is why the stronger concept of k-association is formulated. It states
that U ∈ ΓC is k associated to function f , if
lim
ǫ→0
Lξ1 ...Lξl (Uǫ − f ) → 0 (30)
uniformly on compact sets for all l ≤ k. The cited paper does not contain a precise definition of k equivalence between
two generalized functions, but it can be easily derived.
2.4.4. The older formulation of scalar full Colombeau algebra
If we want to get a canonical formulation, we certainly cannot generalize it straight from the Rn case (the reason
is that the definition of the classes An(Rn) is not diffeomorphism invariant). However, there is an approach providing
us with a canonical formulation of generalized scalar fields [12]. The authors define the space E(M) as a space of
C∞(M × A0(M)), where A0(M) is the space of n-forms (n-dimensional space), such that
∫
ω = 1. Now the authors
define a smoothing kernel as C∞ map from
M × I → A0(M), (31)
such that it satisfies:
(i) ∀K ⊂⊂ M ∃ǫ0, C > 0 ∀p ∈ K ∀ǫ ≤ ǫ0, supp φ(ǫ, p) ⊆ BǫC(p),
(ii) ∀K ⊂⊂ M, ∀k, l ∈ N0, ∀X1, · · · Xk, Y1 · · ·Yl smooth vector fields,
supp∈K,q∈M
∥∥∥LY1 · · · LYl (L′X1 + LXk ) · · · (L′Xk · · · LXk )Φ(ǫ, p)(q)
∥∥∥ =
= O(ǫ−(n+1)).
Here L′ is defined as:
L′X f (p, q) = LX(p → f (p, q)) =
d
dt f ((Fl
x
t )(p), q)|0. (32)
BǫC is a ball centered at C having radius ǫ measured relatively to arbitrary Riemannian metric. Let us call the class
of such smoothing kernels A0(M). Then in [12] classes Am(M) are defined as the set of all Φ ∈ A0(M) such that
∀ f ∈ C∞(M) and ∀K ⊂⊂ M (compact subset) it holds:
sup
∣∣∣∣∣ f (p) −
∫
M
f (q)Φ(ǫ, p)(q)
∣∣∣∣∣ = O(ǫm+1). (33)
Moderate and the negligible functions are defined in the following way:
R ∈ E(M) is moderate if ∀K ⊂⊂ M ∀k ∈ N0 ∃N ∈ N ∀X1, ....Xk (X1, ....Xk are smooth vector fields) and
∀Φ ∈ A0(M) one has:
sup
p∈K
∥∥∥LX1 .....LXk(R(Φ(ǫ, p), p))∥∥∥ = O(ǫ−N). (34)
R ∈ E(M) is negligible if ∀K ⊂⊂ M, ∀k, l ∈ N0 ∃m ∈ N ∀X1, ...Xk (X1, ...Xk are again smooth vector fields) and
∀Φ ∈ Am(M) one has:
sup
p∈K
∥∥∥LX1 ...LXk (R(Φ(ǫ, p), p)∥∥∥ = O(ǫl). (35)
Now we can define the Colombeau algebra in the usual way as a factor algebra of moderate functions over negligible
functions. Scalar distributions, defined as dual to n-forms, can be embedded into such algebra in a complete analogy
to the canonical Rn formulation. Also association is in this case defined in the “usual” way (integral with compactly
supported smooth n-form field) and has for multiplication the usual properties. However any attempt to get a straight-
forward generalization from scalars to tensors brings immediate problems, since the embedding does not commute
with the action of diffeomorphisms. This problem was finally resolved in [13].
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2.4.5. Tensor full Colombeau algebra and the embedding of distributions
The authors of reference [13] realized that diffeomorphism invariance can be achieved by adding some background
structure defining how tensors transport from point to point, hence a transport operator. Colombeau (m, n) rank tensors
are then taken from the class of smooth maps C∞(ω, q, B) having values in (T mn )qM, where ω ∈ A0(M), q ∈ M
and B is from the class of compactly supported transport operators. After defining how Lie derivative acts on
such objects and the concept of the “core” of a transport operator, the authors of reference [13] define (in a slightly
complicated analogy to the previous case) the moderate and the negligible tensor fields. Then by usual factorization
they obtain the canonical version of the generalized tensor fields (for more details see [13]). The canonical embedding
of tensorial distributions is the following: The smooth tensorial objects are embedded as
t˜(p, ω, B) =
∫
t(q)B(p, q)ω(q)dq (36)
where as expected ω ∈ A0(M), t is the smooth tensor field and B is the transport operator. Then the arbitrary tensorial
distribution s is embedded (to s˜) by the condition
s˜(ω, p, B) · t(p) = (s, B(p, .) · t(p) ⊗ ω(.)) , (37)
where on the left side we are contracting the embedded object with a smooth tensor field t, and on the right side we are
applying the given tensorial distribution s in the variable assigned by the dot. It is shown that this embedding fulfills
all the important properties, such as commuting with the Lie derivative operator [13]. All the other results related to
equivalence relation (etc.) are obtained in complete analogy to the previous cases.
2.4.6. The generalized geometry (in special Colombeau algebras)
In [22, 23, 24] the authors generalized all the basic geometric structures, like connection, covariant derivative,
curvature, or geodesics into the geometric formulation of the special Colombeau algebra. That means they defined the
whole generalized geometry.
2.4.7. Why is this somewhat unsatisfying?
However in our view, the crucial part is missing. What we would like to see is an intuitive and clear definition of
the covariant derivative operator acting on the distributional objects in the canonical Colombeau algebra formulation,
on one hand reproducing all the classical results, and on the other hand extending them in the same natural way as
in the classical distributional theory with the classical derivative operator. Whether there is any way to achieve this
goal by the concept of generalized covariant derivative acting on the generalized tensor fields, as defined in [24], is
unclear. Particularly it is not clear whether such generalized geometry can be formulated also within the canonical
Colombeau algebra approach. There exist definitions of the covariant derivative operator within the distributional
tensorial framework [18, 26]. (The reference [18] gives particularly nice application of such distributional tensor
theory to signature changing spacetimes.) But these approaches are still “classical”, in the sense, that they do not
fully involve the operation of the tensor product of distributional tensors. There cannot be any hope of finding a more
appropriate, generalized formulation of classical physics without finding such a clear and intuitive definition of both,
the covariant derivative and the tensor product. All that can be in this situation achieved is to use these constructions to
solve some specific problems within the area of physics. But as we see, the more ambitious goal can be very naturally
achieved by our own construction, which follows after this overview.
2.5. Practical application of the standard results
Now we will briefly review various applications of the Coulombeau theory presented before.
2.5.1. Classical shock waves
The first application we will mention is the non-general-relativistic one. In [6] the authors provide us with weak
solutions of nonlinear partial differential equations (using Colombeau algebra) representing shock waves. They use a
special version of the Colombeau algebra, and specifically the relation
HnH′ ≈
1
n + 1
H′, (38)
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(which is related to mollifiers from A0(Rn) class). The more general analysis related to the existence and uniqueness
of weak solutions of nonlinear partial differential equations can be found in [27].
2.5.2. Black hole “distributional” spacetimes
In general relativity there are many results obtained by the use of Colombeau algebras. First, we will focus on
the distributional Schwarzschild geometry, which is analysed for example in [19]. The authors of [19] start to work
in Schwarzschild coordinates using the special Colombeau algebra and A∞(Rn) classes of mollifiers. They obtain
the delta-functional results (as expected) for the Einstein tensor, and hence also for the stress-energy tensor. But in
Schwarzschild coordinates there are serious problems with the embedding of the distributional tensors, since these
coordinates do not contain the 0 point. As a result, if one looks for smooth embeddings, one does not obtain an
inverse element in the Colombeau algebra in the neighbourhood of 0 for values of ǫ close to 0. (Although there is no
problem, if we require that the inverse relation should apply only in the sense of equivalence.) Progress can be made
by turning to Eddington-Finkelstein coordinates [19]. The metric is obtained in Kerr-Schild form, in which one is
able to compute Rab,Gab and hence T ab as delta-functional objects (which is expected). (The (1,1) form of the field
equations is used since the metric dependence has a relatively simple form in Eddington-Finkelstein coordinates.) This
result does not depend on the mollifier (see also [32]), but one misses the analysis of the relation between different
embeddings given by the different coordinate systems 8. Even in the case of Kerr geometry there is a computation
of
√(g′)Rµν (where gab = g′ab + f kakb) given by Balasin, but this is mollifier dependent [2, 32]. Here the coordinate
dependence of the results is even more unclear.
2.5.3. Aichelburg metric
There exists an ultrarelativistic weak limit of the Schwarzschild metric. It is taken in Eddington-Finkelstein
coordinates u = t + r∗, v = t − r∗, (where r∗ is tortoise coordinate) by taking the boost in the weak v → c limit.
We obtain the “delta functional” Aichelburg metric. Reference [25] provides a computation of geodesics in such
a geometry. The authors of [25] take the special Colombeau algebra (and take A0(Rn) as their class of mollifiers),
and they prove that geodesics are given by the refracted lines. The results are mollifier independent. This is again
expected. Moreover, what seems to be really interesting is that there is a continuous metric which is connected with
the Aichelburg metric by a generalized coordinate transformation [21, 32].
2.5.4. Conical spacetimes
The other case we want to mention are conical spacetimes. One of the papers where the conical spacetimes are
analysed is an old paper of Geroch and Traschen [10]. In [10] it is shown that conical spacetimes can not be analysed
through the concept of gt-metric. These are metrics which provide us with a distributional Ricci tensor in a very
naive sense. The multiplication is given just by a simple product of functions defining the regular distributions. A
calculation of the stress energy tensor was given by Clarke, Vickers and Wilson [? ], but this is mollifier dependent
(although it is coordinate independent [32]).
3. How does our approach relate to current theory?
General summary. How does our own approach (to be described in detail in the next section) relate to all what has
presently been achieved in the Colombeau theory? We can summarize what we will do in three following points:
• We will define tensorial distributional objects, and the basic related operations (especially the covariant deriva-
tive). The definition directly follows our physical intuition (there is a unique way of constructing it). This
generalizes the Schwartz Rn distribution theory.
• We will formulate the Colombeau equivalence relation in our approach and obtain all the usual equivalence
results from the Colombeau theory.
8It seems that the authors use relations between Rµν and components of gµν obtained in Eddington-Finkelstein coordinates by using algebraic
tensor computations. Then it is not obvious, whether these results can be obtained by computation in the Colombeau algebra using the ≈ relation,
since in such case some simple tricks (such as substitution) cannot in general be used.
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• We will prove that the classical results for the covariant derivative operator (as known within differential geom-
etry) significantly generalize in our approach.
The most important point is that our approach is fully based on the Colombeau equivalence relation translated to our
language. That means we take and use only this particular feature of the Colombeau theory and completely avoid the
Colombeau algebra construction.
The advantages compared to usual Colombeau theory. What are the advantages of this approach comparing to Co-
lombeau theory?
• First, by avoiding the algebra factorization (which is how Colombeau algebra is constructed) we fulfill the
physical intuitiveness condition of the language used.
• Second, we can naturally and easily generalize the concept of the covariant derivative in our formalism, which
has not been completely satisfactorily achieved by the Colombeau algebra approach9. This must be taken as an
absolutely necessary condition that any generalization of a fundamental physical language must fulfill.
• It is specifically worth discussing the third advantage: Why is the classical approach so focused on Colombeau
algebras? The answer is simple: We want to get an algebra of C∞(M) functions as a subalgebra of our algebra.
(This is why we need to factorize by negligible functions, and we need to get the largest space where they
form an ideal, which is the space of moderate functions.) But there is one strange thing: all our efforts are
aimed at reaching the goal of getting a more rich space than is provided by the space of smooth functions. But
there is no way of getting a larger differential subalgebra than the algebra of smooth functions, as is shown by
Schwartz impossibility result. That is why we use only the equivalence relation instead of straight equality.
But then the question remains: Why one should still prefer smooth functions? Is not the key part of all the
theory the equivalence relation? So why is it that we are not satisfied with the way the equivalence relation
recovers multiplication of the smooth objects (we require something stronger), but we are satisfied with the way
it recovers multiplication within the larger class? Unlike the Colombeau algebra based approach, we are simply
taking seriously the idea that one should treat all the objects in an equal way. This means we do not see any
reason to try to achieve “something more” with smooth objects than we do with objects outside this class. And
the fact that we treat all the objects in the same way provides the third advantage of our theory; it makes the
theory much more natural than the Colombeau algebra approach.
• The fourth advantage is that it naturally works with the much more general (and for the language of distribu-
tions natural) concept of piecewise smooth manifolds, so the generalization of the physics language into such
conceptual framework will give it much higher symmetry.
• The fifth and last, “small” advantage comes from the fact that by avoiding the Colombeau algebra construction
we automatically remove the problem of how to canonically embed arbitrary tensorial distributions into the
algebra. But one has to acknowledge that this problem was already solved also within the Colombeau theory
approach [13].
The disadvantages compared to usual Colombeau theory. What are the disadvantages of this approach compared to
Colombeau theory? A conservative person might be not satisfied with the fact that we do not have a smooth tensor
algebra as a subalgebra of our algebra. This means that the classical smooth tensorial fields have to be considered
to be solutions of equivalence relations only (as opposed to the classical, “stronger” view to take them as solutions
of the equations). But in my view, this is not a problem at all. The equivalence relations contain all the classical
smooth tensorial solutions (equivalently smooth tensor fields), for the smooth initial value problem. So for the smooth
initial value problem the equivalence relations reduce to classical equations. We will suggest how to extend the initial
value problem for larger classes of distributions and show that it has unique solutions. It is true that the equivalence
relations might have also many other (generally non-linear) solutions in the space constructed,10 but the situation that
9As previously mentioned, the current literature lists some ambiguous attempts to incorporate the covariant derivative, but no satisfactory theory.
10By “solution” we mean here any object fulfilling the particular equivalence relations.
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there exist many physically meaningless solutions is for physicists certainly nothing new. Our previous considerations
suggest that we shall look only for distributional solutions (they are the ones having physical relevance) where the
solution is provided to be unique (up to initial values obviously), if it exists. (This will also recover the common, but
also many “less” common physical results [32].)
4. New approach
4.1. The basic concepts/definitions
Before saying anything about distributional tensor fields, we have to define the basic concepts which will be used
in all the following mathematical constructions. This task is dealt with in this section, so this is the part crucially
important for understanding all the subsequent theory. An attentive reader, having read through the introduction and
abstract will understand why we are particularly interested in defining these concepts.
4.1.1. Definition of (M,A)
Definition 4.1. By piecewise smooth function we mean a function from an open set Ω1(⊆ R4) → Rm such, that there
exists an open set Ω2 (in the usual “open ball” topology on R4) on which this function is smooth and Ω2 = Ω1 \ Ω′
(where Ω′ has a Lebesgue measure 0).
Take M as a 4D paracompact11, Hausdorff locally Euclidean space, on which there exists a smooth atlas S. Hence
(M,S) is a smooth manifold. Now take a ordered couple (M,A), where A is the maximal atlas, where all the maps
are connected by piecewise smooth transformations such that:
• the transformations and their inverses have on every compact subset of R4 all the first derivatives (on the
domains where they exist) bounded
(hence Jacobians, inverse Jacobians are on every compact set bounded),
• it contains at least one maximal smooth subatlas S ⊆ A,
(coordinate transformations between maps are smooth there).
Notation.. The following notation will be used:
• By the letter S we will always mean some maximal smooth subatlas of A.
• Every subset of M on which there exists a chart from our atlas A, we call ΩCh. An arbitrary chart on ΩCh from
our atlas A is denoted Ch(ΩCh).
Notation.. Take some set ΩCh. Take some open subset of that set Ω′ ⊂ ΩCh. Then Ch(ΩCh)|Ω′ is defined simply as
Ch(Ω′), which is obtained from Ch(ΩCh) by limiting the domain to Ω′.
4.1.2. Definition of “continuous to the maximal possible degree”
Definition 4.2. We call a function on M continuous to the maximal possible degree, if on arbitrary Ω of Lebesgue
measure 0 it is only in such cases:12
a) either undefined,
b) or defined and discontinuous,
in which there does not exist a way of turning it into a function continuous on Ω by
• in the case of a) extending its domain by the Ω set,
• in the case of b) re-defining it on Ω.
11We will use specifically 4-dimensional manifolds, but one can immediately generalize all the following constructions for n-dimensional mani-
folds.
12The expression “Lebesgue measure 0 set” will have in this paper extended meaning. It refers to such subsets of a general manifold M that they
have in arbitrary chart Lebesgue measure 0.
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4.1.3. Jacobians and algebraic operations with Jacobians
Now it is obvious that since transformations between maps do not have to be everywhere once differentiable, the
Jacobian and inverse Jacobian may always be undefined on a set having Lebesgue measure 0. Now if we understand
product in the sense of a limit, then the relation
Jµα (J−1)αν = δµν , (39)
for example, might hold even at the points where both Jacobian and inverse Jacobian are undefined. This generally
means the following: any algebraic operation with tensor fields is understood in such way, that in every chart it gives
sets of functions continuous to a maximal possible degree. From this follows that the matrix product (39) must be, for
µ = ν, equal to 1 and, for µ , ν, 0.
4.1.4. Tensor fields on M
We understand the tensor field on M to be an object which is:
• Defined relative to the 1-differentiable subatlas of A everywhere except for a set having Lebesgue measure 0
(this set is a function of the given 1-differentiable subatlas).
• In every chart from A it is given by functions continuous to a maximal possible degree.
• It transforms ∀ΩCh between charts Ch1(ΩCh), Ch2(ΩCh) ∈ A in the tensorial way
T µ...
ν... Ch2 = J
µ
α (J−1)βν · · · Tα...β... Ch1 a.e., 13 (40)
where Jµα is the Jacobian of the coordinate transformation from Ch1(ΩCh) to Ch2(ΩCh), and T µ...ν... Ch1 , T
µ...
ν... Ch2
are tensor field components in charts Ch1, Ch2. As we already mentioned: If T µ...ν... Ch1 is at some given point
undefined, so in some chart Ch1(ΩCh) the tensor components do not have a defined limit, this limit can still exist
in Ch2(ΩCh), since Jacobians and inverse Jacobians of the transformation from Ch1(ΩCh) to Ch2(ΩCh) might be
undefined at that point as well. This limit then defines T µ...
ν... Ch2 at the given point.
4.1.5. Important classes of test objects
Notation.. The following notation will be used:
• We denote by CP(M) the class of 4-form fields on M, such that they are compactly supported and their support
lies within some ΩCh. For such 4-form fields we will generally use the symbol ω.
• For the scalar density related to ω ∈ CP(M) we use always the symbol ω′.
• By CP(ΩCh) we mean a subclass of CP(M), given by 4-form fields having support inside ΩCh. Note that only
the CP(ΩCh) subclasses form linear spaces.
• Take such maximal atlas ˜S, (∃S ⊂ ˜S ⊂ A), that there exist 4-forms from CP(M), such that they are given in
this atlas by everywhere smooth scalar density ω′. (“Maximal” here means that these 4-forms have in every
chart outside this atlas non-smooth scalar densities.) By CP
S ( ˜S)(M) we mean a class of all such elements from
CP(M), that they have everywhere smooth scalar density in ˜S.
• The letter ˜S will from now on be reserved for maximal atlases defining CP
S ( ˜S)(M) classes.
• CPS (M) is defined as: CPS (M) ≡ ∪ ˜SCPS ( ˜S)(M).
• CP
S ( ˜S)(ΩCh) (or CPS (ΩCh)) means CPS ( ˜S)(M) (or CPS (M)) element having support inside the givenΩCh.
13This expression means “almost everywhere”, that is, “everywhere apart from a set having Lebesgue measure 0”.
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4.1.6. Topology on CP
S ( ˜S)(ΩCh)
Consider the following topology on each CP
S ( ˜S)(ΩCh): A sequence from ωn ∈ CPS ( ˜S)(ΩCh) converges to an element
ω from that set if all the supports of ωn lie in a single compact set, and in any chart Ch(ΩCh) ∈ ˜S, for arbitrary k it
is true that ∂
kω′n(xi)
∂xl1 ..∂xlk
converges uniformly to ∂
kω′(xi)
∂xl1 ..∂xlk
.
4.2. Scalars
This section deals with the definition of scalar distributions as the easiest particular example of a generalized
tensor field. The explanatory reasons are the main ones why we deal with scalars separately, instead of taking more
“logical”, straightforward way to tensor fields of arbitrary rank.
4.2.1. Definition of D′(M), and hence of linear generalized scalar fields
Definition 4.1. We say that B, being a function that maps some subclass of CP(M) to Rn, is linear, if the following
holds: Take such ω1 and ω2 from the domain of B, that they belong to the same class CP(ΩCh). Whenever the domain
of B contains also their linear combination λ1ω1+λ2ω2, where λ1, λ2 ∈ R, then B(λ1ω1+λ2ω2) = λ1B(ω1)+λ2B(ω2).
Definition 4.2. Now take the space of linear maps F → R, where F is such set that ∃ ˜S, such that CP
S ( ˜S)(M) ⊆ F ⊆
CP(M). These linear maps are also required to be for every ΩCh on CPS ( ˜S)(ΩCh) continuous, (relative to the topology
taken in section 4.1). Call set of such maps D′(M), or in words, the set of linear generalized scalar fields.
4.2.2. Important subclasses of D′(M)
Notation.. The following notation will be used:
• Now take a subset of D′(M) given by regular distributions defined as integrals of piecewise continuous functions
(everywhere on CP(M), where it converges). We denote it by D′E(M).14
• Take such subset of D′E(M) that there ∃S in which the function under the integral is smooth. Call this class
D′S (M).
• Now take subsets of D′(M) such that they have some common set
∪nCPS ( ˜Sn)(M) belonging to their domains and are ∀ΩCh, ∀n continuous on C
P
S ( ˜Sn )(ΩCh). Denote such subsets
by D′(∪n ˜Sn)(M). Obviously T ∈ D
′
(∪n ˜Sn)(M) means T ∈ ∩nD
′
( ˜Sn)(M).
• By D′(∪n ˜Sno)(M) we mean objects such that they belong to D
′
(∪n ˜Sn)(M) and their full domain is given as ∪nC
P
S ( ˜Sn )(M).
• If we use the notation D′
E(∪n ˜Sno)(M), we mean objects defined by integrals of piecewise continuous functions,
with their domain being the class ∪nCPS ( ˜Sn )(M).
• By using D′
S (∪n ˜Sno)(M) we automatically mean subclass of D
′
E(∪n ˜Sno)(M), such that it is given by an integral of a
smooth function in some smooth subatlas S ⊆ ∪n ˜Sn.
4.2.3. D′A(M), hence generalized scalar fields
Notation.. Let us for any arbitrary set D′( ˜S)(M)15 construct, by the use of pointwise multiplication of its elements, an
algebra. Another way to describe the algebra is that it is a set of multivariable arbitrary degree polynomials, where
different variables represent different elements of D′( ˜S)(M). Call it D′( ˜S)A(M).
By pointwise multiplication of linear generalized scalar fields B1, B2 ∈
D′( ˜S)(M) we mean a mapping from ω into product of the images (real numbers) of the B1, B2 mappings: (B1 ·B2)(ω) ≡
B1(ω) · B2(ω). The domain on which the product (and the linear combination as well) is defined is an intersection of
domains of B1 and B2 (trivially always nonempty, containing CPS ( ˜S)(M) at least). Note also that the resulting arbitrary
element of D′( ˜S)A(M) has in general all the properties defining D
′(M) objects, except that of being necessarily linear.
14Actually, it holds that if and only if the function is integrable in every chart on every compact set in Rn, then this function defines a regular
D′(M) distribution and is defined at least on the whole CPS (M) class.
15The union is here trivial, it just means one element ˜S.
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Definition 4.3. The set of objects obtained by the union ∪
˜SD′( ˜S)A(M) we denote D′A(M), and call them generalized
scalar fields (GSF).
4.2.4. Topology on D′( ˜So)(M)
If we take objects from D′( ˜So)(M) and we take a weak (σ−) topology on that set, we know that any object is a limit
of some sequence from D′
S ( ˜So)(M) objects from that set (they form a dense subset of that set). That is known from the
classical theory. Such a space is complete.
4.3. Generalized tensor fields
This section is of crucial importance. It provides us with definitions of all the basic objects we are interested in,
the generalized tensor fields and all their subclasses of special importance as well.
4.3.1. The class D′mn (M) of linear generalized tensor fields
First let us clearly state how to interpret the Jµν Jacobian in all the following definitions. It is a matrix of piecewise
smooth functions Ω1 \ Ω2 → R, Ω1 being a open subset of R4 and Ω2 having Lebesgue measure 0. Let it represent
transformations from Ch1(ΩCh) to Ch2(ΩCh). We can map the Jacobian by the inverse of the Ch1(ΩCh) coordinate
mapping to ΩCh and it will become a matrix of functionsΩCh \Ω′ → R, Ω′ having Lebesgue measure 0. The object
Jµν ·ω is then understood as a matrix of 4-forms from CP(ΩCh), which also means that outsideΩCh we trivially define
them to be 0.
Definition 4.1. Take some set F, F1 ⊆ F ⊆ F2, where F1 us such set that ∃ ˜S and ∃S ⊆ ˜S (S is some maximal
smooth atlas) defining it as:
F1 ≡ ∪ΩCh
{(
ω,Ch(ΩCh)) : ω ∈ CPS ( ˜S)(ΩCh), Ch(ΩCh) ∈ S
}
.
F2 is defined as:
F2 ≡ ∪ΩCh
{(
ω,Ch(ΩCh)) : ω ∈ CP(ΩCh), Ch(ΩCh) ∈ A)} .
By a D′mn (M) object, the linear generalized tensor field, we mean a linear mapping from F → R4m+n for which the
following holds: 16
• ∀ΩCh it is ∀Chk(ΩCh) ∈ S ⊂ ˜S continuous on the class CPS ( ˜S)(ΩCh). (Both S, ˜S are from the definition of F1.)
• This map also ∀ΩCh transforms between two charts from its domain,
Ch1(ΩCh), Ch2(ΩCh), as:
T µ...γ
ν...δ
(Ch1, ω) = Tα...λβ...ρ
(
Ch2, Jµα...Jγλ(J−1)βν ....(J−1)ρδ · ω
)
.
• The following consistency condition holds: If Ω′Ch ⊂ ΩCh, then T
µ...α
ν...δ
gives on ω × Ch(ΩCh)|Ω′Ch , ω ∈ CP(Ω′Ch)
the same results17 as on ω × Ch(ΩCh).
We can formally extend this notation also for the case m = n = 0. This means scalars, exactly as defined before.
So from now on m, n take also the value 0, which means the theory in the following sections holds also for the scalar
objects.
16We could also choose for our basic objects maps taking ordered couples from CP(ΩCh)×Ch(Ω′Ch ), (ΩCh , Ω′Ch). The linearity condition then
automatically determines their values, since for ω ∈ CP(ΩCh), whenever it holds that Ω′Ch ∩ supp(ω) = {0}, they must automatically give 0 for
any chart argument. Hence these two definitions are trivially connected and choice between them is just purely formal (only a matter of “taste”).
17By the “same results” we mean that they are defined on the same domains, and by the same values.
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4.3.2. Important subclasses of D′mn (M)
Notation.. The following notation will be used:
• By a complete analogy to scalars we define classes D′m
nE(M): On arbitrary ΩCh, being fixed in arbitrary chart
Ch1(ΩCh) ∈ A we can express it in another arbitrary chart Ch2(ΩCh) ∈ A, as an integral from a multi-index
matrix of piecewise continuous functions on such subset of CP(M), on which the integral is convergent18.
• Analogously the class D′m
nS (M) ⊂ D′mnE(M) is defined by objects which can, for some maximal smooth atlas
S, in arbitrary charts 19 Ch1(ΩCh), Ch2(ΩCh) ∈ S, be expressed by an integral from a multi-index matrix of
smooth functions.
• D′m
n(∪lAt( ˜Sl))
(M) means a class of objects being for everyΩCh in every Ch(ΩCh) ∈ At( ˜Sl) continuous on CPS ( ˜Sl)(ΩCh).
(Here At( ˜S) stands for a map from atlases ˜S to some subatlases of A.)
• D′m
n(∪lAt( ˜Sl)o)
(M) means a class of objects from D′m
n(∪lAt( ˜Sl))
(M) having as their domain the union
∪ΩCh ∪l
{
(ω,Ch(ΩCh)) : ω ∈ CPS ( ˜Sl)(ΩCh), Ch(ΩCh) ∈ At( ˜Sl)
}
.
• If we have classes D′m
n(∪l At( ˜Sl))
(M) and D′m
n(∪lAt( ˜Sl)o)
(M) where At( ˜Sl) = Sl ⊂ ˜Sl, we use the simple notation
D′m
n(∪lSl)(M), D′mn(∪lSlo)(M).20
4.3.3. Definition of D′mnA(M), hence generalized tensor fields
Definition 4.2. Now define D′m
n(S)A(M) to be the algebra constructed from the objects D′mn(S)(M) by the tensor product,
exactly in analogy to the case of scalars (this reduces for scalars to the product already defined). The object, being a
result of the tensor product, is again a mapping V → R4m+n , defined in every chart by componentwise multiplication.
Now denote by D′m
nA(M) a set given as ∪SD′mn(S)A(M), meaning a union of all possible D′mn(S)A(M). Call the objects
belonging to this set the generalized tensor fields (GTF).
Notation.. Furthermore let us use the same procedure as in the previous definition, just instead of constructing the
algebras from the classes D′m
n(S)(M), we now construct them only from the classes D′mn(∪lAt( ˜Sl))(M)∩D
′m
n(S)(M), (again
by tensor product). For the union of such algebras we use the notation D′m
n(∪lAt( ˜Sl))A(M).
4.3.4. Definition of Γ−objects, their classes and algebras
Notation.. Now let us define the generalized space of objects Γl(M). (For example the Christoffel symbol would fall
into this class.) These objects are defined exactly in the same way as D′mn (M) (m + n = l) objects, we just do not
require that they transform between charts in the tensorial way, (second point in the definition of generalized tensor
fields).
Note the following:
• The definition of Γl(M) includes also the case m = 0. Now we see, that the scalars can be taken as subclass of
Γ0(M), given by objects that are constants with respect to the chart argument.
• Note also that for a general Γm(M) object there is no meaningful differentiation between “upper” and “lower”
indices, but we will still use formally the T µ...ν... notation (for all cases).
18Actually we will use the expression “multi-index matrix” also later in the text and it just means specifically ordered set of functions.
19The first chart is an argument of this generalized tensor field and the second chart is the one in which we express the given integral.
20 We have to realize that the subatlas Sn specifies completely the atlas ˜Sn, since taking forms smooth in Sn determines automatically the whole
set of charts in which they are still smooth. This fact contributes to the simplicity of this notation.
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Notation.. In the same way, (by just not putting requirements on the transformation properties), we can generalize
the classes
• D′m
n(∪lAt( ˜Sl))(M) to Γ
m+n
(∪l At( ˜Sl))(M),
• D′m
n(∪lAt( ˜Sl)o)(M) to Γ
m+n
(∪lAt( ˜Sl)o)(M),
• D′m
n(∪lSl)(M) to Γm+n(∪lSl)(M),
• D′m
n(∪lSlo)(M) to Γm+n(∪lSlo)(M),
• D′m
nE(M) to Γm+nE (M),
• D′m
n(∪lAt( ˜Sl))A(M) to Γ
m+n
(∪lAt( ˜Sl))A(M), and
• D′m
nA(M) to Γm+nA (M).
It is obvious that all the latter classes contain all the former classes as their subclasses, (this is a result of what we
called a “generalization”).
Note that when we fix ΓmE (M) objects in arbitrary chart from A, they must be expressed by integrals from multi-
index matrix of functions integrable on every compact set. In the case of the D′m
nE(M) subclass it can be required in
only one chart, since the transformation properties together with boundedness of Jacobians and inverse Jacobians,
provide that it must hold in any other chart from A. The specific subclass of ΓmE (M) is ΓmS (M), which is a subclass
of distributions given in any chart from A, (being an argument of the given Γ− object), by integrals from multi-index
matrix of smooth functions (when we express the integrals in the same chart, as the one taken as the argument).
ΓmS (∪nSno)(M) stands again for ΓmS (M) objects with domain limited to
∪ΩCh ∪n
{
(ω,Ch(ΩCh)) : ω ∈ CPS ( ˜Sn)(ΩCh), Ch(ΩCh) ∈ Sn
}
,
where ˜Sn is given by the condition Sn ⊂ ˜Sn.
Notation.. Take some arbitrary elements T µ...ν... ∈ ΓmE (M), ω ∈ CP(ΩCh), and Chk(ΩCh) ∈ A. The T µ...ν... (Chk, ω) can be
always expressed as
∫
ΩCh
T µ...ν... (Chk) ·ω. Here T µ...ν... (Chk) appearing under the integral denotes some multi-index matrix
of functions continuous to a maximal possible degree on ΩCh. For T µ...ν... ∈ D′mnE(M) the T µ...ν... (Chk) multi-index matrix
components can be obtained from a tensor field by:
• expressing the tensor field components in Chk(ΩCh) on some subset of R4,
• mapping the tensor field components to ΩCh by the inverse of Chk(ΩCh).
Furthermore ω′(Chk) will denote the 4-form scalar density in the chart Chk(ΩCh).
4.3.5. Topology on Γm(∪nSno)(M)
If we take the class of Γm(∪nSno)(M), and we impose on this class the weak (point or σ−) topology, then the subclass
of Γm(∪nSno)(M) defined as ΓmS (∪nSno)(M) is dense in Γm(∪nSno)(M). The same holds for D′mn(∪lSlo)(M) and D′mnS (∪lSlo)(M).
4.3.6. Definition of contraction
Definition 4.3. We define the contraction of a ΓmA (M) object in the expected way: It is a map that transforms the
object T ...µ......ν... ∈ ΓmA (M) to the object T ...µ......µ... ∈ Γm−2A (M).
Now contraction is a mapping D′mn (M) → D′m−1n−1 (M) and Γm(M) → Γm−2(M), but it is not in general the map-
ping D′m
nA(M) → D′m−1n−1A(M), only D′mnA(M) → Γm+n−2A (M).
20
4.3.7. Interpretation of physical quantities
The interpretation of physical observables as “amounts” of quantities on the open sets is dependent on our notion
of volume. So how shall we get the notion of volume in the context of our language? First, by volume we mean a
volume of an open set. But we will consider only open sets belonging to some ΩCh. So take some ΩCh and some
arbitrary Ω′ ⊂ ΩCh. Let us now assume that we have a metric tensor from D′mnE(M). This induces a (volume)
4-form. Multiply this 4-form by a noncontinuous function χΩ′ defined to be 1 inside Ω′ and everywhere else 0. Call
it ωΩ′ . Then by volume of an open set Ω′ we understand:
∫
ωΩ′ . Also ωΩ′ is object from CP(M) (particularly from
CP(ΩCh)). The “amounts” of physical quantities on Ω′ we obtain, when the D′mnA(M) objects act on ωΩ′ .
4.4. The relation of equivalence (≈)
This section now provides us with the fundamental concept of the theory, the concept of equivalence of generalized
tensor fields. Most of the first part is devoted to fundamental definitions, the beginning of the second part deals with
the basic, important theorems, which just generalize some of the basic Colombeau theory results to the tensor product
of generalized tensor fields. It adds several important conjectures as well. The first part ends with the subsection
“some additional definitions” and the second part with the subsection “some additional theory”. They both deal with
much less central theoretical results, but they serve very well to put light on what equivalence of generalized tensor
fields means “physically”.
4.4.1. The necessary concepts to define the equivalence relation
Notation.. Take some subatlas of our atlas, this will be a maximal subatlas of charts, which are maps to the whole of
R
4
. Such maps exist on each set ΩCh and they will be denoted as Ch′(ΩCh). We say that a chart Ch′(ΩCh) is centered
at the point q ∈ ΩCh, if this point is mapped by this chart to 0 (in R4). We will use the notation Ch′(q,ΩCh).
Notation.. Take some ΩCh, q ∈ ΩCh and Ch′(q,ΩCh) ∈ ˜S. The set of 4-forms ωǫ ∈ An( ˜S,Ch′(q,ΩCh)) is defined in
such way that ωǫ ∈ CPS ( ˜S)(ΩCh) belongs to this class if:
a) in the given Ch′(q,Ω′Ch), ∀ǫ it holds that:∫
Ch′(Ω′Ch)
(∏i xkii ) ω′ǫ (x) d4x = δk0, ∑i ki = k, k ≤ n, n ∈ N,
b) the dependence on ǫ is in Ch′(q,Ω′Ch) given as ǫ−4ω′( xǫ ).
Notation.. Take an arbitrary q, ΩCh (q ∈ ΩCh), Ch′(q,ΩCh) ∈ ˜S and some natural number n. For any ωǫ ∈
An(Ch′(q,ΩCh), ˜S) we can, relatively to Ch′(ΩCh), define a continuous set of maps (depending on the parameter y)
An(Ch′(q,ΩCh), ˜S) → CPS ( ˜S)(ΩCh), (41)
such that they are, on ΩCh and in Ch′(ΩCh), given as ω′( xǫ )ǫ−4 → ω′( y−xǫ )ǫ−4. (To remind the reader ω′ is the
density expressing ω in this chart.) This gives us (depending on the parameter y ∈ R4) various CP
S ( ˜S)(ΩCh) objects,
such that they are in the fixed Ch′(ΩCh) expressed by ω′( x−yǫ ) ǫ−4dx1
∧
...
∧dx4. Denote these 4-form fields by ω˜ǫ (y).
Notation.. Now, take any T µ...ν... ∈ Γm(At( ˜S))A(M). By applying it in an arbitrary fixed chart Chk(ΩCh) ∈ At( ˜S,ΩCh) on
the 4-form field ω˜ǫ(y), obtained from ωǫ ∈ An(Ch′(q,ΩCh), ˜S) through the map (41), we get a function R4 → R4m+n .
As a consequence, the resulting function depends on the following objects: T µ...ν...
(
∈ ΓmA (M)
)
, ωǫ (∈ An(q,ΩCh,Ch′(ΩCh)))
and Chk(ΩCh). We denote it by: F′µ...ν...
(
T µ...ν... , ˜S, ΩCh,Ch′(q,ΩCh), n, ω˜ǫ(y),Chk(ΩCh)
)
.
4.4.2. Definition of the equivalence relation
Definition 4.1. Bµ...ν... , T µ...ν... ∈ ΓmA (M) are called equivalent (Bµ...ν... ≈ T µ...ν... ), if:
• they belong to the same classes Γm(At( ˜S))A(M),
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• ∀ΩCh, ∀q (q ∈ ΩCh), ∀Ch′(q,ΩCh) ∈ ˜S ( such that Bµ...ν... , T µ...ν... ∈
Γm(At( ˜S))A(M) ), ∀Ch(ΩCh) ∈ At( ˜S,ΩCh) ∃n, such that ∀ωǫ ∈
An(Ch′(q,ΩCh), ˜S) and for any compactly supported, smooth function
R
4 → R, φ, it holds:
lim
ǫ→0
∫
R4
{
F′µ...ν...
(
Bµ...ν... , q,Ω′Ch,Ch
′(Ω′Ch), n, ω˜ǫ(y),Ch(ΩCh)
)
− F′µ...ν...
(
T µ...ν... , q,Ω′Ch,Ch
′(Ω′Ch), n, ω˜ǫ(y),Ch(ΩCh)
)}
· φ(y) d4y = 0. (42)
Note that for Bµ...ν... ,Cµ...ν... , Dµ...ν... , T µ...ν... having the same domains and being from the same Γn(At( ˜S))(M) classes, it trivially
follows that: T µ...ν... ≈ Bµ...ν... , Cµ...ν... ≈ Dµ...ν... implies λ1T µ...ν... + λ2Cµ...ν... ≈ λ1Bµ...ν... + λ2Dµ...ν... for λ1, λ2 ∈ R.
Notation.. Now since we have defined an equivalence relation, it divides the objects ΓmA (M) naturally into equivalence
classes. The set of such equivalence classes will be denoted as ˜ΓmA (M). Later we may also use sets of more limited
classes of equivalence ˜D′mnA(M), ˜D′mnEA(M) (etc.), which contains equivalence classes (only) of the objects belonging
to D′m
nA(M), D′mnEA(M) (etc.).
Notation.. In some of the following theorems, (also for example in the definition of the covariant derivative), we will
use some convenient notation: Take some object Bµ...ν... ∈ ΓmE (M). The expression T µ...ν... (Bα...β...ω) will be understood in the
following way: Take Chk(ΩCh) × ω (ω ∈ CP(ΩCh)) from the domain of T µ...ν... . Then Bα...β...(Chk) · ω is a multi-index
matrix of CP(ΩCh) objects. This means that outside ΩCh set they are defined to be trivially 0. We substitute this
multi-index matrix of CP(ΩCh) objects to T µ...ν... , with the chart Chk(ΩCh) taken as the argument.
4.4.3. Relation to Colombeau equivalence
A careful reader now understands the relation between our concept of equivalence and the Colombeau equivalence
relation. It is simple: The previous definition just translates the Colombeau equivalence relation (see [5]) into our
language and the equivalence classes will naturally preserve all the features of the Colombeau equivalence classes
(this will be proven in the following theorems).
4.4.4. Some additional definitions (concepts of associated field and Λ class)
We define the concept (of association) to bring some insight to what our concepts mean in the most simple (but
most important and useful) cases. It enables us to see better the relation between the calculus we defined (concerning
equivalence) and the classical tensor calculus. It brings us also better understanding of what equivalence means in
terms of physics (at least in the simple cases). It just means that the quantities might differ on the large scales, but
take the same small scale limit (for the small scales they approach each other).
Definition 4.2. Take T µ...ν... ∈ ΓmA (M). Assume that:
a) ∀S, such that T µ...ν... ∈ Γm(S)A(M), ∀ΩCh and ∀Chk(ΩCh) ∈ S
∃ ΩCh \ Ω
′(Chk), (the set Ω′(Chk) being 0 in any Lebesgue measure), such that ∀q ∈ ΩCh \ Ω′(Chk),
∀Ch′(q,ΩCh) ∈ S ⊂ ˜S ∃n,
such that ∀ωǫ ∈ An(Ch′(q,ΩCh), ˜S)
∃ lim
ǫ→0
T µ...ν... (Chk, ωǫ). (43)
b) The limit (43) is ∀Ch′(q,ΩCh) ∈ S ⊂ ˜S, ∀ωǫ ∈ An(Ch′(q,ΩCh), ˜S) the same.
If both a) and b) hold, then the object defined by the limit (43) is a mapping:
Ch(ΩCh)(∈ S)) ×ΩCh \Ω′(Ch) → R4m+n . (44)
We call this map the field associated to T µ...ν... ∈ ΓmA (M), and we use the expression As(T µ...ν... ). (It necessarily fulfills the
same consistency conditions for Ω1Ch ⊂ Ω
2
Ch as the Γ
m
A (M) objects.)
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Definition 4.3. Denote by Λ ⊂ Γm
E(∪n At( ˜Sn)o)(M) a class of objects, such that each T
µ...
ν... ∈ Λ can be ∀ΩCh, ∀n, ∀ω ∈
CP
S ( ˜Sn)(ΩCh), ∀S ⊂
˜Sn ∩ At( ˜Sn),
∀Chk(ΩCh) ∈ S expressed as a map
(ω,Chk) →
∫
ΩCh
T µ...ν... (Chk) · ω, (45)
where for T µ...ν... (Chk) holds the following: In each chart from S for every point z0, where T µ...ν... (Chk) is continuous
∃ δ > 0, ∃ Kµν > 0, such that ∀ǫ (0 ≤ ǫ ≤ δ)) and for arbitrary unit vector n (in the Euclidean metric on R4)
T µ...ν... (Chk, z0) − Kµ...ν....ǫ ≤ T µ...ν... (Chk, z0 + nǫ) ≤ T µ...ν... (Chk, z0) + Kµ...ν... ǫ. (46)
Notation.. Take from (4.3) arbitrary, fixed T µ...ν... , ΩCh and Chk(ΩCh). By the notation ˜Ω(Chk) ⊂ ΩCh we denote a
set (having Lebesgue measure 0) on which is T µ...ν... (Chk) discontinuous.
4.4.5. Reproduction of the basic results by the equivalence relation
Theorem 4.1. Any class ˜Γm(∪n At( ˜Sn)o)A(M) contains maximally one linear element.
Proof. We need to prove that there do not exist such two elements of Γm(M), which are equivalent. Take two
elements B and T from the class Γm(∪nAt( ˜Sn)o)A(M) (both with the given domains and continuity). Take arbitrary ΩCh,
arbitrary ˜S from their domains, and arbitrary Ch′(ΩCh) ∈ ˜S. Map all the CPS ( ˜S)(ΩCh) objects to smooth, compact
supported functions on R4 through this fixed chart mapping. Now both B and T give, in fixed but arbitrary Ch(ΩCh) ∈
At( ˜S) linear, continuous maps on the compactly supported smooth functions. (The only difference from Colombeau
distributions is that it is in general a map to Rm, so the difference is only “cosmetic”.)
Now after applying this construction, our concept of equivalence reduces for every Ch(ΩCh) ∈ At( ˜S) to Colom-
beau equivalence from [5]. The same results must hold. One of the results says that there are no two distributions
being equivalent. All the parameters are fixed but arbitrary and all the 4-forms from domains of B and T can be
mapped to the R4 functions for some proper fixing of ΩCh and ˜S. Furthermore, the CPS (M) 4-forms are arguments of
B and T only in the charts, in which B and T were compared as maps on the spaces of R4 functions. So this “arbitrary
chart fixing” covers all their domain. As a result B and T must be identical and that is what needed to be proven.
Theorem 4.2. Any class of equivalence ˜ΓmEA(M) contains maximally one linear element.
Proof. First notice that the elements of ΓmEA(M) are continuous and defined on every CPS ( ˜S)(M) in every chart from
A, so they are required to be compared in any arbitrary chart from A. By taking this into account, we can repeat the
previous proof. There is one additional trivial fact one has to notice: the CPS (M) domain also uniquely determines
how the ΓmE (M) element acts outside CPS (M). So if B, T ∈ ΓmEA(M) give the same map on CPS (M), they give the same
map everywhere.
Theorem 4.3. The following statements hold:
a) Take T µ...α
ν...β
∈ ΓaEA(M) such that ∀ΩCh, ∀Chk(ΩCh) ∈ A and ∀ω ∈ CP(ΩCh) T µ...αν...β is defined as a map
(Chk, ω) →
∫
ΩCh
T µ...1 ν...(Chk) ω ...
∫
ΩCh
Tα...Nβ...(Chk) ω . (47)
Then the class of equivalence ˜ΓaEA(M), to which T µ...ν... belongs, contains a linear element defined (on arbitrary
ΩCh) as the map: ∀ω ∈ CP(ΩCh), ∀Chk(ΩCh) ∈ A,
(Chk, ω) →
∫
ΩCh
T µ...1 ν...(Chk)...Tα...Nβ...(Chk) ω , (48)
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if and only if ∀ΩCh, ∀Chk(ΩCh) ∈ A ∃ Chl(ΩCh) ∈ A, such that∫
Chl(ΩCh)|Ω′
T µ...1 ν...(Chk)...T ...αN...β(Chk) d4x (49)
converges on every compact set Ω′ ⊂ ΩCh.
The same statement holds, if we take instead of ΓmEA(M) its subclass D′abEA(M) and instead of the equivalence
class ˜ΓmEA(M), the equivalence class ˜D′abEA(M).
The same statement also holds if we take instead of ΓmEA(M) and D′mnEA(M) classes, the classes ΓmEA(∪l At( ˜Sl)o)(M)
and D′m
nEA(∪l At( ˜Sl)o)(M), (with the exception that the given convergence property shall be considered only for
charts from ∪lAt( ˜Sl) ).
b) For any distribution Aα...
β...
∈ ΓaS (∪nSn o)(M), and an element T
µ...
ν... ∈
Γm(∪nSn)(M), we have that Aα...β...T
µ...
ν... is equivalent to an element of Γm+a(∪nSn o)(M), (and for subclasses
D′ab(∪nSn)(M) ⊂ Γa+b(∪nSn)(M) and
D′klS (∪nSno)(M) ∈ Γk+lS (∪nSn o)(M) it is equivalent to an element of D′k+al+b(S o)(M)). The element is on its
domain given as the mapping
(ω,Chk) → T µ...ν... (Aα...β...ω). (50)
c) For any tensor distribution Aα...
β...
∈ ΓaS (M) and an element T µ...ν... ∈
Γm(∪nSn o)(M), we have that Aα...β...T
µ...
ν... is equivalent to an element of
Γm+a(∪nSn o)(M). The element is on its domain given as mapping
(ω,Chk) → T µ...ν... (Aα...β...ω). (51)
Proof. a) Use exactly the same construction as in the previous proof. For arbitrary ΩCh and arbitrary Chk(ΩCh) ∈
A, we see that T µ...ν... is for every ω ∈ CPS ( ˜S)(ΩCh) given by (47) (it is continuous in arbitrary chart on every
CP
S ( ˜S)(ΩCh)). We can express the map (47) in some chart Chl(ΩCh) as
(Chk, ω′)
→
∫
Chl(ΩCh)
T µ...1 ν...(Chk) ω′ d4x...
∫
Chl(ΩCh)
Tα...Nβ...(Chk) ω′ d4x. (52)
Then it is a result of Colombeau theory that if
(Chk, ω′) →
∫
Chl(ΩCh)
T µ...1 ν...(Chk)...T ...αN...β(Chk) ω′ d4x (53)
is defined as a linear mapping on compactly supported, smooth R4 functions ω′ (in our case they are related
by Chl(ΩCh) to given CPS (M) objects), it is equivalent to (52). Now everything was fixed, but arbitrary, so the
result is proven. From this proof we also see that the simple transformation properties of the D′mn (M) objects21
are fulfilled by the map (53) if the objects multiplied are from D′m
nA(M). So the second result can be proven
immediately. The last two results concerning the classes with limited domains trivially follow from the previous
proof.
b) is proven completely in the same way, we just have to understand that because of the “limited” domain of the
D′abS (∪nSno)(M) objects, we can effectively use the concept of smoothness in this case.
21We include also the scalar objects here.
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c) is just the same as b), the only difference is that the domain of the product is limited because of the “second”
term in the product.
Note that this means that tensor product gives, on appropriate subclasses of D′m
nEA(M), the mapping ˜D′abEA(M) ×
˜D′m
nEA →
˜D′a+mb+nEA(M). It also means that this procedure gives, on appropriate subclasses of ΓmEA(M), the mapping
˜ΓaEA(M) × ˜ΓmEA → ˜Γa+mEA (M). The disappointing fact is that this cannot be extended to D′mnA(M).
Theorem 4.4. Take T µ...ν... ∈ Γm(∪nSn o)A(M), B
µ...
ν... ∈ Γ
m
(∪nSn o)(M) and Lα...β... ∈ ΓnS (∪lSl o)(M). Then T
µ...
ν... ≈ B
µ...
ν... implies 22
(L ⊗ T )α...µ...
β...ν...
≈ (L ⊗ B)α...µ...
β...ν...
.
Proof. Use the same method as previously. It trivially follows from the results of Colombeau theory (especially from
the theorem saying that if a Colombeau algebra object is equivalent to a distribution, then after multiplying each of
them by a smooth distribution, they remain equivalent).
Theorem 4.5. Contraction (of µ and ν index) is always, for such objects T ...µ......ν... ∈ D′mnEA(M) that they are equivalent
to some linear element, a map to some element of the equivalence class from ˜Γm+n−2EA (M). The equivalence class
from
˜Γm+n−2EA (M) is such, that it contains (exactly) one element from D′m−1n−1E(M) and this element is defined as the map:
∀ΩCh, ∀Chk(ΩCh) ∈ A, ∀ω ∈ CP(ΩCh),
(ω,Chk) →
∫
ΩCh
T ...α......α... (Chk) ω. (54)
Proof. The proof trivially follows from the fact that contraction commutes with the relation of equivalence (this
trivially follows from our previous note about addition and equivalence).
4.4.6. Some interesting conjectures
Conjecture 4.1. Tensor product gives these two maps:
• ˜D′abEA(M) × ˜D′mnEA(M) → ˜D′a+mb+nEA(M),
• ˜ΓaEA(M) × ˜ΓbEA(M) → ˜Γa+bEA (M).
Conjecture 4.2. Take some Bµ...ν... ∈ Γa(∪n At( ˜Sn) o)(M). Take an element T
µ...
ν... ∈ Γ
b
E(M), such that ∀ ˜S ⊆ ∪n ˜Sn, ∀ΩCh,
∀Chk(ΩCh) ∈ At( ˜S) it holds that ∀ω ∈ CPS ( ˜S)(M), the elements of the multi-index matrix T
µ...
ν... (Chk) · ω, are still
from the class CP
S ( ˜S)(M) ⊂ ∪nCPS ( ˜Sn)(M). Then it holds that B
α...
β...
T µ...ν... is equivalent to an element of Γa+b(∪n At( ˜Sn) o)(M).(For subclasses D′m
n(∪lAt( ˜Sl) o)
(M) and D′abE(M) it is equivalent to an element D′m+an+b(∪lAt( ˜Sl) o)(M).) The element is on its
domain given as mapping
(ω,Chk) → Bµ...ν... (Tα...β...ω). (55)
4.4.7. Some additional theory
Theorem 4.1. Any arbitrary T µ...ν... ∈ Λ (as defined by 4.3) defines an As(T µ...ν... ) object on M. Take any arbitrary
˜S from the domain of T µ...ν... , any arbitrary S ⊂ At( ˜S) ∩ ˜S, any arbitrary ΩCh and any arbitrary Chk(ΩCh) ∈ S. Then
for ΩCh \ ˜Ω(Chk) it holds that multi-index matrix of functions T µ...ν... (Chk) can be obtained from the tensor components
of As(T µ...ν... ) in Chk(ΩCh) by the inverse mapping to Chk(ΩCh).
Proof. For ∀ΩCh, take fixed but arbitrary Chk(ΩCh) ∈ S and take T µ...ν... (Chk). Then ∀q ∈ ΩCh, ∀Ch′(ΩCh, q) ∈ S,
and ∀ ωǫ ∈ An( ˜Sl,Ch′(q,ΩCh)), we see that ω′(Ch′) is a delta-sequence. That means we just have to show, that on
22It is obvious that we can extend the definition domains either of T µ...ν... and B
µ...
ν... , or of L
µ...
ν... .
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the set where T µ...ν... (Chk) is continuous in the 4.3 sense, the delta-sequencies give the value of this multi-index matrix.
So write the integral: ∫
Ch′(ΩCh)
T µ...ν... [(Chk)(x)]
1
ǫ4
ω′
(
x
ǫ
)
d4x.
By substitution x = ǫ.z we obtain:
∫
Ch′(ΩCh )
T µ...ν... [(Chk) (ǫ.z)] ω′(z) d4z.
But from the properties of T µ...ν... [(Chk)(x)] it follows that
∫
Ch′(ΩCh)
(T µ...ν...
[
(Chk) (z0) − Kµ...ν... ǫ)
]
ω′(z) d4z
≤
∫
Ch′(ΩCh)
T µ...ν... [(Chk)(z0 + nǫ)] ω′(z) d4z
≤
∫
Ch′(ΩCh)
(T µ...ν... [(Chk)(z0)] + Kµ...ν... ǫ) ω′(z) d4z,
for some ǫ small enough.
But we are taking the limit ǫ → 0 which, considering the fact that ω(x) are normed to 1, means that the integral
must give T µ...ν... [(Chk)(z0)]. The set, where it is not continuous in the sense of 4.3, has Lebesgue measure 0. That
means the ΩCh part, which is mapped to this set has Lebesgue measure 0. But then the values of the multi-index
matrix in the given chart at this arbitrary, but fixed point give us an associated field (and are independent on delta
sequence obviously).
Theorem 4.2. The field associated to a T µ...ν... ∈ Λ ∩ D′mnE(M), transforms for each ΩCh, for every pair of charts
from its domain, Ch1(ΩCh), Ch2(ΩCh) on some M/( ˜Ω(Ch1) ∪ ˜Ω(Ch2)), as an ordinary tensor field with piecewise
smooth transformations23.
Proof. All this immediately follows from what was done in the previous proof, and from the fact that union of sets
with Lebesgue measure 0 has Lebesgue measure 0.
Note, that if there exists such point that for the object ΓmA (M) we have
lim
ǫ→0
T µ...ν... (ωǫ ) = ±∞
at that point, then the field associated to this object, can be associated to another object, which is nonequivalent to
this object. This means that the same field can be associated to mutually non-equivalent elements of ΓmA (M). This is
explicitly shown and proven by the next example.
Theorem 4.3. Take δ(q,Chk(ΩCh)) ∈ D′(So)(M) being defined as mapping from each 4-form CPS ( ˜S)(M) (S ⊆ ˜S) to
the value of this form’s density at the point q in the chart Chk(ΩCh) ∈ S, (q ∈ ΩCh). Then any power n ∈ N+ of
δ(q,Chk(ΩCh)) is associated to the function being defined on the domain M \ {q} and everywhere 0. Note that this
function is associated to any power (n ∈ N+) (being a nonzero natural number) of δ(q), but different powers of δ(q)
are mutually nonequivalent24.
23Of course, some transformations in a generalized sense might be defined also on the ˜Ω(Ch1) ∪ ˜Ω(Ch2) set.
24It is hard to find in our theory a more “natural” definition generalizing the concept of delta function from Rn. But there is still another natural
generalization: it is an object from Γ0(∪nSno)(M), defined as: δ(Chk(ΩCh), q, ω) = ω′
[(Chk)(q˜)], Chk(ΩCh) ∈ Sn, ω ∈ CPS ( ˜Sn)(ΩCh) (Sn ⊂ ˜Sn), q˜
is image of q given by the chart mapping Chk(ΩCh). So it gives value of the density ω′ in the chart Chk(ΩCh), at the chart image of the point q.
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Proof. Contracting powers of δ(q,Chk(ΩCh)) with a sequence of 4-forms from arbitrary An(Ch′(q′,Ω′Ch), ˜S), (q′ , q)
(they have a support converging to another point than q) will give 0. For q = q′ (43) gives
lim
ǫ→0
ǫ−4 ω′ [(Chk)(0)] = ±∞ .
Now explore the equivalence between different powers of δ(Chk, q).
δn(q,Chk(ΩCh)) applied to ωǫ(x) ∈ An(Ch′k(q,ΩCh), ˜S) will lead to the expression ǫ−4nωn( xǫ ). Then if we want to
compute
lim
ǫ→0
∫
Ch′(ΩCh)
(
1
ǫ4n
ωn
(
x
ǫ
)
−
1
ǫ4m
ωm
(
x
ǫ
))
Φ(x) d4x
it leads to
lim
ǫ→0
1
ǫ4m−4
Φ(0)
∫
Ch′(ΩCh)
(
ωn(x) − 1
ǫ4(n−m)
ωm(x)
)
d4x
which is for n , m, n,m ∈ N+ clearly divergent, hence nonzero.
Note that despite of the fact that within our algebras we, naturally, have all the n ∈ N+ powers of the delta distri-
bution, they are for n > 1, unfortunately, not equivalent to any distribution.
Theorem 4.4. We see that the map As is linear (in the sense analogous to 4.1), and for arbitrary number of gµ...ν... , ..., hµ...ν... ∈
Λ ∩ Γm
E(∪n At( ˜Sn)o)
(M) one has: Take ∀ΩCh, ∀n, ∀S ⊂ ˜Sn ∩ At( ˜S), ∀Chk(ΩCh) ∈ S, ∪i ˜Ωi(Chk) to be the union of all
˜Ωi(Chk) related to the objects gµ...ν... , ..., hµ...ν... . Then
As(gα...β... ⊗ ... ⊗ hµ...ν... ) = As(gα...β...) ⊗ ... ⊗ As(hµ...ν... )
on ΩCh \ ∪i ˜Ωi(Chk). Here the first term is a product between Λ objects and the second is the classical tensor product.
Proof. It is trivially connected with previous proofs: Note that from the definition (4.2) for appropriate 4-form fields
ωǫ we have
As(gα...β... ⊗ ... ⊗ hµ...ν... )(Chk) = lim
ǫ→0
gα...β...(Chk, ωǫ)...hµ...ν... (Chk, ωǫ). (56)
But for the objects gα...
β...
, ..., hα...
β...
∈ Λ, with respect to the theorem (4.1) necessarily
lim
ǫ→0
gα...β...(Chk, ωǫ )...hµ...ν... (Chk, ωǫ) = As(gα...β...) ⊗ ... ⊗ As(hµ...ν... ). (57)
This proves the theorem.
This means that the result of tensor multiplication of elements from Λ (it has product of two scalars as a subcase)
is always equivalent to some element from Λ. This is a result closely related to the theorem (4.3). It tells us that
multiplication is a mapping between equivalence classes formed of more constrained classes as those mentioned in
the part a) of the theorem (4.3).
Conjecture 4.1. If T µ...ν... ∈ D′mn(So)(M) has an associated field, then it transforms on its domains as a tensor field.
Conjecture 4.2. If T µ...ν... ∈ Γm(So)(M) has an associated field and Lα...β... ∈ ΓnS (M), then As(T µ...ν... ⊗ Lα...β... ) = As(T µ...ν... ) ⊗
As(Lα...β...). (The ⊗ sign has again slightly different meaning on the different sides of the equation).
Conjecture 4.3. Take Cµ...ν... , Dµ...ν... , Fα...β... , Bα...β... ∈ ΓmA (M), such that they belong to the same classes Γm(At( ˜S))A(M). Also
assume that ∀ ˜S, such that Cµ...ν... , D
µ...
ν... , Fα...β... ,
Bα...
β...
∈ Γm(At( ˜S))A(M), and ∀S ⊆ ˜S, each of the elements C
µ...
ν... , D
µ...
ν... , Fα...β... , B
α...
β...
has for every At( ˜S) associated fields
defined on the whole M. Then Fα...
β...
≈ Bα...
β...
and Cµ...ν... ≈ Dµ...ν... implies (C ⊗ F)µ...α...ν...β... ≈ (D ⊗ B)µ...α...ν...β... .
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4.5. Covariant derivative
The last missing fundamental concept is the covariant derivative operator on generalized tensor fields (GTF).
This operator is necessary to formulate an appropriate language for physics and generalize physical laws. Such an
operator must obviously reproduce our concept of the covariant derivative on the smooth tensor fields (through the
given association relation to the smooth manifold). This is provided in the following section. The beginning of
the first part is again devoted to fundamental definitions. The beginning of the second part gives us fundamental
theorems, again just generalizing Colombeau results for our case. After these theorems we, (similarly to previous
section), formulate conjectures representing the very important and natural extensions of our results (bringing a lot of
new significance to our results). The last subsection in the second part being again called “some additional theory”
brings (analogously to previous section) just physical insight to our abstract calculus and is of lower mathematical
importance.
4.5.1. Definition of ∂-derivative and connection coefficients
Definition 4.1. We define a map, called the ∂-derivative, given by smooth vector field U i (smooth in the atlas S) as
a mapping Γm(S)(M) → Γm(S)(M), given on its domain ∀ΩCh and Chk(ΩCh) as:
T µ...
ν... ,(U)(Chk, ω) ≡ −T µ...ν... (Chk, (Uαω),α) ω ∈ CP(ΩCh).
Here (Uαω),α is understood in the following way: We express Uα in the chart Chk(ΩCh) and take the derivatives
(Uα(Chk) ω′(Chk)),α in the same chart25 Chk(ΩCh). They give us some function in Chk(ΩCh), which can be (in this
chart) taken as expression for density of some object from CP(ΩCh). This means we trivially extend it to M by taking
it to be 0 everywhere outside ΩCh. This is the object used as an argument in T µ...ν... .
To make a consistency check: This T µ...
ν...,(U) is an object which is defined at least on the domain CPS ( ˜S)(M) for
S ⊆ ˜S (S related to U i in the sense that U i is smooth in S), and is continuous on the same domain. This means it
belongs to the class Γn(M). To show this take some arbitrary ΩCh and some arbitrary chart Chk(ΩCh) ∈ S. We see
that within Chk(ΩCh) the expression (Uαω′),α is smooth and describes 4-forms, which are compactly supported, with
their support being subset of ΩCh. Hence they are from the domain of T µ...ν... in every chart from S. In any arbitrary
chart from S we trivially observe, (from the theory of distributions), that if ωn → ω, than T µ...ν...,(U)(ωn) → T µ...ν...,(U)(ω).
It means that T µ...
ν...,(U)(ω) is continuous.
Definition 4.2. Now, by generalized connection we denote an object from Γ3(M) such that:
• The set
∪ΩCh ∪ ˜S
{(
ω,Ch(ΩCh)) : ω ∈ CPS ( ˜S)(ΩCh), Ch(ΩCh) ∈ A
}
belongs to its domain.
• It is ∀ ˜S, ∀ΩCh, ∀Chk(ΩCh) ∈ A continuous on CPS ( ˜S)(ΩCh) with Chk(ΩCh) taken as its argument.
• It transforms as:
Γαβγ(Ch2, ω) = Γµνδ(Ch1, ((J−1)νβ(J−1)δγJαµ − Jαm(J−1)mβ,γ) ω). (58)
4.5.2. Definition of covariant derivative
Definition 4.3. By a covariant derivative (on ΩCh) in the direction of a vector field U i(M), smooth with respect to
atlas S, of an object T µ...ν... ∈ Γm(S)(ΩCh), we mean:
DC(U)T µ...ν... (ω) ≡ T µ...ν... ,(U)(ω) + Γµαρ(ω)T ρ...ν... (Uαω) − Γανρ(ω)T µ...α...(Uρω). (59)
25We will further express that the derivative is taken in Chk(ΩCh) by using the notation (Uαω′(Chk)),[(Chk )α].
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This definition (59) automatically defines covariant derivative everywhere on Γm(S)(M). This can be easily ob-
served: The ∂-derivative still gives us an object from Γm(S)(M), and the second term containing generalized connection
is from Γm(S)(M) trivially too.
Definition 4.4. Furthermore, let us extend the definition of covariant derivative to the class Γm(S)A(M) just by stating
that on every nonlinear object (note that every such object is constructed by tensor product of linear objects) it is
defined by the Leibniz rule. (This means it is a standard derivative operator, since it is trivially linear as well.)
4.5.3. The S ′n class
Notation.. Take as Dn some n-times continuously differentiable subatlas of A. Then the class S ′n related to the atlas
Dn is formed by objects T µ...ν... ∈ ΓaE(∪m At( ˜Sm)o)A(M), such that:
• ∪m ˜Sm = Dn and ∀m, At( ˜Sm) = Dn,
• it is given ∀ΩCh, ∀Chk(ΩCh) ∈ Dn, ∀m, ∀ω ∈ CPS ( ˜Sm)(ΩCh) as a map
(ω,Chk) →
∫
ΩCh
T µ...ν... (Chk) ω.
Here T µ...ν... (Chk) is a multi-index matrix of n-times continuously differentiable functions (if it is being expressed
in any arbitrary chart from Dn).
4.5.4. Basic equivalence relations related to differentiation and some of the interesting conjectures
Theorem 4.1. The following statements hold:
a) Take a vector field U i, which is smooth at S ⊂ Dn+1 ⊂ Dn for n ≥ 1, (formally including also n = n+ 1 = ∞,
hence S), plus a generalized connection Γµνα ∈ Γ3E(M), and T µ...ν... ∈ D′ab (M)∩S ′n. S ′n is here related to the given
Dn. Then it follows that: DC(U)T µ...ν... is an object from S ′n+1 (being related to the given Dn+1). Moreover, the
equivalence class ˜S ′
n+1 of the image contains exactly one linear element given for every chart from its domain
as integral from some multi-index matrix of piecewise continuous functions. Particularly this element is for
∀ΩCh and arbitrary such ω ∈ CP(ΩCh), Chk(ΩCh) that are from its domain a map:
(Chk, ω) →
∫
UαT µ...ν...;α(Chk) ω. (60)
(Here “;” means the classical covariant derivative related to the “classical” connection, components of which
are in Chk given by Γαβδ(Chk), and the tensor field, components of which are in Chk given by T µ...ν... (Chk).)
b) Take U i being smooth in S and Γµνα ∈ Γ3S (M). Then the following holds: The covariant derivative is a map
D′m
n(So)(M) → ˜Γm+n(So)A(M) and the classes ˜Γm+n(So)A(M) of the image contain (exactly) one element of D′mn(So)(M).
Proof. a) Covariant derivative is, on its domain, given as
(ω,Chk) → T µ...ν... ,(U)(ω) + Γµαρ(ω)T ρ...ν... (Uαω) − Γανρ(ω)T µ...α...(Uρω).
Take the first term T µ...
ν...,(U). Express it on ΩCh in Chk(ΩCh) ∈ Dn as the map:
ω →
∫
Chk(ΩCh)
T µ....ν... (Chk) ω′(Chk) d4x.
So analogously:
T µ...
ν...,(U)(Chk, ω) = −
∫
Chk (ΩCh)
T µ...ν... (Chk)
(
Uα(Chk) ω′(Chk)),[(Chk )α] d4x.
29
Here ω′ is in arbitrary chart from Dn, being n-times continuously differentiable, (the domain is limited to such
objects by the second covariant derivative term, which is added to the ∂-derivative), and such that the expression
(U i(Chk) ω′(Chk)),[(Chk)i] is in any Chk(ΩCh) ∈ Dn n-times continuously differentiable.
Now by using integration by parts, (since all the objects under the integral are at least continuously differentiable
(n ≥ 1), it can safely be used), and considering the compactness of support we obtain:
T µ...
ν...,(U)(Chk, ω)
= −
∫
Chk(ΩCh)
T µ...ν... (Chk)
(
Uα(Chk) ω′(Chk)),[(Chk )α] d4x
=
∫
Chk (ΩCh)
T µ...ν... (Chk),[(Chk)α]Uα(Chk) ω′(Chk) d4x. (61)
Then it holds that:
T µ...
ν...,(U)(Chm(ΩCh), ω)
=
∫
Chm(ΩCh)
T µ...ν... (Chm),[(Chm)α](Uα(Chm) ω′(Chm) d4x
=
∫
Chk (ΩCh)
(Jµ
β
(J−1)δν....T δ...β...(Chk)),[(Chk)α]Uα(Chk) ω′(Chk) d4x. (62)
We see that this is defined and continuous in any arbitrary chart fromDn+1 for every CPS ( ˜S)(M), such that ∃S ⊂ ˜S
and S ⊂ Dn+1.
Now we see that the second term in the covariant derivative expression is equivalent to the map (with the same
domain):
(Chk, ω) →
∫
(ΓµαρUαT ρ...ν... − ΓανρUρT µ...α...)(Chk) ω,
(see theorem 4.3), and between charts the objects appearing inside the integral transform exactly as their clas-
sical analogues. This must hold, since T µ...ν... is everywhere continuous (in every chart considered), hence on
every compact set bounded, so the given object is well defined. This means that when we fix this object in
chart Chm(ΩCh), and express it through the chart Chk(ΩCh) and Jacobians (with the integral expressed at chart
Chk(ΩCh) ), as in the previous case, we discover (exactly as in the classical case), that the resulting object under
the integral transforms as some object D′m
nE(M), with the classical expression for the covariant derivative of a
tensor field appearing under the integral.
b) The resulting object is defined particularly only on CP
S ( ˜S)(M) (S ⊂ ˜S). We have to realize that T
µ...
ν... can be
written as a (N → ∞) weak limit (in every chart from S) of T µ...
ν...N ∈ D
′m
nS (So)(M). It is an immediate result of
previous constructions and Colombeau theory, that
− Γανρ(.) T µ...α...(Uρ.) ≈ −T µ...α...(ΓανρUρ.) (63)
Now take ∀ΩCh both, T µ...ν...,(U) and (63) fixed in arbitrary Chk(ΩCh) ∈ S. Write both of those objects as limits
of integrals of some sequence of “smooth” objects in Chk(ΩCh). But now we can again use for T µ...ν...,(U) an
integration per parts and from the “old” tensorial relations; we get the “tensorial” transformation properties
under the limit. This means that the resulting object, which is a limit of those objects transforms in the way the
D′mn (M) objects transform.
Theorem 4.2. Part a) of the theorem (4.1) can be also formulated through a generalized concept of covariant deriva-
tive, where we do not require the U i vector field to be smooth at some S, but it is enough if it is n+ 1 differentiable in
Dn+1.
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Proof. We just have to follow our proof and realize that the only reason why we used smoothness of U i in S was that
it is required by our definition of covariant derivative (for another good reasons related to different cases).
This statement has a crucial importance, since it shows that not only all the classical calculus of smooth tensor
fields with all the basic operations is contained in our language (if we take the equivalence instead of equality being
the crucial part of our theory), but it can be even extended to arbitrary objects from S ′n. (If the covariant derivative
is obtained through connection from the class Γ3E(M).) In other words it is more general than the classical tensor
calculus.
We can now think about conjectures extending our results in a very important way:
Conjecture 4.1. Take an arbitrary piecewise smooth, and on every compact set bounded 26 vector field U i. Take also
Γ
µ
να ∈ Γ
3
E(M) and such T µ...ν... ∈ D′mnE(M), that ∀ΩCh, ∀Chk(ΩCh) ∈ A ∃Chl(ΩCh) ∈ A, in which27∫
Chl|Ω′ (ΩCh)
T µ...ν... (Chk)Γαβδ(Chk) d4x
converges on every compact set Ω′ ⊂ ΩCh. Then the following holds: The covariant derivative (along U i) maps
this object to an element of some equivalence class from ˜Γm+nA (M). This class contains (exactly) one element from
D′mn (M).
Conjecture 4.2. Take U i being a piecewise smooth vector field, and Γµνα ∈ Γ3S (M). Then the following holds: The
covariant derivative along this vector field is a map: D′m
n(∪lSl o)(M) → ˜Γm+n(∪lSl o)A(M), and the classes ˜Γm+n(∪lSl o)A(M) of
the image contain (exactly) one element of D′mn (M).
Theorem 4.3. For U i being a smooth tensor field in S with the connection taken from Γ3S (M), T µ...ν... ∈ Γm(So)A(M) and
Bµ...ν... ∈ Γm(So)(M), it holds that T
µ...
ν... ≈ B
µ...
ν... implies DnC(U)T
µ...
ν... ≈ DnC(U) B
µ...
ν... for arbitrary natural number n.
Proof. Pick an arbitrary ΩCh and an arbitrary fixed chart Ch′(ΩCh) ∈ S. Such a chart maps all the 4-forms from the
domain of Γm(So)A(M) objects to smooth compact supported functions (given by densities expressed in that chart). The
objects T µ...ν... ((Uαω),α) and Bµ...ν... ((Uαω),α) are taken as objects of the Colombeau algebra (the connection, fixed in that
chart, is also an object of the Colombeau algebra) and are equivalent to Uα(ω)T µ...ν...,α(ω) and Uα(ω)Bµ...ν...,α(ω). Here
the derivative means the ”distributional derivative” as used in the Colombeau theory (fulfilling the Leibniz rule) and
Uα(ω) is simply a D′m
nS (So)(M) object with the given vector field appearing under the integral. But in the Colombeau
theory one knows that if some object is equivalent to a distributional object, then their derivatives of arbitrary degree
are also equivalent. It also holds that if any arbitrary object is equivalent to a distributional object, then they remain
equivalent after being multiplied by arbitrary smooth distribution. In the fixed chart we have (still in the Colombeau
theory sense),
T µ...ν... ≈ B
µ...
ν... .
But since their ∂-derivatives were, in the fixed chart, obtained only by the distributional derivatives and multi-
plication by a smooth function, also their ∂-derivatives must remain equivalent. The same holds about the second
covariant derivative term (containing connection). So the objects from classical Colombeau theory, (classical theory
just trivially extended to what we call multi-index matrices of functions), obtained by the chart mapping of the covari-
ant derivatives of T µ...ν... and Bµ...ν... , are equivalent in the sense of the Colombeau theory. But the ΩCh set was arbitrary
and also the chart was an arbitrary chart from the domain of T µ...ν... , Bµ...ν... . So T µ...ν... and Bµ...ν... are equivalent with respect
to our definition.
We can try to extend this statement to a conjecture:
26To be exact, the expression “covariant derivative” is used in this and the following conjecture in a more general way, since we do not put on
U i the condition of being smooth in some subatlas S.
27This means we are trivially integrating T µ...ν... Γαβδ on compact sets within subset of R
4 given as image of the given chart mapping.
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Conjecture 4.3. Take U i being piecewise smooth tensor field, take connection from the class Γ3S (M), T µ...ν... ∈
Γm(∪lSl o)A(M), and B
µ...
ν... ∈ Γ
m
(∪lSl o)(M). Then it holds that T
µ...
ν... ≈ B
µ...
ν... implies DnC(U)T
µ...
ν... ≈ DnC(U) B
µ...
ν... for arbitrary
natural number n, if such covariant derivative exists.
This conjecture in fact means that if we have connection from the class Γ3S (M), then the covariant derivative is
a map from such element of the class ˜Γm(∪lSl o)A(M), that it contains some linear element, to ˜ΓmA (M). Note that we
can also try to prove an extended version of the conjecture, taking the same statement and just extending the classes
Γm(∪lSl o)A(M), Γm(∪lSl o)(M) to the classes Γm(∪lSl)A(M), Γm(∪lSl)(M).
4.5.5. Some additional theory
Theorem 4.4. Take U i to be vector field smooth in some S ⊂ Dn, with Γµνα ∈ Λ and T µ...ν... ∈ S ′n ∩D′ab (M) (n ≥ 1, S ′n
is related to Dn). Then DC(U)T µ...ν... has an associated field which is on M \ ˜Ω(Ch) the classical covariant derivative of
As(T µ...ν... ). ( ˜Ω(Ch) is a set on which is Γµνα(Ch) continuous and is of 0 Lebesgue measure.) It is defined on the whole
Dn+1 (S ⊂ Dn+1). That means association and covariant differentiation in this case commute.
Proof. Just take the definition of the classical covariant derivative, and define the linear mapping given ∀ΩCh and
arbitrary Chk(ΩCh) ∈ Dn as
(ω,Chk) →
∫
ΩCh
Uν(Chk)
[
As(T µ...ν... );µ
]
(Chk) ω. (64)
This is an internally consistent definition, since
[
As(T µ...ν... );µ
]
(Chk) is defined everywhere apart of a set having L
measure 0. Now from our previous results follows that everywhere outside ˜Ω(Ch)
[
As(T µ...ν... );µ
]
(Chk) = T µ...ν... ;µ(Chk),
and so the linear mapping (64) is equivalent to the object DC(U)T µ...ν... . Then UνAs(T µ...ν... );µ = As(DC(U)T µ...ν... ) everywhere
outside the set ˜Ω(Ch).
Theorem 4.5. An extended analogy of theorem (4.4), can be proven, if we use generalized concept of covariant
derivative, without assuming that vector field is smooth in some S, but only n + 1 continuously differentiable within
Dn+1.
Proof. Exactly the same as before.
This means that the aim to define a concept of covariant derivative, “lifted” from the smooth manifold and smooth
tensor algebra to GTF in sense of association, has been achieved. It completes the required connection with the old
tensor calculus.
Conjecture 4.4. Take U i smooth in S, T µ...ν... ∈ D′mn(So)(M), such that ∃ As(T µ...ν... ), Γµνα ∈ Γ3S (M). Then ∃ As(DC(U)T µ...ν... )
and holds that
As(DC(U)T µ...ν... ) = UαAs(T µ...ν... );α.
(Hence, similarly to ⊗, the covariant derivative operator commutes with association for some significant number of
objects.)
Note that for every class ΓmAt(S)(M) we can easily define the operator of Lie derivative along arbitrary in S smooth
vector field V (not along the generalized vector field, but even in the case of covariant derivative we did not prove
anything about larger classes of vector fields than smooth vector fields). Lie derivative can be defined as (LVT, ω) ≡
(T, LVω). This is because the Lie derivative preserves n-forms and also preserves the properties of such CP( ˜S)(M)
classes, for which it holds that S ⊂ ˜S.
32
4.6. Basic discussion of previous results and open questions
We have constructed the algebra of GTFs, being able to incorporate the concept of covariant derivative, (with the
given conditions on vector fields and connection), for a set of algebras constructed from specific distributional objects.
The use of these ideas in physics is meaningful where the operations of tensor product and covariant derivative give
a map from appropriate subclass of D′mn (M) class to the elements of ˜Γm(M) containing a D′mn (M) element. This is
always guaranteed to work between appropriate subclasses of piecewise continuous distributional objects, but a given
physical equivalence might specify a larger set of objects for which these operations provide such mapping. Note
that the whole problem lies in the multiplication of distributions outside the D′m
nE(M) class. (For instance it can be
easily seen that square of δ(Chk, q) as introduced before is not equivalent to any distribution.) This is because the
product does not have to be necessarily equivalent to a distributional object. Even worse, in case it is not equivalent
to a distributional object, the product is not necessarily a mapping between equivalence classes of the given algebra
elements ( ˜D′m
nA(M)). The same holds about contraction.
But even in such cases there can be a further hope. For example we can abandon the requirement that certain
quantities must be linear, (for example the connection), and only some results of their multiplication are really physical
(meaning linear). Then it is a question whether they should be constructed (constructed from the linear objects as for
example metric connection from the metric tensor) through the exact equality or only through the equivalence. If
we take only the weaker (equivalence) condition, then there is a vast number of objects we can choose, and many
other important questions can be posed. Even in the case that the mathematical operations do depend on particular
representatives of the equivalence classes, there is no necessity to give up; in such situation it might be an interesting
question if there are any specific “paths” which can be used to solve the physical equivalence relations. The other
point is that if these operations do depend on the class members, then we can reverse this process. It means that for
example in the case of multiplication of two delta functions we can find their nonlinear equivalents first and then take
their square, thus obtaining possibly an object belonging to an equivalence class of a distribution.
As I mentioned in the introduction, these are not attempts to deal with physical problems in a random, ad hoc
way. Rather I want to give the following interpretation to what is happening: The differential equations in physics
should be changed into equivalence relations. For that reason they have plentiful solutions in the given algebra28. (By
a “solution” one here means any object fulfilling the given relations.) One obtains much “more” solutions than in
the case of classical partial differential equations (but all the smooth distributions representing “classical” solutions
of the “classical” initial value problem are there), but what is under question is the possibility to formulate the initial
value problem for larger classes of objects than D′m
nE(M) and D′mn(So)(M) (see the next section). Moreover, if this is
possible then there remains another question about the physical meaning of those solutions. It means that even in the
case we get nonlinear objects as solutions of some general initial value problem formulation, this does not have to be
necessarily something surprising; the case where physical laws are solved also by physically meaningless solutions is
nothing new. The set of objects where we can typically search for physically meaningful solutions is defined by most
of the distributional mappings (that is why classical calculus is so successful), but they do not have to be necessarily
the only ones.
4.7. Some notes on the initial value problem within the partial differential equivalence relations (≈) on D′mn (M)
In this section we will suggest how to complete the mathematical structure developed and will get some idea
how a physical problem can be formulated in our language. It is again divided into what we call “basic ideas” and
“some additional ideas”. The first part is of a considerable importance, the second part is less important, it just gives
a suggestion how to recover the classical geometric concept of geodesics in our theory.
4.7.1. The basic ideas
The approach giving the definition of the initial value problem. Take a hypersurface (this can be obviously generalized
to any submanifold of lower dimension) N ⊂ M, which is such that it gives in some subatlas AN ⊂ A a piecewise
smooth submanifold. In the same time AN is such atlas that ∃S S ⊆ AN .
If we consider space of 3-form fields living on N (we give up on the idea of relating them to 4-forms on M), we
get two types of important maps:
28After one for example proves that covariant derivative is a well defined operator on all GTF elements, then it is the whole GTF algebra.
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• Take such D′m
nE(M) objects, that they have in every chart from AN associated (tensor) fields defined everywhere
on N, apart from a set having 3 dimensional Lebesgue measure equal to 0. Such objects can be, in every smooth
subatlas S ⊂ AN , mapped to the class D′mnE(N) by embedding their associated tensor fields29 into N. This
defines a tensor field T µ...ν... living on a piecewise smooth manifold N. Furthermore if A3D is some largest
piecewise smooth atlas on N, the tensor field T µ...ν... defines on its domain a map ∀ΩCh ⊂ N, Chk(ΩCh) ∈ A3D
and ω ∈ CP(ΩCh)
(ω,Chk) →
∫
ΩCh
T µ...ν... (Chk) ω. (65)
This is object from the class D′m
nE(N). What remains to be proven is that in any smooth subatlas we map the
same D′m
nE(M) object to D′mn (N), otherwise this formulation is meaningless.
• The other case is a map D′m
n(So)(M) → D′mn (So)(N) (S ⊂ AN), defined in a simple way: The objects from
D′m
nS (So)(M) are mapped as associated smooth tensor fields (in the previous sense). After this step is taken, one
maps the rest of distributional objects from D′m
n(So)(M) by using the fact that they are weak limits of smooth
distributions D′m
nS (So)(M). (This is coordinate independent for arbitrary tensor distributions.) So in the case
of objects outside the class D′m
nS (So)(M) we embed the smooth distributions first, and take the limit afterwards(exchanging the order of operations). The basic conjecture is that if this limit exists on M, it will exist on N (in
the weak topology), by using the embedded smooth distributions.
Now we can say that initial value conditions of, (for example), second-order partial differential equations are
given by two distributional objects from D′m
n(So)(N1), D′mn(So)(N2) ( D′mnE(N1), D′mnE(N2) ) on two hypersurfaces
N1, N2 (not intersecting each other). The solution is a distributional object from the same class, which fulfills the ≈
equation and is mapped (by the maps introduced in this section) to these two distributional objects.
Useful conjecture related to our approach. Note, that we can possibly (if the limit commutes) extend this “initial
value” approach through the D′m
nS (M) class to all the weak topology limits of the sequences formed by the objects
from this class. This means extension to the class of objects belonging to D′mn (M), such that for any chart from A
they have the full CP(M) domain and D′m
nS (M) is dense in this class.
4.7.2. Some additional ideas
“Null geodesic solution” conjecture. Let us conjecture the following:
Conjecture 4.1. Pick some atlas S. Pick some gµν ∈ D02S (So)(M), such that it has As(gµν), being a Lorentzian
signature metric tensor field. Take some ΩCh and two spacelike hypersurfaces H1, H2, H1 ∩ H2 = {0}, H1 ∩ ΩCh ,
{0}, H2 ∩ ΩCh , {0}. Furthermore H1, H2 are such that there exist two points q1 ∈ H1 ∩ ΩCh, q2 ∈ H2 ∩ ΩCh
separated by a null curve geodesics (relatively to As(gµν)), and the geodesics lies within ΩCh. Construct such chart
Chk(ΩCh) ∈ S, that both of the hypersurfaces are hypersurfaces (they are smooth manifolds relatively to S) given by
u = const. condition (u is one of the coordinates) and the given geodesics is representing u-coordinate curve.
Take classical free field equation with equivalence: gΦ ≈ 0 (with gµν as previously defined). Then look for the
distributional solution of this equation with the initial value conditions being δ(Ch1k(ΩCh ∩ H1), q1) ∈ D′mn(So)(H1) on
the first hypersurface and δ(Ch2k(ΩCh ∩ H2), q2) ∈ D′mn(So)(H2) on the second hypersurface. (Here Ch1k(ΩCh ∩
H1), Ch2k(ΩCh ∩H2) are coordinate charts, which are the same on the intersection of the given hypersurface and ΩCh
as the original coordinates without u.) Then the solution of this initial value problem is a mapping Φ, which is such,
that it can be in chart Chk(ΩCh) expressed as
ω →
∫
du
∫ ∏
i
dxi
(
δ(xi(q1))ω′(Chk)(u, x j)
)
(where xi(q1) is image of q1 in chart mapping Chk(ΩCh) ).
29As previously noted, the given T µν ∈ D′mnE(M) we can define in every chart by (Chk , ω) →
∫
ΩCh
[
As(T µν )
]
(Chk) ω.
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We can formulate similar conjectures for timelike and spacelike geodesics, we just have to:
• instead of point separation by null curve, consider the separation by timelike or spacelike curve,
• instead of the “massless” equation we have to solve the (g±m2)Φ ≈ 0 equation (m being arbitrary nonzero real
number). Here ± depends on the signature we use and on whether we look for timelike or spacelike geodesics.
The rest of the conditions are unchanged (see 4.1). Some insight to our conjectures can be brought by calculating
the massless case for flat Minkowski space, using modified cartesian coordinates (u = x − ct, x, y, z). We get the
expected results.
5. What previous results can be recovered, and how?
As was already mentioned, our approach is in some sense a generalization of Colombeau approach from [4],
which is equivalent to canonical Rn approach. So for ΩCh, after we pick some Ch′(ΩCh) ∈ S, (which determines
the classes An(M) related to this chart), and by considering only the objects CP
S ( ˜S)(ΩCh) (S ⊂ ˜S), (hence considering
the D′m
n(So)(M) class only), we obtain from our construction the mathematical language used in [4]. But all the basic
equivalence relations from Colombeau approach have been generalized first to the class D′m
n(So)A(M) and also to
appropriate subclasses of the D′m
nEA(M) class.
5.1. Generalization of some particular statements
Now there are certain statements in Rn, where one has to check whether they are just a result of this specific
reduction, or not. A good example is a statement
Hn δ ≈
1
n + 1
δ . (66)
(H is Heaviside distribution.) What we have to do is to interpret the symbols inside this equation geometrically. This is
a R1 relation. H is understood as a D′(So)(M) element and defined on the manifold (one dimensional, so the geometry
would be quite trivial) by integral given by a function (on M) obtained by the inverse coordinate mapping substituted
to H. Now take some fixed chart Chk(R1). The derivative is a covariant derivative along the smooth vector field
U, which is constant and unit in the fixed coordinates Chk(R1). Then δ can be reinterpreted as δ(Chk, q), where q
is the 0 point in the chart Chk(R1). Then the relation can be generalized, since it is obvious that (see the covariant
derivative section) DC(U) H = δ(q,Chk) and so
DC(U) H = DC(U) L(H f )
= DC(U) L(Hn+1f ) ≈ DC(U)(Hn+1) = (n + 1) Hn DC(U) H. (67)
By L we mean here a regular distribution defined by the function in the brackets, hence an object from D′E(M). (To
be precise and to avoid confusion in the notation, we used for the Heaviside function the symbol H f , while for the
Heaviside distribution the usual symbol H.) This is nice, but rather trivial illustration.
This can be generalized to more nontrivial cases. Take the flat Rn topological manifold. Fix such chart Chk(Rn) cov-
ering the whole manifold, that we can express Heaviside distribution in this chart through H f (x1) ∈ D′(So)(M). This
means the hypersurface where H f is discontinuous is given in Chk(Rn) as x1 = 0. Now the derivative will be a
covariant derivative taken along a smooth vector field being perpendicular (relatively to the flat space metric30) to the
hypersurface on which is H f discontinuous. We easily see that the covariant derivative of H along such vector field
gives a distribution (call it ˜δ ∈ D′(So)(M)), which is in the chart Chk(Rn) expressed as
˜δ(φ) = δx1
(∫
φ(x1, x2 . . . xn) dx2 . . . dxn
)
. (68)
30Note that since it is flat space it makes sense to speak about a perpendicular vector field, since we can uniquely transport vectors to the
hypersurface.
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This distribution reminds us in some sense the “geodesic” distribution from the previous part. Then the following
holds:
Hn ˜δ ≈
1
n + 1
˜δ . (69)
This generalized form of our previous statement can be used for computations with Heaviside functional metrics
(computation of connection in fixed coordinates).
5.2. Relation to practical computations
These considerations (for example) imply that the result from canonical Colombeau Rn theory derived by [4] can
be derived in our formalism as well. This is also true for the geodesic computation in curved space geometry from
[25]. The results derived in special Colombeau algebras (in geometrically nontrivial cases) are more complicated,
since in such cases the strongest, A∞(Rn), version of the theory is used. This version is not contained in our chart
representations. (This is because we are using only An(Rn) with finite n.) It is clear that all the equivalence relations
from our theory must hold in such stronger formulation (since obviously A∞(M) ⊂ An(M) ∀n ∈ N) and the uniqueness
of distribution solution must hold as well. This means that at this stage there seems to be no obstacle to reformulate
our theory by using A∞(Chk, q,ΩCh) classes (and taking elements from D′( ˜So)(M) at least), if necessary. But it is
unclear whether one can transfer all the calculations using A∞(Chk, q,ΩCh) classes to our weaker formulation.
The strong formulation was used also in the Schwarzschild case [19], but there is a problem. The fact that the
authors of [19] regularize various functions piece by piece does not have to be necessarily a problem in Colombeau
theory31. But, as already mentioned, the problem lies in the use of formula for R νµ , originally derived within smooth
tensor field algebra. If we want to derive in the Schwarzschild case Ricci tensor straight from its definition, we cannot
avoid multiplications of delta function by a non-smooth function. This is in Colombeau theory deeply non-trivial.
In the cases of Kerr’s geometry and conical spacetimes theory this problem appears as well. As a consequence
of this fact, calculations are mollifier dependent, not being (in the strict sense) results of our theory anymore. On the
other hand there is no reasonable mathematical theory in which these calculations make sense. This means that a better
understanding of these results will be necessary. By better understanding of these results provided by our theory we
mean their derivation by a net of equivalence relations, by taking some intermediate quantities to be nonlinear. So the
results should follow from the principle that the equivalence relations are the fundamental part of all the mathematical
formulation of physics.
6. Conclusions
The main objectives of this work were to build foundations of a mathematical language reproducing the old
language of smooth tensor calculus and extending it at the same time. The reasons for these objectives were given at
the beginning of this paper. This work is a first step to such theory, but it already achieves its basic goals. That means
we consider these results as useful independently of how successful future work on the topic will turn out to be. On
the other hand, the territory it opens for further exploration is in my opinion large and significant. It offers a large area
of possibilities for future work.
Just to summarize: the result of our work is a theory based purely on equivalence relations instead of equalities,
using a well defined concept of generalized tensor field and the covariant derivative operator. This operator is well
defined at least on the proper subclass of generalized tensor fields. We also defined (using some conjectures) the initial
value problem for partial differential equivalence relations. Our theory naturally relates to many results beyond the
classical smooth tensor calculus, already derived.
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