(sample-path) analysis, we generalize and extend fundamental properties of systems with "stationary deterministic flows" as introduced by Gelenbe (1983) and Gelenbe and Finkel (1987) . Primarily, we provide conditions for stability and instability for general queueing models, and focus attention on multichannel queueing systems with servers that work at different rates. Stability analysis is important in computer applications and usually precedes any further investigation of the system in question. Our results complement and extend those of Gelenbe and Finkel by making weaker assumptions, allowing multichannel facilities with heterogeneous servers, and including more general queueing disciplines such as processor sharing and LCFS-PR. The key to our stability analysis is a deterministic version of the renewal-reward theorem which we call Y=i,X, and a relationship that shows the "operational analysis" definition of average service times, when considered as the observation period t --t cc, coincides with the standard definition of average service times for all stable queueing systems. Our analysis is completely deterministic and avoids any stochastic assumptions about the system under investigation; thus, it provides the practitioner with a method that often leads to a better and deeper understanding of the system under consideration. It also gives a powerful tool to determine which properties of the system are independent of the usually needed probabilistic assumptions.
Using deterministic
(sample-path) analysis, we generalize and extend fundamental properties of systems with "stationary deterministic flows" as introduced by Gelenbe (1983) and Gelenbe and Finkel (1987) . Primarily, we provide conditions for stability and instability for general queueing models, and focus attention on multichannel queueing systems with servers that work at different rates. Stability analysis is important in computer applications and usually precedes any further investigation of the system in question. Our results complement and extend those of Gelenbe and Finkel by making weaker assumptions, allowing multichannel facilities with heterogeneous servers, and including more general queueing disciplines such as processor sharing and LCFS-PR. The key to our stability analysis is a deterministic version of the renewal-reward theorem which we call Y=i,X, and a relationship that shows the "operational analysis" definition of average service times, when considered as the observation period t --t cc, coincides with the standard definition of average service times for all stable queueing systems. Our analysis is completely deterministic and avoids any stochastic assumptions about the system under investigation; thus, it provides the practitioner with a method that often leads to a better and deeper understanding of the system under consideration. It also gives a powerful tool to determine which properties of the system are independent of the usually needed probabilistic assumptions.
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Introduction
Studying the properties of one realization (sample-path) of a queueing process often leads to a better and deeper understanding of the properties of the queueing system in question.
It also provides a powerful tool for practitioners to determine which properties of a given system are independent of the usually imposed probabilistic assumptions. Examples include Little's formula. L= 3. W [14] , its generalization H=3.G [l 11 , and a sample-path version of the renewal-reward theorem 1171. By its very nature a deterministic (sample-path) argument requires no probabilistic assumptions. By focusing attention on a particular sample-path (i.e., one realization), we are in effect assuming that the behavior of the system over time is completely known to us; thus, probabilistic arguments are irrelevant. The early literature on queueing theory is full of deterministic (sample-path) arguments, but they were usually mixed with probabilistic arguments (for further discussion, see 1161). Stidham E. is the long-run average rate of an associated point process (e.g., arrival points of customers of a certain type), and X is the long-run average accumulation of Y(t) between two successive points. This result makes it possible to provide simple and intuitive proofs for some fundamental relations for queueing systems under weak assumptions. The relationships obtained complement and extend those of Gelenbe [7] .
In Section 3, we show that the "operational analysis" definition of average service times (defined as the total time during which a server is busy divided by the total number of completions during an observation period), when considered as the observation period t-+c~, coincides with the standard definition of average service times for all stable multichannel queueing systems. In Section 4, we focus attention on multichannel queueing systems with heterogeneous servers, and give a sample-path characterization of stability/instability conditions. This is important in applications (e.g., communication systems, computer networks) and usually precedes any further investigation of a given system. In Section 5, we give a sample-path identity for the busy period (busy cycle) of a stable queueing system. Then we use that identity to evaluate the long-run average busy period (cycle) for several cases of interest. This section provides an illustration on how far deterministic analysis can go before probabilistic assumptions become necessary.
General systems
In this section we introduce some preliminary results that will be used later in this paper. Our basic model will also be introduced, in generality comparable to that of Gelenbe [7] , and we shall extend some of the "fundamental properties" of general systems as introduced by Gelenbe. We begin by introducing some preliminary results. Let { Y(t), t 201 be a right-continuous nondecreasing (deterministic) process ( Y(t) is typically a realization of a queueing process), and let { rn, n = 0, 1,. . .} be a nondecreasing sequence of time points: 0 = to < t 1 d t2.. . . Define and assume that N(t)-+= as t&co, and t,+n~, as ~+a. Now, we state two results that are proved by Stidham [14] and . The next result is a sample-path version of the renewal-reward theorem. the system during [O,t); L(t) is the number of customers in the system at instant t; A(n; t) is the number of arrivals who find n customers in the system during [0, t); and D(n; t) is the number of departures who leave behind n customers in the system during CO, t). The original system under study can be a one-facility queueing system, a network of queues, a vector addition system, or a Petri net; see Gelenbe [7] . However, we focus attention on a particular cut of interest. In other words, let X(t) = ( X1 (t), X,(t), . , X,(t)) be an m-node system where Xi(t) is integer valued for all i=1,2,..., m and t E [0, x). Let C c { 1,2,. , m} be any cut that describes a subsystem of interest. In this case A(t) represents the number of arrivals to the nodes in cut C during [0, t); D(t) represents the number of departures from cut C during [0, t); and L(t)=CiEcXi (t) represents the total number of customers present at the nodes in cut C at time t. Our interest in this section is in the system described by process {L(t); t>O}.
In this paper we make the assumption that all limits exist, unless otherwise specified. We also make the following assumptions about the system: (Al) There exists a real number 0 <I.< x, such that (A2) The following limit exists and is finite:
We interpret j. as the long-run arrival rate, and L as the long-run average number of customers in the system. Assumptions Al and A2 are general, natural and weak. Assumption Al is weaker than the corresponding assumption made by Gelenbe [7] . Assumption A2 is qualitatively different. Although assumption A2 may not be easily verifiable in practical applications, it is a realistic assumption in the sense that systems that do not satisfy A2 are of little interest. We point out that in addition to Al, Gelenbe makes the following assumptions: Although not restrictive, assumptions Bl and B2 are not needed as long as L(0) < CC and, therefore, they can be assumed to hold without loss of generality. The onestep-transition assumption, B3, is restrictive in the sense that it does not allow batch arrivals and/or batch departures. In applications B4 is not a practical assumption that can be verified "off line". Assumption A2 is more useful in this regard; see Section 6 . Throughout this paper. we will prove results under minimal assumptions without restricting ourselves to systems that only satisfy assumptions Al and A2. On several instances assumption B4, instead of assumption A2. will be used. This is justified by Lemma 2.4. where it is shown that, under assumption Al, assumption A2 implies that B4 must hold. Now, we proceed to prove some fundamental properties of systems that satisfy assumptions Al and A2. Our results complement and extend the known results of Stidham [14] , Gelenbe [7] and El-Taha [6] .
Define the following limits when they exist:
We interpret x,, as the long-run fraction of arrivals that find the system in state n. and 6, as the long-run fraction of departures that leave the system in state tz. The definitions of r,! and 6, are more standard than the definitions adopted by Gelenbe [7] . That the two definitions are equivalent is shown in the following lemma.
Proof. The proof is a direct consequence of Theorem 2.2. 1-1
The converse of this lemrna is also valid. Namely, suppose that the limits i.. ;'. Y,~ and 6, exist for all n=O, l,..., then the relations given by (a), (b), (c) and (d) in the above lemma are valid. Although our definitions of 2, ;', Z, and 6, are more standard, it is more convenient to use the identities in Lemma 2.3 when proving results.
Remarks. (a) An immediate consequence
of Lemma 2.3 is the following identity:
(1) f-X Relation (1) is very general and holds under rather weak assumptions.
In particular, under assumption Al, the existence of either of the limits lim,,, L(t)/t or lim,,, D(t)/t implies the existence of the other and (by Lemma 2.3) the validity of (1). Even when the limits in (1) do not exist, relation (1) remains valid provided that the limit on the left is replaced by lim sup or lim inf and the two limits on the right are replaced by lim sup and lim inf, respectively. Furthermore, a finite-time version of (1) 
(c) As a consequence of Lemma 2.3, if the one-step transition assumption B3 holds, then, for all n = 0, 1,2,. , the following limits exist and are equal:
Condition (3) is obviously weaker than the corresponding one-step transition assumption B3; it also makes proving some results easier and more elementary.
However, condition (3) unlike assumption B3, is not natural or easily verifiable in practical applications.
Next, we give a result that further characterizes the properties of arrival and departure measures in a more general context than previously known. The key to our stability analysis is to verify that the condition lim L(t)/t = 0 (4) 1-x holds. For general queueing systems (4) provides a necessary, though not sufficient, condition for "limiting distributions" to exist. This will be explored further in Theorems 2.6 and 4.4. In the next lemma sufficient conditions for the validity of this condition are given, followed by a discussion to verify that these conditions are weak. 
L(t)=/t(t)-D(f)a(i.-E)t-(&&:)T,>O
and, hence, Remarks. Lemma 2.4 states two conditions (assumptions Al and A2) for the validity of condition (4). Assumption A2 is not by itself sufficient for Lemma 2.4 to hold. In addition to A2, we used Al to guarantee that the limit in condition (4) exists. In fact, the proof of Lemma 2.4 could be significantly simplified if in addition to assumption A2 one requires that the limit in (4) exists. as the following argument shows.
Suppose lim,, W L(r)/t exists and is >O. Then there exists a real number to and an E = c(tO) > 0, such that L(r)/t > c for all t> to. Thus, L(t) > et for all t > t,, . Since L(t) is nonnegative, ; j; L(s)ds>f jr:, csds=;(r'-r;).
Take limits as t+ x. to obtain lim inf,,,,( l/t) 1; L(s)ds= "c, which contradicts assumption A2. Next, we give a counterexample to show that assumption A2 is not by itself sufficient for condition (4) to hold.
Example. Let
for all t >O. Divide by t, then take limits as t+m to obtain L= 1. This shows that assumptions Al and A2 are both needed for condition (4) to hold. Next, we give conditions under which arrival and departure point long-run relative frequencies are equal. Proof. Using assumptions Al, A2, B3 and Lemma 2.3, we obtain
& = lim ( A(t)/t) (A(n; t)/A(t)) t-x
= lim A (n; t)/t.
,F+l
Similarly, ~6, = lim D(n; t)/t. I-z Therefore, by (3) ia,, = ;'s, for all II 30.
which proves the assertion since 7 = i. > 0. C Relation (5) and Theorem 2.5 are proved in Gelenbe under more restrictive conditions; see Theorem 3.1 of Gelenbe [7] .
Remarks. (a) Relations (2) and (5) imply that with equality holding iff E.=y, i.e..
Observe that in (6) and (7), we have C,:=o r,,< 1 with strict inequality if the corresponding queueing system is unstable (2 > 7).
(b) If In"= 0 a, = 1, then necessarily C,"=. 6, = 1 which provides a sufficient condition for (7) to be valid. Moreover, c(,, = S, for all n > 0.
(c) If r, = S, ( > 0) for at least one n 30, then (5) shows that i. = 7 and, therefore, using (5) again, ~,=a,, (>O) for all 12 30. Next, we give a "generalized birth-death" type equation for systems with one-step transitions, which extends similar results in Stidham [14] , Gelenbe [7] and El-Taha [6]. Let and define the following limits when they exist. j., = lim A (n; t)/ Y(n; t). t-7
Again, Y(n, t) is the time spent in state n during [O, t] , &, is the arrival rate in state n, P, is the long-run fraction of time spent in state n, and p,,+ 1 is the departure rate in state II + 1.
In our deterministic framework, we define {P,; n>O), if it exists, as the limiting (asymptotic) distribution of the system represented by the process {L(t); t&O}.
Furthermore, the system is said to be stable if, roughly speaking, the number of customers in the system remains finite as t+co. A system is said to be unstable if it is not stable. Theorem 2.6. Unller assumption B3 and the assumption that the relevant limits exist i,,P,=/1,+i P,+,, n=O,1,2 ,...
Proof. The result follows from (3) and the observation that

A(n; t) Y(n; t) A(n; t) and D(n; t) Y(n; t) D(n; t) t t Y(n;t) PC t t Y(n; t) '
See Stidham and El-Taha [17] for a generalization of this result. The above theorem is of interest mainly if P, 3 0 for all ~13 0, and I:= 0 P, = 1, i.e., when the "stationary distribution" exists. Although we proved the validity of this result without the assumption that 3. =y ([7, Theorem 4 .1]), we will see in Section 4 that 1. = 7 is a necessary, though not sufficient, condition for the system to be stable, i.e., for the "stationary distribution" to exist. It also follows from the proof of Theorem 2.6, under the assumption that only the relevant limits exist, that the following identities are true: ILU,, = i, P,,, n=0,1,2 )...) (8) and jL=L, iff a,=P,, rz=o, 1,2,...
Relation (8) is a sample-path (deterministic) analogue of the covariance formula [ 131. Relation (9) which follows from (8) provides a deterministic (sample-path) characterization of the ASTA property [ 17, 181. Next we look at weak conditions under which the "operational analysis" definition of average service time per customer agrees with the standard definition.
Equality of S and l/t
One of the criticisms of the operational analysis approach is that it uses nonstandard definitions of certain quantities without warning its readers [16] . For example, in a single-server queue, the average service time per completed job is defined as the total time during which the system is busy during the observation period divided by the number of completions during the same observation period. This definition of "average service time" does not agree with the standard definition of a sample average. The reason is that the "total time during which the system is busy" may include some time spent serving a customer who has not departed by the end of the observation period, or it may fail to include the time spent before time zero (the beginning of the observation period) serving a customer who is included in the departing customers.
However, in the limit, i.e., as the length of the observation period goes to infinity, both definitions agree under rather weak assumptions. The equality of both definitions will be proved in this section and then utilized in Section 4 to provide simple deterministic proofs for general results that characterize the stability (ergodicity) and instability of multichannel queueing systems with servers that work at different speeds. For the rest of the paper, we will consider single-facility systems with many, possibly heterogeneous, servers. A server can be idle only if there are no customers waiting to receive service. We assume that the system satisfies assumptions Al, A2, and the one-step transition assumption B3. We point out, however, that our repeated use of assumption B4 instead of assumption A2 is justified by Lemma 2.4 and the discussion in Section 2. It is also assumed that all limits, unless otherwise specified, exist and are finite. Whenever convenient, we will assume, without loss of generality, that Bl and B2 hold. First, the equality of both definitions of "average service time" will be determined for a single-server queue; then the same result will be extended to include multichannel facilities with heterogeneous servers. Let S,:=service requirement of the kth arriving customer, Y(B; t):= total time the system is busy during [0, t), or the time during which the system has at least one customer in case of multichannel queues, C'(t):= total service already received by the customers still present at time t, V(t):=amount of work in the system at time t, i.e., the total remaining service requirements of all customers present at time t, S:=lim,,,,, We assume that the above limits exist and are finite. Here, S is the long-run average service requirement per customer (standard detinition) and l/r is the "operational analysis" definition of the same quantity. We also interpret W as the long-run average waiting time (time spent in system including service time) per customer, and L is the long-run average number of customers in the system.
The following identities follow directly from the definitions above, the assumption that 0 < S, i,, 71' < Z, and Theorem 2.2: lim S,/n = 0, (10) n-r
INll
S= lim 2 Sk/D(t).
1-x k=l
(11)
Now, we give the following result. Proof. Assume that the server works at a unit rate and the queue discipline is work-conserving; then using (1 l), we obtain
The result remains valid if the queue discipline is not work-conserving provided that Sk is interpreted as the actual service time of the kth arriving customer. Hence, the lemma follows. 0
As an example of a discipline that is not work-conserving, consider LCFS preemptive repeat single-server queue. Lemma 3.1 applies to this system if now Sk is interpreted as the service requirement of the kth arriving customer plus all the service the kth customer receives until its last preemption. It is worth noting that Lemma 3.1 remains valid if assumption B4 is replaced by the stronger assumption A2. We also note that
is a weak condition. Now we seek useful sufficient conditions for its validity. Now we turn our attention to a multichannel facility with heterogeneous servers, i.e., servers that work at different speeds. The above results of this section will be extended to accommodate queueing models with c servers, numbered from 1 to c, with server i working at rate @(i)>O and I:=, 4(i)= @ < +m. It is also assumed that once a customer joins a server it stays there until its service is completed, and then departs. An arriving customer that finds more than one idle server selects a server according to a nonspecified rule (e.g., it could select an idle server randomly, or select the highest ranked available server, or some other rule). Let (equivalently, :=lim,,, .,E(i; cl,,) /!?).
B,(t)=
The above quantities have the following interpretation: Y(Bi, t) is the total time the ith server is busy during [O, t); I/\#(;) is the long-run average service time (defined in the operational analysis sense) of the customers serviced by the ith server; S(i) is the corresponding standard definition; l/\l and S have the same meaning as before; r(i) is the long-run fraction of departures that depart from the ith server. We point out again here that the definitions stated in parenthesis for l/r, l/v(i), and r(i) are more standard; however, the equivalence of both definitions is clear as illustrated earlier (it follows as a consequence of Theorem 2.2). As an easy consequence of the above definitions and Theorem 3.2. we have
Moreover, we have the following result. 
Proof. Using (13) and Theorem 3.2, we obtain
The results of this section can be extended, with little effort, to networks of queues. In the next section, we utilize these results to study the stability and instability of queueing systems under rather weak assumptions.
Stability conditions for multichannel queueing systems
In this section we maintain the same model as in Section 3, and give a characterization of stability (ergodicity) and instability of this system. A careful study of the proofs of some results in Gelenbe and Finkel [S] shows that their results for the single-server queue (Theorems 3.3,4.2, 4.3) are valid only when the queue discipline is work-conserving, nonpreemptive and serves one customer at a time; thus, queue disciplines like processor sharing, round robin and LCFS-PR are excluded from their analysis. Our approach removes this restriction and in addition allows multichannels that work at different speeds.
A multichannel queueing system is said to be stable if in the limit t&m, the number of customers in the system does not grow without a bound. Otherwise, the system is said to be unstable. Formally, we introduce stability in a way that extends the notion of stability given by Gelenbe and Finkel 181. A multichannel queueing system is said to be stable if AS/@ < 1, and unstable if X/Q> 1. In a probabilistic setting it is well known that if j-S/@= 1, the corresponding system is unstable in the informal sense. However, in a deterministic setting it is possible to construct examples for which X?/@= 1, and yet the corresponding system is stable. For example, consider a singleserver queue where the arrival epochs are given by u, = 0, rrz = 1, ui+ 1 = cli + 2 for all i > 2, and service times are given by Si = 2 for all i 3 1. It is clear that the condition AS/@ = 1 is satisfied, P, = l/2 for n = 1,2, and 0 otherwise, and L(t) < 2 for all t 3 0. We start by giving a preliminary useful result. First, define V(i):= lim YIBi; t)/t, ,-I and assume that this limit exists, where U(i) is the utilization of the ith server, i.e., the long-run fraction of time the ith server is busy.
Proof. Since lim,, , L(t)/t>O. there exists an E>O and a fO>O such that L(t)/t>r: for all t> t,. Choose to such that to > c/c: to obtain I,(t)>c for all t > f,,. Therefore, U(i)>lim,+,, (t-tO)/t= 1. 0
Under the assumption of Lemma 4.1 it is easy to see from the proof that for any fixed K > 0, P,, = 0 for all n = 0, 1,. , K. The following theorem gives a characterization of stability/instability of multichannel queues with heterogeneous servers. i.e., y = @\I. Therefore, using (l), we obtain ,J > @v.
Conversely, if i > @v, we obtain Therefore, E, > y, and the result follows from (1).
(b) Since A 1 and B4 imply the existence of lim,, 3(, L(t)/t, (b) is a direct consequence of (a).
(c) 1. <@iv implies, using part (b), that ,? -y = lim,, J: L(t)/t =O. (d) If 3. = @iv, then, using (b), we obtain E, -7 = lim,, r L(t)/t = 0. Hence, y = 2 = @v. If 3. > @v, the result follows from the proof of part (a). 0 When lim,,, C(t)/t =O, we have S= l/v and Theorem 4.2 remains valid when S replaces l/v. Thus, we obtain stability/instability conditions that extend and generalize those proved by Gelenbe and Finkel [S] for the single-server queue. More specifically, we state the following result. The above corollary is more familiar when all servers are homogeneous and work at unit rate, in which case @=Cy= 1 4(i) =c. It is well known for a single-server queue that PO= 1 -AS is a deterministic result, and that AS< 1 is the stability condition for such systems. We give a generalization of this result for the case of multichannel queues. Let PO(i) = lim t-Y(B,;t) I-7 t be the long-run fraction of time the ith server is idle. 
=@-fj P,(i)4(i) i=1
Remarks. (a) For the system given in Theorem 4.4, the stability condition is @-AS>0 (i.e., AS/@ < l), which implies that P,(i)>0 for at least one i, i= 1,2, . . ., c.
We also note that the lim,, X L(t)/t = 0 is a necessary, but not sufficient condition for stability.
(b) For the system with homogeneous servers that work at unit rate, the stability condition reduces to the more familiar condition Z/c< 1 (or ;~/c,LL< l), and
CfCl P&)=c-is.
(c) For a single-server queue with a server that works at a rate @, not necessarily equal to one, the stability condition reduces to AS/@< 1, and PO = 1 -is/@. We have seen that when i.S/@< 1, lim,, I .L(t)/t =0 (Corollary 4.3b, c). But since a queueing system is said to be stable if IS/@ < 1, we would like to know how the strict inequality condition affects the behavior of the process {L(t), f 30). The following theorem does just that. 
where p is the traffic intensity and CJ~ is the variance of the service time distribution. Since 0: can be made arbitrarily large, L can take the value + nj even when p < 1. The same is true in our deterministic setting; all we have to do is to select a sample path that insures L= +8x. Conversely, if L-C fz, the question is what can be said about IS/@'? It follows from our previous discussion that j-S/@= 1 is possible even when L < +x. One can easily construct an example with L' < L(t) < r; for all t > 0, and such that L< +m and is/ID= 1. Moreover, we obtain the following characterization of process (L(t);f 30) when j.S/@< 1. Corollary 4.6. Let M(t)=maxo,<,,<,
Another question of interest is the following: What is the rate at which M(t)/f+O as t-+x', i.e., is M(t)-o,,'itj or o(log(t))...etc.?
The answer is that M(t) can be made to grow as fast as possible. arid yet maintain M(t)/t-+O as t-+x, i.e., it is possible to make
M(t)-o(t'-").
Examp:.::: ihat verify this claim are given in El-Taha 163.
Busy-period analysis
Our objective in this section is to provide an identity for the long-run average busy cycle (period) for stable queueing models using a deterministic approach. Then, we use this identity to calculate the mean busy period (cycle) for some well-known queueing systems. The results given provide an illustration on how sample-path analysis can be used to unify the treatment of several results within one framework and provides the potential for further applications.
Define the following limits when they exist: The above quantities have the following interpretation: 7 is the long-run average idle period (the period during which all servers are idle in case of multichannel systems); c is the long-run average busy cycle; and B is the long-run average busy period (the period from the instant of an arrival to an empty system until the instant all servers become idle simultaneously).
Using Theorem 2.2, we see that 
c= I/&P,, 
(13 (lo)
Proof. The assertions follow from the definitions and the identities (14), (15) 
I.,(@-AS)'
Now, let i,, be state-independent, i.e., I.,,=,?., for all n=O, 1, . . . This is true if, for example, the arrival process is Poisson (see [lS, 61; see also [13] for examples of arrival processes that are not Poisson) and yet i.,, is state-independent.
In such cases we obtain the well-known formulas Example 5.3. Consider an M/M/c/K queue, where K is a finite buffer such that an arrival that finds K customers in the system leaves. Assume that the servers are homogeneous and, without loss of generality, assume that they work at unit rate. Then we obtain where PO is given in [9].
Examples 5.2, 5.3, and 5.4 are the only places where we used stochastic assumptions in this paper. The examples give an indication of the level of analysis at which probabilistic assumptions become necessary. Theorem 5.1 provided a framework that unified the treatment of all the above examples, and potentially many others as special cases.
