Abstract. Let f be a non-constant mapping of finite distortion. We establish integrability results on 1/J f by studying weights that satisfy a weak reverse Hölder inequality where the associated constant can depend on the ball in question. Here J f is the Jacobian determinant of f.
Introduction
In this paper, we consider the class of mappings of finite distortion.
Let Ω be a domain in R n (n ≥ 2). We say that a mapping f : Ω → R n has finite distortion if f belongs to the Sobolev space W 1,1 loc (Ω, R n In the case of quasiregular mappings, a much stronger statement holds. Indeed, relying on the fundamental work of Gehring [9] , Elcrat and Meyers [5] and Martio [29] proved the reverse Hölder inequality for reverse inequalities different from (1.1). We establish the reverse inequality
where F ∈ L 1 loc , t > 0 and 0 < q < 1, and a certain variant of it. We again analyze the corresponding weights and prove essentially optimal results for them.
The following theorem gives our contribution to the integrability of 1/J f under the exponential integrability assumption on K. (Ω ) then
It seems likely that Theorem 1.1 allows for an analog, where the exponential integrability is slightly relaxed to the conditions in [26] . We would like to see such an improvement.
If we a priori assume, say, that f ∈ W 1,n loc (Ω, R n ), then already the p-integrability of its distortion function K(x) for some p > n − 1 implies discreteness and openness for a non-constant mapping. Thus one expects for a version of Theorem 1.1 under such assumptions. Our techniques also work in this case and give the following result. ) ∈ L 1 loc (Ω).
As discussed above, the conclusions we draw from the reverse inequalities are essentially optimal. However, the integrability results on 1/J f themselves do not seem to be best possible. It remains to be seen if new a priori inequalities that would result on better integrability conclusions can be found.
The paper is organized as follows. In Section 2 we introduce the necessary notation. Section 3 deals with the integrability of non-negative weights that arise from our approach. We believe that these weights may have their own interests. In Section 4 we show by means of examples that the results from Section 3 are sharp. We continue by applying the integrability results in Section 5 to mappings of finite distortion. Finally, in Section 6, we discuss the optimality of the results for mappings of finite distortion.
Preliminaries
2.1. Notation. We write ||x|| for the Euclidean norm of x ∈ R n and denote the Lebesgue measure of a measurable set E ⊂ R n by |E|. By Ω we will always mean a domain in R n , n ≥ 2, i.e. connected open set. Given two functions F, G :
Let A ⊂ R n be a measurable set and f ∈ L 1 (A). The average integral will be denoted by
It is well-known that almost every point is a Lebesgue point. We use the convention that C denotes some positive constant where the value of this constant may differ from occur to occur as usual. We write e.g. C(a, b) to indicate an absolute constant for fixed a and b.
For the convenience of the reader we state here the standard covering theorem that that we will later employ. 
Then there exists a disjoint (at most countable) subfamily {B(x
We say that the distributional Jacobian of
2.2. Area formula. We say that a mapping f : Ω → R n satisfies the Lusin condition N if the implication |E| = 0 =⇒ |f (E)| = 0 holds for any measurable set E ⊂ Ω.
We continue with the well-known area formula. Let f ∈ W 
This follows from the area formula for Lipschitz mappings and from the fact that Ω can be exhausted up to a set of measure zero by sets the restriction to which of f is Lipschitz continuous (see [7] ). For the converse inequality
the Lusin condition N should be assumed, the reason for validity is the same as that for (2.2). 2.4. Capacity. For disjoint compact sets E and F in a domain U ⊂ R n , we define the conformal capacity of the pair (E, F ) by
where the infimum is taken over all functions u ∈ C ∞ (U ) which satisfy u(x) ≤ 0 for x ∈ E and u(x) ≥ 1 for x ∈ F .
We will need the following fundamental property of conformal capacity. Suppose that E and F are connected compact sets such that 
Motivated by the applications in mappings of finite distortion we study three classes of non-negative weights w ∈ L 1 loc (Ω). The first class consists of weights which satisfy
for every ball B such that 2B ⊂ Ω. Weights from the second class satisfy
for every ball B such that 2B ⊂ Ω. Finally, weights from the third class satisfy
for every ball B such that 4B ⊂ Ω. Without loss of generality, we will suppose that F ≥ 1 almost everywhere and therefore − 2B F ≥ 1. Let us note that the fact that F is integrated over 2B (or 4B) is not important. In fact, given any fixed constant s ≥ 1, we can replace − 2B F by − sB F and with obvious minor modifications we can obtain results similar to those presented below. Note that if F is a constant function, then our weights satisfy a reverse Hölder inequality and therefore they belong to the usual Muckenhaupt class A ∞ (see [3] and [2] ).
Under each of these three conditions we will be able to obtain some integrability results for the function
. Since the proofs are quite similar we will give the details only in the first case and then simply point out the differences in the other cases.
We start with the following easy lemma.
.
Then for every ball B such that 2B
⊂ Ω we have
Proof. Setw(x) = w(x)/ − B w. We will prove the statement by contradiction. Suppose that there is a ball B such that
Clearly (3.6)
Thanks to (3.4) and (3.6) we have
which gives us a contradiction to (3.1).
Proof. Supposing that (3.8) is not true we obtain (3.6) (of course a(B) is now given by (3.7)). Thanks to (3.7) and (3.6) we have
which gives us a contradiction with (3.2).
Then for every ball B such that 4B ⊂ Ω we have
Proof. Supposing that (3.10) is not true we obtain (3.6) (a(B) is now given by (3.9)). Therefore (3.9) and (3.6) give us
which gives us a contradiction with (3.3).
Our goal is to estimate integrals of 1/w. The following lemma will allow us to make the technically convenient assumption that w be bounded away from zero. It is easy to see that analogous statements under conditions (3.2) and (3.3) are also valid.
Then there is a locally integrable functionF such that for every δ > 0 the function w δ := max{δ, w} satisfies condition (3.1) withF (i.e.,F does not depend on δ).
Inspired by [3, Theorem IV and Theorem V], we establish the following results on the integrability of
for every ball B such that 2B ⊂ Ω. Then for every ε > 0 we have
Proof. First we will assume that there is δ > 0 such that w ≥ δ. Set
Clearly we can assume that ε is so small that β < 1 − ε 2q
. Fix a ball B such that 2B ⊂⊂ Ω and fix λ > max{1/ − B w, 2}. We claim that
To this end, denote S = {x ∈ B : 1/w(x) > λ} and letS be the set of Lebesgue points of w in S (i.e., |S \S| = 0). For every s ∈S we have Since w(s) < 1/λ < − B w it follows that it is possible to find a ball
We can use Vitali covering theorem (see Theorem 2.1) for the family {2B s } s∈S to obtain balls B i ⊂ B such that
for every i and (3.15) the balls 2B i are pairwise disjoint.
We will use notation a(B) as in (3.4). Assuming thatB is a ball such that 2B ⊂ Ω and A(λ) ≤ a(B) we obtain
From (3.13), (3.16), (3.14), (3.15) and (3.5) we have
which proves (3.12) .
Denote E = max{1/ − B w, 2}. We multiply both sides of inequality (3.12) by B(λ) and integrate with respect to λ from E to ∞ and obtain that (3.17)
Set w 1 (x) = 1/w(x) and dµ 1 (x) = w(x)dx.
We can estimate the left-hand side of inequality (3.17) by
)dx − C(q, ε, |B|, E).
We use substitutionλ = λ A(λ) (i.e., λ ∼λ log 1− ε 2qλ ) in the second term on the right-hand side of (3.17) to obtain
)dx.
Clearly we can find a constant M big enough such that M > E and log − ε 2q (e + M ) is as small as we wish. Combining this with (3.17), (3.18) , (3.19) and (3.20) we arrive at
Since w ≥ δ for some δ > 0, all the integrals are finite and we obtain (3.21)
F which implies (3.11).
Now suppose that w ∈ L 1 loc (Ω) is arbitrary non-negative weight. Thanks to Lemma 3.4 we have that (3.21) holds for w δ = max{w, δ} and it is easy to check that we can make the constants C and M independent on the value of δ if δ is sufficiently small. Sending δ to 0 we obtain the result also for w. 
The following two theorems give the integrability result of 1/w(x) for the weights w(x) satisfying (3.2) and (3.3), respectively.
Proof. The proof of this theorem is similar to the proof of Theorem 3.5 and therefore we will not give all the details. Fix a ball B such that 2B ⊂⊂ Ω and fix λ > max{1/ − B w, 2}. Set
Clearly we may assume that ε is so small that ε < 1 2t
. Since a(B) is now given by (3.7) we obtain analogously to the proof of (3.17) that 
log(e + 1 w(x) )dx.
We can find M big enough to make log −ε log(e + M ) very small and therefore analogously to the proof of (3.21) we obtain
F for weights which satisfy w ≥ δ for some δ > 0. Using an analog of Lemma 3.4 for weights satisfying (3.2) we obtain the result also for general weights. 
Proof. Fix a ball B such that 4B ⊂⊂ Ω and fix λ > max{1/ − B w, 2}. Set
Clearly we may assume that ε is so small that ε < α 4
. Since a(B) is now given by (3.9) we obtain analogously to the proof of (3.17) that
Since an analogof Lemma 3.4 is true for weights satisfying (3.3) we obtain the result analogously to the proof of Theorem 3.7.
Examples of weights
The examples in this section show that the results on the integrability of
from the last section cannot be essentially improved. Again we give all the details and computations only in the first case. For simplicity, we give the examples in the real line; similar examples can be constructed in higher dimensions. 
We want to verify (3.1) for B = (a, b). We need to distinguish two cases. First suppose that
Since the function w(x) is increasing for small values of x we conclude from (4.2) and (4.3) that
The function F is decreasing and therefore
. From (4.4) and (4.5) we obtain (3.1) in this case.
In the second case we have
Hence (3.1) is clearly valid in this case.
Since ( .7) exp − exp 1 
Other details can be carried along the similar lines as in the previous examples.
Applications to mappings of finite distortion
In this section, we give the proofs of Theorem 1.1 and Theorem 1.2. We start with an elementary lemma, which will be used in the proof of Theorem 1.1. 
Proof. Let a ≥ 1 and set γ = a 1 r and
It is not difficult to verify that Φ a is a convex function and that
From Jensen's inequality, (5.2) and (5.1) we obtain
Hence (5.3) gives us
for every a ≥ 1. We set s = 1 + 1 r and compute
The following lemma gives the doubling property of the Jacobian J f of a mapping f of finite distortion. It is a generalization of [12, Theorem 1.5], which gives the doubling property of the Jacobian of a quasiregular mapping. The ideas of the proofs are similar. 
Next, let E be a line segment of length l joining f (x) to ∂U 1 and let F be a line segment in
Since f satisfies the Lusin condition N we obtain from (2.3) and (5.5) that
Thanks to (2.2), (2.4) and (5.5) we have
If L ≤ 2l then (5.6) and (5.7) give us (5.4). In the rest of the proof we will suppose that L > 2l and therefore (2.5) implies that
The function u•f clearly satisfies all assumptions of Lemma 2.2 forẼ = f
(F ) and thus we obtain from Hölder's inequality (5.10)
Thus taking the infimum of all admissible u we obtain from (5.8), (5.9) and (5.10) that
Together with (5.6) and (5.7) this implies (5.4).
The following lemma provides us with a reverse inequality for the Jacobian J f of a mapping f with finite distortion, from which we can deduce the integrability result on 1/J f by the results in Section 3. 
Proof. Fix a ball B = B(x 0 , s) such that B 2s := B(x 0 , 2s) ⊂ A. Under our assumptions on the mapping f , we have the following integral form of the isoperimetric inequality, namely,
for almost every radius r < s, where B r is the ball with radius r and the same center as B s , see [22] . We raise both sides of inequality (5.11) to the power (n − 1)/n, and integrate with respect to r over (0, s) to obtain that (5.12)
We estimate the right-hand side of (5.12) by the distortion inequality and Hölder's inequality and arrive at (5.13)
Thus, we obtain by combining (5.12) and (5.13) that
The lemma follows from the above inequality and Lemma 5.2.
Proof of Theorem 1.2. Under the assumptions
it is known that the mapping f of finite distortion is continuous, discrete and open and satisfies the condition N and that distributional Jacobian of f is equal to the pointwise Jacobian of f (see [10] , [18] , [28] , [24] , [25] and [20] ).
Let p, n − 1 < p < n, be the number such that t = p/(n − p) = n − 1 + ε. We may use Lemma 5.3 to obtain
for every ball B such that 2B ⊂ A. Now we may apply Theorem 3.7 to conclude the proof of Theorem 1.2.
The assumptions of Lemma 5.3 are satisfied also for f in a SobolevOrlicz space which is slightly larger than W 1,n (see [26] and references given there for details) and therefore it is possible to obtain the result of Theorem 1.2 also under this weaker condition.
Proof of Theorem 1.1. Suppose f is a mapping with exponentially integrable distortion. Again the known results (see [24] , [25] , [16] , [17] , [20] ) tell us that the assumptions of Lemma 5.3 on f are satisfied. Pick p such that n − 1 < p < n and
where t = p/(n − p). We claim that for every C 1 > 0 and for every ball B ⊂⊂ Ω we have
Indeed, there are C 3 = C(n) ≥ 0 and C 4 = C(n) ≥ 0 such that the function
exp(y 1 t(n−1) ) for y > C 3 is continuous and convex and clearly (5.15) exp
From Jensen's inequality we now obtain
From (5.15) and (5.16) we deduce (5.14).
Let γ > 0 and findt > 0 such that γ = 2 3p
−1 pt
(note thatp = C(n) > 1). From Lemma 5.3, elementary inequality and (5.14) we obtain that (5.17) we conclude (1.4).
Further let n ≥ 3, β > 0 and γ ≥ 1 so thatt ≤ 1. As before we obtain from (5.17), Theorem 3.5 and Remark 3.6 that (5.18)
for every ball such that 2B ⊂ A. Thanks to the elementary inequality
)dx ≤ exp C 2 γ 
Examples of mappings of finite distortion
The following lemma can be verified by an elementary calculation. Our first example shows us that under the integrability of a power of K we cannot expect for a better result than ) n−1 n ∼ − log ||x|| it is not difficult to verify conditions (6.3) and (6.4).
