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There are several different ways to perform sampling 
rate conversion. Two methods for sampling rate 
conversion are discussed in this paper. The first is the 
interpolator method (ideal> which uses the interpolation 
formula. The word "ideal" is used in the sense that 
given other forms of interpolation, the most accurate 
results are achieved by using the interpolation formula. 
Given samples of a bandlimited analog signal taken at a 
rate at least twice the Nyquist frequency, it is possible 
to reconstruct the original analog signal by using the 
interpolation formula. The second is the traditional way 
of sampling rate conversion, which is a digital signal 
processing approach to interpolati.on, and which needs FIR 
filtering for correct results. In this paper these 
methods are applied to speech, but they may be applied to 
any signal where sampling rate conversion is necessary. 
Both methods enhance the sampled signal by making it 
appear that it was sampled ·at a higher rate than it 
actually was. The reason for performing sampling rate 
conversion on the digitized speech signal is that the 
rate at which analog-to-digital 





digital-to-analog conversion <10.4 KHz> takes place for 
the speech processing facility that was used. This 
facility is located at FAU <Florida Atlantic University> 
in Boca Raton. The ideal interpolator is a more accurate 
method for speech retrieval than the traditional way. 
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INTRODUCTION 
The purpose of this paper is to provide the basic 
theoretical framework for - the signal processing 
operations involved in sampling rate conversion. A 
reduction to practice is given for speech signals, thus 
showing possible applications for sampling rate 
conversion systems. The theoretical aspects of this 
paper were extracted from well-known sources, and 
therefore only the real world applications presented are 
unique. In other words, previously developed theory is 
applied to a specific type of speech problem where 
sampling rate conversion is necessary. The speech 
problem is that of differing rates between 
analog-to-digital conversion and digital-to-analog 
conversion. The goal is to qualitatively judge how good 
our samples of voice are by listening to them. Since the 
DAC rate is different from the ADC rate, this is 
impossible to do. Therefore a sampling rate conversion 
process must be performed on the digitized data. 
I 
We begin wi~h a discussion of the sampling theorem 
and consider its inter~retations in both the time and 
frequency domains. We then consider a sampling rate 
conversion system utilizing an ideal interpolator 
2 
constructed from the interpolation formula. To finalize 
we look at real world operations by considering sampling 
rate conversion systems (for decimation and 
interpolation> in terms of both analog and digital 
operations on the signals for integer changes in the 
sampling rate. By combining concepts of integer 
decimation and interpolation, we generalize the results 
to the case of rational fraction changes of sampling 
rates for which a general input-output relationship can 
be obtained. 
GENERAL DISCUSSION 
To use digital signal processing methods on an 
analog signal such as speech, it is necessary to 
represent the signal as a sequence of numbers. This is 
done by sampling the speech signal, denoted by s<t>, at 
the Nyquist rate or higher to avoid aliasing. The 
digital sequence d<n>, where n is an integer, is 
periodically produced by an analog-to-digital converter 
with a hardware trigger of period T. The resulting 
discrete digital sequence 
d<n> = s<nT> -m < n < CD ( 1) 
is produced and stored. 
A discrete-time signal is derived from a 
continuous-time signal by periodic sampling; consequently 
it is important to understand how the digital sequence 
derived is related to the original analog signal. 
Consider the speech signal s<t> that has the Fourier 
transform 
CD -jnt 
sun> s<t>e dt (2) 
-CD 
4 
and the inverse Fourier transform 
m jnt 
s<t> = J S(jn>e dn. (3) 
-m 211' 
In order to determine how the discrete signal d<n> from 
equation <1> represents the original signal s<t>, it is 
convenient to relate S<jn>, the continuous-time Fourier 
transform of s<t>, to D<expCjwJ> where D<exp[jwJ> is the 
discrete-time Fourier transform of d<n> and w = OT. From 
equation <3> we get 
m jnnT 
d(n) = s<nT> = J S<jn>e dn. (4) 
-m 211' 
We also obtain d<n> from the discrete-time Fourier 
transform; utilizing the definition of the 
Fourier transform of a discrete signal we get 
11' j w 






After several mathematical manipulations <Oppenheim and 
Schafer 1975> we obtain 
5 
jw 1 m 
D<e > = t S<jw/T + j211r/T> (6) 
T r=-m 
or alternatively we can express equation <6> in terms of 
the analog frequency variable n as 
jnT 1 m 
D<e > = t S<jn + j211rlT>. (7) 
T r=-m 
Equations <6> and <7> show the relationship between the 
continuous-time Fourier transform and the Fourier 
transform of a sequence derived by sampling. If s<t> is 
a bandlimited function with T chosen sufficiently small 
so that no aliasing occurs .it is possible to recover s<t> 
from the samples d<n> by an appropriate interpolation 
formula. 
To derive the interpolation formula we assume 
jnT 
D<e ) = S<jn>IT -11/T i n i 11/T. (8) 
From the continuous-time Fourier transform we get 
11/T jnt 
s<t> = J S<jn>e dn. (9) 
-11/T 211 
Combining equations (8) and <9> we can write 
11/T jSlT 





An alternative way of expressing DCexp[jwl> in terms of 
d<n> given by equation <1> is 
jw 





the Fourier transform of the discrete sequence d<n>; and 
setting w = nT we get 
jSlT m -jSlTn 
D<e > = t s<nT>e ( 12> 
n=-m 
It then follows from equation <10> that 
T 11/T m -jnTn jSlt 
s<t> = I C t s<nT>e le dn 211 n=-m ( 13) 
-11/T 
or, interchanging the order of summation and integration 
in equation <13> we get 
• T 11'/T jg <t-nT> 
s<t> = J: s<nT>C 
n=-• 211 I e dnl. (14) 
-11/T 
Evaluating the integral, we obtain from equation <14) 
7 
• sinC<nlT> <t-nT>l 
s<t> = t s<nT>C--------------------l. (15) 
n=-• (n/T) <t-nT> 
Equation <15) is an interpolation formula which relates 
the original speech signal a<t> to the sequence of 
samples d<n> in equation <1>. Thus, given samples of a 
bandlimited analog signal taken at a rate at least twice 
the highest frequency of S (jS}), it is possible to 
reconstruct the original analog signal using equation 
(15>. Equation <15> can be thought of as an expansion of 
a continuous-time signal in the form 
• 
s<t> = t d<n>m<n,t> (16) 
n=-• 
where 0<n,t> is the impulse response of an ideal lowpass 
filter with a cutoff frequency equal to half the sampling 
frequency <Crochiere and Rabiner 1983). In practice the 
"ideal" filter is unrealizable because it requires values 
of d<n> for -• < n < • in order to evaluate a single 
value of s<t>. Equation <16> represents a noncausal 
system. 
Assuming we have previously stored all of the N 
values of d<n> and if we replace t in equation <15> with 
mT where T is the period of the hardware trigger for the 
digital-to-analog converter, we get 
8 
N-1 sin[(w/T) <mT-nT>l 
s<mT) = J: s<nT>C l. (17) 
n=O <wlT> <mT-nT> 
In reality to ensure that the conditions of equation 
<17> are met for a given application, the speech signal 
is first filtered by a lowpass filter whose cutoff 
frequency is slightly less than half the sampling 
frequency. Such a filter is of ten called an 
anti-aliasing prefilter because its purpose is to 
guarantee that no aliasing occurs due to sampling. 
OVERVIEW OF SPEECH PROCESSING FACILITY 
The functional block diagram of the speech 
processing system used is presented in Figure <1>. The 
lowpass filter has a cutoff frequency of 3.3 KHz since 
the ADAC model 600/llAD board samples reliably only up to 
8 KHz. The Pdp 11/24 which houses the ADAC board uses an 
RSX-11M operating system with no DMA <Direct Memory 
Access> capability for digital-to-analog conversion. The 
tape recorder is a Soundesign model number 7636. The 
output from the earphone plug is fed into the lowpass 
filter. The tape recorder must be in the record mode for 
voice transmission out of the earphone jack. If the DMA 
controller worked properly the DAC rate would be 
programmable. Since this is not the case we have a fixed 
but uncontrollable DAC rate. It so happens that this 
rate is approximately 10.4 KHz. If we had an RSX-11M 
plus operating system we would be able to have software 
control over the DAC rate. The software provided by 
Signal Technology Inc. was used extensively to generate 
many of the figures in this paper. The illustrations 
I 
were printed on a graphics line printer. The Pdp 11/24 
donated by DEC had severe memory limitations which is 
noted in the course of this paper. 
9 




speech Analog LPF with a 
> cutoff frequency 
output of 3.5 KHz 
ADAC board for analog 
s<t> to digital conversion, 
> sampling frequency at 
8 KHz <not variable> 
Pdp 11/24 with Fortran digital 
signal processing and speech 
processing algorithms supplied d<n> 
by ILS Signal Technology Inc. < 
DEC RSX-11M Operating System 
with -graphic VT-240 terminals. 
y<n> ADAC board for digital 
> to analog conversion, 
DAC trigger rate at 





Figure <1>. Block diagram of the speech processing 
facility at Florida Atlantic University 
in Boca Raton. 
EQUIPMENT CHECKOUT 
The purpose of this section is to checkout the 
speech processing facility in fi~ure <1>. Figures <2-11> 
represent the digitized data which is created by first 
passing a fixed amplitude sine wave of varying frequency 
thru the analog lowpass filter, followed by 
analog-to-digital conversion. Rather than displaying the 
discrete points, a line drawing algorithm is used to 
display the values of d<n>. It is reiterated that the 
hardware trigger on the analog-to-digital converter is 
not variable and is fixed at a sampling frequency of 8 
KHz. 
Figure <2> shows a sinusoid of frequency 1 KHz, as 
is shown by its frequency spectrum _in Figure <3>. The 
frequency spectrums are obtained by performing an FFT 
<Fast Fourier Transform> on the data. Each line in 
Figure <3> represents 256 points of data on which an FFT 
was performed. One should note that in Figure <2> there 
are 8 points per period, whereas in Figure <4> there are 
only 4 points per period. Figure <4> shows a sinusoid of 
frequency 2 KHz, as is shown by its frequency spectrum in 
Figure <5>. Figure <6> shows a sinusoid of frequency 500 















.4000 .6000 .8000 
x10-2 .sooo .7000 
Figure <2>. ILS record file of a sine wave at 1 KHz. 
STARTING FRAME = 1, NUMBER OF FRAMES = S 
MAGNITUDE 
1000 -.. _I _ --2000 
.FREQUENCY <HZ> 
3000 4000 
Figure <3>. ILS 3-D frequency spectrum consisting of 













.4000 .6000 .8000 
·. X10 =~~ . 5000 .7000 
Figure <4>. ILS record file cf a sine wave at 2 KHz. 
· STARTING FRAME= 1, NUMBER OF FRAMES• S 
MAGNITUDE 
iOQO -21000 3000 4000 
FREQUENCY <HZ> 
Figure <5>. ILS 3-D frequency spectrum consisting af 












1.600 2.400 3.200 
1.200 x
10
_2 2.000 2.aoo 
Figure <6>. ILS record file of a sine wave at 500 Hz. 
STARTING FRAME = 1, NUMBER OF FRAMES • S 
MAGNITUDE 
1000 --2000 .. . JOOO 4000 
FREQUENCY <HZ> 
Figure <7>. ILS 3-D frequency spectrum consisting of 
5 frames of data from a 500 Hz sine wav•. 
15 
One should notice that Figure <6> looks more like a sine 
wave than the previous figures. This is because there 
are 16 points per period which yields better resolution. 
Figure <B> and Figure <9> show frequency spectra of 
sinusoids at frequencies of . 3 KHz and 4 KHz, 
respectively. 
Figure <10> shows two figures, the first being the 
frequency spectrum of a sinusoid at a frequency of 3.5 
KHz, and the second being an aliased version of the first 
which respresents a sinusoid at a frequency of 4.5 KHz. 
Figure <11> shows the aliased version of Figure <B>, a 
sinusoid at a frequency of 5 KHz. One should note the 
reflections from the stop band into the pass band. 
The waveforms generated were produced from a 
function generator with automatic gain control. 
Therefore the relative heights of the peaks presented in 
the frequency spectrums correspond to the filter 
attenuation at those frequencies. A schematic of the 
lowpass filter used is presented in Appendix A. 
16 
STARTING FRAME = 1, NUMBER OF FRAMES • 5 
MAGNITUDE 
L 
1000 . ._2000 .. 
FREQUENCY <HZ> 
Figure <B>. ILS 3-D frequency spectrum consisting of 
5 frames of data from a 3 KHz sine wav•. 
STARTING FRAME = 1, NUMBER OF FRAMES • S 
MAGNITUDE 
1000 -- .-2000. 3000 
FREQUENCY <HZ> 
Figure <9>. ILS 3-D frequency spectrum consisting of 
5 frames of data from a 4 KHz sine wav•. 
17 




STARTING FRAME = 1, NUMBER OF FRAMES • S 
MAGNITUDE 
1000 _2000 3000 
FREQUENCY ~HZ> 
Figure <10>. ILS 3-D 'frequency spectrum consisting af S 
frames of data: <top> from a 3.~ KHz sine 
wave; <bottom> from a 4.5 KHz sine wave. 
18 
STARTING FRAME = 1, NUMBER OF FRAMES = 5 
MAGNITUDE 
1000 .2000 4000 
FREQUENCY <HZ> 
Figure <11>. ILS 3-D frequency spectrum consisting of 
5 frames of data from a 5 KHz sine wava. 
JUSTIFICATION OF A LOW <8 KHz> SAMPLE RATE 
Since we are concerned with digital representations 
of speech signals, we need to consider the spectral 
properties of speech. Figure <12> shows spectra of 
voiced sounds (/a/ vowel and /u/ vowel> and an unvoiced 




20 KHz sampling rate 





distinguishes a voiced sound from an unvoiced one; it is, 
however, important to note that most of the energy in a 
voiced signal is contained at lower frequencies than for 
an unvoiced one. It should also be noted that speech 
signals are not inherently bandlimited, although the 
spectrum does tend to fall off rapidly at high 
frequencies. 
As another example, speech that has been transmitted 
over a telephone line will be considered. Figure <13> 
shows a typical frequency response curve for a telephone 
transmission path. Note that at 3.5 KHz the signal is 
down 20 dB. It is clear from Figure <13> that telephone 
transmission has a bandlimiting effect on speech signals; 
a sampling frequency of 8 KHz is sufficient. To put it 
another way, a phone line communication is almost like 
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0 5000 . 10000 
FREQUENCY IN Hz 
Figure <12>. Log magnitude spectra of voiced sounds (/a/ 
-vowel and /u/ vowel> and an unvoiced sound 
















500 1000 1500 2000 2500 3000 3500 
Frequency <Hz> 
Figure <13>. Frequency response of a typical telephon• 
transmission path. <After BTL, Transmission 
Systems far Communication, p. 73.> 
21 
speech are being attenuated. The effect of Figure <13> 
causes people to sound differently over the phone than 
they normally do in person. 
IDEAL INTERPOLATION FORMULA APPLIED TO SPEECH 
This section uses the ideal interpolation formula 
for signal reconstruction of speech data. The digitized 
spoken word "hi" is displayed in Figure <14>. The 
corresponding frequency spectrum of Figure <14> is shown 
in Figure <15> for 15 frames of data. Each frame 
represents 256 data points. If we replace T in equation 
<17> with 1/{8 KHz} and T with 1/{10.4 KHz} we obtain 
reasonable speech output. That is, the resulting analog 
output voice signal sounds almost like the original 
spoken word. The period T is machine-dependent only and 
it cannot be changed by the user. Setting N = 256 X 15, 
T = 1/{10 KHz}, and interpolating Figure <14> using 
equation (17) we obtain Figure <16>. Notice that Figure 
<16> is 1.25 ([10 KHz/8 KHzl = 5/4) times larger in size 
on the horizontal axis than Figure <14>. Setting N = 256 
X 15, T = 1/{12 KHz}, and interpolating Figure <14> using 
equation <17> we obtain Figure <17>. Figure <17> is 1.5 
([12 KHz/8 KHzl = 3/2) times larger in size on the 
horizontal axis than Figure < 14>. 
The sampling rate is the number cf samples per 
second. By multiplying the number of frames by the 
context and then dividing this result by the change in 
22 
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SECTOR 1, STARTING FRAHE 32, 15 FRAMES, CONTEXT 256 
~Ne..---------------------------------------------------------
-20481-----~-----+------+------+------+-----+------l~----+----..... ------t 
BEG = .9920 SEC MID = 1.232 SEC END = 1.472 SEC 
Figure <14>. ILS sample data file made up of 15 frames of 
data from the spoken word <utterance> "hi." 
STARTING FRAME = 32, NUMBER OF FRAMES = 15 
MAGNITUDE 
1000 • _2000 3000 
FREQUENCY <HZ> 
Figure <15>. ILS 3-D frequency spectrum <FFT> consisting 
of 15 frames of data from the word "ht.• 
24 
SECTOR 1, STARTING FRAM£ 1, 19 F"RAMES, CONTEXT. 256~-
1024 
-1024 . 
MID = .2432 SEC END = .48G4 SEC 
Figure <16>. ILS sample data file consisting of . 19 frames 
of data from the interpolated (ideal> word 
11 hi. 11 This corresponds to a sampling 
frequency change from B KHz to 10 KHz. 
SECTOR 1, STARTINC FRAME 1, 23 FRAMES, CONTEXT 256 
-20481--~~~~___.--~~------&.-----'9----.... -----+------+-----+-----t 
END = .4907 SEC BEG = 0.0 SEC HID = .2453 SEC 
Figure <17>. ILS sample data file consisting of 23 frame• 
of data from the interpolated (ideal> word 
11 hi. 11 This corresponds to a sampling 




one can easily verify a sampling rate of 
and 12 KHz for figures <14>, <16>, 
8 KHz, 10 
and <17>, 
respectively. 
After listening to the output 
Figure <17> it became obvious - that 
of Figure 
the best 
< 16> and 
,. was 
somewhere in between 10 KHz and 12 KHz. It was later 
found by trial and error to be approximately 1/{10.4 KHz) 
as discussed earlier. The frequency spectrums of figures 
<16> and <17> are shown in figures <18> and <19>, 





the frequency spectrums of figures 
One should also note that there 
<18> than in Figure <15>, and 
Figure <19> than in Figure <18>. 
the frequency 
< 15>, < 18>, 
are more peaks 
there are more 
These peaks 
represent information in the voiced word. In a sense, 
what we are doing is recovering some of that lost 
information by making the signal appear that it was 
sampled at a higher frequency than it actually was. A 
documented Fortran program implementing equation <17> 
from which the previous work was accomplished is given in 
Appendix B for the specific case where ,. = 1/{12 KHz). 
26 






Figure <1B>. ILS 3-D frequency spectrum consisting of 19 
frames of data from the interpolated <ideal> 
word "hi." 







ILS 3-D frequency spectrum consisting of 23 
frames of data from the interpolated <ideal> 
.word "hi. 11 
TRADITIONAL SIGNAL PROCESSING METHODS APPLIED TO SPEECH 
An alternative approach to equation (17> is to use a 
digital signal processing approach to interpolation 
<Schafer and Rabiner 1973>. Our speech signal is sampled 
at a low rate, and then a higher rate is required for 
reconstruction of the speech signal. The sampling rate 
change is a non-integer one <TIT = [10.4 KHz/8 KHzJ}. 
The process of sampling rate reduction is called 
decimation. Increasing the sample rate corresponds to 
interpolation. If we let L equal the integer factor to 
increase the sampling rate and M equal the integer factor 
to decrease it, a non-integer sampling rate change can be 
obtained by choosing suitable values for L and M. 
Figure <20> shows the relationship between equation 
<2> and equation (7). In Figure <20-A> the Fourier 
transform of the continuous time signal given by equation 
(2) is shown. In Figure <20-B> the Fourier transform of 
the sequence obtained by sampling with period T, for 
which no aliasing occurs, is shown. In Figure <20-C> the 
I 
Fourier transform of the sequence obtained by under 
sampling with period T, for which aliasing does occur, is 
shown. Illustrations in the frequency domain for 
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Since we wish to reduce the sampling rate by a 
factor M, i.e., we wish to compute a new sequence 
corresponding to samples of s<t> taken with period r = 
MT, we get 
y<n> = s<nr> = s<nMT>. -• < n < • (18) 
It is easily seen that 
y<n> = d<Mn>. -• < n < • (19) 
That is, y<n> is obtained simply by periodically 
retaining only one out of every M samples. The Fourier 
transforms of d<n> and y<n> are related as follows. The 
derivation of the equation is facilitated by the 
definition of a new sequence v<n> which is nonzero only 
at integer multiples of M; that is 
v<n> = d<n>, n = o, ±M, ±2M, • • • (20) 
= o, elsewhere 
where the sampling period is assumed to be T for both 









e l, -• < n < • <21) 
where the term in square brackets is recognized as a 
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discrete Fourier series representation of a periodic 
sequence that is one at integer multiples of M and zero 
otherwise. The sequence y<n>, corresponding to sampling 
period r = MT, is 
y<n> = v<Mn>. -CD ( n ( CD <22) 
The z-transform of y<n> is by definition and using 
equation <22> 
CD -n CD -n 
V<z> = J: y<n>z = J: v<Mn>z (23> 
n=-m n=-m 
Since v<n> is zero except at integer multiples of M, we 
obtain 
CD -n/M 
V<z> = J: v<n>z 
n=-m 
Substituting equation <21> into equation <24> we get 
CD 1 M-1 j(2w/M)kn -n/M 
V<z> = J: d<n> J: e z 
n=-m M k=O 
(24) 
<25) 








CD -j<2wlM>k 1/M 
J: d<n>Ce z 
n=-m 
-n 
] • (26> 
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Using the definition cf the z-transfcrm given by equation 
<23> we obtain 
1 M-1 -j<2w/M)k 1/M 
Y<z> = E D< e z >. (27) 
M k=O 
If we evaluate Y<z> en the unit circle, i.e., z = 
expCjnrJ, with normalization appropriate fer the new 
sampling period r, we arrive at cur desired result. 
jnr 
Y<e > = 
1 M-1 j<nr - 2nk>IM 
t D< e > 
M k=O 
(28) 
Comparing equation <7> to equation <28> we notice a 
slight similarity. From equation <28> it can be seen 
that in order that there be no overlap between the images 
of D<exp[jQTJ> in equation <7>, we must have 1/r greater 
than twice the highest frequency in s<t>. If this 
condition holds, then we see that 
Jnr 1 jQT 
Y<e > = D<e ). (29) 
M 
If 1/T is gr~ater than twice the highest frequency 
in s<t>, the Fourier transform of d<n> will satisfy 
equation <B>. Substituting equation <B> into equation 
<29> we get 
32 
jQr 1 
V<e > = S(jQ). -w/r < n < w/r (30) 
r 
If 1/r is less than twice the highest frequency in s<t>, 
aliasing occurs. If d<n> is filtered with a digital 
lowpass filter with a cutoff frequency of wtr, aliasing 
distortion can be avoided. It is obvious from equation 
<28> that the filter must have a gain of unity, since the 
factor 1/M corrects the amplitude for the new sampling 
rate. The output samples y<n> no longer represent s<t>, 
but rather a new signal y<t>, which is a lowpass filtered 
version of s<t>. Figure <21> shows a block diagram 
representation of decimation. A frequency domain 
description of this process is given in Appendix C for 
the special case where r = 2T. To summarize the process 
of decimation, first digitally lowpass filter with a 
cutoff frequency of half the new sample rate, then skip 
every M-1 points. 
Figure <22> shows a block diagram representation of 
a process which is opposite that of decimation; this is 
called interpolation. Figure <23> shows a block diagram 
representation of these two processes combined. 
d<n> DIGITAL 
------> LOWPASS FILTER 
.33 
v<n> DECREASE 




Figure <21>. Block diagram representation of decimation. 
d<n> INCREASE 
------> SAMPLING RATE 
BY L 
c<n> DIGITAL 
-----> LOWPASS FILTER 










v<n> DECREASE y<n> 
----> SAMPLING > 
RATE BY M 
Figure <23>. Block diagram representation of sampling 
rate increase by a factor of L/M. 
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Interpolation 
Since we also wish to increase the sampling rate by 
an integer factor L, we 
corresponding to samples 
must compute 
of s<t> taken 
a new sequence 
with period r = 
T/L, i.e., 
y<n> = s<nr> = s<nT/L). -m < n < m (31) 
Since the sequence dCn> provides samples of the desired 
sequence only at intervals of L samples at the new 
sampling rate, the remaining samples must be filled in by 
interpolation. In other words, y<n> = d(n/L) for n = O, 
±L, ±2L, etc., but we must fill in the unknown samples 
for all other values of n by an interpolation process. 
To see how this can be done using a digital filter, 
consider the sequence 
c<n> = d(n/L), 
= o, 
n = o, ±L, ±2L, • • • 
otherwise. 
The z transform of c<n> is from equation <23) 
L 
C<z> = D<z >. 
(32) 
(33) 
The Fourier transform of c<n> is found by replacing z 
with expCjnrl in equation <33> above. 
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jnr jQrL jQT 
C<e > = D<e > = D<e > (34) 
Thus CCexpCjQrJ> is periodic with period 2n/T = 2nl<rL>, 
rather than with period 2n/r as is the case in general 
for sequences associated with a sampling period r. In 
order to obtain the sequence y<n> from the sequence c<n>, 
we, must ensure that 
jQr 1 
Y<e > = S(jQ) -n/r :! n :! n/r (35) 
r 
assuming equation <B> is satisfied. If these conditions 
are met, then it is clear that what is required is that 
the images of S(jQ) in C<expCjnrJ> must be removed by a 
digital lowpass filter that rejects all frequency 
components in the range n/T :! n :! n/r. Moreover, to 
ensure that the amplitude is correct . for the sampling 
interval r, the gain of the filter must be L = T/r. That 




= H<e > C<e > 
jQr jnT 
= H<e > D<e >, 
and using equation <B> we arrive at our desired result 
jnr 1 Jnr 





Thus, in order that Y<expCjnrJ> = S<jn>tr for n s w/r we 
require that 
Jnr 
H<e > = L -11'/T i n S 11'/T (38) 
= 0 otherwise 
where H<expCJnrJ> is periodic with period 2w/r. Thus the 
ideal interpolation scheme for increasing the sampling 
rate requires the creation of a sequence of L - 1 
zero-valued samples between each value of the original 
sequence, which is then filtered with an ideal lowpass 
filter as in equation (38). 
Figure <22> shows a block diagram representation of 
interpolation. A frequency domain description of this 
process is illustrated in Appendix D for the special case 
where r = T/3. To summarize the process of 
interpolation, first pad with zeroes every L-1 points, 
then digitally lowpass filter with a cutoff frequency of 
half the old sample rate. 
Interpolation and Decimation 
It is readily seen that samples corresponding to a 
sampling period 
I 
of r = MT/L can be obtained by a 
combination of interpolation by a factor L, followed by 
decimation by a factor M. By suitable choice of the 
integers M and L, we can approach arbitrarily close to 
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any desired ratio of sampling rates. If M < L, there is 
a net increase in the sampling rate; the lowpass filter 
must have a cutoff frequency and gain given by equation 
(38). If M > L, there is a net decrease in the sampling 
rate; the lowpass filter must have a gain of L but a 
cutoff frequency of n/r. The resulting output sequence 
y<n> will correspond to samples of a lowpass filtered 
version of the original continuous time signal s<t>. 
Figure <23> shows a block diagram representation of 
interpolation followed by decimation. By combining 
figures <22> and <21>, we observe that a single lowpass 
filter suffices for both the interpolation and decimation 
filter. This is depicted in Figure <23>. 
The figures given in Appendix E illustrate this 
process for T = (2/3)T. Figure <E-1<a>> shows the 
Fourier transform of the original sequence d<n>. Figure 
<E-1<b>> shows the Fourier transform of the intermediate 








rate of v<n> by 
n = o, ±3, ±6, • • • 
otherwise 
filter having a gain of 3 and a 
The result of reducing the 
a factor of 2 is shown in Figure 
<E-1 <c> >. This process represents a non-integer net 
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increase in the sampling rate. To summarize the process 
of interpolation followed by decimation, first we pad 
with zeroes every L-1 points, then we digitally lowpass 
filter, and then we skip every M-1 points. The digital 
lowpass filter will have a cutoff . frequency of half the 
new sampling rate and a gain of L if the new sampling 
rate is less than the old sampling rate. The digital 
lowpass filter will have a cutoff frequency of half the 
old sampling rate and a gain of L if the new sampling 
rate is greater than the old sampling rate. 
For our case we have an L/M factor of 1.3 = T/T. If 
we choose L = 13 and M = 10 we obtain our desired 
result. However, due to memory limitations on our 
computer and for illustrative purposes, we will work with 
an L/M ratio of 3/2 throughout the rest of this paper. 
The digital signal processing approach to 
interpolation has a real time application. A real time 
application is one in which the data can be processed at 
the rate at which it comes in, and does not need to be 
stored for future use. Recall that for the ideal 
interpolator, all of the data · had to be stored first. 
Since an entire fil~ of digitized data is needed to 
I 
calculate one new point, this ideal method is not for 
real time us~. 
DIGITAL LOWPASS FILTER DESIGN 
It was previously stated that the process of 
changing the sampling rate requires a lowpass filter. 
Since it is impossible to realize the ideal lowpass 
filter that is required for exact results, we must 
consider digital filters that approximate this ideal 
behavior. An extremely important consideration in the 
implementation of decimators and interpolators is the 
choice of the type of lowpass filter. For these systems, 
a significant savings in computation over alternative 
filter types can be obtained by using finite impulse 
response <FIR> filters in a standard direct form 
implementation. The savings in computations for FIR 
filters is due to the observation that for decimators 
only one of each M output samples needs to be calculated, 
while for interpolators, L - 1 out of every L samples of 
the input are zero valued, and therefore do not affect 
the computation. These facts cannot be fully exploited 
using infinite impulse response fI IR> filters. 
Assuming that I the required filtering is being 
performed using FIR filters, then for large changes in 
the sampling _rate (i.e., large M for decimators, or large 
L for interpolators> it has been shown (Schafer and 
39 
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Rabiner 1973> that it is more efficient to reduce 
<increase> the sampling rate with a series of decimation 
(interpolation> stages than to make the entire rate 
reduction with one stage. In this way the sampling rate 
is reduced (increased> gradually resulting in much less 
severe filtering requirements on the lowpass filters at 
each stage. 
The way in which a digital lowpass FIR filter is 
designed is as follows. First choose the number of 
points for the filter. Then select the passband and 
stopband as well as the ripple ratios for both bands. 
After evaluating the design by observing the frequency 
response, redesign the filter if necessary. 
Because of memory limitations on our computer, we 
will assume an L/M ratio of 1.5 which corresponds to L = 
3 and M - 2. Several digital lowpass filter impulse 
responses are shown in figures <24-32>. Each frequency 
response is offset by 50 dB, i.e., 0 dB corresponds to 
what is labeled as -50 dB. The lowpass filters are 
designed to filter a signal with a sampling rate of 24 
KHz which equals L times our original sampling frequency 
of 8 KHz. 
Figure <24> shows the frequency response on a log 
scale of a 128-point lowpass FIR filter with passband 
cutoff frequency of 3.84 KHz, stopband cutoff frequency 
41 
of 4 KHz, and a ripple ratio of 1. The output listing 
for the design of the 128-point optimal lowpass filter is 
given in Appendix F. The software realization 
<structure> of this digital filter is given in Figure 
<25>. The impulse response has the z~transform 
N-1 -n 
H<z> = J: h<n>z 
n=O ' 
(39) 
where N is the number of points for the filter. The 
frequencies corresponding to the band edges are 
normalized, or scaled by the new sampling frequency of 24 
KHz, in the appendix. 
Figure <26> shows the frequency response of a 
128-point lowpass FIR filter with passband cutoff 
frequency of 3.6 KHz, stopband cutoff frequency of 4 KHz, 
and a ripple ratio of 1. The output listing for Figura 
<26> is given in Appendix G. The software realization of 
this digital filter is given in Figure <27>. Note the 
significant difference between figures <24> and <26>. 
Although they both have the same number of points, the 
one with the wider transition band has more attenuation 
I 
in the stop band. Note that the only difference in their 
software or hardware realizations, is the respective 
difference in -their coefficient•. 
42 
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Figure <24>. ILS frequency response of a 128-point 
optimal digital lowpass filter with a 












H < 128 > =H < 1 > 
v<n> 
Figure <23>. Digital filter structure of a 128-point 
optimal digital lowpass filter with a 
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Figure <26>. - ILS frequency response of a 128-point 
optimal digital lowpass filter with a 











H < 129 > -=H < 1 > 
v<n> 
Figure <27>. Dig~tal filter structure of a 128-paint 
optimal digital lowpass filter with • 
cutoff frequency of 3.6 KHz. 
) 
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The software realization of the filters can be 
of delays 
Hardware 
accomplished with hardware as well. The number 
would represent the number of shift registers. 
multipliers and adders would be required also. The 
hardware configuration should only .be used to satisfy a 
real time constraint. Otherwise a software realization 
may be used, which is less costly. 
Figure <28> shows the frequency response of a 
64-point lowpass FIR filter with passband cutoff 
frequency of 3.84 KHz, stopband cutoff frequency of 4 
KHz, and a ripple ratio of 1. This is an inferior filter 
and is only presented as an example of an FIR filter that 
should not be used. 
Figure <29> shows the frequency response of a 
64-point lowpass FIR filter with passband cutoff 
frequency of 3.6 KHz, stopband cutoff frequency of 4 KHz, 
and a ripple ratio of 1. The output listing for the 
design of the 64-point optimal lowpass filter is given in 
Appendix H. The software realization of this digital 
filter is given in Figure <30>. Note the significant 
difference between figures <28> ·and <29>. Once again by 
widening the transition band, we achieve more attenuation 
in the stop band. Note also the ringing in the passbands 
in figures <24> and <28>. It is clear from figures <26> 
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Figure <28>. ILS frequency response of a 64-point 
optimal digital lcwpass filter with a 
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Figure <29>. ILS frequency response of a 64-point 
optimal digital lowpass filter with a 
cutoff frequency of 3.6 KHz. 












Figure <30>. Digital filter structure cf a 64-pcint 
optimal digital lowpass filter with • 
cutoff frequency cf 3.6 KHz. 
47 
and <29>, there is less ringing in the passband given a 
wider transition band. 
Figure <31> shows the frequency response of a 
96-point lowpass FIR filter with passband cutoff 
frequency of 3.6 KHz ,stopband cutoff frequency of 4 KHz, 
and a ripple ratio of 1. The output listing for the 
design of the 96-point optimal lowpass 
Appendix I. The software realization 
filter is given in Figure <32>. 
filter is given in 
of this digital 
It should be obvious that the 
filter has, the more attenuation 
also should be apparent that the 
more points a digital 
in the stop band. It 
wider the transition 
band, the attenuation in the stop band 
than for a narrower transition band. 
will be greater 
Also we will have 
less ringing for the wider transition band. 
designs were produced by a program for the 
The previous 
design of 
linear phase finite impulse response <FIR> filters using 
the Remez exchange algorithm <Gold and Rabiner 1975). 
For linear phase digital filters, signals falling 
entirely in the passband will be reproduced with a delay 
equal to the slope of the phase curve, which is a 
constant. 
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Figure <31>. ILS frequency response of a 96-point 
optimal digital lowpass filter with a 













Figure <32>. Digital filter structure of a 96-point 
optimal digital lowpass filter with • 
cutoff frequency of 3.6 KHz. 
v<n> 
REAL WORLD APPLICATIONS 
For the purpose of this paper the optimal lowpass 
filter corresponding to figures <31> and <32> was used to 
filter the interpolated signal CL = 3) previously 
discussed. This filter was chosen as a compromise 
between the 64-point filter and the 128-point filter, 
mainly because it was more efficient than the 64-point 
filter and required fewer multiplications than the 
128-point filter. In other words the overall differences 
in the responses between figures <31> and <26> were not 
significant enough to justify using the 128-point 
filter. 
The frequency spectrum of a filtered signal is shown 
in Figure <33>. This corresponds to v<n> in Figure <23>; 
the digital filter used is given in Figure <32>. The 
d<n> in Figure <23> comes from the sample data file given 
in Figure <14>. Note the filter did as expected. The 
frequency spectrum of the decimated signal <M = 2> is 
given in Figure <34> along with its time domain 
I 
realization in Figure <35>. This corresponds to y<n> in 
Figure <23>. Figure <35> is reduced by a factor of 3 in 
comparison to Figure <17> which is the ideal interpolated 
signal. Note that figures <19> and <34> are very similar 
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so 
STARTING FRAME = 1, NUMBER OF FRAMES • IS 
MAGNITUDE 




Figure <33>. ILS 3-D frequency spectrum consisting of 
45 frames of data from the interpolat•d 
word "hi." This corresponds to a sampling 
frequency change from 8 KHz to 24 KHz. 
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STARTING FRAME = 31, NUMBER OF FRAMES = 15 
MAGNITUDE 
2500 5000 7..500 
FREQUENCY <HZ> 
FiQure <33>. <Continued> 
S2 
STARTING FRAME = 1, NUMBER OF FRAMES = 23 
MAGNITUDE 
IME 
1000 2000 3000 . 4000 5000 6000 
FREQUENCY <HZ> 
Figure <34>. ILS 3-D frequency spectrum consisting of 
23 frames of data from the interpolated 
and decimated word "hi." 




--- - -~~G = O.O .SEC MID = . • 2453 SEC END = .4907 SEC 
Figure <3~>. ILS sample data fila consisting of 23 
frames of data from the interpolated 
and decimated word "hi." This correspond• 
ta a sampling frequency of 12 KHz. 
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despite the reduction in gain. After listening to Figure 
<35> it became apparent that it was a reasonable 
representation of the word "hi." 
To further elaborate on the point of the necessity 
to include a digital filter after . interpolating, we will 
not include it and see what happens. This is the same as 
saying we will not include the digital filter before 
decimating. One should refer to Figure <23> at this 
time. We will use L = 3 and M = 2 for this discussion, 
as we did in the example above. Figure <36> shows the 
frequency spectrum of c<n> from Figure <23> which 
illustrates aliasing. A comparison of figures <36> and 
<33> should help one get the point. The data d<n> from 
Figure <14> is the same; the only thing that has changed 
is the lack of a filter. This aliased signal is then 
decimated and its frequency spectrum. is displayed in 
Figure <37>. A comparison of figures <37> and <34> 
should make it clear that a filter is indeed necessary. 
As a final example we will look at a sinusoid of 
frequency 1 KHz to be interpolated and decimated as 
above. This 
frequencies 
is useful because speech is made up of many 
I 
and it is simpler to look at just one 
frequency. Figure <38> shows the frequency spectrum of a 
1 KHz sine wave sampled at 8 KHz which corresponds to 
dCn> in Figure < 1 >. The frequency spectrum of the 
:54 
STARTING FRAME = 1, NUMBER OF FRAMES = 15 
MAGNITUDE 
~~~~~2~5t~~o~-. -.no ......... o~o--~;-5-oo---~-10-,o-oo~----7> 
FREQUENCY <HZ> 
STARTING FRAME = 16, NUMBER OF FRAMES = 1S 
MAGNITUDE 
Figure <36>. ILS 3-D frequency spectrum consisting of 
4S frames of data from the interpolated 
and aliased word "hi." This correspond• 
to a sampling frequency of 24 KHz. 
STARTING FRAME = 31, NUMBER OF FRAMES = 1S 
MAGNITUDE 
2500 5.000 .7..500 
FREQUENCY <HZ> 
Figure <36>. <Continued> 
STARTING FRAME = 1, NUMBER OF FRAMES - 23 
MAGNITUDE 
1000 2000 3000 . 4000 5000 
FREQUENCY <HZ> 
Figure <37>. ILS 3-D frequency spectrum consisting of 
23 frames of data from the interpolated, 
decimated, and aliased word "hi." This 
yields a sampling frequency of 12 KHz. 







Figure <3B>. ILS 3-D frequency spectrum consisting of 
S frames of data from a 1 KHz sine wav•. 
This signal was not filtered by the analog 
lowpass filter given in Figure <1>. 
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interpolated signal c<n> from Figure <23> is shown in 
Figure <39>. This aliased signal is then decimated and 
its frequency spectrum is displayed in Figure <40>. We 
have only made it appear that our original signal was 
sampled at 12 KHz instead of 8 KHz, therefore any 
frequencies other than 1 KHz should not be present in 
Figure <40>. By filtering Figure <39> using the 96-point 
optimal digital lowpass filter discussed above, we 
achieve the following results. The resulting frequency 
spectrum of y<n> from 
<42>. This corresponds 
Figure <23> is shown in Figure 
to the decimation of v<n> from 
Figure <23>; the 
Figure <41>. A 
frequency spectrum of v<n> is given in 
comparison of figures <42> and <40> 
should make it obvious that the filter was necessary. 
A final test of the ideal interpolator from equation 
<17> and the program given in Appendix B was made. The 
sine wave above was fed into our ideal interpolator and 
the resulting frequency spectrum of the output is 
displayed in Figure <43>. Compare figures <43>, <42>, 
and <38). Note that a requirement on the interpolation 
filter is that the values of the output at the original 
sampling times be the same as the original samples. 
Since part of equation (17> is the impulse response of an 
ideal lowpass filter, it is easily proven as an exercise 
that this requirement is satisfied. 
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STARTING FRAME = 1, NUMBER OF FRAMES - 6 
MAGNITUDE 
2500 500{) 7.BDO 
FREQUENCY CHZ> 
Figure <39>. ILS 3-D frequency -spectrum consisting of 
6 frames of data from the interpolated and 
aliased 1 KHz sine wave. 




Figure <40>. ILS 3-D frequency spectrum consisting of 
3 frames of data from the interpolated, 
decimated, and aliased 1 KHz sine wave. 
S9 
STARTING FRAME • 1, NUMBER OF FRAMES • 6 
MAGNITUDE 
v 2.fiOO fil>Ou 7.500 
FREQUENCY <HZ> 
Figure <41>. ILS 3-D frequency spectrum consisting of 
6 frames of data from the interpolated 
and filtered 1 KHz sine wave. 
STARTING FRAME = 1, NUMBER OF FRAMES • 3 
MAGNITUDE 
Figure <42>. 
3000 4000 6000 . 6000 
<HZ> 
ILS 3-D frequency spectrum consisting of 
3 frames of data from the interpolated, 
filtered, and decimated 1 KHz sine wav•. 
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STARTING FRAME = 1, NUMBER OF FRAMES • 2 
MAGNITUDE 
1000 2000 3000 4000 5000 6000 
FREQUENCY <HZ> 
Figure <43>. - ILS 3-D frequency spectrum consisting of 2 
frames of data from the interpolated (ideal) 
1 KHz sine wave. This corresponds ta • 
sampling frequency change from B KHz ta 
12 KHz. 
SUMMARY 
The ideal interpolator yields theoretically the best 
results for sampling rate conversion, but it is much too 
time-consuming and represents a noncausal system. In 
other words, all the values of d<n> must be available 
before it can be used. Also a truncation of the sine 
function is recommended to decrease computer run time. 
The word "ideal" is used in the sense that, given other 
forms of interpolation, the most accurate results are 
achieved by using the interpolation formula. 
In this paper the process of interpolation as a 




has involved frequency domain 
of the interpolation process and design 
digital interpolation filters. This 
approach 
digital 
was taken because it is the most reasonable for 
signal processing applications where it is 
necessary to either raise or lower the sampling rate of a 
signal. We have argued that linear phase FIR filters 
have many attractive features for discrete-time 
interpolation and have shown how they may be efficiently 
utilized. We discussed optimum lowpass FIR filters that 
were designed by linear programming. 
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The best that we could hope for by using either one 
of these methods would be to approximate our original 
time domain signal. Even though the ideal method is the 
way to achieve our desired result, it has no real time 
application. Therefore if we are given a real time 
constraint, we are left with no choice but to use a 
digital signal processing approach. However, if we could 
sample our signal at the rate required, there would be no 
need for sampling rate conversion. 
The ideal approach to interpolation involves an 
enormous calculating process. The interpolation or 
decimation method requires no calculating other than the 
operations involved in digital filtering. If very 
accurate results are required for a given sampling rate 
conversion process, the ideal method is the one to use. 
However, if the requirement is le~s stringent, the 
traditional method is the way to go. 
It is apparent that what sampling rate conversion 
involves for this paper is the following. We take an 
analog signal and sample it at 8 KHz. Thru two methods, 
either the ideal or the traditional, we make the 
I 
digitized signal appear that it was sampled at a higher 
rate than it actually was. The ideal method is strictly 
a software approach. The traditional method may be 
















Figure <A-1>. Schematic of anti-aliasing lowpass filter. 
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APPENDIX B 
program speint !Speech Interpolation Program 
integer*2 DTARR<6144>,DARR<4096> !Darr is 15 X 256 
!Dtarr is 23 X 256 




!wd3. contains speech data to be interpolated 
WRITE<S,1000) 
1000 FORMAT<1X,• SPEINT -- START•> 
CALL ASNLUN<3,'ZY•,o,IDS> !Pdp-11 code necessary 
! for Adac board 
IF <IDS.NE.1>STOP •cANNOT ASSIGN A LUN FOR DAC' 
do 100 i=0,15 
100 read<1,rec=<i+1>> <darr<i*256+j),j=1,256)!read data 
! from wd3. 
close<1> 
dtarr<61)=0 !ILS software requirement, states it 
dtarr<62>=12000 !is a sample data file at 12 KHz 
dtarr<63>=-32000 
DO 300 M=0,5887 
DO 200 N=0,3839 
QUANT=M*0.66666667-N !States we are going from 
!8 KHz to 12 KHz 
IF<ABSCQUANT>.GT.10.>GOTO 200 !Truncation of sine 














!wd4. will contain new data 
do 600 i=0,23 




CALL AOTW<DTARR<65>,5888,0,3,ISB,,,IDS>!Listen to 
!the new data 
T1=SECNDS<O.O> 
400 DELTA=SECNDS<T1> 
IF<DELTA.LE.2>GOTO 400 !Wait 2 seconds and then 




Figure <B-1>. Fortran listing of the ideal interpolator 
with the sampling frequency change from 
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Figure <C-1>. Sampling rate reduction er = 2Tl. 
<a> Fourier transform of original sequence 
d<n>. (b) Fourier transform of sequence 
y < n > = d < 2n > show i ng a 1 i as i ng. < c > Fourier 
transform obtained after sampling rate 
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Figure <D-1>. Sampling rate increase Cr = T/3l. 
<a> Fourier transform of sequences d<n> 
and c<n>. <b> Fourier transform af 
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Figure <E-1>. Sampling rate change by noninteger factor 
c..- = (2/3) Tl. <a> Fourier transform of 
d<n> and c<n>. (b) Fourier transform for 
increase of sampling rate by a factor of 
3. <c> Fourier transform after sampling 





Finite Impulse Response <FIR> 
Linear Phase Digital Filter Design 
Remez Exchange Algorithm 
Bandpass Filter 
Filter Length = 128 
******************* Impulse Response ********************* 
<Outputs> 
H< 1) = 0.720000SOE-02 = H < 128> 
H< 2) = 0.3964871SE-01 = H < 127> 
H< 3) = -O.S3018SSSE-02 = H < 126) 
H< 4) = -0.15656166E-02 = H < 125> 
H< 5) = -0.42230524E-02 = H < 124> 
H< 6) = -0.13862662E-02 = H < 123) 
H< 7) = 0.27050301E-02 = H < 122> 
H< 8) = 0.43905787E-02 = H < 121 > 
H< 9) = 0.1801874SE-02 = H < 120> 
H< 10> = -0.2706177SE-02 = H < 119> 
H < 11 > = -0.47788918E-02 = H < 118) 
H< 12> = -0.22357479E-02 = H < 117> 
H <13) = 0.2674784SE-02 = H < 116) 
H< 14> = 0.52010491E-02 = H < 115> 
H <15> = 0.27181171E-02 = H < 114> 
H< 16> = -0. 26029237.E-02 = H < 113> 
H < 17> = -0.56508482E-02 = H < 112> 
H< 18> = -0.3261860SE-02 = H<111> 
H<19> = 0.24951510E-02 = H < 110> 
H<20> = 0.61225966E-02 = H < 109) 
H<21) = 0.38875788E-02 = H < 108) 
H<22> = -0.23466051E-02 = H < 107) 
H<23> = -0.66319667E-02 = H < 106) 
H<24> = -0.45868307E-02 = H < 105> 
H<2S> = 0.21342784E-02 = H < 104) 
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H<26> = 0.71703643E-02 = H < 103) 
H<27> = 0.53940602E-02 = H < 102> 
H<28> = -0.18780157E-02 = H < 101 > 
H<29> = -0.77677779E-02 = H < 100) 
H<30> = -0.63108914E-02 = H< 99) 
H<31> = 0.15442558E-02 = H< 98) 
H<32> = 0.84381662E-02 = H< 97) 
H<33> = 0.74020140E-02 = H< 96) 
H<34> = -0.11330321E~02 = H< 95) 
H<3S> = -0.920BB617E-02 = H< 94) 
H<36) = -0.86993091E-02 = H< 93) 
H<37> = 0.56590140E-03 = H< 92) 
H<38> = 0.10034498E-01 = H< 91) 
H<39> = 0.10212734E-01 = H< 90) 
H<40> = 0.12090B02E-03 = H< 89) 
H<41> = -0.11036772E-01 = H< BB> 
H<42> = -0.1211BOOBE-01 = H< 87) 
H<43> = -0.10501035E-02 = H< 86) 
H<44> = 0.12252860E-01 = H< BS> 
H<45> = 0.14554828E-01 = H< B4> 
H<46) = 0.22B42959E-02 = H< 83) 
H<47> = -0.13B21039E-01 = H< 82) 
H<48> = -0.177B1440E-01 = H< 81) 
H<49> = -0.39729103E-02 = HC 80) 
H<50) = 0.1589B742E-01 = H< 79) 
H<51 > = 0.22316540E-01 = H< 78) 
H<S2> = 0.65303948E-02 = H< 77) 
H<53> = -0.18967714E-01 = H< 76) 
H<54> = -0.2934697BE-01 = H< 75) 
H<55> = -0.10607554E-01 = H< 74> 
H<56) = 0.24037506E-01 = H< 73) 
H<57> = 0.41730236E-01 = H< 72) 
HC58) = 0.1B47426BE-01 = H< 71) 
H<59> = -0.34441479E-01 = H< 70) 
H<60> = -0.70287593E-01 = H< 69) 
H<61> = -0.39563093E-01 = H< 6B> 
H<62> = 0.6931585BE-01 = H< 67) 
H<63> = 0.21205766E+OO = H< 66) 
H<64> = 0.31251B54E+OO = H< 65) 
I Band 1 
Band 2 
Lower Band Edge <Input> 0.000000000 0.166666672 
Upper Band Edge <Input> 0.159999996 0.500000000 
Desired Value <Input> 1.000000000 0.000000000 
Weighting <Input> 1.000000000 1.000000000 
Deviation <Output> 0.077127427 0.077127427 





































































Figure <F-1>. The output listing for the design of a 
128-point optimal lowpass filter with a 
passband cutoff frequency of 3.84 KHz. 
APPENDIX G 
********************************************************** 
Finite Impulse Response <FIR> 
Linear Phase Digital Filter Design 
Remez Exchange Algorithm 
Bandpass Filter 
Filter Length - 128 
******************* Impulse Response ********************* 
H< 1 > -
H< 2> -
H< 3) = 
H< 4> -
H< 5) = 
H< 6> = 
HC 7> = 
H< B> = 
H< 9> = 
H < 10) -
H<11> -
H < 12> -
H < 13> = 
H < 14> = 
H < 15> = 
H < 16> -
H < 17> = 
H<1B> = 








0.18834770E-02 = HC128> 
-0.33349791E-02 = H<127) 
-0.23643537E-02 = H<126> 
-0.11174451E-02 = HC125> 
0.49339421E-03 = H<124> 
0.14702850E-02 - H<123> 
0.98227523E-03 = H<122> 
-0.61097322E-03 = H<121> 
-0.18620940E-02 = HC120> 
-0.14801768E-02 = H<119> 
0.39430941E-03 - H<118) 
0.21324293E-02 - H<l17> 
0.20230906E-02 = HC116) 
-0.6788130SE-04 = H<115> 
-0.23573400E-02 = H<114> 
-0.26470968E-02 = H<113> 
-0.40684361E~03 = H<112> 
0.24981566E-02 = H<111> 
0.33353779E-02 = H<110> 
0.10459051E-02 - HC109) 
-0.2521766BE-02 = H<10S> 
-0.40689609E-02 = H<107> 
-0.18651560E-02 = H<106> 
0.23864BSOE-02 = HC10~) 
0.48201173E-02 = H<104> 
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H<26> = 0.28775646E-02 = H < 103> 
H<27> = -0.20466691E-02 = H < 102> 
H<28> - -0.55545997E-02 = H < 101 > 
H<29> = -0.41017337E-02 = H < 100) 
H<30) = 0.14651457E-02 = H< 99) 
H<31> = 0.62344517E-02 = H< 
H<32> = 0.55326489E-02 = H< 
H<33) = -0.57503849E-03 = H< 
H<34> = -0.68097743E-02 = H< 
H<3S> = -0.71848175E-02 = H< 
H<36) = -0.6787986SE-03 = H< 
H<37> = 0.72219488E-02 = H< 
H<38) = 0.90663200E-02 = H< 
H<39) = 0.2375S20SE-02 = H< 
H<40> = -0.73992084E-02 = H< 
H<41> - -0.11194193E-01 = H< 
H<42> = -0.46199448E-02 = H< 
H<43) = 0.72528827E-02 = H< 
H<44> = 0.13609346E-01 = H< 
H<4S> = 0.75756209E-02 = H< 
HC46> = -0.66547184E-02 = H< 
H<47> = -0.16391627E-01 
H<48> = -0.11512534E-01 
H<49> = 0.54122517E-02 
H<50> = 0.19718772E-01 
H<51> = 0.16946994E-01 
H<52> = -0.31643221E-02 
H<53) = -0.23979904E-01 
H<54> = -0.24982458E-01 
H<5S> = -0.85686892E-03 
HC56) = 0.30178985E-01 
H<57> = 0.38535491E-01 
H<SB> = 0.88099334E-02 
H<59> = -0.41589931E-01 
HC60) = -0.68353869E-01 
H<61> = -0.30246161E-01 
H<62> = 0.77359237E-01 
H<63) = 0.21140675E+OO 
HC64> = 0.30374849E+OO 
Lower Band Edge <Input> 
Upper Band Edge <Input> 







0.007617329 Deviation <Output> 
































































































































Figure <G-1>. The output listing for the design of a 
128-point optimal lowpass filter with a 
passband cutoff frequency of 3.6 KHz. 
APPENDIX H 
********************************************************** 
Finite Impulse Response <FIR> 
Linear Phase Digital Filter Design 
Remez Exchange Algorithm 
Bandpass Filter 
Filter Length = 64 
******************* Impulse Response ********************* 
<Outputs> 
H< 1) = 0.74504730E-02 = H< 64) 
H< 2) = -0.28126676E-01 = H< 63) 
H< 3) = -0.11643004E-01 = H< 62) 
H< 4) = -0.18916838E-02 = H< 61) 
H< 5) = 0.61140060E-02 = H< 60) 
H< 6) = 0.80728475E-02 = H< 59) 
H< 7) = 0.21365415E-02 = H< 58) 
H< 8) = -0.67540444E-02 = H< 57) 
H< 9) = -0.10288458E-01 = H< 56) 
H < 10) = -0.42830240E-02 = H< 55) 
H<11> = 0.67607965E-02 = H< 54) 
H<12> = 0.12776444E-01 = H< 53) 
H< 13> = 0.71570855E-02 = H< 52) 
H< 14> = -0.63193366E-02 = H< 51) 
H < 15) = -0.15658436E-01 = H< 50) 
H< 16> = -0.11059470E-01 = H< 49) 
H<17> = 0.52172113E-02 = H< 48) 
H< 18> = 0.19110391E-01 = H< 47) 
H < 19) = 0.16495695E-01 = H< 46) 
H<20> = -0.30894130E-02 = H< 45) 
H<21> = -0.23517225E~01 = H< 44) 
H<22) = -0.24583898E-01 = H< 43) 
H<23) = -0.84665790E-03 = H< 42) 
H<24) = 0.29861342E-01 = H< 41) 
H<25> = 0.38224306E-01 = H< 40) 
H<26> = 0.87616295E-02 = H< 39) 
H<27> = -0.41403253E-01 = H< 38) 
H<2B> = -0.68151660E-01 = H< 37) 





0.77285923E-01 = H< 35) 
0.21133584E+OO = H< 34> 
0.30373603E+OO = HC 33> 
Lower Band Edge <Input> 
Upper Band Edge <Input> 







0.054628067 Deviation <Output> 











































Figure <H-1>. The output listing for the design of a 
64-point optimal lowpass filter with a 
passband cutoff frequency of 3.6 KHz. 
APPENDIX I 
********************************************************** 
Finite Impulse Response <FIR> 
Linear Phase Digital Filter Design 
Remez Exchange Algorithm 
Bandpass Filter 
Filter Length = 96 
******************* Impulse Response ********************* 
<Outputs> 
H< 1) = -0.38600906E-02 = H< 96) 
H< 2> = 0.96086729E-02 = H< 95) 
H< 3) = 0.53189965E-02 = H< 94) 
H< 4) = 0.17424440E-02 = H< 93) 
H< 5) = -0.18481873E-02 = H< 92) 
H< 6) = -0.33950508E-02 = H< 91) 
H< 7) = -0.15942287E-02 = H< 90) 
H< 8) = 0.20885803E-02 = H< 89) 
. H < 9) = 0.42520692E-02 = H< 88) 
H< 10) = 0.25697662E-02 = H< 87> 
H < 11 > = -0.18264409E-02 = H< 86) 
H ( 12> = -0.50079413E-02 = H< SS> 
H < 13> = -0.37291246E-02 = H< 84) 
H < 14> = 0.13291342E-02 = H< 83) 
H<15) = 0.57288394E-02 = H< 82) 
H< 16> = 0.51204623E-02 = H< 81) 
H<17> = -0.52558631E-03 = H< 80) 
H< 18> = -0.63587772E-02 = H< 79) 
H< 19> = -0.67507848E-02 = H< 78) 
H<20> = -0.65166876E-03 = H< 77> 
H <21> = 0.68338481E~o2 = H< 76) 
H<22> = 0.86270338E-02 = H< 75) 
H<23) = 0.22785300E-02 = H< 74> 
H<24> = -0.70891012E-02 = H< 73) 
H<2S> = -0.10777860E-01 = H< 72) 
H<26> = -0.44740206E-02 = H< 71> 
H<27> = 0.70188022E-02 = H< 70) 
H<2B> = 0.13224982E-01 = H< 69) 
H<29) = 0.73887426E-02 = H< 68) 
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H<30> = -0.65026297E-02 = H< 67) 
H<31> = -0.160SOS94E-01 = H< 66) 
H<32> = -0.1132197SE-01 = H< 65) 
H<33> = O.S3131077E-02 = H< 64) 
H<34> = 0.19448074E-01 = H< 63) 
H<3S> = 0.16752219E-01 = HC 62) 
H<36> = -0.31247346E-02 = H< 61) 
H<37> = -0.23766687E-01 = H< 60) 
H<3B> = -0.24807243E-01 = H< 59) 
H<39> = -0.85693604E-03 = H< 58) 
H<40> = 0.30035503E-01 = H< 57) 
H<41> = 0.38400363E-01 = H< 56) 
HC42) = 0.87917568E-02 = H< SS> 
HC43) = -0.41507050E-01 = HC 54> 
H<44> = -0.68267919E-01 = H< 53) 
HC4S> = -0.30226845E-01 = H< 52) 
H<46) = 0.77325583E-01 = H< 51) 
HC47) - 0.21137787E+OO = H< SO> 
H<48) = 0.30374867E+OO = H< 49) 
Band 1 Band 2 
Lower Band Edge <Input> 0.000000000 0.166666672 
Upper Band Edge <Input> 0.150000006 0.500000000 
Desired Value <Input> 1.000000000 0.000000000 
Weighting <Input> 1.000000000 1.000000000 
Deviation <Output> 0.020005416 0.020005416 
Deviation in DB -33.977008820 -33.977008820 



















































Figure <I-1>. The output listing for the design of • 
96-point optimal lowpass filter with a 
passband cutoff frequency of 3.6 KHz. 
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