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Abstract: In negatively curved field spaces, inflation can be realised even in steep po-
tentials. Hyperinflation invokes the ‘centrifugal force’ of a field orbiting the hyperbolic
plane to sustain inflation. We generalise hyperinflation by showing that it can be realised
in models with any number of fields (Nf ≥ 2), and in broad classes of potentials that,
in particular, don’t need to be rotationally symmetric. For example, hyperinflation can
follow a period of radial slow-roll inflation that undergoes geometric destabilisation, yet
this inflationary phase is not identical to the recently proposed scenario of ‘side-tracked
inflation’. We furthermore provide a detailed proof of the attractor mechanism of (the
original and generalised) hyperinflation, and provide a novel set of characteristic, explicit
models. We close by discussing the compatibility of hyperinflation with observations and
the recently much discussed ‘swampland conjectures’. Observationally viable models can be
realised that satisfy either the ‘de Sitter conjecture’ (V ′/V & 1) or the ‘distance conjecture’
(∆φ . 1), but satisfying both simultaneously brings hyperinflation in some tension with
successful reheating after inflation. However, hyperinflation can get much closer to satis-
fying all of these criteria than standard slow-roll inflation. Furthermore, while the original
model is in stark tension with the weak gravity conjecture, generalisations can circumvent
this issue.
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1 Introduction
Inflation is the leading paradigm for explaining the primordial origin of structure in the
universe, and rather simple models of inflation are consistent with all current observations.
In the standard slow-roll paradigm involving a single scalar field φ, accelerated expansion
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is supported when φ evolves slowly in a scalar potential potential, V (φ), that is sufficiently
flat: |V,φ|
V
<
√
2 . (1.1)
Here V,φ = ∂φV and φ is taken to have canonical kinetic terms.1 Throughout this paper
we use natural units where the reduced Planck mass is set to one: MPl = 1/
√
8piG =
2.4 × 1018 GeV = 1. Models of inflation involving multiple fields and non-trivial kinetic
terms can also be consistent with observations, and recently, much effort has been devoted
to elucidating the rich possibilities offered by inflationary theories with geometrically non-
trivial field spaces (cf. e.g. [1–33]). The most well-studied class of such models builds on the
observation that if the coefficients of the kinetic terms become large, even highly featured
potentials can support standard slow-roll inflation [1–6, 9–11, 13–15, 19].
However, non-trivial field space geometries can also support conceptually new realisa-
tions of inflation, that don’t rely on equation (1.1). ‘Hyperinflation’ [16] is a particularly
interesting mechanism for realising inflation when the field space is the hyperbolic plane
with a constant curvature of L  1. Reference [16] showed that if the field initially has
some (field space) angular momentum and the scalar potential is rotationally symmetric,
the radial motion is slowed by an additional centrifugal force, which helps sustain inflation
even in steep potentials.2 In this scenario, equation (1.1) is replaced by the much more
relaxed condition,
3L <
|V,φ|
V
<
1
L
, (1.2)
for the canonically normalised radial field φ.
Reference [17] further developed the perturbation theory of these models, but the frame-
work of hyperinflation is not yet fully developed. In this paper we address the following
important questions:
• The proposal of [16], which was further d applies strictly to a restrictive set of two-
field models in which the field space is the hyperbolic plane, the scalar potential is
rotationally symmetric, and the field is initially displaced far from the origin (so that
the initial angular momentum is large). Are these assumptions required to realise
hyperinflation? If not, how can they be relaxed, and hyperinflation generalised?
• Models of inflation in steep potentials are potentially interesting because they may
not require the same level of tuning as slow-roll models, and may be more easily
compatible with ultraviolet completions of inflation, e.g. into string theory. Recently,
much activity has been devoted to identifying ‘swampland’ criteria that supposedly
delineate the low-energy effective field theories that can be consistently embedded in
quantum gravity. In particular, the ‘de Sitter’ and ‘distance’ conjectures respectively
state that |V,φ| > O(V ) and the total field excursion is bounded from above, ∆φ <
O(1). These conditions, if true, strongly constrain standard slow-roll inflation. Can
hyperinflation be realised in steep potentials with sub-Planckian field excursions? Is
the theory compatible with the proposed ‘swampland conjectures’?
1I.e. L/√−g = − 1
2
∂µφ∂
µφ− V (φ).
2This mechanism generalises the idea of ‘spinflation’ [34].
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To address these questions, we identify a set of conditions on the scalar potential
and its derivatives that must be satisfied by (generalised) models of hyperinflation. We
express these conditions covariantly and show that they can be satisfied in a variety of
models, including those without rotational symmetry, with random interactions, and with
any number of fields (Nf ≥ 2). Moreover, we demonstrate how (generalised) hyperinflation
can be realised without any special conditions on the initial value of the angular momentum
(which is not a conserved quantity in the general case). For example, hyperinflation can
follow a period of slow-roll inflation with small or vanishing angular momentum which then
becomes ‘geometrically destabilised’ [7] by the negative curvature (cf. also [16]). This links
hyperinflation to so-called ‘side-tracked inflation’ recently discussed in [7, 24]: we point
out that while these setups share some similarities, the side-tracked model of [24] does not
realise hyperinflation in either its original or here generalised forms.
We furthermore consider perturbations around the homogeneous solution and provide
the first detailed proof of the attractor nature of hyperinflation, and its generalised versions.
For models with Nf > 2 fields, we show that the dynamics of the perturbations decouples
the adiabatic and first ‘entropic’ mode from the remaining Nf − 2 modes. We note that
this makes the observational predictions rather independent of the number of fields.
Finally, we discuss the status of hyperinflation relative various conjectures regarding the
general properties of effective field theories arising in low-energy limits of consistent theories
of quantum gravity, a.k.a. the ‘swampland program’ [35, 36]. We show that hyperinflation
can be consistent with either the ‘de Sitter conjecture’ or the ‘distance conjecture’, but
struggles to satisfy both conditions simultaneously while also reheating the universe after
inflation. Moreover, the simplest models of hyperinflation considered in [16] are in strong
tension with the weak gravity conjecture [37], but generalisations can be unaffected by this
condition.
2 Hyperbolic geometry and hyperinflation
In this section, we review the mechanism for hyperinflation proposed in [16]. To set our
notation conventions, we begin with a brief reiew of inflation in curved field spaces.
The action governing inflation in curved field spaces is given by
S = 1
2
∫
d4x
√−g
[
R−Gabgµν∂µφa∂νφb − 2V
]
, (2.1)
where Gab is the field space metric. In a Friedmann-Robertson-Walker background, the
equations of motion for a homogeneous background field become
Dtφ˙a + 3Hφ˙a +GabV,b = 0, (2.2)
where the derivative Dt is defined by DtXa = X˙a + Γabcφ˙bXc for any field space vector Xa.
The dynamics of the perturbations around a homogeneous solution in spatially flat
gauge is governed by the second-order action [38–40]:
S2 = 1
2
∫
d3k
(2pi)3
dta3
[
GabDtδφa(k)Dtδφb(−k)−
(
k2
a2
Gab +Mab
)
δφa(k)δφb(−k)
]
, (2.3)
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where Mab is the effective mass matrix given by
Mab = V;ab −Racdbφ˙cφ˙d + (3− ) φ˙aφ˙b
H2
+
φ˙aV,b + V,aφ˙b
H
(2.4)
where V;ab = V,ab − V,cΓcab. The equations of motion for the perturbations are
DtDtδφa + 3HDtδφa + k
2
a2
δφa +Mab δφ
b = 0. (2.5)
One of the novel aspects of inflation in negatively curved spaces is that the second term
can induce a negative mass-squared, leading to geometric destabilisation of inflation attrac-
tors [7]3. In two dimensions, the Riemann tensor always takes the form Rabcd = R(δ
a
cGbd−
δadGbc)/2, and hyperbolic geometry corresponds to constant R = −2/L2.4 More generally,
for an Nf -dimensional hyperbolic geometry, one can show that in an orthonormal basis
(normal coordinates), the Riemann tensors takes the form Rabcd = −(δacδbd − δadδbc)/L2.
Commonly used representations of the metric of the hyperbolic plane include the
Poincare disk model,
ds2 = 4L2
dr2 + r2dθ2
(1− r2)2 , (2.6)
for r < 1, and the non-compact representation,
ds2 = dφ2 + L2 sinh2(φ/L)dθ2 . (2.7)
These are related by the change of radial coordinate φ = L sinh−1(2r/(1− r2)).
2.1 Hyperinflation
The action of a homogeneous background field in the hyperbolic plane can be written as
S =
∫
d4xa3
(
1
2
φ˙2 +
1
2
L2 sinh2(φ/L)θ˙2 − V (φ, θ)
)
. (2.8)
If the scalar potential only depends on the radial coordinate, V = V (φ), the equations of
motion are given by
φ¨+ 3Hφ˙− L sinh(φ/L) cosh(φ/L)θ˙2 = −V,φ (2.9)
θ¨ + 3Hθ˙ +
2
L
coth(φ/L)θ˙φ˙ = 0 . (2.10)
Following [16], we assume that V (φ) has a minimum at φ = 0. For this rotationally
symmetric system, equation (2.10) may also be derived as the conservation equation for
field-space angular momentum, dJ/dt = 0, where
J ≡ a3L2 sinh2(φ/L)θ˙ . (2.11)
3This destablisation, although very different in origin, is akin to hybrid inflation [41, 42]
4The curvature scale L is related to the eponymous parameter of α-attractors by α = 2L2/3.
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The conservation of J simplifies the radial equation to,
φ¨+ 3Hφ˙ =
J2 cosh(φ/L)
a6L3 sinh3(φ/L)
− V,φ , (2.12)
where the first term on the right-hand side may be regarded as a centrifugal force. One
may search for solutions in which φ¨ is negligible, and the two terms on the right-hand side
balance to keep 3Hφ˙ slowly varying. For φ  L, sinh(φ/L) ' cosh(φ/L) ' eφ/L/2, and
such solutions must realise the scaling relation
a6e2φ/LV,φ = const . (2.13)
Differentiating this condition with respect to time leads to a simple equation for the radial
velocity:
φ˙ = − 3HL
1 + ηL/2
' −3HL , (2.14)
where in the last step we have assumed that |ηL|  1 for
ηL =
LV,φφ
V,φ
. (2.15)
The speed in the angular direction may now be found from equation (2.9) and is given by
L sinh(φ/L)θ˙ '
√
LV,φ − (3HL)2 . (2.16)
A consistent solution requires LV,φ > (3HL)2.
Accelerated expansion is realised if the inflationary epsilon parameter is small:
 = − H˙
H2
=
1
2 φ˙
2 + 12L
2 sinh2(φ/L)θ˙2
H2
' 3
1
2LV,φ
1
2LV,φ + V
< 1 . (2.17)
Combining the consistency condition from (2.16) with the inequality (2.17) leads to equation
(1.2). A sustained period of inflation then requires L  1 for
L =
LV,φ
V
. (2.18)
The number of e-folds of expansion is straightforwardly related to the radial field ex-
cursion by
N =
∫
Hdt = − 1
3L
∫
dφ =
∆φ
3L
. (2.19)
Obtaining at least 60 e-folds of inflation requires ∆φ & 180L. The total field excursion
including both the radial and angular motion is given by
dφtot =
√
LV,φ dt =
√
3L dN . (2.20)
For future reference we define the turning-rate parameter of the trajectory by [16]
h¯ ≡ L sinh(φ/L)θ˙
HL
= 3
√
L
3L2
− 1 =
√(
1
L
dφtot
dN
)2
− 9 . (2.21)
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We note that the above results come out easily because of the metric choice. In the Poincare
disk model, the hyperinflation solution appears more complicated. The large radius condi-
tion φ  L clearly corresponds to r ' 1, but the condition φ¨ ≈ 0 translates into the less
clear condition
2L
1− r2
(
r¨ +
2rr˙2
1− r2
)
≈ 0. (2.22)
To obtain a more general understanding of when and how hyperinflation arises, we will now
reformulate the relevant conditions in a coordinate-independent way.
3 Generalising hyperinflation
In this section we generalise the notion of hyperinflation. As we have reviewed, hyperinfla-
tion can be supported in potentials that would be too steep to sustain slow-roll inflation,
but the construction of [16] required a number of assumptions. It applied only to two-field
models for which the field space was given by the hyperbolic plane and the potential was
rotationally symmetric, and it furthermore relied on the initial field being far from the
origin with non-vanishing angular momentum, J 6= 0. There are good reasons to expect
that these assumptions can be relaxed: the hyperinflation solution only probes a small
region of the field space, and should not be sensitive to global properties of the potential.
Moreover, with a general potential there is nothing special about the chosen origin of the
hyperbolic plane, and the metric could equally well be expressed locally around a point on
the inflationary trajectory.
We begin in section 3.1 by reviewing how the Klein-Gordon equation can be expressed
covariantly using a local orthonormal basis, and we then show in section 3.2 how the
conditions for hyperinflation can be expressed using only local and covariant properties
of the potential. This setup then allows us to generalise hyperinflation to more general
potentials in section 3.3, and to models with more than two fields in section 3.4.
3.1 Two-field covariant formulation
The starting assumptions of the hyperinflation solution of [16] – setting φ¨ to zero and taking
Hφ˙ to be slowly varying – are not covariant. To generalise hyperinflation we here rephrase
the mechanism using vielbeins. A convenient local orthonormal basis of the two-dimensional
field space is defined by the unit vector in the potential gradient direction,
va = V ,a/
√
V ,bV,b ≡ V ,a/V;v , (3.1)
and a second unit vector orthogonal to it, wa. The reason for working with this basis,
rather than say the commonly used ‘kinematic basis’ that takes φ˙a and φ¨a to span the field
space [43, 44], is that we know the directions of va and wa without solving the equations
of motions. This simplifies the analysis.
In terms of this basis for the tangent space, we expand the field-space velocity as
φ˙a = vaφ˙v + w
aφ˙w . (3.2)
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Here φ˙v = vaφ˙a and φ˙w = waφ˙a are covariant scalars. As the field evolves, the basis vectors
rotate. To take this into account, we note that
Dtva = V;abφ˙
b
V;v
− va v
bV;bcφ˙
c
V;v
= wa
wbV;bcφ˙
c
V;v
, (3.3)
where in the last step we used the identity vavb + wawb = δab . From the orthonormality
condition, vawa = 0, it also follows that
Dtwa = −vaw
bV;bcφ˙
c
V;v
, (3.4)
In this vielbein basis, the Klein-Gordon equations are then given by
φ¨v = vaDt(φ˙a) +Dt(va)φ˙a = −3Hφ˙v − V;v + φ˙ww
aV;abφ˙
b
V;v
φ¨w = waDt(φ˙a) +Dt(wa)φ˙a = −3Hφ˙w − φ˙vw
aV;abφ˙
b
V;v
. (3.5)
These expressions hold in general for two-dimensional field spaces. To identify the local
manifestation of the hyperinflation solution, we furthermore need information about the
second covariant derivatives of the potential.
3.2 Generalised hyperinflation
We now reconsider the hyperinflation solution reviewed in section 2.1 and re-express it
using our local ON-basis. In the original polar coordinate system, the basis vectors are
va = (1, 0) and wa = (0, 1/L sinh(φ/L)). Using these, it is straightforward to check that
the potential in the original solution satisfies
V;v = V,φ, V;vv = V,φφ, V;vw = −ΓvvwV,v = 0, V;ww = −ΓvwwV,v =
V,φ
L
.
(3.6)
Here we have introduced the notation vaV;abwb = V;vw, etc. and used the non-vanishing
Christoffel symbols Γvww = −Γwwv = − 1Lcosh(φ/L)/sinh(φ/L). The hyperinflation parame-
ters L and ηL clearly translate into,
L ≡ LV,v
V
, and ηL =
LV;vv
V;v
. (3.7)
To generalise hyperinflation, we look for solutions of the equation of motion with
|ηL|  1 , 3L < L < 1 , V;vw ≈ 0 , and V;ww = V;v
L
. (3.8)
These conditions are all covariant statements, and can be easily evaluated for any potential
and representation of the metric.
Using the conditions (3.8), the basis vector rotations simplify to
Dtva = wa φ˙w
L
, Dtwa = −va φ˙w
L
. (3.9)
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The equations of motion (3.5) are now simplified to
φ¨v = −3Hφ˙v − V;v + φ˙
2
w
L
(3.10)
φ¨w = −3Hφ˙w − φ˙vφ˙w
L
. (3.11)
Setting φ¨v = φ¨w = 0 at some time tp gives two possible solutions:
˙¯φv = −Vv/3H
˙¯φw = 0
}
slow roll ,
˙¯φv = −3HL
˙¯φw = ±
√
LV;v − 9H2L2
 hyperinflation (3.12)
We here focus on the hyperinflation solution, which again requires LV;v > 9H2L2 (or
equivalently, L > 3L when L is small). It remains to be shown is that these solutions
can be consistently extended along the inflationary trajectory. Noting that the RHS can be
expressed entirely as a function of φ (to a good approximation) during inflation, we look
for a solution of the form φ˙ = φ˙(φ(t)), and expand the velocity variables as φ˙i = ˙¯φi + δφ˙i,
where we need to show that δφ˙i(t) ∼ O( ˙¯φi) along the inflationary solution.
When the equations (3.12) hold, the inflationary slow-roll parameters  and η straight-
forwardly generalise to
 =
1
2
˙¯φ2
H2
= 3
L
L + 2
, (3.13)
η =
d ln 
Hdt
=
1
H ˙¯φ2
d
dt
˙¯φ2 + 2 = −3ηL + 2 . (3.14)
The assumptions (3.8) imply that both  and |η| are small. Note that in equation (3.14),
we take the time derivative of ˙¯φ using the explicit expressions for the ˙¯φi of equation (3.12),
rather than the equations of motion (which remain to be solved for δφ˙i). Explicitly,
d ˙¯φv
dt
= 3H2L and
d ˙¯φw
dt
=
3H(6H2L2− LV;vηL)
2 ˙¯φw
, (3.15)
where we emphasise that the right-hand sides can all be written as functions of φa only.
The accelerations are both small, d ˙¯φi/dt ∼ O(H ˙¯φi), which justifies the expansion of the
velocities. We may now use the full Klein-Gordon equation to solve for δφ˙i,
d ˙¯φv
dt
= −3Hδφ˙v + 2
˙¯φwδφ˙w
L
,
d ˙¯φw
dt
= −3Hδφ˙w −
˙¯φwδφ˙v +
˙¯φvδφ˙w
L
. (3.16)
Defining, as in equation (2.21),
h¯ =
˙¯φw
HL
(3.17)
we find
δφ˙v =
HL(2h¯2− (9 + h¯2)η)
2h¯2
and δφ˙w =
3HL(h¯2(4− η)− 9η)
4h¯3
. (3.18)
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We note that δφ˙i/ ˙¯φi = O(), so that neglecting dδφ˙i/dt ∼ O(2 ˙¯φ) is consistent. This explic-
itly demonstrates that equation (3.12) provides a self-consistent solution of the equations
of motion to leading order in the slow-roll parameters.
As an aside, the equations of motion in hyperinflation resemble those of side-tracked
inflation far away from the original axis. In side-tracked inflation [24], the field-space has
negative curvature and much like in hyperinflation, slow-roll is destabilised and one ends up
in a new attractor solution. However, the equations of motion are not exactly the same, and
side-tracked inflation is characterised by ηL = O(1), and moreover for most of its duration
V;vw is non-negligible. One can see some qualitative agreements in the velocities φ˙v and φ˙w
between the models, hinting at some connection, but these two inflation models are clearly
not the same.
3.3 Hyperinflation in random potentials
The conditions on the derivatives of the potential in equation (3.8) are unusual, and may
seem highly restrictive. In this section, we show that they are satisfied by broad classes of
potentials, and do not rely on rotational symmetry.
For concreteness, we consider a random potential over R2 with derivatives ∂xV ∼ ∂yV .
In a polar coordinate system, this corresponds to
|V,φ| ∼ |V,θ|/φ, |V,φφ| ∼ |V,φθ|/φ ∼ |V,θθ|/φ2 . (3.19)
When considered as a potential over the hyperbolic plane with a metric of the form of
equation (2.7), any angular gradients flatten exponentially when φ  L. Despite the
assumed randomness, V;v ≈ Vφ at large radius. The condition on the steepness of the
potential from equation (3.8) (and the earlier equation (1.2)) forces the potential to be
asymptotically intermediate between the two exponential functions,
exp(3φL/M2Pl) and exp(φ/L) , (3.20)
where we for clarity have re-inserted factors of the reduced Planck mass. We note that over
a field displacement of ∆φ = 180L, the potential may change by as little as exp((23L)2) or
as much as exp(180). We will return to this point in section 6.
At large radius, the Hessian of the random potentials also takes a simple form, with
coefficients that satisfy equation (3.8):
V;vv ' V,φφ, V;vw ' 0, and V;ww ' V;v
L
. (3.21)
Thus, hyperinflation draws heavily on the negative curvature of the hyperbolic plane, but
is largely insensitive to the precise form of the potential.
3.4 Multifield generalisation
Our formalism also allows us to straightforwardly consider the case of hyperinflation in
negatively curved field spaces with Nf > 2 dimensions. With Nf fields, we solve the equa-
tions of motion in the vielbein orthonormal basis eIa = {va, w1a, w2a, ...}. We will be
– 9 –
more specific on the definition of w1a below. Following our discussion in section 3.2, we
consider scalar potentials for which the Hessian in this local basis takes the diagonal form
V;ab = diag(V;vv, V;v/L, V;v/L, . . . ).5
Here we study the evolution of φ˙a by looking at its component in the gradient-direction,
φ˙v, and its complement, φ˙a⊥. To proceed we first note that
Dtva = (gab − vavb)V;bcφ˙
c
V;v
≡⊥ab V;bcφ˙
c
V;v
, (3.22)
where ⊥ab is a projection tensor that removes the component in the gradient direction. The
Klein-Gordon equation for the homogenous background field then implies that
φ¨v = Dt(vaφ˙a) = −3Hφ˙v − V;v + φ˙
a
⊥V;abφ˙
b
V;v
, (3.23)
φ¨a⊥ = Dt(⊥ab φ˙b) = −3Hφ˙a⊥− ⊥ab
V;bcφ˙
c
V;v
φ˙v − va φ˙
b
⊥V;bcφ˙
c
V;v
. (3.24)
The rate of change of the magnitude of φ˙a⊥ is then given by
φ¨⊥ =
1
φ˙⊥
φ˙⊥aDtφ˙a⊥ = −3Hφ˙⊥ −
φ˙a⊥V;abφ˙
b
φ˙⊥V;v
. (3.25)
Now, in the case of hyperinflation, we have V;ab = vavbV;vv+ ⊥ab V;v/L, and hence
φ¨v = −3Hφ˙v − V;v + φ˙
2
⊥
L
(3.26)
φ¨a⊥ = −3Hφ˙a⊥ −
φ˙vφ˙
a
⊥
L
− va φ˙
2
⊥
L
. (3.27)
The acceleration φ¨a⊥ is therefore in the plane spanned by v
a and φ˙a⊥, and the motion is
planar. It therefore suffices to look at the evolution of the norm φ˙⊥, which is governed by
the equation:
φ¨⊥ = −3Hφ˙⊥ − φ˙vφ˙⊥
L
. (3.28)
We note that equations (3.26) and (3.28) are identical to the two-field equations (3.10)
and (3.11) (with φ˙⊥ → φ˙w). Importantly, this means that the most important dynamics
of the Nf -dimensional system reduces to the standard two-field hyperinflation equations,
with Nf − 2 perpendicular directions decoupled.6 We will now turn to the dynamics of
long-wavelength perturbations around this system, where we will in particular show that
this decoupling of modes persists.
5This, for example, happens for if one takes a radial potential in H3, or at large φ for metrics of the form
ds2Nf = dφ
2 + L2 sinh2(φ/L)dΩ2Nf−1.
6In view of section 3.3, we expect that multifield hyperinflation can be realised in sufficiently steep
random potentials. This could be tested explicitly by adapting the methods of e.g. [45–49].
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4 Linear stability
In this short section, we provide the first detailed proof of the attractor nature of (gener-
alised) hyperinflation by showing that small perturbations away from the solution decay.
We begin by considering the two-field case, which then straightforwardly generalises to the
general case with Nf ≥ 2 fields.
4.1 The two-field case
To prove the linear stability of this solution, we look at the equations for the k = 0 mode
of linearised perturbations around the background solution:
DtDtδφa + 3HDtδφa + [(k2/a2H2)δab +Mab ]δφb = 0. (4.1)
During hyperinflation, the parameters  and η are small, and we here work to first order
in these parameters. We will prove that k = 0 perturbations around the background
solution decay unless they are in a phase-space direction that still satisfies the hyperinflation
equation of motion.
To study the perturbations, it’s convenient to use a kinematic basis with na = φ˙/|φ˙|
and sa = Dtna/|Dtnb| [38, 43, 44, 50, 51] (cf. Appendix A for more details). The turn-rate
of the field is given by
aa ≡ DNna = φ˙wVv
Hφ˙2
sa =
(
h− 3η
h
)
sa ≡ ωsa , (4.2)
where h = φ˙w/HL. In this basis, the equations of motion for the k = 0 mode are given by
d2δφn
dN2
+ (3− )dδφ
n
dN
− 2ωdδφ
s
dN
− 3η
2
δφn −
[
ω(6− 2+ η) + (9 + ω
2)η
ω
]
δφs = 0
(4.3)
d2δφs
dN2
+ (3− )dδφ
s
dN
+ 2ω
dδφn
dN
− ωηδφn −
[
1
3
ω2(6− 2+ η) + 3(9 + ω
2)η
ω2
]
δφs = 0 .
(4.4)
Defining δpiI ≡ dδφI/dN , we can rewrite this system as
d
dN

δφn
δφs
δpin
δpis
 =

0 0 1 0
0 0 0 1
3η/2, ω(6− 2+ η) + (9+ω2)ηω , −(3− ) 2ω
ωη, 13ω
2(6− 2+ η) + 3(9+ω2)η
ω2
, −2ω −(3− )


δφn
δφs
δpin
δpis
 . (4.5)
We assume that  and η vary slowly during inflation so that they can consistently be
treated as constant to linear order. Local stability of the system can now be determined
by computing the local Lyapunov exponents, i.e. the eigenvalues λ of the evolution matrix
of equation (4.5). To leading order, they are given by
λ1 = η/2 +O(2) , (4.6)
λ2 = −3 +O() , (4.7)
λ3,4 =
1
2
(
−3±
√
9− 8ω2
)
+O() . (4.8)
– 11 –
The latter three all have negative real parts and thus correspond to decaying modes. The
first one is a near-constant mode corresponding to the direction (1, 0, η/2, 0)T . In the
(na, sa)-basis, this mode is given by,
δφI ∝ (√, 0) , (4.9)
and is the regular superhorizon-scale adiabatic mode corresponding to shifts along the
hyperinflation solution.7 Since all other modes decay, we confirm that the general two-field
hyperinflation solutions are stable.
We note in closing that, due to the high turning rate of the background-solution, the
adiabatic mode is a little bit different from the standard slow-roll case. For a perturbation
δφad = A(1, 0) with dA/dN = ηA/2, the momentum perturbation is hyperinflation given
by DNδφad = A(η/2, h¯), and is therefore of comparable size to the field perturbation, and
in some limits much larger. By contrast, in standard slow-roll inflation, DNδφad = ηδφad/2,
which is suppressed relative the field perturbation.
4.2 Perturbations in the general multifield case
We now show that the decoupling we identified in the background equations of generalised
hyperinflation with Nf fields (cf. section 3.4) applies to the perturbations as well. This
enables us to reduce the general problem of the perturbations to the two-field case discussed
above.
We can without loss of generality set w a1 ∝⊥ab φ˙b. It then follows that
Dtva = φ˙w1
L
w a1 , Dtw a1 = −
φ˙w1
L
va. (4.10)
These two vectors rotate in their own plane, meaning that the other basis vectors must
rotate in the perpendicular subspace that they span. If we have only one more vector it
follows automatically that its time derivative must vanish, but if we have more, it will be
basis-dependent.
To proceed we now need to define a kinematic basis. We write it as eIa = {na, s1a, ...},
where we take na = (φ˙vva + φ˙w1w a1 )/φ˙ and s a1 = (−φ˙w1va + φ˙vw a1 )/φ˙. The evolution
equations for the perturbations in the na and s a1 directions are again given by equation
(3.10) and (3.11), and the solution in this plane remains an attractor solution. We do not
have explicit expressions for the remaining basis vectors, but since the mass matrix for these
perturbations is proportional to the identity matrix, one can show (see Appendix A) that
it is always possible to pick a basis for the perturbations where the equations of motion
take the form
d2δφsI
dN2
+ (3− )dδφ
sI
dN
+
[
k2
a2H2
− 3(9 + ω
2)η
2ω2
]
δφsI = 0 . (4.11)
These are all uncoupled near-massless modes that don’t source the adiabatic perturbations.
In section 6.2 we will argue that even if these entropic modes are numerous, the level of
isocurvature is naturally suppressed.
7It follows from equation (4.9) that the curvature perturbation in constant density gauge freezes out on
superhorizon scales.
– 12 –
5 Examples
In this section we provide several explicit examples of models of hyperinflation that in var-
ious ways generalise the simple models discussed in [16, 17]. In particular, our examples
demonstrate that hyperinflation can proceed in highly asymmetric scalar potentials, and
may follow a period of slow-roll inflation that becomes geometrically destabilised by the
negative curvature. We furthermore present the first explicit models with a sub-Planckian
field excursion, and models with more than two fields. Throughout this section, we concen-
trate on the problem of realising inflation; we will turn to the observational predictions in
section 6.
5.1 Example 1: hyperinflation in the Poincare patch
In section 2.1 we noted that the conditions under which hyperinflation is realised are non-
trivial in the Poincare patch, cf. equation (2.22). The formalism we have developed in
section 3 makes this issue much more clear. Assuming a radial potential, the vielbein
are given by va = ((1 − r2)/2L, 0) and wa = (0, (1 − r2)/2Lr), and the velocities in the
hyperinflation solution are given by,
φ˙v =
2L
1− r2 r˙, φ˙w =
2Lr
1− r2 θ˙. (5.1)
Differentiating the first equation of (5.1) and setting the acceleration to zero gives the
condition (2.22).
The class of potentials that support hyperinflation in the Poincare patch need to be
sufficiently steep close the boundary of the Poincare disk. In the original coordinates, the
velocities are given by
r˙ = −3
2
H(1− r2), θ˙ = 1− r
2
2Lr
√
1− r2
2
V,r − 9H2L2. (5.2)
Near the boundary it’s convenient to express r ≡ 1 − δ, and the condition 3L < L < 1
translates into:
3L2
δ
<
V,r
V
<
1
δ
. (5.3)
Thus, hyperinflation is supported by a class of potentials that grow sufficiently rapidly
towards the edge of the Poincare disk.8
5.2 Examples 2 & 3: the non-symmetric hyperinflation attractor and ‘geomet-
ric destabilisation’
The original model of hyperinflation considered rotationally symmetric potentials so that
the field space angular momentum (cf. equation (2.11)) is conserved. We now give two
examples of hyperinflation realised in non-symmetric potentials, to show explicitly that
this assumptions can be relaxed. These examples also demonstrate how hyperinflation can
follow ‘geometric destabilisation’ [7] of slow-roll inflation.
8For less rapidly growing potentials, α-attractor slow-roll inflation becomes possible.
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Example 2: As a first example of a non-symmetric hyperinflation, we consider the model
Gab =
 2 cosh
2( φL) cosh
2( χL)
cosh( 2φL )+cosh(
2χ
L )
− sinh(
2φ
L ) sinh(
2χ
L )
2(cosh( 2φL )+cosh(
2χ
L ))
− sinh(
2φ
L ) sinh(
2χ
L )
2(cosh( 2φL )+cosh(
2χ
L ))
2 cosh2( φL) cosh
2( χL)
cosh( 2φL )+cosh(
2χ
L )
 , V = 1
2
m2φ2. (5.4)
This metric is constructed such that on the φ and χ axes, the metric becomes the iden-
tity matrix. The curvature is again negative and constant: R = −2/L2. The quadratic
Lagrangian for homogeneous perturbations around an assumed background solution on the
φ-axis takes the form
L
∣∣∣
χ¯=0
=
1
2
a3
[
δφ˙2 + δχ˙2 −
(
V,φφ +
2V,φφ˙
H
+ (3− )φ˙2
)
δφ2 −
(
LV,φ − φ˙2
L2
)
δχ2
]
. (5.5)
The negative term in the effective χ-mass, −φ˙2/L2, is identical to the term appearing in [7],
where it was identified as the trigger of geometric destabilisation. The slow-roll solution,
φ˙ = −V,φ/3H is stable as long as V,φ < 9H2L = 3V L. Once the gradient exceeds this
value, slow-roll undergoes geometric destabilisation, and the solution transitions into the
hyperinflation attractor.
In our example, with V = 12m
2φ2, the instability kicks in at φ = 2/(3L). Further
out than this, slow-roll remains the attractor. In the case shown in Figure 1, which has
L = 0.05, we start at φ = 31 with initial momenta (piv ≡ φ˙v and piw ≡ φ˙w) perturbed away
from the slow-roll solution. The figure shows how the momenta quickly converge back to
the slow-roll solution, but eventually as the fields pass the instability point, they transition
into the hyperinflation attractor.
A Planck-compatible model with this metric can easily be constructed with an expo-
nential potential, V0 = V0eφ/λ, and fields starting on the φ axis. Models with exponetial
potentials can be shown to have η ≈ 0, giving ns − 1 = −2 [17]. A Planck compatible
spectral index is therefore obtained by setting λ = 3L/(1− ns).
Example 3: We now consider the model defined by the metric and the non-rotationally
symmetric potential,
Gab = diag
(
1, L2 sinh2(φ/L)
)
, V =
1
2
m2φ2 cos2 θ . (5.6)
At φ  L, V;v = m2φ cos2 θ = 2V/φ, so slow-roll undergoes geometric destabilisation at
φ = 2/(3L) for all angles (except θ = pi, 3pi/2)). Hyperinflation is only possible inside of this
radius, and until φ = O(L). This metric is easy to work with everywhere in the hyperbolic
plane, and here we explore more general initial conditions.
Figure 2 (which again have L = 0.05 and m = 0.01) displays several aspects of the
hyperinflation attractor. The phase space plot (top), shows that for all sampled initial
conditions (for φi, θi, φ˙i, and θ˙i), the momenta piv and piw consistently converge to the
values predicted by the hyperinflation solution. The left plot shows how piv (blue) and
piw (green) converge to the predicted values for one set of initial conditions. The final,
– 14 –
0 200 400 600 800 1000 1200 1400
-0.009
-0.008
-0.007
-0.006
-0.005
0 200 400 600 800 1000 1200 1400
0.000
0.001
0.002
0.003
0.004
Figure 1: The analytical predictions from hyperinflation (green) and slow-roll inflation
(purple) together with a numerical realisation of Example 2 (blue). The momenta are
quickly attracted to the slow-roll solution, but then destabilise and approach the hyperin-
flation attractor.
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Figure 2: Three graphs for the antisymmetric hyperinflation model of Example 3. The
top figure shows five trajectories in field space converging to the hyperinflation attractor.
The left figure shows how the momenta piv and piw converge to the correct values in one
example. The right figure shows how slow-roll with a small velocity in the w-direction
quickly becomes unstable for piw,i/piv,i = 10−2, . . . , 10−10.
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Figure 3: The convergence of pi2w1 (orange), pi2w2 (purple) and their sum (blue) to the
analytic hyperinflation solution (green) of Example 5 with Nf = 3.
right plot shows how trajectories that start in near slow roll (straight blue line) converge
to hyperinflation (straight green line). The example shown are inflation models where the
initial value for piv is −Vv/3H and piw = kpiv where k runs from 10−2 through 10−10. As
the figure illustrates, the slow-roll solution is exponentially unstable.
5.3 Example 4: small-field hyperinflation
So far we have only given examples of large-field models with ∆φtot > 1. Small-field
models of hyperinflation are more intricate to realise, in particular for steep potentials.
This example foreshadows some of the issues discussed in the next section.
We consider the metric (2.7) and the scalar potential
V = V?
[
1 +
2˜
η˜
(
eη˜(φ−φ?)/3L − 1
)]
, (5.7)
with positive parameters ˜ and η˜. This is a simple way of realising a small-field inflation
model with a small  and negative η. These are fixed by choosing the values for  and η at
φ?, giving, ˜ = ? and η˜ = 2? − η?, and we will take φ? to correspond to the value of φ
when the CMB modes exited the horizon.
We would now like to construct a model with ∆φ < 1 and V;v/V as large as possible,
that is, a small-field model with a steep gradient. To do this, we set ? = 5.80× 10−6 and
η? = −4.28×10−4, corresponding to the parameters ˜ = 5.80×10−6 and η˜ = 4.40×10−4, and
fix L = 3.87× 10−5. The model generates 60 e-folds of inflation over a distance ∆φ = 0.2.
It also generates a correctly normalised power spectrum and spectral index (ns = 0.965)
[52, 53]. We note however that the maximal reheating temperature of this model is at the
lower edge of what can possibly be compatible with Big Bang Nucleosynthesis: Trh . 4MeV.
We will return to this serious issue in section 6.
5.4 Example 5: multifield hyperinflation
Finally, we give an example of a hyperinflation model with more than two fields. This
particular model has Nf = 3, with a metric and a potential given by,
Gab = diag
(
1, L2 sinh2(φ/L), L2 sinh2(φ/L) sin2 θ
)
, V =
1
2
m2φ2. (5.8)
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with the parameter values L = 0.05, m = 0.01. This is a straightforward generalisation of
the original hyperinflation solution with a quadratic potential, and the numerical solution
again agrees very well with the analytic predictions. Figure 3 shows how the square of the
orthogonal momenta converge to the predicted values.
6 Hyperinflation and the swampland
Various conjectures have recently been proposed to delineate the effective theories that
can arise from consistent theories of quantum gravity (the landscape), from those that
cannot (the swampland) (see e.g. [35, 37, 54, 55] and references therein). Some of these
conjectured conditions have strong implications for early universe cosmology, including
models of inflation. For example, a simple form of the ‘weak gravity conjecture’ (WGC)
applied to ‘0-form’ gauge potentials [37] limits axion decay constants to fa . 1 in natural
units. If true, this would rule out ‘natural inflation’ in which the inflaton is an axion
with a super-Planckian axion decay constant [56]. The ‘swampland distance conjecture’
(cf. e.g. [35, 36]) states that the maximal field space displacement over which an effective
field theory is valid is bounded from above. In some version of this conjecture, the bound
is taken to be close to the Planck scale, ∆φ . 1 [54]. If true, this conjecture would rule out
all EFT descriptions of large-field inflation. Moreover, the ‘swampland de Sitter conjecture’
(in its second incarnation [36, 57]) states that the norm of the gradient of the potential is
bounded from below: |∇V | > O(V ), unless the Hessian matrix has a sufficiently tachyonic
eigenvalue. If true, this conjecture would rule out standard single-field slow-roll inflation.
The status of these conjectures remain highly uncertain and controversial (cf. e.g. [58–
61]), and in this section we simply explore their consequences for hyperinflation without
suggesting their broad validity.
Multifield models with rapidly turning trajectories have been proposed to provide a
possible way to circumvent the swampland criteria [22]. Hyperinflation provides a concrete
and specific class of models of this type, and in this section we critically discuss hyper-
inflation in the light of the swampland conjectures. We show that while hyperinflation is
less constrained by the swampland conditions than standard slow-roll inflation, it cannot
simultaneously (1) satisfy the de Sitter conjecture, (2) satisfy the distance conjecture, and
(3) manage to reheat the universe to T & 5 GeV at the end of inflation. We furthermore
note that the simplest version of hyperinflation is in strong tension with the WGC, but
generalised versions of hyperinflation may avoid this conjecture.
6.1 Hyperinflation and the weak gravity conjecture
The two-field system with a rotationally symmetric potential that we reviewed in section 2.1
admits an interpretation as a dilaton/modulus field (φ) coupled to an axion. An immediate
consequence of this interpretation is that the axion decay constant is exponentially large
during inflation:
fa ∼ L sinh(φ/L) ∼ L
2
e180 . (6.1)
On can show (e.g. by a slight adaptation of the arguments that we will give in section
6.3) that it is not possible to construct a simple hyperinflation model with only an axion
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and a modulus that is both observationally consistent and has fa . 1. Consequently, the
arguably most promising realisations of hyperinflation are of the generalised kind that we
have presented in this paper, which do not feature axions and for which the WGC does not
apply.
6.2 Observational predictions for generalised hyperinflation
In this section, we briefly discuss the observational consistency of certain sub-classes of
realisations of hyperinflation. The characteristic properties of the predictions follow directly
from the exponential amplification of the adiabatic perturbations around horizon crossing
[16]. According to [17], the power-spectrum of the (constant-density gauge) curvature
perturbation, ζ = −φ˙aδφa/2H [12], is well approximated by
Pζ =
H2
8pi2
γ(h¯)2 (6.2)
where the function γ(h¯)2 parametrises the enhancement and is (for h¯ & 5) given by
γ(h¯)2 =
9 + h¯2
h¯2
e2p+2qh¯ , (6.3)
with p = 0.395 and q = 0.924.
We begin by showing that models of hyperinflation with a small inflationary field ex-
cursion, ∆φ < 1, a monotonically increasing  parameter, and with h¯ & 5 are ruled out by
observations. From equation (6.2), it follows that the spectral index is to leading order in
the slow-roll parameters given by
ns − 1 ' −2+ qh¯η . (6.4)
We first consider the case when  grows monotonically during inflation (η > 0), and
∆φ < 1. In this case the field excursion is bounded by
1 > ∆φ >
√
3?LNtot , (6.5)
where ?L is evaluated at the horizon crossing of the pivot scale. Clearly 
?
L < 1/(3N
2
tot)
and the negative 2 contribution to the spectral index is too small to explain the observed
deviation from scale invariance. To be compatible with the observed red spectral tilt, the
second term (qh¯η) needs to be negative. However this requires η < 0, so that  is not
monotonously increasing, contrary to our assumption. Thus, rapidly turning small-field
models of hyperinflation cannot explain the spectral tilt if the first slow-roll parameter is
monotonically increasing during inflation.
Finally, we briefly comment on the perturbations in the general hyperinflation case with
Nf > 2 fields. From equation (4.11), we see that on superhorizon scales for h¯ ≈ ω  1,
the (spatially flat-gauge) amplitudes of these fields grow as
√
, just as the adiabatic mode.
The superhorizon evolution therefore does not suppress the entropic modes relative the
adiabatic perturbations, and one might expect these models to produce large amounts of
power in the isocurvature modes. This is not the case. The exponential amplification of
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the adiabatic perturbations reflected in equation (6.2) has no counterpart for the entropic
perturbations, which emerge relatively suppressed on superhorizon scales. The isocurvature
to curvature ratio is given by
PS
Pζ
= (Nf − 2) h
2
9 + h2
e−2p−2qh , (6.6)
where we made use of results in [17].
6.3 Small-field hyperinflation in steep potentials and reheating
Small-field models of hyperinflation satisfy ∆φ < 1 and are compatible with the ‘swampland
distance conjecture’. In this section, we consider the implications of small-field models of
hyperinflation in steep potentials satisfying V;v/V > c where c is assumed to be an O(1)
number.
Given L > cL, the limit on the total field excursion during inflation implies that,
1 > ∆φtot =
∫ √
3LdN >
√
3cLNtot . (6.7)
We may cast this as an upper limit on the curvature scale: L < 1/(3cN2tot). The turning
rate parameter h¯ is related to L and L by
h¯2 = 3
( L
L2
− 3
)
> 3
( c
L
− 3
)
> 9
(
c2N2tot − 1
) ≈ 9c2N2tot  1 . (6.8)
From equation (6.8) we see that the exponent of the enhancement factor is bounded
from below by a rather large number, and the amplification of the perturbations is enormous.
Still, the amplitude of the primordial curvature perturbation at the ‘pivot scale’ of k? = 0.05
Mpc−1 is fixed by observations of the cosmic microwave background to Pζ(k?) = P? =
2.2×10−9. As we will now argue, it is challenging to match the amplitude of the primordial
power spectrum in models of hyperinflation with ∆φ < 1 and V;v/V > 1.
Obtaining the right amplitude of the power spectrum requires,
e2qh¯ = ?e
−2p 24pi2P?
V?
< e−2p
24pi2P?
V?
, (6.9)
which may be combined with equation (6.8) to give,
Ntot <
1
6qc
ln
(
24pi2P?
V?
e−2p
)
= 24.6× 1
c
(
1 + 0.0074 ln
(
(100 GeV)4
V?
))
. (6.10)
Thus, these models cannot generate an arbitrarily large number of e-folds of expansion
and a consistently normalised power spectrum. Indeed, as we will now show, for c = 1
and inflationary energy scales V 1/4? & 4.6 GeV, these models cannot solve the horizon and
flatness problems.
The inequality (6.10) rules out most of the possible parameter space for small-field
hyperinflation in steep potentials. We here note that a small, remaining window in principle
exists, albeit at the expense of fine-tuning.
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The inflationary epoch must be followed by a hot big bang cosmology that, in particular,
can explain big bang nucleosynthesis and the thermalisation of the neutrinos. This puts
a lower limit on the reheating temperature of the universe to T ≥ Tmin ≈ 4 MeV [62].
Additional requirements, such as the generation of the baryon asymmetry, may require a
much higher reheating temperature, but are model dependent. Assuming (conservatively)
instant reheating at the end of inflation, and that all the energy of the inflaton is transferred
into the thermal plasma, we express the limit on T as a limit on the inflationary potential:
V? > Vend ≥ Vmin = pi230 g?(Tmin)T 4min, where g?(Tmin) = 10.75. This gives 3H2 ≈ V? >
Vmin = (6MeV)4. We note that achieving rapid reheating requires a strong coupling of
the inflaton to the Standard Model, which makes such models highly sensitive to loop
corrections. We will not discuss this issue further here, but simply note that models with
inflationary energies close to V 1/4min are subject to multiple additional challenges.
Solving the flatness and horizon problems requiresNtot & Nmin ≈ 62−ln(1016 GeV/V 1/4end )
e-folds of expansion if the reheating is instantaneous. Small-field hyperinflation in steep
potentials (c = 1) provides a solution to these classical problems of big bang cosmology
only if
(6MeV)4 < V? ≈ Vend < (4.6 GeV)4 . (6.11)
In other words, the enormous enhancement of the adiabatic perturbations during inflation
forces the energy scale of inflation to be very low, pushing it into tension with reheating.
The inequality (6.11) is a severe, general constraint on these models, and we expect that
constructing explicit, realistic realisations will be very challenging, though not necessarily
impossible.9
To avoid these constraints altogether in hyperinflation, one must relax either of the con-
ditions ∆φ < 1 or V;v/V > c. Our example in section 3.4 demonstrates that observationally
consistent small-field models are possible, for example with V;v/V = 0.1.
7 Conclusions
We have generalised the mechanism of hyperinflation to incorporate broad classes of theories
in Nf ≥ 2 dimensional field spaces with constant negative curvature. In particular, we have
shown that hyperinflation does not rely on rotationally symmetric scalar potentials, and
can even be realised in theories with randomly interacting fields and without special initial
conditions. In some models, hyperinflation can follow a period of slow-roll inflation that
becomes ‘geometrically destabilised’ by the negative curvature; however, hyperinflation
differs from the realisations of ‘side-tracked inflation’ studied in [24].
We have provided the first explicit proof of the attractor nature of hyperinflation and
its generalisation, and provided a set of non-trivial explicit examples of the mechanism.
These include the first explicit examples without rotational symmetry, with more than two
fields, and a small-field model with an observationally consistent power spectrum.
9For example, baryogenesis may be achieved through the Affleck-Dine mechanism and dark matter may
be non-thermally produced, e.g. as axions.
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We have furthermore shown that hyperinflation is in some tension with various ‘swamp-
land conjectures’. The simplest models are in stark conflict with the weak gravity conjec-
ture, but more general realisations need not be. Moreover, hyperinflation can be realised
in steep potentials but is hard pressed to satisfy both ∆φ < 1 and |∇V |/V > 1: these
models give an enormous exponential enhancement of the primordial density perturba-
tions, and can only be realised in models with an extremely low energy-scale of inflation
(6MeV . V 1/4 . 5GeV). However, we have have also shown that slightly relaxing these
conditions, e.g. by allowing |∇V |/V = 0.1, may permit for the construction of observation-
ally viable models.
Several extensions of our analysis in this paper are possible. Our results show that
(generalised) hyperinflation can be compatible with observations at the level of the power
spectrum, however, we have not investigated the possible non-Gaussian signals of the expo-
nentially amplified adiabatic perturbations. Moreover, while our analysis has clarified some
challenges for embedding hyperinflation within fundamental physics, explicit realisations
within an ultraviolet complete framework are still lacking. Moreover, hyperinflation may
be realised in more general field space geometries in which the curvature scale L varies.
Such constructions could possibly avoid our restriction on steep, small-field hyperinflation.
Finally, while we have noted some similarities between hyperinflation and side-tracked in-
flation [24], the nature of this connection is still poorly understood. Given the prevalence
of negatively curved field spaces in high-energy physics models, it would be very interesting
to see if there are any common elements to these non-slow-roll inflationary models.10
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A Perturbation theory
In this appendix we look at linear perturbations around the hyperinflation attractor, work-
ing to first order in the inflationary parameters  and η. We do this using the mathematical
framework of vielbeins, in the manner of Achucarro et al. [51], and begin by looking at
the two-field case. For our purposes it is convenient to write the equations of motion using
e-folds as the time-variable, giving
DNDNδφa + (3− )DNδφa + [(k2/a2H2)δab + M˜ab ]δφb = 0, (A.1)
where M˜ab ≡Mab /H2.
10The nature of this relationship is explained in subsequent work by one of the authors: it can be shown
that they are both examples of ‘rapid-turn attractors’ [63].
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It is convenient to work with perturbations in a vielbein basis, definied by
δφI ≡ eIaδφa ⇔ δφa = e aI δφI . (A.2)
Our basis vectors satisfy eIaeJbG
ab = δIJ and eIaeJbδIJ = Gab. The I, J indices are raised
with deltas. From these identities it also follows that
eIaDNe aJ = −e aJ DNeIa, eIaDNe bI = −e bI DNeIa. (A.3)
One can introduce a covariant derivative for these perturbations, given by
DNXI ≡ dX
I
dN
+ Y IJ X
J , (A.4)
where the antisymmetric matrix Y IJ is defined by
Y IJ ≡ eIaDNe aJ . (A.5)
With this definition this covariant derivative satisfies eIaDNXa = DNXI , from which it
follows that we can write the equations of motions as
DNDNδφI + (3− )DNδφI + [(k2/a2H2)δIJ + M˜ IJ ]δφI = 0, (A.6)
where we further defined M˜ IJ ≡ eJaM˜ab e bJ .
A.1 Two-field case
Now we want to write these equations of motion out explicitly for the two-field case. The
basis we use for this is the one given by the adiabatic and entropic basis vectors,
eIa = (na, sa)
T , e aI = (n
a, sa) . (A.7)
One could also work in the gradient basis defined earlier in the paper, which was very useful
in solving the background equation, but for the perturbations this basis makes the results
clearer. To change the basis, we need the relations
na = (φ˙vv
a + φ˙ww
a)/φ˙, sa = (−φ˙wva + φ˙vwa)/φ˙, (A.8)
and as an aside we note that these relations can be inverted to
va = (φ˙vn
a − φ˙wsa)/φ˙, wa = (φ˙wna + φ˙vsa)/φ˙. (A.9)
We begin by looking at the mass matrix in our new basis. Using R = −2/L2 we
straightforwardly find
M˜ IJ =
(
ω2 − 3η/2 −3ω(1− /3 + η/2)− 9η/2ω
−3ω(1− /3 + η/2)− 9η/2ω −ω2(1− 2/3 + η/3)− 3η − 27η/2ω2
)
, (A.10)
where we for later convenience has written it in terms of, ω, the rotation rate of the
system as defined in 4.2. It is straightforward to check that this matrix has eigenvalues
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±ω√9 + ω2 +O(). This does however not automatically mean that the system is unstable:
we also need to take into account the kinetic terms, where we have terms arising from the
rotation of the basis vectors.
We now need to compute the matrices Y IJ . By looking at equation 4.2 we see that
they are given by
Y IJ = ω
(
0 −1
1 0
)
, (A.11)
and by using dω/dN = (9 + ω2)η/2ω +O(2), we find the complete equations of motion
d2δφn
dN2
+ (3− )dδφ
n
dN
− 2ωdδφ
s
dN
+
[
k2
a2H2
− 3η
2
]
δφn +
[
−ω(6− 2+ η)− (9 + ω
2)η
ω
]
δφs = 0
(A.12)
d2δφs
dN2
+ (3− )dδφ
s
dN
+ 2ω
dδφn
dN
− ωηδφn +
[
k2
a2H2
− 1
3
ω2(6− 2+ η)− 3(9 + ω
2)η
ω2
]
δφs = 0 .
(A.13)
To see that this implies that the background equations are linearly stable we just need to
find the four solution for k = 0 (taking  and η to be constant). Defining δpiI ≡ dδφI/dN ,
we can rewrite the system as
d
dN

δφn
δφs
δpin
δpis
 =

0 0 1 0
0 0 0 1
3η/2, ω(6− 2+ η) + (9+ω2)ηω , −(3− ) 2ω
ωη, 13ω
2(6− 2+ η) + 3(9+ω2)η
ω2
, −2ω −(3− )


δφn
δφs
δpin
δpis
 ≡ U

δφn
δφs
δpin
δpis
 .
(A.14)
In this formulation, we can infer whether the system is locally stable by computing the
local Lyapunov exponents, i.e. the eigenvalues λ of U . To first order, they are given by
λ = η/2 +O(2), − 3 +O(), 1
2
(
−3±
√
9− 8ω2
)
+O(). (A.15)
The latter three all have negative real parts, and thus correspond to decaying modes. The
first one is a slowly growing mode corresponding to the direction (1, 0, η/2, 0)T . This of
course is just our regular superhorizon scale adiabatic perturbation, δφI ∝ (√, 0), and
corresponds to a shift along the trajectory. All other solutions decaying, we see that the
system indeed is stable.
A.2 Multifield extension
The extension to more than two fields is reasonably straightforward. From equation 4.10,
we see that the matrix Y IJ is block diagonal,
Y IJ =
(
Y(2) 0
0 Y(Nf−2)
)
, (A.16)
where Y(2) is our previous Y matrix. We cannot know the form of Y(Nf−2) without specifying
the other basis vectors, however as we shall see, we will not need to make an explicit choice
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for this. Recalling that in an orthonormal basis RIIJKL = −(δIK δJL− δILδJK)/L2, we see
that the mass matrix is also block diagonal,
M IJ =
(
M(2) 0
0 M(Nf−2)
)
, (A.17)
where M(2) is our old mass matrix. M(Nf−2) is a diagonal matrix given by
M(Nf−2) =
(
V;v
L
− φ˙
2
L2
)
I(Nf−2). (A.18)
Since both the Y and M matrices are block-diagonal, the additional Nf − 2 perturbations
decouple from the first two at quadratic order. We can therefore solve for their evolution
independently of the first two.
We now define a new set of fields δφ′I (for I > 2) through δφI = RIJδφ
′J , where the
rotation matrix RIJ satisfies dR
I
J/dt = −HY I(Nf−2) K RKJ . These fields satisfy [51]
DtδφI = RIJ
dδφ′J
dt
, DtDtδφI = RIJ
d2δφ′J
dt2
, (A.19)
giving the equations of motion
d2δφ′I
dN2
+ (3− )dδφ
′I
dt
+
[
k2
a2H2
δIJ + (R
TM(Nf−2)R)
I
J
]
δφ′J = 0, (A.20)
but since the mass matrix is diagonal this just reduces to
d2δφ′I
dN2
+ (3− )dδφ
′I
dt
+
[
k2
a2H2
δIJ +M
I
(Nf−2) J
]
δφ′J = 0. (A.21)
These are just Nf − 2 uncoupled modes, each satisfying
d2δφsI
dN2
+ (3− )dδφ
sI
dN
+
[
k2
a2H2
− 3(9 + ω
2)η
2ω2
]
δφsI = 0. (A.22)
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