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Numerical solution of the Boltzmann equation for trapped Fermi gases with
in-medium effects
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Using the test-particle method, we solve numerically the Boltzmann equation for an ultra-cold
gas of trapped fermions with realistic particle number and trap geometry in the normal phase. We
include a mean-field potential and in-medium modifications of the cross-section obtained within a T
matrix formalism. After some tests showing the reliability of our procedure, we apply the method
to realistic cases of practical interest, namely the anisotropic expansion of the cloud and the radial
quadrupole mode oscillation. Our results are in good agreement with experimental data. Although
the in-medium effects significantly increase the collision rate, we find that they have only a moderate
effect on the anisotropic expansion and on frequency and damping rate of the quadrupole mode.
PACS numbers: 67.85.Lm,02.70.Ns
I. INTRODUCTION
Ultracold gases of trapped atoms offer unique oppor-
tunities to study Fermionic many-body systems under
clean and adjustable conditions. In particular, by tun-
ing the magnetic field around a Feshbach resonance, one
can realize either a repulsive or an attractive interaction,
passing through the “unitary limit” where the scattering
length a diverges. Especially this “unitary Fermi gas”
has attracted a lot of attention because it has “universal”
properties (there is no scale depending on the interaction
strength) and it has some similarities with completely
different systems such as low-density neutron matter.
A very interesting aspect of these strongly correlated
atomic gases are the different dynamical regimes they
can be in: they can be superfluid or normal-fluid, and in
the normal-fluid phase hydrodynamic to collisionless be-
havior can be realized depending on interaction strength
and temperature. Experimentally, the transition between
these regimes has been seen, e.g., by studying the fre-
quency and damping rates of the radial quadrupole mode
[1, 2]. Another source of information is the free expansion
(i.e., after the trap is switched off) of an anisotropic gas,
which is very different in the ballistic and in the hydrody-
namic regime [3–6]. Surprisingly, the low viscosity of the
unitary Fermi gas observed in this way [7–10] seems to in-
dicate some analogies even with the quark-gluon plasma
created in ultrarelativistic heavy-ion collisions [11].
In the normal phase, the transition between hydrody-
namic and collisionless regimes can be described by the
Boltzmann equation [2, 12–18]. The test-particle method
for the numerical solution of the Boltzmann equation has
been used for many years in the field of heavy-ion col-
lisions [19] and more recently also for ultracold atoms
[12, 16, 20–23]. In this article, we extend the method de-
veloped in [16] in order to simulate realistic systems (trap
geometry and particle number). At the same time, we in-
clude in-medium effects into the calculation, namely the
“mean-field” potential [15, 24] and the in-medium cross-
section [2, 15, 25, 26], obtained within a T matrix theory.
In Sec. II, we briefly recall the Boltzmann equa-
tion with in-medium effects and explain the test-particle
method we use to solve it numerically, concentrating
mainly on elements which are new as compared to
Ref. [16]. Then we describe in Sec. III some tests of the
reliability of the code. In Sec. IV, we discuss as first appli-
cations of the code the simulation of different anisotropic
expansion experiments of the Duke group [7, 8] and the
radial quadrupole mode as measured at Innsbruck [2]. In
Sec. V we conclude and discuss perspectives for future
work.
Throughout the article, we use units with ~ = kB = 1
(~ = reduced Planck constant, kB = Boltzmann con-
stant).
II. METHODS
A. Boltzmann equation
We study a two-component (s ∈ {↑, ↓}) ultra-cold gas
of N = N↑ +N↓ atoms of mass m with attractive inter-
action (scattering length a < 0) in an external potential
Vtrap(r, t). Even if we will restrict the numerical imple-
mentation of the in-medium effects to the case of a spin
balanced (N↑ = N↓) system, we keep the notation gen-
eral. We will only consider the normal-fluid phase, i.e.,
temperatures T above the superfluid transition temper-
ature Tc. In this case, the dynamics of the system can
be described with a distribution function fs(r,p, t) which
satisfies the Boltzmann equation
∂fs
∂t
+
p
m
· ∂fs
∂r
+ Fs(r, t) · ∂fs
∂p
= −Is , (1)
where Is is the collision integral (see below) and Fs =
Ftrap + Fmf,s is the sum of the forces resulting from
the external potential Vtrap(r, t) and from the mean field
Us(r, t).
The trap potential Vtrap is essentially given by a time
2independent anisotropic harmonic trap
Vtrap(r) =
1
2
m(ω2xx
2 + ω2yy
2 + ω2zz
2) , (2)
(in the cylindrically symmetric case, we use ωr = ωx =
ωy) which defines the time and length scales ω¯
−1 =
(ωxωyωz)
−1/3 and L¯ho = (mω¯)
−1/2. In addition to the
static harmonic potential, Vtrap can have a time depen-
dent contribution, e.g., in order to excite a collective
mode (Vexc).
The density per spin state and the number of atoms of
species s are obtained from the distribution function as
ρs(r, t) =
∫
d3p
(2π)3
fs(r,p, t) , Ns =
∫
d3rρs(r, t) . (3)
The right-hand side (r.h.s.) of the Boltzmann equation
(1) describes the collisions between particles of opposite
spin. It thus depends on the differential scattering cross
section dσ/dΩ. If we consider, e.g., the ↑ component, it
reads explicitly:
I↑ =
∫
d3p↓
(2π)3
∫
dΩ
dσ
dΩ
|p↑ − p↓|
m
× [f↑f↓(1− f ′↑)(1 − f ′↓)− f ′↑f ′↓(1− f↑)(1 − f↓)] , (4)
where, in the first term, ps and p
′
s are the incoming
and outgoing momenta, respectively, while in the second
term, the roles are exchanged. We adopted the short-
hand notation fs = fs(r,ps, t) and f
′
s = fs(r,p
′
s, t).
Since we consider only s-wave interactions, the cross
section does not depend on the scattering angle Ω and
we simply have σ = 4π dσ/dΩ. In free space, it depends
only on the relative momentum q = |p↑ − p↓|/2 and is
given by
σ = σ0(q) =
4πa2
1 + (qa)2
. (5)
When in-medium effects are taken into account (see
Sec. II C), there is of course no such simple form.
B. Test-particle method
In this article, we use the test-particle method de-
scribed, e.g., in [16], but generalized to the case ν < 1,
where ν = N˜/N is the number of test particles per atom.
This case is of course of practical interest since it allows
us to simulate a large number N of real particles with a
smaller number N˜ of test particles. However, the prob-
lem of a correct sampling of the phase space immediately
arises.
As discussed in detail in [16], the main problem when
reducing the number of test particles is that one cannot
resolve any more the step of the distribution function at
the Fermi surface. This is, however, crucial for the de-
scription of Pauli blocking of collisions. The resolution
can be reduced at finite temperature since the Fermi sur-
face gets smoothed out. In the unitary limit, the super-
fluid transition temperature Tc is already of the order of
∼ 0.3TF , where TF is the Fermi temperature defined in
the usual way by TF = (3N)
1/3ω¯ (which is lower than the
local Fermi temperature in the center of the trap). Since
we are anyway forced to stay above Tc, we can work with
a smaller number of test particles.
The test-particle method consists of writing the (non-
equilibrium) distribution function as
fs(r,p, t) =
1
ν
∑
is
δ(r − ris(t))δ(p− pis(t)), (6)
where ri and pi are the position and momentum of the
i-th test particle at time t. In practice, the first N˜↑ =
νN↑ test particles represent atoms with spin ↑, while the
remaining N˜↓ = νN↓ test particles represent atoms with
spin ↓. To simplify the notation, we use the convention
that the index i↑ runs from 1 to N˜↑, the index i↓ from
N˜↑ + 1 to N˜ , and the index i from 1 to N˜ = N˜↑ + N˜↓.
With the test-particle method, the l.h.s. of the Boltz-
mann equation is replaced by a set of 6N˜ classical equa-
tions of motion
r˙is(t) =
pis(t)
m
, p˙is(t) = Fs(ris(t), t) . (7)
To solve these equations, a particular attention has to be
paid to the efficiency and numerical accuracy. For our
simulations, we use the velocity Verlet algorithm as in
[16].
The collision term is simulated by scattering two test
particles of opposite spin by a random angle if their dis-
tance becomes smaller than that corresponding to the
cross section (see [16] for details). To take Pauli block-
ing into account, the collision is only performed with a
probability given by (1 − f ′↑)(1− f ′↓).
Of course, the δ functions in Eq. (6) cannot be used to
obtain meaningful numbers for the Pauli-blocking factors
(1 − f ′↑)(1 − f ′↓). The usual way to avoid this problem
is to consider Gaussian distributions in r and p spaces
instead of the Dirac ones. In the calculation of the Pauli-
blocking factors, we therefore replace δ(r − ri)δ(p − pi)
with gr(r− ri)gp(p− pi), where
gp(p) =
exp(−p2/w2p)
(
√
πwp)3
, (8)
and
gr(r) =
exp(−x2/w2r,x − y2/w2r,y − z2/w2r,z)
(
√
πw¯r)3
. (9)
In contrast to the Gaussian used in [16], the above Gaus-
sian gr takes explicitly into account the deformed shape
of the gas. To be specific, the widths appearing in the
above equation are defined from an average width w¯r as
wr,j =
ω¯
ωj
w¯r, (10)
3TABLE I: Numerical parameters used in the simulations
shown in the figures.
Figs. 1, 2, 6–8 3–5
N˜ 5 · 104 1 · 105
∆t (ω¯−1) 0.02 0.01
w¯r (L¯ho) 3 3
wp (L¯
−1
ho ) 3 3
w¯ (L¯ho) 2 2
where j ∈ {x, y, z}. In this way we exploit the fact that
the typical length scales on which the distribution func-
tion varies, given by the trap potential, can be very dif-
ferent in the three spatial directions.
The values of w¯r and wp must be chosen such that
they smooth the statistical fluctuations due to the finite
number of test particles but resolve the structure of the
distribution function fs (see [16] for details). The param-
eters we use in the present paper are given in Table I.
Another improvement w.r.t. Ref. [16] concerns the in-
clusion of the in-medium cross section σ and of the mean
field Us. For simplicity, we assume that these quanti-
ties can be calculated at a local equilibrium characterized
by time-dependent effective local chemical potentials and
temperature, µ∗s(r, t) and T
∗(r, t). In practice, it is more
convenient to parameterize σ and U in terms of the den-
sities ρs and of the kinetic-energy density, ǫ, which are
related by a one-to-one correspondence to µ∗s and T
∗:
ρs =
∫
d3k
(2π)3
1
e(k
2/2m+Us−µ∗s)/T
∗
+ 1
, (11)
ǫ =
∑
s
∫
d3k
(2π)3
k2/2m
e(k
2/2m+Us−µ∗s)/T
∗
+ 1
. (12)
When one calculates ρs and ǫ from the test-particle distri-
bution, it is enough to introduce an averaging in r space
(contrary to the case of the Pauli-blocking factors dis-
cussed above, where also averaging in p space is needed).
Again, we use Gaussians for this purpose, with widths
wj which are derived from an average width w¯ analo-
gously to Eq. (10). The width w¯ can be chosen smaller
than the width w¯r used in the Pauli-blocking factors,
because in the density and energy density we sum over
all momenta and therefore the statistical fluctuations are
smaller. During the simulation, the averaged densities
and kinetic-energy density are computed as
ρ˜s(r, t) =
1
ν
∑
is
g(r− ris) , (13)
ǫ˜(r, t) =
1
ν
∑
i
g(r− ri) [pi −mv˜(r, t)]
2
2m
. (14)
Note that ǫ is defined in the frame moving with the local
average velocity
v˜(r, t) =
1
νρ˜(r, t)
∑
i
g(r− ri)pi
m
, (15)
where ρ˜ = ρ˜↑ + ρ˜↓. These quantities are calculated after
every time step and stored on a three-dimensional (3d)
grid.
Since the mean fields Us are now functions of the
smoothed densities ρ˜s, one would violate Newton’s third
law if one computed the corresponding force directly as
Fmf,s = −∇Us. Following [27], one has to average the
force using the same Gaussians g as in the calculation of
ρ˜s, i.e., the contribution to the force on a test particle is
caused by its interactions with all the other test particles
is given by
Fmf,s(ris , t) = −
∂
∂ris
U˜s(ris , t)
= − ∂
∂ris
∫
d3rg(ris − r)Us(r, t) . (16)
It is straight-forward to show that with this prescription
the sum of all interaction forces would be exactly zero, as
required by momentum conservation, if the mean fields
Us were only functions of the densities ρ˜s. However, since
the mean fields depend also on ǫ˜, this relation is probably
only approximately fulfilled (see also Sec. III A).
C. In-medium cross section
Since the cross section governs the collisions, the intro-
duction of in-medium effects may have important conse-
quences in the dynamics of the system. Following [15],
where a T-matrix approximation is used to calculate the
in-medium correlations, we write the expression for the
cross section as
dσmed(k,q)
dΩ
=
∣∣∣m
4π
Γ(ω,k)
∣∣∣2 , (17)
where ω = k2/4m+ q2/m− 2µ¯ is the total energy (w.r.t.
2µ¯ = µ↑+µ↓), k = p↑+p↓ and q = (p↑−p↓)/2 are total
and relative momenta of the colliding particles with spin
↑ and ↓. The in-medium T matrix Γ is defined as
Γ(ω,k) =
4πa
m
1
1 + iaq − 4piam J(ω,k)
, (18)
with q =
√
m(ω + 2µ¯)− k2/4. The medium contribution
to the non-interacting two-particle Green’s function reads
J(ω,k) = −
∫
d3q′
(2π)3
f0(ξ
↑
k/2+q′) + f0(ξ
↓
k/2−q′)
ω − ξ↑
k/2+q′ − ξ↓k/2−q′ + iη
. (19)
In the above equation, f0(ξ) = 1/(e
βξ + 1) is the Fermi
function with β = 1/T , and ξsk = k
2/2m− µs represents
the single-particle energy (measured w.r.t. the chemical
potential µs) of an atom with spin s. As usual, the limit
η → 0 is implicit.
This approach has already been used in Refs. [15, 17]
to study collective modes in an unpolarized gas (N↑ =
4N↓). Actually, since the standard (non self-consistent)
T-matrix approximation fails in the polarized case, we
will include the medium effects only in the unpolarized
case.
Strictly speaking, the in-medium cross section given
above is only valid for a gas described by a thermal equi-
librium distribution f0, characterized by chemical poten-
tials µs and a temperature T . As mentioned in the pre-
ceding subsection, we use this cross section also in the
non-equilibrium case, calculating it with the local effec-
tive chemical potentials µ∗s and effective temperature T
∗
which give the same densities ρs and energy density ǫ
as the actual (non-equilibrium) distribution function f .
While this is exact in the linear response regime, it is
of course only an approximation in situations far from
equilibrium.
Including in-medium effects in a simulation implies a
huge increase of the computation time: in order to decide
whether a collision between an ↑ and a ↓ particle is al-
lowed, the first criterion is given by the relative distance
(and thus the cross-section σmed) between the test par-
ticles. Therefore, σmed (which depends on the relative
and total momenta of the two colliding test particles)
has to be determined N˜↑N˜↓ times at each time step. The
computation of the real part of J involves a numerical in-
tegration [15], and therefore it would be much too time-
consuming to include the exact in-medium cross section
into the simulation. It is clearly necessary to use a sim-
ple parameterization of the cross section which can be
evaluated quickly. More details are given in Appendix
A.
D. Mean-field potential
In order to be consistent, we also have to take into
account the in-medium effects in the left-hand side of
the Boltzmann equation, i.e., the mean-field potential U .
Following Ref. [15], we calculate it as
U = ReΣ(0, kµ¯∗) , (20)
where Σ is the self-energy in ladder approximation kµ¯∗ =√
2mmax(µ¯∗, 0) (see Ref. [15] for further details). Like
the cross section, this mean-field depends on r and t
through the effective chemical potential µ¯∗ and temper-
ature T ∗ determined from the density ρ¯ [since we can
calculate the mean field only in the unpolarized case, we
use ρ¯ = (ρ↑+ρ↓)/2] and energy density ǫ. In practice, for
a given a, we tabulate it directly as function of ρ¯ and ǫ,
using the Nozie`res-Schmitt-Rink relation between ρ¯ and
µ¯∗ (cf. Ref. [15]).
E. Initialization
The last point concerns the initialization process. The
system is initialized according to an equilibrium Fermi
TABLE II: Parameters of the quadrupole mode experiment
of Ref. [2].
ωr/2pi (Hz) 1800
ωz/2pi (Hz) 32
N 6 · 105
distribution (the same for ↑ and ↓ particles since we limit
ourselves to balanced systems for the moment) for a given
temperature T
feq,s(r,p) =
1
e[p
2/2m+Vtrap(r)+U˜(r)−µ]/T + 1
. (21)
Note that the mean field U˜ entering here is the one folded
with the Gaussian g as described in Sec. II B, and it has
to be calculated self-consistently from the folded density
and energy density ρ˜ and ǫ˜, otherwise the initial distri-
bution would not be stationary under the time evolution
of the code [27].
In practice, we store ρ, ρ˜, ǫ, ǫ˜, U , and U˜ on a 3d grid.
Starting from the density profile of an ideal Fermi gas,
we iterate them simultaneously with µ in order to con-
verge to a self-consistent solution with the correct particle
number. In the end, because of the attractive mean field,
we obtain a density profile that is more concentrated in
the trap center (cf. Fig. 3 of Ref. [15]) and a chemical
potential that is lower than that of the ideal Fermi gas.
Once µ and U˜ are determined, the positions ri and
momenta pi are initialized randomly according to the
distribution (21), as in Ref. [16].
III. TESTS OF RELIABILITY AND ACCURACY
A. Sloshing mode
The first test to check the consistency of our numeri-
cal approach concerns the particle propagation (left-hand
side of the Boltzmann equation). This has already been
done in Ref. [16] but without mean-field. Therefore, we
will concentrate on the implementation of U(r, t). One
conclusive way to check this is to excite the sloshing
mode (center-of-mass oscillation). As mentioned in [24],
the mean-field potential must not have any effect on the
sloshing frequency when the trapping potential is har-
monic. For instance, if the mode along the x direction is
excited, the frequency of the sloshing mode must be ωx
(Kohn’s theorem [28]).
Figure 1 shows the result for the sloshing mode for a
realistic system whose parameters are listed in Table II.
The excitation has been produced at ω¯texc = 1 by a
global shift of all particle positions by 1.5L¯ho in x di-
rection. Note that this shift is comparable to the cloud
width
√
〈x2〉 ≈ 1.8L¯ho, i.e., we are no longer in the linear
response regime. The solid line corresponds to the full
5-2
-1
 0
 1
 2
 0  2  4  6  8  10  12
0 2pi 4pi 6pi 8pi 10pi 12pi
〈x〉
 
/ − L
ho
−ω t
ωx (t−texc)
dynamic mean field
"frozen" mean field
FIG. 1: Simulation of the sloshing mode in x direction in
a realistic system whose parameters are given in Table II at
1/kF a = −0.1 and T/TF = 0.4. The result of the full calcu-
lation (solid line) is compared with the result obtained with
a “frozen” mean field (dashed line, see text).
simulation, which takes the mean field and the in-medium
cross section into account. We observe an undamped os-
cillation of the center of mass 〈x〉 with frequency ωx (cf.
upper scale in Fig. 1), in perfect agreement with Kohn’s
theorem.
In order to show that this is indeed a non-trivial test
of the calculation of the mean field U(r, t), we show for
comparison as the dashed line the result one obtains if
the mean field is “frozen” (i.e., not changed during the
time evolution) at its initial value U(r, t = 0). In this
case, the oscillation of the cloud is faster than ωx and
damped, because the total potential Vtrap + U is deeper
than Vtrap and anharmonic.
We thus have demonstrated that the particle propaga-
tion in the presence of the mean field, and the calculation
of the mean field from the distribution function, are well
described in our code.
B. Collision rate
A good way to check the precision of the simulation
of the collision term is to compare the collision rate per
particle in equilibrium given by the code with its exact
value obtained directly from the definition
γ =
1
N
∫
d3r
∫
d3p↑
(2π)3
∫
d3p↓
(2π)3
∫
dΩ
dσ
dΩ
|p↑ − p↓|
m
× f↑f↓(1− f ′↑)(1 − f ′↓) (22)
by Monte-Carlo integration. Actually, two ingredients
are tested simultaneously: firstly, the collision process
including Pauli blocking itself, and secondly, the param-
eterization of the in-medium cross section.
The lower curves in Fig. 2 show the collision rates γ ob-
tained with the Boltzmann code (dashed lines) and from
 0
 10
 20
 30
 40
 50
 0.4  0.6  0.8  1
γ /
 − ω
T / TF
(a)
without Pauli blockingwith Pauli blocking
exact
simul.
 0.4  0.6  0.8  1
T / TF
(b)
without Pauli blockingwith Pauli blocking
FIG. 2: Temperature dependence of the collision rates with
(lower curves) and without (upper curves) Pauli blocking for
the same system as in Fig. 1. (a) without in-medium effects,
(i.e., σ = σ0 and U = 0); (b) with in-medium cross-section
σmed and mean field U .
Eq. (22) (solid lines) as a function of temperature. In or-
der to check the cross section independently from Pauli
blocking, we also show the collision rates without Pauli
blocking, i.e., the sum of the rates of allowed and blocked
collisions [in this case, the exact result is obtained by
integrating Eq. (22) without the Pauli-blocking factors
(1− f ′s)]. Two cases are examined: (a) without medium
effects (i.e., with the free cross section σ0 and without
mean field) and (b) with in-medium effects (i.e., with the
in-medium cross section σmed and with mean-field U).
First, we can see on panel (a) that without in-medium
effects the collision rates are well reproduced even at low
temperature where the Pauli blocking is very important.
Looking now at panel (b), we observe that the agreement
is still satisfactory in the whole temperature range. Note
that the Monte-Carlo integrations have been performed
with the exact σmed, while in the simulation of course
the approximated one (cf. Appendix A) was used. Thus,
we can consider that the approximation of σmed is quite
accurate and the collision process is well described in the
simulation. Finally, the comparison between panels (a)
and (b) shows that the in-medium effects significantly in-
crease the collision rate at low temperature, as expected
from previous calculations [2, 25].
IV. COMPARISON WITH EXPERIMENTS
The aim is now to apply our numerical solution of the
Boltzmann equation to realistic cases. We will compare
our results with different expansion and collective-mode
experiments by the Duke and Innsbruck groups.
A. Anisotropic expansion
The expansion of the gas from an anisotropic trap was
shown to be a useful tool to distinguish the collision-
6TABLE III: Parameters of the anisotropic expansion experi-
ments of Refs. [7, 8].
Ref. [8] [7] [7] [7]
ωx/2pi (Hz) 2210 5283 5283 5283
ωy/2pi (Hz) 830 2052 5052 5052
ωz/2pi (Hz) 64.3 182.7 182.7 182.7
ωmag/2pi (Hz) 21.5 21.5 21.5 21.5
N 2.5 · 105 4 · 105 5 · 105 6 · 105
E˜/EF 1.46 2.3 3.3 4.6
T/TF 0.51 0.79 1.11 1.54
less (weakly interacting) case from the hydrodynamic
(strongly interacting) one [3–5]. Recently, more refined
analyses of the anisotropic expansion based on viscous
hydrodynamics [6] were used to extract the temperature
dependence of the shear viscosity η of the unitary Fermi
gas from the experimental expansion data [7–10]. How-
ever, a problem of these analyses is that near the surface
of the cloud, the gas is always in the collisionless regime,
in which the concept of viscous hydrodynamics is not
applicable. It is therefore important to analyse these
experiments within the Boltzmann framework, which is
capable of describing the hydrodynamic expansion in the
center of the cloud and the ballistic expansion of the di-
lute outer region.
Here, we simulate four expansion experiments of Fermi
gases in the unitary limit whose parameters are listed
in Table III. The quantity E˜ used by the Duke group
to characterize the temperature of the cloud (before the
expansion) is twice the potential energy per particle.
We transform E˜ into temperature T by calculating E˜
with our equilibrium density profile including the mean
field U . The system is initialized with the given pa-
rameters in the anisotropic trap, then the trap potential
is switched off except for the weak magnetic potential
Vmag =
1
2mω
2
mag(y
2 + z2 − 2x2) which was present in
the experiments during the expansion and which affects
merely the expansion in z direction.
In the upper row of Fig. 3 we display the column den-
sity n2d(x, y) =
∫
dz n(x, y, z) in the xy plane at different
times t after the beginning of the expansion, for initial
conditions corresponding to the experiment of Ref. [8]
with E˜/EF = 1.46. One can clearly see the inversion of
the aspect ratio during the expansion. To quantify this,
we apply the same procedure as in the analysis of the
experiment [8] and determine the cloud widths σx and
σy by fitting the density profile with a Gaussian
nfit2d(x, y) ∝ e−x
2/σ2
x
−y2/σ2
y . (23)
The error of this fit is shown in the lower row of Fig. 3,
it does not exceed 2.5% of the central density. In the
center, one sees the numerical noise coming from the
finite number of test particles (105) used in the simu-
lation. However, in the peripheral regions, where the
density is low, we see systematic deviations: in x direc-
tion, the cloud is smaller and in y direction it is larger
than the fitted Gaussian. This indicates that the expan-
sion does not exactly follow a scaling law of the form
n(r, y, z) = n0(x/bx, y/by, z/bz)/bxbybz as assumed in
previous analyses [6–10]. This is not very surprising since
one would expect that at the beginning of the expansion,
the central part of the cloud follows viscous hydrodynam-
ics and becomes ballistic at later times, while the dilute
peripheral part of the cloud expands ballistically from
the beginning.
The time dependence of the aspect ratio of the ex-
panding cloud, i.e., the ratio of the fitted cloud widths
σx/σy, is displayed in Fig. 4 as the solid line. Our result
agrees very well with the experimental data. For compar-
ison, we also show as the dashed line what one obtains
if one defines the aspect ratio as
√
〈x2〉/〈y2〉. The dis-
crepancy between the two curves comes from the ballistic
low-density part discussed above.
We also studied the influence of the in-medium effects
on the expansion. Apparently the effects of mean field
and in-medium cross section practically cancel each other
if the simulations with and without in-medium effects are
made with the same initial temperature T/TF . However,
the mean field is necessary to get the correct relation be-
tween the experimental observable E˜/EF and the tem-
perature T/TF . The dash-dot line in Fig. 4 represents
the result for the aspect ratio obtained with mean field
but without in-medium effects in the cross section. Since
the collision rate with the free cross section σ0 is lower
than the one with the in-medium cross section σmed, the
inversion of the aspect ratio is somewhat weaker than the
one obtained in the full calculation. However, the differ-
ence is too small to make a conclusive statement whether
the result with or without in-medium cross section is in
better agreement with the experimental data.
In Fig. 5 we show results for the aspect ratios in sim-
ulations (with mean field and in-medium cross section)
starting from a different initial geometry and higher tem-
peratures [7]. For comparison, the dotted lines show the
limiting cases of an ideal hydrodynamic (η = 0) and a
purely ballistic expansion. One observes that with in-
creasing temperature, the behavior of the system be-
comes less hydrodynamic and approaches the collisionless
regime. The same behavior is seen in the experimental
data. Although the agreement between simulation and
experiment is not as good as in the case E˜/EF = 1.46,
it is satisfactory for a theory which does not have any
adjustable parameter.
Since in the case of the expansion the calculation is
quite simple (one simulation per expansion), we were in
this case able to increase the number of test particles and
to reduce the time step by factors of two (cf. Table I).
However, already with the smaller number of test parti-
cles and the larger time step we obtained practically the
same results as shown in Figs. 4 and 5, only in the lower
row of Fig. 3 the higher number of test particles shows
up in reduced statistical fluctuations around the fitted
7t = 0 0.26 ms 0.52 ms
n
2d
(r)
/nf
it 2d
(0)
 0
 0.2
 0.4
 0.6
 0.8
 10.78 ms
(n 2
d-
n
fit 2d
)/n
fit 2d
(0)
-0.02
-0.01
 0
 0.01
 0.02
FIG. 3: Simulation of the expansion experiment by Elliott et al. [8] with E˜/EF = 1.46. The upper row shows the column
density n2d (i.e., the density integrated over z) in the xy plane (x in horizontal and y in vertical direction) for different times t
after the beginning of the expansion. The lower row shows the error of the fit of the density profile with a Gaussian (see text).
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FIG. 4: Time dependence of the aspect ratio σx/σy of the
expanding cloud in the simulation of the experiment by Elliott
et al. [8] with E˜/EF = 1.46.
density profile near the center of the cloud.
B. Quadrupole mode
Let us now study the radial quadrupole oscillation. We
consider a trapped gas in the unitary limit with the same
characteristics as in the experiment of Ref. [2], see Ta-
ble II. The quadrupole mode is then excited at t = 0 by
giving all particles a kick
px → px + cQx , py → py − cQy , (24)
(we use cQ = 0.2mωr) and we compute as observable the
quadrupole moment
Q(t) = 〈x2 − y2〉(t) . (25)
To extract the frequency ωQ and damping rate ΓQ of the
quadrupole mode from the response Q(t), we fit it with
a function of the form
Qfit(t) = Ae
−ΓQt sinωQt+B(e
−ΓQt cosωQt− e−Γ1t) .
(26)
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FIG. 5: Time dependence of the aspect ratio σx/σz of the
expanding cloud in the simulation of the experiments by Cao
et al. [7] with E˜/EF = 2.3, 3.3, and 4.6.
The motivation for the choice of this form, including the
non-oscillating exponential with decay constant Γ1, is
two-fold: it is similar to the fit function used in the ex-
perimental analysis [29], and it coincides with the form
of the response one obtains analytically within the first-
order moment method [16].
Figure 6 shows the temperature dependence of the
frequency (a) and the damping rate (b) of the ra-
dial quadrupole mode of the gas whose parameters are
given in Table II. Results obtained with and without in-
medium effects (σmed, U) are shown as solid and dashed
lines, respectively. The data points are the experimen-
tal results from Ref. [2]. The irregularities of our results
give an idea of the numerical error. Because of the finite
number of test particles, the results for Q(t) are some-
what noisy, especially at large times when the amplitude
of the mode has strongly decreased. This leads to some
uncertainties in the fitted values of ωQ and ΓQ. Our cal-
culations are globally in good agreement with the data.
The influence of the in-medium effects is surprisingly
weak. This is in contrast with [2, 15] where it was found
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FIG. 6: Frequency (a) and damping (b) of the quadrupole
mode in a system corresponding to the experiment by Riedl
et al. [2]. In the simulations, we use 1/kF a = −0.1 instead
of the unitary limit to avoid the divergence of the cross sec-
tion for particles moving in parallel at the same speed. The
dotted horizontal lines at ωQ/ωr =
√
2 and 2 correspond to
the frequencies of the quadrupole mode in the hydrodynamic
collisionless limits, respectively.
within the second-order moments method that with in-
medium effects, the collisionless regime was reached at
too high temperature. Later it was shown that compared
with a numerical solution of the Boltzmann equation, the
second-order moments method tends to overestimate the
collision effects [16], and that by extending the moments
method to fourth order the discrepancy between the re-
sults with in-medium cross section and the experimental
data was somewhat reduced [17]. If one assumes that
the moments method converges to the full solution of
the Boltzmann equation, the present results suggest that
even higher orders in the moments method would further
reduce the influence of the in-medium modification of the
cross section.
However, we see that at T/TF ∼ 0.4, the in-medium ef-
fects lead to a somewhat lower frequency, which is closer
to the data and to the hydrodynamic result ωQ/ωr →√
2. Furthermore, the maximum damping near T/TF =
0.5 is stronger and in better agreement with the data
if in-medium effects are included. Unfortunately, the
mean field U cannot explain the experimental frequen-
cies ωQ/ωr > 2 around T/TF = 0.7, although an at-
tractive mean field is able to increase the frequency of
the quadrupole mode in the collisionless limit to values
above 2ωr [4, 13, 15].
Since our numerical solution of the Boltzmann equa-
tion has the necessary flexibility, we can go a step fur-
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FIG. 7: Quadrupole moment after oscillation during tosc and
subsequent expansion during ttof = 6/ω¯, for two different ini-
tial temperatures T/TF = 0.4 (a) and 1.0 (b). The circles
show the results of the simulation with in-medium effects,
while the solid line corresponds to the fit by Eq. (27). The
system parameters are the same as in Fig. 6.
ther in our analysis and simulate more closely the ex-
perimental procedure. To that end, we excite the mode
as before and let the system oscillate for some time tosc,
then we switch the trap off and let the system expand
during ttof = 6/ω¯ ≈ 2 ms [29]. Then we calculate the
quadrupole moment after the expansion, Q(tosc + ttof).
We repeat the procedure for 50 different values of ω¯tosc
from 0.04 to 2.98 (corresponding to tosc ≈ 0 . . . 1 ms).
Therefore, the whole calculation is very time consuming.
Examples for the quadrupole moment after expansion
as a function of tosc are shown in Fig. 7 (circles) for two
different initial temperatures. In contrast to the case
without expansion [16], we see that Q does not vanish
for tosc = 0. The reason is easy to understand: The
excitation by the kick (24) does not immediately cre-
ate a quadrupole moment, but a quadrupolar velocity
field. During the expansion, this is transformed into a
quadrupole moment. Therefore, if we want to determine
the frequency ωQ and damping ΓQ, we have to modify the
fit function and use instead of Eq. (26) the more general
form [29]
Qfit(t) = Ae
−ΓQt sin(ωQt+ φ) +Be
−Γ1t . (27)
The fitted functions are also shown in Fig. 7. One can
see that, because of the strong damping, the response
for T/TF = 0.4 (a) shows only a single oscillation and
is dominated by numerical noise for tosc/ω¯ & 1.5. The
determination of ωQ and ΓQ by the fit with Eq. (27) is
thus not very precise in this case (as mentioned before,
the same problem limits also the precision of ωQ and ΓQ
in the case without expansion). At T/TF = 1 (b), the
damping is weaker, and we get a higher precision.
We repeat this procedure for a couple of temperatures.
The results for ωQ and ΓQ are displayed as the squares
in Fig. 8. Comparing these results with those obtained
without expansion (solid lines), one concludes that the
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FIG. 8: Same as Fig. 6, but the results were obtained from the
quadrupole moment with (squares) and without (solid lines)
expansion (both include in-medium effects).
expansion before the measurement of the quadrupole mo-
ment does not affect the extracted frequencies and damp-
ing rates. There is one temperature where some discrep-
ancy is visible, namely T/TF = 0.6, but as discussed
before, the precise extraction of the values ωQ and ΓQ is
difficult in this region of strong damping.
V. CONCLUSIONS
In this paper, we described an extension of the test-
particle method of Ref. [16] for the numerical solution
of the Boltzmann equation for ultracold trapped Fermi
gases in the normal phase. The main improvements are
the possibility to treat realistic particle numbers in realis-
tic (strongly elongated) trap geometries and the inclusion
of the mean field and of the in-medium-modifications of
the cross section, calculated within a T matrix approxi-
mation. This method allows us to simulate several recent
experiments on the non-equilibrium dynamics of unpolar-
ized Fermi gases in the normal-fluid phase.
As a first example, we studied the anisotropic expan-
sion of a unitary Fermi gas as measured in Refs. [7, 8] for
temperatures T/TF ≥ 0.4. Without any adjustable pa-
rameter, we obtain an excellent agreement with the time
dependence of the aspect ratio measured in Ref. [8] and
an overall reasonable agreement with the data of Ref. [7].
We notice that the peripheral region of the cloud is never
hydrodynamic and does not follow the scaling law which
approximately describes the expansion.
Then we discussed the radial quadrupole mode as mea-
sured in Ref. [2]. Again, we find that the numerical solu-
tion of the Boltzmann equation gives a reasonably good
description of the data. In particular, the influence of
in-medium effects on the frequency and damping rate of
the quadrupole mode seems to be much weaker than in
approximate solutions of the Boltzmann equation based
on the method of phase-space moments, where it was
found to deteriorate the agreement with the data [2, 15].
We also show that the expansion before the measurement
of the deformation of the cloud does not affect the final
results for frequency and damping.
These examples show that, if solved correctly, the
Boltzmann equation is able to describe out-of equilibrium
processes of unpolarized Fermi gases, even in the strongly
interacting regime (unitary limit), at a quantitative level,
at least at not too low temperatures. Note that even at
T/TF = 0.4, only in a very small part of the trapped
gas the temperature is close to the local Tc where one
would expect pseudogap effects to invalidate the Boltz-
mann equation. Of course, the Boltzmann equation is
not applicable below the superfluid transition tempera-
ture (∼ 0.3TF for a trapped gas).
Since our Boltzmann code reproduces the anistroptic
expansion experiments of Refs. [7, 8], it would be inter-
esting to adapt it to calculate directly the temperature
dependence of the shear viscosity η, and to compare it
with the one extracted from the experiments under rel-
atively strong assumptions (a refined analysis was made
in Ref. [10]). In principle, the result should be similar
to that of Refs. [25, 26], where the viscosity was also
calculated from the Boltzmann equation with in-medium
effects.
A challenging subject for future work would be the
description of shock waves as studied experimentally in
[30] by splitting the initial cloud into two and letting
them collide in z direction. The difficulty of this problem
compared to the phenomena studied in the present work
is the rapid change of the distribution function on a short
length scale in the direction of the long axis of the trap.
Also a quantitative description of the collision of two
spin-polarized clouds with opposite polarization as in the
experiment of Ref. [31] is still missing. On a qualitative
level, it was already shown in Ref. [22] that the Boltz-
mann equation without in-medium effects can reproduce
the different regimes (bounce, transmission) that were
experimentally observed. What is particularly difficult
in this case is the inclusion of in-medium effects, since
the T matrix approximation used in the present work
fails in the polarized case. A step into this direction was
undertaken in Ref. [32].
Appendix A: Approximations for the in-medium
cross section
Depending on the temperature, we use two different
strategies to approximate the in-medium cross section.
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1. Low temperature
At low temperature, σmed has typically a peak near
q = kF (where kF is the Fermi momentum), especially
for small total momenta k (cf. Fig. 2 in Ref. [15]). At
very large k or q, it approaches the free cross section σ0.
One might therefore try to fit Eq. (17) with a function of
the form
σfit(k, q) = σ0(q)
[
1 +Ae−k
2/k20
1
(q − q0)2 + q21
]
, (A1)
where the parameters A, k0, q0, and q1 are functions
depending on T , µ¯ and a to be determined (as men-
tioned above, we consider only the unpolarized case, i.e.,
µ↑ = µ↓ = µ¯). However, the problem with a fit is that it
is not clear how the different k and q should be weighted;
furthermore, the obtained parameters A, . . . , q1 as func-
tions of T , µ¯ and a are too noisy to be interpolated.
We therefore follow a slightly different strategy. As a
measure for the quality of the parameterization, one can
take its capability to reproduce certain physical proper-
ties that depend on the cross-section. For instance, one
wishes to reproduce the equilibrium values of the colli-
sion rate per particle, γ, or of the viscous relaxation time,
τ .
Thus, instead of fitting directly σmed with σfit, we de-
termine the four parameters of σfit such as to reproduce
four different moments (i.e., integrals weighted with dif-
ferent powers of k and q) of σmed,
mmedj =
∫
dk
∫
dqσmed(k, q)κ(k, q)φj(k, q) , (A2)
where κ reads
κ(k, q) =
[
atanh
(
tanh X2 tanh
Y
2
)
sinhX
]2
, (A3)
with X = 2βω and Y = βkq/2m, and the four weight
functions φj (j ∈ {1, . . . , 4}) are
φ1 = q , φ2 = q
3 , φ3 = q
5 , φ4 = k
2q3 . (A4)
The four parameters A . . . q1 are now determined from
the four equations mmedj = m
fit
j (the m
fit
j have of course
the same expressions as mmedj , only the cross section has
to be changed accordingly). Sincemmed1 is exactly related
to γ [cf. Eq. (22)], and mmed4 is similar to the integral
appearing in the calculation of τ (cf. Ref. [15]), we are
sure that σfit will give good results for γ and τ .
2. High temperature
When the temperature increases, the shape of σmed
becomes flatter and the Lorentzian part of σfit does not
fit the real behavior any more. At high temperature,
the chemical potential becomes negative and the Fermi
functions in Eq. (19) can be expanded as f0(ξ) = e
−βξ −
e−2βξ + e−3βξ − . . . . As a consequence, the expansion of
J reads
J(ω,k;T ) ≈ Jht(ω,k;T )− Jht(ω,k;T/2)
+ Jht(ω,k;T/3)− . . . . (A5)
The result for high-temperature limit Jht can be written
in closed form as
Jht(ω,k;T ) =
m2eβµ¯
2πβk
[ 2√
π
[F (X+)− F (X−)]
+ i
(
e−X
2
− − e−X2+
)]
, (A6)
where X± = (q ± k/2)/
√
2mT and F denotes Dawson’s
integral [33] (see Appendix B).
In practice, we use the first three terms of the high-
temperature expansion in the case µ¯ < 0, and the pa-
rameterization σfit otherwise.
Appendix B: Approximation for Dawson’s integral
In the high-temperature expansion of the in-medium
cross section there appears a function F (x), called Daw-
son’s integral [33] and defined by
F (x) = e−x
2
∫ x
0
et
2
dt . (B1)
Since speed is more important than precision for our pur-
pose, we approximate F (x) for −∞ < x <∞ by a simple
rational function of the form
F (x) ≈ x+ a1x
3 + a2x
5
1 + b1x2 + b2x4 + 2a2x6
, (B2)
which automatically reproduces the asymptotic behavior
of F (x) for x → 0 and x → ±∞. By minimizing the
maximum relative error, we obtain the following values
for the parameters:
a1 = 0.133931 , b1 = 0.853463 ,
a2 = 0.0989404 , b2 = 0.228679 . (B3)
The maximum relative error of this approximation is
0.53%.
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