Abstract. Let ∆ be a simplicial complex and I ∆ its Stanley-Reisner ideal. It has been conjectured that, for each i and j, the graded Betti number β ii+j (I ∆ ) of I ∆ is smaller than or equal to that of I ∆ c , where ∆ c is a combinatorial shifted complex of ∆. In the present paper the conjecture will be proved affirmatively. In particular the inequalities β ii+j (I ∆ ) ≤ β ii+j (I ∆ lex ) hold for all i and j, where ∆ lex is the unique lexsegment simplicial complex with the same f -vector as ∆ and where the base field is of arbitrary characteristic.
Introduction
Let A = K[x 1 , . . . , x n ] denote the polynomial ring in n variables over a field K with each deg x i = 1. One of the current trends in computational commutative algebra is the computation of the graded Betti numbers of homogeneous ideals. of I over A, where h = proj dim A I is the projective dimension of I over A. Let ∆ be a simplicial complex on [n] = {1, . . . , n} and I ∆ ⊂ A the StanleyReisner ideal of ∆. We write ∆ s , ∆ e and ∆ c for the symmetric algebraic shifted complex, the exterior algebraic shifted complex and a combinatorial shifted complex, respectively, of ∆. See Kalai [6] and Herzog [5] . Since the paper [1] was published, it has been conjectured that for an arbitrary simplicial complex ∆ on [n] one has
for all i and j. When the base field is of characteristic 0, the first inequality β ii+j (I ∆ ) ≤ β ii+j (I ∆ s ) is proved in [2, Theorem 2.9]. Moreover, when the base field is infinite, the third inequality β ii+j (I ∆ e ) ≤ β ii+j (I ∆ c ) is proved in [7] .
Let ∆ ′ be a shifted (or strongly stable [1, p. 365] ) simplicial complex with the same f -vector as ∆ and ∆ lex the unique lexsegment simplicial complex with the same f -vector as ∆ ([1, Theorem 3.5]). It is known [1, Theorem 4.4] 
s is shifted with the same f -vector as ∆, when the base field is of characteristic 0, one has
for all i and j ([2, Theorem 2.9]). In the present paper, based on Hochster's formula [3, Theorem 5.5.1] to compute graded Betti numbers of Stanley-Reisner ideals, we will prove the inequalities
for all i and j. See Theorem 3.2. Since ∆ c is shifted with the same f -vector as ∆, the inequalities β ii+j (I ∆ c ) ≤ β ii+j (I ∆ lex ) hold for all i and j. Thus the inequalities (2) guarantees that the inequalities (1) are also valid, when the base field is of positive characteristic (Corollary 3.3 ).
An outline of this paper is as follows. First, following [5] the fundamental materials on combinatorial shifting of simplicial complexes will be summarized in Section 1. Second, the preliminary steps toward a proof of Theorem 3.2 will be achieved in Section 2. Finally, in Section 3 our proof of Theorem 3.2 will be given.
Combinatorial shifting
Let [n] = {1, . . . , n} and write
for the set of i-element subsets of [n]. Let K be a field and A = K[x 1 , . . . , x n ] the polynomial ring in n variables over K with each deg
, where f i is the number of faces σ ∈ ∆ with |σ| = i + 1. (For a finite set σ the notation |σ| stands for its cardinality.) The Stanley-Reisner ideal of ∆ is the ideal I ∆ of A generated by those squarefree monomials x σ = i∈σ x i , where σ ⊂ [n], with σ ∈ ∆. If I ⊂ A is a squarefree monomial ideal, i.e., an ideal generated by squarefree monomials, with each x i ∈ I, then there is a unique simplicial complex ∆ on [n] with I = I ∆ .
We say that a simplicial complex ∆ on [n] is shifted if ∆ posseeses the property that for each face σ ∈ ∆ and for each i ∈ σ one has (σ \ {i}) {j} ∈ ∆ for all j > i with j ∈ σ. A shifting operation on [n] is a map which associates each simplicial complex ∆ on [n] with a simplicial complex Shift(∆) on [n] and which satisfies the following conditions:
Erdös, Ko and Rad [4] introduce "combinatorial shifting." Let ∆ be a simplicial complex on [n]. Let 1 ≤ i < j ≤ n. Write Shift ij (∆) for the simplicial complex on [n] whose faces are C ij (σ) ⊂ [n], where σ ∈ ∆ and where
It follows from, e.g., [5, Corollary 8.6 ] that there exists a finite sequence of pairs of
is shifted. Such a shifted complex is called a combinatorial shifted complex of ∆ and will be denoted by ∆ c . A combinatorial shifted complex ∆ c of ∆ is, however, not necessarily unique. The shifting operation ∆ → ∆ c , which is in fact a shifting operation [5, Lemma 8.4] , is called combinatorial shifting.
Recuded homology groups
Let ∆ be a simplicial complex on [n] and I ∆ ⊂ A its Stanley-Reisner ideal. Let H k (∆; K) denote the kth reduced homology group of ∆ with coefficients K. If W ⊂ [n], then ∆ W stands for the simplicial complex on W whose faces are those faces σ of ∆ with σ ⊂ W . Fix 1 ≤ i < j ≤ n and Γ = Shift ij (∆).
Proof. By considering an extension field of K if necessarily, we may assume that K is infinite. Thus there exists the exterior algebraic shifted complex ∆ e of ∆. See [5] .
) for all k. These inequalities, in fact, follow from [5, Lemma 8.26] together with the computation done in [7] .
Recall that the reduced Mayer-Vietoris exact sequence of ∆ 1 and ∆ 2 and that of Γ 1 and Γ 2 are the exace sequences
Proof. Let π be a permutation on [n] with π(i) < π(j) and π(∆) the simplicial complex {π(F ) : F ∈ ∆} on [n]. Since the combinatorial type of Shift ij (∆) is equal to that of Shift π(i)π(j) (π(∆)), we will assume that j = i + 1.
Let, in general, C k (∆) denote the vector space over K with basis {e i 0 i 1 ···i k }, where {i 0 , i 1 , . . . , i k } ∈ ∆ and where 1 ≤ i 0 < i 1 < · · · < i k , and define the linear map
Since a ∈ C k (Γ W ) is a linear combination of those basis elements e F with F ∈ Γ, F ⊂ W and |F | = k + 1 and since j = i + 1, it follows that ∂(v) = a, where
It then follows that
On the other hand,
Lemma 2.1 together with (3) guarantees that
Since Im(∂ 3,k ) = Ker(∂ 1,k−1 ) and Im(∂
Since Im(∂ 2,k ) = Ker(∂ 3,k ) and Im(∂ ′ 2,k ) = Ker(∂ ′ 3,k ), it follows from (5) and (6) together with (7) and (8) 
Finally, it follows from the reduced Mayer-Vietoris exact sequence of ∆ 1 and ∆ 2 and that of Γ 1 and Γ 2 together with (4) and (9) that 
for all i and j.
Lemma 3.1. Fix 1 ≤ p < q ≤ n. Let ∆ be a simplicial complex on [n] and Γ = Shift pq (∆). Then β ii+j (I ∆ ) ≤ β ii+j (I Γ ) for all i and j.
Proof. The right-hand side of Hochster's formula (11) can be rewritten as
where
Finally, it follows from (10) that γ ij (∆) ≤ γ ij (Γ). Hence β ii+j (I ∆ ) ≤ β ii+j (I Γ ), as desired.
We now come to the main result of the present paper. Lemma 3.1 together with the definition of combinatorial shifting now guarantees that for all i and j.
