Introduction
The logistic regression model is one of the most widely used models in biostatistics. Conditional logistic regression has been proposed as a general technique to use when the usual logistic regression fails, either because of sparse data or a proliferation of nuisance parameters. For example, in a matched case-control study, conditional logistic regression (Breslow et al., 1978; Breslow and Day, 1980) has been proposed to eliminate the nuisance matching effects. Unfortunately, values of the covariates of interest may be missing for some subjects, either by accident or study design. For example, consider data from Eastern Cooperative Oncology Group liver cancer clinical trials (Falkson, Cnaan, and Simson, 1990; Falkson et al., 1994) . Our primary interest here is to model the probability of jaundice when entering the clinical trial as a function of performance status (a measure of overall health, dichotomized as good or poor) and the biochemical marker gammaglobulin, classified as normal or abnormal. The subjects were randomized into the clinical trials in 22 different institutions, and there may also be an institution effect in the logistic regression that we would like to condition out. Also, the variables jaundice and performance status are observed for all 181 subjects in the study, but the biochemical marker is observed for only 104 of the subjects. Obtaining the gammaglobulin status requires a blood test and complicated laboratory analysis and may not be performed on all subjects.
Gibbons and Hosmer (1991) applied three commonly used methods for handling missing covariate data to conditional logistic regression with matched pairs data. The first of these methods is complete-case analysis, i.e., using only subjects with no missing data. The second method substitutes the mean covariate value for the missing covariate. The third method uses the predicted value, with or without random error, obtained from regressing the observed values of a covariate on the other covariates. Unfortunately, when these methods are used with conditional logistic regression, they suffer from the same biases as in usual regression problems unless the data are missing completely at random (Rubin, 1976) . For unconditional logistic regression, Vach and Schumacher (1993) compare methods for consistent estimation with covariates missing at random (Rubin, 1976) , which is a weaker assumption than missing completely at random. One of these methods estimates the probability of an individual having complete data and uses it in the estimation procedure. We extend this approach to conditional logistic regression with covariates missing at random. In particular, we estimate the probability of an individual having complete data and use it in a modification of the usual conditional logistic regression estimating equations.
Suppose we partition the logistic regression parameter vector d'
[/3N~ 3'], where /N are the nuisance parameters that we wish to eliminate and /3I are the parameters of interest. With no missing data, the conditional logistic regression likelihood eliminates the nuisance parameters / NN. In formulating our proposed conditional likelihood with missing covariates, we first restrict the data to include only subjects with complete covariate information. Our conditional likelihood eliminates /N and is thus a function of the parameter vector 3i; however, it is also a function of all of the complete cases' probabilities of having complete data. Since they are usually unknown, these probabilities of having complete data also must be estimated from the data. We heuristically show that the estimate of /3I is consistent, asymptotically normal and unbiased, with both known and estimated probabilities of complete data.
The Logistic Regression Model
Suppose the ith subject (i = 1, . . . , n) in the study has Bernoulli response Yi and p-dimensional covariate vector xi, and the subjects are independent. The logistic regression model for subject i is 
where 3 is a p-dimensional parameter vector. When there are missing covariates, we introduce the indicator Ri, which equals 1 when subject i has no missing data and 0 otherwise. In our conditional likelihood, we will use only subjects with complete covariate information, i.e., only subjects with R2 = 1. In particular, we are looking at subjects with distribution {Yi I R2 - 
i~~l i~1 i~1 i~1
Equation (7) The simplest alternative to our method is a complete-case analysis. The conditional logistic regression likelihood using complete cases is identical to (9), except that to = 0, which means that, to get (asymptotically) unbiased estimates of /3I using complete cases, the true 7ril and 7rio must satisfy ri = log(7ril/7rio) = 0 or, equivalently, 7ril = 7rio. Now we discuss the possible bias in the complete-case analysis. Suppose the subjects with Rf = 1 are a completely random sample from the all sampled individuals, then irij =pr(R2 1 |Y2 j,x2) =pr(R2 1) = 7, (12) i.e., 7r~i = Wio =ir and ri 0 . In Rubin's (1976) terminology, the data are missing completely at random. In this case, using conditional logistic regression with only the complete cases will give (asymptotically) unbiased estimates of /I. Suppose that, given xi, Ri and Yi are conditionally independent; then 7ril = 7rio and, again, ri = 0. Here you will again get (asymptotically) unbiased estimates using conditional logistic regression with complete cases. Next, suppose, as in a casecontrol study (Breslow and Day, 1980) , Trig only depends on Yi but not xi. Using results from case-control studies (Breslow and Day, 1980) , one can show that only the intercept in the logistic regression model is not estimable with complete cases. Thus, as long as the intercept is included as a nuisance parameter in 3N, we will still get (asymptotically) unbiased estimates of 3I using conditional logistic regression with complete cases. However, often the probability that covariates are missing depends on both the response Yi and the covariates xi, so that a complete-case analysis will be biased, and one will need to put to in the conditional likelihood. Except in some designed studies, ri (and thus To) is unknown, must be estimated, and plugged into the conditional likelihood, as discussed in the following section.
Estimating Equations When rij Is Unknown
In large samples, the parameter estimate /I is unbiased and normally distributed, with an asymptotic variance that depends on whether ri is known or estimated from the data. In practice, the probabilities irij are unknown and must be estimated. We do so by specifying a parametric model for pr(Ri 
Under the assumption that the model for pi and 7rWi are correctly specified, /I is consistent and asymptotically normal. A consistent estimate of the asymptotic variance of /I in (15) does not have a simple form as in (11) but also depends on the distribution of 6. Since, unconditionally, the n subjects are independent, a consistent estimate of the variance of /I can be obtained using the bootstrap or jackknife (Efron, 1982) , in which the basic resampling unit is the individual.
Example
We consider data from the Eastern Cooperative Oncology Group liver cancer clinical trials (Falkson et al., 1990 (Falkson et al., , 1994 . We are interested in the logistic regression model for the probability of jaundice as a function of performance status and the biochemical marker gammaglobulin, i.e., 
We tried an interaction between jauni and psi, but it was very nonsignificant. The estimate of a is given in Table 1 ; sicker patients (i.e., those with jaundice and/or poor performance status) are significantly more likely to have gammaglobulin measured. Our intuition is that, in this study, the sicker patients go to their physician more often and thus are more likely to have the blood test for gammaglobulin status. We note here that we have an institution effect in the model of interest for jaundice in (16) but not for the probability of being a complete case in (17). In a preliminary analysis in which we tested for no institution effects using a statistic appropriate for small samples (Lipsitz et al., 1996), we found a significant institution effect when the outcome was jaundice (p = 0.00005), but found no institution effect when the outcome was missingness (p = 0.382). This test collapses over the other variables except for the outcome and the institution. Also, the test should be interpreted with caution when the outcome is jaundice since the data actually need to be missing completely at random for the test to be unbiased. However, these preliminary analyses led to the models given in (16) and (17).
From the modified conditional logistic regression estimate of f3 (using a bootstrap variance estimate) in Table 2 , we see that the estimated odds ratio for jaundice versus performance status is e0.98 _ 2.7, and the estimated odds ratio for jaundice versus gammaglobulin is e0 31 1.4. Using conditional logistic regression with complete cases, we see that the estimated odds ratio for jaundice versus performance status is e1 .8 3.3, and the estimated odds ratio for jaundice versus gammaglobulin is e0 31 -1.4. Neither of the covariates are significant at a 5% level for either the modified or complete-case method. Treating the estimates from the modified conditional logistic regression as correct, an estimate of the relative bias is defined as (13-c%)/ ),where 3 and /cc denote estimates based on the modified conditional logistic regression and complete cases, respectively. The estimated relative bias for the gammaglobulin is 0% and for the performance status effect is 20%. This bias is comparable to what we found in the simulations in the following section.
A Small Simulation Study
We performed a small simulation study based on the liver cancer example discussed above, with jaundice as the binary response and performance status and gammaglobulin as covariates. We used the covariate data from the 181 subjects in the study, filling in the missing gammaglobulin values by sampling from the conditional Bernoulli distribution of gammaglobulin given performance status 
In all simulations, the model for jauni was specified and estimated as in (18). For simplicity, we did not add an institution effect to (18); conditional logistic regression can still be used to get consistent estimates of /3p and /g. We did not misspecify the model for jaun2 because our main interest was determining the bias in estimating 3 when the missing data mechanism is misspecified. When the model for jauni is misspecified (i.e., leaving out an important covariate), there will be bias in 3. We expect this bias to be on the order of the bias found in misspecifying the model when no data are missing. In addition, we specified various models for the missingness models. For the first simulation, we estimated the correct missingness model in order to assess the performance of the modified conditional logistic regression when the missingness probabilities are correctly modeled. In particular, we sampled the missingness indicator Ri from a Bernoulli distribution with logit[pr(Ri 1 jauni, psi, gami, a)] ao + aIpsi + a 2jauni -.7 + psi + jauni
and set gami missing if Ri = 0. Then we estimated 3 using the modified and complete-case conditional logistic regression. The results, shown in Table 3 , show the advantages of the modified conditional logistic regression when the missingness model is correctly specified; there is negligible bias in both the estimates of O3a and /g. Using complete-case conditional logistic regression, the estimate of the gammaglobulin effect, which corresponds to the variable with missing data, appears unbiased, whereas the performance status effect appears highly biased (-33%). The modified estimates perform well when the missing data model is correctly specified, but the performance in the face of model misspecification is also of interest. In the second simulation, we added a fixed institution effect to the missingness model in (19), i.e., Table 4 and are very similar to those in Table 3 . The bias appears in the complete-case estimate of the performance status effect with a -23% bias. Thus, at least for this simulation, misspecifying the missing data model leads to minimal bias using the modified method, and it is apparently more important to put effects due 
However, we fit (19), which means we are underspecifying the missing data model in the modified conditional logistic regression. Note, in practice, with the data observed, we cannot fit (21) since we will not know gami when R= 0. The simulation results in Table 5 show that the modified and complete-case estimates of the gammaglobulin effect are identical and have little bias. The modified estimate of the performance status effect has much less bias than the complete-case estimate. Thus, overall, the modified estimate performs better than the complete-case estimate. In a simulation not shown here, the true missing data model added an interaction between psi and jaun2 to (19), but we fit the model in (19). The results of the simulation were almost identical to Table 3 . Thus, even though the missingness mechanism was underspecified in the simulation, the modified method performed well, leading to estimates with little bias. Also, in simulations not shown, when the missing data are missing completely at random, i.e., pr[R= 1] -r, the modified estimate with the overspecified missingness model in (19) and the complete-case estimate gave almost identical results. We also performed simulations in which the correct link for the missingness model was a logit link, and we fit both logit and probit links. The resulting bias in estimates of j3 was almost identical for either link. Apparently, this is because the predicted l7rij's are almost identical from either link. This suggests that misspecification of the link for the missingness model makes little difference and is much less important than the predictors we put in the model for -rij.
As seen in Tables 3-5 , the estimated effect of the variable that is sometimes missing, gammaglobulin, was identical using the modified and complete-case methods. We attempted algebraically to see if this is true because the conditional likelihood factors into a part for estimating the effect of performance status and a part for estimating the effect of gammaglobulin, but we could find no such factorization, although it must be true. Thus, the modified method is best at reducing biases encountered in variables other than the one missing. To use the modified conditional logistic regression method, one needs to be able to estimate the probability of being observed with some precision. As such, one should use the rough rules for the validity of the parameter estimates in the logistic regression model for Ri. In particular, the number of subjects with Ri 1 divided by the number of parameters (not including the intercept) as well as the number with R2 = 0 divided by the number of parameters (not including the intercept) should both be greater than or equal to 10 (Peduzzi et al., 1996) . This is satisfied for the liver cancer dataset used in this paper. We expect this rough rule of thumb is a little too strict since we are not really interested in the validity of the logistic regression parameter estimates but in the validity of the estimates of the rirj's, which are on a different scale than the logistic regression parameters and are less sensitive to outliers. This is a topic for further research. Nevertheless, when this rough rule of thumb does not hold, which may occur when the percentage of missing data is extremely high or low, we cannot estimate the parameters of the missing data model with validity, and the complete-case estimate may be preferred. Further, in practice, we have found that, when the percent of missing data is low, say less than 5%, the complete-case estimate has little bias. Thus, the modified approach is most appropriate when there are many nuisance parameters to eliminate in the model for Yi and the percentage of missing data is moderate so that an investigator can estimate the missing data model with some precision. In simulations in which the percentage of missing data was sufficient to estimate the lr-j 's, we found our modified estimator performed no worse with respect to bias, and usually better, than the complete-case estimate. This was true if the model for lrij was underspecified or overspecified. Although it performed better than the complete-case method, we suggest, when using the modified method, in order to prevent biases in the estimate of j3 from underfitting the model for lrij, one keeps any variable in the model for lri that is significant at the .20 level.
