Abstract. We consider homogenization for weakly coupled systems of Hamilton-Jacobi equations with fast switching rates. The fast switching rate terms force the solutions converge to the same limit, which is a solution of the effective equation. We discover the appearance of the initial layers, which appear naturally when we consider the systems with different initial data and analyze them rigorously. In particular, we obtain matched asymptotic solutions of the systems and rate of convergence. We also investigate properties of the effective Hamiltonian of weakly coupled systems and show some examples which do not appear in the context of single equations.
Introduction
In this paper we study the behavior, as ε(> 0) tends to 0, of the viscosity solutions (u where T > 0, c 1 , c 2 are given positive constants and the Hamiltonians H i (ξ, p) : R n × R n → R are given continuous functions for i = 1, 2, which are assumed throughout the paper to satisfy the following.
(A1) The functions H i are uniformly coercive in the ξ-variable, i.e., lim r→∞ inf{H i (ξ, p) | ξ ∈ R n , |p| ≥ r} = ∞.
(A2) The functions ξ → H i (ξ, p) are T n -periodic, i.e., H i (ξ + z, p) = H i (ξ, p) for any ξ, p ∈ R n , z ∈ Z n and i = 1, 2.
The functions f i are given continuously differentiable functions on R n with Df i L ∞ (R n ) are bounded for i = 1, 2, respectively. Here u i /∂x n ) for i = 1, 2, respectively. We are dealing only with viscosity solutions of Hamilton-Jacobi equations in this paper and thus the term "viscosity" may be omitted henceforth.
1.1. Background: Randomly Switching Cost Problems. System (C ε ) arises as the dynamic programming for the optimal control of the system whose states are governed by certain ODEs, subject to random changes in the dynamics: the system randomly switches at a fast rate 1/ε among the two states.
See [14, 15, 21, 4, 17] for instance. Also see [28, 8] for another switching cost problems. In order to explain the background more precisely, we assume in addition that the Hamiltonians H i are convex in p here. We define the functions u L ν ε (s) ( η(s) ε , −η(s)) ds + f ν ε (t) (η(t)) ,
where L i : R 2n → R ∪ {+∞} are the Fenchel-Legendre transform of H i , i.e., L i (ξ, q) := sup p∈R n (p · q − H i (ξ, p)) for all (ξ, q) ∈ R 2n and the infimum is taken over η ∈ AC ([0, t], R n ) such that η(0) = x. Here AC ([0, t], R n ) denotes the set of absolutely continuous functions with value in R n and E i denotes the expectation of a process with ν ε (0) = i where ν ε is a {1, 2}-valued process, which is a continuous-time Markov chain, such that P ν ε (s + ∆s) = j | ν ε (s) = i = c i ε ∆s + o(∆s) as ∆s → 0 for i = j, (1.2) where o : [0, ∞) → [0, ∞) is a function satisfying o(r)/r → 0 as r → 0. Formula (1.1) is basically the optimal control formula for the solution of (C ε ), where the random switchings among the two states are governed by (1.2) . We first give a formal proof that (u ε 1 , u ε 2 ) given by (1.1) is a solution of (C ε ). The rigorous derivation will be proved in Appendix by using the dynamic programming principle. We suppose that u ε i ∈ C 1 (R n × [0, T ]) here. Set u ε (x, i, t) := u ε i (x, t) and Y (s) := (η(s), ν ε (s)) for η ∈ AC (R n ) with η(0) = x and let ν ε be a Markov chain given by (1.2) with ν ε (0) = i. By Ito's formula for a jump process we have 
Thus,
In the above inequality, the equality holds if −η(s) ∈ D − p H ν ε (s) (η(s)/ε, Du ε (Y (s), t−s)), where D − p H i denotes the subdifferential of H i with respect to the p-variable.
Main Results.
There have been extensively many important results on the study of homogenization of Hamilton-Jacobi equations. The first general result is due to Lions, Papanicolaou, and Varadhan [29] who studied the cell problems together with the effective Hamiltonian and established homogenization results under quite general assumptions on Hamiltonians in the periodic setting. The next major contributions to the subject are due to Evans [17, 18] who introduced the perturbed test function method in the framework of viscosity solutions. The method then has been adapted to study so many different homogenization problems that we cannot provide a complete list of references. We here only refer to the papers related to our work. Concordel [12, 13] achieved some first general results on the properties of the effective Hamiltonian concerning flat parts and non-flat parts. Afterwards Capuzzo-Dolceta and Ishii [10] combined the perturbed test functions with doubling variables methods to obtain the first results on the rate of convergence of u ε to u. We refer to [6, 37] for some recent progress.
There have been some interesting results [35, 7, 9] on the study of homogenization for weakly coupled systems of Hamilton-Jacobi equations in the periodic settings or in the almost periodic settings. We also refer to [2] for a related result in the random setting. We refer the readers to [16, 25] for the complete theory of viscosity solutions for weakly coupled systems of Hamilton-Jacobi and Hamilton-Jacobi-Bellman equations. Since the maximum principle and comparison principle still hold, homogenization results can be obtained by using the perturbed test function method quite straightforwardly with some modifications. Let us call attention also to the new interesting direction on the large time behavior of weakly coupled systems of Hamilton-Jacobi equations, which is related to homogenization through the cell problems. The authors [32] , and Camilli, Ley, Loreti and Nguyen [8] obtained large time behavior results for some special cases but general cases still remain open.
Let us also refer to one of the main research directions in the study of homogenization, stochastic homogenization of Hamilton-Jacobi equations, which were first obtained by Souganidis [36] , and Rezakhanlou and Tarver [33] independently. See [30, 27, 34, 31, 1] for more recent progress on the subject.
First we heuristically derive the behavior of solutions of (C ε ) as ε tends to 0. For simplicity, from now on, we always assume that c 1 = c 2 = 1. We consider the formal asymptotic expansions of solutions (u
Set ξ := x/ε. Plugging this into (C ε ) and performing formal calculations, we achieve
where we take i, j ∈ {1, 2} such that {i, j} = {1, 2}. The above expansion implies that
where H(P ) is a unknown constant. Because of the T n -periodicity of the Hamiltonians H i , we can also consider the above cell problem on the torus T n , which is equivalent to consider it on R n with T n -periodic solutions. By an argument similar to the classical one in [29] , we have Proposition 1.1 (Cell Problems). For any P ∈ R n , there exists a unique constant
We call H the effective Hamiltonian associated with (H 1 , H 2 ).
See also [5, 32, 8] for more details about the cell problems for weakly coupled systems. Our main goal in this paper is threefold. First of all, we want to demonstrate that u ε i converge locally uniformly to the same limit u in R n × (0, T ) for i = 1, 2 and u solves
This part is a rather standard part in the study of homogenization of Hamilton-Jacobi equations by using the perturbed test function method introduced by Evans [17] with some modifications. The only hard part comes from the fact that we do not have uniform bounds on the gradients of u ε i here because of the fast switching terms. We overcome this difficulty by introducing the barrier functions (see Lemma 2.1) and using the half-relaxed limits (see the proof of Theorem 1.2). The barrier functions furthermore give us the correct initial data for the limit u. Let (u 
Formula (1.1) of solutions of (C ε ) actually gives us an intuitive explanation about the effective initial datum f . As we send ε to 0, the switching rate becomes very fast and processes have to jump randomly very quickly between the two states with equal probability as given by (1.2) . (Note that we assume c 1 = c 2 = 1 now.) Therefore, it is relatively clear that f is the average of the given initial data f i for i = 1, 2. In general f depends on c 1 and c 2 .
The second main part of this paper is the study of the initial layers appearing naturally in the problem as the initial data of u ε i and u are different in general. We first study the initial layers in a heuristic mode by finding inner and outer solutions, and using the matching asymptotic expansion method to identify matched solutions (see Section 3.1). We then combine the techniques of the matching asymptotic expansion method and of Capuzzo-Dolceta and Ishii [10] to obtain rigorously the rate of convergence result. 
where u is the solution of (1.3) and
with j ∈ {1, 2} such that {i, j} = {1, 2}.
Finally, we study various properties of the effective Hamiltonian H. It is always extremely hard to understand properties of the effective Hamiltonians even for single equations. Lions, Papanicolaou and Varadhan [29] studied some preliminary properties of the effective Hamiltonians and pointed out a 1-dimensional example that H can be computed explicitly. After that, Concordel [12, 13] discovered some very interesting results related flat parts and non-flat parts of H for more general cases. Evans and Gomes [19] found some further properties on the strict convexity of H by using the weak KAM theory.
The properties of H for weakly coupled systems of Hamilton-Jacobi equations in this paper are even more complicated. In case H 1 = H 2 , the effective Hamiltonian for the weakly coupled systems and the single equations are obviously same. Therefore, we can view the cases of single equations as special cases of the weakly coupled systems. However, in general, we cannot expect the effective Hamiltonians for weakly coupled systems to have similar properties like single equations' cases.
The first few results on flat parts and non-flat parts of H are generalizations to the ones discovered by Concordel [12, 13] , and are proved by using different techniques, namely the min-max formulas which are derived in Section 4.2 and the constructions of appropriate subsolutions. On the other hand, we investigate other cases which show that the properties of the effective Hamiltonians for weakly coupled systems are widely different from those of the effective Hamiltonians for single equations. Theorems 4.14, 4.17, 4.18 , 4.20, which are some of our main results, describe some rather new results which do not appear in the context of single Hamilton-Jacobi equations. Since the theorems are technical, we refer the readers to Section 4.3 for details.
We are grateful to L. C. Evans for his suggestion which leads us to this project. We thank G. Barles, D. Gomes, H. Ishii, T. Mikami, and F. Rezakhanlou for their fruitful discussions. We also thank S. Armstrong and P. E. Souganidis for letting us know about the coming result on stochastic homogenization of weakly coupled systems of HamiltonJacobi equations of B. Fehrman [20] . Fehrman [20] independently obtained interesting homogenization results of monotone systems of viscous Hamilton-Jacobi equations, which are similar to ours, with convex Hamiltonians in the stationary, ergodic setting by using the ideas of Armstrong and Souganidis [1, 2] . His work includes as well generalizations to other related systems.
The paper is organized as follows. In Section 2 we prove the homogenization result, Theorem 1.2. Section 3 devotes to the study of initial layers and rate of convergence. We derive inner solutions, outer solutions, and matched asymptotic solutions in a heuristic mode and then prove Theorem 1.3. The properties of the effective Hamiltonian are studied in Section 4. We obtain its elementary properties in Section 4.1, the representation formulas in Section 4.2, and flat parts, non-flat parts near the origin in Section 4.3. In Section 5 we prove generalization results for systems of m equations for m ≥ 2. We then prove also the homogenization result for Dirichlet problems and describe the differences of the effective data between Cauchy problems and Dirichlet problems in Section 6. Some lemmata concerning verifications of optimal control formulas for the Cauchy and Dirichlet problems are recorded in Appendix.
Notations. For k ∈ N and A ⊂ R n , we denote by C(A), C 0,1 (A) and C k (A) the space of real-valued continuous, Lipschitz continuous and k-th continuous differentiable functions on A, respectively. We denote L ∞ (A) by the set of bounded measurable functions and · L ∞ (A) denotes the superemum norm. Let T n denote the n-dimensional torus and we identify T n with [0, 1] n . Define Π : R n → T n as the canonical projection. By abuse of notations, we denote the periodic extensions of any set B ⊂ T n and any function f ∈ C(T n ) to the whole space R n by B, and f themselves respectively. For a, b ∈ R, we write a ∧ b = min{a, b} and a ∨ b = max{a, b}. We call a function m : [0, ∞) → [0, ∞) a modulus if it is continuous, nondecreasing on [0, ∞) and m(0) = 0.
Homogenization Results
Lemma 2.1 (Barrier Functions). We define the functions ϕ
are, respectively, a subsolution and a supersolution of (C ε ), and
Proof. We calculate that 2 ) are, respectively, a subsolution and a supersolution of (C ε ). By the comparison principle for (C ε ) (see [16, 25] 
Proof of Theorem 1.2. By Lemma 2.1 we can take the following half-relaxed limits
We now show that W and w are, respectively, a subsolution and a supersolution of (1.3) in R n × (0, T ) by employing the perturbed test function method. Since we can easily check W (·, 0) = w(·, 0) = f on R n due to Lemma 2.1, it is enough to prove that W and w are a subsolution and a supersolution, respectively, of the equation in (1.3). We only prove that W is a subsolution since by symmetry we can prove that w is a supersolution. We take a test function
We define the perturbed test functions ψ ε,α i for i = 1, 2 and α > 0 by
where (v 1 , v 2 ) is a solution of (E P ). By the usual argument in the theory of viscosity solutions, for every m ∈ N, α > 0, there exist i m,α ∈ {1, 2} and (
and up to passing some subsequences
. By the definition of viscosity solutions, we have
is a supersolution of (E P ), we have
Let α → 0 in (2.3) and (2.4) to derive
and
where
Noting that the correctors v i are Lipschitz continuous due to the coercivity of H i , we see that |Q m | ≤ C for C > 0 which is independent of m. Combine (2.5) with (2.6) to get
for some modulus σ. Letting m → ∞, we get the result. We finally prove that u is Lipschitz continuous. We can easily see that f ± Mt are a supersolution and a subsolution of (1.3), respectively, for M > 0 large enough. By the comparison principle for (1.3) we have |u(
The proof is complete.
3. Initial layers and Rate of convergence 3.1. Inner solutions, Outer solutions, and Matched solutions. We first derive inner solutions, outer solutions and perform the matching asymptotic expansion method to find matched solutions in a heuristic mode.
As we already obtained in Section 2, outer solutions are same as the limit u give in Theorem 1.2. Now we need to find a right scaling for inner solutions. We let
and plug into (C ε ) to obtain
We next assume that w ε i have the asymptotic expansions of the form w
It is then relatively straightforward to see that (w 1 , w 2 ) solves
Thus, we can compute the explicit formula for the inner solutions
The final step is to obtain the matched solutions. We have in this particular situation
which shows that the common part of the inner and outer solutions is (f 1 + f 2 )(x)/2. Hence, the matched solutions are
, where m ε i are the functions defined by (1.4). As we can see, the matched solutions contain the layer parts which are essentially the same like the subsolutions and supersolutions that we build in Lemma 2.1. For any fixed t > 0, we can see that (m ε 1 (x, t), m ε 2 (x, t)) converges to (u(x, t), u(x, t)) exponentially fast. But for t = O(ε) then we do not have such convergence. In particular, we have (m
). On the other hand, the fact that ((m
is not bounded also give us an intuition about the unboundedness of ((u
It is therefore interesting if we can study the behavior of the difference between the real solutions (u 3.2. Rate of convergence to matched solutions. In this subsection, we assume further that (A3) H i are (uniformly) Lipschitz in the p-variable for i = 1, 2, i.e. there exists a constant C H > 0 such that
We now prove Theorem 1.3 by splitting R n × [0, T ] into two parts, which are R n × [0, ε| log ε|] and R n × [ε| log ε|, T ]. For the part of small time R n × [0, ε| log ε|], we use the barrier functions in Lemma 2.1 and the effective equation to obtain the results. The L ∞ -bounds of |u
can be obtained by using techniques similar to those of Capuzzo-Dolcetta and Ishii [10] .
Proof. We only prove the case i = 1. By symmetry we can prove the case i = 2. Pick a positive constant
and note that u is Lipschitz continuous with a Lipschitz constant C u := (1/2)( Df 1 ∞ + Df 2 ∞ ). By Lemma 2.1 we have
for (x, t) ∈ R n × [ε| log ε|, T ] and i = 1, 2.
Lemma 3.3. Assume that (A3) holds. For each δ > 0 and P ∈ R n , there exists a unique
Moreover,
(ii) for each R > 0, there exists a constant C = C(R) > 0 independent of δ such that
Proof. By the classical result (see [16, 25] ) we can easily see that there exists a unique solu-
are a supersolution and subsolution of (E δ Q ), respectively, in view of (A3). By the comparison principle for (E δ Q ) we have
which completes (i).
It is clear that (−C 1 (P )/δ, −C 1 (P )/δ) and (C 1 (P )/δ, C 1 (P )/δ) are a subsolution and a supersolution of (E δ P ), respectively. Note that
Next, sum up the two equations of (E δ P ) to get
We look back at (E δ P ) and take the inequalities (3.1), (3.2) into account to deduce that v
Indeed, suppose that µ + < −H(P ), then by the comparison principle we have v δ i ≥ w i on T n for any solution (w 1 , w 2 , H(P )) of (E P ). This is a contradiction, since for any C 2 ∈ R (w 1 + C 2 , w 2 + C 2 , H(P )) is a solution of (E P ) too. Similarly we see that µ − ≤ −H(P ). Combine (3.2)-(3.4) to get the desired conclusion of (ii).
We borrow some ideas from [10] in the following proof. P ) ) be the solution of (E δ P ) for P ∈ R n . We consider the auxiliary functions
Proof of Proposition
for i = 1, 2, where δ = ε θ and β, θ ∈ (0, 1) and K ≥ 0 to be fixed later. For simplicity of explanation we assume that Φ i takes a global maximum on R 2n × [ε| log ε|, T ] 2 and let (x,ŷ,t,ŝ) be a point such that
For a more rigorous proof we need to add the term −γ|x| 2 to Φ i for γ > 0. See the proof of Theorem 1.1 in [10] for the detail. We first consider the case wheret,ŝ > ε| log ε|.
We use Φ 1 (x,ŷ,t,ŝ) ≥ Φ 1 (x,x,t,t), Lemma 3.3 (i) and that u is Lipschitz continuous to deduce that
for some C, C ′ > 0, which implies the desired result.
We fix (y, s) = (ŷ,ŝ) and notice that the function
attains the maximum at (x,t). For α > 0, we define the function ψ by
Let ψ attain the maximum at (x α , ξ α , z α , t α ) and then we may assume that (x α , ξ α , z α , t α ) → (x,x/ε,x,t) as α → 0 up to passing a subsequence if necessary. By the definition of viscosity solutions, we have
Combine this with (3.6) and (3.7), and send α → 0 to yield
(3.8) Similarly we fix (x, t) = (x,t) and do a similar procedure to the above to obtain
Combining (3.8), (3.9), and (3.5), we get
Now we choose θ = β = 1/3 and K = K 1 ε 1/3 for K 1 large enough to get the contradiction in (3.10). Hence eithert = −ε log ε orŝ = −ε log ε holds. The proof is complete immediately. 2 ) be a solution of (E δ P ) and without loss of generality, we may assume that v δ 1 (ξ 0 , P ) = max i=1,2, ξ∈T n v δ i (ξ, P ) for some ξ 0 ∈ T n . By the definition of viscosity solutions we have
(ii) We argue by contradiction. Suppose that H is not convex and then there would exist P, Q ∈ R n such that
We define the functions w i ∈ C(T n ) so that w i (ξ) := (v i (ξ, P ) + v i (ξ, Q))/2 for i = 1, 2, where (v 1 (·, P ), v 2 (·, P )) and (v 1 (·, Q), v 2 (·, Q)) are solutions of (E P ) and (E Q ), respectively. Due to the convexity of H i for i = 1, 2 we have
By (4.1), there exists a small constant δ > 0 such that
The usual comparison principle implies that
Notice that (4.2) is still correct even if we replace v i (ξ, (P + Q)/2) by v i (ξ, (P + Q)/2) + C 1 for i = 1, 2 and for any C 1 ∈ R, which yields the contradiction.
The uniqueness of the effective Hamiltonian for (E P ) and the cell problem for single Hamilton-Jacobi equations give the following proposition.
where K is the effective Hamiltonian corresponding to K. Proof. Let (v 1 , v 2 , H(P )) be a solution of (E P ) for any P ∈ R n . If H i is homogeneous with degree 1 in the p-variable, then (rv 1 , rv 2 , rH(P )) is a solution of (E rP ) for any r > 0. Therefore by the uniqueness of the effective Hamiltonian we get the conclusion. Proposition 4.4. We define the Hamiltonian K as
Let K be its corresponding effective Hamiltonian,then for all P ∈ R n ,
Proof. For each P ∈ R n , there exists ϕ(·, P ) ∈ C 0,1 (T n ) such that
Thus (ϕ(·, P ), ϕ(·, P ), K(P )) is a subsolution of (E P ). We hence get K(P ) ≥ H(P ) by Proposition 4.6.
We give an example that we can calculate the effective Hamiltonian explicitly.
Example 4.5. Let n = 1 and
sin(2πξ)) 1 + (
By Proposition 4.3 we have H(P ) = H(1)P for P ≥ 0. Set
Then we can confirm that (v 1 (·, 1), v 2 (·, 1), 1) is a solution of (E 1 ). Therefore H(1) = 1 and thus, H(P ) = P for P ≥ 0.
For any P < 0 we have H(P ) = H(−1) · (−P ). Set
It is straightforward to check that (v 1 (·, −1), v 2 (·, −1), 1) is a solution of (E −1 ). Therefore H(−1) = 1 and H(P ) = −P for P ≤ 0. We get H(P ) = |P |.
4.2.
Representation formulas for the effective Hamiltonian. In this subsection we derive representation formulas for the effective Hamiltonian H(P ). See [11, 22] for the min-max formulas for the effective Hamiltonian for single equations.
Proposition 4.6 (Representation formula 1). We have
Proof. Fix P ∈ R n and we denote by c(P ) the right-hand side of (4.3). By the definition of c(P ) we can easily see that H(P ) ≥ c(P ). We prove the other way around. Assume by contradiction that there exist a triplet (φ 1 , φ 2 , c) ∈ C(T n ) 2 × R which is a subsolution of (E P ) and c < H(P ). Let (v 1 , v 2 , H(P )) be a solution of (E P ) and take C > 0 so that φ i > v i − C =: v i on T n . Then since v i and φ i are bounded on T n , for ε > 0 small enough, we have
By the comparison principle (see [16, 25] ) we deduce v i ≥ φ i on T n which yields the contradiction.
If we assume the convexity on H i (ξ, ·) for any ξ ∈ R n , by the classical result on the representation formula for the effective Hamiltonian for single Hamilton-Jacobi equations we can easily see that
for any solution (v 1 (·, P ), v 2 (·, P )) of (E P ), which is in a sense an implicit formula. For the weakly coupled system we have the following representation formula.
Proposition 4.7 (Representation formula 2).
If H i are convex in the p-variable for i = 1, 2, then
where we take j ∈ {1, 2} so that {i, j} = {1, 2}.
, where ρ δ (x) := δ −n ρ(x/δ) with ρ ∈ C ∞ (R n ) be a standard mollification kernel, i.e., ρ ≥ 0, supp ρ ⊂ B(0, 1), and
) is a subsolution of (E P ) for some modulus ω.
Proof. Note that in view of the coercivity of H i , v i are Lipschitz continuous and (v 1 , v 2 , H(P )) solves (E P ) almost everywhere. Fix any ξ ∈ T n . We calculate that
where the third inequality follows by using Jensen's inequality. Here ω is a modulus of continuity.
Proof of Proposition 4.7. Let c(P ) be the constant on the right-hand side of (4.5). Noting that for any (φ 1 , φ 2 ) ∈ C 1 (T n )
for every ξ ∈ T n . By Proposition 4.6 we see that
Conversely, we observe that by Proposition 1.1 (v 1δ (·, P ), v 2δ (·, P ), H(P ) + ω(δ)) ∈ C 1 (T n ) 2 × R is a subsolution of (E P ). Therefore, by the definition of c(P ) we see that c(P ) ≤ H(P ) + ω(δ). Sending δ → 0 yields the conclusion.
If H i are convex in the p-variable, then there is a variational formula for solutions of the initial value problem and the cell problem as stated in Introduction. Therefore, naturally we have the following variational formula
where the infimum is taken over η ∈ AC ([0, +∞), R n ) such that η(0) = x and E i denotes the expectation of a process with ν(0) = i given by (1.2).
Remark 4.9. When we consider the nonconvex Hamilton-Jacobi equations, in general we cannot expect the formula (4.5). Take the Hamiltonian
for instance. In this example if we calculate the right-hand side of (4.5) with P = 0, then it is 0. But we can easily check that H(0) = 1, since in this case we can choose v 1 (·, 0) = v 2 (·, 0) ≡ 0 to be a solution of (E 0 ). The following formula is a revised min-max formula for the effective Hamiltonian for nonconvex Hamilton-Jacobi equations. Proposition 4.10. We have
We notice that if H i are given by (4.6), then the right-hand side of (4.7) with P = 0 is 1.
Proof. The proof is already in the proof of Proposition 4.7. We just need to be careful for the definition of viscosity subsolutions. Indeed, let c be the right-hand side of (4.7) and noting that for any (φ 1 , φ 2 ) ∈ C 0,1 (T n ) 2 , ξ ∈ T n , and q ∈ D + φ i (ξ),
2 by Proposition 4.6. Therefore, H(P ) ≤ c.
Conversely, there exists a viscosity subsolution (v
. By the definition of viscosity subsolutions we have
Thus, max
which implies c ≤ H(P ).
4.3.
Flat parts and Non-flat parts near the origin. In this subsection, we study the results concerning flat parts and non-flat parts of the effective Hamiltonian H near the origin. We first point out that there are some cases in which we can obtain similar results to those of Concordel's results for single equations. We present different techniques to obtain these results , namely the min-max formulas, and the construction of subsolutions.
In this subsection, we only deal with the Hamiltonians of the form
, where V i ∈ C(T n ) for i = 1, 2 unless otherwise stated.
Theorem 4.11. Assume that V i ≥ 0 in T n and {V i = 0} =: U i ⊂ T n for i = 1, 2. We assume further that U 1 ∩ U 2 = ∅ and there exist open sets W 1 , W 2 in T n , and a vector q ∈ R n such that Π(q + W 2 ) ⋐ (0, 1) n and
then there exists γ > 0 such that H(P ) = 0 for |P | ≤ γ. 
Proof. Without loss of generality, we may assume that q = 0. Take ξ 0 ∈ U 1 ∩ U 2 . By Proposition 4.7 we have
We define a smooth function ϕ on T n such that
Notice that
We hence have that (ϕ, ϕ, 0) is a subsolution of (E P ) for |P | ≤ γ. Therefore H(P ) ≤ 0 for |P | ≤ γ by Proposition 4.6. 
where F i ∈ C(T n × R n ) and V i ∈ C(T n ) are assumed to satisfy (a) the functions p → F i (ξ, p) are convex and (ii) Notice that the assumptions V i ≥ 0 and {V i = 0} = ∅ for i = 1, 2 are just for simplicity. In general, we can normalize V i by V i − min ξ∈T n V i (ξ) to get back to such situation. (iii) From the proof of Theorem 4.11 we have
for any solution (v 1 (·, P ), v 2 (·, P )) of (E P ). (iv) By Proposition 4.4 we can give another proof to Theorem 4.11 as follows. In this case, we explicitly have
where V (ξ) = min{V 1 (ξ), V 2 (ξ)}. Note that V ≥ 0 and {V = 0} = {V 1 = 0} ∪ {V 2 = 0}. Hence, we can either repeat the above proof for single equations to show that H(P ) ≤ K(P ) = 0 for |P | ≤ γ or we can use Concordel's result directly.
Notice that condition (4.8) is crucial and plays an important role in the construction of the subsolution (ϕ, ϕ, 0) of (E P ) and could not be removed in the proof of Theorem 4.11. We point out in the next Theorem that there are cases when (4.8) does not hold, then the flatness near the origin of H does not appear. Theorem 4.13. Assume that V i ≥ 0 in T n and
The following hold.
Proof. Firstly, we prove that H(P ) ≤ |P 1 | 2 provided that |P ′ | ≤ γ for some γ > 0 small enough by using exactly the same idea in the proof of Theorem 4.11. We build a function
For each ξ 0 ∈ K, we have in view of (4.4)
and similarly
Take an arbitrary function ϕ ∈ C 1 (T n ) and observe that
Thus, it is clear to see that H(P ) ≥ |P 1 | 2 , which implies the result.
The above two Theorems describe several examples that we can obtain similar results of the flat part or non-flat part of H to those of single Hamilton-Jacobi equations in [12, 13] . Indeed, the structures on the potentials V i for i = 1, 2 are very related in such a way that we obtain the shape of H like for single equations. We rely on the idea of building the subsolutions (ϕ, ψ, H(P )) of (E P ) where ϕ = ψ, which does not work in general cases.
Next, we start investigating the properties of H in some cases where the structures of the potentials V i for i = 1, 2 are widely different and in general we cannot expect H to have simple properties. The next question is that: Can we read of information of the effective Hamiltonian in the case where
Theorem 4.14. Let n = 1 and assume that for ε 0 > 0 small enough the following properties hold.
, and
, and 0 ≤ V 2 ≤ 2 on T.
There exists γ > 0 such that H(P ) = 0 for |P | ≤ γ.
Lemma 4.15. We have
Proof. Sum up the two equations in (E P ) to get
which implies 2H(P ) ≥ −(V 1 + V 2 )(ξ)) for a.e. ξ ∈ T n , and the proof is complete.
Proof of Theorem 4.14. Noting that min ξ∈T (V 1 + V 2 )(ξ) = 0, and {V 1 = −ε 0 } ∩ {V 2 = 0} = ∅, we have H(P ) ≥ 0 by Lemma 4.15. We construct a subsolution (ϕ, ψ, 0) of (E P ) for |P | small enough. Let
Let P < 0 for simplicity. We define the functions ϕ, ψ by
and |Dϕ| ≤ C 1 |P | for some C 1 > 0, 0 ≤ ϕ ≤ −P · ξ on [0, 1] and
for some C 2 ∈ (1/64, 1), |P + Dψ| ≤ 1, and ψ ≥ −P · ξ on [0, 1].
We have
If |P | and ε 0 are small enough, then 
Thus (ϕ, ψ, 0) is a subsolution of (E P ), and the proof is complete.
Remark 4.16. It is worth to notice that
Clearly (cos(2πξ), sin(2πξ), 0) is a solution of (E 0 ), and hence H(0) = 0. In this case
In Theorem 4.11 the fact that Π(R n \ (U 1 ∪ U 2 )) is connected, where U i = {V i = 0} plays an important role in the construction of subsolutions as stated just before Theorem 4.13. In the next couple of Theorems we make new observations that we can get the flat parts of effective Hamiltonians even though Π(R n \ (U 1 ∪ U 2 )) is not connected. Sketch of Proof. The proof is almost the same as the proof of Theorem 4.14 but let us present it here for the sake of clarity. Since min ξ∈T n (V 1 + V 2 )(ξ) = 0, we have H(P ) ≥ 0 by Lemma 4.15. Let
There exists M ∈ (0, 1) so that
Assume P < 0 for simplicity. We now construct the functions ϕ, ψ so that (ϕ, ψ, 0) is a subsolution of (E P ) for small |P |, which implies the conclusion. Take |P | ≤ M/4 first. We define the functions ϕ, ψ by
and |Dϕ| ≤ C 1 |P | for some
for some C 2 ∈ (M/128, M/2), |P + Dψ| ≤ M/2, and ψ ≥ −P · ξ on [0, 1]. We have
We can actually generalize Theorem 4.17 as following. 
Then there exists γ > 0 such that H(P ) = 0 for |P | ≤ γ.
The result of Corollary 4.19 is pretty surprising in the sense that flat part around 0 of H occurs even though we do not know much information about V 1 . More precisely, we only need to control well {V 2 = 0} and do not need to care about {V 1 = 0} except that
Finally, we consider a situation in which the requirements of Theorem 4.18 and Corollary 4.19 fail. 
Then there exists γ > 0 such that H(P ) = 0 for |P | ≤ γ. Proof. By using Theorem 4.17, for P = (P 1 , P 2 ) with |P | small enough, there exist two pairs (ϕ i , ψ i ) ∈ C 0,1 (T) 2 for i = 1, 2 such that
For P = (P 1 , P 2 ) with |P | ≤ γ, we easily get that (v 1 , v 2 , 0) is a solution of (E P ), which means H(P ) = 0.
Generalization
In this section we consider weakly coupled systems of m-equations for m ≥ 2 
Then the problem can be written as
where I is the identity matrix of size m. We obtain the following result.
Theorem 5.1. The functions u ε i converge locally uniformly to the same limit u in R n × (0, T ) as ε → 0 for i = 1, . . . , m and u solves
where H is the associated effective Hamiltonian and
We only present barrier functions which are generalizations of the barrier function in case m = 2 defined by (2.1) in Lemma 2.1. Set
where C is a positive constant which will be fixed later, j := (1, . . . , 1) T and
Since we assume (5.1), we can easily check that the Frobenius root of K, i.e., the maximum of the eigenvalues of K, is 1 and moreover j is an associated eigenvector. Moreover by the Perron-Frobenius theorem we have Lemma 5.2. There exists δ > 0 such that |e t(K−I) h| ≤ e −δt |h| provided that h · j = 0.
See [26, Lemma 5.2] for a more general result.
Proposition 5.3. The functions w ± are a subsolution and a supersolution of (5.2) with w ± (·, 0) = f on R n , respectively, if C > 0 is large enough.
Proof. It is easy to check w ± (·, 0) = f on R n . Note that
Thus, we can check easily that w ± are a subsolution and a supersolution of (5.2), respectively, if C > 0 is large enough.
By a rather standard argument by using the perturbed test functions we can get Theorem 5.1 as in the proof of Theorem 1.2.
Dirichlet Problems
In this section we consider the asymptotic behavior, as ε tends to 0, of the viscosity solutions (u ε 1 , u ε 2 ) of Dirichlet boundary problems for weakly coupled systems of HamiltonJacobi equations
where Ω is a bounded domain of R n with the Lipschitz boundary, the Hamiltonians H i ∈ C(R n × R n ) are assumed to satisfy (A1)-(A2) and g i ∈ C(∂Ω) are given functions for i = 1, 2.
Concerning the Dirichlet problem, classical works required continuous solutions up to the boundary to satisfy the prescribed data on the entire boundary. This can be achieved for special classes of equations by imposing compatibility conditions on the boundary data or by assuming the existence of appropriate super and subsolutions. However, in general, we cannot expect that there exists a (viscosity) solution satisfying the boundary condition in the classical sense. After Soner studied the state constraints problems in terms of PDE, the viscosity formulation for Dirichlet conditions was introduced by Barles and Perthame [3] and Ishii [24] . In this paper we deal with solutions satisfying Dirichlet boundary conditions in the sense of viscosity solutions.
In order to explain the relation between (D ε ) and the exit-time problem in the optimal control theory, we assume that the Hamiltonians H i are convex in the p-variable henceforth. We next define the associated value functions, which give us an intuition about the effective boundary datum g in Theorem 6.1.
For ε > 0 we define the functions u The proof of Theorem 6.4 is given in Appendix. See [3, 24] for single equations. The value functions defined by (6.3) give us an intuitive explanation of the reason why the boundary datum g of the limit solution u is the minimum of g i for i = 1, 2. If we send ε to 0, then the switching rate becomes very fast but it does not really affect the exit time as we can choose to stay in Ω as long as we like. And hence, we can control the exit state in such a way that the exit cost is the minimum of two given exit costs g i . On the other hand, when we consider the value function (1.1) associated with the initial value problem, we cannot control the terminal state and also the timing of jumps, which are only determined by a probabilistic way given by (1.2) . This is the main difference between Dirichlet problems and initial value problems and the reason why the effective Dirichlet boundary value and the effective initial value are different.
Appendix
We now prove Theorems 7.1, and 6.4 by basically using the dynamic programming principles, which are pretty standard in the theory of viscosity solutions. Throughout this section we always assume in addition to (A1), (A2) that p → H i (ξ, p) are convex for i = 1, 2. 
Proposition 7.2 (Dynamic Programming Principle).
For any x ∈ R n , 0 ≤ h ≤ t and i = 1, 2 we have
where the infimum is taken over η ∈ AC ([0, h], R n ) with η(0) = x.
Proof. We denote by v i (x, t; h) the right-hand side of (7.1). Let η be a trajectory in AC ([0, t], R n ) with η(0) = x and ν be a process with ν(0) = i which satisfies (1.2). Set Take the infimum on all admissible δ 2 to obtain E i h 0 L ν(s) (δ 1 (s), −δ 1 (s)) ds + u ν(h) (δ 1 (h), t − h) ≥ u i (x, t), which implies v i (x, t; h) ≥ u i (x, t).
Proof of Theorem 7.1. It is obvious to see that (u 1 , u 2 )(·, 0) = (f 1 , f 2 ) on R n . We first prove that u 1 is a subsolution of (C 1 ). We choose a function φ ∈ C 1 (R n × (0, T )) such that u 1 − φ has a strict maximum at (x 0 , t 0 ) ∈ R n × (0, T ) and (u 1 − φ)(x 0 , t 0 ) = 0. Let h > 0. By Proposition 7.1 we have
for any η ∈ AC ([0, h], R n ) with η(0) = x 0 ∈ R n andη(0) = q ∈ R n . Since ν is a continuoustime Markov chain which satisfies (1.2), the probability that ν(h) = 2 is c 1 h + o(h) and the probability that ν(h) = 1 is 1 − (c 1 h + o(h)). By (7.2) we obtain φ(x 0 , t 0 ) = u 1 (x 0 , t 0 ) 
Sending h → 0, we obtain φ t (x 0 , t 0 ) + Dφ(x 0 , t 0 ) · (−q) ≤ L 1 (x 0 , −q) + c 1 (u 2 − u 1 )(x 0 , t 0 ) for all q ∈ R n , which implies φ t (x 0 , t 0 ) + H 1 (x 0 , Dφ(x 0 , t 0 )) + c 1 (u 1 − u 2 )(x 0 , t 0 ) ≤ 0.
Next we prove that u 1 is a supersolution of (C 1 ). We choose a function φ ∈ C 1 (R n × (0, T )) such that u 1 −φ has a strict minimum at (x 0 , t 0 ) ∈ R n ×(0, T ) and (u 1 −φ)(x 0 , t 0 ) = 0. Take h, δ > 0. By Proposition 7.1 we have u 1 (x 0 , t 0 ) + δ > E 1 h 0 L ν(s) (η δ (s), −η δ (s)) ds + u ν(h) (η δ (h), t 0 − h) (7.3) for some η δ ∈ AC ([0, h], R n ) with η δ (0) = x 0 . Since ν is a continuous-time Markov chain which satisfies (1.2), by a similar calculation to the above we obtain φ(x 0 , t 0 ) + δ = u 1 (x 0 , t 0 ) + δ > h 0 L 1 (η, −η) ds + φ(η(h), t 0 − h)+o(h)
We finally set δ = h 2 and let h → 0 to yield the conclusion.
By a similar argument to the proof of Proposition 7.2 we can prove where ν ε with ν ε (0) = i is a {1, 2}-valued continuous-time Markov chain which satisfies (1.2) and the infimum is taken over η ∈ AC ([0, h], Ω) such that η(0) = x and τ ∈ [0, h] such that η(τ ) ∈ ∂Ω.
Proof of Theorem 6.4. As above, set ε = 1. We only prove in what follows that u i satisfy the Dirichlet boundary condition in the sense of viscosity solutions, as we can prove u i satisfy the equations by an argument similar to the proof of Theorem 7.1. Since it is clear to see that u i ≤ g i on ∂Ω in the classical sense from the definition of u i , we only need to prove that (u 1 , u 2 ) is a supersolution of (D 1 ) and particularly that u 1 satisfies the boundary condition in the viscosity solution sense. Take x 0 ∈ ∂Ω so that (u 1 − g 1 )(x 0 ) < 0, (7.5) and φ ∈ C 1 (Ω) satisfying (u 1 − φ)(x 0 ) = min Ω (u 1 − φ) = 0. By Proposition 7.3 we have
for some η h ∈ AC ([0, h], Ω) such that η h (0) = x 0 and τ h ∈ [0, h]. In view of (7.5), we have τ h > 0 for small h > 0. Therefore by a similar calculation as in the proof of Theorem 7.1 we get u 1 (x 0 ) + H 1 (x 0 , Dφ(x 0 )) + c 1 (u 1 − u 2 )(x 0 ) ≥ 0.
