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МОДЕЛЮВАННЯ ДЕТЕРМІНОВАНИМИ І СТОХАСТИЧНИМИ 
ЗАДАЧАМИ КОМБІНАТОРНОЇ ОПТИМІЗАЦІЇ  
Проаналізовано постановки задач евклідової комбінатор-
ної оптимізації, як в умовах визначеності, так і зі стохастич-
ною невизначеністю. Побудовано моделі прикладних задач у 
вигляді задач евклідової комбінаторної оптимізації на розмі-
щеннях: детермінованих задач з дробово-лінійною цільовою 
функцією як без додаткових (некомбінаторних) обмежень, так 
і з додатковими лінійними обмеженнями, а також стохастич-
них задач на розміщеннях. 
Ключові слова: комбінаторна оптимізація, стохастична 
оптимізація, моделювання. 
Вступ, постановка задачі. Моделювання цілого ряду важливих 
економічних, фізичних, соціальних та інших процесів може бути 
здійснене за допомогою апарату дискретної оптимізації (див., напри-
клад, [1–18]) і зокрема, евклідової комбінаторної оптимізації. Огляд 
багатьох математичних моделей прикладних задач евклідової комбі-
наторної оптимізації здійснено в монографії [5]: представлено задачі 
з різними типами цільових функцій та обмежень, задачі як з визначе-
ними даними, так і з різними видами невизначеності. 
© О. О. Ємець, Т. М. Барболіна, 2016
Серія: Фізико-математичні науки. Випуск 14 
71 
Важливі класи задач евклідової комбінаторної оптимізації ста-
новлять задачі на розміщеннях та на перестановках. Останні можуть 
розглядатися як частинний випадок задач на розміщеннях, проте ная-
вність специфічних властивостей зумовлює доцільність окремого 
вивчення такого класу задач. 
Моделі практичних задач як задач на розміщеннях і перестанов-
ках було побудовано в [5; 6] та ін. Ряд досліджень присвячено моде-
люванню оптимізаційними задачами на полікомбінаторних множинах 
(див., наприклад, [7]), частинними випадками яких є множини розмі-
щень і перестановок. Практичний інтерес також становлять задачі 
ігрового типу комбінаторних множинах [8; 9]. 
Невизначеність початкових даних, що має місце у багатьох 
практичних задачах, вимагає побудови відповідних моделей. Досить 
загальні постановки задач із різними видами невизначеності запро-
поновано в [10], задачі з інтервальною та нечіткою невизначеністю 
досліджувалися, зокрема, у [11, 12] та ін. Математичні моделі комбі-
наторних транспортних задач на перестановках зі стохастичними па-
раметрами представлено [5, 13]. Низка робіт присвячена досліджен-
ню математичних моделей задач упакування прямокутників, у тому 
числі з різними видами невизначеності [11–12, 14–15] та ін. 
Незважаючи на значну кількістю публікацій, присвячених дос-
ліджуваній проблемі, актуальним залишається подальше дослідження 
можливості моделювання задачами евклідової комбінаторної оптимі-
зації, зокрема, з урахуванням невизначеності вхідних даних. 
Метою статті є побудова моделей деяких прикладних задач як 
задач евклідової комбінаторної оптимізації на розміщеннях та перес-
тановках, у тому числі з імовірнісною невизначеністю. 
Розглянемо необхідні поняття й означення евклідової комбіна-
торної оптимізації, спираючись переважно на [2]. Мультимножиною 
називають сукупність елементів, серед яких можуть бути й однакові. 
Будь-яку мультимножину  1,...,G g g  можна задати її основою 
 S G , тобто кортежем усіх її різних елементів, і кратністю — числом 
повторів кожного елемента основи. Евклідовою комбінаторною мно-
жиною називають множину, різними елементами якої є різні упоряд-
ковані k -вибірки з мультимножини вигляду  
1
,...,
ki ig g , де jig G , 
,j t j ti i i i J   , , kj t J   (тут і далі через nJ  позначено множину 
n  перших натуральних чисел). Множину всіх упорядкованих k -ви-
бірок з мультимножини G  називають загальною множиною розмі-
щень ( )kE G ; якщо k  , то отримується загальна множина переста-
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новок ( )kE G . Евклідові комбінаторні множини можуть бути занурені 
в евклідовий простір. 
Евклідова задача комбінаторної оптимізації може бути записана 
як задача пошуку пари  * *,F x x  такої, що 
    * max
x S
F x F x

 ;  * arg max
x S
x F x

 , (1) 
 1( ,..., ) ( )kx x E G , (2) 
де ( )E G  — евклідова комбінаторна множина, елементами якої є упо-
рядковані k -вибірки з мультимножини G , ( )F x  — функція n k  
змінних, визначена на множині nS R . Евклідові задачі комбінатор-
ної оптимізації класифікують залежно від вигляду цільової функції 
та/або додаткових (некомбінаторних) обмежень, що визначають 
множину S  (лінійні, дробово-лінійні, нелінійні тощо), залежно від 
типу комбінаторної множини (задачі на розміщеннях, перестановках 
тощо) та за іншими основами. 
У випадку, коли має місце невизначеність вхідних даних, зокре-
ма, стохастична, виникає питання про те, що вважати допустимим 
розв’язком і як саме визначати кращий розв’язок. Деякі підходи до 
формулювання стохастичних задач евклідової комбінаторної оптимі-
зації розглянуто в [16, 17]. Згідно з цими підходами задача стохасти-
чної оптимізації на евклідовій комбінаторній множині може бути за-
писана у вигляді (1), (2), де S  — деяка скінченна множина n -
вимірних випадкових величин, елементи мультимножини G  є елеме-
нтами деякої множини   випадкових величин, причому: 
1)   — скінченна множина дискретних випадкових величин, се-
ред можливих значень кожної з яких є найменше; мінімум (максимум) 
визначається на основі лінійного упорядкування елементів множини  ; 
або 
2)   — скінченна множина випадкових величин; мінімум (мак-
симум) визначається на основі лінійного порядкування елементів 
фактор-множини /  , де еквівалентність   визначається рівністю 
певних числових характеристик випадкових величин; для випадкової 
величини 1( ,..., )kF x x  відомий закон розподілу або принаймні відпо-
відні числові характеристики. 
Розглянемо приклади побудови моделей прикладних задач як 
задач детермінованих та стохастичних задач вигляду (1), (2), де ( )E G  
є загальною множиною розміщень, зокрема, перестановок. 
Задачі з дробово-лінійною функцією цілі без додаткових об-
межень. Побудуємо спочатку математичну модель такої задачі мак-
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симізації рентабельності розподілу транспортних засобів між марш-
рутами. Нехай фірма з організації перевезень має парк з   транспор-
тних засобів різної вантажопідйомності і k   маршрутів перевезен-
ня. Для кожного маршруту відомі витрати jd  на перевезення одиниці 
товару і відповідний прибуток jc ; нехай також 0c  — прибуток, а 
0d  — витрати, незалежні від розподілу транспортних засобів за мар-
шрутами. Необхідно так розподілити транспортні засоби за маршру-
тами, щоб максимізувати рентабельність. 
Для формалізації обмеження на наявні транспортні засоби позна-
чимо G  — мультимножину значень вантажопідйомності транспортних 
засобів, тоді кожному розподілу машин за маршрутами взаємно одноз-
начно відповідає вектор, що є елементом загальної множини розміщень: 
   1,..., kkx x x E G  . Отже, задача полягає у максимізації на множині 
 kE G  функції  
0
1
0
1
k
j j
j
k
j j
j
c x c
F x
d x d







, тобто у знаходженні пари 
 * *,F x x , яка задовольняє (1), (2) де kS R , ( ) ( )kE G E G  — зага-
льна множина розміщень з елементів мультимножини G . 
Розглянемо ще одну задачу, математична модель якої може бути 
побудована у вигляді задачі евклідової комбінаторної оптимізації з 
дробово-лінійною цільовою функцією — задачу максимізації рента-
бельності доставки товару. На складі фірми знаходяться партії одно-
рідного товару обсягом 1,..., kg g  одиниць. Фірма має k  філій, які 
реалізують зазначений товар. Відомі очікуваний прибуток jc  від ре-
алізації одиниці товару j -ою філією та витрати jd  на доставку оди-
ниці товару до j -ої філії. Необхідно розподілити товар між філіями з 
метою максимізації рентабельності таким чином, щоб кожна філія 
одержала одну партію товару. 
Нехай 1{ ,..., }kG g g  — мультимножина обсягів партій товарів. 
Оскільки кожна філія повинна одержати одну партію товару, то дові-
льний допустимий розв’язок задачі є перестановкою елементів муль-
тимножини G . Нехай jx  — обсяг партії товару, що доставляється  
j -ій філії. Тоді математична модель набуває вигляду: знайти за умо-
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ви (2) пару (1), де 1
1
( )
k
j j
j
k
j j
j
c x
F x
d x





, kS R , ( ) ( )kE G E G  — загальна 
множина перестановок з елементів мультимножини G .  
Для розв’язування сформульованих задач можуть використову-
ватися аналітичний метод, обґрунтований в [18], або поліноміальний 
метод, в основі якого лежить зведення розв’язування задачі з дробо-
во-лінійною функцією до розв’язування послідовності лінійних ком-
бінаторних задач на розміщеннях чи перестановках відповідно. 
Задачі з дробово-лінійною функцією цілі та додатковими лі-
нійними обмеженнями. Як приклад моделі розглянемо комбінатор-
ну задачу максимізації рентабельності перевезень у такій постановці. 
Фірма закуповує товар на l  підприємствах і доставляє його в m  ма-
газинів для продажу. Для кожного підприємства відомий обсяг iV   
( li J ) продукції, що виробляється, та вартість ia  одиниці продукції. 
Також відомі величини jV   мінімального обсягу закупівлі та jb  при-
бутку від продажу одиниці продукції для j -го магазину ( mj J ). 
Вартість перевезення одиниці товару з i -го підприємства до j -го 
магазину складає ijc  грошових одиниць. Для перевезення товару фі-
рма має   транспортних засобів, з них i  транспортних засобів ма-
ють вантажопідйомність ie  ( 1i J  ). Необхідно максимізувати рен-
табельність фірми, розподіливши на кожний маршрут між підприємс-
твом-виробником та магазином не більше одного транспортного за-
собу, причому забороняється недовантаженість транспортних засобів.  
Для побудови математичної моделі позначимо k lm  — загаль-
на кількість маршрутів, ijx  — обсяг товару, що перевозиться з i -го 
підприємства до j -го магазину. Для формалізації обмеження на ная-
вні транспортні засоби розглянемо мультимножину G  з основою 
   1 20, , ,..., nS G e e e  та первинною специфікацією (кортежем крат-
ностей елементів основи в G )    1 2 1, , ,...,G k     . Тоді допусти-
мий розв’язок є елементом загальної множини розміщень  kE G . 
Отже, математична модель задачі набуває вигляду: знайти за 
комбінаторної умови    11 1,..., ,..., km lmx x x E G  пару (1), де 
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  1 1
1 1 1 1
m l
j ij
j i
l m l m
i ij ij ij
i j i j
b x
P x
a x c x
 
   
          
 
  
, множина S  визначається додатко-
вими лінійними обмеженнями: 
 на обсяги виробництва підприємств 
 
1
m
ij i
j
x V

 , li J , (3) 
 на мінімальні закупівельні партії магазинів 
 
1
l
ij j
i
x V

 , mj J . (4) 
Сформульована задача є дробово-лінійною задачею комбінатор-
ної оптимізації на розміщеннях. Для її розв’язування може викорис-
товуватися метод побудови лексикографічної еквівалентності, пред-
ставлений у [3]. 
Задачі стохастичної комбінаторної оптимізації. У приймаль-
ній директора знаходиться k  відвідувачів. Очікуваний час прийому 
i -го відвідувача дорівнює ig . Необхідно встановити порядок прий-
мання відвідувачів, щоб сумарний час очікування прийому був міні-
мальним. Формулювання такої задачі (задачі директора) для випадку, 
коли відсутня невизначеність вхідних даних, запропоновано в [19]. 
Якщо у визначенні часу прийому відвідувача має місце імовірнісна 
невизначеність, то виникає питання про формування критерію оптима-
льності. Пропонуємо при побудові математичної моделі стохастичної 
задачі директора використовувати один із розглянутих вище підходів до 
постановок оптимізаційних задач зі стохастичними параметрами.  
Нехай iG  є незалежними випадковими величинами (випадкові 
величини далі позначатимемо великими літерами). Дві випадкові ве-
личини ,A B  називатимемо упорядкованими у неспадному порядку 
  (і позначати цей факт A B ) тоді і лише тоді, коли    lH A H B . 
Тут       1 ,..., sH A h A h A  — характеристичний вектор випадко-
вої величини A , де  ih A , si J ; l  позначає лексикографічне 
упорядкування в s -вимірному евклідовому просторі.  
Нехай jX  — час прийому відвідувача, який буде прийнятий  
j -м у черзі. Тоді вектор  1,..., nX X X  є елементом множини пере-
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становок з мультимножини  1,..., kG G  :  kX E  . Оскільки 
сумарний час очікування дорівнює    
1
k
j
j
L X k j X

  , то задача 
полягає у мінімізації функції  L X  на множині  kE  . 
У такому випадку математична модель задачі директора, у якій 
час прийому відвідувача є незалежними випадковими величинами, 
може бути записана так: знайти пару  * *,L X X  таку, що 
      * 1mink
k
jX E j
L X k j X  
  ,    * 1argmink
k
j
X E j
X k j X
  
  , (7) 
де  1,..., kX X X ,  kE   — загальна множина перестановок з му-
льтимножини  1,... kG G  . 
Розглянемо ще одну задачу комбінаторної стохастичної оптимі-
зації — стохастичну задачу вибору портфеля інвестиційних проектів 
з метою максимізації прибутку. Протягом інвестиційного періоду 
передбачається надходження пакетів вільного капіталу визначених 
вартостей (не обов’язково різних). Кожний пакет вільного капіталу 
може бути або повністю витрачений на придбання акцій одного з k  
підприємств, або направлений на задоволення інших потреб інвесто-
ра. Згідно з політикою інвестора, якщо акції деякого підприємства 
купуються протягом періоду, то на їх придбання витрачається тільки 
один пакет вільного капіталу. У [6] побудовано моделі сформульова-
ної задачі для випадку, коли очікуваний прибуток на одну грошову 
одиницю вкладень в акції певного підприємства визначається як се-
редній прибуток на одиницю вкладень протягом кількох останніх 
інвестиційних періодів. У той же час розглянуті моделі не врахову-
ють можливу невизначеність вхідних даних. Розглянемо детальніше 
побудову моделі задачі максимізації прибутку у випадку, коли обсяг 
пакетів вільного капіталу, що надходять, є випадковими величинами. 
Нехай протягом інвестиційного періоду передбачається надхо-
дження пакетів вільного капіталу вартостями 1 2, ,...,R R R  грошових 
одиниць, де jR  j J   — незалежні випадкові величини. Нехай надхо-
дить j  пакетів вартістю je  грошових одиниць ( 1 2 ... n       ). 
Тоді акції кожного з k  підприємств можуть купуватися пакетами зазда-
легідь визначених вартостей, причому купується не більше j  пакетів 
вартістю jR . 
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Нехай також інвестиційною політикою накладаються обмеження 
на мінімальні i  ( li J ) та максимальні i  ( li J ) обсяги вкладень 
певного характеру (наприклад, кошти, що направляються на інвесту-
вання або повинні триматися у високоліквідній формі тощо). Якщо 
мінімальні (максимальні) обсяги за i -м параметром не встановлю-
ються, то покладаємо 0i   ( i  рівним достатньо великому числу). 
Необхідно максимізувати очікуваний прибуток, якщо середній при-
буток jc  за останні   інвестиційних періодів на одну грошову оди-
ницю вкладень від акцій j -го виду складає 
  
1
1 ,j
t
c P j t

 
  , kj J  , (8) 
де  ,P j t  — загальний прибуток у періоді t  на одну грошову оди-
ницю вкладень у j -й вид акцій. 
Для побудови математичної моделі позначимо jX  — вартість 
придбаних акцій j -го підприємства ( kj J ). Тоді загальний очіку-
ваний прибуток становить 
1
( )
k
j j
j
L X c X

   грошових одиниць, де 
величини jc  визначаються згідно з (8). Позначимо також 1ija  , як-
що акції j -го підприємства відповідають i -й характеристиці, і 
0ija   в іншому разі. Для моделювання обмеження на мінімальні та 
максимальні обсяги вкладень певного характеру введемо порядок   
одним з описаних вище способів. Тоді для всіх допустимих розподі-
лів інвестицій повинна виконуватися умова  
 
1
k
i ij j i
j
a X 

   li J  . (9) 
Надходження вільного капіталу протягом інвестиційного періоду 
адекватно описується за допомогою мультимножини   з основою 
   1 2, ,..., nS R R R   та первинною специфікацією    1 2, ,..., n    . 
Кожному розподілу пакетів вільного капіталу між акціями підприємств 
взаємно однозначно відповідає вектор 1( ,..., ) ( )kkX X X E   , де 
( )kE   — загальна множина розміщень з елементів мультимножини  . 
Отже, математична модель задачі набуває вигляду: знайти за умови (9) 
пару  * *,L X X  таку, що 
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 *
( ) 1
max ,
k
k
j jX E j
L X c X
  
   *
( ) 1
arg max
k
k
j j
X E j
X c X
  
  ,  
де величини jc  визначаються згідно з (8).  
Практично значимою також є задача, у якій обсяги вільного ка-
піталу є детермінованими величинами, тоді як очікуваний прибуток 
від акцій певного підприємства характеризується не середнім значен-
ням за кілька останніх інвестиційних періодів, а є випадковою вели-
чиною. У цьому випадку приходимо до моделі: знайти за умови 
1
k
i ij j i
j
a x 

   li J   
пару  * *,L x x  таку, що  
 *
( ) 1
max ,
k
k
j jx E j
L x C x
  
   *
( ) 1
arg max
k
k
j j
x E j
x C x
  
   
(тут вектор x  і мультимножина   мають той самий сенс, що і вище, але 
компоненти вектора й елементи мультимножини є не випадковими, а 
детермінованими величинами, а jC  — випадковими величинами). 
Висновки. У статті побудовано ряд математичних моделей при-
кладних задач як оптимізаційних задач на комбінаторних множинах 
розміщень та перестановок. Розглядають задачі з різними цільовими 
функціями (лінійними та дробово-лінійними), задачі без додаткових 
(некомбінаторних) обмежень та з лінійними обмеженнями, як детер-
міновані, так і стохастичні. Урахування комбінаторного характеру 
обмежень та імовірнісної невизначеності вхідних даних дозволяє бу-
дувати більш точні моделі. Як напрямок подальших досліджень мож-
на відзначити дослідження побудованих моделей та розробку алгори-
тмів розв’язування сформульованих задач. 
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ВЛАСТИВОСТІ ОБЛАСТІ ПОДІЛУ  
ДЛЯ ВІДОКРЕМЛЮВАНИХ -СІТОК ДВОХ МНОЖИН 
У статті досліджується питання роздільності множин в ев-
клідовому просторі. В роботі введено поняття -роздільності, 
множини поділу. Доведено основні властивості для множин 
поділу, в тому числі, зіркова опуклість. Розглянуто основні 
властивості межі множини поділу, наведено асимптотичні 
властивості точки границі. 
Ключові слова: -сітки, задача класифікації, область поділу. 
Вступ. Нехай з генеральних сукупностей, що генеруються неза-
лежними випадковими величинами   та  , отримані вибірки A  та 
B  об’ємами An , Bn . Задача полягає в знаходженні відокремлюючої 
гіперплощини L , для якої справедливе співвідношення     , sup ,
dl H
P L L P l l      

     , 
де nL  — гіперплощина, що ділить множини ,n nA B   . Викорис-
таємо теорію -сіток для розв’язання даної задачі класифікації [1]. 
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