Introduction
Multimedia and other real-time applications can be characterized by their requirements to process sequences of events in real-time. To do that, proper resources must be made available in time by systems sometimes called quality of service architectures. To provide or reserve resources in time, the load for such systems, i.e. the characteristics for these sequences of events, must be described precisely. The sequences are principally of constant rate that may vary within given limits. These sequences occur at various levels of a multimedia system, e.g., at the cell relay level of an ATM hardware adapter or at the interface of a file system. Hence, processes of the following structure are of interest: events occur at an interface of a distributed system principally at a constant rate or with constant distance, but the occurrence may vary over a given interval. In uther words, events may occur late or early but do not exceed a given time span. Surprisingly (or not surprisingly), it is not a single scheme that has been proposed to describe the simple abstraction of sequences of events but several that differ somehow. Each new quality of service architecture project seems to invent its own, new model and sets of parameters. Hence, at the start of Dresden Real-time Operating System Project, we tried to understand the principle differences of the model to select one of them, 01 derive our For this purpose we looked at three of such parameter sets of major importance: the traffic description parameters for the Tenet Protocol Suite, the parameters according to the traffic description used in ATM networks, and LBAP model proposed by Anderson. As will be shown in the paper, these three models turn out to be equivalent in a sense described below. To show this, yet another model is introduced and it is show. how the parameters of the three mentioned models can be transformed into our new model.
The literature on real-time systems and communication contains many investigations and results concerning particular aspects of t r a c models, above all buffer space requirements and end-to-end delay guarantees. For instance, the ,,leaky bucket" model (that means the Generic Cell Rate Algorithm in ATM) is described in [4], burst streams are considered in [9], both with respect to end-toend delay founded on an deterministic model. Zhang and However, only few papers compare several models or traffic descriptions but with respect to server disciplines [14] or t r a c constraint functions [SI; the latter includes the Tenet tr&c model. Khan's approach [6] is similar to ours: he introduced the "(15, M, 7') mechanism" to evaluate the leaky bucket behaviour, where L and T are the minimum and mean distance respectively between two Own. ATM cells and M denotes the maximum burst size, but he also supposed a stochastic input process. However, to the best of our knowledge, there are no quantitative comparisons between parameter sets of t r a c descriptions.
The paper is organized as follows. Section 2 describes the new generalized model. Section 3 contains some results, above all the computation of the maximum burst size and a lower bound of b e e r size required to avoid loss of data. These results enable to investigate the equivalence of the three parameter sets mentioned above in section 4. Finally, section 5 contains the conclusion and outlines the future work.
The paper summarizes the results only, with exception of a few cases.. The accurate formal definitions and the complete proofs are included in [5].
The Generalized Model
This paper deals with sequences of events (e.g., sending or receiving data units, all units are of the same size) called event streams in the following sense: Beginning from a starting point to the events occur one after each other with a principally constant distance T (that means with constant rate R = 1/13. However they may vary over a gwen interval: events may occur z time units too early or 2' time units too late as long as they obey a minimum &stance D < T (see Figure 1) . Hence, T is the average distance between two events. Without loss of generality we assume to = 0. Obviously, a burst B is definitely given by its starting point a(B) = a, and its length l(B) = 1. Furthermore, in our model the length of a burst is bounded by a natural number L. Thus, a burst is called a maximum burst if it has maximum length L.
Next (Pl) It is guaranteed that the server process has always work to do (may be the process must wait at the beginning). (P2) The policy is work conserving, i.e., the server process begins its work when a data unit arrives. Furthermore, we assume: if the arrival time of a data unit coincides with the time when the server process takes the next data unit from the buffer then the size of used buffer does not change. Then it follows: Theorem 1. Given a jitter constrained stream of data units of equal size exclusively, consisting of maximum bursts, and a server process. Loss of data units is not allowed; then the lower bound of buffer size P is if the server begm to take the data units out of the buffer not later than at the latest starting point b, of a maximum burst. That is true for both policies, (Pl) and (€9).
I l = T + r+r'.
(3.4) 3.2. Tightly packed streams Furthermore, a burst stream is periodically with the period LT. That is, it holds for a stream (Bi)j=o,~,... of maximum bursts:
Often it is not of interest to compute the maximum burst length L from the parameters given in (1). Rather, the maximum burst size is given and we need to determine the parameters -2, r'. It follows from (2):
(5)
Now let us derive a lower bound P of buffer size that loss of data is impossible. We suppose that "event" means the arrival of a data unit (e.g., an ATM cell) for a server process; all data units are of the same size. The process handles or consumes the data units with the same constant period T as the arriving units, but without variation or jitter. To avoid loss of data it is necessary to store data units arriving too early in a buffer. For the server process, we consider two policies:
Now we investigate event streams consisting of bursts B, with different length. All the starting points a(B,) are supposed to be as early as possible obeying definition 1.
Dejnition 2. A jitter constrained stream is a tightly packed stream iff it is a sequence (BJ, = o,l,.,, of bursts B, where
with for all i E N (Ei are the free parameters of the sequence).
Considerations similarly to section 3.1 yield: Theorem 2. Given a jitter constrained stream of data units consisting of bursts with Merent length and a server process. The bursts arrive as early as possible and loss of data units is not allowed. Then the minimum buffer size P is On closer inspection of the lemma's assumption, we expect that it is not necessary to introduce hyo parameters r, T' in definition 1. More precisely: Dejinition 3. Two models (0, T, TI, 2'11, (D, T 22, 2'2) according to definition 1 are equivalent if they both determine the same maximum burst length L.
It follows that all further stream characteristics are equal respectively, except for the absolute time measures. In particular, the minimum buffer size according to (6) and (7) and the interburstiness are equal in two equivalent models. If we transform the time as described above (time "begms" with the first event) then the streams are identical. Hence, it follows from theorem 2: Before we compare our model with some other models and parameter sets we consider the borderline case D = 0 that was not allowed so far in definition 1. A precise analysis of section 2 and 3 shows that all essential notions can be extended and results are true in that case too (however, we cannot ident@ an event E, with its time a(EJ>.
Equivalence of Parameter Sets

ATM
The comparison between event streams according definition l and sequences of events in ATM connections is early. The ability to send cells prematurly can be used to build bursts. This algorithm has two parameters I (increment) and L (limit). It generates a jitter constrained stream with two specific features: (a) The delay is not bounded. If an event occurs at time tG after its theoretical arrival time then TAT is updated to the current time t,. (b) TAT is initialized to the current arrival time of the first cell event. Furthermore, in E 1 3 are defined:
TP
Tp:
Peak Emission Interval ; minimum inter-arrival time between two basic events in the PCR reference model; limit parameter L of the GCRA describing the "cell clumping phenomenon"; -6 : time required to send an ATM cell. Hence, the "worst case" processes generated by the GCRA in the PCR reference model are ( P , 0)-jitter constrained with period Tp and minimal distance S; T' = 0 follows from (a). The formula for the maximum number 
T, T,:
minimum inter-arrival time between two basic events in the SCR reference model; 
Linear Bounded Arrival Processes
Anderson introduced a continuous media resource model [2] that decomposes a distributed system into a set of resources such as CPU, networks, and file systems.
Several data streams with Merent quality are to be processed, stored, and transferred between the system components, while maintaining guaranteed end-to-end performance, e.g., throughput and delay. The workload (or the traftic) occurring at the interface of a resource is described in terms of discrete messages with three parameters: -A 4 maximum message size (it is not considered in -R maximum message rate -W workahead limit.
The workahead results from the ability of processes or devices to generate bursts that are transmitted within a short interval with a rate greater than R. Thus, sequences of messages are considered where bursts with a maximum size can occur, but they are not allowed to follow each other too tightly packed, and they must obey an average rate. A message arrival process is called a linear bounded Since for such a stream yields with (2) w-1 L = l + -1 RT j=wy and it follows from (9) (withour transformation of the time axis) for the number of events occuring until time t, N(t):
is a natural number a priori it follows
This is the same like (10) except the notations and the assumption to = 0.
The Tenet Protocol Suite
The Tenet Real-Time Protocol Suite [3] was developed to meet the real-time demands and guaranteed performance requirements of applications communicating in an internetwork, such as bounds on throughput, delay, or reliability. This protocol suite is a set of communication protocols that can transfer real-time streams with guaranteed quality in packet-switching internetworks. For the Tenet suite, clients must spec@ their worst-case descrip tion of the traffic it will transmit over a so called real-time channel (e.g. network devices, or processors). That description consists of four t r a c parameters:
X , minimum average inter -message time (1 1) X , , minimum inter -message time I averaginginterval S , maximum message size.
1
As in section 4.2 we ignore S, , in this paper. Although it is not recognizable at first glance, the traffic has the same properties: it consists of events with a constant rate in principle but varies over an interval. It is obvious 
Conclusions and Future Work
A generalized set of parameters to describe jitter constrained periodic streams has been introduced and used to prove some important characteristics and properties for such systems:
-maximum burst size -lower bound of buffer size to avoid loss of data -interburstiness -number of events occurring before time t.
Then, it has been shown, that our model subsumes well-known parameter sets to describe t r a c in distributed systems.
Future work to be done includes the probabilistic extension of the model. And it includes to apply the model what it was designed for, i.e., to build system components that obey the parameters of the model.
