Online optimization problems arise in many resource allocation tasks, where the future demands for each resource and the associated utility functions change over time and are not known apriori, yet resources need to be allocated at every point in time despite the future uncertainty. In this paper, we consider online optimization problems with general concave utilities. We modify and extend an online optimization algorithm proposed by Devanur et al. for linear programming to this general setting. The model we use for the arrival of the utilities and demands is known as the random permutation model, where a fixed collection of utilities and demands are presented to the algorithm in random order. We prove that under this model the algorithm achieves a competitive ratio of 1 − O(ǫ) under a near-optimal assumption that the bid to budget ratio is O , where m is the number of resources, while enjoying a significantly lower computational cost than the only algorithm known to achieve optimal competitive ratio proposed by Kesselheim et al. We draw a connection between the proposed algorithm and subgradient methods used in convex optimization. In addition, we present numerical experiments that demonstrate the performance and speed of this algorithm in comparison to existing algorithms.
Introduction
Online optimization provides a framework for real-time optimization problems that arise in applications such as Internet advertising, online resource allocation, and online auctions. In these problems, functions of new variables are added to the objective, and constraints are modified over time. An online optimization algorithm should assign a value to each newly introduced variable without any knowledge of future changes in the objective function. Linear programs have received considerable attention in the context of online optimization ( [AWY09] , [FHK + 10] , [DJSW11] , [JL12] , [KRTV14] ). In this paper, we study a more general online convex optimization problem that contains online linear programming (online LP) as a special case. The performance of an online algorithm for any instance of the problem can be evaluated by finding the ratio P/P * , where P is the objective value achieved by the algorithm and P * is the optimal value of the corresponding offline optimization problem. The competitive ratio of an online maximization algorithm under the worstcase model is the infimum of P/P * over all the possible instances. While for many special online problems algorithms have been proposed that achieve a non-trivial competitive ratio under the worst-case model, the competitive ratio of any online LP algorithm tends to zero as the number of functions grows [BIKK08] . To be able to derive non-trivial bounds on the competitive ratio of an online algorithm for any problem that contains online LP, one often considers the competitive ratio under more restrictive models such as the random permutation model or the i.i.d. model. The results of this paper are presented for the random permutation model. In section 1.1, we formulate the problem and formally define the competitive ratio of an online algorithm under various models.
Problem formulation
Consider the problem maximize x1,...,xn∈R k n t=1 f t (x t ) + ψ where for all t ∈ [n] = {1, 2, . . . , n}, A t ∈ R m×k + , f t ∈ G, with G a subset of proper concave functions mapping R k to [−∞, +∞). More technical assumptions on the functions in G will be specified in section 4. Here ψ(u) = I u≤b for some b ∈ R m , where I denotes the indicator function of a set, defined as follows for any U ⊂ R m :
Often in applications, the functions f t are utility functions, i.e., a decision x t provides the utility f t (x t ), and the function ψ = I u≤b can be interpreted as imposing a total budget given by b ∈ R m . In an online optimization problem, for all t ∈ [n], a vector should be assigned to x t that can depend on all the information obtained until time t, i.e., (f s , A s ), 1 ≤ s ≤ t, but not on the future information (f s , A s ), t + 1 ≤ s ≤ n. A procedure that performs this task is called an online optimization algorithm. The input to the algorithm, ((f 1 , A 1 ) , (f 2 , A 2 ) , . . . , (f n , A n )), is a random vector taking values in H, where H ⊂ G × R m×k + n . To avoid issues with measurability, we assume that this random vector takes values in a countable subset of H. Let F be the set of probability distributions corresponding to such random vectors. To evaluate the performance of an online optimization algorithm, one can define the competitive ratio. Let x t , 1 ≤ t ≤ n be the solution given by an online algorithm and define P = n t=1 f t (x t ) + ψ ( n t=1 A t x t ). Let P * be the optimal value of (P0). Assume that P * ∈ (0, +∞) for all the members of H. The competitive ratio over D ⊂ F is defined as:
Three important choices for D considered in the literature for special cases of problem (P0) are as follows:
1. Worst-case: D 1 = F . In this case, C D1 simplifies to:
Note that if the online algorithm assigns a random value to P (the algorithm is randomized), P should be replaced by E[P ].
2. Random permutation: D 2 is the subset of F corresponding to exchangeable random vectors, i.e., distribution functions that are invariant under permutation. Let Π be the set of all permutations over [n] . Let σ be a random permutation uniformly distributed on Π. The definition of C D2 simplifies to:
1 ≤ t ≤ n are independent and identically distributed.
Related work
Most literature in online optimization has focused on a special case of (P0) in which for all t ∈ [n], the domain of f t is the simplex {x
, we refer to this problem as the online LP problem, expressed as
(1) Note that C D1 for any online LP algorithm goes to zero when n grows as shown by an example in [BIKK08] , while for the same example under the random permutation model the optimal algorithm achieves a competitive ratio that tends to 1/e as n goes to infinity [BIKK08] . In light of this fact, much attention has been dedicated to the random permutation and i.i.d. models for online LP. Here we review the related results for online LP. In section 1.4, we briefly review the special cases and the applications of combinatorial online optimization problems, with convex relaxations that can be expressed as online linear programs.
An important parameter that appears in the analysis of many online LP algorithms is γ = max t,i,j
which is called the bid-to-budget ratio. For an online algorithm to achieve a competitive ratio of 1 − ǫ under random permutation or i.i.d. models, it is necessary that γ = O m log(nk/ǫ) . DLA solves log 2 (1/ǫ) linear programs to estimate the optimal dual variables associated with the m constraints. The primal variable is then assigned using the estimated dual variables. The dependency that exists on n in their results is introduced by a union bound over the space of dual variables. Molinaro and Ravi [MR13] improved this union bound and proved that a modified version of DLA achieves a competitive ratio of 1 − O (ǫ) when γ = O ǫ 2 m 2 log(m/ǫ) . Kesselheim et al. [KRTV14] proposed an algorithm that achieves a competitive ratio of 1 − ǫ when γ = O 2 , which also matches the necessary condition given in [Kle05] . We call this algorithm KRTV (dubbed after the initials of the authors' last names). At each t ∈ [n], KRTV chooses the value of x t by solving a linear program with the same number of linear constraints as the original problem but with tk variables. Devanur et al. [DJSW11] proposed an online algorithm that achieves a competitive ratio of 1 − O(ǫ) under a model they call the adversarial stochastic model when max{γ,
log(m/ǫ) . The adversarial stochastic model is more general than the i.i.d. model. However, their analysis does not apply to the random permutation model.
Our results
In this paper, we propose a modified and extended version of the online LP algorithm in [DJSW11] that applies to the more general problem (P0). We prove that this algorithm achieves a competitive ratio of 1 − O(ǫ) under the random permutation model when max{γ,
log(m/ǫ) (the generalization of definition of γ for (P0) is given in section 4). This condition is the same as the condition given in [DJSW11] for the adversarial stochastic model.
We interpret the proposed algorithm as a form of subgradient descent, and call it exponentiated subgradient algorithm (ESA). ESA solves only log 2 (1/ǫ) optimization problems with number of variables nkǫ, 2nkǫ, 4nkǫ, . . . , nk/2. This makes ESA computationally as efficient as DLA, while having a theoretical guarantee on its competitive ratio under the random permutation model that is close to the theoretical guarantee for KRTV.
Applications and special cases
Consider the (non-convex) problem where f t (x) = c T t x over a binary domain domf t = Γ := {x ∈ {0, 1} k | 1 ⊤ x ≤ 1}, which we refer to as the online allocation problem. It contains many combinatorial online problems studied in the literature such as online bipartite matching [KVV90] , the AdWords problem [MSVV07] , and the multiple secretary problem [Kle05] . The convex relaxation of the online allocation problem is the online LP problem. Note that all the online LP algorithms discussed above produce an integer solution; therefore, the bounds on their competitive ratio holds for the online allocation problem as well.
In many applications of online problems, the index t is associated with time. We present an example of the online allocation problem using the terminology of servers and clients. Many other online allocation problems are equivalent to this example. Consider a server that has to serve a number of clients. At time t, a client sends an order of form (c t , A t ) ∈ R + × R m + . A t determines the amount of resources needed for the fulfillment of that order and c t is the price that the client is willing to pay for the order. From the point of view of the server, c t can be viewed as the utility associated with that order. The server has to make an irrevocable decision by choosing x t ∈ {0, 1}. If x t = 1, the order is fulfilled and the total utility is increased by c t ; otherwise, the order is rejected and the total utility does not change. The goal of the server is to maximize the total utility while not exceeding any limit on resources. In the case where k > 1, each column of A t is an option. The server should make a decision of which option, if any, to fulfill by choosing x t ∈ Γ. In the LP relaxation, each utility function is linear over its domain. One can assume a scenario where the order can be partially fulfilled with a utility function associated with each order that follows a diminishing return. In this case, every order is of form (f t , A t ), where f t , t = 1, . . . , n are concave functions. Special cases of online optimization problems where there is a relationship between c t and A t have been extensively studied in the literature; here we briefly review the results for four important special cases. For a thorough review of the results on these examples, we refer the reader to [Meh13] .
1. Online Bipartite Matching: Consider a bipartite graph G = ((U, V ) , E) with |U | = n and |V | = m, where |U | denotes the cardinality of U . Let A = [a 1 , a 2 , . . . , a n ] ∈ {0, 1} m×n be the adjacency matrix for G. Online bipartite matching is a special case of online allocation problem with
, and c t = a t for all t ∈ [n], where {e 1 , e 2 , . . . , e m } is the standard basis for R m . Karp et al. [KVV90] proposed a randomized online bipartite matching algorithm, called the ranking algorithm, that achieves 1 − 1/e competitive ratio under the worst-case model, which they proved is the best achievable competitive ratio by any online matching algorithm under this model. Under the random permutation model, the ranking algorithm achieves a competitive ratio of at least 0.696 > 1 − 1/e [MY11] and no algorithm can achieve a competitive ratio larger that 0.727 [KMT11] . Several authors have proposed online algorithms and studied their competitive ratio under the i.i.d. model when the algorithm receives the distribution as an input (see, e.g., [FMMM09] , [MGS12] and [JL13] ). A competitive ratio of 0.706 under this model is achieved by the algorithm proposed in [JL13] .
2. AdWords: This problem is a generalization of online bipartite matching with A ∈ R m×n + and b ∈ R m ++ . The name of this problem comes from its application in online advertising by search engines. A realistic assumption in this problem is that γ is bounded by a small number. That renders the results for competitive ratio of online LP algorithms under i.i.d. or random permutation models applicable to this problem. In fact, the online AdWords algorithm proposed by Devanur and Hayes [DH09] for random permutation model inspired the later results for online LP algorithms. Mehta et al. provided an algorithm with C D1 → 1 − 1/e as γ → 0, which is also shown to be the best competitive ratio under this model [MSVV07] . Buchbinder et al. [BJN07] proposed an algorithm for the worst-case model that explicitly utilizes the dual variables and achieves the optimal competitive ratio. This algorithm retains a vector of dual variables and chooses the primal variable x t , according to the complementary slackness rule. The dual variables are updated after each assignment of x t . Devanur and Jain [DJ12] proposed an algorithm for a concave version of AdWords, which linearizes the problem at each step and utilizes a similar primal-dual approach.
3. Multiple Secretary Problem: This problem has been proposed by Kleinberg [Kle05] as a variation of the classical secretary problem. It can be viewed as a special case of an online allocation problem with k = 1, m = 1, c t ∈ R + , A t = 1 and b ∈ N. The pessimistic example for the competitive ratio of online LP algorithms under the worst-case model falls under this problem with b = 1. Therefore, this problem and many of its generalization are stated and studied under the random permutation model. Kleinberg [Kle05] proposed an algorithm with C D2 = 1−O 1/ √ b , which was shown to be order-wise optimal. In other words, no online algorithm can achieve C D2 ≥ 1 − ǫ unless γ = O ǫ 2 . Bibaioff et al. [BIKK07] proposed a simple algorithm that achieves a competitive ratio of 1 e for any b as n tends to infinity. 4. Online Weighted Bipartite Matching: This problem is a generalization of online bipartite matching. It can also be viewed as a generalization of the multiple secretary problem. Consider a bipartite graph and its adjacency matrix A ∈ {0, 1} m×n . Let W = [w 1 , w 2 , . . . , w n ] ∈ R m×n + be the weight matrix associated with the edges in the graph. In this problem,
i and c t = w t for all t ∈ [n]. Similar to the AdWords problem when γ is small, the results for online LP algorithms are applicable to this problem. Without any assumption on γ, C D2 ≤ 1 e since this problem contains the secretary problem. Korula and Pál [KP09] proposed an algorithm with C D2 ≥ 1 8 . Their algorithm incorporates the optimal stopping rule for the classical secretary problem. Kesselhiem et al. [KRTV13] proposed an algorithm that incorporates the same stopping rule and achieves the optimal competitive ratio of C D2 = 1 e .
Preliminaries
In this section, we review basic concentration inequalities that will be used in the rest of this paper.
therefore, for all t > 0:
For proof see theorem 2.10 and corollary 2.11 of [BLM13] .
, which simplifies the Bernstein's inequality:
for all t > 0.
Proposition 2 (Hoeffding's theorem). Let X 1 , . . . , X n be samples from a finite multiset M ⊂ R drawn without replacement, and let Y 1 , . . . , Y n be samples drawn with replacement from M . If f is a convex function, then:
Using proposition 2, one can apply the result of proposition 1 to random variables sampled without replacement. Note that one can sharpen some of the bounds for the case of sampling without replacement; for example, see [Ser74] .
Proposition 3 (Doob's maximal inequality). Suppose S i , i = 1, 2, . . . , n is a sub-martingale. Let M n = max 1≤i≤n S i , then for all t > 0:
For proof see chapter 8.10 [Sho00].
In the rest of this paper, Π denotes the set of all the permutations of [n], i.e., set of bijections from [n] to [n] . For all B ⊂ Π, we denote the complement of B withB, and we define :
We denote the transpose of a vector v by v ⊤ . For a function f : R k → [−∞, +∞), f * denotes the concave conjugate of f , and is defined as:
for all v ∈ R k . For a concave function f , ∂f (x) denotes the set of supergradients of f at x, i.e., the set of all v ∈ R k such that:
For a convex function f , we use the same notation ∂f (x) to denote the set of subgradients of f at x, i.e., the set of all v ∈ R k such that:
A feasibility problem
We start by considering a simple form of ESA applied to a linear feasibility problem to illustrate the proof technique and ideas. Let ∆ = {x ∈ R k |1 ⊤ x = 1, x ≥ 0}. Consider a spacial case of (P0), where b = 1 ∈ R m , and for all t ∈ [n], f t (x) = I x∈∆ . This problem can be represented as the following feasibility problem:
where for all t, A t ∈ R m×k + . Let (x * 1 , x * 2 , . . . , x * n ) be a feasible solution for (8). Define γ = max t,i,j A t,i,j and choose σ uniformly at random from Π. Consider Algorithm 1 for problem (8). [DJSW11] . Here we extend the analysis of algorithm 1 to the random permutation model. We first derive concentration inequalities for the running sums of form
Algorithm 1
. These inequalities will be used in the analysis of the algorithm, where we compare (x 1 , x 2 , . . . , x n ), the solution given by the algorithm, with (
To simplify the notation, we assume that L and nǫ are integers in the rest of this paper. Let κ :
. Furthermore, define:
Note that E 1B t . To do so, we first show that for all i, R i t is a martingale:
By Doob's maximal inequality and Bernstein's inequality:
Proof. Define:
, and let A t be the sigma algebra generated by σ(1), . . . , σ(t). We first show that {Φ t , A t }, t ∈ {0, 1, . . . , T } is a super-martingale:
The first inequality follows from:
The second inequality follows from the fact that
and thus x t as the minimizer achieves a smaller objective value than any other x ∈ ∆ including x * σ(t) . Let F = ∩ T s=1 B s . The previous result combined with Markov's inequality yields:
In the last line, we used the following inequality:
Using the bounds given by (10) and (12), we can conclude that:
where the second inequality follows from the fact that for any two events E and F , P(E) = P(E ∩ F ) + P(E ∩F ) ≤ P(E ∩ F ) + P(F ). In the last line, we used the fact that L = log 2 ( 1 ǫ ) ≤ log 2 (e)ǫ In the next section, we introduce ESA in its full generality and provide a competitive ratio analysis for ESA under the random permutation model.
General problem
Recall that the offline optimization problem is as follows:
where for all t ∈ [n], A t ∈ R m×k + , f t ∈ G, and ψ(u) = I u≤b for some b ∈ R m ++ . Here G is a set of proper, concave, and upper semi-continuous functions on R k with bounded super-level sets such that for all f ∈ G, domf ⊂ R k + and f (0) = 0. The Fenchel dual program is:
A pair of primal and dual variables ((x * 1 , x * 2 , . . . , x * n ) , y * ) is an optimal pair when:
By our assumption on the functions involved such a pair exists and 0 ≤ P * = D * < +∞. We assume that P * > 0. Let γ be such that:
Note that for all t ∈ [n]:
ESA is designed to solve the following problem which is equivalent to (P1):
whereψ(v) = I v≤−P * . Since P * cannot be calculated without having access to ((f 1 , A 1 ) , (f 2 , A 2 ) , . . . , (f n , A n )), ESA retains an estimate of P * and updates that estimate in exponential intervals. Choose σ uniformly at random from Π. Fix ǫ ∈ (0, 1) and let h ∈ {0, . . . , L − 1}. To estimate the optimal value using (f σ(t) , A σ(t) ), 1 ≤ t ≤ 2 h nǫ, consider the following optimization problem:
. In order to compare P h with P * , we define:
Note thatD h ≥ P h ≥P h . Now using the previous fact alongside Bernstein's inequality, we show that P h is close to P * with high probability.
Let κ be defined as in section 3 and let η : {nǫ + 1, nǫ + 2, . . ., n} → [L] be defined as η(t) = κ(n − t + 1). Equivalently, η(t) = h if and only if n2
. For all t ∈ {nǫ + 1, nǫ + 2, . . . , n}, let q t = P η(t)−1 if P η(t)−1 = 0. To avoid division by zero, we set q t = ǫ if P η(t)−1 = 0. Note that since P * > 0, the probability of P η(t)−1 = 0 is bounded by (18). Now we define parameters that will be used in ESA. For all t ∈ {nǫ + 1, nǫ + 2, . . . , n(1 − ǫ)}, define:
while for all t ∈ {n(1 − ǫ) + 1, . . . , n + 1}, let β t = β n(1−ǫ) and β
Algorithm 2 Exponentiated Subgradient Algorithm (ESA)
Require: ǫ ∈ (0, 1),
Algorithm (2) describes ESA applied to (P1). In section 4.1, we represent each update of (y t , y ′ t ) as an exponentiated subgradient step. Let x t , 1 ≤ t ≤ n be given by algorithm (2). For all t ∈ [n], define:
Note that x t ∈ argmin y
For special cases of f σ(t) , this assignment rule can have a simple form; for example, if k = 1 and f σ(t) (x) =f (x) + I x∈[0,1] withf differentiable, then x t can be chosen as:
where l(v) = min {x|v ≥f ′ (x)}. Similar to the analysis in section 3, we need to derive concentration inequalities for the running sums of form
As in section 3, for all i, R i t is a martingale. Similarly, it can be shown that S t is a martingale. By Doob's maximal inequality and Bernstein's inequality:
Theorem 2. Supposex t , 1 ≤ t ≤ n is given by algorithm (2). If ǫ ≤ 1 12 and γ ≤ ǫ 2 13 log(m/ǫ) , then:
Remark. The conclusion of the theorem can be restated as:
where H is the set of all ((f 1 , A 1 ) , (f 2 , A 2 ) , . . . , (f n , A n )) ∈ G × R m×k + n that satisfy (16) with γ = Proof. Here we state the main steps of the proof. The details are presented in appendix A. Let T = n(1 − 2ǫ). For all t ∈ {nǫ + 1, nǫ + 2, . . . , T }, define:
. Let A nǫ = {∅, Π}, and for all t ∈ {nǫ + 1, nǫ + 2, . . . , T }, let A t be the sigma algebra generated by σ(1), . . . , σ(t). We show in appendix A that {Φ t , A t }, t ∈ {nǫ, nǫ + 1, . . . , T }, is a super-martingale, which yields:
Let B =
F s . Using Markov's inequality, we can derive:
Combining the previous bounds with (18), (19), (20) and (21), we get:
where in the last line we used the fact that L = log 2 (
e alongside the assumption that ǫ ≤ 1 12 . As a result, we get:
Connection with subgradient methods
In this section, we discuss how the updates of (y t , y ′ t ) in algorithm (2) are equivalent to online exponentiated subgradient steps and point to the similarities and differences between ESA, DLA and KRTV. Recall that a pair ((x * 1 , x * 2 , . . . , x * n ) , y * ) is an optimal primal-dual pair for (P1) if and only if:
Note that (26) is decoupled in t. Therefore, to assign x t , an online algorithm can find y t , an estimate of y * , and then choose x t such that:
ESA and DLA are two examples of online algorithms that choose x t according to (27) . KRTV can also be transformed into an algorithm that chooses x t according to (27) (Both DLA and KRTV are proposed for online LP. Here we consider extensions of those algorithms to (P1)). However, these algorithms update y t differently. When t = nǫ2
h for some h ∈ {0, 1, . . . , L − 1}, DLA sets y t to be:
then for all t ∈ {nǫ2 h + 1, nǫ2 h + 2, . . . , nǫ2 h+1 } sets y t = y nǫ2 h . Although the dual variables do not explicitly appear in the description of KRTV in [KRTV14] , this algorithm can be represented as an extreme case that updates y t by solving (28) (without (1 − 2
. ESA also updates y t for every t ∈ [n]. However, the updates are very simple and computationally very cheap. Consider the following problem which is dual to (P2):
Note that ψ * (u) = b T u andψ * (v) = −P * v for all u ∈ R m + and v ∈ R + . Using the change of variables y i → y i /b i and y → y/P * , we can rewrite (D2) as:
where
By replacing P * with q t , we can define:
Let x t , nǫ < t ≤ n be given by ESA. Since for all t ∈ {nǫ + 1, nǫ + 2, . . . , n}, x t ∈ ∂f * σ(t) (A ⊤ σ(t) y ′′ t ), we get:
For all t ∈ {nǫ + 1, . . . , n − 1}, ESA updates (y t , y ′ t ) via an online exponentiated step toward the negative direction of the subgradient ofH σ(t) (y t , y ′ t ) given in (30):
where ν and ν ′ are the step sizes while exp (−β t+1 ) and exp β ′ t+1 are the normalization terms. 
Numerical experiment
In this section, we examine the performance of ESA and compare it with that of four other online LP algorithms proposed in the literature. The algorithms are one-time learning algorithm (OLA), DLA, KRTV, and KRTV5. OLA is a simpler version of DLA introduced in [AWY09] . OLA computes the dual variable at t = nǫ and uses the same dual variable to choose x t for all t ∈ {nǫ + 1, nǫ + 2, . . . , n}. As it was discussed in section 4.1, KRTV can be viewed as an algorithm that chooses x t according to (27) and updates the dual variable at each step. This point of view motivated us to consider a variant of KRTV that updates the dual variable after every fixed number of steps. In KRTV5, the dual variable is updated every 5 steps.
Consider an online LP problem and let M = {{(c t , A t ) |1 ≤ t ≤ n}}, where the double bracket notation denotes a multiset. we generate M based on the construction proposed in [AWY09] for deriving the necessary condition on γ. T and w i = 1 − v i . Let j 1 , j 2 , . . . , j m be m independent samples from Binomial( Table 1 compares the competitive ratio and the runtime of all the algorithms when d = 3 and c ∈ {1200, 300, 60, 30}. The competitive ratio of the algorithms is estimated by averaging the performance for 500 permutations. The competitive ratios (CR) reported in table 1 are the average of estimated competitive ratios for 10 independently generated instances of M . The runtime reports the average time it takes an algorithm to provide a solution for one permutation of a single instance of M . For this numerical experiment, we used Matlab R2014a and the linear programming solver of Matlab optimization toolbox. The runtimes are collected from a Linux machine with an Intel Core i7.4770 3.40GHz CPU and 8GB of RAM. In ESA, γ is set to be equal to 1 c . Note that ǫ is as an input parameter for ESA, OLA, and DLA. For each ǫ ∈ {0.1, 0.05}, we have considered two problems with c = , the bid-to-budget ratio matches the necessary condition for achieving a competitive ratio of 1 − O(ǫ). As the data presented in table 1 suggest, ESA, OLA, and DLA are multiple orders of magnitude faster than KRTV and KRTV5. When c ∈ {300, 60, 30}, ESA with ǫ = 0.05 achieves a competitive ratio that is higher than or equal to the rest of the algorithms. Note that ESA, OLA, and DLA choose x t = 0 for t ∈ [nǫ]. Despite this fact, when ǫ = 0.05 and c = d 0.05 2 = 1200, the difference between the competitive ratio of ESA and KRTV is less than ǫ.
Appendix A: Details for the proof of Theorem 2
First, we show that {Φ t , A t }, t ∈ {nǫ, nǫ + 1, . . . , T } is a super-martingale. The first inequality follows from (11); the second inequality follows from the fact that
the last inequality follows from the definition of F t . Using the definition of φ t i and χ t alongside Markov's inequality we can derive:
