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ABSTRACT
In this dissertation, we consider probabilistic inference problems on binary pairwise Gibbs
random fields (BPW-GRFs), which belong to a class of Markov random fields with applica-
tions to a large variety of systems, including computer vision, statistical mechanics, modeling
of neural functions, and others. In particular, we study the application of iterative heuristic
sum-product algorithms (SPAs) to the underlying graphs for solving the marginal problem
on BPW-GRFs. These algorithms operate on the BPW-GRF graph by propagating mes-
sages along the edges and by using them to update the beliefs at each node of the graph;
these beliefs then serve as suboptimal solutions to the marginal problem. SPAs offer several
advantages such as complexity that is polynomial in the number of nodes and edges in the
graph and the ability to operate in a distributed fashion (determined by the structure of the
underlying graph).
In general, the analysis of SPAs can be categorized into (i) finding conditions under which
the SPAs converge, and (ii) determining the correctness of the marginal solutions provided by
the SPAs with respect to the true marginals. In this dissertation, we consider both problems.
For each problem, we first review existing results and then present our specific contribution
within the class of BPW-GRFs. Finally, we extend our analysis of SPAs on BPW-GRFs to
the application of multiple fault diagnosis (note that the equivalent GRFs for fault diagnosis
systems are typically non-binary). In particular, we establish tighter bounds over previous
results, and show that fault diagnosis using SPA beliefs (as suboptimal solutions to the true
marginals) can detect multiple faults with very high accuracy.
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CHAPTER 1
INTRODUCTION
Problems involving probabilistic inference arise in detection and estimation problems in a
large variety of applications, ranging from error-correcting codes [1] to fault diagnosis [2],
medical diagnosis [3], and several others. Typically, a probability distribution is assumed over
a set of variables, and the goal is to infer the values of the unobservable variables given the
observable ones. In medical diagnosis, for example, the unobservable variables correspond to
all possible diseases and the observable variables correspond to the symptoms; depending on
the state — presence or absence — of the diseases, different combinations of symptoms are
observed and diagnosis needs to be performed based on the observed symptoms [3]. Because
of the importance and applicability of inference problems in many real-world systems, there
is an increasing need to effectively model these systems and to develop efficient methods for
the detection and estimation problems that arise in these contexts.
In general, an inference task is often formulated as a marginal problem, which aims to find
the marginal distribution of each unobserved variable, or a maximum a posteriori probability
(MAP) problem, which aims to find the most likely combination of the unobserved variables
(given the observed ones). One of the most common tools for these probabilistic inference
problems is to use graphical models, such as Bayesian networks [4], [5] or Markov networks
(of corresponding Markov random fields) [6] to compactly represent the underlying distri-
butions of interest. Given an arbitrary probability distribution, finding exact solutions to
the marginal or the MAP problems is usually NP-hard [7], [8], [9]. For this reason, in this
thesis we focus on the application of a class of belief propagation algorithms that can be
used to find an approximate solution for the marginal problem with polynomial complexity
with respect to the size of the associated graphical models. In the remainder of this chapter,
we briefly review related work in graphical models and belief propagation algorithms.
1
1.1 Literature Review
1.1.1 Graphical Models
Graphical models are commonly adopted to effectively represent systems in a number of
disciplines, including physics [10], statistics [11], artificial intelligence (AI) and machine
learning [12], and many others. There are numerous publications on general graphical models
and on graphical models for particular applications (see, for example, [13], [14], for excellent
tutorials on graphical models). The following quotation in the preface of [15] provides a
concise characterization of graphical models.
“Graphical models are a marriage between probability theory and graph theory.
They provide a natural tool for dealing with two problems that occur throughout applied
mathematics and engineering — uncertainty and complexity — and in particular they
are playing an increasingly important role in the design and analysis of machine learning
algorithms. Fundamental to the idea of a graphical model is the notion of modularity —
a complex system is built by combining simpler parts. Probability theory provides the
glue whereby the parts are combined, ensuring that the system as a whole is consistent,
and providing ways to interface models to data. The graph theoretic side of graphical
models provides both an intuitively appealing interface by which humans can model
highly-interacting sets of variables as well as a data structure that lends itself naturally
to the design of efficient general-purpose algorithms.
Many of the classical multivariate probabilistic systems studied in fields such as
statistics, systems engineering, information theory, pattern recognition and statistical
mechanics are special cases of the general graphical model formalism — examples in-
clude mixture models, factor analysis, hidden Markov models, Kalman filters and Ising
models. The graphical model framework provides a way to view all of these systems
as instances of a common underlying formalism. This view has many advantages — in
particular, specialized techniques that have been developed in one field can be trans-
ferred between research communities and exploited more widely. Moreover, the graphical
model formalism provides a natural framework for the design of new systems.”
Typically, graphical models provide a compact representation of the joint probability dis-
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tributions1 in which the nodes (of the graphs) represent random variables and the connections
represent dependencies among these variables. There are two main types of graphical models:
directed graphs (also known as Bayesian networks (BNs), belief networks, or causal models)
in which the (directed) connections represent the existence of direct influences among the
linked variables and the strength of these influences is expressed by forward conditional prob-
abilities [4], and undirected graphs (also known as Markov random fields (MRFs) or Markov
networks) in which the (undirected) connections represent the compatibility relations be-
tween the variables [6]. Among these graphical models, directed graphs are more popular in
artificial intelligence, medical diagnosis, and statistics, whereas undirected graphs are more
popular in image processing, statistical physics, and error-correcting codes [14], [18].
Under some additional conditions, Bayesian networks can be converted to Markov random
fields and vice versa. In particular, assuming that the probabilities of all configurations (of
the variables) are nonzero, the Hammersley-Clifford theorem establishes the equivalence
between a BN, which is characterized by its local property, and a Markov random field,
which is characterized by its global property (see, for example, [19], [5]). The practical
value of this equivalence is that it provides a simple way of specifying the joint probability
distribution via the factorization into a product of functions (potentials) of the cliques2 of a
given MRF graph [6].
For example, consider a particular factorization of the joint probability distribution cap-
tured by
P (A,B,C,D) = P (A|B)P (B|C,D)P (C)P (D); (1.1)
this is represented by the BN in Fig. 1.1(a) where the edges correspond to the functions
P (A|B) and P (B|C,D). Letting ψ(A,B) = P (A|B) and ψ(B,C,D) = P (B|C,D)P (C)P (D),
1More generally, any (multivariate) global function of multiple variables which can be factored into a
product of simpler local functions, each of which depends on a subset of the variables, can be represented
by an appropriate factor graph [16], [17]. In this thesis, however, we only focus on the graphical models of
the joint probability distributions.
2A clique (of a graph) is a subgraph that is fully-connected, i.e., there exists an edge between any pair of
nodes in a clique.
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Figure 1.1: Graphical models for the joint distribution probability in (1.1): (a) Bayesian
network, (b) Markov random field.
(1.1) can also be written as
P (A,B,C,D) = ψ(A,B)ψ(B,C,D), (1.2)
which is equivalently represented by the MRF in Fig. 1.1(b) with the clique potentials
ψ(A,B) and ψ(B,C,D).
It is not hard to see that any MRF can be converted into a pairwise MRF whose maximal
cliques are pairs of nodes. This can be achieved by merging larger cliques into cluster nodes
(also with enlarged state spaces). For example, by introducing a cluster node E = (B,C,D),
Fig. 1.2 shows the equivalent pairwise MRF of the MRF in Fig. 1.1(b) with the corresponding
pairwise potential ψ′(A,E) = ψ′(A, (B,C,D)) = ψ(A,B)ψ(B,C,D).
Figure 1.2: Equivalent pairwise MRF constructed from the MRF in Fig. 1.1(b).
On the other hand, following a procedure proposed in [18], one can directly construct a
pairwise MRF from any BN by creating compound nodes for nodes with multiple parents and
using delta functions. The process is illustrated in Fig. 1.3 where the equivalent pairwise
MRF of the BN in Fig. 1.1(a) has a compound node Z = (C ′, D′) (for node B) and the
corresponding potentials ψ′′(A,B) = P (A|B), ψ′′(B,Z) = ψ′′(B, (C ′, D′)) = P (B|C ′, D′),
ψ′′(Z,C) = ψ′′((C ′, D′), C) = δ(C ′ − C)P (C), and ψ′′(Z,D) = ψ′′((C ′, D′), D) = δ(D′ −
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D)P (D).
Figure 1.3: Equivalent pairwise MRF constructed from the BN in Fig. 1.1(a).
In the following section, we review some of the previous work with respect to the proba-
bilistic inference problems using belief propagation algorithms on graphical models.
1.1.2 Belief Propagation Algorithms
Probabilistic inference problems using graphical models are becoming more and more impor-
tant and can be found in many applications, including signal processing, digital communi-
cations, artificial intelligence, machine learning, and statistical physics [15]. Among several
proposed methods, sampling (Monte Carlo) methods [20], variational methods [21], and be-
lief propagation methods (see [16], [17] and the references therein for a thorough introduction
to belief propagation algorithms) have been among the most extensively studied ones. In
this thesis, we focus on the study of belief propagation methods and their applications to
multiple fault diagnosis.
In general, belief propagation algorithms (BPAs) operate by iteratively passing “mes-
sages” along the edges of the underlying graphical model in order to (1) obtain the marginal
probabilities for some subset of the variables of the system (i.e., the marginal problem) or
(2) obtain the global state of all variables that is most probable (i.e., the MAP problem),
given knowledge/observation of other components in that system [22]. Note that these two
problems are essential in many probabilistic inference tasks. Depending on the correspond-
ing problem, two families of BP algorithms have been studied, namely the sum-product (or
probability propagation) algorithms for the marginal problem and the max-product (or min-
sum) algorithms for the MAP problem, most of which have been independently invented
from different research groups in a wide variety of disciplines [17].
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In the context of error-correcting codes, the sum-product algorithm was invented by Gal-
lager [23], [24] as an iterative algorithm for decoding low-density parity-check (LDPC) codes.
Another root of BPAs in coding can be found in the Viterbi [25], [26] and the BCJR algo-
rithms [27]. In [28], Tanner used bipartite graphs to describe families of linear codes, which
are generalizations of LDPC codes, and introduced the min-sum algorithm. However, the
potential of iterative decoding algorithms was not fully realized until the breakthrough in-
vention of turbo codes by Berrou et al. [29], which was followed by the rediscovery of LDPC
codes by MacKay and Neal [30]. In [31], [32], Wiberg et al. observed that the decoding
algorithms for LDPC codes and turbo codes, as well as the Viterbi and BCJR algorithms,
are instances of a single algorithm which operates by introducing “hidden” state variables
and by passing “messages” on a generalized Tanner graph. These algorithms can also be
extended to factor graphs of global functions which can be factored into products of local
functions by Kschischang et al. [16] and Forney3 [33]. At the same time, a fundamental
insight that many well-known algorithms solve the “marginalize product-of-functions” prob-
lem in their own particular setting was first made explicit by Aji and McEliece in [34] and
later in [35] with the development of the generalized distributive law (GDL) on “junction
trees.” Essentially, any result developed in the junction tree/GDL setting can be translated
into an equivalent result in the factor graph/sum-product algorithm setting [16].
BPAs on Bayesian networks developed by Pearl [5] and others [36], [37], [38] have been ex-
tensively studied in the artificial intelligence and statistics communities. Like factor graphs,
Bayesian networks represent multivariate joint probability distributions; therefore, these
BPAs (on Bayesian networks) are equivalent to sum-product algorithms operating on factor
graphs of the same factorizations [39], [35]. From this observation, Bayesian networks and
BPAs have been used to explain the iterative decoding algorithms of LDPC codes and turbo
codes [40], [41], [42]. In addition, it has been shown that the forward-backward algorithm
for hidden Markov models [43], the Kalman filter [44], and even the fast Fourier transform
[45] may be viewed as instances to the sum-product algorithms [16].
On graphical models that do not contain cycles, BPAs can be shown to provide exact
3In [33], Forney used a slightly different graphical model, called “normal graph,” to represent the corre-
sponding global function.
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solutions of their corresponding problems [5]. On graphical models with cycles, however,
the performance is not guaranteed (the results can be quite poor with the BPA failing to
converge [46]). Although BPAs have been reported to perform well in many applications
including error-correcting codes [29], [30], fault diagnosis [47], intrusion detection [48], linear
programming (such as maximum weight matching [49] and shortest path [50] problems), etc.,
a theoretical understanding/characterization of their performance is limited. In general, the
analysis of BPAs can be categorized into (i) the convergence problem to find conditions under
which the BPAs converge, and (ii) the performance problem to determine the correctness of
the solutions provided by the BPAs with respect to the exact solutions of the corresponding
(marginal or MAP) problems.
For the convergence problem, in a special case where the graphical model represents a
multivariate Gaussian distribution, Weiss and Freeman [51] and Rusmevichientong and Van
Roy [52] proved that if the sum-product algorithm converges, the calculated means also
converge to those of the desired posterior probability distributions. In [53], Tatikonda and
Jordan used tools from Gibbs measures to obtain sufficient conditions for the convergence of
sum-product algorithms on loopy graphs. Another method is to write the iterative message
update (of the sum-product algorithms) as a mapping and then find conditions under which
this mapping becomes a contraction [18], [54]. In [55], Ihler et al. derived sufficient conditions
for the convergence of sum-product algorithms using properties of the dynamic range measure
of the (multiplicative) message error with respect to the product and convolution operations
of the message updates. Note that the results from the dynamic range measure method [55]
can also be obtained from the contraction mapping method [54].
For the performance problem, Richardson and Urbanke introduced the so-called density
evolution technique [56] to analyze the performance of BPAs for the decoding of LDPC codes,
a technique which was subsequently used extensively by researchers in the coding community.
In [57], Weiss and Freeman showed that the assignment based on a fixed point (if it exists)
of a max-product algorithm is a “neighborhood maximum” of the posterior probability; i.e.,
the posterior probability of the max-product assignment is guaranteed to be greater than
all other assignments in certain neighborhoods in the underlying graph. In [58], Wainwright
et al. developed bounds of the approximation error (between solutions of the sum-product
7
algorithms and the exact marginals) using the tree-based reparameterization framework
to formulate each BPA as a sequence of refactorizing (reparameterization) portions of the
probability distribution that associates with an acyclic subgraph. Recently, methods that
study the interplay between the true marginals and the BPA solutions on trees that are
appropriately constructed from the underlying graphical models have been proposed; these
include the dynamic range measure method [59] and the box propagation method [60].
The performance of BPAs has also been studied for some specific applications, such as the
maximum weight matching [61] and the fault diagnosis [62] problems. In addition, in order
to overcome the poor performance of BPAs on graphs with many short cycles, Yedidia et
al. proposed the (more computationally complex) generalized belief propagation algorithms
using a region-based free energy approximation; this reduces the problem to choosing an
“optimal” region graph which gives the most accurate results with the least computational
effort [22].
1.2 Scope
In this thesis, we focus on the graphs associated with binary pairwise Gibbs random fields4
(BPW-GRFs) and the marginal problem, which aims to find the marginal distribution of each
unobserved variable (given the observed ones). Note that this class of BPW-GRF graphs has
found applications in several real-world systems, including computer vision applications (see,
for example, [63]), the Ising model in statistical mechanics for ferromagnetic materials or
lattice gas [64], and the modeling of neural functions [65]. For this reason, BPW-GRF graphs
have been the focus of much recent work (see, for example, [66] and references therein). In
this thesis, we study the application of a class of belief propagation algorithms, namely the
sum-product algorithms, to the marginal problem on BPW-GRFs.
In Chapter 2, we introduce the notation and describe the sum-product algorithms (SPAs)
for the corresponding marginal problem on pairwise Markov random fields (which also include
the BPW-GRFs that we consider in later chapters). First, we illustrate (via an example)
4Gibbs random fields are Markov random fields with positive potentials (note that Markov random fields
are composed of nonnegative potentials). Refer to Chapter 2 for more detail.
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an iterative process to determine the exact marginals on acyclic graphs (from which one
can easily develop SPAs on more general graphs (possibly with cycles) without any prior
knowledge of belief propagation methods). We then provide a formal description and review
useful properties of SPAs with respect to the marginal problem. More specifically, we con-
sider the SPA operation on the equivalent computation tree of the original graph, which is
a very important tool for the understanding/analyzing of SPAs.
In Chapter 3, we study the convergence of SPAs on BPW-GRFs. First, we describe the
SPA message at a certain iteration as a function of the SPA messages from the previous
iterations on the corresponding computation tree. By restricting message functions to ap-
propriate domains (that capture the arbitrary initialization of the SPA) and by exploiting
the properties of binary pairwise potentials, we show that the SPA message on any edge of
the BPW-GRF graph belongs to a (message) range that contracts at each SPA iteration.
This characterizes the asymptotic behavior of the SPAs on BPW-GRF graphs. Moreover, for
a special but important class of BPW-GRFs, we are able to derive necessary and sufficient
conditions for the SPA (under arbitrary initialization) to converge to a unique fixed point.
We also compare these results to previous work on SPA convergence, particularly the work
in [54].
In Chapter 4, we study the performance of SPAs with respect to the marginal problem on
BPW-GRFs. More specifically, we first consider a BPW-GRF tree and express the marginal
probability at its root node as a (marginal) function of the external force (i.e., set of external
self-potentials) that is applied to the leaves. Based on properties of the ratio and the range
of marginal functions, we propose two corresponding algorithms to characterize the behavior
of a marginal function over a certain product domain of the external force. We then apply
these two algorithms to trees that are appropriately constructed from the original BPW-GRF
graphs (possibly with cycles) to establish bounds of the actual marginals. In addition, from
properties of the marginal functions and the self-avoiding-walk trees [67] on BPW-GRFs, we
are able to analytically show that our new marginal bounds outperform many other existing
bounds.
In Chapter 5, we study the application of SPAs to multiple fault diagnosis (MFD) problems
in order to diagnose the most likely state of each component given the status of alarms.
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We first consider a class of asymmetrical MFD systems where the alarms are assumed to
be reliable but the connections (from components to alarms) might be unreliable. Using
the decoupling property and the notion of order of alarm observations, we prove that the
probability that SPAs return incorrect marginals decreases exponentially with the size of
the smallest cycle in MFD graphs. In a more general class of MFD systems with unreliable
connections and alarms (which correspond to pairwise Gibbs random fields (GRFs)), we
extend the analysis based on the ratios of marginal functions (with respect to the external
forces) in Chapter 4 to the underlying GRF graphs. (Note that unlike BPW-GRFs, the
equivalent GRFs of these MFD systems are non-binary.) From the properties of alarms and
the bipartite nature of GRF graphs, we are able to establish marginal bounds that are very
tight and significantly improve existing results. We also show that fault diagnosis based on
SPA beliefs (using them as suboptimal solutions to the marginal problems) can enable the
detection of multiple faults with very high accuracy.
We believe that there are several other promising applications of sum-product algorithms
(and more generally, belief propagation algorithms) to a large variety of practical systems.
This thesis can be used to provide some useful insights in order to better understand the per-
formance of SPAs on the associated graphical models, and can help prepare the background
for further analysis and improvement of belief propagation methods in other applications of
interest. Concluding remarks and some potential directions for future research are presented
in Chapter 6.
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CHAPTER 2
MARGINAL PROBLEMS AND SUM-PRODUCT
ALGORITHMS
Marginal problems and the corresponding sum-product algorithms (SPAs) on graphical mod-
els have found applications in a variety of different areas, including error-correcting codes
[40], [41], computer vision [68], [69], combinatorial optimization [70], and many others. Recall
from Chapter 1 that any of the two main types of graphical models, i.e., a Bayesian network
or a Markov random field, can be converted to an equivalent pairwise Markov random field.
Therefore, without loss of generality, we consider in this chapter SPAs for marginal prob-
lems on graphs associated with pairwise Markov random fields. In Section 2.1, we formulate
the marginal problems on pairwise Markov random fields and describe (via an example) an
iterative process to determine the exact marginals on trees. Following a similar process on
more general graphs (possibly with cycles), we then provide a formal description of SPAs
in Section 2.2. In Section 2.3, we review useful properties of the SPAs on the equivalent
computation trees of the original graphs, which will be used for our analysis in later chapters.
2.1 Marginal Problems on Pairwise Markov Random Fields
Let V = {1, 2, ..., N} be a finite index set and X = {Xi}i∈V be a family of random variables
with values in the finite state spaces Xi ∈ Si, i ∈ V . Let S be the product space S =
∏
i∈V Si.
Each pairwise Markov random field (pairwise MRF) overX is defined by a family1 of pairwise
potentials Ψ = {ψi,j : {i, j} ∈ E}, where E ⊆ {{k, l} : k, l ∈ V, k < l} is a subset of
1In general, the potentials in Ψ may include self-potentials (i.e., nonnegative functions ψi(xi), xi ∈ Si,
i ∈ V ) associated with each individual random variable in X . Without loss of generality, because these
self-potentials can be easily integrated into the pairwise potentials in Ψ, we assume in this chapter and in
the analysis in Chapter 3 and Chapter 4 that Ψ only contains pairwise potentials. We will use self-potentials
in Chapter 5 to describe the equivalent pairwise MRFs of fault diagnosis systems.
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pairs of indices in V and ψi,j , {i, j} ∈ E, are bounded nonnegative nontrivial2 functions
ψi,j(xi, xj) : Si × Sj → [0,+∞). If all (pairwise) potentials are positive, the corresponding
(pairwise) MRF is also called a (pairwise) Gibbs random field (GRF). Furthermore, if each
random variable Xi, i ∈ V , is binary, the corresponding pairwise MRF (GRF) is called a
binary pairwise MRF (GRF).
The MRF graph associated with a potential family Ψ (or pairwise potentials) over X
is an undirected graph G = (V,E) with the nodes corresponding to the indices in V and
the undirected edges {i, j} ∈ E corresponding3 to the potentials ψi,j ∈ Ψ. For example, the
MRF graph in Fig. 2.1 is associated with the potential family Ψ = {ψ1,2, ψ2,3, ψ2,5, ψ3,4, ψ1,4}.
Figure 2.1: MRF graph G with potential family Ψ = {ψ1,2, ψ2,3, ψ2,5, ψ3,4, ψ1,4}.
For a function f(x) : D → (0,∞) over a finite domain D, let η(f(x)) be a normalization
operator on f(x) such that η(f(x)) = f(x)/
∑
x′∈D f(x
′). In the remainder of this chapter,
for normalization purposes, we assume that
∑
x∈S
∏
ψi,j∈Ψ
ψi,j(xi, xj) 6= 0. Then, given a
potential family Ψ over X, the corresponding pairwise MRF is a probability distribution
defined on the product space S =∏i∈V Si as
P (X = x) = η
 ∏
ψi,j∈Ψ
ψi,j(xi, xj)
 , x ∈ S. (2.1)
The marginal distribution for each random variable Xi, i ∈ V , is given by
P (Xi = si) =
∑
x∈S: xi=si
P (X = x), si ∈ Si. (2.2)
For simplicity, we use P (x) and Pi(si) to denote P (X = x) and P (Xi = si), respectively.
2A function ψi,j is trivial if ψi,j(xi, xj) = c where c > 0 is constant for all xi ∈ Si, xj ∈ Sj .
3Because each undirected edge {i, j} is associated with only one pairwise potential ψi,j , we can relax the
condition that i < j in the notation of ψi,j and use ψj,i(xj , xi) interchangeably with ψi,j(xi, xj).
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From (2.1) and (2.2), it is not hard to see that, in general, finding the exact marginal
for each random variable Xi, i ∈ V , on a pairwise MRF requires exponential complexity
with respect to the size of V . For this reason, the sum-product algorithms (SPAs) that
we describe next have been suggested as iterative suboptimal algorithms with polynomial
complexity for solving the above marginal problems [5].
2.2 Sum-Product Algorithms
We first consider an example that illustrates how one can determine the exact marginals on
a tree.
Example 2.1 : Consider an MRF tree G = (V,E) in Fig 2.2 with the (pairwise) potential
family Ψ = {ψ1,2, ψ2,3, ψ2,4, ψ4,5}. Our goal is to calculate the marginal distribution of the
Figure 2.2: Example of marginal inference on an MRF tree.
random variable X4 at node 4, which is given by
P4(x4) = η
( ∑
x1,x2,x3,x5
ψ1,2(x1, x2)ψ2,3(x2, x3)ψ2,4(x2, x4)ψ4,5(x4, x5)
)
, x4 ∈ S4. (2.3)
From the tree-like structure of G, we can effectively determine the marginal P4(·) at
node 4 (without having to enumerate all possible configurations x ∈ S =∏1≤i≤5 Si) by first
factorizing the summation in (2.3) as
P4(x4) ∝

∑
x2
ψ2,4(x2, x4)
(∑
x1
ψ1,2(x1, x2)
)
︸ ︷︷ ︸
m(1,2)(x2)
(∑
x3
ψ2,3(x2, x3)
)
︸ ︷︷ ︸
m(3,2)(x2)

︸ ︷︷ ︸
m(2,4)(x4)
[∑
x5
ψ4,5(x4, x5)
]
︸ ︷︷ ︸
m(5,4)(x4)
. (2.4)
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We observe that (2.4) can be determined recursively as follows. First, note that each sum-
mation in the inner parentheses only depends on the potential from the corresponding leaf
(i.e., nodes 1 and 3) to node 2 and, hence, can be calculated independently. We denote
these summations from the leaf nodes 1 and 3 to node 2 as m(1,2)(x2) =
∑
x1
ψ1,2(x1, x2) and
m(3,2)(x2) =
∑
x3
ψ2,3(x2, x3), respectively. Then, on the edge from node 2 to node 4, the sum-
mation in the left bracket is calculated as m(2,4)(x4) =
∑
x2
ψ2,4(x2, x4)m(1,2)(x2)m(3,2)(x2),
which depends on the incoming summations (from nodes 1 and 3) to node 2 and the potential
from node 2 to node 4. On the edge from node 5 to node 4, because node 5 is a leaf, similar
to the leaves 1 and 3, the summation in the right bracket is m(5,4)(x4) =
∑
x5
ψ4,5(x4, x5).
Finally, at node 4, we obtain the marginal P4(·) by normalizing the product of all incoming
summations (from nodes 2 and 5) to node 4.
On more general graphs, the SPAs updates are very similar to the iterative process in
the example above. In particular, consider an undirected MRF graph G = (V,E) (possibly
with cycles) associated with a potential family Ψ. For normalization purposes of the SPA
operations, we assume that each potential ψi,j ∈ Ψ satisfies
∑
xi
ψi,j(xi, xj) > 0, ∀xj ∈ Sj ,
and
∑
xj
ψi,j(xi, xj) > 0, ∀xi ∈ Si. For simplicity, we call these assumptions, together with
the assumption in Section 2.1 that
∑
x∈S
∏
ψi,j∈Ψ
ψi,j(xi, xj) 6= 0, normalization assump-
tions and assume that they are satisfied throughout this chapter. (Note that on pairwise
Gibbs random fields where all potentials are positive, these assumptions are automatically
satisfied.)
We first define the set of directed edges associated with E as ~E , {(i, j), (j, i) : {i, j} ∈ E},
where (i, j) represents the directed edge from node i to node j. We also define the neighbor
of a nonempty subset Λ ⊂ V on G as NΛ = {j ∈ V \Λ : ∃i ∈ Λ, {i, j} ∈ E}. At the n-th
iteration of the SPA, each directed edge (i, j) ∈ ~E is associated with a message, which is a
probability distribution mn(i,j)(·) on Sj . Similarly, each node i ∈ V is associated with a belief,
which is also a probability distribution bni (·) on Si. The SPA updates can be described as
follows.
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SUM-PRODUCT ALGORITHM
Initialization (n = 0): Each message associated with the directed edge (i, j) ∈ ~E is
initialized to an arbitrary distribution m0(i,j)(·) on Sj .
Iteration (n ≥ 1): The updating rules are
mn(i,j)(sj) =η
∑
si
ψi,j(si, sj)
∏
k∈Ni\{j}
mn−1(k,i)(si)
 , sj ∈ Sj, (2.5)
and
bni (si) = η
(∏
k∈Ni
mn(k,i)(si)
)
, si ∈ Si. (2.6)
For a special case in (2.5) where
∏
k∈Ni\{j}
mn−1(k,i)(si) = 0, ∀si ∈ Si, we use the convention
that ∑
si
ψi,j(si, sj)× 0∑
sj
∑
si
ψi,j(si, sj)× 0 ,
∑
si
ψi,j(si, sj)∑
sj
∑
si
ψi,j(si, sj)
, sj ∈ Sj , (2.7)
which is convenient for our presentation in later chapters.
After I iterations, the SPA terminates and the belief bIi (si), si ∈ Si, is used as the sub-
optimal solution for the true marginal Pi(si) at node i ∈ V . Let KS = maxi∈V |Si| be the
maximum cardinality of the state spaces Si, i ∈ V . Then, it is not hard to verify that the
complexity of the SPA on the MRF graph G = (V,E) after I iterations is O(|E|IK2S). Note
that the exhaustive enumeration (which returns the exact marginal in (2.2)) of all possible
configurations x ∈ S = ∏i∈V Si has exponential complexity O(∏i∈V |Si|) with respect to
the number of variables in the MRF.
It is well known that on an MRF tree, the belief of the SPA with arbitrary initialization
gives the exact marginal after a finite number of iterations (see, for example, [5], [4]). On
MRF graphs with cycles, although SPAs have been experimentally reported to perform
well in several applications, a theoretical understanding of their performance is limited. As
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mentioned earlier in Chapter 1, the analysis of SPAs involves (i) finding conditions under
which SPAs converge, and (ii) determining the correctness of the marginal solutions provided
by the SPA beliefs with respect to the true marginals. In Chapters 3 and 4, we will address
these analytical problems for a class of Markov random fields. First, we review in the
following section useful properties of the SPAs on the equivalent computation trees of the
original MRF graphs.
2.3 Computation Trees
From the SPA update (2.5), we observe that the message from a node to its neighbor at
an iteration depends on the incoming messages to that node at the previous iteration. In
addition, according to (2.6), the belief at a node is the normalized product of all incoming
messages to that node. Intuitively, by reversing the propagation of the SPA messages that
terminate at a node in the original graph, one obtains the corresponding computation tree
(which graphically “unwraps” the SPA operation) with respect to that node. In particular,
starting from an arbitrary MRF graph G = (V,E), the computation tree T (r) = (V (r), E(r))
with respect to a node r ∈ V can be defined as follows [18], [53].
Definition 2.1 Consider a potential family Ψ = {ψi,j}, its associated MRF graph G =
(V,E), and a node r ∈ V . A tree T (r) = (V (r), E(r)) with r ∈ V (r) is called the com-
putation tree of G with respect to root node r (see Fig. 2.3) if there exists a mapping
Γ : V (r) → V such that (i) Γ(r) = r, and (ii) for any node i ∈ V (r), Γ is an 1-1
mapping from the neighbors Ni of node i on T (r) to the neighbors NΓ(i) of node Γ(i) on
G. On T (r) = (V (r), E(r)), let each node i ∈ V (r) be associated with a random variable
Xi ∈ Si ≡ SΓ(i), where SΓ(i) is given from G, and each edge {i, j} ∈ E(r) be associated with
an edge potential φi,j(xi, xj) = ψΓ(i),Γ(j)(xi, xj), xi ∈ Si, xj ∈ Sj.
It is not hard to see that each unique path from root node r on the computation tree T (r)
corresponds (via the mapping Γ) to a walk on the original graph G that starts from r and
does not backtrack (see, for example, [71] for the definitions of paths and walks on graphs).
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Figure 2.3: (a) MRF graph G and (b) part of its computation tree with respect to node 1.
Therefore, if G contains cycle(s), the corresponding computation tree T (r) must have an
infinite number of nodes (e.g., see Fig. 2.3).
The operation of the SPA on an MRF graph G = (V,E) at a node r ∈ V can be easily
verified to be equivalent to the operation of the SPA on the corresponding computation tree
T (r) at root node r [18]. More specifically, assume that each directed edge (i, j) ∈ ~E on
the original graph G is initialized with the message m0(i,j)(sj), sj ∈ Sj , and each directed
edge (i, j) ∈ ~E(r) on the computation tree T (r) is initialized with the message m0(i,j)(sj) =
m0(Γ(i),Γ(j))(sj), sj ∈ Sj . Then, for any directed edge (i, j) ∈ ~E(r) and any node k ∈ V (r) on
the computation tree T (r), the identities
mn(i,j)(sj) = m
n
(Γ(i),Γ(j))(sj), sj ∈ Sj , and (2.8)
bnk(sk) = b
n
Γ(k)(sk), sk ∈ Sk, (2.9)
hold at every step n ≥ 1. Therefore, in order to analyze the SPAs on the original MRF
graph G = (V,E) at a node r, we can equivalently consider the corresponding computation
tree T (r) = (V (r), E(r)) at its root node r. In the next chapter, we will use computation
trees to study the convergence of SPAs.
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CHAPTER 3
CONVERGENCE OF SUM-PRODUCT
ALGORITHMS ON BINARY PAIRWISE GIBBS
RANDOM FIELDS
In this chapter, motivated by the box propagation method1 in [60], we introduce a new
approach to study the convergence of sum-product algorithms (SPAs) on binary pairwise
Gibbs random fields (BPW-GRFs). In particular, unlike many existing methods (which
only provide sufficient conditions), ours enables the establishment of necessary and sufficient
conditions for SPAs to converge to a unique fixed point under arbitrary initialization on the
class of homogeneous BPW-GRF graphs where all potentials satisfy an additional inequality
constraint. We demonstrate via simulations that these necessary and sufficient conditions can
be easily checked with less computational complexity than the contraction mapping method
in [54] (which, to the best of our knowledge, provides the tightest sufficient conditions for
convergence). As a result, the proposed method can be applied to graphs with a very large
number of connections.
The organization of this chapter is as follows. In Section 3.1, we review existing results
for the convergence of SPAs on pairwise Markov random fields. In Section 3.2, we consider
BPW-GRFs (which belong to a class of pairwise Markov random fields) and develop several
properties of SPA messages on the equivalent computation trees of the underlying graphs.
We then apply these properties to convergence analysis in Section 3.3. Simulation results
are included in Section 3.4 and conclusions are provided in Section 3.5.
1Note that in [60], the box propagation method was used to analyze the performance of SPAs with respect
to the marginal problem. We will review this method in more detail in Chapter 4.
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3.1 Literature Review
In general, the analysis of conditions under which SPA messages on the underlying graphs of
pairwise Markov random fields converge (i.e., the convergence problem) can be grouped into
(i) Gibbs measure methods [53], [72], (ii) message error methods [55], and (iii) contraction
mapping methods [18], [54].
3.1.1 Gibbs Measure Methods
Recall from (2.1) that for a finite number of random variables X = {Xi}, Xi ∈ Si, i ∈ V
with |V | < ∞, and a family of pairwise potentials Ψ = {ψi,j} over X, the corresponding
pairwise Markov random field (MRF) is a probability distribution given by
P (x) = η
 ∏
ψi,j∈Ψ
ψi,j(xi, xj)
 = ∏ψi,j∈Ψ ψi,j(xi, xj)∑
x′∈S
∏
ψi,j∈Ψ
ψi,j(x′i, x
′
j)
, x ∈ S, (3.1)
where S = ∏i∈V Si is the product state space. However, it is not hard to see that when V
is a countably infinite index set, (3.1) cannot be used to define the probability distribution
associated with Ψ. To resolve this problem, one can use the notion of a (Gibbsian) specifica-
tion, which is a family of probability kernels (of the external σ-algebras) with respect to all
finite non-empty subsets of V , to define the corresponding (Gibbs) probability measure [64]
(see, for example, [73] for the definitions of probability kernels and probability measures).
It has been shown that each family of positive pairwise potentials Ψ (over a set of random
variables X = {Xi}i∈V ) defines a Gibbsian specification for which at least one Gibbs mea-
sure exists; moreover, the corresponding Gibbs measure is unique if V is finite, but multiple
Gibbs measures may exist if V is countably infinite [64].
Regarding the convergence of SPAs on MRF graphs, we say that the SPA on an MRF
graph G = (V,E) converges if the SPA messages mn(i,j)(·) on all edges (i, j) ∈ ~E converge.
Recall from Section 2.3 that the potential family Φ = {φi,j} on the computation tree T (r) of
the original graph G = (V,E) (with respect to an arbitrary node r ∈ V ) is determined from
the potential family Ψ = {ψi,j} on G (via the mapping Γ in Definition 2.1). Moreover, if G
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contains cycle(s), T (r) has an infinite number of nodes (note that in this case, as mentioned
above, multiple Gibbs measures associated with Φ may exist). Gibbs measure methods for
convergence analysis of SPAs are based on the following theorem, whose proof can be found
in [53], [72].
Theorem 3.1 Consider an MRF graph G = (V,E) with a positive potential family Ψ (i.e.,
a pairwise Gibbs random field) and the corresponding computation tree T (r) with potential
family Φ (with respect to an arbitrary node r ∈ V ). The SPA with arbitrary initialization
on G converges uniformly to a unique fixed point if the Gibbs measure associated with the
potential family Φ on T (r) is unique.
As a result of Theorem 3.1, conditions under which the SPA on an MRF graph G con-
verges can be replaced by uniqueness conditions of the Gibbs measure on the corresponding
computation tree T (r). For example, Dobrushin’s fast mixing condition (see Proposition 8.7
in [64]) can be used for the uniqueness of Gibbs measure on T (r). Note that due to the
equivalence of the potentials in T (r) and G (via the mapping Γ in Definition 2.1), although
T (r) may have an infinite number of nodes, one only needs to verify Dobrushin’s condition
at a finite number of nodes in the original graph G. A simplified version of Dobrushin’s con-
dition, which is known as Simon’s condition, can be easily checked for a family of positive
pairwise potentials Ψ = {ψi,j} on the original graph G = (V,E) as
max
i∈V
∑
j∈Ni
δ(ψi,j) < 2, (3.2)
where δ(ψi,j) = supxi,xj log(ψi,j(xi, xj))− infxi,xj log(ψi,j(xi, xj)) (see Proposition 8.8 in [64]).
Recently, by extending the mixing criteria from single nodes to blocks of nodes, Winkler
has developed the so-called multi-hop Dobrushin condition [74] to strengthen the original
Dobrushin condition. Other conditions for the uniqueness of Gibbs measure were developed
by Nair and Tetali based on a notion of strong spatial mixing in infinite regular trees of a
certain degree [75].
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3.1.2 Message Error Methods
The idea behind message error methods is to analyze the deviation of SPA messages with
respect to some fixed-point (assuming that it exists) in order to determine conditions under
which SPAs converge.
In [55], Ihler et al. used the notion of dynamic range measure of multiplicative message
errors to capture the message deviation. More specifically, consider an MRF graph G =
(V,E) associated with a pairwise potential family Ψ. Assume that there exists a fixed-point
{m(i,j)(·)}(i,j)∈ ~E of the SPA messages with respect to the update (2.5) such that m(i,j)(sj) =
η
(∑
si
ψi,j(si, sj)
∏
k∈Ni\{j}
m(k,i)(si)
)
, ∀sj ∈ Sj , ∀(i, j) ∈ ~E. Then, with respect to the
application of the SPA with arbitrary initialization on G, the (multiplicative) message error
at the n-th iteration is defined as
en(i,j)(xj) =
mn(i,j)(xj)
m(i,j)(xj)
, xj ∈ Sj , (i, j) ∈ ~E. (3.3)
The behavior of the message error is captured by its dynamic range measure, which is given
by
d(en(i,j)) = sup
xj ,x′j∈Sj
√
en(i,j)(xj)
en(i,j)(x
′
j)
. (3.4)
Note that mn(i,j)(xj) = m(i,j)(xj), ∀xj ∈ Sj , if and only if d(en(i,j)) = 1.
It is not hard to see that the SPA updatemn(i,j)(sj) = η
(∑
si
ψi,j(si, sj)
∏
k∈Ni\{j}
mn−1(k,i)(si)
)
,
sj ∈ Sj , in (2.5) can be divided into (i) the product Mn(i,j)(si) =
∏
k∈Ni\{j}
mn(k,i)(si) oper-
ation and (ii) the convolution mn(i,j)(sj) ∝
∑
si
ψi,j(si, sj)M
n−1
(i,j) (si) operation. With respect
to these operations, it was shown in [55] that the dynamic range measures of message errors
satisfy the following properties.
(i) Sub-additivity (in the log-domain) over the product operation, i.e.,
log d(En(i,j)) ≤
∑
k∈Ni\{j}
log d(en(k,i)), (3.5)
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where En(i,j)(si) ,
∏
k∈Ni\{j}
en(k,i)(si), si ∈ Si.
(ii) Contraction over the convolution operation, i.e.,
d(en(i,j)) ≤
d2(ψi,j)d(E
n−1
(i,j)) + 1
d2(ψi,j) + d(E
n−1
(i,j) )
, (3.6)
where d(ψi,j) is the “strength” of the pairwise potential ψi,j given by
d2(ψi,j) = sup
xi,x′i∈Si,xj ,x
′
j
∈Sj
√
ψi,j(xi, xj)ψi,j(x
′
i, x
′
j)
ψi,j(xi, x′j)ψi,j(x
′
i, xj)
. (3.7)
Then, applying the above properties to the operation of the SPA on the equivalent com-
putation tree to find conditions such that limn→∞ d(e
n
(i,j)) = 1, the SPA under arbitrary
initialization on the original graph G = (V,E) is guaranteed to converge if [55]
max
(i,j)∈ ~E
∑
k∈Ni\{j}
d2(ψk,i)− 1
d2(ψk,i) + 1
< 1. (3.8)
3.1.3 Contraction Mapping Methods
In principle, contraction mapping methods for the convergence analysis of SPAs use the
well-known Banach contraction mapping theorem (see, for example, [76] and many other
textbooks on analysis), which can be stated as follows.
Theorem 3.2 Each contraction mapping2 T : M→M on a complete metric space (M, d)
has a unique fixed-point x∞ ∈M such that for any x ∈M, the sequence x, T (x), T 2(x), ...
converges to x∞.
Following Theorem 3.2, in order to establish conditions for the SPA to converge, one needs
to (i) represent the SPA message update as a mapping T : M→M, and (ii) find conditions
under which T becomes a contraction mapping with respect to some metric d defined inM.
For example, if the graph G = (V,E) consists of a single loop, the convergence results in
2A mapping T : M→M on a metric space (M, d) is a contraction mapping if there exists 0 ≤ ρ < 1
such that d(T (x), T (y)) ≤ ρd(x, y) for all x, y ∈M.
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[18] can be derived using the contraction mapping approach as follows. Assume that each
random variable Xi, i ∈ V , is associated with a finite state space Si = {si1 , si2, ..., siK(i)} with
K(i) = |Si|. On each edge (i, j) ∈ ~E, let ~mn(i,j) = [mn(i,j)(sj1), mn(i,j)(sj2), ..., mn(i,j)(sjK(j))]T be
the SPA message vector at the n-th iteration. Then, following the update of the SPA along
the cycle in G = (V,E) (note that G is a single loop of |V | nodes), it is not hard to see that
the message on an edge (i, j) ∈ ~E at some iteration must be a function of the message on
the same edge (i, j) at the previous |V | iterations. In particular, this relation can be written
as [18]
~m
n+|V |
(i,j) = ηCi,j ~m
n
(i,j), (3.9)
where Ci,j is a K(j)×K(j) matrix depending on the potential family Ψ associated with G.
Viewing (3.9) as a mapping T : M →M, where M is the set of rays in the nonnegative
orthant of RK(j), and using Hilbert’s projective metric, it was shown in [77] that if Ci,j is a
positive matrix, T is a contraction mapping inM and, hence, (3.9) converges. Note that in
[18], the author used the Perron-Frobenius theorem and the power method lemma to show
that (3.9) converges if Ci,j is a positive matrix. Note that the Perron-Frobenius theorem
can be viewed as a special case of the Banach contraction mapping theorem with respect to
Hilbert’s projective metric [78].
In [54], Mooij and Kappen developed a contraction mapping method for the convergence
of SPAs on factor graphs of Markov random fields, which are not necessarily binary or
pairwise. Their results on BPW-GRFs can be summarized as follows. Consider BPW-GRFs
with potentials of the exponential form
ψi,j(xi, xj) =

exp[Ji,j + hi/Ni + hj/Nj], xi = 1, xj = 1,
exp[Ji,j − hi/Ni − hj/Nj], xi = 0, xj = 0,
exp[−Ji,j + hi/Ni − hj/Nj], xi = 1, xj = 0,
exp[−Ji,j − hi/Ni + hj/Nj], xi = 0, xj = 1,
(3.10)
where Ji,j represents the coupling between Xi and Xj , hi and hj represent the local field
at Xi and Xj, Ni = |Ni| and Nj = |Nj| are the cardinalities of the neighbors of i and
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j, respectively. First, because mn(i,j)(0) + m
n
(i,j)(1) = 1, the SPA message m
n
(i,j)(·) on each
edge (i, j) ∈ ~E of the underlying graph G = (V,E) is appropriately “parameterized” by
a scalar message νn(i,j) ∈ R. Let ~νn = [νn(i,j)] ∈ R2|E| be the vector of all messages νn(i,j),
(i, j) ∈ ~E, at the n-th iteration. Then, the SPA update on G can be written as a mapping
T : R2|E| → R2|E| such that ~νn = T (~νn−1). Using l1-norm and the corresponding metric in
R
2|E|, it was shown in [54] that if the spectral radius of a 2|E| × 2|E| matrix A defined by
A(i,j),(k,l) = tanh |Ji,j|δi,lINi\{j}(k), (i, j), (k, l) ∈ ~E, (3.11)
where INi\{j}(k) is the indicator function of k in Ni\{j} and δi,l = 1 (δi,l = 0) if i = l (i 6= l),
is strictly less than 1, then T is a contraction mapping and, hence, the SPA with arbitrary
initialization on G converges.
In comparison, on the underlying graph G = (V,E) of an arbitrary BPW-GRF, conditions
(3.2) and (3.8) from the Gibbs measure method and the message error method, respectively,
can be easily checked with complexity O(|E|), whereas the contraction mapping method has
complexity O(|E|3) for the determination of the spectral radius of a 2|E|×2|E|matrix (which
is given in (3.11)). As a result, the contraction mapping method can only be applied to graphs
with a moderate number of connections. On the other hand, it has been experimentally
observed that the contraction mapping method provides the tightest sufficient conditions
among several existing methods [54]. Moreover, it has been shown that condition (3.2) from
the Gibbs measure method can be easily derived from the message error method [18], and
condition (3.8) from the message error method can also be obtained using the contraction
mapping method [54].
In this chapter, we propose a new method using the message error idea to study the
convergence of SPAs on BPW-GRFs [79]. In particular, for a special but important class of
BPW-GRFs, we are able to establish necessary and sufficient conditions for the SPAs under
arbitrary initialization to converge. This should be contrasted with existing methods which
typically provide sufficient conditions for convergence (but may not impose any requirement
on the BPW-GRFs). In addition, the proposed necessary and sufficient conditions can be
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easily checked with low computational complexity and hence can be applied to large graphs.
First, we establish in the following section useful properties of SPA messages by introducing
the notion of message range on computation trees.
3.2 Message Ranges on Computation Trees of Binary Pairwise
Gibbs Random Fields
In the remainder of this chapter, we consider the class of binary pairwise Gibbs random
fields (BPW-GRFs) in which the random variables Xi, i ∈ V , are binary with values in the
state space B = {0, 1} and the pairwise potentials ψi,j ∈ Ψ are bounded positive functions
ψi,j(xi, xj) : B × B → (0,+∞) (see Section 2.1). Note that in this class of BPW-GRFs,
the normalization assumptions in Section 2.2 are automatically satisfied. For convenience,
we call the MRF graphs associated with binary pairwise Gibbs random fields BPW-GRF
graphs.
Recall from Section 2.3 that from an arbitrary BPW-GRF graph G = (V,E) associated
with a (binary pairwise) potential family Ψ, we can construct the corresponding computation
tree T (r) = (V (r), E(r)) associated with the (binary pairwise) potential family Φ with
respect to an arbitrary node r ∈ V such that the application of the SPA on G is equivalent
to the application of the SPA on T (r). Therefore, in order to analyze the convergence of
SPAs on the original BPW-GRF graph G = (V,E), we only need to consider the SPAs on
the corresponding computation tree T (r) = (V (r), E(r)).
On the computation tree T (r), let Di(n) be the set of the descendants of node i ∈ V (r)
that are at distance n from i, and let P (i) be the parent of node i (assuming that i 6= r).
For simplicity, because the SPA beliefs and messages satisfy bni (1) = 1 − bni (0), i ∈ V (r),
and mn(i,j)(1) = 1−mn(i,j)(0), (i, j) ∈ ~E(r), in the remainder of this chapter, we only need to
consider the beliefs and messages associated with state 0 of the corresponding variable, and
use bni and m
n
(i,j) to denote b
n
i (0) and m
n
(i,j)(0), respectively. Moreover, on computation trees,
we use mni to denote the upward message m
n
(i,P (i)) from a node i 6= r to its parent P (i). We
assume that there is a global ordering of the nodes in V (r) and, for any subset Λ ⊆ V (r)\{r},
we use mni∈Λ to denote the vector [m
n
i : i ∈ Λ] with components in the increasing order of
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the corresponding nodes in Λ. For example, if Λ = {2, 3, 5} then mni∈Λ = [mn2 , mn3 , mn5 ].
Now consider the SPA message update on computation trees. From the SPA iteration
(2.5), it is not hard to see that at any node i ∈ V (r)\{r}, m1i is a function of the messages
from its childrenm0j∈Di(1); m
2
i is a function ofm
1
j∈Di(1)
, and hence can be written as a function
of m0k∈Di(2), and so on. As a result, one can easily verify the following property.
Property 3.1 Given a fixed d ≥ 1, for any node i ∈ V (r)\{r} and at any iteration step
n ≥ d, the message mni can be written as
mni = fi,d(m
n−d
j∈Di(d)
), (3.12)
where fi,d : [0, 1]
Di(d) → [0, 1] is a function that only depends on i and d.
Note that if j′ is a leaf at distance d′ < d from i, it can be seen from (2.5) that mn
′
j′ is a
constant at any iteration n′ ≥ 1 and is therefore already embedded into fi,d. In other words,
fi,d represents the message m
n
i from node i to its parent (at iteration n) as a function of
the messages mn−dj∈Di(d) from the descendants of i that are exactly at distance d from i (at
iteration n− d).
In a special case where d = n in (3.12), the message mni can be written as a function of
the initial messages as mni = fi,n(m
0
j∈Di(n)
). From this result, we define the range
Rni ,
 fi,n([0, 1]Di(n)), n ≥ 1[0, 1], n = 0 . (3.13)
Because the initial messages always satisfy m0j ∈ [0, 1], j ∈ Di(n), it is obvious from (3.13)
that mni ∈ Rni . Hence, Rni is called the message range3 of node i ∈ V (r)\{r} at the n-th
iteration. In comparison to the box propagation method [60], the message range Rni defined
in (3.13) can also be viewed as a simplified representation of the corresponding “box” at
node i for the class of BPW-GRFs. However, using the notion of message range in this
chapter allows us to develop specific properties for this class of BPW-GRFs, which will be
useful for the SPA convergence analysis in Section 3.3.
3We need to emphasize here that the message range (3.13) is defined on the computation tree.
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The next property is a direct result of Property 3.1.
Property 3.2 If d = d1 + d2, the function fi,d in Property 3.1 can be decomposed as
mni = fi,d(m
n−d
k∈Di(d)
) = fi,d1
(
fj∈Di(d1),d2(m
n−d1−d2
k∈Dj(d2)
)
)
︸ ︷︷ ︸
m
n−d1
j∈Di(d1)
, (3.14)
where fj∈Di(d1),d2 denotes the vector
4 [fj,d2 : j ∈ Di(d1)].
For a subset Λ ⊆ V (r)\{r}, let Rni∈Λ =
∏
i∈ΛR
n
i denote a product range of the message
vectormni∈Λ. Using Property 3.2, we can decompose fi,n(m
0
k∈Di(n)
) with d1 = d and d2 = n−d
as
fi,n(m
0
k∈Di(n)
) = fi,d
(
fj∈Di(d),n−d(m
0
k∈Dj(n−d)
)
)
. (3.15)
Then, applying definition (3.13) to (3.15), we obtain
Rni = fi,d(R
n−d
j∈Di(d)
). (3.16)
[Note that (3.16) resembles (3.12); however, since we define the message range Rni by re-
stricting the corresponding function fi,n (with respect to initial messages) to the product
domain [0, 1]Di(n) as in (3.13), we need to use the decomposition property to obtain (3.16).]
We can show that fi,d in (3.12) is a continuous function.
Property 3.3 The function fi,d in Property 3.1 is continuous on (0, 1)
Di(d).
Proof: See the proof in Property 3.4.

Recall that mni ∈ Rni is the upward message along the computation tree T (r) from a node
4Similar to the notation of mni∈Λ, we assume that the components fj,d2, j ∈ Di(d1), of the vector
fj∈Di(d1),d2 are in the increasing order of the nodes in Di(d1) (with respect to a global ordering of the nodes
in V (r) ⊇ Di(d1)).
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i 6= r to its parent P (i). For convenience, let
ai = min
{
φi,P (i)(0, 0)
φi,P (i)(0, 0) + φi,P (i)(0, 1)
,
φi,P (i)(1, 0)
φi,P (i)(1, 0) + φi,P (i)(1, 1)
}
and
bi = max
{
φi,P (i)(0, 0)
φi,P (i)(0, 0) + φi,P (i)(0, 1)
,
φi,P (i)(1, 0)
φi,P (i)(1, 0) + φi,P (i)(1, 1)
}
. (3.17)
Note that 0 < ai ≤ bi < 1. We can show that the message range Rni , n ≥ 1, satisfies the
following property.
Property 3.4 The message range Rni , n ≥ 1, in (3.13) is a closed interval (not necessarily
of positive length) Rni = [l
n
i , u
n
i ] satisfying [lni , uni ] = [ai, bi], n = 1,[lni , uni ] ⊆ [ai, bi], n ≥ 2. (3.18)
Proof: We prove Properties 3.3 and 3.4 by induction over n.
If n = 1, it is obvious that fi,1 is the SPA update in (2.5). For convenience, let φi,P (i)(si, sP (i))
be denoted by φsi,sP (i). In addition, with a set of messages m
0
Di(1)
, let M0i (0) =
∏
j∈Di(1)
m0j ,
and M0i (1) =
∏
j∈Di(1)
(1−m0j ). From (2.5), we obtain
m1i = fi,1(m
0
j∈Di(1)
) =
φ0,0M
0
i (0) + φ1,0M
0
i (1)
(φ0,0M0i (0) + φ1,0M
0
i (1)) + (φ0,1M
0
i (0) + φ1,1M
0
i (1))
. (3.19)
Because 0 ≤M0i (0),M0i (1) ≤ 1, if M0i (0) 6= 0 or M0i (1) 6= 0, from (3.19), we have ai ≤ m1i ≤
bi, where ai and bi are given in (3.17). In addition, for a special case in (2.7) where M
0
i (0) =
M0i (1) = 0, it is not hard to show that ai ≤
φ0,0 + φ1,0
φ0,0 + φ1,0 + φ0,1 + φ1,1
≤ bi. Therefore, we
obtain
R1i = fi,1([0, 1]
Di(1)) ⊆ [ai, bi]. (3.20)
To show that R1i is a closed interval, we first select an arbitrary node j
∗ ∈ Di(1) and let
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m0j = 1/2 for all other nodes j ∈ Di(1)\{j∗}. Then, (3.19) becomes
m1i =
φ0,0m
0
j∗ + φ1,0(1−m0j∗)
(φ0,0m
0
j∗ + φ1,0(1−m0j∗)) + (φ0,1m0j∗ + φ1,1(1−m0j∗))
. (3.21)
From (3.21), it is obvious that because m0j∗ ∈ [0, 1], m1i can take any value in the closed
interval [ai, bi]. Therefore, combining with (3.20), we have R
1
i = [ai, bi]. In addition, it is not
hard to see from (3.19) that fi,1(m
0
j∈Di(1)
) is a continuous function on (0, 1)Di(1).
Next, assuming that Rni ⊆ [ai, bi], n ≥ 1, and fi,n(m0j∈Di(n)) is continuous on (0, 1)Di(n),
we prove that Rn+1i ⊆ [ai, bi] and fi,n+1(m0k∈Di(n+1)) is a continuous function on (0, 1)Di(n+1).
Applying the decomposition in Property 3.2 to fi,n+1 with d1 = 1 and d2 = n, we have
fi,n+1(m
0
k∈Di(n+1)) = fi,1
(
fj∈Di(1),n(m
0
k∈Dj(n))
)
. (3.22)
Because fi,1 is continuous on (0, 1)
Di(1) and fj,n is continuous on (0, 1)
Dj(n) with fj,n ∈ Rnj ⊂
(0, 1) for all j ∈ Di(1) (from induction hypothesis), it is obvious from (3.22) that fi,n+1 is
continuous on (0, 1)Di(n+1).
Now letting Mni (0) =
∏
j∈Di(1)
fj,n(m
0
k∈Dj(n)
), and Mni (1) =
∏
j∈Di(1)
(1 − fj,n(m0k∈Dj(n))),
similar to (3.19), (3.22) can be written as
fi,n+1(m
0
k∈Di(n+1)
) =
φ0,0M
n
i (0) + φ1,0M
n
i (1)
(φ0,0Mni (0) + φ1,0M
n
i (1)) + (φ0,1M
n
i (0) + φ1,1M
n
i (1))
. (3.23)
From the induction hypothesis, because Rnj is a closed interval in (0, 1) and fi,1 is continuous
on (0, 1)Di(1) for all j ∈ Di(1), we obtain from (3.16) that Rn+1i = fi,1(Rnj∈Di(1)) must also
be a closed interval. In addition, since fj,n ∈ Rnj ⊂ (0, 1) for all j ∈ Di(1), we have
0 < Mni (0),M
n
i (1) < 1; therefore, it is obvious from (3.23) that ai ≤ fi,n+1 ≤ bi (with
equality if φi,P (i)(0, 0)φi,P (i)(1, 1) = φi,P (i)(0, 1)φi,P (i)(1, 0)). This shows that R
n+1
i satisfies
(3.18) and hence, completes the proof.

The following property is crucial in the convergence analysis of SPAs on BPW-GRFs.
Property 3.5 Consider the message range Rni = fi,n([0, 1]
Di(n)) of a node i ∈ V (r)\{r} at
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the n-th iteration. Assume that Rj∈Di(n) is a new product domain where Rj, ∀j ∈ Di(n),
is a closed interval in (0, 1) (i.e., Rj = [lj, uj] for some 0 < lj ≤ uj < 1) and let Rni =
fi,n(Rj∈Di(n)). If there exists a path from the parent P (i) to a node s
∗ ∈ Di(n− 1) such that
the potentials of all edges (u, v) in that path satisfy φu,v(0, 0)φu,v(1, 1) 6= φu,v(0, 1)φu,v(1, 0),
then R
n
i is a closed interval satisfying the contraction R
n
i ⊂ Rni ; moreover, R
n
i is a closed
interval of positive length whenever there exists a node j∗ ∈ Ds∗(1) such that Rj∗ is a closed
interval of positive length. Otherwise, if there exists an edge (u, v) in every path from P (i)
to a node in Di(n−1) that satisfies φu,v(0, 0)φu,v(1, 1) = φu,v(0, 1)φu,v(1, 0), both Rni and Rni
are the same single point in (0, 1).
Proof: From Property 3.3, fi,n is continuous on (0, 1)
Di(n); therefore, since Rj , ∀j ∈ Di(n),
is a closed interval in (0, 1), it is obvious that R
n
i = fi,n(Rj∈Di(n)) must also be a closed
interval. We now prove the contraction property by induction over n.
If n = 1, from Property 3.4, we have R1i = [ai, bi] ⊂ (0, 1), where ai and bi are given in
(3.17). For a new set of messages mj∈Di(1) ∈ Rj∈Di(1), let M 0 =
∏
j∈Di(1)
mj , and M 1 =∏
j∈Di(1)
(1−mj). Then, similar to (3.19), we obtain
m1i = fi,1(mj∈Di(1)) =
φ0,0M 0 + φ1,0M 1
(φ0,0M 0 + φ1,0M 1) + (φ0,1M 0 + φ1,1M1)
. (3.24)
If φ0,0φ1,1 = φ0,1φ1,0, it is obvious that m
1
i = ai = bi ∈ (0, 1), and hence R1i and R1i are the
same single point in (0, 1). If φ0,0φ1,1 6= φ0,1φ1,0, because mj ∈ Rj ⊂ (0, 1), ∀j ∈ Di(1), we
have 0 < M 0,M1 < 1. Therefore, we obtain from (3.24) that ai < m
1
i < bi or equivalently,
R
1
i ⊂ R1i = [ai, bi]. Moreover, it is not hard to verify from (3.24) that if (in addition to the
assumption that φ0,0φ1,1 6= φ0,1φ1,0) there exists a node j∗ ∈ Di(1) such that Rj∗ is a closed
interval of positive length, R
1
i is also a closed interval of positive length.
Next, assuming that Property 3.5 holds for n ≥ 1, we prove that it also holds for n + 1.
We consider two cases.
Case 1 : Assume that there exists a path from the parent P (i) to a node s∗ ∈ Di(n) such
that the potentials of all edges (u, v) in that path satisfy φu,v(0, 0)φu,v(1, 1) 6= φu,v(0, 1)φu,v(1, 0).
Let that path be (P (i), i0 = i, i1, ..., in = s
∗).
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For a set of initial messages m0k ∈ [0, 1], k ∈ Di(n+ 1), using (3.23), we have
mn+1i = fi,n+1(m
0
k∈Di(n+1))
= fi,1(m
n
j∈Di(1)
) =
φ0,0M
n
i (0) + φ1,0M
n
i (1)
(φ0,0Mni (0) + φ1,0M
n
i (1)) + (φ0,1M
n
i (0) + φ1,1M
n
i (1))
, (3.25)
where mnj = fj,n(m
0
k∈Dj(n)
), j ∈ Di(1),Mni (0) =
∏
j∈Di(1)
mnj andM
n
i (1) =
∏
j∈Di(1)
(1−mnj ).
Similarly, for a new set of messages mk ∈ Rk ⊂ (0, 1), k ∈ Di(n + 1), letting mnj =
fj,n(mk∈Dj(n)), j ∈ Di(1), M
n
i (0) =
∏
j∈Di(1)
mnj and M
n
i (1) =
∏
j∈Di(1)
(1 − mnj ), we also
have
mn+1i = fi,n+1(mk∈Di(n+1))
= fi,1(m
n
j∈Di(1)
) =
φ0,0M
n
i (0) + φ1,0M
n
i (1)
(φ0,0M
n
i (0) + φ1,0M
n
i (1)) + (φ0,1M
n
i (0) + φ1,1M
n
i (1))
. (3.26)
Note that mnj ∈ Rnj = fj,n([0, 1]Dj(n)) and mnj ∈ Rnj = fj,n(Rk∈Dj(n)), j ∈ Di(1). Because
Rk ⊂ (0, 1), k ∈ Dj(n), combining with Property 3.4, we have Rnj ⊆ Rnj ⊆ [aj , bj ] ⊂ (0, 1),
∀j ∈ Di(1). Moreover, for node i1 ∈ Di(1) in the path (P (i), i0 = i, i1, ..., in = s∗) above,
since there exists a path from the parent P (i1) = i to a node in ∈ Di1(n− 1) such that the
potentials of all edges (u, v) in that path satisfy φu,v(0, 0)φu,v(1, 1) 6= φu,v(0, 1)φu,v(1, 0), we
can use the induction hypothesis for node i1 to obtain that R
n
i1
⊂ Rni1 .
Now subtracting (3.26) from (3.25), we obtain
mn+1i −mn+1i ∝ (φ0,0φ1,1 − φ0,1φ1,0)[Mni (0)M
n
i (1)−Mni (1)Mni (0)]. (3.27)
Recall from the assumption in this case that φ0,0φ1,1 − φ0,1φ1,0 6= 0. Hence, assuming that
there exists an arbitrary node j′ ∈ Di(1) such that mnj = mnj for all j ∈ Di(1)\{j′} and
mnj′ 6= mnj′, because 0 < mnj , mnj < 1 (as a result of R
n
j ⊆ Rnj ⊂ (0, 1)), it can be easily verified
that Mni (0)M
n
i (1) −Mni (1)Mni (0) > 0 if mnj′ > mnj′ and Mni (0)M
n
i (1) −Mni (1)Mni (0) < 0
if mnj′ < m
n
j′. Therefore, for any j
′ ∈ Di(1), one can show from (3.25)–(3.27) that if mnj ,
∀j ∈ Di(1)\{j′}, is fixed, mn+1i = fi,1(mnj∈Di(1)) is a strictly monotonic function of mnj′ (and
it is increasing if φ0,0φ1,1 − φ0,1φ1,0 > 0 and decreasing if φ0,0φ1,1 − φ0,1φ1,0 < 0).
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Recall that Rn+1i = fi,1(R
n
j∈Di(1)
) and R
n+1
i = fi,1(R
n
j∈Di(1)). Because R
n
j ⊆ Rnj , ∀j ∈ Di(1),
and R
n
i1
⊂ Rni1 at node i1 ∈ Di(1), using the monotonic property above, it is not hard to show
that R
n+1
i ⊂ Rn+1i . Moreover, if we assume that there exists a node j∗ ∈ Ds∗(1) such that
Rj∗ is a closed interval of positive length, we can use the induction hypothesis for node i1 to
obtain that R
n
i1 is a closed interval of positive length. Therefore, as a result of monotonicity,
R
n+1
i must also be a closed interval of positive length.
Case 2 : Assume that for every path from P (i) to a node in Di(n), there exists an edge
(u, v) such that φu,v(0, 0)φu,v(1, 1) = φu,v(0, 1)φu,v(1, 0).
If the potential of the edge (P (i), i) satisfies φ0,0φ1,1 = φ0,1φ1,0, one can easily verify from
(3.25) and (3.26) that mn+1i = m
n+1
i =
φ0,0
φ0,0 + φ0,1
(= ai = bi); hence, both R
n+1
i and R
n+1
i
become the same single point in (0, 1).
If φ0,0φ1,1 6= φ0,1φ1,0, we must have that for any node j ∈ Di(1) and any path from P (j) = i
to a node in Dj(n − 1) ⊆ Di(n), there exists an edge (u, v) such that φu,v(0, 0)φu,v(1, 1) =
φu,v(0, 1)φu,v(1, 0). This satisfies the assumptions in the induction hypothesis for node j, and
hence mnj remains constant in (0, 1) for all j ∈ Di(1). Then, the proof follows immediately
by applying (3.25) and (3.26).

The following property is a direct result of Property 3.5.
Property 3.6 For any node i ∈ V (r)\{r} and at iteration n ≥ 1, the message range
Rni is a closed interval of positive length if and only if there exists a path from the parent
P (i) to a node in Di(n − 1) such that the potentials of all edges (u, v) in that path satisfy
φu,v(0, 0)φu,v(1, 1) 6= φu,v(0, 1)φu,v(1, 0).
3.3 Convergence Analysis on Binary Pairwise Gibbs Random
Fields
The following result shows that on computation trees, message ranges contract over SPA
iterations.
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Lemma 3.1 The message range Rni = fi,n([0, 1]
Di(n)) ⊆ [ai, bi] of node i ∈ V (r)\{r} con-
tracts over SPA iterations, i.e., Rni ⊆ Rn−1i , n ≥ 1. More specifically, if Rni is a closed
interval of positive length, it satisfies Rni ⊂ Rn−1i ; otherwise, if Rni is a single point in (0, 1),
at any later iteration n′ > n, Rn
′
i remains fixed at that same point, i.e., R
n′
i = R
n
i ∈ (0, 1).
Proof: From Property 3.4, we know that Rni must be a closed interval satisfying R
n
i ⊆
[ai, bi] ⊂ (0, 1). If Rni is a closed interval of positive length, from Property 3.6, there exists
a path from the parent P (i) to a node s∗ ∈ Di(n − 1) such that the potentials of all
edges (u, v) in that path satisfy φu,v(0, 0)φu,v(1, 1) 6= φu,v(0, 1)φu,v(1, 0). Let that path be
(P (i), i0 = i, i1, ..., in−1 = s
∗). We consider two cases:
(a) If n = 1: From Property 3.4, we have R1i = [ai, bi] and hence, it is obvious that R
1
i ⊂
R0i = [0, 1].
(b) If n ≥ 2: Recall that Rn−1i = fi,n−1([0, 1]Di(n−1)) and, by applying (3.16) with d = n− 1,
we also have Rni = fi,n−1(R
1
j∈Di(n−1)
). Given that (i) R1j , j ∈ Di(n−1), is a closed interval in
(0, 1) (as a result of Property 3.4) and (ii) all edges (u, v) in the path (P (i), i0 = i, i1, ..., in−2)
from P (i) to node in−2 ∈ Di(n − 2) satisfy φu,v(0, 0)φu,v(1, 1) 6= φu,v(0, 1)φu,v(1, 0), we can
apply Property 3.5 to function fi,n−1 to establish that R
n
i ⊂ Rn−1i .
If Rni is a single point in (0, 1), from Property 3.6, this implies that for every path from the
parent P (i) to a node in Di(n− 1), there exists an edge (u, v) with the potential satisfying
φu,v(0, 0)φu,v(1, 1) = φu,v(0, 1)φu,v(1, 0). Using (3.13) and (3.16), we can write that R
n
i =
fi,n([0, 1]
Di(n)) and at any later iteration n′ > n, Rn
′
i = fi,n(R
n′−n
j∈Di(n)
). In addition, since
n′ > n, from Property 3.4, we also have that Rn
′−n
j , j ∈ Di(n′ − n), is a closed interval in
(0, 1). Therefore, applying Property 3.5 to function fi,n, we obtain that R
n′
i and R
n
i are the
same single point in (0, 1), which completes the proof.

Note that unlike Property 3.5 where the contraction of the message range Rni is established
at a fixed iteration (with respect to different domains of the initial messages), Lemma 3.1
states that Rni contracts over SPA iterations.
From Property 3.4, the message range Rni , i ∈ V (r)\{r}, n ≥ 1, is a closed interval
satisfying Rni = [l
n
i , u
n
i ] ⊆ [ai, bi] ⊂ (0, 1). Because Rni ⊆ Rn−1i (as a result of Lemma 3.1),
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it is obvious that {lni : n ≥ 1} is a non-decreasing sequence upper bounded by bi and
{uni : n ≥ 1} is a non-increasing sequence lower bounded by ai. Therefore, on computation
trees, the limits
li , lim
n→∞
lni and ui , lim
n→∞
uni (3.28)
always exist and satisfy ai ≤ li ≤ ui ≤ bi.
3.3.1 Asymptotic Bounds of SPA Messages
Recall that on the computation tree T (r) = (V (r), E(r)) of a BPW-GRF graph G = (V,E)
with respect to a node r ∈ V , mni denotes the SPA message mn(i,P (i))(0) at the n-th iteration
from node i 6= r to its parent P (i). In order to analyze the SPAs on BPW-GRF graphs, we
need to convert the results on corresponding computation trees to the original BPW-GRF
graphs. We need to emphasize here that because of the mapping of initial messages (refer
to the remark above (2.8)) from a BPW-GRF graph to its corresponding computation tree,
not every initialization on the computation tree is possible; therefore, some of the results in
Section 3.2 cannot be extended to original BPW-GRF graphs.
Similar to (3.17), for a potential ψi,j in a BPW-GRF graph G = (V,E), let
a(i,j) = min
{
ψi,j(0, 0)
ψi,j(0, 0) + ψi,j(0, 1)
,
ψi,j(1, 0)
ψi,j(1, 0) + ψi,j(1, 1)
}
> 0 and
b(i,j) = max
{
ψi,j(0, 0)
ψi,j(0, 0) + ψi,j(0, 1)
,
ψi,j(1, 0)
ψi,j(1, 0) + ψi,j(1, 1)
}
< 1. (3.29)
From Property 3.4 and the equivalence (2.8) of SPA messages on BPW-GRF graphs and
on the corresponding computation trees, the SPA message mn(i,j)(0), n ≥ 1, always satisfies
0 < a(i,j) ≤ mn(i,j)(0) ≤ b(i,j) < 1. Furthermore, as a direct result of (3.28), the asymptotic
behavior of SPAs on BPW-GRF graphs can be characterized as follows.
Corollary 3.1 Consider a BPW-GRF graph G = (V,E) and the associated potential family
Ψ = {ψi,j}. On the directed edge (i, j) ∈ ~E from node i to node j on G, there exists an
interval [l(i,j), u(i,j)] ⊆ [a(i,j), b(i,j)] ⊂ (0, 1) such that for any ǫ > 0, there exists an n∗ ≥ 1
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such that the message mn(i,j)(0) of the SPA with arbitrary initialization at the n-th iteration,
∀n ≥ n∗, satisfies l(i,j) − ǫ ≤ mn(i,j)(0) ≤ u(i,j) + ǫ.
Corollary 3.1 implies that the SPA message mn(i,j)(0) is guaranteed to stay within a limit
interval [l(i,j), u(i,j)] ⊆ [a(i,j), b(i,j)] ⊂ (0, 1), which is not necessarily a single point. Given
a BPW-GRF associated with a potential family Ψ and a graph G = (V,E), it is usually
desirable to determine whether the messages of the SPAs with arbitrary initialization will
converge to a unique fixed point. With some additional constraints on the potentials, we are
able to establish in the following section conditions for the SPAs to converge to a unique
fixed point on a special class of BPW-GRFs.
3.3.2 Convergence of SPA Messages on Homogeneous BPW-GRFs
We define a BPW-GRF associated with a potential family Ψ as a homogeneous BPW-GRF
if every potential ψi,j ∈ Ψ satisfies
ψi,j(0, 0)ψi,j(1, 1) ≥ ψi,j(1, 0)ψi,j(0, 1) (3.30)
(or ψi,j(0, 0)ψi,j(1, 1) ≤ ψi,j(1, 0)ψi,j(0, 1)).
An example of a homogeneous BPW-GRF is the model of lattice gas with the binary
pairwise potentials given by
ψi,j(xi, xj) = exp[Ji,jxixj + hixi + hjxj ], (3.31)
where Ji,j > 0 (Ji,j < 0) means that the particles in cell i and j attract (repel) each other
[64]. Other examples are the models of ferromagnetic materials which have potentials of the
same form as in (3.31) but different state space xi, xj ∈ {−1,+1}, where Ji,j represents the
interaction energy of the spins xi and xj [64].
For convenience, we call the initialization of the SPA on a BPW-GRF graph G = (V,E)
where all initial messages associated with state 0 are assigned value 0, i.e., m0(i,j)(0) = 0,
∀(i, j) ∈ ~E, the zero initialization. Likewise, we call the initialization where all initial
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messages associated with state 0 are assigned value 1, i.e., m0(i,j)(0) = 1, ∀(i, j) ∈ ~E, the
one initialization. Let mn(i,j) and m
n
(i,j) denote the SPA messages at the n-th iteration with
respect to the zero and one initializations, respectively. We also use the above notation for
the SPA messages with zero and one initializations on computation trees. In particular, let
mni (m
n
i ) be the message m
n
i at node i in the computation tree (which denotes the message
mn(i,P (i))(0) from node i to its parent P (i), see Section 3.2) at the n-th iteration of the SPA
with zero (one) initialization.
Now we consider the application of SPAs to the corresponding computation trees of homo-
geneous BPW-GRF graphs. For convenience, we call these computation trees homogeneous
computation trees. From Definition 2.1, it is obvious that all potentials φi,j ∈ Φ of a homoge-
neous computation tree must also satisfy the inequality condition (3.30). The next property
proves that the SPA messages with respect to zero and one initializations define the message
ranges on homogeneous computation trees.
Property 3.7 Consider a homogeneous computation tree T (r) = (V (r), E(r)) (of a homo-
geneous BPW-GRF graph G = (V,E) with respect to an arbitrary node r ∈ V ) associated
with a potential family Φ. The message range Rni = [l
n
i , u
n
i ] of a node i ∈ V (r)\{r} can be
determined from the messages mni and m
n
i of zero and one initializations as follows.
(i) If φi,j(0, 0)φi,j(1, 1) ≥ φi,j(0, 1)φi,j(1, 0) for all potentials φi,j ∈ Φ, then
lni = m
n
i , and u
n
i = m
n
i . (3.32)
(ii) If φi,j(0, 0)φi,j(1, 1) ≤ φi,j(0, 1)φi,j(1, 0) for all potentials φi,j ∈ Φ, then lni = mni , and uni = mni , if n is evenlni = mni , and uni = mni , if n is odd . (3.33)
Proof: The proof is trivial when n = 0. For n ≥ 1, recall from Section 3.2 that at each
node i ∈ V (r)\{r} on the computation tree T (r) = (V (r), E(r)), the message mni can be
written as mni = fi,n(m
0
j∈Di(n)
) and the corresponding message range Rni is a closed interval
Rni = [l
n
i , u
n
i ].
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(i) If φi,j(0, 0)φi,j(1, 1) ≥ φi,j(0, 1)φi,j(1, 0) for all potentials φi,j ∈ Φ, we will prove (3.32)
by induction over n. If n = 1, from (3.19) and (3.17), we get m1i =
φ1,0
φ1,0 + φ1,1
= ai and
m1i =
φ0,0
φ0,0 + φ0,1
= bi. Hence, (3.32) holds because R
1
i = [ai, bi] as a result of Property 3.4.
Assume that (3.32) holds for n. First, we decomposemn+1i intom
n+1
i = fi,n+1(m
0
k∈Di(n+1)
) =
fi,1
(
mnj∈Di(1)
)
, where mnj = fj,n(m
0
k∈Dj(n)
), j ∈ Di(1). From the proof of Property 3.5
in (3.25)–(3.27), we have the monotonic property that for any j∗ ∈ Di(1), if mnj , ∀j ∈
Di(1)\{j∗}, is fixed, fi,1(mnj∈Di(1)) is a strictly increasing function ofmnj∗ if φ0,0φ1,1−φ0,1φ1,0 >
0; in addition, it can be easily seen from (3.25)–(3.27) that fi,1(m
n
j∈Di(1)
) is a constant if
φ0,0φ1,1 − φ0,1φ1,0 = 0. Hence, because mnj ∈ [lnj , unj ], j ∈ Di(1), and mn+1i = fi,1
(
mnj∈Di(1)
)
,
it is obvious that ln+1i = fi,1(l
n
j∈Di(1)
) and un+1i = fi,1(u
n
j∈Di(1)
). Due to the induction hy-
pothesis, we also have lnj = m
n
j and u
n
j = m
n
j , j ∈ Di(1). Therefore, we obtain that
ln+1i = fi,1(m
n
j∈Di(1)
) = mn+1i and u
n+1
i = fi,1(m
n
j∈Di(1)
) = mn+1i , which completes the proof
of (3.32).
(ii) If φi,j(0, 0)φi,j(1, 1) ≤ φi,j(0, 1)φi,j(1, 0) for all potentials φi,j ∈ Φ, following similar
steps as in the proof above, we have ln+1i = fi,1(u
n
j∈Di(1)
) and un+1i = fi,1(l
n
j∈Di(1)
) (because
in this case, fi,1(m
n
j∈Di(1)
) is a decreasing function instead of increasing function as before);
then it is not hard to verify (3.33).

Using Property 3.7, we can prove the following convergence result on homogeneous BPW-
GRF graphs.
Lemma 3.2 Consider a homogeneous BPW-GRF graph G = (V,E) associated with a poten-
tial family Ψ = (ψi,j). The messages of the SPA with arbitrary initialization on G converge
to a unique fixed point if and only if the SPA messages associated with zero and one initial-
izations converge to the same value, i.e., limn→∞m
n
(i,j) and limn→∞m
n
(i,j) exist and
lim
n→∞
mn(i,j) = lim
n→∞
mn(i,j), ∀(i, j) ∈ ~E. (3.34)
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Proof: The proof of necessity is trivial because if the messages of the SPA with arbitrary
initialization converge to a unique fixed point, it is obvious that the SPA messages associated
with zero and one initializations must converge to the same value.
To prove sufficiency, note that under the mapping Γ from the original BPW-GRF graph
G = (V,E) to the corresponding computation tree T (r) = (V (r), E(r)) (with respect to an
arbitrary node r ∈ V ) (see Definition 2.1 in Section 2.3), it is obvious that the zero (one)
initialization on G also results in the zero (one) initialization on T (r). Therefore, due to the
equivalence (2.8) of SPA messages on BPW-GRF graphs and on the corresponding compu-
tation trees, if limn→∞m
n
(i,j) and limn→∞m
n
(i,j) exist and limn→∞m
n
(i,j) = limn→∞m
n
(i,j) for
all (i, j) ∈ ~E in G, we also have that limn→∞mni and limn→∞mni exist and limn→∞mni =
limn→∞m
n
i for all i ∈ V (r)\{r} in T (r). Then, because the message mni of the SPA with
arbitrary initialization on T (r) always satisfies mni ∈ Rni = [lni , uni ], where lni and uni are given
from (3.32) and (3.33) in Property 3.7, it is obvious that with arbitrary initialization, the
SPA message mni , ∀i ∈ V (r)\{r}, on T (r) must converge to a unique fixed point. Then,
applying the equivalence of SPA messages on BPW-GRF graphs and on the corresponding
computation trees again, we establish that the messages of the SPA with arbitrary initial-
ization on the original graph G must also converge to a unique fixed point, which completes
the proof.

Lemma 3.2 provides a tool to analyze the convergence of SPAs under arbitrary initializa-
tion on homogeneous BPW-GRFs. More specifically, the SPA on a homogeneous BPW-GRF
graph G = (V,E) converges to a unique fixed point if and only if the messages with zero and
one initializations converge to the same value, i.e., condition (3.34). This condition, however,
must be verified on all directed edges (i, j) ∈ ~E of G. We will prove in the following that if
G is a connected graph, we only need to look at the convergence of the SPA beliefs at an
arbitrary node. For simplicity, let bni denote the belief associated with state 0 at node i, i.e.,
bni ≡ bni (0).
Lemma 3.3 Consider a connected homogeneous BPW-GRF graph G = (V,E) associated
with a potential family Ψ = (ψi,j) such that ψi,j(0, 0)ψi,j(1, 1) > ψi,j(1, 0)ψi,j(0, 1) (or <).
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The messages of the SPA with arbitrary initialization on G converge to a unique fixed point
if and only if the SPA beliefs bni∗ and b
n
i∗ associated with zero and one initializations at an
arbitrary node i∗ ∈ V converge to the same value, i.e., limn→∞ bni∗ and limn→∞ b
n
i∗ exist and
lim
n→∞
bni∗ = lim
n→∞
b
n
i∗ . (3.35)
Proof: See Appendix A.

Comparison with Existing Work
Existing methods for determining the convergence of SPAs typically provide sufficient
conditions (see, for example, [53], [55], [54]). Following a different approach on a class of
homogeneous BPW-GRFs, Lemma 3.3 provides a necessary and sufficient condition for the
SPA under arbitrary initialization on the underlying BPW-GRF graphs to converge to a
unique fixed point.
As mentioned in Section 3.1, existing methods usually require higher computational com-
plexity in order to obtain good sufficient (but not necessary) conditions. For example, the
contraction mapping method [54] (which has improved the sufficient conditions of the SPA
convergence over many previously developed methods and is applicable to the more general
non-binary non-pairwise Markov random fields) requires the determination of the spectral
radius of a 2|E| × 2|E|-matrix corresponding to the SPA updating on the original graph
G = (V,E). Because the calculation of the spectral radius has O(|E|3) complexity, the
contraction mapping method is limited to BPW-GRF graphs with a moderate number of
connections.
From several simulations that we have performed (see Section 3.4 for more detail), we
observe that the convergence condition (3.35) of the beliefs at an arbitrary node i∗ ∈ V can
usually be verified after O(|V |) iterations. Because the complexity of each SPA iteration is
O(|E|) (see Section 2.2), the total complexity of the verification in Lemma 3.3 is O(|V ||E|).
Therefore, the proposed method in this chapter can be applied to large graphs with many
connections.
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3.4 Simulation Results
In this section, we provide simulation results to verify the necessary and sufficient condition
in Lemma 3.3. In addition, because the contraction mapping method [54] results in better
sufficient conditions (for the convergence of SPAs) than several other existing methods, we
compare the proposed method in this chapter against the contraction mapping method (refer
to Section 3.1) whenever possible.
Recall that for an arbitrary node i∗ ∈ V in a homogeneous BPW-GRF graph G = (V,E),
bni∗ and b
n
i∗ denote the SPA beliefs associated with zero and one initializations at the n-th
iteration. Assume that at the n-th iteration, we have |bni∗−b
n
i∗| = δ. Then, from Property 3.7
and the contraction property in Lemma 3.1, it is not hard to verify that at any later iterations
n′, n′′ ≥ n, we also have
|bn′i∗ − bn
′′
i∗ | ≤ δ, |b
n′
i∗ − b
n′′
i∗ | ≤ δ, and |bn
′
i∗ − b
n′′
i∗ | ≤ δ. (3.36)
To verify the convergence of the beliefs bni∗ and b
n
i∗ at node i
∗ in Lemma 3.3 (i.e., condition
(3.35)), we first choose an integer constant Q ≥ 1 and a parameter 0 < ǫ ≪ 1. As a result
of (3.36), we say that condition (3.35) is satisfied with respect to parameters (Q, ǫ) if
|bQ|V |i∗ − b
Q|V |
i∗ | ≤ ǫ. (3.37)
In other words, the beliefs bni∗ and b
n
i∗ are guaranteed to converge to the same value within
ǫ-margin afterQ|V | iterations. In the following experiments, we choose Q = 10 and ǫ = 10−4.
For comparison purposes, we consider BPW-GRF graphs G = (V,E) with the binary
pairwise potentials given in (3.10) and assume that the constituent parameters hi, hj , and
Ji,j are uniform, i.e.,
ψi,j(xi, xj) =

exp[J + h/Ni + h/Nj], xi = 1, xj = 1,
exp[J − h/Ni − h/Nj], xi = 0, xj = 0,
exp[−J + h/Ni − h/Nj ], xi = 1, xj = 0,
exp[−J − h/Ni + h/Nj ], xi = 0, xj = 1,
(3.38)
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for all ψi,j ∈ Ψ, where h and J are the local field and the coupling parameters, respectively.
It is not hard to verify that BPW-GRFs with potentials in (3.38) are homogeneous. In
the following experiments, we consider different homogeneous BPW-GRF graphs with the
potentials given in (3.38) and determine regions in the (h, J) plane where the SPA converges.
A. Fully Connected Graphs
In this experiment, we consider fully connected BPW-GRF graphs G = (V,E) with |V | =
N nodes. Note that each node i ∈ V has N − 1 neighbors, i.e., Ni = N − 1. With respect to
fully connected graphs, BPW-GRFs on the corresponding computation trees are equivalent
to Ising models on Cayley trees of degree d = N −2 [64]. As a result, the convergence region
of the parameters (h, J) ∈ R ⊂ R2 where the SPA with arbitrary initialization converges to
a unique fixed point can be explicitly formulated as (see Section 12.2 in [64])
R = R2\
(h, J) ∈ R2 :
 J > J(d), |h| ≤ dϕJ(tJ,d)− tJ,dJ < −J(d), |h| < t−J,d − dϕJ(t−J,d)
 , (3.39)
where J(d) = arcoth(d), tJ,d = artanh
(
d− coth(J)
d− tanh(J)
)1/2
, and ϕJ(t) =
1
2
log
cosh(t+ J)
cosh(t− J) .
Figures 3.1 and 3.2 show the convergence regionsR in (3.39) as the bounded regions between
two solid lines for fully connected graphs G = (V,E) with N = |V | = 30 and N = |V | = 100
nodes, respectively.
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Figure 3.1: Regions where SPA converges to a unique fixed point on fully connected graph
with 30 nodes.
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Figure 3.2: Regions where SPA converges to a unique fixed point on fully connected graph
with 100 nodes.
We then apply grid search to obtain regions RQ,ǫ of the parameters (h, J) where the
beliefs bni∗ and b
n
i∗ at an arbitrary node i
∗ ∈ V satisfy Lemma 3.3 with respect to parameters
Q = 10 and ǫ = 10−4 (i.e., condition (3.37)). These regions RQ,ǫ are depicted in Fig. 3.1
and Fig. 3.2 as dotted grey regions. We observe that the grey regions almost coincide with
the theoretical regions R on both graphs, i.e., RQ,ǫ ≈ R, which validates the necessary and
sufficient condition in Lemma 3.3 for the SPA to converge to a unique fixed point.
For comparison, Fig. 3.1 also shows as a dotted black regionRsuf the region of convergence
obtained from the sufficient condition of the contraction mapping method [54] (i.e., where
the spectral radius of the matrix A in (3.11) is strictly less than 1) on the fully connected
graph with N = 30 nodes. We observe that Rsuf ⊂ RQ,ǫ ≈ R. Note that because the
complexity of the contraction mapping method is O(|E|3) (compared to O(|V ||E|) of the
method in this chapter), it is not possible to apply the contraction mapping method to the
larger graph with N = 100 nodes in Fig. 3.2.
B. Random Graphs
In this experiment, we randomly generate a BPW-GRF graph G = (V,E) with N = 50
nodes by connecting each node to another node with probability Pconnect = 0.3 (we discard
the resulting graph if it is not a connected graph). On this BPW-GRF graph, we assume that
the potentials are given in (3.38) and, hence, the corresponding BPW-GRF is homogeneous.
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Because G is a randomly constructed graph, an explicit formula for the convergence region
R of the SPA does not exist (unlike fully connected graphs where R is given in (3.39)).
Instead, we use the convergence results in Lemma 3.3 and apply condition (3.37) (at an
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Figure 3.3: Regions where SPA converges to a unique fixed point on a random graph with
50 nodes.
arbitrary node i∗ ∈ V ) with respect to parameters Q = 10 and ǫ = 10−4 to determine the
convergence region RQ,ǫ. In Fig. 3.3, this region is depicted as a dotted grey region. For
comparison, we also determine the sufficient convergence region Rsuf (shown as a dotted
black region) from the contraction mapping method [54] (i.e., where the spectral radius of
the matrix A in (3.11) is strictly less than 1).
From Fig. 3.3, we observe that Rsuf ⊂ RQ,ǫ. In addition, we have also verified that,
by randomly choosing a point of parameters (h, J) ∈ RQ,ǫ and an edge {i, j} ∈ E, the
corresponding message mn(i,j)(0) of the SPA indeed converges to a unique fixed point with
respect to arbitrary initialization.
3.5 Conclusions
In this chapter, we develop a new approach for the convergence analysis of sum-product
algorithms (SPAs) on binary pairwise Gibbs random field (BPW-GRF) graphs. From the
equivalence of the SPA on the original graph and on the corresponding computation tree,
we first observe that each SPA message from any node in the computation tree to its parent
43
can be expressed as a (message) function of the messages coming from the descendants
of that node. In particular, when the descendants of a node are properly chosen such
that their associated messages are also the initial messages, we define the message range
at that node by restricting the corresponding message function to an appropriate domain
that captures the arbitrary initialization of the SPA. Then, from the properties of message
functions (on computation trees), we show that message ranges contract over SPA iterations,
an observation that also characterizes the asymptotic behavior of SPA messages on the
original BPW-GRF graphs.
Applying the proposed method to the class of homogeneous BPW-GRFs, we are able to
establish necessary and sufficient conditions for the SPA under arbitrary initialization to
converge to a unique fixed point. These conditions are based on the convergence to the
same value of the SPA messages under two special initializations, namely the zero and one
initializations, where all the initial messages are zero or one, respectively. In addition, we
prove that if the underlying graphs are connected, the condition that SPA messages with zero
and one initializations on each and every edge converge to the same value can be equivalently
replaced by the condition that SPA beliefs with zero and one initializations at an arbitrary
node converge to the same value. We have shown via simulations that the latter condition
can be easily verified with low computational complexity and, hence, can be applied to large
graphs.
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CHAPTER 4
ANALYSIS OF MARGINAL COMPUTATION ON
BINARY PAIRWISE GIBBS RANDOM FIELDS
In this chapter, we focus on the analysis of the marginal computation using sum-product
algorithms (SPAs) for the class of binary pairwise Gibbs random fields (BPW-GRFs). We
develop bounds of the actual marginals that also characterize the performance of the SPAs
on the underlying BPW-GRF graphs. More specifically, motivated by the idea of message
functions in the previous chapter (see Section 3.2), we introduce in this chapter the notion
of a marginal function, which is defined as the marginal probability at the root node of
a certain tree with respect to the external force (i.e., a set of external self-potentials) on
its leaves. To study the behavior of a marginal function over some product domain of the
external force, we propose two algorithms, namely the ratio and the range algorithms, which
are equivalent but capture different aspects of the marginals associated with binary random
variables. We then apply these algorithms to trees that are appropriately constructed from
the original BPW-GRF graphs to improve the marginal analysis over the dynamic range
method [59] and the box propagation method [60] (on the same trees). Note that these
existing methods (which outperform other previously developed methods) can be applied to
more general Markov random fields.
The organization of this chapter is as follows. In Section 4.1, we introduce the notion of
external force and describe certain trees from BPW-GRF graphs which are useful for the
marginal analysis. In Section 4.2, we review the existing dynamic range and box propagation
methods and present corresponding results for the class of BPW-GRFs. In Section 4.3, we
develop properties of the marginal functions on BPW-GRF trees and then, in Section 4.4, ap-
ply these properties to the more general BPW-GRF graphs (possibly with cycles) to improve
the marginal bounds over the dynamic range and box propagation methods. Simulation re-
sults are included in Section 4.5 and conclusions are provided in Section 4.6.
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4.1 Preliminaries
4.1.1 External Forces on BPW-GRFs
Recall from Section 2.1 that each BPW-GRF graph G = (V,E) is associated with a finite
set of binary random variables X = {Xi}i∈V with values in the state space B = {0, 1}
and a family of binary pairwise potentials ψi,j ∈ Ψ, which are bounded positive functions
ψi,j(xi, xj) : B×B → (0,+∞). In this chapter, we use the notion of external force introduced
in [59] for the marginal analysis. In particular, the external force θΛ acting on a subset of
nodes Λ ⊆ V is a family of probability distributions (or external self-potentials1) θi(xi),
xi ∈ B, i ∈ Λ, such that θi(0) + θi(1) = 1.
In the presence of the external force θΛ on a subset Λ ⊆ V , following (2.1) and (2.2), the
probability distribution (i.e., BPW-GRF) on G = (V,E) and the marginal at node i ∈ V
are defined as
P (x|θΛ) = η
 ∏
{i,j}∈E
ψi,j(xi, xj)
∏
i∈Λ
θi(xi)
 , x ∈ BV , (4.1)
and
Pi(si|θΛ) =
∑
x∈BV : xi=si
P (x|θΛ), si ∈ B. (4.2)
It is not hard to see that (2.1) and (2.2) are special cases of (4.1) and (4.2), respectively.
In particular, let θΛ be an external force that
θi(0) = θi(1) = 1/2, ∀i ∈ Λ. (4.3)
Then, P (x|θΛ) = P (x), x ∈ BV , and Pi(si|θΛ) = Pi(si), si ∈ B, i ∈ V .
1In [59], the external self-potentials θi, i ∈ Λ, are nonnegative functions θi(xi) : B → [0,∞) which are
not necessarily probability distributions. However, it is not hard to verify that the analysis remains the same
if θi(·), i ∈ Λ, are replaced by the normalized self-potentials θi(xi) ← η(θi(xi)), which form a probability
distribution. Therefore, without loss of generality, we assume in this thesis that the external self-potentials
θi, i ∈ Λ, are probability distributions.
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4.1.2 Trees from BPW-GRF Graphs
In the remainder of this chapter, we assume that the BPW-GRF graphs are connected.
Given a graph G = (V,E), recall from Definition 2.1 (Section 2.3) that with respect to an
arbitrary node r ∈ V , we can construct a computation tree T (r) = (V (r), E(r)) via the
mapping Γ : V (r) → V that is composed of all walks from r on G that do not backtrack
(refer to Fig. 2.3). Also recall that for a node i ∈ V (r) on the computation tree T (r), Di(n)
is the set of the descendants that are at distance n from i and P (i) is the parent of node
i. For simplicity, we denote the set of children of node i as C(i) = D1(n). In the following,
we describe trees constructed from the computation tree T (r). For simplicity, given a set Λ
and two subsets Λa ⊆ Λ, Λb ⊆ Λ, we use Λa+b to denote the union Λa⋃Λb.
A. Subtrees and Truncated Trees
With respect to a node i ∈ V (r) on T (r), we define T (i) = (V (i), E(i)) as a subtree of
T (r) that is rooted at node i and contains all the nodes and edges on the paths starting
from i in V (r). For example, the tree in Fig. 4.1(a) is the subtree T (21) of the computation
tree T (1) in Fig. 2.3(b). If T (i) is a finite tree, we denote the set of its leaves as L(i).
Figure 4.1: (a) Subtree T (21) of the computation tree T (1) in Fig. 2.3(b) and (b) truncated
tree Ttr(21) of T (21).
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On a tree T (i) = (V (i), E(i)), i ∈ V (r), we define a truncated tree Ttr(i) = (Vtr(i), Etr(i))
as a finite subtree of T (i) with leaf set Ltr(i) and the same root node i such that any path
in T (i) from i to a node in V (i)\Vtr(i) (i.e., to a node outside of Ttr(i)) must contain a leaf
in Ltr(i). In other words, Ttr(i) results from truncating the original tree T (i) at the nodes in
Ltr(i) (which become new leaves of Ttr(i)). We therefore call these nodes “border” leaves and
let Lbtr(i) ⊆ Ltr(i) denote the subset of all border leaves of Ttr(i). For example, the truncated
tree Ttr(21) in Fig. 4.1(b) has Ltr(21) = {31, 42, 24, 66, 74} and Lbtr(21) = {24, 66, 74}.
B. Constituent-Walk Trees
Consider a graph G = (V,E) and an arbitrary node r ∈ V . A constituent-walk (CW) tree
of G with respect to r, denoted as a tree T̂ = (V̂ , Ê) with leaf set L̂, is a truncated tree of
the computation tree T (r) such that, apart for the leaves in L̂, each node in T̂ has a separate
image in V via the mapping Γ, i.e., Γ(i) 6= Γ(j) for all i, j ∈ V̂ \L̂, i 6= j. For example, the
tree in Fig. 4.2(a) is a CW tree T̂ of the BPW-GRF graph in Fig. 2.3(a) with respect to
node 1. In general, constituent-walk trees belong to the class of tree-walks, which extends
the notion of subtree (of the original graph) by allowing multiple nodes with the same label
(see, for example, [80] and references therein for more detail on tree-walks).
Figure 4.2: (a) CW tree of the graph G in Fig. 2.3(a) with respect to node 1 and (b) its
image in G (with bold edges).
Because T̂ is a truncated tree of T (r), let L̂b be the set of border leaves in T̂ and let
V b = {Γ(i) : i ∈ L̂b} be the corresponding image of this border leaf set in G. For example,
the CW tree T̂ in Fig. 4.2(a) has L̂b = {51, 52, 83} and V b = {5, 8}. It is not hard to see
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that the image of the CW tree T̂ in G constitutes a (tree-walk) part of G that only connects
to the remaining part via nodes in V b (see Fig. 4.2(b)). Note that given an arbitrary graph
G = (V,E), there may exist multiple CW trees with respect to a node r ∈ V .
C. Self-Avoiding-Walk Trees
A self-avoiding-walk (SAW) tree of a graph G = (V,E) with respect to a node r ∈ V
is a tree with root node r that is denoted as a tree T˜ = (V˜ , E˜) with leaf set L˜ and that
is composed of all walks from r in G that terminate at either a dead-end node or the first
node that was previously visited along each walk (see, for example, [67], [66], and references
therein). Equivalently, one can define the SAW tree T˜ = (V˜ , E˜) with leaf set L˜ as a
truncated tree of the computation tree T (r) such that for each node i ∈ L˜ at distance d
from r, the nodes of the path (r ≡ i0, i1, ..., id ≡ i) from r to i satisfy (1) Γ(im) 6= Γ(in)
for all 0 ≤ m,n ≤ d − 1, m 6= n, and (2) either ik does not have any children in T (r), i.e.,
C(ik) = ∅, or Γ(ik) = Γ(in) for some 0 ≤ n ≤ d − 1. For example, the tree in Fig. 4.3(a) is
a SAW tree T˜ of the BPW-GRF graph G in Fig. 2.3(a) with respect to node 1.
From the definition of T˜ , it is obvious that the height of T˜ is upper bounded by the number
of nodes in the original graph |V |. Moreover, there are two types of leaves in L˜: (i) cycle-
induced leaves associated with the walks from r in G that terminate at a previously visited
node (i.e., the walks that correspond to some cycles in G), and (ii) dead-end leaves associated
with the walks from r that terminate at a dead-end in G. We use L˜c and L˜e to denote the
two subsets of cycle-induced and dead-end leaves, respectively. Note that L˜c+e = L˜ and
L˜c
⋂
L˜e = ∅. The images of cycle-induced nodes in G are called cycle-involved nodes, and
the set of all cycle-involved nodes is denoted as V c = {Γ(i) : i ∈ L˜c}. For example, the
SAW tree T˜ in Fig. 4.3(a) has L˜e = {31, 32, 33, 41, 42, 46}, L˜c = {11, 12, 13, 16, 53, 55, 66, 67},
and V c = {1, 5, 6}.
One can easily verify that unlike CW trees, the SAW tree T˜ with respect to node r is the
unique truncated tree of the computation tree T (r) with border leaf set given exactly by the
cycle-induced leaf set L˜c in T˜ . Moreover, each CW tree T̂ is also a truncated tree of the
SAW tree T˜ .
Consider a BPW-GRF graph G = (V,E) associated with a potential family Ψ. Note that
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Figure 4.3: (a) SAW tree and (b) truncated SAW tree of the graph G in Fig. 2.3(a) with
respect to node 1.
each SAW tree T˜ = (V˜ , E˜) is a truncated tree of the computation tree T (r), and hence
each of its edges {i, j} ∈ E˜ is associated with the potential φi,j ∈ Φ defined on T (r) (see
Definition 2.1). Let P˜r(·) be the marginal at root node r of the corresponding BPW-GRF on
the SAW tree T˜ . In [66], it was shown2 that the marginal probability Pr(·) at any node r ∈ V
in the original BPW-GRF graph G = (V,E) can be determined from the corresponding SAW
tree T˜ .
Lemma 4.1 There exists an external force, which is called the marginal equivalence assign-
ment, θEAeLc on the cycle-induced leaf set L˜
c of the SAW tree T˜ such that Pr(xr) = P˜r(xr|θEAeLc ),
xr ∈ B.
2Note that a more general result than the marginal equivalence on SAW trees of BPW-GRFs in [66] can
be found in [75] for non-binary non-pairwise potentials. However, since we focus on BPW-GRFs in this
chapter, we only need the result in Lemma 4.1.
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More specifically, the marginal equivalence assignment θEAeLc can be determined as follows.
First, for each node i ∈ V in the original graph G = (V,E), we assign an ordering Ωi(j) to
its neighbors j ∈ Ni. Then, for an arbitrary node r ∈ V , we construct the corresponding
SAW tree T˜ = (V˜ , E˜) with root node r and leaf set L˜ = L˜c+e. For each cycle-induced leaf
i ∈ L˜c, it is obvious that the walk on G which corresponds (via the mapping Γ) to the path
from root node r to i on T˜ must encounter Γ(i) twice. Let (j0 ≡ Γ(i), j1, ..., jk, jk+1 ≡ Γ(i)),
k ≥ 2, denote a section of that walk in G between these two encounters of Γ(i). Because j1
and jk are neighbors of Γ(i), we can assign
θEAi (0) =
 0 if ΩΓ(i)(j1) > ΩΓ(i)(jk)1 if ΩΓ(i)(j1) < ΩΓ(i)(jk) and θEAi (1) = 1− θEAi (0) (4.4)
for each cycle-induced leaf i ∈ L˜c.
From Lemma 4.1, it is obvious that if the SAW tree T˜ = (V˜ , E˜) of the original graph
G = (V,E) is available, one can easily determine the exact marginal at node r on G using
the marginal equivalence assignment of the external force θEAeLc in (4.4) on the SAW tree T˜ .
(Note that given a (SAW) tree, one can determine the exact marginal at its root node by
making use of the SPA with polynomial complexity, see Section 2.2.) However, one problem
with this approach is that the number of the edges of the corresponding SAW tree |E˜| can
increase exponentially with the size of the original graph. In particular, it was shown in [66]
that |E˜| ≈ O(|V |2|E|−|V |). In the following, we construct and describe some properties of
the truncated SAW trees, which will be useful in the analysis of less complicated heuristic
for marginal calculation in later sections.
Given a BPW-GRF graph G = (V,E) and a node r ∈ V , there are many ways to construct
truncated SAW trees3 T˜tr with respect to r. In this chapter, we use a simple method by
simultaneously advancing (walking) on all paths from root node r on G, one step (edge) at a
time, such that each path terminates at either a dead-end node or a previously visited node
(i.e., cycle-induced node) on that path or the size of the resulting tree reaches some upper
3We need to emphasize here that these trees are not constructed by truncating the corresponding SAW
tree (which could be exponentially large) but directly from the original graph. However, following the
definition of truncated trees above, we still call these trees truncated SAW trees.
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bound.
Let L˜tr be the leaf set of the truncated SAW tree T˜tr. Since T˜tr is a truncated tree of the
SAW tree T˜ , it is not hard to see that the leaves in L˜tr can be divided into (i) dead-end leaves
L˜etr, which are also the dead-end leaves in T˜ , (ii) cycle-induced leaves L˜
c
tr, which are also the
cycle-induced leaves in T˜ , and (iii) border leaves L˜btr, where the SAW tree T˜ is “truncated.”
For example, the truncated SAW tree in Fig. 4.3(b) has L˜etr = {31, 32, 41, 42}, L˜ctr = {11, 12},
and L˜btr = {63, 72, 73, 74}. Note that following the construction method above, one can easily
categorize the leaves of the resulting truncated SAW tree T˜tr.
4.2 Literature Review
With respect to the marginal problem, several efforts have been made over the last decade
to directly calculate bounds of the true marginals or to provide guarantees regarding the
performance of the suboptimal sum-product algorithms on the underlying graphs [58], [81],
[82], [59], [60]. The dynamic range method [59] and the box propagation method [60] pro-
vide good marginal bounds compared to many other previously developed methods; these
methods are reviewed in this section, where we also summarize some of the main results that
are relevant to our analysis for the class of BPW-GRFs.
4.2.1 Dynamic Range Method
The idea behind the dynamic range method is to characterize the variation of the SPA belief
(which is used as the approximation of the true marginal) with respect to the true marginal
over some tree-structure graphs that are appropriately constructed from the original graph.
Consider a finite tree G = (V,E) and a node r ∈ V . It is obvious that the corresponding
computation tree T (r) is a finite tree that is identical to G. Let L(r) be the leaf set of T (r).
On a subset of nodes Λ ⊆ V , consider two arbitrary external forces θΛ, θ′Λ, and let Pr(·|θΛ),
Pr(·|θ′Λ) be the corresponding marginals at root node r (see Section 4.1.1). Similar to the
multiplicative message error in (3.3), the marginal error in the dynamic range method is
defined as the ratio
Pr(xr|θΛ)
Pr(xr|θ′Λ)
, xr ∈ B. Then, following (3.4), the dynamic range measure of
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the marginal ratio with respect to θΛ and θ
′
Λ is given by
d
(
Pr(·|θΛ)
Pr(·|θ′Λ)
)
=
√
max
xr ,x′r∈B
Pr(xr|θΛ)
Pr(xr|θ′Λ)
/
Pr(x
′
r|θΛ)
Pr(x′r|θ′Λ)
. (4.5)
Note that on a tree T (r), the marginals Pr(·|θΛ) and Pr(·|θ′Λ) can be determined by
applying the SPA to T (r) under external forces θΛ and θ
′
Λ, respectively. With respect to
the SPA application, recall from Section 3.1.2 that the dynamic range measure satisfies the
properties of sub-additivity (3.5) and contraction (3.6) over the product and convolution
operations associated with SPA updates. Applying these properties to the tree T (r) and
noting that the “strength” of a pairwise potential d(ψi,j) is given by (3.7), the dynamic range
measure (4.5) can be upper bounded by
d
(
Pr(·|θΛ)
Pr(·|θ′Λ)
)
≤ δr (4.6)
for any θΛ, θ
′
Λ, where δr is obtained from the recursion
4
δv =

1, v ∈ L(r)\Λ
∞, v ∈ Λ∏
u∈C(v)
d2(ψu,v)δu + 1
d2(ψu,v) + δu
, otherwise
(4.7)
that starts from the leaves of T (r) and moves upwards towards the root node r (Theorem 1,
[59]). For convenience, we call δr the marginal coefficient (at the root node r) of the tree
T (r) with respect to Λ.
Now consider an arbitrary BPW-GRF graph G = (V,E) (possibly with cycles) and a
node r ∈ V . First, we construct the truncated SAW tree T˜tr with leaf set L˜tr = L˜e+c+btr using
the process proposed in Section 4.1.2.C. Let P˜tr,r(·) be the marginal at root node r of the
corresponding BPW-GRF on T˜tr. Because T˜tr is a truncated tree of T˜ with border leaves L˜
b
tr
and since L˜ctr ⊆ L˜c, it is not hard to see that for the marginal equivalence assignment θEAeLc in
(4.4) on the cycle-induced leaf set L˜c of T˜ , there exists a corresponding external force θ1eLc+btr
4When v ∈ L(r)\Λ, Theorem 1 of [59] has a typo: δv should be 1 instead of 0.
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on the leaf set L˜c+btr of T˜tr such that P˜r(·|θEAeLc ) = P˜tr,r(·|θ1eLc+btr ). As a result of Lemma 4.1, we
have Pr(·) = P˜tr,r(·|θ1eLc+btr ).
Following the same argument above, because T˜tr is a truncated tree of the computation
tree T (r) with border leaves L˜c+btr and since the height of T˜tr is upper bounded by |V |, there
exists another external force θ2eLc+btr
on the leaf set L˜c+btr of T˜tr such that b
n
r (·) = P˜tr,r(·|θ2eLc+btr )
at an arbitrary iteration n ≥ |V |.
Using the above results and combining with (4.6), we obtain5
d
(
Pr(·)
bnr (·)
)
= d
P˜tr,r(·|θ1eLc+btr )
P˜tr,r(·|θ2eLc+btr )
 ≤ δr, (4.8)
where δr is the marginal coefficient of the truncated SAW tree T˜tr with respect to L˜
c+b
tr .
Then, the marginal bounds can be determined from (4.8) with respect to the SPA belief
bnr (·), n ≥ |V |, as
LDR ≤ Pr(0) ≤ UDR, (4.9)
where
LDR =
bnr (0)
δ2r + (1− δ2r )bnr (0)
and UDR =
δ2rb
n
r (0)
1− (1− δ2r)bnr (0)
(4.10)
are the lower and upper bounds of the dynamic range method on the truncated SAW tree
T˜tr (Lemma 5, [59]) (note that Pr(1) = 1− Pr(0)).
Example 4.1 : Consider the tree in Fig. 4.4 and assume that it is a truncated SAW tree
T˜tr with respect to node 4 of some BPW-GRF graph G = (V,E). Assume that the leaf
subsets of T˜tr are L˜
b
tr = {1, 3}, L˜etr = {5}, and L˜ctr = ∅. In addition, assume that all pairwise
5In [59], (4.8) can be extended to the SAW trees of non-binary pairwise Markov random fields (see The-
orem 4 of [59]). In the non-binary case, however, the challenge is that the marginal equivalence assignment
in Lemma 4.1 does not exist. The proof in [59] is more involved and uses a telegraphing technique proposed
by Weitz [67]. We will present this technique in more detail in Chapter 5.
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potentials ψi,j , {i, j} ∈ E, in the original graph G are given by
ψi,j(xi, xj) =
 1, xi = xj ,2, xi 6= xj , xi, xj ∈ B. (4.11)
With the above pairwise potentials, it is not hard to see that the true marginal at node 4 in
G is P4(0) = P4(1) = 1/2.
Figure 4.4: Dynamic range method on a truncated SAW tree with respect to node 4.
We now apply the dynamic range method to T˜tr to determine the marginal bounds as
follows. From (3.7), the “strength” of any pairwise potential ψi,j, {i, j} ∈ E, in (4.11) is
d(ψi,j) =
√
2. Then, applying the recursion (4.7) to T˜tr with respect to L˜
c+b
tr , we have:
– At the leaves: δ1 = δ3 =∞ and δ5 = 1.
– Iteration: δ2 = 4.
– At root node: δ4 = 3/2.
For the SPA, assume that each message associated with the directed edge (i, j) ∈ ~E in G is
initialized withm0(i,j)(0) = m
0
(i,j)(1) = 1/2. Then, with the potentials in (4.11), one can easily
verify that the SPA belief at node 4 is bn4 (0) = b
n
4 (1) = 1/2, n ≥ 1. Replacing bn4 (0) and δ4
into (4.10), we obtain LDR = 4/13 and UDR = 9/13. It is obvious that LDR ≤ P4(0) ≤ UDR.
4.2.2 Box Propagation Method
Unlike the dynamic range method, which performs the marginal analysis based on the (vari-
ation of) marginal error with respect to SPA beliefs, the box propagation method directly
obtains marginal bounds by propagating the convex sets (i.e., bounding boxes) containing
the true marginals over some appropriate trees constructed from the original graph.
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Markov random fields and factor graphs
The box propagation method was developed on factor graphs of Markov random fields
(MRFs). In particular, consider a finite set of random variables X = {Xi}i∈V with values in
the finite state spaces xi ∈ Si, i ∈ V . For each subset Λ ⊆ V , let xΛ denote the projection
of x onto the coordinates in Λ and SΛ =
∏
i∈Λ Si be the corresponding product state space
(note that S = ∏i∈V Si = SV ). Let V = {Λ : Λ ⊆ V } be the set of all subsets of V .
Each MRF is associated with a family of potentials Ψ = {ψI(xNI )}I∈F , where F is a set of
potential indices6 associated with the subsets NI ∈ V and ψI(xNI ), I ∈ F , are nonnegative
functions ψI(xNI ) : SNI → [0,∞). The MRF associated with Ψ is a probability distribution
given by
P (x) = η
(∏
I∈F
ψI(xNI )
)
. (4.12)
Note that the BPW-GRF in (2.1) is a special case of (4.12) where NI , I ∈ F , are pairs of
nodes.
Each MRF associated with a set of random variables X = {Xi}i∈V and a potential family
Ψ = {ψI}I∈F can be represented by a factor graph G = (V, F, E), which is a bipartite graph
with variable nodes i ∈ V , potential (factor) nodes I ∈ F , and the edges {i, I} ∈ E repre-
senting the dependency of the potential ψI on xi (i.e., i ∈ NI) [16]. For example, Fig. 4.5
shows the factor graph (V, F, E) of potential family Ψ = {ψA(x1, x2, x3), ψB(x2, x3), ψC(x3)}
with variable nodes V = {1, 2, 3} and potential (factor) nodes F = {A,B,C}. We use the
Figure 4.5: Factor graph of potential family Ψ = {ψA(x1, x2, x3), ψB(x2, x3), ψC(x3)}.
convention in [60] that circle (rectangle) nodes in the factor graphs represent the correspond-
6We adopt the notation in [60] that uppercase (lowercase) letters represent potential (variable) indices.
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ing variables (potentials). It is not hard to see that the neighbors of I are the variable nodes
in NI , and the neighbors of i are the potential nodes in Ni = {I : i ∈ NI}.
Basic operations and boxes
The following definitions are adopted from [60]. For a subset Λ ⊆ V , let MΛ = [0,∞)SΛ
be the set of nonnegative functions on SΛ, i.e., each point ψ ∈MΛ represents a nonnegative
function ψ(xΛ) : SΛ → [0,∞). For ψ, ψ′ ∈ MΛ, we write ψ ≤ ψ′ if ψ(xΛ) ≤ ψ′(xΛ) for all
xΛ ∈ SΛ. The summation of ψ and ψ′ is defined as (ψ + ψ′) , ψ(xΛ) + ψ′(xΛ) ∈ MΛ. The
product of ψ1 ∈MΛ1 and ψ2 ∈MΛ2 is defined as (ψ1ψ2) , ψ1(xΛ1)ψ2(xΛ2) ∈MΛ1 SΛ2 . For
example, let ψ1(x1, x2), ψ
′
1(x1, x2) ∈M{1,2} and ψ2(x2, x3) ∈ M{2,3}; then (ψ1+ψ′1)(x1, x2) =
ψ1(x1, x2) + ψ
′
1(x1, x2) ∈M{1,2} and (ψ1ψ2)(x1, x2, x3) = ψ1(x1, x2)ψ2(x2, x3) ∈M{1,2,3}.
The product of two subsets ΞΛ1 ⊆ MΛ1 and ΞΛ2 ⊆ MΛ2 is defined as ΞΛ1ΞΛ2 =
{ψ1ψ2 : ψ1 ∈ ΞΛ1 , ψ2 ∈ ΞΛ2}. With respect to two functions ψ, ψ ∈ MΛ such that
ψ ≤ ψ, the box between ψ and ψ is defined7 as BΛ(ψ, ψ) = {ψ ∈ MΛ : ψ ≤ ψ ≤ ψ}. Note
that each box BΛ(ψ, ψ) has 2|SΛ| corners (extreme points). Given a subset Ξ ⊆ MΛ, the
smallest bounding box of Ξ is defined as B(Ξ) = BΛ(ψ, ψ), where ψ, ψ ∈ MΛ are given by
ψ(xΛ) = infψ∈Ξ ψ(xΛ) and ψ(xΛ) = supψ∈Ξ ψ(xΛ), xΛ ∈ SΛ. We also extend the normaliza-
tion operation defined in Section 2.1 to a subset Ξ as η(Ξ) = {η(ψ) : ψ ∈ Ξ}.
Box propagation on factor graphs of MRFs
From the interplay between convexity and the operations of normalization, multiplication
and partial summation, Mooij and Kappen developed two box propagation algorithms to
obtain marginal bounds on the underlying factor graphs (V, F, E) [60]. In particular, on
each edge {i, I} ∈ E, let B(i,I) ⊆Mi denote a message from the variable node i ∈ V to the
potential node I ∈ F and let B(I,i) ⊆Mi denote a message from I to i. For simplicity, let Pi
be the simplex of the probability measure on Si where each of the points in Pi corresponds
to putting all probability mass on one of the possible values in Si. In addition, let Ii = {1}
be the all-one point in Mi.
7In this thesis, we also use B to denote the binary state space. The specific meaning of the notation will
be clear from context.
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The first algorithm operates on the constituent-walk8 (CW) trees of the underlying factor
graphs. Following the notation in Section 4.1.2.B, let T̂ = (V̂ , F̂ , Ê) be the bipartite CW
tree of the bipartite factor graph G = (V, F, E) with respect to a variable node r ∈ V . Let L̂
and L̂b ⊆ L̂ be the leaf set and the border leaf set of T̂ . The box propagation algorithm on
T̂ first initializes the messages entering the border leaves as follows. If i ∈ L̂b is a variable
node (i.e., i ∈ L̂b⋂ V̂ ), let B(J,i) = Pi for each J ∈ Ni\{P (i)}, where P (i) is the parent of i
in T̂ . If I ∈ L̂b is a potential node (i.e., I ∈ L̂b⋂ F̂ ), let B(j,I) = Pj for each j ∈ NI\{P (I)},
where P (I) is the parent of I in T̂ . Then, the messages on the edges of T̂ are propagated
toward root node r according to the following updates. If i ∈ V̂ is a variable node, the
message from i to its parent I = P (i) is9
B(i,I) =

Ii, if i ∈ L̂\L̂b,
Pi, if at least one of the incoming B(K,i) is simplex,∏
K∈Ni\{I}
B(K,i), otherwise.
(4.13)
If I ∈ F̂ is a potential node, the message from I to its parent j = P (I) is
B(I,j) = B
η
 ∑
xNI\{j}
ψI
∏
i∈NI\{j}
B(i,I)
 . (4.14)
Note that if I ∈ L̂\L̂b (i.e., NI = {j}), (4.14) becomes B(I,j) = {ψI}. Finally, at root node
r, we obtain
Br =
 B(Pr), if at least one of the incoming B(J,r) is simplex,B (η (∏K∈Nr B(K,r))) , otherwise. (4.15)
It was shown that Pr(·) ∈ Br (Theorem 10, [60]).
The second algorithm operates on the self-avoiding-walk (SAW) trees of the underlying
factor graphs. In particular, following the notation in Section 4.1.2.C, let T˜ = (V˜ , F˜ , E˜)
8In [60], the first box propagation algorithm operates on a subtree of the original graph; however, as this
subtree allows multiple leaves with the same image (in the original graph), it is exactly the constituent-walk
tree that we consider in this chapter.
9The original algorithm in [60] does not consider the case where i ∈ L̂\L̂b.
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with leaf set L˜ be the bipartite SAW tree of the bipartite factor graph G = (V, F, E) with
respect to a node r ∈ V . Recall from Section 4.1.2.C that L˜ = L˜e⋃ L˜c = L˜e+c, where L˜e and
L˜c are subsets of dead-end and cycle-induced leaves in T˜ . The box propagation algorithm
on the SAW tree T˜ is similar to the algorithm on the CW tree T̂ with the border leaf set L̂b
in (4.13) replaced by the cycle-induced leaf set L˜c. The main difference is that, by extending
to the SAW tree T˜ (note that T̂ is a truncated tree of T˜ ), (4.14) must be “relaxed” to
B(I,j) = B
η
 ∑
xNI\{j}
ψIB
 ∏
i∈NI\{j}
B(i,I)
 . (4.16)
Finally, at root node r of the SAW tree T˜ , we also have Pr(·) ∈ Br (Theorem 13, [60]).
Box propagation algorithms on pairwise MRFs and BPW-GRFs
Consider a pairwise MRF associated with a potential family Ψ and an MRF graph G =
(V,E) (see Section 2.1). Because all potentials in Ψ are pairwise, it is obvious that each
potential node in the underlying factor graph of Ψ has exactly two (variable) neighbors.
Moreover, one can easily convert the associated MRF graph G = (V,E) to the corresponding
bipartite factor graph by inserting a potential node to every edge in G (for example, see
Fig. 4.6).
Figure 4.6: (a) Pairwise MRF graph and (b) bipartite factor graph of potential family
Ψ = {ψ1,2, ψ2,3, ψ2,5, ψ3,4, ψ1,4}.
It is not hard to see that for pairwise potentials, (4.14) is the same as (4.16); therefore,
both box propagation algorithms are identical and can be applied to the SAW trees of the
factor graphs. In addition, from the relation between MRF graphs and factor graphs above,
we also observe that potential nodes cannot be the leaves of the SAW trees of the factor
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graphs (with respect to a certain variable node). Then, the box propagation algorithm can
be written on the SAW tree with leaf set L˜ = L˜e
⋃
L˜c as
B(i,I) =

Ii, if i ∈ L̂e
Pi, if i ∈ L̂c∏
K∈Ni\{I}
B(K,i), otherwise
(4.17)
and
B(I,j) = B
(
η
(∑
xi
ψIB(i,I)
))
, (4.18)
where I = P (i) and j = P (I) (i.e., NI = {i, j}).
One can further simplify the updates in (4.17) and (4.18) by allowing each variable node
i to directly send a “combined” message (of B(i,I) and B(I,j)) to another variable node j over
the sharing factor node I between i and j (i.e., bypassing the factor node). More specifically,
let B(i,j) ⊆Mi be the combined message sent from node i to node j on the edge (i, j) in the
MRF graph. From (4.17) and (4.18), it is not hard to verify that on the SAW tree with leaf
set L˜ = L˜e+c of the MRF graph, the update of the box propagation algorithm is equivalent
to
B(i,j) =

Ii, if i ∈ L̂e,
Pi, if i ∈ L̂c,∏
k∈C(i) B
(
η
(∑
xk
ψk,i(xk, xi)B(k,i)
))
, otherwise,
(4.19)
where j = P (i) and C(i) are the parent and the children of node i in the SAW tree. Finally,
at root node r, the marginal bounding box is determined by
Br = B
η
 ∏
k∈C(r)
B
(
η
(∑
xk
ψk,r(xk, xr)B(k,r)
)) . (4.20)
Now consider a BPW-GRF graph G = (V,E) and a node r ∈ V . Similar to the dynamic
range method in Section 4.2.1, we first construct the truncated SAW tree T˜tr with leaf set
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L˜tr = L˜
e+c+b
tr with respect to node r. Then, the box propagation algorithm (4.19) is applied
to T˜tr with L̂
e and L̂c replaced by L˜etr and L˜
c+b
tr , respectively, to determine the bounding box
Br at its root node, which is given by (4.20). Note that for binary random variables, we have
Ii = {(1, 1)}, i ∈ L˜etr, and Pi = {(1, 0), (0, 1)}, i ∈ L˜c+btr . Finally, the true marginal Pr(0) at
node r in G is bounded10 by
LBXP ≤ Pr(0) ≤ UBXP , (4.21)
where
LBXP = min
ψ∈Br
ψ(0) and UBXP = max
ψ∈Br
ψ(0) (4.22)
are lower and upper bounds of the box propagation method on the truncated SAW tree
T˜tr [60]. Besides, it was shown that the belief b
n
r (0) at node r of the SPA with arbitrary
initialization on G is also bounded by the marginal bounds in (4.21), i.e.,
LBXP ≤ bnr (0) ≤ UBXP , (4.23)
at any iteration n ≥ |V | (Corollary 16, [60]).
Example 4.2 : Consider a tree in Example 4.1 (see Fig. 4.4), which is a truncated SAW
tree T˜tr with respect to node 4 of some BPW-GRF graph G = (V,E). Recall that the leaf
subsets of T˜tr are L˜
b
tr = {1, 3}, L˜etr = {5}, and L˜ctr = ∅, and the potentials are given in
(4.11). In addition, the true marginal at node 4 is P4(0) = P4(1) = 1/2. Applying the box
propagation algorithm in (4.19) and (4.20)) to T˜tr, we have:
– At the leaves: B(1,2) = P1 = {(1, 0), (0, 1)}, B(3,2) = P3 = {(1, 0), (0, 1)}, and B(5,4) =
I5 = {(1, 1)}.
– Iteration: B(2,4) = B2((1/9, 1/9), (4/9, 4/9)).
– At root node: B4 = B4((2/5, 2/5), (3/5, 3/5)).
10In [60], the results in (4.21) and (4.23) were proved with respect to the bounds on SAW trees. On
truncated SAW trees, the bounds in (4.22) are more relaxed and hence, these results must also hold.
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Then, from (4.22), the marginal bounds from the box propagation method on T˜tr are
LBXP = 2/5 and UBXP = 3/5. It is obvious that LBXP ≤ P4(0) ≤ UBXP . Comparing
with the bounds LDR and UDR in Example 4.1 (from the dynamic range method), we also
observe that LBXP > LDR = 4/13 and UBXP < UDR = 9/13.
In [60], it was experimentally observed that the marginal bounds from the box propagation
method outperform the bounds from the dynamic range method [59] and many other existing
bounds. In this chapter, by exploiting the properties of BPW-GRFs, we are able to further
improve the results from the box propagation method. As a byproduct of this improvement,
we also prove, for the class of BPW-GRFs, the claim in [60] that the marginal bounds in
(4.22) (from the box propagation method) are better than the marginal bounds in (4.10)
(from the dynamic range method) on the same truncated SAW tree. First, we introduce in
the following section a notion of marginal function with respect to the external force on the
leaves of BPW-GRF trees.
4.3 Marginal Functions on Finite BPW-GRF Trees
Consider a finite BPW-GRF tree T (r) = (V (r), E(r)) with root node r and a potential
family Φ = {φi,j}. Let L(r) be the leaf set of T (r). In the remainder of this thesis, we use
the convention that
a
0
= ∞, max{a,∞} = ∞, and a.∞+ b
c.∞+ d =
a
c
for a, b, c, d > 0. Similar
to the notation in Chapter 3, we assume that there is a global ordering of the nodes in V (r)
and for an arbitrary subset of nodes Λ ⊆ V (r) such that each node i ∈ Λ is associated with
a value zi, we use zi∈Λ to denote the vector [zi : i ∈ Λ] with components in the increasing
order of the corresponding nodes in Λ. We also use xΛ to denote the projection of each
configuration x ∈ BV (r), where B = {0, 1} is the binary state space, onto the coordinates in
Λ. Note that xV (r) ≡ x.
Consider an external force θL(r) on the leaf set L(r) of T (r). From (4.1) and (4.2), the
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marginal at root node r in the presence of θL(r) is
Pr(sr|θL(r)) = η
 ∑
xV (r)∈BV (r): xr=sr
∏
{i,j}∈E(r)
φi,j(xi, xj)
∏
i∈L(r)
θi(xi)
 , sr ∈ B. (4.24)
For simplicity, because θi(0) + θi(1) = 1, i ∈ L(r), in the remainder of this chapter, we only
consider the external self-potential associated with state 0 and use θi to denote θi(0). Note
that θi ∈ [0, 1]. From (4.24), it is obvious that the marginals Pr(sr|θL(r)), sr ∈ B, can be
written as functions of θi∈L(r). In particular, let
Pr(0|θL(r)) = fT (r)(θi∈L(r)) and Pr(1|θL(r)) = 1− fT (r)(θi∈L(r)), (4.25)
where fT (r)(·) is the marginal function on T (r) obtained by replacing θi(0) = θi and θi(1) =
1− θi into (4.24).
The notion of marginal function can be extended to subtrees of T (r) as follows. Recall
from Section 4.1.2.A that for an arbitrary node i ∈ V (r), T (i) = (V (i), E(i)) is a subtree
of T (r) with root node i and leaf set L(i) ⊆ L(r). On the (sub)tree T (i), similar to (4.24),
we first determine the marginals Pi(xi|θL(i)), xi ∈ B, at root node i with respect to the
external force θL(i) and then, by replacing θj(0) = θj and θj(1) = 1 − θj , j ∈ L(i), into
these marginals, we obtain the corresponding marginal function fT (i)(θj∈L(i)) on T (i) such
that Pi(0|θL(i)) = fT (i)(θj∈L(i)) and Pi(1|θL(i)) = 1 − fT (i)(θj∈L(i)). In a special case where
i ∈ L(r), we have fT (i)(θj∈L(i)) = θi.
In comparison with the message functions in Chapter 3 (which are used for the convergence
analysis of the SPAs), notice that a message function fi,d(·) defined in (3.12) is a function of
the SPA messages coming from the descendants at exactly the same distance d from i in the
computation tree, whereas a marginal function fT (i)(·) defined in this chapter is a function of
the external force on the leaves of the tree T (i), which can be at different distance from i. On
the other hand, since the SPA returns the exact marginals on trees, the marginal functions
also share some properties with the message functions.
For simplicity, we use fT (i) to denote fT (i)(θj∈L(i)). In addition, with respect to some subset
63
Λ ⊆ V (r), we use fT (i∈Λ) to denote a vector of marginal functions [fT (i) : i ∈ Λ].
Property 4.1 Consider a truncated tree Ttr(i) with leaf set Ltr(i) of a (sub)tree T (i) (see
Section 4.1.2.A). The marginal function fT (i) can be decomposed as
fT (i) = fTtr(i)
(
fT (i′∈Ltr(i))
)
. (4.26)
In particular, when Ttr(i) in (4.26) is composed of node i and its children C(i) (i.e., T (i) is
truncated at the nodes in C(i)), using (4.24) and (4.25), we obtain the recursion for fT (i) as
fT (i) =
∏
i′∈C(i)M
0
i,i′(fT (i′))∏
i′∈C(i)M
0
i,i′(fT (i′)) +
∏
i′∈C(i)M
1
i,i′(fT (i′))
, (4.27)
where
Mxii,i′(fT (i′)) = φi,i′(xi, 0)fT (i′) + φi,i′(xi, 1)(1− fT (i′)), xi ∈ B. (4.28)
By making use of the recursion (4.27) and because all potentials in the BPW-GRF are
positive, one can easily verify that fT (i)(θj∈L(i)) is continuous on [0, 1]
L(i). On the other hand,
it is not hard to check from (4.28) that
min
xi′
φi,i′(1, xi′)
φi,i′(0, xi′)
≤ M
1
i,i′(fT (i′))
M0i,i′(fT (i′))
≤ max
xi′
φi,i′(1, xi′)
φi,i′(0, xi′)
for all 0 ≤ fT (i′) ≤ 1. (4.29)
Therefore, letting
αi =
1
1 +
∏
i′∈C(i)maxxi′
φi,i′(1, xi′)
φi,i′(0, xi′)
> 0 and βi =
1
1 +
∏
i′∈C(i)minxi′
φi,i′(1, xi′)
φi,i′(0, xi′)
< 1,
(4.30)
and combining with (4.27), we establish αi ≤ fT (i) ≤ βi and hence, the following property.
Property 4.2 The marginal function fT (i)(θj∈L(i)) is continuous on [0, 1]
L(i) and, if i 6∈ L(r),
is bounded by fT (i) ∈ [αi, βi] ⊂ (0, 1). If i ∈ L(r), fT (i) = θi ∈ [0, 1].
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4.3.1 Marginal Ratios
Motivated by the dynamic range method [59] (see Section 4.2.1), on a finite BPW-GRF tree
T (r) = (V (r), E(r)) with root node r, we define at each node i ∈ V (r) a marginal ratio
ρT (i) ,
fT (i)
1− fT (i) , where fT (i) is the marginal function on the corresponding subtree T (i).
Note that ρT (i) is also a function of θj∈L(i) and, because 0 ≤ fT (i) ≤ 1, it is well-defined on
[0, 1]L(i) due to the convention that 1/0 =∞.
Recall from (4.5) that the dynamic range measure of the marginal ratio is defined as the
variation of the ratio of the marginal ratio. On the class of BPW-GRFs, we can actually
find the exact bounds of the marginal ratio with respect to some domain of the external force
and, hence, improve the results from the dynamic range method. In particular, consider the
product domain DL(r) ,
∏
j∈L(r)Dj on the leaf set L(r) of the tree T (r) = (V (r), E(r)),
where Dj = [θj , θj] ⊆ [0, 1], j ∈ L(r), is a closed interval domain of the corresponding
external self-potential θj , i.e., θj ∈ Dj . Because the marginal function fT (r) is continuous
on the closed (product) domain DL(r), we define the bounds of the marginal ratio at node r
with respect to DL(r) as
ρ
T (r)
(DL(r)) , min
θL(r)∈DL(r)
ρT (r)(θL(r)) and ρT (r)(DL(r)) , max
θL(r)∈DL(r)
ρT (r)(θL(r)). (4.31)
For simplicity, we use ρ
T (r)
and ρT (r) to denote ρT (r)(DL(r)) and ρT (r)(DL(r)), respectively.
Replacing (4.27) and (4.28) to the definition of marginal ratio, we obtain the recursion
ρT (i) =
∏
i′∈C(i)
M0i,i′(fT (i′))
M1i,i′(fT (i′))
=
∏
i′∈C(i)
φi,i′(0, 0)ρT (i′) + φi,i′(0, 1)
φi,i′(1, 0)ρT (i′) + φi,i′(1, 1)
. (4.32)
As a result, the bounds of the marginal ratio ρ
T (r)
and ρT (r) at root node r with respect
to the product domain DL(r) =
∏
j∈L(r)[θj , θj] can be determined from an iterative ratio
algorithm along the tree T (r) as follows. For convenience, let
gi,j(u, v) = max
{
φi,j(0, 0)u+ φi,j(0, 1)
φi,j(1, 0)u+ φi,j(1, 1)
,
φi,j(0, 0)v + φi,j(0, 1)
φi,j(1, 0)v + φi,j(1, 1)
}
(4.33)
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and
g
i,j
(u, v) = min
{
φi,j(0, 0)u+ φi,j(0, 1)
φi,j(1, 0)u+ φi,j(1, 1)
,
φi,j(0, 0)v + φi,j(0, 1)
φi,j(1, 0)v + φi,j(1, 1)
}
. (4.34)
RATIO ALGORITHM
Initialization: At each leaf j ∈ L(r), let ρj =
θj
1− θj
and ρ
j
=
θj
1− θj
.
Iteration: For each node j ∈ V (r)\L(r), let
ρj =
∏
k∈C(j)
gj,k(ρk, ρk) and ρj =
∏
k∈C(j)
g
j,k
(ρ
k
, ρk). (4.35)
Termination: The ratio algorithm returns ρr and ρr at root node r.
On a tree T (r) = (V (r), E(r)), it is not hard to verify that the ratio algorithm above has
complexity O(|E(r)|).
Lemma 4.2 With respect to the product domain DL(r) =
∏
j∈L(r)[θj , θj ] of the external force
on the leaf set L(r), the marginal ratio bounds ρ
T (r)
and ρT (r) in (4.31) satisfy the following
properties:
(i) ρ
T (r)
= ρ
r
and ρT (r) = ρr, where ρr and ρr are returned from the ratio algorithm at
root node r.
(ii) There exist extreme points of the external force θ′j , θ
′′
j ∈ {θj , θj}, j ∈ L(r), such that
ρ
T (r)
= ρT (r)(θ
′
L(r)) and ρT (r) = ρT (r)(θ
′′
L(r)).
(iii) If D′L(r) is a smaller product domain, i.e., D
′
L(r) ⊆ DL(r), and letting ρ′T (r) and ρ′T (r)
be the marginal ratio bounds with respect to D′L(r), then ρT (r) ≤ ρ′T (r) ≤ ρ′T (r) ≤ ρT (r).
Proof: Properties (i) and (ii) can be easily verified by induction over the recursion (4.32).
Property (iii) follows immediately from the definition of marginal ratio bounds in (4.31).

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On BPW-GRF trees, we can show that the marginal ratio bounds in (4.31) are closely
related to the dynamic range measure in [59]. In particular, recall from (4.6) that with
respect to two arbitrary external forces θΛ, θ
′
Λ on a leaf subset Λ ⊆ L(r), the dynamic range
measure of the marginal ratio (4.5) is upper bounded by d
(
Pr(·|θΛ)
Pr(·|θ′Λ)
)
≤ δr, where δr is a
constant determined from the dynamic range method (via the recursion (4.7)). By defining
an appropriate product domain on L(r) and making use of the corresponding marginal ratio
bounds, we can further improve the upper bound of the dynamic range measure as follows.
Corollary 4.1 Consider a BPW-GRF tree T (r) with root node r and leaf set L(r). With
respect to a leaf subset Λ ⊆ L(r), let DL(r) be a product domain defined by
Dj =
 [0, 1], j ∈ Λ{1/2}, j ∈ L(r)\Λ . (4.36)
Then, the dynamic range measure (4.5) with two arbitrary external forces θΛ, θ
′
Λ on Λ is
upper bounded by
d
(
Pr(·|θΛ)
Pr(·|θ′Λ)
)
≤
√
ρT (r)
ρ
T (i)
≤ δr, (4.37)
where ρT (i), ρT (i) are the marginal ratio bounds defined in (4.31) with respect to DL(r) and
δr is a constant from the dynamic range method.
Proof: First, we extend the external forces θΛ, θ
′
Λ on Λ to the leaf set L(r) by assigning the
external self-potentials θj = θ
′
j = 1/2 to each leaf j ∈ L(r)\Λ. Together with the external
self-potentials θj and θ
′
j , j ∈ Λ, these create the corresponding extended external forces
θL(r), θ
′
L(r) on L(r). Note that θL(i), θ
′
L(i) ∈ DL(i). Following the remark in (4.3), we have
Pr(·|θΛ) = Pr(·|θL(r)) and Pr(·|θ′Λ) = Pr(·|θ′L(r)). Therefore, the dynamic range measure in
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(4.5) at node r with respect to θΛ and θ
′
Λ can be bounded by
d
(
Pr(·|θΛ)
Pr(·|θ′Λ)
)
= d
(
Pr(·|θL(r))
Pr(·|θ′L(r))
)
(4.38)
=
√
max
xr,x′r∈B
Pr(xr|θL(r))
Pr(xr|θ′L(r))
/
Pr(x
′
r|θL(r))
Pr(x′r|θ′L(r))
(4.39)
= max
{√
Pr(0|θL(r))
Pr(1|θL(r))/
Pr(0|θ′L(r))
Pr(1|θ′L(r))
,
√
Pr(0|θ′L(r))
Pr(1|θ′L(r))
/
Pr(0|θL(r))
Pr(1|θL(r))
}
(4.40)
≤
√
ρT (r)
ρ
T (r)
, (4.41)
where (4.39) follows from definition (4.5) and (4.41) is obtained by applying definition (4.31)
of marginal ratio bounds to (4.40) (note that θL(r), θ
′
L(r) ∈ DL(r)).
We now use property (ii) in Lemma 4.2 to prove that
√
ρT (i)
ρ
T (i)
≤ δi. In particular, we
consider the external forces θ1L(r) and θ
2
L(r) that are extreme points of DL(r) such that
ρT (r)(θ
1
L(r)) = ρT (r) and ρT (r)(θ
2
L(r)) = ρT (i). With respect to these specific external forces,
because the equality in (4.41) is achieved, we have d
(
Pr(·|θ1L(r))
Pr(·|θ2L(r))
)
=
√
ρT (r)
ρ
T (r)
. On the other
hand, we know from (4.6) that d
(
Pr(·|θΛ)
Pr(·|θ′Λ)
)
≤ δr for all θΛ, θ′Λ. Combining with (4.38), we
also have d
(
Pr(·|θ1L(r))
Pr(·|θ2L(r))
)
≤ δr. Therefore, it is obvious that
√
ρT (r)
ρ
T (r)
≤ δr, which completes
the proof.

4.3.2 Marginal Ranges
Consider a finite BPW-GRF tree T (r) = (V (r), E(r)) with root node r and leaf set L(r).
Recall from (4.25) that fT (r) is the marginal function on T (r) with respect to the external
force on L(r). In order to characterize the behavior of fT (r) over some product domain of
the external force, instead of using the marginal ratio as in Section 4.3.1, we can directly
consider the possible range of the marginal function. More specifically, with respect to the
product domain DL(r)
∏
j∈L(r)Dj, where Dj = [θj , θj] ⊆ [0, 1], j ∈ L(r), we define the bounds
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of the marginal function as
f
T (r)
(DL(r)) , min
θL(r)∈DL(r)
fT (r)(θL(r)) and fT (r)(DL(r)) , max
θL(r)∈DL(r)
fT (r)(θL(r)). (4.42)
(Note that fT (r) is continuous on the closed product domain DL(r), and hence (4.42) is
well-defined.) For simplicity, we use f
T (r)
and fT (r) to denote fT (r)(DL(r)) and ρf (DL(r)).
In order to calculate the marginal bounds (4.42), notice that the recursion (4.27) can be
written as
fT (i) =
1
1 +
∏
i′∈C(i)
φi,i′(1, 0)fT (i′) + φi,i′(1, 1)(1− fT (i′))
φi,i′(0, 0)fT (i′) + φi,i′(0, 1)(1− fT (i′))
. (4.43)
From (4.43), we propose an iterative range algorithm along the tree T (r) to determine the
bounds of the marginal function f
T (r)
and fT (r) at root node r with respect to the product
domain DL(r) =
∏
j∈L(r)[θj, θj] as follows. For convenience, let
hi,j(u, v) = max
{
φi,j(1, 0)u+ φi,j(1, 1)(1− u)
φi,j(0, 0)u+ φi,j(0, 1)(1− u) ,
φi,j(1, 0)v + φi,j(1, 1)(1− v)
φi,j(0, 0)v + φi,j(0, 1)(1− v)
}
(4.44)
and
hi,j(u, v) = min
{
φi,j(1, 0)u+ φi,j(1, 1)(1− u)
φi,j(0, 0)u+ φi,j(0, 1)(1− u) ,
φi,j(1, 0)v + φi,j(1, 1)(1− v)
φi,j(0, 0)v + φi,j(0, 1)(1− v)
}
. (4.45)
RANGE ALGORITHM
Initialization: At each leaf j ∈ L(r), let f j = θj and f j = θj .
Iteration: For each node j ∈ V (r)\L(r), let
f
j
=
1
1 +
∏
k∈C(j) hj,k(fk, fk)
and f j =
1
1 +
∏
k∈C(j) hj,k(fk, fk)
. (4.46)
Termination: The range algorithm returns f r and f r at root node r.
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We observe that for the class of BPW-GRFs, although the marginal ratio bounds in
Section 4.3.1 and the marginal function bounds represent two different aspects of marginal
functions, they are indeed equivalent.11 More specifically, since the marginal ratio is defined
as ρT (i) =
fT (i)
1− fT (i) , it is not hard to verify from (4.31) and (4.42) that
ρ
T (i)
=
f
T (i)
1− f
T (i)
and ρT (i) =
fT (i)
1− fT (i)
, (4.47)
and, vice versa, that
f
T (i)
=
ρ
T (i)
1 + ρ
T (i)
and fT (i) =
ρT (i)
1 + ρT (i)
. (4.48)
Moreover, one can easily observe that the range algorithm is a dual of the ratio algorithm.
In particular, notice from (4.33), (4.34) and (4.44), (4.45) that hi,j(u, v) = g
−1
i,j
(
u
1− u,
v
1− v )
and hi,j(u, v) = g
−1
i,j (
u
1− u,
v
1− v ). Therefore, by replacing f j and f j of the range algorithm
at each node j by ρ
j
=
f
j
1− f
j
and ρj =
f j
1− f j
, the iteration of the range algorithm (4.46)
becomes ρ
j
=
1∏
k∈C(j) hj,k(lk, uk)
=
∏
k∈C(j) gj,k(ρk, ρk) and ρj =
1∏
k∈C(j) hj,k(lk, uk)
=∏
k∈C(j) gj,k(ρk, ρk), which is exactly the iteration equation (4.35) of the ratio algorithm.
The following results follow immediately from Lemma 4.2 due to the duality between the
range and the ratio algorithms.
Lemma 4.3 With respect to the product domain DL(r) =
∏
j∈L(r)[θj , θj ] of the external force
on the leaf set L(r), the bounds of the marginal function f
T (r)
and fT (r) in (4.42) satisfy the
following properties:
(i) f
T (r)
= f
r
and fT (r) = f r, where f r and f r are returned from the range algorithm at
root node r.
(ii) There exist extreme points of the external force θ′j , θ
′′
j ∈ {θj , θj}, j ∈ L(r), such that
11Note that in a more general case where some of the variables are non-binary, these bounds can lead
to different results; moreover, the corresponding algorithms (which are similar to the ratio and the range
algorithms) can also have different computational complexity. We will illustrate this observation in more
detail in Chapter 5 for the application of multiple fault diagnosis.
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f
T (r)
= fT (r)(θ
′
L(r)) and fT (r) = fT (r)(θ
′′
L(r)).
(iii) If D′L(r) is a smaller product domain, i.e., D
′
L(r) ⊆ DL(r), and letting f ′T (r) and f ′T (r)
be the marginal function bounds with respect to D′L(r), then fT (r) ≤ f ′T (r) ≤ f ′T (r) ≤ fT (r).
On BPW-GRF graphs, the range algorithm can also be seen as a simplified version of the
box propagation algorithm12 [60] with lower computational complexity. More specifically,
since fT (i) and 1 − fT (i) represent the probabilities associated with binary states, one only
needs to “propagate” the range of fT (i) (i.e., fT (i) and fT (i)) instead of the four corners of
the box containing (fT (i), 1− fT (i)). In this spirit, the following result can be easily proved.
Consider a BPW-GRF tree T (r) with root node r, leaf set L(r), and a leaf subset Λ ⊆ L(r).
Let Br be the box (4.20) at root node r by applying the box propagation algorithm in (4.19)
to T (r) with L̂e and L̂c replaced by L(r)\Λ and Λ, respectively. For the range algorithm,
let DL(r) be a product domain on L(r) defined by
Dj =
 [0, 1], j ∈ Λ,{1/2}, j ∈ L(r)\Λ. (4.49)
Then,
f
T (r)
= LBXP and fT (r) = UBXP , (4.50)
where f
T (r)
, fT (r) are obtained from the range algorithm on T (r) with respect to the product
domain DL(r) and LBXP , UBXP are given in (4.22) with respect to the box Br from the box
propagation algorithm.
In the next section, we will further improve the marginal bounds from the box propagation
method by applying the corresponding range algorithm to a smaller domain (on the same
tree). First, we need the following property of marginal range.
Property 4.3 On a tree T (r) = (V (r), E(r)) with root node r and leaf set L(r), consider two
product domains DL(r) and D
′
L(r) such that D
′
j ⊆ Dj, ∀j ∈ L(r). Let fT (r), fT (r) and f ′T (r),
12Note that box propagation algorithms can be applied to the more general Markov random fields which
are not necessarily binary or pairwise, see Section 4.2.2.
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f ′T (r) be the marginal function bounds (4.42) with respect to DL(r) and D
′
L(r), respectively.
Assume that all pairwise potentials in T (r) satisfy φk,l(0, 0)φk,l(1, 1) 6= φk,l(0, 1)φk,l(1, 0),
∀{k, l} ∈ E(r). Then, if there exists a leaf j∗ ∈ L(r) such that D′j∗ ⊂ Dj∗, the bounds are
strictly improved, i.e.,
f
T (r)
< f ′
T (r)
< f ′T (r) < fT (r). (4.51)
Proof: First, we show that by fixing the external self-potential at every other node in
L(r)\{j∗}, the marginal function fT (r) is a strictly monotonic function of θj∗ . We prove this
monotonicity by induction over the distance from r to j∗, which is denoted by d(r, j∗).
When d(r, j∗) = 0 (i.e., r ≡ j∗), the proof is trivial because fT (r) = θj∗ . Assuming that
Property 4.3 holds for d(r, j∗) = n ≥ 0, we prove that it also holds for d(r, j∗) = n + 1. Let
(i0 ≡ r, i1, ..., in+1 ≡ j∗) be the unique path on T (r) from r to j∗. It is obvious that i1 is a
child of r; moreover, j∗ must belong to the leaf set L(i1) of the subtree T (i1), and hence fT (i1)
is a function of θj∗ . For every other child i
′ ∈ C(r)\{i1}, because the external self-potentials
on the leaf set L(i′) of the subtree T (i′) are fixed, the corresponding marginal function fT (i′)
must remain constant. Letting A =
∏
i′∈C(r)\{i1}
M0r,i′(fT (i′)), B =
∏
i′∈C(r)\{i1}
M1r,i′(fT (i′)),
where M0r,i′(fT (i′)), M
0
r,i′(fT (i′)) are given in (4.28), and combining with the recursion (4.27),
we have
fT (r) =
A[φr,i1(0, 0)fT (i1) + φr,i1(0, 1)(1− fT (i1))]
A[φr,i1(0, 0)fT (i1) + φr,i1(0, 1)(1− fT (i1))] + B[φr,i1(1, 0)fT (i1) + φr,i1(1, 1)(1− fT (i1))]
.
(4.52)
Now consider another value θ′j∗ of the external self-potential at leaf j
∗ and let f ′T (i1), f
′
T (r)
be the corresponding values of the marginal functions on T (i1) and T (r), respectively. From
(4.52), it is not hard to verify that
fT (r) − f ′T (r) ∝ [φr,i1(0, 0)φr,i1(1, 1)− φr,i1(0, 1)φr,i1(1, 0)](fT (i1) − f ′T (i1)). (4.53)
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On the other hand, notice that the subtree T (i1) has d(i1, j
∗) = n and hence, due to the
induction hypothesis, fT (i1) is a monotonic function of θj∗ . Combining with (4.53), it is
obvious that fT (r) is also a monotonic function of θj∗ .
The proof of (4.51) follows immediately from the monotonicity of fT (r) with respect to θj∗ .

4.4 Marginal Analysis on Binary Pairwise Gibbs Random Fields
We now apply the ratio and the range algorithms in the previous section (which were de-
veloped on BPW-GRF trees) to the marginal analysis on more general BPW-GRF graphs
(possibly with cycles). Due to the equivalence between the box propagation algorithm [60]
and the range algorithm (on BPW-GRFs), we first express the results from the box propa-
gation method on BPW-GRF graphs in terms of the range algorithm as follows.
Lemma 4.4 Consider a BPW-GRF graph G = (V,E) and a node r ∈ V . Let T˜tr with leaf
set L˜tr = L˜
e+c+b
tr be a truncated SAW tree of G with respect to node r (see Section 4.1.2.C).
Let DeLtr be a product domain defined by
Dj =
 [0, 1], j ∈ L˜
c+b
tr ,
{1/2}, j ∈ L˜etr.
(4.54)
Then, the true marginal Pr(0) and the belief b
n
r (0), n ≥ |V |, of the SPA with arbitrary
initialization at node r on G are bounded by
LBXP = f eTtr ≤ Pr(0), b
n
r (0) ≤ UBXP = f eTtr , (4.55)
where f eTtr , f eTtr are obtained from the range algorithm on T˜tr with respect to DeLtr .
Proof: Applying (4.50) to (4.21) and (4.23).

It has been experimentally observed that the marginal bounds from the box propagation
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method are very good and outperform many other existing bounds [60]. From (4.55), this
implies that one can use SPA beliefs as the solutions to the marginal problems with high
accuracy. Note that unlike marginal bounds (which have to be determined from the truncated
SAW trees), SPA beliefs can be easily calculated by applying SPAs to the original graphs
(see Section 2.2). In the following, by making use of the duality between the ratio and the
range algorithms, we prove that the box propagation bounds are indeed better than the
bounds from the dynamic range method [59].
Corollary 4.2 Consider a BPW-GRF graph G = (V,E) and a node r ∈ V . On the same
truncated SAW tree T˜tr of G with respect to r, we have
LDR ≤ LBXP and UDR ≥ UBXP , (4.56)
where LDR, UDR are the marginal bounds (4.10) from the dynamic range method and LBXP ,
UBXP are the marginal bounds (4.24) from the box propagation method, respectively.
Proof: From (4.10), we have
LDR =
bnr (0)
δ2r + (1− δ2r)bnr (0)
and UDR =
δ2rb
n
r (0)
1− (1− δ2r )bnr (0)
, (4.57)
where δr is the marginal coefficient of the truncated SAW tree T˜tr with respect to L˜
c+b
tr .
From Corollary 4.1, we have δ2r ≥
ρeTtr
ρeTtr
, where ρeTtr and ρeTtr are the bounds (4.31) of the
marginal ratio on T˜tr with respect to the product domain DeLtr defined in Lemma 4.4. On
the other hand, due to the duality (4.47) between the ratio and the range algorithms, we
have ρeTtr =
f eTtr
1− f eTtr
and ρeTtr =
f eTtr
1− f eTtr
. Therefore, we obtain
δ2r ≥
f eTtr − f eTtrf eTtr
f eTtr − f eTtrf eTtr
. (4.58)
In addition, from (4.55), we have f eTtr ≤ b
n
r (0) ≤ f eTtr . Then, combining with (4.57) and
(4.58), it is not hard to verify that LDR ≤ f eTtr = LBXP and UDR ≥ f eTtr = UBXP , which
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completes the proof.

We can further improve the marginal bounds from the box propagation method as follows.
Recall from Property 4.2 that for each node i ∈ V (r) in the tree T (r) = (V (r), E(r)), the
corresponding marginal function fT (i) on the subtree T (i) is bounded by fT (i) ∈ [αi, βi],
where αi, βi are given in (4.30). Similarly, for each node i ∈ V in the BPW-GRF graph
G = (V,E), we define
αi =
1
1 + maxj∈Ni
[∏
i′∈Ni\{j}
maxxi′
ψi,i′(1, xi′)
ψi,i′(0, xi′)
] > 0 and
βi =
1
1 + minj∈Ni
[∏
i′∈Ni\{j}
minxi′
ψi,i′(1, xi′)
ψi,i′(0, xi′)
] < 1, (4.59)
where Ni is the neighbor of node i. Note that on G = (V,E), one can easily determine αi
and βi for all i ∈ V with O(|E|) complexity.
Lemma 4.5 Consider a BPW-GRF graph G = (V,E) and a node r ∈ V . Let T˜tr with
leaf set L˜tr = L˜
e+c+b
tr be a corresponding truncated SAW tree of G (via the mapping Γ) with
respect to r. Let D∗eLtr be a product domain defined by
D∗j =

[αΓ(j), βΓ(j)], j ∈ L˜btr,
{θEAj }, j ∈ L˜ctr,
{1/2}, j ∈ L˜etr,
(4.60)
where αΓ(j), βΓ(j) are given in (4.59) and θ
EA
j is the marginal equivalence assignment in
(4.4). Then, the true marginal Pr(0) at node r in G is bounded by
LBXP ≤ f ∗eTtr ≤ Pr(0) ≤ f
∗
eTtr ≤ UBXP , (4.61)
where f ∗eTtr , f
∗
eTtr are obtained from the range algorithm on T˜tr with respect to D
∗
eLtr , and
LBXP , UBXP are the previous marginal bounds from Lemma 4.4 (or the box propagation
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method). Moreover, if all pairwise potentials in G = (V,E) satisfy φk,l(0, 0)φk,l(1, 1) 6=
φk,l(0, 1)φk,l(1, 0), ∀{k, l} ∈ E, the new bounds are strictly better than the previous bounds,
i.e.,
LBXP < f
∗
eTtr and f
∗
eTtr < UBXP . (4.62)
Proof: Recall from Lemma 4.1 that the marginal Pr(·) at node r in G can be de-
termined from the marginal P˜r(·) at root node r of the corresponding SAW tree T˜ by
Pr(0) = P˜r(0|θEAeLc ), where θEAeLc is the marginal equivalence assignment (4.4) of the external
force on the cycle-induced leaf set L˜c of T˜ . Also recall from Section 4.1.2.C that the leaf set
L˜ of T˜ is L˜c+e, where L˜e is the dead-end leaf set. We first extend the external force θEAeLc on
L˜c to L˜ by assigning the external self-potentials θEAk = 1/2 to each dead-end leaf k ∈ L˜e.
Together with the external self-potentials θEAk , k ∈ L˜c, these create the extended external
force θEAeL on L˜. Following (4.3), we have P˜r(0|θEAeLc ) = P˜r(0|θEAeL ), and hence
Pr(0) = P˜r(0|θEAeL ) = f eT (θEAk∈eL). (4.63)
Because the truncated SAW tree T˜tr with leaf set L˜tr = L˜
e+c+b
tr is a truncated tree of T˜ ,
we can use Property 4.1 and decompose f eT (θ
EA
k∈eL) as
f eT (θ
EA
k∈eL) = f eTtr
(
f eTtr(j∈eLtr)(θ
EA
k∈eL(j))
)
, (4.64)
where L˜(j) ⊆ L˜ is the leaf set of the subtree T˜ (j) rooted at j ∈ L˜tr on the SAW tree T˜ .
Now consider each leaf j ∈ L˜tr = L˜e+c+btr of the truncated SAW tree T˜tr. If j ∈ L˜etr, j is also
a (dead-end) leaf of the SAW tree T˜ , i.e., j ∈ L˜e, and hence, f eTtr(j)(θEAk∈eL(j)) = θEAj = 1/2.
Similarly, if j ∈ L˜ctr, j is also a (cycle-induced) leaf of the SAW tree T˜ , i.e., j ∈ L˜c, and
hence, f eTtr(j)(θ
EA
k∈eL(j)) = θ
EA
j , which is given in (4.4). If j ∈ L˜btr, j must have some children
in the SAW tree T˜ (note that T˜ is truncated at the border leaves in L˜btr); therefore, as a
result of Property 4.2 and the equivalence of the potentials Φ in T˜ and Ψ in G (refer to
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Section 4.1.2.C), we also have f eTtr(j)(θ
EA
k∈eL(j)) ∈ [αj , βj] ⊆ [αΓ(j), βΓ(j)], with αΓ(j), βΓ(j) given
in (4.59). Then, from (4.64), it is not hard to see that f eT (θ
EA
k∈eL) ∈ [f
∗
eTtr , f
∗
eTtr ], where f
∗
eTtr , f
∗
eTtr
are obtained from the range algorithm on T˜tr with respect to D
∗
eLtr defined in Lemma 4.5.
Combining with (4.63), we establish the bounds f ∗eTtr ≤ Pr(0) ≤ f
∗
eTtr in (4.61).
For the marginal bounds LBXP , UBXP with respect to the product domain DeLtr in
Lemma 4.4, because D∗eLtr ⊆ DeLtr , we also have LBXP ≤ f
∗
eTtr and f
∗
eTtr ≤ UBXP as a re-
sult of property (iii) in Lemma 4.3. The strict improvement (4.62) follows immediately from
Property 4.3, which completes the proof.

Note that unlike (4.55), the new bounds f ∗eTtr and f
∗
eTtr in (4.61) cannot be used to bound
the SPA beliefs bnr (0) because the domain assignment {θEAj }, where θEAj = 0 or θEAj = 1
(see (4.4)), on the cycle-induced leaf j ∈ L˜ctr in T˜tr does not necessarily contain the external
self-potential corresponding to the SPA message coming from j.
4.5 Simulation Results
In this section, we provide simulation results to verify the marginal analysis in Lemma 4.5
on different BPW-GRF graphs. In particular, with respect to an arbitrary node r ∈ V in
each graph G = (V,E), we use the method proposed in Section 4.1.2.C to construct the
corresponding truncated SAW tree T˜tr of a certain size. Then, following Lemma 4.5, we
apply the range algorithm (or equivalently, the ratio algorithm) and the box propagation
algorithm to T˜tr to determine the marginal bounds f
∗
eTtr , f
∗
eTtr and UBXP , LBXP , respectively.
To evaluate the tightness of the marginal bounds in (4.61), we define the marginal gaps
∆new = f
∗
eTtr−f ∗eTtr for the range algorithm and ∆
prev = UBXP−LBXP for the box propagation
algorithm.
For each graph G = (V,E), we use the model in (3.10) (which was also used for the
box propagation method in [60]) to assign different potential families Ψ = {ψi,j}. More
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specifically, each potential ψi,j(xi, xj), {i, j} ∈ E, is
ψi,j(xi, xj) =

exp[Ji,j + hi/Ni + hj/Nj], xi = 1, xj = 1,
exp[Ji,j − hi/Ni − hj/Nj], xi = 0, xj = 0,
exp[−Ji,j + hi/Ni − hj/Nj], xi = 1, xj = 0,
exp[−Ji,j − hi/Ni + hj/Nj], xi = 0, xj = 1,
(4.65)
where Ji,j, hi, hj are randomly generated i.i.d. normal random variables. We categorize the
potential family Ψ as strong if Ji,j, hi, hj ∼ N (0, 1) and as weak if Ji,j, hi, hj ∼ N (0, 0.01).
A. Marginal Bounds on 100× 100 Grid
In this experiment, we consider a 100×100 grid G = (V,E) and randomly generate 10, 000
weak and 10, 000 strong potential families as described in (4.65). The size of the truncated
SAW tree T˜tr with respect to an arbitrary node r ∈ V is limited to 10, 000 nodes.
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Figure 4.7: Marginal gaps ∆new and ∆prev on 100× 100 grid with weak potentials.
The corresponding marginal gaps with weak and strong potentials are given in Fig. 4.7
(with log-scale) and Fig. 4.8 (with linear-scale), respectively. The diagonal lines in both fig-
ures are the lines where ∆new = ∆prev. Among all potential families, we always observe that
∆new < ∆prev, which agrees with the strict improvement results in (4.62). (Note that for the
potential ψi,j , {i, j} ∈ E, in (4.65), the equality ψi,j(0, 0)ψi,j(1, 1) = ψi,j(0, 1)ψi,j(1, 0) holds
if and only if Ji,j = 0, which happens with probability 0.) In particular, we also observe from
Fig. 4.7 that for weak potentials, the marginal gaps of the new bounds significantly outper-
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Figure 4.8: Marginal gaps ∆new and ∆prev on 100× 100 grid with strong potentials.
form those from the box propagation method. In this case, the corresponding new marginal
bounds are very tight and can be used to accurately approximate the true marginals in G
(note that due to the size of the underlying grid, it is practically impossible to determine
the exact marginals in this experiment).
B. Marginal Bounds on Random Graphs
In this experiment, we randomly generate 100 BPW-GRF graphs G = (V,E) with |V | =
100 nodes by connecting each node to another node with probability Pconnect = 0.03 (we
discard the resulting graph if it is not a connected graph). For each BPW-GRF graph, we
randomly generate 100 weak potential families and 100 strong potential families as described
above. Then, we randomly choose a node r ∈ V and construct a truncated SAW tree T˜tr
with respect to r such that the size of T˜tr does not exceed 10, 000 nodes.
The corresponding marginal gaps with weak and strong potentials are given in Fig. 4.9
(with log-scale) and Fig. 4.10 (with linear-scale) for weak and strong potentials, respectively.
Similar to the previous experiment, we also observe that the new marginal bounds outper-
form the bounds from the box propagation method [60], especially on BPW-GRFs with weak
potentials where the new bounds are very tight.
79
10−15 10−10 10−5
10−16
10−14
10−12
10−10
10−8
10−6
10−4
10−2
∆prev
∆n
e
w
Figure 4.9: Marginal gaps ∆new and ∆prev on random graphs with weak potentials.
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Figure 4.10: Marginal gaps ∆new and ∆prev on random graphs with strong potentials.
4.6 Conclusions
In this chapter, we study the marginal problem on binary pairwise Gibbs random fields
(BPW-GRFs). Although it has been shown that for BPW-GRFs, exact marginals can be
obtained from the corresponding self-avoiding-walk (SAW) trees of the underlying BPW-
GRF graphs, the size of the SAW trees can be exponentially large [66]. As a result, we
consider in this chapter truncated SAW trees (of appropriate size) and develop corresponding
bounds of the true marginal using these trees.
Our analysis is based on the notion of marginal function, which is defined as the marginal
probability at the root of a certain tree with respect to an external force (i.e., a set of external
self-potentials) on its leaves. In general, to study a marginal function (of a binary random
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variable) with respect to some product domain of the corresponding external force, one can
use the range of the ratio between the marginals associated with the two binary states, or
the range of the marginal of a certain state. These two aspects of marginal functions result
in the so-called ratio and range algorithms in this chapter. Note that on BPW-GRF trees,
these algorithms are dual and hence return the same marginal bounds.
We show that the ratio and the range algorithms are closely related to existing methods
for marginal analysis. More specifically, we prove that the ratio algorithm provides a better
upper bound for the (dynamic range) measure used in the dynamic range method [59]. On
the other hand, the range algorithm can be seen as a lower-complexity version of the more
general box propagation algorithm [60]. Therefore, by making use of the duality between
the ratio and the range algorithms, we are able to mathematically prove for the class of
BPW-GRFs the claim in [60] that the box propagation method outperforms the dynamic
range method. Moreover, exploiting the equivalence property of the marginals on BPW-GRF
graphs and the corresponding SAW trees, we are able to further improve the results from the
box propagation method by restricting the marginal functions to smaller product domains.
We also provide simulation results to illustrate that this improvement can be significant,
especially on BPW-GRFs with weak potentials where the new bounds are very tight.
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CHAPTER 5
APPLICATIONS TO MULTIPLE FAULT DIAGNOSIS
Effective methodologies for diagnosing malfunctions and returning a system to correct op-
eration are crucial in a variety of applications, ranging from chemical processing [83], [84],
nuclear plants [85], [86], [87] and communication networks [88], [89] to power delivery sys-
tems [90], [91], medical diagnosis [3], [92], [93], and many others. In this chapter, we consider
multiple fault diagnosis (MFD) in systems where fault-prone components are connected to
alarms for diagnostic purposes (different subsets of alarms are connected to each compo-
nent). On these systems, the MFD task (to determine which components are faulty or not)
is usually formulated as the problem of finding the maximum a posteriori probability (MAP)
combination of components or the marginal distribution of each component, given the alarm
observations.
Finding exact solutions to these equivalent MFD problems is typically an NP-hard problem
[7], [9], [94]. The challenge is that different components may fail with different probabil-
ities and different connections (from components to alarms) may propagate the (faulty or
fault-free) conditions of the connected components with unequal likelihoods. To deal with
the computational difficulty of the diagnostic problem, numerous approximate methods us-
ing heuristic algorithms have been proposed. For the MAP problems, these include the
competition-based connectionist method [95], the Lagrangian relaxation and sub-gradient
optimization methods [96], the primal heuristic algorithms [97], genetic algorithms (see, for
example, [98] and references therein), and others. Our previous work studied the application
of max-product algorithms to fault diagnosis MAP problems [47].
In this chapter, we consider the application of sum-product algorithms (SPAs) to the
MFD problems. In particular, from the graphical model proposed in [47], we construct
an equivalent pairwise Markov random field (MRF) for each MFD system and study the
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performance of SPAs with respect to the corresponding marginal problem on the underlying
MRF graph. First, we consider a class of asymmetrical MFD systems where the alarms
are assumed to be reliable but the connections might be unreliable. On these asymmetrical
MFD systems, by exploiting the property that SPAs provide the exact marginals on trees and
the decoupling property of the reliable alarms, we are able to establish upper bounds on the
probability that SPAs return incorrect marginals (on graphs with cycles). Then, we consider
a more general class of MFD systems, with unreliable connections and unreliable alarms,
and extend the marginal analysis in Chapter 4 to obtain bounds for the true marginals (note
that unlike the BPW-GRFs in Chapter 4, the corresponding pairwise Gibbs random fields1 of
these MFD systems are not necessarily binary). We show via examples and simulations that
these bounds are very tight and significantly improve bounds obtained from the dynamic
range method [59] and the box propagation method [60]. Since SPA beliefs are also bounded
by these new marginal bounds, this guarantees the performance of the SPA with respect to
the marginal problem (for fault diagnosis purposes). In addition, we also argue that a simple
diagnosis scheme that utilizes SPA beliefs (as suboptimal solutions to the exact marginals)
allows MFD systems to correctly detect the actual faults with very high accuracy.
The organization of this chapter is as follows. In Section 5.1, we formulate the multiple
fault diagnosis (MFD) problem as the marginal problem on equivalent pairwise Markov
random fields (MRFs) of MFD systems. In Section 5.2, we consider a class of asymmetrical
MFD systems and develop bounds for the probability that SPAs (on the underlying MRF
graphs) return incorrect marginals. In Section 5.3, we obtain bounds for the true marginals
(which also guarantee the performance of SPAs with respect to the MFD problem) for a more
general class of MFD systems which correspond to pairwise Gibbs random fields. Simulation
results are included in Section 5.4 and conclusions are provided in Section 5.5.
1Recall from Section 2.1 that Gibbs random fields are Markov random fields with positive potentials.
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5.1 Problem Formulation
5.1.1 Multiple Fault Diagnosis Problems
Among several proposed formulations for the problem of fault diagnosis, graphical methods
(see, for example, [99], [100], [101]) have been among the most extensively studied ones. In
this chapter, we consider multiple fault diagnosis (MFD) systems that are composed of a
set of M components (or potential failure sources) X = {X1, X2, ..., XM} which connect to
a set of N alarms A = {A1, A2, ..., AN} such that each alarm gets triggered by the subset
of components connected to it. The fault diagnosis model2 of the overall system can be
represented by a bipartite diagnosis graph (BDG) [47], which is a directed Bayesian network
(refer to Fig. 5.1(a)), with upper nodes representing the components Xm ∈ X, lower nodes
representing the alarms An ∈ A, and a set of directed connections {(Xm, An)} ⊆ X × A
from a component Xm, m = 1, 2, ...,M , to an alarm An, n = 1, 2, ..., N .
Figure 5.1: (a) BDG of an MFD system and (b) the corresponding MFD graph.
LetNAn andNXm be the neighbors of alarmAn and componentXm in a BDG, respectively.
Because of the bipartite nature of BDGs, NAn only contains components, i.e., NAn ⊆ X,
and NXm only contains alarms, i.e., NXm ⊆ A. We denote the states of the components and
alarms via binary values in B = {0, 1} such that Xm = 1 if Xm is faulty (Xm = 0 if Xm is
fault-free) and An = 1 if An is “on” (or activated) (An = 0 if An is “off”). We follow the
convention that lowercase quantities such as x (a) denote the values of the combinations of
components (alarms). We also use xm and xΛ (an and aΛ′) to denote the projections of x
(a) onto component Xm (alarm An) and onto a subset of components Λ ⊆ X (a subset of
2In this chapter, we restrict our attention to temporal (or so-called zero-time) graphical models (in which
the interaction between components and alarms is taken to be instantaneous) and assume that the model
represents the corresponding “snapshot” of a system under consideration at any given time [14], [101].
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alarms Λ′ ⊆ A).
In an ideal case where all alarms and connections are perfectly reliable, an alarm activates
whenever any of the components it connects to is faulty, i.e., an = ORXm∈NAnxm [2]. In
a more general case, both connections and alarms can be unreliable. Specifically, each di-
rected connection (Xm, An) is represented by a binary channel with probabilities of successful
propagation 0 ≤ cm,n(xm) ≤ 1, xm ∈ B, from component Xm = xm to the connected alarm
An. This means that if we let x
′
m,n be the output of this binary channel then x
′
m,n = xm
with probability cm,n(xm) (and x
′
m,n 6= xm with probability 1 − cm,n(xm)), xm ∈ B. Let
a′n = ORXm∈NAnx
′
m,n be the result of the Boolean-OR operation at alarm An (based on the
binary values x′m,n, Xm ∈ NAn, seen at alarm An). Alarms are also unreliable and (similar
to unreliable connections) we assume that each unreliable alarm An is associated with a
binary channel with probabilities of successful observation 0 ≤ ln(a′n) ≤ 1, a′n ∈ B, from the
(correct) Boolean-OR result a′n to the observed alarm an [47].
We assume that each component Xm ∈ X is associated with a known prior P (Xm =
xm) = pm(xm), xm ∈ B such that pm(0) + pm(1) = 1. For simplicity, we use P (xm),
P (x, a), P (xm|a), ..., to denote P (Xm = xm), P (X = x,A = a), P (Xm = xm|A = a), ...,
respectively. Under the common assumption that a priori components, connections and
alarms fail independently, the probability distribution associated with the fault diagnosis
BDG is
P (x, a) =
∏
An∈A
P (an|xNAn )
∏
Xm∈X
pm(xm), x ∈ BX , a ∈ BA, (5.1)
where P (an|xNAn ) is the conditional probability of alarm An given its neighbors NAn.
Given an alarm observation A = a∗, the MFD problems can be formulated as (i) the
problem of finding the maximum a posteriori probability (MAP) combination of components
xMAP = argmax
x
P (x|a∗) = argmax
x
P (x, a)∑
x′ P (x
′, a∗)
, (5.2)
or (ii) the marginal problem to determine the marginal distribution of each component
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Xm ∈ X
P (sm|a∗) =
∑
x: xm=sm
P (x, a∗)∑
x P (x, a
∗)
, sm ∈ B. (5.3)
Example 5.1 : Consider the MFD system in Fig. 5.1(a). Assume that the parameters of
the connections and the alarms are cm,n(0) = cm,n(1) = 0.9 and ln(0) = ln(1) = 0.9,
1 ≤ m,n ≤ 3. In addition, assume that the priors of the components are pm(0) = 0.8
and pm(1) = 0.2, 1 ≤ m ≤ 3. Assume that components X1 and X3 are faulty and the
corresponding combination of components is x∗ = (1, 0, 1). Then, one can easily verify that
the most likely alarm observation is a∗ = (1, 0, 1). From a∗, the marginal for each com-
ponent can be determined using (5.3) as P (X1 = 1|a∗) = 0.5632, P (X2 = 1|a∗) = 0.1495,
and P (X3 = 1|a∗) = 0.2703. We observe that if the components are sequentially checked
following the order of their posterior marginal probabilities (conditioned on the alarm ob-
servation a∗) until reaching a fault-free component, the proposed scheme can detect actual
faults which, in this example, are X1 and X3. Meanwhile, from (5.2), the MAP solution
xMAP = (1, 0, 0) can result in a missed detection of the faulty component X3.
In the above example, we have observed that the proposed diagnosis scheme that utilizes
the posterior marginals at the components can correctly identify possible faults; this obser-
vation will also be illustrated via simulations in Section 5.4 (Experiment B). In addition,
marginal probabilities have also been used in other diagnosis schemes, such as WIN-DX
(Knowledge Industries, Inc.) or decision-theoretic focusing strategy (see [102] and references
therein for more detail). For this reason, we consider in this chapter the marginal problem
(5.3) for fault diagnosis purposes.
5.1.2 Equivalent Pairwise Markov Random Fields
Given an MFD system ofM components and N alarms as described in the previous section,
the equivalent pairwise Markov random field (MRF) can be constructed as follows. We first
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assign to each alarm An, n = 1, 2, ..., N , a random binary vector Yn ∈ SYn = BNAn , where
NAn is the subset of components that connect to alarm An, and let Y = {Y1, Y2, ..., YN}.
Then, we replace each directed connection (Xm, An) from component Xm to alarm An in the
original BDG by an undirected connection {Xm, Yn} between Xm and Yn. As a result, we
obtain an undirected graph G = (V,E), which is called the MFD graph, where V = X
⋃
Y
is a set ofM+N nodes corresponding to the component variables Xm ∈ X (which are called
component nodes) and the new variables Yn ∈ Y (which are called alarm nodes) and E is a
set of undirected connections {Xm, Yn} (see Fig. 5.1(b)). From the construction above, it is
obvious that NAn = NYn, we henceforth use NYn to replace NAn.
In order to describe the pairwise MRF associated with the MFD graph G = (V,E), we
need to specify the corresponding potential family Ψ. Note that in the previous chapters,
we have assumed that all potentials are pairwise. In this chapter, the potential family Ψ for
each MFD graph also contains the self-potentials associated with the component and alarm
nodes in V . For simplicity, let yn:m be the projection of the binary vector yn ∈ SYn (at each
alarm node Yn) on the coordinate corresponding to the component node Xm ∈ NYn, and let
yn:Π =
∏
Xm∈NYn
(1− yn:m). We use the convention that 00 = 1 and 0x = 0 if x > 0.
Given an alarm observation A = a∗, the potentials in Ψ are assigned as follows.
• For each component node Xm ∈ X, let
ψXm(xm) = pm(xm), xm ∈ B, (5.4)
where pm(0), pm(1) are the priors of component Xm.
• For each alarm node Yn ∈ Y , let
ψYn(yn) =
 [ln(0)]yn:Π [1− ln(1)]1−yn:Π , a∗n = 0[1− ln(0)]yn:Π [ln(1)]1−yn:Π , a∗n = 1
 yn ∈ SYn , (5.5)
where ln(0), ln(1) are the parameters of the binary channel associated with alarm An.
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• For each undirected edge {Xm, Yn} ∈ E, let
ψXm,Yn(xm, yn) =
 [cm,n(0)]1−xm[1− cm,n(1)]xm, ym:n = 0[1− cm,n(0)]1−xm [cm,n(1)]xm, ym:n = 1
xm ∈ B, yn ∈ SYn , (5.6)
where cm,n(0), cm,n(1) are the parameters of the binary channel associated with the connec-
tion between component Xm and alarm An.
Note that the self-potentials ψYn of alarm nodes Yn ∈ Y in (5.5) depend on the alarm
observation A = a∗. We also observe from (5.4)–(5.6) that if the alarms and the connections
are unreliable, i.e., 0 < ln(·) < 1 and 0 < cm,n(·) < 1 for all Yn ∈ Y and {Xm, Yn} ∈ E, and
if the prior of each component Xm ∈ X satisfies 0 < pm(·) < 1, all potentials are positive,
i.e.,
ψXm , ψYn, ψXm,Yn > 0, (5.7)
and hence, the pairwise MRF is a pairwise Gibbs random field (GRF). We will consider this
class of pairwise GRFs in more detail in Section 5.3.
For simplicity, we use ψm, ψn, and ψm,n to denote ψXm , ψYn, and ψXm,Yn, respectively.
In addition, let SX = BX and SY =
∏
Yn∈Y
SYn be the product state space of X and Y ,
respectively. Following (2.1) and (2.2), the pairwise MRF (i.e., the probability distribution)
on the MFD graph G and the marginal at node Xm are
P (x, y) = η
 ∏
Xm∈X
ψm(xm)
∏
Yn∈Y
ψn(yn)
∏
{Xm,Yn}∈E
ψm,n(xm, yn)
 , x ∈ SX , y ∈ SY , (5.8)
and
PXm(sm) =
∑
x∈SX : xm=sm, y∈SY
P (x, y), sm ∈ B, (5.9)
where ψm, ψn, and ψm,n are given in (5.4)–(5.6).
Because the self-potentials in (5.5) depend on the alarm observation A = a∗, the MRF
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(5.8) and the marginal (5.9) also depend on the alarm observation. More specifically, given
an alarm observation A = a∗, it is not hard to verify that the marginal at node Xm ∈ X
in the MFD graph G is exactly the marginal of the corresponding component Xm in the
original MFD system, i.e.,
PXm(sm) = P (sm|a∗), xm ∈ B, (5.10)
where P (sm|a∗) is given in (5.3) and PXm(sm) is given in (5.9). Therefore, marginal problems
on the equivalent pairwise MRFs also provide solutions to the original MFD problems. For
this reason, we apply sum-product algorithms (SPAs) (see Chapter 2) to the underlying
MFD graphs to obtain SPA beliefs at the component nodes, which then serve as (suboptimal)
solutions to the marginal problems. Note that because there is a self-potential ψi at each
(component and alarm) node i ∈ V , the SPA updates in (2.5) and (2.6) are now replaced by
mn(i,j)(sj) =η
∑
si
ψi,j(si, sj)ψi(si)
∏
k∈Ni\{j}
mn−1(k,i)(si)
 , sj ∈ Sj , (5.11)
and
bni (si) = η
(
ψi(si)
∏
k∈Ni
mn(k,i)(si)
)
, si ∈ Si. (5.12)
In the following sections, we study the performance of SPAs with respect to the marginal
problems on MFD graphs of different classes of MFD systems.
5.2 SPAs on Asymmetrical Systems
Recall from Section 5.1.1 that each connection (alarm) is modeled by a binary channel
with the corresponding parameters, i.e., probabilities of successful propagation (observation)
through that channel. In this section, we consider a class of asymmetrical3 MFD systems,
which have been the focus in much of the previous work on fault diagnosis (see, for example,
3These asymmetrical systems are also known as noisy OR-gate systems [103], [104].
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[3], [96] and references therein). In these systems, each alarm An ∈ A is associated with
the parameters ln(0) = ln(1) = 1 and each connection (Xm, An) is associated with the
parameters cm,n(0) = 1 and cm,n(1) ≤ 1. In other words, the alarms are reliable and the
fault-free state xm = 0 at each component Xm is always assumed to propagate successfully
to the connected alarm An (i.e., there is no “false alarm” in asymmetrical systems [96]).
Following steps similar to the analysis of max-product algorithms in [62], we establish in
this section upper bounds on the probability that SPAs return incorrect marginals (before
obtaining an alarm observation) on the MFD graphs of asymmetrical systems as follows. For
convenience, we call the MFD graphs of asymmetrical systems asymmetrical MFD graphs.
In addition, for each random variable Yn ∈ SYn = BNYn , let 0n (1n) denote the |NYn|-length
vector of all zeros (ones). First, we prove the following “decoupling” property.
Property 5.1 Consider an asymmetrical4 MFD graph G = (V,E) and assume that there
exists an alarm node Yn∗ associated with an “off” alarm (i.e., an∗ = 0 in the original MFD
system). Let G′ = (V ′, E ′) be a graph constructed from G by making |NYn∗ | copies of Yn∗,
which are denoted as {Yn∗(m) : Xm ∈ NYn∗}, and connecting each node Xm ∈ NYn∗ to the
corresponding copy Yn∗(m) (see Fig. 5.2). For each new edge {Xm, Yn∗(m)} and node Yn∗(m)
in G′, let
ψXm,Yn∗(m)(xm, yn∗(m)) = ψXm,Yn∗ (xm, yn∗(m)), xm ∈ B, yn∗(m) ∈ SYn , (5.13)
and
ψYn∗(m)(yn∗(m)) =
 1, yn∗(m) = 0n,0, otherwise, yn∗(m) ∈ SYn . (5.14)
Then, applying the SPA to G is the same (in terms of obtaining identical beliefs at the
component nodes) as applying the SPA to G′.
Proof: Replacing the parameters ln∗(0) = ln∗(1) = 1 of the reliable alarmAn∗ into (5.5) and
4In general, this property holds as long as the “off” alarm is reliable. For simplicity, we prove it for
asymmetrical systems where all alarms are assumed to be reliable.
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Figure 5.2: (a) Asymmetrical MFD graph in Fig. 5.1 with a1 = 0 and (b) an equivalent
graph by making copies of Y1.
because an∗ = 0, we obtain ψYn∗ (yn∗) = 0
1−yn∗:Π, yn∗ ∈ SYn∗ , where yn∗:Π =
∏
Xm∈NYn∗
(1 −
yn∗:m). With the convention that 0
0 = 1 and 0x = 0 for any x > 0, this implies
ψYn∗ (yn∗) =
 1, yn∗ = 0n,0, otherwise. (5.15)
Then, replacing the potentials ψXm,Yn∗ , ψYn∗ in G and ψXm,Yn∗(m) , ψYn∗(m) in G
′ into the
message update (5.11), it is not hard to show that mn(Yn∗ ,Xm)(·) = mn(Yn∗(m),Xm)(·) for each
Xm ∈ NYn∗ (note that Xm is the only neighbor of Yn∗(m) in G′). Besides, from the construc-
tion of G′, one can verify that the message mn(Yn,Xk)(·) at any other edge from a node Yn,
n 6= n∗, to its neighbor Xk ∈ NYn remains the same on both graphs. Hence, combining with
the belief update (5.12), we establish the equivalence of SPA beliefs on G and G′ at any
component node Xm ∈ X, which completes the proof.

Property 5.1 implies that if an alarm node in an asymmetrical MFD graph is associated
with an “off” alarm, we can construct an equivalent graph (with respect to the SPA applica-
tion) by decoupling all connections to that node. For convenience, we call alarm nodes that
are associated with “on” (“off”) alarms “on” (“off”) alarm nodes. Combining the decoupling
property above with the fact that SPAs provide exact solutions to the marginal problems
on tree-structure graphs (see Section 2.2), it is not hard to see that on asymmetrical MFD
graphs, SPAs return incorrect marginals only if there exists a cycle, which is called error-
prone (EP) cycle, that contains only “on” alarm nodes. We define the size of an EP cycle
to be the number of alarm nodes in that cycle.
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As a direct result of Property 5.1, the analysis of SPAs with respect to the marginal
problems on asymmetrical systems can be replaced by the analysis of (the existence of) EP
cycles in the corresponding MFD graphs. For this purpose, we use the notion of order of
alarm observation, which was initially proposed in [62].
Definition 5.1 An alarm observation a∗ is called an mth-order observation if on the asym-
metrical MFD graph, m is the least number of component nodes that connect to all “on”
alarm nodes, i.e., if there exists a set of m component nodes {Xi1, Xi2 , ..., Xim} ⊆ X such
that the set of all “on” alarm nodes satisfies
{Yn ∈ Y : a∗n = 1} ⊆
m⋃
k=1
NXik (5.16)
and (5.16) is not satisfied for any other set of component nodes of cardinality less than m.
The 0th-order observation is the alarm observation when all alarms are “off.”
The following result provides a sufficient condition for an alarm observation to be of a
certain order in the asymmetrical system.
Corollary 5.1 Consider an asymmetrical system and assume that there are exactly m faulty
components. Then, the resulting alarm observation is of order less than or equal to m.
Proof: Assume that the set of m faulty components is Xfaulty = {Xi1 , Xi2, ..., Xim}. Note
that in the asymmetrical system, there is no “false alarm,” i.e., for any “on” alarm An with
an = 1, there exists a component in Xfaulty which connects to An. Hence, on the asymmet-
rical MFD graph, it is obvious that {Yn ∈ Y : an = 1} ⊆
⋃m
k=1NXik . Therefore, the smallest
m˜ satisfying {Yn ∈ Y : an = 1} ⊆
⋃ em
k=1NXjk for some components Xj1 , Xj2, ..., Xj em ∈ X
must also satisfy m˜ ≤ m, which completes the proof.

On the other hand, the relationship between the size of (possible) EP cycles and the order
of the corresponding alarm observation can be characterized as follows.
Corollary 5.2 Consider an asymmetrical system. Given an mth-order alarm observation,
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if there exists an EP cycle in the corresponding asymmetrical MFD graph, then there exists
an EP cycle of size less than or equal to 2m.
Proof: See Appendix B.

From the interplay between the existence of EP cycles of a certain size and the order
of alarm observations, the performance of SPAs on asymmetrical systems can be stated as
follows.
Lemma 5.1 Given an asymmetrical system whose underlying MFD graph has cycle size5
greater than 2m for some m ≥ 1, the SPA always returns correct marginals if there are no
more than m faulty components.
Proof: From Corollary 5.1, when there are no more thanm faulty components, all possible
alarm observations are of order less than or equal to m. Then, as a result of Corollary 5.2
and with the assumption that the underlying MFD graph has cycle size greater than 2m,
it is not hard to verify that no EP cycle exists (otherwise, there exists an EP cycle of size
smaller than or equal to 2m, which contradicts the hypothesis that all possible cycles in the
MFD graph are of size greater than 2m). The proof is completed by applying the remark
after Property 5.1.

By making use of Lemma 5.1, one can easily obtain upper bounds on the probability
that SPAs return incorrect marginals in asymmetrical systems. For example, consider an
asymmetrical system ofM components, N alarms, and assume that the corresponding MFD
graph has cycles of size greater than 2m for some m ≥ 1. In addition, assume that each
component Xi, i = 1, 2, ...,M , fails with a small prior
6 probability pi(1) ≤ p≪ 1. Let Pe be
the probability that the SPA returns incorrect marginals. Applying Lemma 5.1, Pe can be
5Similar to the definition of the size of an EP cycle, we define the size of an arbitrary cycle in an MFD
graph as the number of alarm nodes (or component nodes) in that cycle.
6The assumption that component failure priors are small is reasonable in several fault diagnosis systems
(e.g., electronic systems [105]).
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upper bounded by
Pe ≤ 1−
m∑
k=0
(
M
k
)
pk(1− p)M−k ≈
(
M
m+ 1
)
pm+1. (5.17)
From (5.17), we observe that Pe decreases exponentially with the size of the smallest cycle
in the corresponding MFD graph of a given asymmetrical system.
5.3 Marginal Bounds on Systems with Unreliable Connections and
Alarms
By taking advantage of the decoupling property at reliable alarms, the analysis in the previ-
ous section uses the idea of “breaking” the cycles in the corresponding asymmetrical MFD
graphs to develop conditions under which SPAs provide correct solutions to the marginal
problems. In this section, we study the performance of SPAs for marginal problems on a
more general class of MFD systems where alarms and connections are unreliable. In partic-
ular, we consider self-avoiding-walk (SAW) trees of the MFD graphs and extend the analysis
in Chapter 4 to establish bounds for the true marginals and guarantee the performance of
SPAs. (Note that since the paths that end at the cycle-induced leaves on the SAW trees
correspond to cycles in the original graphs (refer to Section 4.1.2.C), we indeed incorporate
cycles in the analysis in this section.)
Consider an MFD system of M components X = {X1, X2, ..., XM} and N alarms A =
{A1, A2, ..., AN}. Assume that the alarms and the connections (between components and
alarms) are unreliable. In addition, assume that the priors pm(·),Xm ∈ X, of the components
satisfy 0 < pm(·) < 1. Following remark (5.7) in Section 5.1.2, the equivalent pairwise
Markov random field of this MFD system is a pairwise Gibbs random field associated with a
graph G = (V,E), where V = X
⋃
Y contains the component nodes Xm ∈ X (corresponding
to the components in X) and the alarm nodes Yn ∈ Y (corresponding to the alarms in A),
and a family Ψ of positive potentials given in (5.4)–(5.6). For convenience, we call the
corresponding graphs of pairwise Gibbs random fields GRF graphs.
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5.3.1 Marginal Ratios on GRF Trees
Following the analysis in Chapter 4 and since we are only interested in the marginals of the
components, we first consider a GRF tree T = (V,E) with a (component) root node Xr ∈ X.
Let L be the leaf set of T . For some leaf subset Λ ⊆ L, let θΛ be an arbitrary external force
and ΘΛ be the set of all possible external forces on Λ. In the presence of the external force
θΛ, let PXr(xr|θΛ), xr ∈ B, be the marginal at root node Xr in T .
Note that B = {0, 1} is the binary state space (of the components); therefore, in order to
characterize the behavior of the marginal PXr(·|θΛ) with respect to ΘΛ, recall from Chapter 4
that one can use the marginal ratio or the marginal range methods. Between these two
methods, we will later show that the former one is more suitable for the equivalent GRFs of
MFD systems. For this reason, we define the marginal ratio as
ρT (θΛ) =
PXr(1|θΛ)
PXr(0|θΛ)
. (5.18)
Since all potentials in the GRF tree T are positive, it is not hard to verify that ρT (θΛ)
is a continuous function. In addition, because each external self-potential θi, i ∈ Λ, is
a probability distribution (see Section 4.1.1), the set of all possible external forces ΘΛ is
obviously a closed domain. Therefore, with respect to ΘΛ, we define
ρ
T
(Λ) = min
θΛ∈ΘΛ
ρT (θΛ) and ρT (Λ) = max
θΛ∈ΘΛ
ρT (θΛ). (5.19)
Similar to the ratio algorithm in Section 4.3.1, the bounds of the marginal ratio ρ
T
(Λ)
and ρT (Λ) with respect to some leaf subset Λ ∈ L can be determined from an iterative ratio
algorithm along the tree T as follows. Due to the bipartite structure of T , it is obvious
that the parent P (Xm) and the children C(Xm) of each component node Xm ∈ X are alarm
nodes and, similarly, the parent P (Yn) and the children C(Yn) of each alarm node Yn ∈ Y
are component nodes. For simplicity, let
τm =
ψXm(1)
ψXm(0)
, Xm ∈ X, and τ¯n = ψYn(0n)
ψYn(1n)
− 1, Yn ∈ Y. (5.20)
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Initialization:
• For a component leaf Xm ∈ L, assume that Yn = P (Xm) is the parent of Xm.
– If Xm 6∈ Λ, let
MXm = m
X
m =
ψm,n(0, 1n) + ψm,n(1, 1n)τm
ψm,n(0, 0n) + ψm,n(1, 0n)τm
. (5.21)
– If Xm ∈ Λ, let
MXm = max{
ψm,n(0, 1n)
ψm,n(0, 0n)
,
ψm,n(1, 1n)
ψm,n(1, 0n)
} and
mXm = min{
ψm,n(0, 1n)
ψm,n(0, 0n)
,
ψm,n(1, 1n)
ψm,n(1, 0n)
}. (5.22)
• For an alarm leaf Yn ∈ L, assume that Xm = P (Yn) is the parent of Yn.
– If Yn 6∈ Λ, let
MYn = m
Y
n =
ψm,n(1, 0n)(τ¯n + 1) + ψm,n(1, 1n)
ψm,n(0, 0n)(τ¯n + 1) + ψm,n(0, 1n)
. (5.23)
– If Yn ∈ Λ, let
MYn = max{
ψm,n(1, 0n)
ψm,n(0, 0n)
,
ψm,n(1, 1n)
ψm,n(0, 1n)
} and
mYn = min{
ψm,n(1, 0n)
ψm,n(0, 0n)
,
ψm,n(1, 1n)
ψm,n(0, 1n)
}. (5.24)
Iteration:
• For a component node Xm ∈ V \L, assume that Yn = P (Xm) is the parent of Xm. Let
MXm = max{
ψm,n(0, 1n) + ψm,n(1, 1n)τmCm
ψm,n(0, 0n) + ψm,n(1, 0n)τmCm
,
ψm,n(0, 1n) + ψm,n(1, 1n)τmcm
ψm,n(0, 0n) + ψm,n(1, 0n)τmcm
} (5.25)
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and
mXm = min{
ψm,n(0, 1n) + ψm,n(1, 1n)τmCm
ψm,n(0, 0n) + ψm,n(1, 0n)τmCm
,
ψm,n(0, 1n) + ψm,n(1, 1n)τmcm
ψm,n(0, 0n) + ψm,n(1, 0n)τmcm
}, (5.26)
where
Cm =
∏
Yk∈C(Xm)
MYk and cm =
∏
Yk∈C(Xm)
mYk . (5.27)
• For an alarm node Yn ∈ V \L, assume that Xm = P (Yn) is the parent of Yn. Let
MYn = max{
ψm,n(1, 0n)(τ¯nA
−1
n + 1) + ψm,n(1, 1n)
ψm,n(0, 0n)(τ¯nA−1n + 1) + ψm,n(0, 1n)
,
ψm,n(1, 0n)(τ¯na
−1
n + 1) + ψm,n(1, 1n)
ψm,n(0, 0n)(τ¯na−1n + 1) + ψm,n(0, 1n)
}
(5.28)
and
mYn = min{
ψm,n(1, 0n)(τ¯nA
−1
n + 1) + ψm,n(1, 1n)
ψm,n(0, 0n)(τ¯nA−1n + 1) + ψm,n(0, 1n)
,
ψm,n(1, 0n)(τ¯na
−1
n + 1) + ψm,n(1, 1n)
ψm,n(0, 0n)(τ¯na−1n + 1) + ψm,n(0, 1)
},
(5.29)
where
An =
∏
Xk∈C(Yn)
(1 +MXk ) and an =
∏
Xk∈C(Yn)
(1 +mXk ). (5.30)
Termination: The ratio algorithm returns Cr and cr in (5.27) at root node Xr.
On a tree T = (V,E), it is not hard to verify that the ratio algorithm above has complexity
O(|E|).
Lemma 5.2 With respect to a leaf subset Λ, the marginal ratio bounds ρ
T
(Λ) and ρT (Λ) in
(5.19) satisfy the following properties:
(i) ρT (Λ) = τrCr and ρT (Λ) = τrcr, where Cr and cr are returned from the ratio algorithm
described above for root node Xr and τr is given in (5.20).
97
(ii) There exist two external forces θ′Λ, θ
′′
Λ ∈ ΘΛ such that ρT (Λ) = ρT (θ′Λ) and ρT (Λ) =
ρT (θ
′′
Λ).
(iii) If Λ′ is another leaf subset of L such that Λ′ ⊆ Λ, then ρ
T
(Λ) ≤ ρ
T
(Λ′) ≤ ρT (Λ′) ≤
ρT (Λ).
Proof: See Appendix C.

As a direct consequence of Lemma 5.2, the marginal ratio bounds ρT (Λ) and ρT (Λ) in
(5.19) can be used to improve the bounds from the dynamic range method [59] on a GRF
tree T . More specifically, following steps similar to the proof of Corollary 4.1, it is not
difficult to prove the following result, whose proof is therefore omitted.
Corollary 5.3 Consider a GRF tree T with (component) root node Xr and leaf set L. With
respect to a leaf subset Λ ⊆ L, the dynamic range measure (4.5) with two arbitrary external
forces θΛ, θ
′
Λ on Λ is upper bounded by
d
(
PXr(·|θΛ)
PXr(·|θ′Λ)
)
≤
√
ρT (Λ)
ρ
T
(Λ)
≤ δXr , (5.31)
where ρT (Λ) and ρT (Λ) are the marginal ratio bounds defined in (5.19) with respect to Λ and
δXr is a constant from the dynamic range method (see Section 4.2.1).
5.3.2 Marginal Bounds on Arbitrary GRF Graphs
In this section, we develop the marginal analysis for MFD systems (with unreliable con-
nections and alarms) whose underlying GRF graphs may contain cycle(s). In particular,
we establish bounds for the true marginals, which also guarantee the performance of SPAs,
from the original GRF graphs by applying the ratio algorithm in the previous section to the
corresponding self-avoiding-walk (SAW) trees.
Note that unlike BPW-GRFs in Chapter 4, the state spaces associated with the alarm
nodes in GRF graphs (of MFD systems) are not necessarily binary; therefore, even if the
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corresponding SAW trees of GRF graphs are available, one cannot find the exact marginals
from these SAW trees as in Lemma 4.1. On the other hand, although the dynamic range
method [59] was also developed on SAW trees (see the review in Section 4.2.1), as we
strengthen the upper bound of the dynamic range measure in (5.31), the analysis in [59]
cannot be directly applied to the SAW trees of GRF graphs (of MFD systems). We establish
the following result on GRF graphs using the telegraphing technique in [67].
Lemma 5.3 Consider a GRF graph G = (V,E) (of an MFD system) and a component
node Xm. With respect to Xm, let T˜ be the corresponding SAW tree of G with leaf set
L˜ = L˜c+e, where L˜c and L˜e are the sets of cycle-induced and dead-end leaves, respectively
(see Section 4.1.2.C). Then,
ρeT (L˜
c) ≤ PXm(1)
PXm(0)
≤ ρeT (L˜c), (5.32)
where PXm(·) is the true marginal on G and ρeT (L˜c), ρeT (L˜c) are the marginal ratio bounds
(5.19) on T˜ with respect to the cycle-induced set L˜c.
Proof: See Appendix D.

Regarding the application of SPAs to GRF graphs (of MFD systems), we can prove that
SPA beliefs are also bounded by the marginal bounds in Lemma 5.3.
Lemma 5.4 Let bnXm(xm), xm ∈ B, be the belief at the n-th iteration of the SPA with
arbitrary initialization on a GRF graph G = (V,E). Then,
ρeT (L˜
c) ≤ b
n
Xm(1)
bnXm(0)
≤ ρeT (L˜c) (5.33)
at any iteration n ≥ |V |, where ρeT (L˜c) and ρeT (L˜c) are given in (5.32).
Proof: Recall from Section 2.3 that the SPA beliefs at node Xm on a graph G = (V,E)
and on the corresponding computation tree T (Xm) = (V (Xm), E(Xm)) rooted at Xm are
identical [9]. In particular, for an arbitrary initialization of the SPA on G, there exists a
corresponding initialization of the SPA on T (Xm) such that
bnXm(·) = b
n
Xm(·), (5.34)
where b
n
Xm(·) is the SPA belief at Xm at the n-th iteration on T (Xm).
Consider the SAW tree T˜ = (V˜ , E˜) of the original graph G = (V,E) with respect to Xm.
Let P˜Xm(·) denote the marginal probability at Xm on T˜ . Recall from Section 4.1.2.C that the
height of T˜ is upper bounded by |V |. In addition, T˜ is a truncated tree of the computation
tree T (Xm) that terminates at the cycle-induced nodes in L˜
c. Therefore, at an iteration
n ≥ |V |, it is not hard to verify that there exists an external force θeLc on L˜c (in T˜ ) such that
b
n
Xm(·) = P˜Xm(·|θLeLc ). (5.35)
Combining (5.34) and (5.35), we obtain
bnXm(1)
bnXm(1)
=
P˜Xm(1|θLeLc )
P˜Xm(0|θLeLc )
. On the other hand, from
definition (5.19) of the marginal ratio bounds ρeT (L˜
c) and ρeT (L˜
c) on T˜ with respect to the
cycle-induced leaf set L˜c, we also have ρeT (L˜
c) ≤ P˜Xm(1|θLeLc )
P˜Xm(0|θLeLc )
≤ ρeT (L˜c), and hence (5.33)
follows immediately.

Since PXm(0) + PXm(1) = 1 and b
n
Xm(0) + b
n
Xm(1) = 1, the bounds of the true marginal
and the SPA belief at Xm can be determined from (5.32) and (5.33) as
1
1 + ρeT (L˜
c)
≤ PXm(0) ≤
1
1 + ρeT (L˜
c)
and
1
1 + ρeT (L˜
c)
≤ bnXm(0) ≤
1
1 + ρeT (L˜
c)
. (5.36)
For convenience, let LMFD = 1/(1 + ρeT (L˜
c)) and UMFD = 1/(1 + ρ eT (L˜
c)) be the new lower
and upper bounds (for MFD systems) in (5.36). It is obvious that if these bounds are tight,
i.e., LMFD ≈ UMFD, one can use SPA beliefs to accurately approximate the true marginals
for fault diagnosis purposes.
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Marginal Bounds on Truncated SAW Trees
As we have argued in Section 4.1.2.C, the size of the SAW trees can be exponentially large
(with respect to the size of the original GRF graphs); therefore, one may need to obtain
bounds on the truncated7 SAW trees. Consider a truncated SAW tree T˜tr = (V˜tr, E˜tr) of
a GRF graph G = (V,E) with respect to a component node Xm. Let L˜tr = L˜
e+c+b
tr be a
leaf set of T˜tr, where L˜
e
tr, L˜
c
tr, and L˜
b
tr are the dead-end, cycle-induced, and border leaf sets,
respectively. On T˜tr, let ρeTtr(L˜
c+b
tr ) and ρeTtr(L˜
c+b
tr ) be the marginal ratio bounds (5.19) with
respect to L˜c+btr (which can be easily determined by the ratio algorithm in Section 5.3.1).
By making use of property (ii) in Lemma 5.2 and because T˜tr is a truncated tree of the
SAW tree T˜ , it is not hard to verify that ρeTtr(L˜
c+b
tr ) ≥ ρeT (L˜c) and ρeTtr(L˜
c+b
tr ) ≤ ρeT (L˜c).
Therefore, the results in Lemmas 5.3 and 5.4 and the bounds in (5.36) also hold by replacing
the marginal ratio bounds ρeTtr(L˜
c+b
tr ) and ρeTtr(L˜
c+b
tr ) (of the SAW tree T˜ ) with ρeTtr(L˜
c+b
tr ) and
ρeTtr(L˜
c+b
tr ) (of the truncated SAW trees).
Comparison with Dynamic Range Method
It was shown that marginal bounds from the dynamic range method are relatively tight
only on pairwise GRFs with “weak” potentials [59]. For the MFD problem, from Sec-
tion 5.1.2, this means that the parameters cm,n(0), cm,n(1) of the connection between com-
ponent Xm and alarm An must be close to 0.5, which is an unrealistic assumption for most
fault diagnosis systems. In this section, by making use of the results from Lemmas 5.3 and
5.4, we are able to mathematically prove that the proposed ratio method outperforms the
dynamic range method, even in MFD systems with more reliable connections and alarms
(note that this improvement has been experimentally observed in our previous work [106]).
In particular, combining (5.32) and (5.33) with (5.31) in Corollary 5.3, the dynamic range
7We need to emphasize that even if the SAW trees (of GRF graphs) are available, the exact marginals
cannot be determined from these trees as in the case of binary pairwise GRFs in Chapter 4.
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measure of the ratio
PXm(·)
bnXm(·)
in (4.8) can be upper bounded by
d
(
PXm(·)
bnXm(·)
)
=
√
max
xm,x′m∈B
PXm(xm)
PXm(xm)
/
bnXm(x
′
m)
bnXm(x
′
m)
= max
{√
PXm(1)
PXm(0)
/
bnXm(1)
bnXm(0)
,
√
bnXm(1)
bnXm(0)
/
PXm(1)
PXm(0)
}
≤
√√√√ρeT (L˜c)
ρeT (L˜
c)
≤ δXm , (5.37)
where δXm is a constant from the dynamic range method (on T˜ with respect to L˜
c, see the
recursion (4.7) in Section 4.2.1). For convenience, let
√
ρeT (L˜
c)/ρeT (L˜
c) = ∆Xm . Comparing
(5.37) and (4.8), we observe that the dynamic range bounds can be strengthened by replacing
δXm in (4.10) with ∆Xm .
On the other hand, note that the bounds UMFD and LMFD in (5.36) are determined
directly from the marginal ratio bounds ρ eT (L˜
c) and ρeT (L˜
c) (without using SPA beliefs).
Following the proof of Corollary 4.2 (Chapter 4), one can easily prove that these bounds are
even better than the bounds using ∆Xm in (4.10). In the next example, we only compare
the bounds using ∆Xm and δXm in (4.10). A comparison with the bounds UMFD and LMFD
in (5.36) will be provided in Section 5.4 (Experiment 1).
Example 5.1 (cont.): Consider the example in Section 5.1.1 (Fig. 5.1(a)). Take the alarm
observation to be (a1, a2, a3) = (0, 1, 0) so that the conditional marginal at nodeX1 can be ob-
tained (via exhaustive enumeration) as PX1(0) = 0.9792 and PX1(1) = 0.0208. If we apply the
ratio algorithm in Section 5.3.1 to the corresponding SAW tree with respect to node X1, we
obtain ∆X1 = 1.1377. To compare with the previous bounds from the dynamic range method,
we also apply the recursion in (4.7) and obtain δX1 = 5.7003. Then, we apply the SPA to the
GRF graph and replace the beliefs bnX1 at node X1 (after n ≥ 6 iterations) into (4.10) with
∆X1 for the ratio method and δX1 for the dynamic range method. As a result, we obtain the
bounds with ∆X1 as 0.9763 ≤ PX1(0) ≤ 0.9857 (and 0.0143 ≤ PX1(1) ≤ 0.0237), whereas the
previous bounds (with δX1) gave 0.6212 ≤ PX1(0) ≤ 0.9994 (and 0.0006 ≤ PX1(1) ≤ 0.3788),
respectively. We observe that the bounds with ∆X1 are very tight compared to the dynamic
range bounds.
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Comparison with Box Propagation Method
Recently, the box propagation method [60] provides good marginal bounds over many pre-
viously developed methods. Recall from the review in Section 4.2.2 that the box propagation
method obtains marginal bounds by propagating bounding boxes (of the true marginals) over
some appropriate trees from the original factor graphs. For fault diagnosis problems, the cor-
responding factor graphs of MFD systems can be constructed as follows. Consider a bipartite
diagnosis graph (BDG) (see Section 5.1.1) of M components X = {X1, X2, ..., XM} and N
alarms A = {A1, A2, ..., AN} with the probability distribution P (x, a) given in (5.1). Given
an alarm observation a∗, let ψAn(xNAn ) = P (a
∗
n|xNAn )
∏
Xm∈NAn
(pm(xm))
1/|NXm |, xNAn ∈
BNAn , for each An ∈ A. Then, one can easily verify that P (x|a∗) = η
(∏
An∈A
ψAn(xNAn )
)
,
x ∈ BX . As a result, the marginal of component Xm ∈ X in (5.3) is identical to the marginal
of variable node Xm in the MFD factor graph associated with the potentials {ψAn}. Note
that each alarm An ∈ A now becomes a potential node (corresponding to potential ψAn) in
the MFD factor graph (X,A,E) (for example, see Fig. 5.3).
Figure 5.3: (a) MFD system in Fig. 5.1(a) and (b) the corresponding MFD factor graph.
As described in Section 4.2.2, there are two box propagation algorithms. The first algo-
rithm operates on constituent-walk (CW) trees of the original factor graphs. Given an MFD
factor graph (X,A,E), the message update (4.14) from a potential node An to its parent
Xm = P (An) on the corresponding CW tree can be written as
B(An,Xm) = B
η
 ∑
xNAn\{Xm}
ψAn
∏
Xk∈NAn\{Xm}
B(Xk ,An)
 . (5.38)
It is not hard to see that the complexity of (5.38) is O ((22)|NAn |−1). Since the ratio algo-
rithm that we propose in this chapter has linear complexity (with respect to the size of the
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underlying trees, see Section 5.3.1), it is obvious that the first box propagation algorithm
has higher complexity than the ratio algorithm. On the other hand, we will demonstrate
via an example that on the same trees, the marginal bounds from the first box propagation
algorithm and the ratio algorithm are the same; however, since the latter algorithm can be
applied to SAW trees (as a result of Lemma 5.3) whereas the former only works on CW
trees (which are truncated trees of SAW trees), the proposed ratio algorithm obviously out-
performs the first box propagation algorithm. In addition, recall from Section 4.3.2 that the
range is a lower-complexity version of the box (of a binary random variable). Therefore, we
also observe that the ratio method is more suitable for the MFD problems than the range
method (note that these two methods represent two equivalent aspects of binary variables,
see Section 4.3.2).
The second box propagation algorithm operates on SAW trees (of MFD factor graphs)
with the relaxed update (from the update (5.38) of the first algorithm) given by
B(An,Xm) = B
η
 ∑
xNAn\{Xm}
B
ψAn ∏
Xk∈NAn\{Xm}
B(Xk ,An)
 . (5.39)
Therefore, due to the equivalence of the bounds from the first8 box propagation algorithm
and the ratio algorithm (on the same tree), it is obvious that the ratio algorithm outperforms
the second box propagation algorithm on the same SAW trees. Moreover, it is not difficult
to see that the complexity of (5.39) is O
(
22
|NAn |−1
)
, which is higher than the complexity
of (5.38). Hence, the second box propagation algorithm is more computationally expensive
than the ratio algorithm (with linear complexity).
Example 5.2 : In this example, we consider a part of the (CW or SAW) trees in the box
propagation method that is composed of an alarm (potential node) A1 and three components
(variable nodes) X1, X2, and X3 such that X1 = P (Y1) and C(Y1) = {X2, X3} (see Fig. 5.4).
Assume that the parameters of the connections and the alarm are cm,1(0) = cm,1(1) = 0.9,
1 ≤ m ≤ 3, and l1(0) = l1(1) = 0.9. In addition, assume that the priors of the components
8We need to emphasize that the first box propagation algorithm in [60] does not operate on SAW trees.
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are pm(0) = 0.8 and pm(1) = 0.2, 1 ≤ m ≤ 3, and the alarm observation is a1 = 1.
Figure 5.4: Example for comparison with box propagation method.
For comparison purposes, we apply different boxes BX2 and BX3 at X2 and X3, and
determine the corresponding marginal bounds (4.22) at X1 using the update (5.38) for the
first box propagation algorithm and (5.39) for the second box propagation algorithm. We also
apply the ratio algorithm in Section 5.3.1 to the equivalent GRF of the tree in Fig. 5.4 and
obtain the corresponding marginal bounds atX1. For instance, with BX3((0.1, 0.1), (0.9, 0.9))
and BX3((0.1, 0.1), (0.9, 0.9)), the marginal bounds at X1 are 0.6218 ≤ PX1(0) ≤ 0.7852,
0.6053 ≤ PX1(0) ≤ 0.7882, and 0.6218 ≤ PX1(0) ≤ 0.7852 for the first box propagation
algorithm, the second box propagation algorithm, and the ratio algorithm, respectively.
From several simulations that we have performed on the example in Fig. 5.4 (which is a
building block in any CW or SAW trees of MFD systems), we observe that the first box
propagation algorithm and the ratio algorithm return the same marginal bounds, which are
better than those from the second box propagation algorithm (note that the ratio algorithm
has the lowest computational complexity).
5.4 Simulation Results
Experiment 1: In this experiment, we evaluate the marginal analysis in Lemma 5.3 and
Lemma 5.4 on MFD systems (using the proposed ratio method) and compare9 with results
from the existing dynamic range method [59].
9Since both box propagation algorithms [60] with the updates in (5.38) and (5.39) have exponential
complexity (with respect to the number of the connections per each alarm), we do not compare the proposed
ratio method with the box propagation method in this experiment.
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First, we randomly construct 10 different MFD systems with10 M = 8 components and
N = 8 alarms by connecting each component with an alarm with probability 0.2 (we discard
the resulting system if the underlying MFD graph is not connected). For each system, we
randomly assign 10 sets of parameters (see Section 5.1.1) as follows. For each connection
between component Xm and alarm An, the parameters cm,n(0) and cm,n(1) are uniformly
distributed in [0.8, 0.9]. Similarly, the parameters ln(0) and ln(1) for each alarm An are
uniformly chosen in [0.8, 0.9], and the prior pm(1) for each component Xm is uniformly dis-
tributed in [0.2, 0.3]. For each set of parameters, we consider 10 different alarm observations
a∗ by assuming that each alarm activates with probability 0.3.
For each alarm observation a∗, we first calculate the conditional marginal PX1(·|a∗) of
component X1 from (5.3) (using a brute-force search). Then, we construct the equivalent
GRF graph G as described in Section 5.1.2. Note that the conditional marginal PX1(·|a∗) of
component X1 is also the marginal PX1(·) at (component) nodeX1 in G. From the equivalent
GRF graph G, we determine the new marginal bounds LMFD and UMFD in (5.36) at X1 by
applying the ratio algorithm to the corresponding SAW tree (with respect to X1). We also
apply the SPA (under arbitrary initialization) to G to obtain the beliefs bnX1(·) at node X1
at an arbitrary iteration n ≥M +N .
Among 1000 alarm observations, we always observe that LMFD ≤ PX1(0), bnX1(0) ≤ UMFD,
which verifies the results in Lemmas 5.3 and 5.4. In order to evaluate the tightness of the
marginal bounds, we define the marginal gaps ∆MFD = UMFD−LMFD for the ratio method
and ∆DR = UDR−LDR for the dynamic range method, where UDR and LDR are given in (4.9).
The marginal gaps are given in Fig. 5.5 (the diagonal line is the line where ∆MFD = ∆DR).
We observe that the new marginal gap from the ratio method ∆MFD is always better than
∆DR (i.e., ∆MFD ≤ ∆DR). Moreover, for the majority of the alarm observations, the bounds
from the ratio method are significantly improved over those from the dynamic range method
and are very tight with respect to the true marginals.
10In order to evaluate the performance of the marginal analysis, we need to determine the true marginal of
the components (via a brute-force search through all possibilities); therefore, the system size must be within
computational capability.
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Figure 5.5: Marginal gaps ∆MFD and ∆DR on randomly generated graphs.
Experiment 2: In this experiment, we use a Monte Carlo method to study the performance
of SPAs in detecting possible faults in MFD systems. In particular, similar to Experiment 1,
we randomly construct 10 different MFD systems with11 M = 50 components and N = 80
alarms with connection probability 0.05. For each system, we randomly assign 10 sets of
parameters (for the connections and the alarms) and priors (for the components) uniformly
distributed in [0.95, 1] and [0.025, 0.05], respectively. For each set of priors, we choose 10
combinations of component failures x∗ by letting each component fail independently accord-
ing to its prior such that x∗ contains at least one faulty component. Then, we generate
the corresponding alarm observation a∗ according to the parameters of the binary channels
representing the connections and the alarms (described in Section 5.1.1).
From a∗, we apply the SPA to the underlying MFD graphs to obtain the SPA belief at
each component after 10 iterations. Then, we use the fault diagnosis scheme proposed in Ex-
ample 5.1 in Section 5.1.1 with the true marginal probabilities replaced by the corresponding
SPA beliefs (i.e., the components are sequentially checked following the order of their SPA
beliefs until reaching a fault-free component) to determine whether the faults in x∗ can be
correctly identified. Our simulation results show that among 1000 alarm observations, the
proposed scheme (using SPA beliefs) makes 95.2% correct diagnosis.
11Note that due to the size of these systems, it is impractical to determine the true marginal of the
components using (5.3). On the other hand, many real-world systems can be modeled using the same order
of the size of the MFD systems in this experiment (see, for example, the applications in [97]).
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5.5 Conclusions
In this chapter, we consider multiple fault diagnosis (MFD) systems that are composed
of components and alarms such that each alarm can diagnose (i.e., connects to) a subset
of components. In particular, we construct the equivalent pairwise Markov random field
(MRF) for each MFD system and formulate the MFD problem as a marginal problem in the
corresponding MRF. With respect to this marginal problem, we study the performance of
SPAs on the underlying MFD graphs of different classes of MFD systems.
First, we consider a class of asymmetrical MFD systems where the alarms are assumed
to be reliable and there is no “false alarm” situation in the connections (i.e., the fault-free
state at each component always propagates successfully to the connected alarm). We show
that applying the SPA to an asymmetrical MFD graph is the same as applying the SPA to
an equivalent graph obtained by decoupling all connections to the “off” alarm nodes (in the
original graph). Therefore, the probability Pe that SPAs return incorrect marginals is upper
bounded by the probability of the existence of the so-called error-prone cycles that contain
only “on” alarm nodes. Then, using the notion of order of alarm observation, we are able
to prove that Pe decreases exponentially with respect to the size of the smallest cycle.
Then, we consider a more general class of MFD systems where both alarms and con-
nections are unreliable and the equivalent pairwise MRFs become pairwise Gibbs random
fields (GRFs) (with positive potentials). On the corresponding GRF graphs, we extend the
marginal analysis in Chapter 4 to obtain bounds for the true marginals. In particular, by
taking advantage of the binary (faulty or fault-free) states of the components, the Boolean-
OR operations of the alarms, and the bipartite structure of GRF graphs (of MFD systems),
we are able to develop a linear complexity ratio algorithm to determine the marginal ratio
bounds at the (component) root node of a GRF tree. We then prove that this algorithm
can be applied to the corresponding self-avoiding-walk (SAW) trees of the more general
GRF graphs (possibly with cycles) and establish bounds for the true marginals and the SPA
beliefs. In comparison with existing methods, we provably show that the proposed ratio
method outperforms the dynamic range method [59]. We also argue that the ratio algorithm
is better than both algorithms in the box propagation method [60] in terms of performance
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as well as complexity. Since SPA beliefs are also bounded by the marginal bounds from the
proposed ratio method, the performance of the SPA with respect to the marginal problem
(for fault diagnosis purposes) is therefore guaranteed. We also show that fault diagnosis
using SPA beliefs (as suboptimal solutions to the marginal problems) can detect multiple
faults with very high accuracy.
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CHAPTER 6
CONCLUSIONS
The first part of this dissertation considered probabilistic inference problems in a class of
pairwise Markov random fields that are associated with families of positive pairwise poten-
tials over finite sets of binary random variables, i.e., binary pairwise Gibbs random fields
(BPW-GRFs). In particular, this part of the dissertation studied the application of iterative
sum-product algorithms (SPAs) for marginal problems on BPW-GRFs. These algorithms
operate on the underlying BPW-GRF graph by propagating messages along the edges and
by using them to update the beliefs at each node of the graph; these beliefs then serve
as suboptimal solutions to the marginal problem. In general, the analysis of SPAs can be
categorized into (i) finding conditions under which the SPAs converge, and (ii) determining
the correctness of the marginal solutions provided by the SPAs with respect to the true
marginals.
For the convergence problem, by exploiting the equivalence of SPAs on BPW-GRF graphs
and on the corresponding computation trees, we first expressed each SPA message from a
node to its parent on a computation tree as a function of the messages from the descendants
at a certain distance from that node. Then, we introduced the notion of a message range
by restricting a message function to an appropriate domain that captures the arbitrary
initialization of the SPA. We showed that message ranges contract at each SPA iteration
and characterized the asymptotic behavior of SPA messages on BPW-GRF graphs. For the
special but important class of homogeneous BPW-GRFs, we were able to derive necessary
and sufficient conditions for the SPAs (under arbitrary initialization) to converge (to a
unique fixed point). This should be contrasted with existing methods which typically provide
sufficient conditions for convergence (but may not impose any requirement on the BPW-
GRFs). We have experimentally shown that these necessary and sufficient conditions can
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be checked with low computational complexity and hence can be applied to large graphs.
With respect to the performance of SPAs, we studied the marginal analysis on BPW-GRFs
and developed bounds for the actual marginals, which also characterize the performance of
SPA beliefs on the underlying BPW-GRF graphs. In particular, we first considered a BPW-
GRF tree and introduced the notion of marginal function at its root node with respect to
the external force (i.e., a set of external self-potentials) on the leaves. Then, based on the
ratios and the ranges of marginal functions, we proposed two algorithms, namely the ratio
and the range algorithms, to characterize the behavior of a marginal function over a certain
product domain of the external force. On more general BPW-GRF graphs (possibly with
cycles), we applied these algorithms to appropriately constructed trees to establish bounds
of the true marginals and the SPA beliefs (from the original graphs). In particular, by taking
advantage of the monotonicity of marginal functions and the marginal equivalence property
of self-avoiding-walk (SAW) trees of BPW-GRF graphs, we were able to restrict the marginal
functions to smaller product domains (of the external forces) and analytically show that the
corresponding marginal bounds outperform many other existing results.
Marginal problems and the corresponding sum-product algorithms (SPAs) have found
applications in a large variety of different areas. The second part of this dissertation focused
on the application of SPAs to multiple fault diagnosis (MFD) problems that consist of
components that have an unknown binary state (faulty or fault-free), alarms that have a
known binary state (indicating whether they are activated or not), and connections between
components and alarms. In particular, from a graphical model that allows connections
and alarms to be unreliable, the performance of SPAs was studied (with respect to the
corresponding marginal problems of MFD problems) on equivalent pairwise Markov random
fields of different classes of MFD systems.
First, we considered a class of asymmetrical MFD systems where alarms are assumed to
be reliable and there is no “false alarm” situation in the connections. By making use of the
decoupling property of reliable alarms that are “off” and the bipartite structure of MFD
graphs, we were able to classify alarm observations into different orders. Then, from the
interplay between alarm observation orders and the existence of error-prone cycles, which
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are defined as cycles that only contain “on” alarms, we established bounds for the probability
that SPAs return incorrect marginals. In particular, we proved that this probability decreases
exponentially with respect to the size of the smallest cycle.
Then, we considered a more general class of MFD systems (with unreliable connections
and alarms) which are equivalent to pairwise Gibbs random fields (GRFs) and extended the
marginal analysis of BPW-GRFs to obtain bounds for the true marginals of the components
(note that the corresponding GRFs of these MFD systems are not necessarily binary). In
particular, we first considered a GRF tree (with a component root node) and developed a
linear complexity ratio algorithm to determine bounds of the marginal ratio at its root node.
By applying this algorithm to the corresponding self-avoiding-walk (SAW) trees of the more
general GRF graphs (with cycles), we were able to obtain bounds for the true marginals and
prove that these bounds also guarantee the performance of the SPA beliefs. We illustrated
via examples and simulations that the proposed new bounds are very tight and significantly
improve existing results. In addition, we showed that following a simple diagnosis scheme
that utilizes SPA beliefs (as suboptimal solutions to the exact marginal probabilities), the
MFD systems can correctly detect actual faults with very high accuracy, which validates our
choice of SPAs for the underlying multiple fault diagnosis problem.
FUTURE WORK
We now suggest some tentative directions for future research in this area. In this disser-
tation, we have extended the analysis of SPAs on binary pairwise Gibbs random fields to
multiple fault diagnosis systems where components have binary (faulty or fault-free) states
and alarms perform the Boolean-OR operations of their inputs (from the connected compo-
nents). We believe that a similar analysis can be applied to other functions of binary variables
(such as the Boolean-XOR in error-correcting codes). However, it is unclear if the results in
this dissertation can be further extended to other systems (of non-binary random variables)
and/or other classes of belief propagation algorithms (BPAs), such as max-product algo-
rithms (see the review in Chapter 1), generalized BPAs [22], or nonparametric BPAs [107].
We would also like to extend the analysis in this dissertation to study the dynamic effect of
the underlying graphs, such as missing connections or some perturbation in the potentials,
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to the convergence and the performance of SPAs.
Another issue is that, although SPAs perform well in the application of multiple fault
diagnosis, we use random graphs in most of the simulations. Therefore, we would like to
develop a systematic approach to design the interconnection between components and alarms
such that SPAs can be used with high confidence when solving the corresponding fault
diagnosis problems. More generally, it is desirable to characterize the behavior of SPAs with
respect to different structures of the underlying graphs. This can have important implications
in applications where one is designing the graphical models (e.g., error-correcting codes).
Due to the ability to operate in a distributed fashion with polynomial complexity (de-
termined by the structure of the underlying graph), SPAs and other classes of BPAs are
very promising in a large variety of different areas, such as fault/medical diagnosis, so-
cial networks, communications, computer vision, artificial intelligence, bioinformatics, etc.
Therefore, there is always an increasing need to enhance the understanding of BPAs (in
these areas) and explore their applications to other potential areas as well.
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APPENDIX A
PROOF OF LEMMA 3.3
In this appendix, we provide the proof of Lemma 3.3. As a result of Lemma 3.2, we only
need to prove that (3.34) ⇔ (3.35), i.e.,
lim
n→∞
mn(i,j) = lim
n→∞
mn(i,j), ∀(i, j) ∈ ~E ⇔ lim
n→∞
bni∗ = lim
n→∞
b
n
i∗ (A.1)
for an arbitrary node i∗ ∈ V .
The proof of necessity is trivial because from (2.6), the beliefs with respect to zero and
one initializations at i∗ can be written as
bni∗ =
∏
k∈Ni∗
mn(k,i∗)∏
k∈Ni∗
mn(k,i∗) +
∏
k∈Ni∗
[1−mn(k,i∗)]
(A.2)
and
b
n
i∗ =
∏
k∈Ni∗
mn(k,i∗)∏
k∈Ni∗
mn(k,i∗) +
∏
k∈Ni∗
[1−mn(k,i∗)]
. (A.3)
Therefore, if mn(i,j) and m
n
(i,j), ∀(i, j) ∈ ~E, converge to the same value, it is obvious that bni∗
and b
n
i∗ must also converge to the same value.
To prove sufficiency, we need the following result.
Corollary A.1 Consider two sets of K sequences {xnk}1≤k≤K and {ynk}1≤k≤K bounded in
[α, β] ⊂ (0, 1) (i.e., 0 < α ≤ xnk , ynk ≤ β < 1) such that for each 1 ≤ k ≤ K, {xnk}
is a non-decreasing sequence, {ynk} is a non-increasing sequence, and xnk ≤ ynk , ∀n ≥ 1.
Let vn =
a
∏
k x
n
k + b
∏
k(1− xnk)
(a+ c)
∏
k x
n
k + (b+ d)
∏
k(1− xnk)
and wn =
a
∏
k y
n
k + b
∏
k(1− ynk )
(a + c)
∏
k y
n
k + (b+ d)
∏
k(1− ynk )
be the two sequences determined from {xnk}1≤k≤K and {ynk}1≤k≤K, where a, b, c, and d are
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constants satisfying a, d > 0, b, c ≥ 0, and ad > bc. Then, if limn→∞ vn = limn→∞wn, we
also have that limn→∞ x
n
k = limn→∞ y
n
k for each 1 ≤ k ≤ K.
Proof: Because {xnk} and {ynk}, 1 ≤ k ≤ K, are bounded monotonic sequences, limn→∞ xnk
and limn→∞ y
n
k must exist. Therefore, in order to prove that limn→∞ x
n
k = limn→∞ y
n
k for
each 1 ≤ k ≤ K, we only need to show that limn→∞(ynk − xnk) = 0.
It is not hard to verify that the difference wn − vn can be written as
wn − vn = R
D
, (A.4)
where
D =
[
(a+ c)
∏
k
xnk + (b+ d)
∏
k
(1− xnk)
][
(a+ c)
∏
k
ynk + (b+ d)
∏
k
(1− ynk )
]
(A.5)
and
R = (ad− bc)
[∏
k
ynk (1− xnk)−
∏
k
xnk(1− ynk )
]
. (A.6)
Because 0 < α ≤ xnk ≤ ynk ≤ β < 1, D can be easily bounded by
0 < D ≤ [(a+ c)βK + (b+ d)(1− α)K ]2. (A.7)
For each 1 ≤ k ≤ K, we also have
R = (ad− bc)
[∏
k′
ynk′(1− xnk′)−
∏
k′
xnk′(1− ynk′)
]
≥ (ad− bc)
[
ynk (1− xnk)
∏
k′ 6=k
xnk′(1− ynk′)−
∏
k′
xnk′(1− ynk′)
]
= (ad− bc)
[∏
k′ 6=k
xnk′(1− ynk′)
]
(ynk − xnk)
≥ (ad− bc) [α(1− β)]K−1 (ynk − xnk). (A.8)
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From (A.4)–(A.8), we have
wn − vn ≥ C(ynk − xnk), (A.9)
where C =
(ad− bc) [α(1− β)]K−1
[(a+ c)βK + (b+ d)(1− α)K ]2 . Therefore, if limn→∞ v
n = limn→∞w
n, we also
have that limn→∞(y
n
k − xnk) = 0 for each 1 ≤ k ≤ K, which completes the proof.

We now consider two cases of the homogeneous BPW-GRF associated with the potential
family Ψ = {ψi,j} in Lemma 3.3.
CASE 1 : All potentials ψi,j ∈ Ψ satisfy ψi,j(0, 0)ψi,j(1, 1) > ψi,j(0, 1)ψi,j(1, 0). At node
i∗ ∈ V , the beliefs bni∗ and b
n
i∗ are given in (A.2) and (A.3). As a result of Property 3.7
and Lemma 3.1, {mn(k,i∗)} and {mn(k,i∗)}, k ∈ Ni∗ , are two sets of sequences bounded in
[αi∗ , βi∗ ] ⊂ (0, 1) with αi∗ = mink∈Ni∗ a(k,i∗) and βi∗ = maxk∈Ni∗ b(k,i∗) (recall that a(i,j)
and b(i,j) are given in (3.29)) such that for each k ∈ Ni∗ , {mn(k,i∗)} is a non-decreasing
sequence, {mn(k,i∗)} is a non-increasing sequence, and mn(k,i∗) ≤ mn(k,i∗), ∀n ≥ 1. Therefore,
applying Corollary A.1 with a = d = 1 and b = c = 0 to (A.2) and (A.3) and because
limn→∞ b
n
i∗ = limn→∞ b
n
i∗ , we obtain that limn→∞m
n
(k,i∗) = limn→∞m
n
(k,i∗) for each k ∈ Ni∗ .
Next, we study the convergence of incoming messages to an arbitrary node k∗ ∈ Ni∗ . First,
consider the message mn(i∗,k∗) from node i
∗. Because mn(i∗,k∗) = fi∗,1(m
n−1
(k,i∗) : k ∈ Ni∗\{k∗}),
where fi∗,1(·) is given in Property 3.1, and for each k ∈ Ni∗\{k∗}, we have already shown
that limn→∞m
n
(k,i∗) = limn→∞m
n
(k,i∗), we establish that limn→∞m
n
(i∗,k∗) = limn→∞m
n
(i∗,k∗).
Now consider the messages mn(k∗,i∗) and m
n
(k∗,i∗). From the SPA message update (2.5), we
can write
mn(k∗,i∗) =
a
∏
j∈Nk∗\{i∗}
mn−1j,k∗ + b
∏
j∈Nk∗\{i∗}
(1−mn−1j,k∗ )
(a+ c)
∏
j∈Nk∗\{i∗}
mn−1j,k∗ + (b+ d)
∏
j∈Nk∗\{i∗}
(1−mn−1j,k∗ )
(A.10)
and
mn(k∗,i∗) =
a
∏
j∈Nk∗\{i∗}
mn−1j,k∗ + b
∏
j∈Nk∗\{i∗}
(1−mn−1j,k∗ )
(a+ c)
∏
j∈Nk∗\{i∗}
mn−1j,k∗ + (b+ d)
∏
j∈Nk∗\{i∗}
(1−mn−1j,k∗ )
, (A.11)
116
where a = ψk∗,i∗(0, 0), b = ψk∗,i∗(1, 0), c = ψk∗,i∗(0, 1), and d = ψk∗,i∗(1, 1). Again, as
a result of Property 3.7 and Lemma 3.1, {mn(j,k∗)} and {mn(j,k∗)}, j ∈ Nk∗\{i∗}, are two
sets of sequences bounded in [αk∗ , βk∗] ⊂ (0, 1) with αk∗ = minj∈Nk∗ a(j,k∗) and βk∗ =
maxj∈Nk∗ b(j,k∗) such that for each j ∈ Nk∗\{i∗}, {mn(j,k∗)} is a non-decreasing sequence,
{mn(j,k∗)} is a non-increasing sequence, and mn(j,k∗) ≤ mn(j,k∗), ∀n ≥ 1. Therefore, applying
Corollary A.1 to (A.10) and (A.11) and because limn→∞m
n
(k∗,i∗) = limn→∞m
n
(k∗,i∗), we ob-
tain limn→∞m
n
(j,k∗) = limn→∞m
n
(j,k∗) for each j ∈ Nk∗\{i∗}. Combining this result with the
previous result that limn→∞m
n
(i∗,k∗) = limn→∞m
n
(i∗,k∗), it is not hard to show that the beliefs
at node k∗ satisfy limn→∞ b
n
k∗ = limn→∞ b
n
k∗ . In other words, from the initial condition at
node i∗ that limn→∞ b
n
i∗ = limn→∞ b
n
i∗ , we have proved that (i) the incoming messages to
node i∗ satisfy limn→∞m
n
(k,i∗) = limn→∞m
n
(k,i∗) for each k ∈ Ni∗ , and (ii) the beliefs at each
neighbor k∗ of i∗ satisfy limn→∞ b
n
k∗ = limn→∞ b
n
k∗ .
Then, for any directed edge (i, j) ∈ ~E in the underlying graph G, because G is con-
nected, following the same process above from node i∗ until reaching node j, we establish
limn→∞m
n
(i,j) = limn→∞m
n
(i,j).
CASE 2 : All potentials ψi,j ∈ Ψ satisfy ψi,j(0, 0)ψi,j(1, 1) < ψi,j(0, 1)ψi,j(1, 0). As a result
of Property 3.7 and Lemma 3.1, on any directed edge (i, j) ∈ ~E, we have [m1(i,j), m1(i,j)] ⊇
[m2(i,j), m
2
(i,j)] ⊇ [m3(i,j), m3(i,j)] ⊇ ... ⊇ [m2k(i,j), m2k(i,j)] ⊇ [m2k+1(i,j) , m2k+1(i,j) ] ⊇ ... Hence, it is not
difficult to verify that
lim
n→∞
mn(i,j) = lim
n→∞
mn(i,j) ⇔ lim
l→∞
m2l(i,j) = lim
l→∞
m2l(i,j) ⇔ lim
l→∞
m2l+1(i,j) = liml→∞
m2l+1(i,j) . (A.12)
In addition, we also observe that {m2l(i,j)} is a non-decreasing sequence and {m2l(i,j)} is a non-
increasing sequence that satisfy 0 < a(i,j) ≤ m2l(i,j) ≤ m2l(i,j) ≤ b(i,j) < 1. Therefore, following
similar steps in the proof of the previous case for subsequences of the messages and the
beliefs at even iterations n = 2l, one can easily obtain the proof of Lemma 3.3 in this case.
Notice that Corollary A.1 is also true if ad < bc by expanding the difference vn−wn instead
of vn − wn in (A.4).
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APPENDIX B
PROOF OF COROLLARY 5.2
In this appendix, we provide the proof of Corollary 5.2. Let a∗ be the mth-order alarm
observation in the asymmetrical system. The case when m = 0 is trivial because, in this
case, all alarms are “off,” and hence EP cycles do not exist in the corresponding asymmetrical
MFD graph.
We use contradiction to prove the result when m ≥ 1. More specifically, we assume that
there exist some EP cycles and all of them are of size greater than 2m, i.e., there are at least
2m + 1 “on” alarm nodes in each possible EP cycle (recall that the size of an EP cycle is
the number of alarm nodes in that cycle, all of which are “on” alarm nodes); we use this
assumption to reach a contradiction.
Among all possible EP cycles, consider the EP cycle with the smallest number of “on”
alarm nodes or, equivalently, the smallest number of components R in that cycle (note that
R ≥ 2m + 1 ≥ 3 for m ≥ 1). Let YEP with cardinality |YEP | = R be a set of “on”
alarm nodes associated with this smallest EP cycle. Under the hypothesis of Corollary 5.2
and according to Definition 5.1 of an mth-order alarm observation, there exists a set of m
components {Xi1 , Xi2, ..., Xim} such that YEP ⊆ {Yn ∈ Y : a∗n = 1} ⊆
⋃m
k=1NXik . Since
|YEP | = R ≥ 2m+1, using the pigeonhole principle for all “on” alarm nodes in YEP amongm
setsNXik , k = 1, 2, ..., m, we establish that there exists a componentXi∗ ∈ {Xi1 , Xi2, ..., Xim}
such that NXi∗ contains at least 3 “on” alarm nodes in YEP . These three (or more) “on”
alarm nodes dissect the smallest EP cycle of R “on” alarm nodes into three (or more)
separate sections.
Because each of the three (or more) sections described above contains at least two alarm
nodes in the EP cycle, each section must contain at least one component node. Let XEP1,
XEP2, and XEP3 be three separate sets of component nodes associated with the first three
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sections of the least number of component nodes such that 1 ≤ |XEP1| ≤ |XEP2| ≤ |XEP3|.
For example, three “on” alarm nodes in the smallest EP cycle that connect to Xi∗ in Fig. B.1
Figure B.1: Dissection of the smallest EP cycle into three (or more) separate sections by
“on” alarm nodes in NXi∗ .
are Y1, Y2, and Y3, and the corresponding three sections are XEP1 from Y1 to Y2, XEP2 from
Y2 to Y3, and XEP3 from Y3 to Y1, respectively.
Note that in a cycle, the number of alarm nodes is equal to the number of component nodes;
therefore, |XEP1|+ |XEP2|+ |XEP3| ≤ R. Since |XEP1| ≥ 1, it is obvious that |XEP2| ≤
R− 1
2
and hence, |XEP1| ≤ |XEP2| ≤
R− 1
2
.
The component node Xi∗ might belong to at most one of the sets XEP1 or XEP2 (for
example, Xi∗ in Fig. B.1 is drawn outside of the smallest EP cycle). The remaining set XEPx
(where x could be 1 or 2) together with component node Xi∗ would create another EP cycle
having |XEPx|+1 component nodes. Since R ≥ 3, we have |XEPx|+1 ≤
R− 1
2
+1 ≤ R− 1,
which contradicts the assumption that the smallest EP cycle has R component nodes and
hence completes the proof.
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APPENDIX C
PROOF OF LEMMA 5.2
In this appendix, we provide the proof of Lemma 5.2. First, we introduce some notation
on a GRF tree T = (V,E) rooted at node r ∈ V and associated with a potential family ψ.
Assume that each node i ∈ V is associated with a finite state space Si. Let L be a leaf set
of T and, for some leaf subset Λ ⊆ L, let θΛ be an arbitrary external force and ΘΛ be the
set of all possible external forces on Λ. In the presence of θΛ, following (4.1) and (4.2), the
probability distribution P (z|θΛ), z ∈ S =
∏
i∈V Si, and the marginal Pi(zi|θΛ), zi ∈ Si, are
defined as
P (z|θΛ) = η
∏
i∈V
ψi(zi)
∏
i∈Λ
θi(zi)
∏
{i,j}∈E
ψi,j(zi, zj)
 (C.1)
and
Pi(si|θΛ) =
∑
z: zi=si
P (z|θΛ). (C.2)
For an arbitrary subset ∆ ⊆ V , we use z∆ to denote the projection of z onto ∆. For each
node i ∈ V on a tree T = (V,E), let T (i) = (V (i), E(i)) be a subtree of T rooted at i and
let L(i) be the corresponding leaf set of T (i), i.e., L(i) = L
⋂
V (i). Similarly, let θΛ(i), where
Λ(i) = Λ
⋂
V (i), be the corresponding external force of θΛ on T (i). In addition, recall that
P (i) and C(i) are the parent and the children of node i. We define
Qi(si|θΛ(i)) =
∑
zV (i): zi=si
 ∏
j∈V (i)\{i}
ψj(zj)
∏
j∈Λ(i)
θj(zj)
∏
{k,l}∈E(i)
ψk,l(zk, zl)
 , si ∈ Si. (C.3)
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By comparing (C.2) and (C.3) at root node r, one can verify that
Pr(sr|θΛ) = η
(
ψr(sr)Qr(sr|θΛ(i))
)
, sr ∈ Sr. (C.4)
In addition, since T (i) is a tree, we can write (C.3) in recursive form as
Qi(si|θΛ(i)) =
∏
j∈C(i)
∑
zj
ψi,j(si, zj)ψj(zj)Qj(zj |θΛ(j))
 . (C.5)
Now consider an MFD tree G = (V,E) where V = X
⋃
Y with X and Y corresponding to
the component nodes and the alarm nodes, respectively (see Section 5.1.2). For convenience,
we use zi to refer to an arbitrary (component or alarm) node i ∈ V and xm (yn) to explicitly
refer to the component node Xm ∈ X (alarm node Yn ∈ Y ).
To prove property (i) of Lemma 5.2 on an MFD tree T = (V,E) rooted at component node
Xr, we develop a recursive process to determine minθΛ∈ΘΛ
PXr(1|θΛ)
PXr(0|θΛ)
and maxθΛ∈ΘΛ
PXr(1|θΛ)
PXr(0|θΛ)
as follows.
From (C.4), we have
PXr(1|θΛ)
PXr(0|θΛ)
= τr × QXr(1|θΛ(Xr))
QXr(0|ϕΛ(Xr))
, (C.6)
where τr = ψXr(1)/ψXr(0). For each Yn ∈ C(Xr), let
RYn(1|θΛ(Yn)) =
∑
yn
ψr,n(1, yn)ψn(yn)QYn(yn|θΛ(Yn)) and (C.7)
RYn(0|θΛ(Yn)) =
∑
yn
ψr,n(0, yn)ψn(yn)QYn(yn|θΛ(Yn)). (C.8)
[Recall in Section 5.1.2 that, for simplicity, we use ψm, ψn, and ψm,n to denote ψXm , ψYn ,
and ψXm,Yn, respectively.] Then, from (C.5), we have
QXr(1|θΛ(Xr))
QXr(0|θΛ(Xr))
=
∏
Yn∈C(Xr)
RYn(1|θΛ(Yn))
RYn(0|θΛ(Yn))
. (C.9)
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For each node Yn ∈ C(Xr), consider RYn(1|θΛ(Yn))/RYn(0|θΛ(Yn)). From (5.6), we observe
that
ψr,n(xr, yn) = ψr,n(xr, 1n) if yn:r = 1, and ψr,n(xr, yn) = ψr,n(xr, 0n) if yn:r = 0. (C.10)
Therefore, from (C.7) and (C.8), we can write
RYn(1|θΛ(Yn)) =
∑
yn: yn:r=0
ψr,n(1, 0n)ψn(yn)QYn(yn|θΛ(Yn))+
+
∑
yn: yn:r=1
ψr,n(1, 1n)ψn(yn)QYn(yn|θΛ(Yn)) (C.11)
and
RYn(0|θΛ(Yn)) =
∑
yn: yn:r=0
ψr,n(0, 0n)ψn(yn)QYn(yn|θΛ(Yn))+
+
∑
yn: yn:r=1
ψr,n(0, 1n)ψn(yn)QYn(yn|θΛ(Yn)). (C.12)
We consider two cases of Yn.
(i) If Yn ∈ Λ, by making use of (C.11) and (C.12), we have
max
θΛ∈ΘΛ
RYn(1|θΛ(Yn))
RYn(0|θΛ(Yn))
= max{ψr,n(1, 0n)
ψr,n(0, 0n)
,
ψr,n(1, 1n)
ψr,n(0, 1n)
} and
min
θΛ∈ΘΛ
RYn(1|θΛ(Yn))
RYn(0|θΛ(Yn))
= min{ψr,n(1, 0n)
ψr,n(0, 0n)
,
ψr,n(1, 1n)
ψr,n(0, 1n)
}. (C.13)
(ii) If Yn 6∈ Λ, for each Xm ∈ C(Yn) (we will consider the case where C(Yn) = ∅, i.e., Yn is a
leaf, later), let
RXm(1|θΛ(Xm)) = ψm,n(0, 1n)ψm(0)QXm(0|θΛ(Xm)) + ψm,n(1, 1n)ψm(1)QXm(1|θΛ(Xm)) and
(C.14)
RXm(0|θΛ(Xm)) = ψm,n(0, 0n)ψm(0)QXm(0|θΛ(Xm)) + ψm,n(1, 0n)ψm(1)QXm(1|θΛ(Xm)).
(C.15)
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Then, applying (C.5) to alarm Yn and because of (C.10), we can verify that
QYn(yn|θΛ(Yn)) =
∏
Xm∈C(Yn)
RXm(yn:m|θΛ(Xm)). (C.16)
It is obvious from (C.16) that QYn(yn|θΛ(Yn)) = QYn(y′n|θΛ(Yn)) as long as yn:m = y′n:m for
all Xm ∈ C(Yn). In addition, from (5.5), we observe that for alarm Yn, ψn(yn) = ψn(1n) if
yn 6= 0n. Therefore, from (C.11) and (C.12), we have
RYn(1|θΛ(Yn)) =
=
∑
yn: yn:r=0
ψr,n(1, 0n)ψn(yn)QYn(yn|θΛ(Yn)) +
∑
yn: yn:r=1
ψr,n(1, 1n)ψn(yn)QYn(yn|θΛ(Yn))
= ψr,n(1, 0n)
[
ψn(0n)QYn(0n|θΛ(Yn)) + ψn(1n)
∑
yn: yn:r=0, yn 6=0n
QYn(yn|θΛ(Yn))
]
+
+ ψr,n(1, 1n)
[
ψn(1n)
∑
yn: yn:r=1
QYn(yn|θΛ(Yn))
]
= ψr,n(1, 0n)
[
(ψn(0n)− ψn(1n))QYn(0n|θΛ(Yn)) + ψn(1n)
∑
yn: yn:r=0
QYn(yn|θΛ(Yn))
]
+
+ ψr,n(1, 1n)
[
ψn(1n)
∑
yn: yn:r=0
QYn(yn|θΛ(Yn))
]
(C.17)
and similarly,
RYn(0|θΛ(Yn))
= ψr,n(0, 0n)
[
(ψn(0n)− ψn(1n))QYn(0n|θΛ(Yn)) + ψn(1n)
∑
yn: yn:r=0
QYn(yn|θΛ(Yn))
]
+
+ ψr,n(0, 1n)
[
ψn(1n)
∑
yn: yn:r=0
QYn(yn|θΛ(Yn))
]
. (C.18)
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As a result, RYn(1|θΛ(Yn))/RYn(0|θΛ(Yn)) can be written as
RYn(1|θΛ(Yn))
RYn(0|θΛ(Yn))
=
ψr,n(1, 0n)
[
τ¯n
(∑
yn: yn:r=0
QYn(yn|θΛ(Yn))
QYn(0n|θΛ(Yn))
)−1
+ 1
]
+ ψr,n(1, 1n)
ψr,n(0, 0n)
[
τ¯n
(∑
yn: yn:r=0
QYn(yn|θΛ(Yn))
QYn(0n|θΛ(Yn))
)−1
+ 1
]
+ ψr,n(0, 1n)
, (C.19)
where τ¯n = ψYn(0n)/ψYn(1n)− 1.
Using (C.16), we obtain∑
yn: yn:r=0
QYn(yn|θΛ(Yn))
QYn(0n|θΛ(Yn))
=
∏
Xm∈C(Yn)
(
1 +
RXm(1|θΛ(Xm))
RXm(0|θΛ(Xm))
)
. (C.20)
We now consider two cases of Yn (notice that Yn 6∈ Λ).
– If C(Yn) = ∅ (i.e., Yn is a leaf in L\Λ), it is obvious that∑
yn: yn:r=0
QYn(yn|θΛ(Yn))
QYn(0n|θΛ(Yn))
= 1. (C.21)
– Otherwise, from (C.14) and (C.15), we obtain
RXm(1|θΛ(Xm))
RXm(0|θΛ(Xm))
=
ψm,n(0, 1n) + ψm,n(1, 1n)τm
QXm(1|θΛ(Xm))
QXm(0|θΛ(Xm))
ψm,n(0, 0n) + ψm,n(1, 0n)τm
QXm(1|θΛ(Xm))
QXm(0|θΛ(Xm))
, (C.22)
where τm = ψm(1)/ψm(0). We consider three cases of component node Xm.
(a) If Xm is a leaf in Λ, we have
max
θΛ∈ΘΛ
RXm(1|θΛ(Xm))
RXm(0|θΛ(Xm))
= max{ψm,n(0, 1n)
ψm,n(0, 0n)
,
ψm,n(1, 1n)
ψm,n(1, 0n)
} and
min
θΛ∈ΘΛ
RXm(1|θΛ(Xm))
RXm(0|θΛ(Xm))
= min{ψm,n(0, 1n)
ψm,n(0, 0n)
,
ψm,n(1, 1n)
ψm,n(1, 0n)
}. (C.23)
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(b) If Xm is a leaf in L\Λ, we have
QXm(1|θΛ(Xm))
QXm(0|θΛ(Xm))
= 1. (C.24)
(c) Otherwise, in order to determine the ratio
QXm(1|θΛ(Xm))
QXm(0|θΛ(Xm))
, one can repeat the same steps
from (C.6).
Comparing with the ratio algorithm in Section 5.3.1, we observe that (5.21) is from (C.24)
and (C.22), (5.22) is from (C.23), (5.23) is from (C.21) and (C.19), (5.24) is from (C.13),
(5.25) and (5.26) are from (C.22), (5.27) is from (C.9), (5.28) and (5.29) are from (C.19),
and (5.30) is from (C.20), respectively. Therefore, the ratio algorithm in Section 5.3.1 is
exactly the same as the recursive process that we have developed above, and hence, at root
node Xr, we establish minθΛ∈ΘΛ
PXr(1|θΛ)
PXr(0|θΛ)
= τrCr and maxθΛ∈ΘΛ
PXr(1|θΛ)
PXr(0|θΛ)
= τrcr, which
proves property (i) of Lemma 5.2. In addition, following the recursive process above, one
can easily verify properties (ii) and (iii) of Lemma 5.2, which completes the proof.
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APPENDIX D
PROOF OF LEMMA 5.3
In this appendix, we provide the proof of Lemma 5.3. We begin by proving the following
telegraphing expansion [67].
Corollary D.1 Assume that Z1, Z2, ..., ZK are jointly random variables on the same state
space S. Then,
P (Z1 = Z2 = ... = ZK = s1)
P (Z1 = Z2 = ... = ZK = s1)
=
∏
1≤k≤K
P (Zk = s1|{Zi = s1, Zj = s2 : i < k < j})
P (Zk = s2|{Zi = s1, Zj = s2 : i < k < j}) , s1, s2 ∈ S.
(D.1)
Proof: Applying Bayes’ rule to (D.1), we have
∏
1≤k≤K
P (Zk = s1|{Zi = s1, Zj = s2 : i < k < j})
P (Zk = s2|{Zi = s1, Zj = s2 : i < k < j}) =
=
∏
1≤k≤K
P ({Zi = s1, Zj = s2 : i ≤ k < j})
P ({Zi = s1, Zj = s2 : i < k < j}) ×
P ({Zi = s1, Zj = s2 : i < k < j})
P ({Zi = s1, Zj = s2 : i < k ≤ j})
=
P (Z1 = Z2 = ... = ZK = s1)
P (Z1 = Z2 = ... = ZK = s1)
,
which completes the proof.

Now consider an arbitrary GRF graph (not necessarily a tree)G = (V,E) and a component
Xm. Let T˜ = (V˜ , E˜) be the SAW tree of the original graph G = (V,E) with respect to Xm
with leaf set L˜ = L˜c+e, where L˜c and L˜e are the sets of cycle-induced and dead-end leaves,
respectively (see Section 4.1.2.C). Note that T˜ is a truncated tree of the computation tree
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T (Xm) constructed from G via the mapping Γ (from T (Xm) to G) in Definition 2.1. From
Γ, we define the “inverse” mapping Γ−1 : V → V˜ from the original graph G to the SAW
tree T˜ as
Γ−1(Ω) , {i ∈ V˜ : Γ(i) ∈ Ω}, (D.2)
for any subset of nodes Ω ⊆ V in G. In particular, for a subset W of the “leaves” of G
defined by W ⊆ {i ∈ V : |Ni| = 1}, it is not hard to see that Γ−1(W ) is also a leaf subset in
the SAW tree T˜ .
In order to prove Lemma 5.3, we will prove the following more general result.
Lemma D.1 Let W be a subset of the “leaves” of G such that Xm 6∈W . Then, with respect
to an arbitrary external force θW on W , we have
τmcm = ρ eT (L˜
c
⋃
Γ−1(W )) ≤ PXm(1|θW )
PXm(0|θW )
≤ ρeT (L˜c
⋃
Γ−1(W )) = τmCm, (D.3)
where τm is given in (5.20), ρeT (L˜
c
⋃
Γ−1(W )), ρeT (L˜
c
⋃
Γ−1(W )) are the marginal ratio
bounds (5.19), and cm, Cm are obtained from the ratio algorithm in Section 5.3.1 on T˜
with respect to the leaf subset L˜c
⋃
Γ−1(W ).
Remark: Letting W = ∅ (and hence, Γ−1(W ) = ∅), we obtain Lemma 5.3 as a special case
of Lemma D.1 above.
Proof: The proof of Lemma D.1 is motivated by the proof of Theorem 4 in [59]. We proceed
by induction on the number of cycle-involved nodes in the original graph G = (V,E) with
respect to Xm (refer to Section 4.1.2.C).
If G has no cycle-involved node, i.e., L˜c = ∅ (or equivalently, if G is a tree), we have G ≡ T˜
and Γ−1(W ) ≡W . Therefore, (D.3) holds by definition (5.19) of marginal ratio bounds.
If G contains cycle(s), we consider two cases.
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A. Xm is a cycle-involved node
For simplicity, let K = |NXm| be the number of neighbors of Xm. From the original
graph G = (V,E), we construct a new graph G′ = (V ′, E ′) by making K copies of Xm such
that each copy connects to a neighbor of Xm (for example, see Fig. D.1). We use Xm(k),
Figure D.1: (a) GRF graph G and (b) its corresponding graph G′ by making copies of X1.
1 ≤ k ≤ K, to denote the K copies of Xm in G′. In order to preserve the equivalence of the
random fields on G and G′, assume that the self-potential of Xm is only copied to Xm(1),
i.e., ψXm(1)(xm) = ψXm(xm), xm ∈ B, and all other copies Xm(k′), 2 ≤ k′ ≤ K, do not have
the associated self-potentials. Let P ′ denote the corresponding probability distribution on
G′. Then, it is not hard to verify that the marginal of Xm in G satisfies
PXm(xm|θW ) ∝ P ′(Xm(1) = Xm(2) = ... = Xm(K) = xm|θW ), xm ∈ B. (D.4)
Applying Corollary D.1, we have
PXm(1|θW )
PXm(0|θW )
=
∏
1≤k≤K
P ′(Xm(k) = 1|{Xm(i) = 1, Xm(j) = 0 : i < k < j}, θW )
P ′(Xm(k) = 0|{Xm(i) = 1, Xm(j) = 0 : i < k < j}, θW ) . (D.5)
Because G′ = (V ′, E ′) can be a disconnected graph, for each node Xm(k), 1 ≤ k ≤ K,
in G′, let G′k = (V
′
k , E
′
k) be a subgraph of G
′ that contains Xm(k). On each graph G
′
k, let
P ′Xm(k) denote the marginal of Xm(k). Let W
′
k = W
⋂
V ′k be a subset of leaves in W that
belong to G′k and θW ′k be the corresponding part of external force θW on W
′
k. In addition,
let Ξ′k = {Xm(k′) : k′ 6= k}
⋂
V ′k , and let θΞ′k be the external force on Ξ
′
k that enforces the
telegraphing expansion {Xm(i) = 1, Xm(j) = 0 : i < k < j} on G′k (note that because
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Xm 6∈W , we have W ′k
⋂
Ξ′k = ∅, 1 ≤ k ≤ K). Then, (D.5) can be written as
PXm(1|θW )
PXm(0|θW )
=
∏
1≤k≤K
P ′Xm(k)(1|θW ′k
⋃
θΞ′
k
)
P ′Xm(k)(0|θW ′k
⋃
θΞ′
k
)
, (D.6)
where θW ′
k
⋃
θΞ′
k
denotes the combination of the external forces θW ′
k
and θΞ′
k
on W ′k and Ξ
′
k
in G′k.
Let T˜ ′k = (V˜
′
k , E˜
′
k) denote the SAW tree of G
′
k with respect to node Xm(k), 1 ≤ k ≤ K, and
L˜′ ck be the corresponding set of cycle-induced nodes in T˜
′
k. In addition, let Γ
−1
k denote the
inverse mapping (defined in (D.2)) from G′k to T˜
′
k. Because each graph G
′
k, 1 ≤ k ≤ K, has
fewer cycle-involved nodes than G, from the induction hypothesis in (D.3) of the marginal
ratio on G′k, we have
τm(k)c
′
m(k) ≤
P ′Xm(k)(1|θW ′k
⋃
θΞ′
k
)
P ′Xm(k)(0|θW ′k
⋃
θΞ′
k
)
≤ τm(k)C ′m(k), (D.7)
where τm(k) =
 τm, k = 11, 2 ≤ k ≤ K and C ′m(k), c′m(k) are given by the ratio algorithm in Sec-
tion 5.3.1 at root node Xm(k) on SAW tree T˜
′
k with respect to L˜
′ c
k
⋃
Γ−1k (W
′
k)
⋃
Γ−1k (Ξ
′
k).
If the neighbor Yj ∈ NXm of Xm in G connects to the copy Xm(k) (of Xm) in G′, it is not
hard to verify that T˜ ′k = (V˜
′
k , E˜
′
k) is homogeneous to a subtree of T˜ that contains all the paths
starting fromXm and go through Yj. Letting that subtree be T˜k = (V˜k, E˜k), we have T˜
′
k ≡ T˜k.
In addition, because Xm is a cycle-involved node, one can show that L˜
′ c
k
⋃
Γ−1k (Ξ
′
k) is exactly
the set of cycle-induced nodes L˜c in T˜ that belong to T˜k (i.e., L˜
′ c
k
⋃
Γ−1k (Ξ
′
k) = L˜
c
⋂
V˜k) and
Γ−1k (W
′
k) = Γ
−1(W )
⋂
V˜k. Therefore, from the ratio algorithm in Section 5.3.1, we have
∏
1≤k≤K
c′m(k) = cm and
∏
1≤k≤K
C ′m(k) = Cm, (D.8)
where Cm, cm are obtained at root node Xm of the SAW tree T˜ . Because
∏
1≤k≤K τm(k) = τm,
combining (D.6), (D.7), and (D.8), we obtain (D.3).
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B. Xm is not a cycle-involved node
On the original graph G = (V,E), let ΠXm be a subset of cycle-involved nodes that are
“closest” to Xm; i.e., any path
1 from Xm to a node i ∈ ΠXm does not contain any other cycle-
involved node. Because Xm is not a cycle-involved node, it is not hard to verify that the path
from Xm to any node i ∈ ΠXm is unique; moreover, if we remove these paths from G, each
node i ∈ ΠXm belongs to a subgraph, which is denoted as Gi = (Vi, Ei), that is disconnected
from any other such subgraph Gi′, i
′ ∈ ΠXm\{i}. On each subgraph Gi = (Vi, Ei), let θWi ,
where Wi = W
⋂
Vi, be the corresponding external force of θW on Gi. Similar to (C.3), we
define
Qi(si|θWi) =
∑
zVi : zi=si
 ∏
j∈Vi\{i}
ψj(zj)
∏
j∈Wi
θj(zj)
∏
{k,l}∈Ei
ψk,l(zk, zl)
 , si ∈ Si. (D.9)
In addition, for each subgraph Gi = (Vi, Ei), i ∈ ΠXm , let T˜i = (V˜i, E˜i) be the corresponding
SAW tree with respect to node i and L˜ci denote the set of cycle-induced nodes in T˜i.
Let TΠ = (V Π, EΠ) be a tree rooted at Xm that is composed of all paths from Xm that
terminate at a node in ΠXm (if that path contains a node in ΠXm) or at a leaf in G. For
example, in Fig. D.2(a), we have ΠX3 = {Y2, X4} and TΠ is a tree rooted at X3 with bold
edges. One can verify the following properties of TΠ.
Figure D.2: (a) GRF graph G where X3 is not a cycle-involved node and (b) its
corresponding SAW tree (TΠ is a tree rooted at X3 with bold edges).
1In this proof, we only consider paths that visit each constituent node of that path once.
130
Property 1 : The original graph G is composed of TΠ and the disconnected subgraphs Gi,
i ∈ ΠXm , such that each subgraph Gi connects to TΠ only via node i (see Fig. D.2(a)).
Property 2 : The SAW tree T˜ (of the original graph G with respect to node Xm) is composed
of TΠ and the SAW trees T˜i, i ∈ ΠXm , such that each SAW tree T˜i connects to TΠ only via
node i (see Fig. D.2(b)).
Because of the above properties and following the same recursive process as in Appendix C
on G from Xm to the nodes in ΠXm (along T
Π), we observe that (D.3) holds if we can prove
that (i) for a component node Xk ∈ ΠXm (note that in this case, Xk 6∈WXk),
ck ≤
QXk(1|θWXk )
QXk(0|θWXk )
≤ Ck, (D.10)
where Ck, ck are given by (C.9) (at root node Xk from the recursive process in Appendix C)
on SAW tree T˜Xk (of the subgraph GXk) with respect to L˜
c
Xk
⋃
Γ−1(WXk) and, (ii) for an
alarm node Yl ∈ ΠXm (note that in this case, Yl 6∈WYl),
al ≤
∑
yl: yl:p=0
QYl(yl|θWYl )
QYl(0l|θWYl )
≤ Al, (D.11)
where Xp = P (Yl) is the parent of Yl in T
Π and Al, al are given by (C.20) (at root node
Yl from the recursive process in Appendix C) on SAW tree T˜Yl (of the subgraph GYl) with
respect to L˜cYl
⋃
Γ−1(WYl).
Proof of (D.10): Consider a Gibbs random field on the subgraph GXk where node Xk does
not have a self-potential and all other (self and pairwise) potentials in GXk are copied from
G. Let P˜ denote the corresponding probability distribution. Then, from (D.9), we observe
that
QXk(1|θWXk )
QXk(0|θWXk )
=
P˜Xk(1|θWXk )
P˜Xk(0|θWXk )
. (D.12)
Because Xk is a cycle-involved node in GXk and Xk 6∈ WXk , we follow the same proof in
131
Case A (from (D.4) to (D.8)) on GXk to obtain that
ck ≤
P˜Xk(1|θWXk )
P˜Xk(0|θWXk )
≤ Ck. (D.13)
(Note that because Xk does not have a self-potential, we have τk = ψXk(1)/ψXk(0) = 1.)
Then, (D.10) follows immediately by combining (D.12) and (D.13).
Proof of (D.11): Similar to the proof of (D.10), consider a Gibbs random field on the
subgraph GYl where node Yl does not have a self-potential and all other (self and pairwise)
potentials in GYl are copied from G. Let P˜ denote the corresponding probability distribution.
Then, using (D.9), we can verify that
QYl(yl|θWYl )
QYl(0l|θWYl )
=
P˜Yl(yl|θWYl )
P˜Yl(0l|θWYl )
. (D.14)
Recall from (D.11) that Xp = P (Yl) is the parent of Yl in T
Π. Let C(Yl) , NYl\{Xp} and
let |C(Yl)| = J . Note that the nodes in C(Yl) are the neighbors of Yl in the subgraph GYl ,
which are also the children of Yl in the SAW tree T˜Yl of GYl with respect to Yl. We then use
the telegraphing expansion technique on GYl as follows.
From the subgraph GYl = (VYl, EYl), we construct a new graph G
′
Yl
= (V ′Yl, E
′
Yl
) by making
J copies of Yl such that each copy connects to a neighbor of Yl. We use Yl(j), Xj ∈ C(Yl),
to denote the J copies of Yl in G
′
Yl
. For each node Yl(j), Xj ∈ C(Yl), let G′j = (V ′j , E ′j)
be a subgraph of G′Yl that contains Yl(j) (because after making copies of Yl, G
′
Yl
can be a
disconnected graph). On each graph G′j, let P˜
′
Yl(j)
denote the marginal of Yl(j). Let W
′
j =
WYl
⋂
V ′j be a subset of the leaves in WYl that belong to G
′
j and θW ′j be the corresponding
part of external force θWYl on W
′
j . In addition, let Ξ
′
j = {Yl(j′) : Xj′ ∈ C(Yl)\{Xj}}
⋂
V ′j
be the set of copies of Yl excluding Yl(j) that belong to G
′
j. Because Yl 6∈ WYl , we have
W ′j
⋂
Ξ′j = ∅ for all Xj ∈ C(Yl).
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Then, following the same steps in (D.4)–(D.6), we have
P˜Yl(yl|θWYl )
P˜Yl(0l|θWYl )
=
∏
Xj∈C(Yl)
P˜ ′Yl(j)(yl|θW ′j
⋃
θ
[yl]
Ξ′j
)
P˜ ′Yl(j)(0l|θW ′j
⋃
θ
[yl]
Ξ′j
)
, (D.15)
where θ
[yl]
Ξ′j
is the external force on Ξ′j that enforces the telegraphing expansion (note that
θ
[yl]
Ξ′j
depends on the value of yl).
Recall from (5.6) that the pairwise potential ψXj ,Yl(xj , yl) on the connection between Yl
and a node Xj ∈ NYl only depends on xj and the projection of yl on Xj (i.e., yl:j). Therefore,
because on each subgraph G′j, Yl(j) and each other copy of Yl in Ξ
′
j only connect to a single
neighbor (which corresponds to a node Xj ∈ C(Yl) ⊂ NYl), one can verify that
P˜ ′Yl(j)(yl|θW ′j
⋃
θ
[yl]
Ξ′j
)
P˜ ′Yl(j)(0l|θW ′j
⋃
θ
[yl]
Ξ′j
)
=

1, if yl:j = 0
P˜ ′Yl(j)(1l|θW ′j
⋃
θ
[yl]
Ξ′j
)
P˜ ′Yl(j)(0l|θW ′j
⋃
θ
[yl]
Ξ′j
)
, if yl:j = 1
. (D.16)
Now consider the ratio
P˜ ′Yl(j)(1l|θW ′j
⋃
θ
[yl]
Ξ′j
)
P˜ ′Yl(j)(0l|θW ′j
⋃
θ
[yl]
Ξ′j
)
in the right-hand side of (D.16). On subgraph
G′j = (V
′
j , E
′
j), since Yl(j) only connects to Xj, let G
′′
j = (V
′′
j , E
′′
j ) be a subgraph of G
′
j by
removing the edge {Yl(j), Xj}. Because Yl(j) 6∈ W ′j and Yl(j) 6∈ Ξ′j, we can define on G′′j the
following quantity
Q′′Xj (sXj |θW ′j
⋃
θ
[yl]
Ξ′j
) =
∑
zV ′′
j
: zXj=sXj
 ∏
r∈V ′′j \{Xj}
ψr(zr)
∏
r∈W ′j
θr(zr)
∏
r∈Ξ′j
θ[yl]r (zr)
∏
{s,t}∈E′′j
ψs,t(zs, zt)

(D.17)
for each sXj ∈ B.
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Then, because Yl(j) (which is a copy of Yl) only connects to Xj in G
′
l, we expand
P˜ ′Yl(j)(1l|θW ′j
⋃
θ
[yl]
Ξ′j
)
P˜ ′Yl(j)(0l|θW ′j
⋃
θ
[yl]
Ξ′j
)
=
ψXj ,Yl(0, 1l) + ψXj ,Yl(1, 1l)τj
Q′′Xj (1|θW ′j
⋃
θ
[yl]
Ξ′j
)
Q′′Xj (0|θW ′j
⋃
θ
[yl]
Ξ′j
)
ψXj ,Yl(0, 0l) + ψXj ,Yl(1, 0l)τj
Q′′Xj (1|θW ′j
⋃
θ
[yl]
Ξ′j
)
Q′′Xj (0|θW ′j
⋃
θ
[yl]
Ξ′j
)
, (D.18)
where τj = ψXj (1)/ψXj (0).
– If Xj ∈W ′j , because 0 <
Q′′Xj (1|θW ′j
⋃
θ
[yl]
Ξ′j
)
Q′′Xj (0|θW ′j
⋃
θ
[yl]
Ξ′j
)
<∞, it is obvious from (D.18) that
mXj ≤
P˜ ′Yl(j)(1l|θW ′j
⋃
θ
[yl]
Ξ′j
)
P˜ ′Yl(j)(0l|θW ′j
⋃
θ
[yl]
Ξ′j
)
≤MXj , (D.19)
for any external force θW ′j
⋃
θ
[yl]
Ξ′j
, where MXj and m
X
j are obtained from (C.23) at component
node Xj.
– Otherwise, if Xj 6∈W ′j , we first construct a Gibbs random field on G′′j = (V ′′j , E ′′j ) (which
is a subgraph of G′j = (V
′
j , E
′
j) obtained by removing the edge {Yl:j, Xj}) such that node Xj
does not have a self-potential and all other (self and pairwise) potentials in G′′j are copied
from G′j . Let P˜
′′ denote the corresponding probability distribution on G′′j . Then, from
(D.17), we get
Q′′Xj (1|θW ′j
⋃
θ
[yl]
Ξ′j
)
Q′′Xj (0|θW ′j
⋃
θ
[yl]
Ξ′j
)
=
P ′′Xj (1|θW ′j
⋃
θ
[yl]
Ξ′j
)
P ′′Xj (0|θW ′j
⋃
θ
[yl]
Ξ′j
)
. (D.20)
Let T˜ ′′j = (V˜
′′
j , E˜
′′
j ) be the SAW tree of G
′′
j = (V
′′
j , E
′′
j ) with respect to Xj and L˜
′′ c
j be
the corresponding set of cycle-induced nodes in T˜ ′′j . In addition, let Γ
−1
j be the “inverse”
mapping from V ′′j to V˜
′′
j defined in (D.2). Because G
′′
j has fewer cycle-involved nodes than
G, applying the induction hypothesis in (D.3) to G′′j , we have (note that Xj does not have
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a self-potential)
c′′j ≤
P ′′Xj (1|θW ′j
⋃
θ
[yl]
Ξ′j
)
P ′′Xj (0|θW ′j
⋃
θ
[yl]
Ξ′j
)
≤ C ′′j , (D.21)
where C ′′j and c
′′
j are given by (C.9) (at root node Xj from the recursive process in Ap-
pendix C) on SAW tree T˜ ′′j (of the subgraph G
′′
j ) with respect to L˜
′′ c
j
⋃
Γ−1j (W
′
j)
⋃
Γ−1j (Ξ
′
j).
On the other hand, we also observe that T˜ ′′j = (V˜
′′
j , E˜
′′
j ) is homogeneous to a subtree
of T˜ (of the original graph G) that rooted at Xj. In particular, if we let that subtree be
T˜j = (V˜j, E˜j), we have T˜
′′
j ≡ T˜j . Moreover, because Yl is a cycle-involved node, it is not hard
to show that L˜′′ cj
⋃
Γ−1j (Ξ
′
j) is exactly the subset of cycle-induced nodes L˜
c in T˜ that belong
to T˜j (i.e., L˜
′′ c
j
⋃
Γ−1j (Ξ
′
j) = L˜
c
⋂
V˜j) and Γ
−1
j (W
′
j) = Γ
−1(W )
⋂
V˜j. Therefore, it is obvious
that
C ′′j = Cj and c
′′
j = cj , (D.22)
where Cj and cj are given by (C.9) (at node Xj from the recursive process in Appendix C)
on SAW tree T˜ (of the original G) with respect to L˜c
⋃
Γ−1(W ).
From (D.20)–(D.22), we have cj ≤
Q′′Xj (1|θW ′j
⋃
θ
[yl]
Ξ′j
)
Q′′Xj (0|θW ′j
⋃
θ
[yl]
Ξ′j
)
≤ Cj ; and hence, combining with
(D.18), we obtain
mXj ≤
P˜ ′Yl(j)(1l|θW ′j
⋃
θ
[yl]
Ξ′j
)
P˜ ′Yl(j)(0l|θW ′j
⋃
θ
[yl]
Ξ′j
)
≤MXj , (D.23)
for any external force θW ′j
⋃
θ
[yl]
Ξ′j
, where MXj and m
X
j are determined from (C.22) with Cj
and cj in (D.22).
Notice that the inequalities (D.19) and (D.23) are of similar form. Therefore, replacing
(D.14)–(D.16) into the ratio in (D.11) and using the inequalities (D.19) and (D.23), we can
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show that
∏
Xj∈C(Yl)
(1 +MXj ) ≤
∑
yl: yl:p=0
QYl(yl|θWYl )
QYl(0l|θWYl )
≤
∏
Xj∈C(Yl)
(1 +MXj ). (D.24)
From (C.20), because Al =
∏
Xj∈C(Yl)
(1 + MXj ) and al =
∏
Xj∈C(Yl)
(1 + mXj ), we obtain
(D.11), which completes the proof.

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