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The estimation of the semantic similarity between terms provides a valuable tool to enable the under-
standing of textual resources. Many semantic similarity computation paradigms have been proposed
both as general-purpose solutions or framed in concrete ﬁelds such as biomedicine. In particular, ontol-
ogy-based approaches have been very successful due to their efﬁciency, scalability, lack of constraints
and thanks to the availability of large and consensus ontologies (like WordNet or those in the UMLS).
These measures, however, are hampered by the fact that only one ontology is exploited and, hence, their
recall depends on the ontological detail and coverage. In recent years, some authors have extended some
of the existing methodologies to support multiple ontologies. The problem of integrating heterogeneous
knowledge sources is tackled by means of simple terminological matchings between ontological con-
cepts. In this paper, we aim to improve these methods by analysing the similarity between the modelled
taxonomical knowledge and the structure of different ontologies. As a result, we are able to better dis-
cover the commonalities between different ontologies and hence, improve the accuracy of the similarity
estimation. Two methods are proposed to tackle this task. They have been evaluated and compared with
related works by means of several widely-used benchmarks of biomedical terms using two standard
ontologies (WordNet and MeSH). Results show that our methods correlate better, compared to related
works, with the similarity assessments provided by experts in biomedicine.
 2011 Elsevier Inc. All rights reserved.1. Introduction
With the success of the Information Society, the amount of elec-
tronic information available has increased greatly in recent years.
Biomedicine is a ﬁeld in which information is of the utmost impor-
tance, and in which large electronic databases are needed both for
daily and research tasks. By means of intelligent data analysis,
large sources of information (such as patient records, visit out-
comes and statistical data obtained from daily tasks) can be ana-
lysed to extract new useful knowledge. Much of this information,
however, consists of textual resources that are hard to manage
due to the lack of textual understanding capabilities of computer-
ised systems.
Computational linguistics provides techniques to enable the
understanding of text. The estimation of the semantic similarity is
one of the most basic tasks. It aims to quantify the similarity be-
tween a pair of terms according to their conceptual (i.e. semantic)
resemblance, rather than their lexical similarity [1]. In this manner,
the meaning of terms is taken into consideration during data anal-
ysis, mimicking the way in which humans interpret textualll rights reserved.
).resources. Because semantics is an inherently human feature,
semantic similarity approaches rely on predeﬁned knowledge
sources containing implicit or explicit evidences on which the sim-
ilarity assessment can be based. In all cases, similarity is estimated
according to the degree of commonality observed in the back-
ground sources for the compared terms.
According to the theoretical principles and the type of knowl-
edge source, different families of measures can be identiﬁed. On
one hand, corpora-based measures rely on unstructured or semi-
structured textual corpus (e.g. thesaurus, tagged documents, the
Web, etc.) to estimate the similarity between terms as a function
of their distributional characteristics [2]. Term co-occurrences are
typically taken as the evidence of commonality on which the
similarity assessment can be based (e.g. metastasis and cancer are
similar because both terms tend to co-occur) [3]. On the other
hand, ontology-based measures compute similarity by mapping
input terms to ontological concepts and estimating the similarity
by analysing the modelled semantic relationships (usually
hyponymy/hypernymy) [4]. Ontologies provide a formal and
machine-readable conceptualisation of a domain, by means of a
uniﬁed terminology and semantic inter-relations [5] and have an
outmost importance in the biomedical ﬁeld [6]. In recent years,
many ontologies have been developed, ranging from general-
purpose ones (such as WordNet [7]) to domain-speciﬁc sources
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sures, taxonomical knowledge is typically exploited. Most of them
rely on the common ancestors of the compared terms as the evi-
dence on which the similarity is based (e.g. bronchitis and ﬂu are
similar because both are specialisations of disorders of the respira-
tory system).
Compared to corpora-based similarity measures, ontology-
based ones are characterised by their efﬁciency (because they only
explore semantic networks rather than analysing large corpora)
and lack of dependencies on external resources (i.e. representative
domain corpora) [8]. Moreover, they are less affected by ambiguity
(because unstructured domain corpora contain words rather than
concepts) and data sparseness (i.e. the fact that the amount of
available corpora is not enough to extract robust conclusions)
[3]. Ontology-based measures, however, completely depend on
the coverage and detail of the background ontology. If an input
term is not found in the ontology, its similarity to another term
cannot be assessed. This situation is common when dealing with
cross-domain data and also in domains (such as biomedicine) in
which concepts are spread through several heterogeneous knowl-
edge sources (e.g. those in the UMLS such as SNOMED CT or MeSH
which are created with different scopes and purposes) [9,10]. This
limitation, as acknowledged by several authors [1,11–13], can be
overcome by exploiting multiple ontologies.
As it will be shown in Section 3, ontology-based related works
very rarely support more than one ontology. The main difﬁculty
arises when evaluating a term found in one ontology with another
one covered by a different ontology. As stated above, similarity
estimation relies on the commonalities between terms. In a
multi-ontology scenario, this implies the discovery of common
taxonomical ancestors for the compared terms among several
ontologies. Related works rely on terminological matchings be-
tween taxonomical ancestors of different ontologies (i.e. ancestors
with identical labels are matched) [1,10]. These approaches are
hampered by the fact that ontologies rarely model concepts in
the same way or refer to them using the same label (due to synon-
ymy). Hence, in many situations, it is not possible to discover
equivalent ancestors or the selected ones may not be the most
adequate.
In this paper, we propose two methods that overcome the
limitations of a strict terminological matching of taxonomical
ancestors. The ﬁrst one, relying on the principles of knowledge rep-
resentation, considers explicit knowledge modelled in the ontology
to estimate the semantic overlapping between taxonomical ances-
tors of different ontologies. The second one exploits, additionally,
the net of semantic links and the structural similarities between
several ontologies as an indication of implicit semantics. Both
methods aim to quantify the chance that terminologically-
different ancestors are equivalent. And thus, they allow discovering
more adequate common ancestors for the compared terms among
different ontologies and enabling more accurate similarity estima-
tions. Both methods have been evaluated by means of several
widely-used benchmarks (consisting of biomedical term pairs)
adapted to the multi-ontology scenario. The similarity estimation
accuracy obtained for several ontology-based measures shows a
noticeable improvement when using our methods instead of those
of related works.
The rest of the paper is organised as follows. Section 2 intro-
duces ontology-based methods for semantic similarity assessment.
Section 3 reviews strategies proposed by related works to enable
the similarity assessment across different ontologies, while Section
4 discusses their main limitations. Section 5 presents our approach.
It describes how ontologies are semantically and structurally ana-
lysed and formalises two methods to enable the similarity assess-
ment across different ontologies. Section 6 presents the evaluation
scenario and the results obtained for several benchmarks of bio-medical terms. Section 7 discusses the results in comparison with
related works. The ﬁnal Section contains the conclusions and some
lines of future research.2. Ontology-based semantic similarity
Ontology-basedmeasures analyse the knowledge modelled in an
ontology to assess the similarity between terms (which are
mapped to ontological concepts by matching their labels). Several
approaches can be distinguished.
Information Content-based approaches assess the similarity be-
tween concepts as a function of the Information Content (IC) that
both concepts have in common. The common information between
two concepts is represented by the IC of their Least Common Sub-
sumer (LCS) (i.e. the most speciﬁc taxonomical ancestor that the
two concepts have in common in the ontology) [14–16]. The IC
of a concept can be either computed from its probability of occur-
rence in a corpus (i.e. the more frequent a concept appears in a cor-
pus, the lower its IC will be) [14], or from its degree of taxonomical
specialisation in the background ontology (i.e. the larger the num-
ber of hyponyms of a concept, the more general its meaning will be
and the lower its IC will be) [12,17,18]. As stated in the introduc-
tion, pure ontology-based approaches, like the latter one, are pre-
ferred to corpora-based ones due to their higher scalability.
Feature-based measures estimate the similarity of concepts by
analysing the amount of common and non-common knowledge
features found in the ontology. Taxonomic and non-taxonomic
relationships as well as concept descriptions (i.e. glosses) retrieved
from dictionaries are features commonly considered in the assess-
ment of similarity [11,13,19]. In these approaches, term common-
ality (i.e. similarity) is computed as a function of the amount of
terminological overlapping between concept features (i.e. related
concepts and/or glosses). The main drawback of these measures
is that they rely on features such as non-taxonomical relationships
or term descriptions which are rarely found in ontologies [20].
Finally, edge-countingmeasures rely on the structural model de-
ﬁned by the taxonomical relationships modelled in the ontology.
These measures base the similarity assessment on the length of
the shortest path separating two concepts, deﬁned by going
through taxonomical generalisations modelled in an ontology [4].
Note that the shortest taxonomical path between two concepts is
the one that goes through their LCS that, again, represents their
commonality. Thanks to their simplicity, edge-counting measures
have been widely used in the past in many contexts [8].
In [4], Rada proposed a simple edge-counting measure which
quantiﬁes the semantic distance (i.e. the inverse to similarity) of
two concepts c1 and c2 as the sum of the number of links of c1
and c2 to their LCS (LCS(c1,c2)) (i.e. their minimum taxonomical
path) (1).
disRadðc1; c2Þ ¼ N1 þ N2 ð1Þ
where N1 and N2 are the minimum number of taxonomical links
from c1 and c2 to their LCS, respectively. Note, that if c1 is an special-
isation of c2 then LCS (c1,c2) = c2.
Because the above measure produces absolute values that are
difﬁcult to compare when they are computed from different ontol-
ogies, Leacock and Chodorow [21] (L&C) normalised the value by
the maximum depth D of the taxonomy, evaluating the path length
in a non-linear fashion (2).
simL&Cðc1; c2Þ ¼  log N1 þ N2 þ 12 D
 
ð2Þ
In addition to the path length, Wu and Palmer [22] (W&P) also
took into consideration that the similarity between a concept pair
in an upper level of the taxonomy should be lower than the
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latter one is more specialised and, hence, less differentiated). For
this reason, they consider the relative depth of the LCS of the con-
cept pairs in the taxonomy as an indication of similarity (3).
simW&Pðc1; c2Þ ¼ 2 N3N1 þ N2 þ 2 N3 ð3Þ
where and N3 is the number of is-a relations from the LCS to the root
of the ontology. Note that, because the measure is normalised, it
ranges from 1 (for identical concepts) to 0.
Note that most ontology-based measures completely rely on
evaluating the LCS of the compared concepts as the evidence of
commonality on which the similarity assessment is based. Hence,
in a multi-ontology scenario (discussed in the next section), in
which c1 and c2 belong to different ontologies, the discovery of a
suitable LCS between ontologies is mandatory to enable similarity
estimations.
3. Semantic similarity from multiple ontologies
As noted in [11], when dealing with multiple knowledge
sources, the classical approach has been to map/align [23] concepts
of different ontologies into a single one [24]. However, the con-
struction of an integrated ontology for similarity estimation is
costly if not impractical. Moreover, the integrated ontology may
be also hampered by the difﬁculties of coherently map all ontolog-
ical concepts due to inconsistencies and mismatches among ontol-
ogies. For this reason, more recent related works on semantic
similarity estimation from multiple ontologies tackle the problem
from a different perspective: they only evaluate the ontological
knowledge related to the evaluated concepts to ﬁnd the common-
alities that enable the similarity assessment. On one hand, this
minimises the amount of inconsistencies resulting from a complete
integration process, due to only partial and closely related knowl-
edge structures are analysed; on the other hand, it provides an
scalable solution from the semantic similarity perspective, com-
pared to a complete integration of large ontologies.
To enable the similarity estimation across several ontologies,
once the compared terms are individually linked to concepts of
each ontology (by matching their labels), ontologies should be con-
nected in a way that the commonality between the concepts corre-
sponding to the compared terms can be evaluated.
The most basic approaches create an imaginary root node that
subsumes the root nodes of different ontologies [11,13]. Then, the
similarity is computed from the resulting knowledge structure.
Concretely, in [11], Rodríguez and Egenhofer compute the similar-
ity of terms as the weighted sum of the similarity of three features
of their corresponding concepts: the degree of overlapping between
synonym sets, conceptual features (e.g. meronyms, attributes, etc.)
and neighbour concepts (i.e. those whose path distance to the eval-
uated concept is lower than or equal to a natural number r) [19].
The computation of each of these three components is based on
the feature-based similarity measure deﬁned by Tversky [19],
which considers the relative importance between common and
non-common characteristics. In this approach, two concepts are
equivalent if they share the same textual label. The shortest path
from each concept to the imaginary root (i.e. depth) is used to give
less importance to non-common features, following the idea that
individuals pay more attention to similar than to different features
during the similarity assessment [19].
Petrakis et al. [13] extended the previous approach relying on
the matching between synonym sets and concept glosses extracted
fromWordNet (i.e. words extracted by parsing concept deﬁnitions)
or scope notes extracted fromMeSH. Once each term to compare is
individually matched to a concept of each ontology, they are con-
sidered similar if their synonyms (i.e. different labels correspond-ing to a single ontological concept) and glosses, and those of the
concepts in their neighbourhood are lexically similar. The similar-
ity is computed taking the maximum similarity value obtained by
comparing synonyms and glosses per separate using the Jaccard
coefﬁcient [25].
Other more recent approaches look for terminologically-equiv-
alent concepts between different ontologies. In Saruladha et al. [1],
authors compute semantic similarity among biomedical ontologies
based on an information-theoretic perspective of the Tversky’s
measure [19]. The amount of commonality that exists between
concepts c1 and c2 is represented by the IC of their LCS (i.e.
LCS(c1,c2)), while their differences are conceived as IC(c1) and
IC(c2). Considering that both ontologies are connected by a new
imaginary root node, the LCS(c1,c2) is obtained by matching the
set of subsumers of c1 in the ﬁrst ontology and the set of subsumers
of c2 in the second ontology by means of a terminological match-
ing. The IC of concepts is computed in an intrinsic manner from
the knowledge modelled in the ontology, in order to avoid depend-
ing on corpora availability [12]. The depth of both concepts in the
ontology is computed in the same manner as Rodríguez and Ege-
nhofer [11].
Al-Mubaid and Nguyen [10] also propose a method for assess-
ing similarity of concepts between multiple biomedical ontologies.
It compares term pairs using a similarity measure deﬁned in [26],
which combines the path length and common speciﬁcity of the cor-
responding ontological concepts. The common speciﬁcity of two
concepts is calculated by subtracting the depth of their LCS from
the depth of the taxonomic branch to which they belong. Because
the path length provides absolute values, the method relies on the
selection of a predeﬁned primary ontology (the rest are considered
as secondary) to which similarity values are normalised. A disad-
vantage of this methodology is the fact that a primary ontology
must be selected a priori by the user. The differentiation between
primary and secondary ontologies makes it necessary to consider a
complex casuistic during the similarity assessment. In the multi-
ontology scenario, ontologies are connected by joining equivalent
taxonomical ancestors (i.e. those with the same textual label).
These equivalent concepts are called bridges. Because several
bridges could be found given a pair of ontologies, evaluated con-
cepts (c1 and c2) may have more than one LCS, path and common
speciﬁcity values. Then, if c1 belongs to the primary ontology and
c2 to the secondary one, their set of LCS (LCSi(c1,c2)) are evaluated
considering the LCS of the concept that belongs to the primary
ontology and the discovered bridges: LCSi(c1,c2) = LCS(c1, bridgei).
Then, the maximum similarity obtained considering the full set
of bridges is taken. When c1 and c2 belong to secondary ontologies,
one of them acts temporarily as primary ontology. Because the
similarity measure is based on the path length (which provides
absolute values), results obtained from different ontology pairs
(with different taxonomical depths and granularity degrees) can-
not be compared. Authors propose a method to scale the part of
the path and the common speciﬁcity computed from the secondary
ontology to the primary ontology. The scaling factor is the differ-
ence in the taxonomical depth of the secondary ontology compared
to the primary one. Formally, the path length and the common
speciﬁcity (CSpec) are computed as stated in (4) and (5)
respectively.
Pathiðc1; c2Þ ¼ Pathðc1; bridgeiÞ þ
2 D1  1
2 D2  1 Pathðc2; bridgeiÞ  1
ð4Þ
CSpeciðc1; c2Þ ¼ D1  DepthðLCSðc1; bridgeiÞÞ ð5Þ
where D1 and D2 are the depths of the primary and secondary ontol-
ogies respectively.
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The main limitation of the works discussed above is the fact
that only terminologically-equivalent ancestors of different ontol-
ogies are matched to obtain the LCS. In some cases, it is not possi-
ble to ﬁnd equivalent ancestors for the compared concepts, so that
ontologies can only be joined through the root nodes. In other
cases, even though a pair of equivalent subsumers is found, an-
other one (more speciﬁc), would be more appropriate, but it is
omitted because the labels used to refer to subsumers are different
(e.g. cancer/neoplasms). In both cases, the similarity computed from
the terminologically-matched ancestors is lower than the real one.
In some cases, authors rely on synonyms sets to improve the pre-
cision of the matching process.
Terminological matchings are also hampered by the fact that
different ontologies very rarely model knowledge in the same
way. In fact, as acknowledged by other authors [23], the alignment
or merging of different ontologies is a difﬁcult task, because the
knowledge representation process is heavily affected by the
knowledge engineer point of view, the application in which the
ontology will be used, and the distributed nature of the ontology
development process.
When trying to discover the LCS of a pair of concepts in different
ontologies, we observe that the heterogeneous nature of ontologies
hampers related works. On one hand, when modelling large sets of
concrete concepts, knowledge engineers progressively group them
by introducing common ancestors according to their common char-
acteristics [27]. The level of detail, branching factor and the granu-
larity of the inner taxonomical structure are variables decided byFig. 1. Knowledge modelling for myocardiuthe knowledge expert. Hence, ontologies modelling the same
knowledge typically result in very different taxonomical structures.
On the other hand, because the knowledge modelling process
evolves in a bottom-up fashion, in many situations, ad hoc abstrac-
tions (e.g. physical entity, abstract entity, thing in WordNet) are
introduced at the higher levels of the taxonomy. Unlike concrete
concepts (e.g. disease names), these ad hoc abstractions have not
been created by consensus and, hence, they are difﬁcult to match.
Example 1. Let us compare the way in which WordNet and MeSH
model the concept pair myocardium and heart, respectively, as
shown in Fig. 1.
Even though both concepts are semantically similar, we observe
notorious differences in the granularities of the taxonomical trees.
In addition, we realise that subsumers in WordNet tend to present
a higher level of abstraction. This is because WordNet has a general
scope, whereas MeSH is focused on the biomedical ﬁeld.
As a result, a terminological matching will not ﬁnd an equiva-
lent LCS and, hence, both terms will be assessed as maximally dis-
tant (i.e. joined by the root nodes). This is the result of comparing
heterogeneous taxonomical structures created by knowledge engi-
neers with different points of view. Even though no identical sub-
sumers are available, one realises that some subsumer pairs are
semantically similar (e.g. heart and cardiac muscle or body part
and anatomy) and hence, they could be used as evidence of the
sematic commonality between the compared terms (i.e. their LCS).
Example 2. Terms antibiotic and anti-bacterial agent are evaluated
in WordNet and MeSH, respectively, as shown in Fig. 2.m (in WordNet) and heart (in MeSH).
Fig. 2. Knowledge modelling for antibiotic (in WordNet) and anti-bacterial agent (in MeSH).
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subsumer pair drug as the LCS. However, as above, another sub-
sumer pair below would be a more adequate LCS (e.g. bactericide
and anti-bacterial agents).
5. Proposed method
In order to overcome the problems discussed in the previous
section, our approach aims to discover semantically similar sub-
sumers (but not necessarily terminologically identical), enabling
a more accurate assessment of the similarity between the com-
pared terms. Instead of relying solely on the terminological match-
ing between subsumer labels, our approach complements this
method by (i) an assessment of the semantic overlapping between
subsumer pairs and (ii) an evaluation of their structural similarities
analysing the ontologies to which they belong. Both dimensions,
considered as explicit and implicit evidences of semantic similar-
ity, are used to quantify the probability of subsumer pairs being
equivalent. As a result, two methods for LCS discovery among dif-
ferent ontologies are proposed.
Example 3. To illustrate the deﬁnitions and methods formalised in
the following subsections, let us consider the ontological structures
shown in Figs. 3 and 4, associated to the evaluation of the terms
lupus (in MeSH) and rheumatoid arthritis (in WordNet).5.1. Basic deﬁnitions
Deﬁnition 1. Let C be the set of concepts of an ontology O. We
deﬁne concept subsumption (<n) as a parameterised binary relation
<n:C  C, where n is the interlink distance between a concept andits ancestors. Hence, having two concepts ci and cj, ci <n cj implies
that cj is the nth taxonomical ancestor of ci and, inversely, ci is the
nth specialisation of cj. Particularly, ci <1 cj is fulﬁlled if ci is a direct
specialisation of cj; hence, cj is the direct taxonomical ancestor of ci.
Note that ci <0 cj is fulﬁlled if ci = cj.
Following Example 3 (Fig. 3), lupus <3 disease is fulﬁlled because
disease is the 3rd taxonomical ancestor of lupus in MeSH. Likewise,
both connective tissue diseases and autoimmune diseases are a direct
taxonomical ancestors of lupus, whereas lupus is a direct specialisa-
tion of them (i.e. lupus <1 connective tissue diseases and lupus <1
autoimmune diseases).
Deﬁnition 2. The closure of this relation (<) is the union of the
result of applying <n for n = 0, . . . ,d, being d the maximum number
taxonomical links between a concept and the root node.Conse-
quently, ci < cj is fulﬁlled if cj is an ancestor of ci at any level in the
taxonomical tree or if ci = cj; inversely, for a given cj, ci is a
taxonomical specialisation of cj at any taxonomical depth.
Applied to Example 3 (Fig. 3), the closure of the subsumption
relation (<) for lupus in MeSH is fulﬁlled for the set {lupus, connec-
tive tissue diseases, autoimmune diseases, skin and connective tissue
diseases, immune system diseases, diseases and MeSH concept} that
covers all the taxonomical ancestors (considering multiple taxo-
nomical inheritance) of lupus including itself.
Deﬁnition 3. The set of subsumers of a concept c in the ontology O
at distance n is:
subsumersnOðcÞ ¼ fs 2 Cjc<nsgDeﬁnition 4. The set of direct subsumers of a concept c in the ontol-
ogy O is:
Fig. 3. Ontological modelling of the term lupus in MeSH.
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ontology O at any taxonomical level is:
total subOðcÞ ¼ subsumersOðcÞ ¼ fs 2 Cjc<sg
Note that if multiple inheritance relations are modelled into the
ontology, the whole set of subsumers (through the different taxo-
nomical trees) are considered.
In Example 3 (Fig. 3): direct_subMeSH(lupus) = {connective tissue
diseases, autoimmune diseases}, total_subMeSH(lupus) = {lupus, con-
nective tissue diseases, autoimmune diseases, skin and connective tis-
sue diseases, immune system diseases, diseases and MeSH concept}.
Deﬁnition 6. The set of hyponyms of a concept c in the ontology O
at distance n is:
hyponymsnOðcÞ ¼ fh 2 Cjh<ncgDeﬁnition 7. The set of direct hyponyms of a concept c in the ontol-
ogy O is:
direct hypoOðcÞ ¼ hyponyms1OðcÞ ¼ fh 2 Cjh<1cgDeﬁnition 8. The complete set of hyponyms of a concept c in the
ontology O at any taxonomical depth is:
total hypoOðcÞ ¼ hyponymsOðcÞ ¼ fh 2 Cjh<cg
In Example 3 (Fig. 4), considering the arthritis concept in Word-
Net: direct_hypoWordNet(arthritis) = {rheumatoid arthritis, osteoarthri-
tis, spondylarthritis, gout}, total_hypoWordNet (arthritis) = {arthritis,
rheumatoid arthritis, osteoarthritis, spondylarthritis, gout, psoriat-
ic arthritis, Still’s disease}.
Note that when using the < operator, the concept c is included
both in the subsumer and hyponym sets.
5.2. Analysing the semantic overlapping between subsumers
The ﬁrst aspect considered when comparing subsumer pairs of
different ontologies is their degree of semantic overlapping. Simi-
larly to approaches that compute the IC of a concept from an ontol-ogy in an intrinsic manner [17,28] (introduced in Section 2), we
assess the semantic content of a concept according to its taxonom-
ical specialisations (i.e. hyponyms). This is based on the principle of
cognitive saliency [29]: concepts are specialised when they must
be differentiated from other ones. Hence, the set hyponyms of a
concept summarises and bounds its meaning, differentiating it
from other concepts. For example, the meaning of the concept body
part is the result of the sum of all its specialisations (i.e. anatomical
entities). Interpreting this principle in an inverse manner, the fact
that two subsumers (each one modelled in a different ontology)
share a certain amount of hyponyms, gives us an evidence of
semantic similarity. As a result, comparing the set of hyponyms
of two subsumers of different ontologies, we are able to quantify
their semantic overlapping and, hence, measure the degree of
semantic equivalence of two subsumers.
More in detail, given a pair of concepts c1, c2 to be evaluated,
where c1 belongs to the ontology O1 and c2 belongs to O2, their sub-
sumer pairs (hsi,sji where si e total subO1 ðc1Þ and sj e total subO2 ðc2Þ)
can be compared according to the degree of overlapping of their
hyponym sets ðtotal hypoO1 ðsiÞ and total hypoO2 ðsjÞÞ.
Hyponym sets are compared by means of terminological match-
ings between their labels. The matching of hyponyms, however, is
more effective than that of subsumers, thanks to the higher dimen-
sionality of hyponym sets (especially when dealing with abstract
subsumers), and due to the fact that hyponyms refer to more con-
crete concepts, being less ambiguous, less affected by synonymy
and usually labelled with consensus words (e.g. concrete disease
names). It is important to note that, even though the terminologi-
cal matching between hyponyms sets underestimates the real
semantic commonalities between subsumer pairs, all of them will
be evaluated in the same way, enabling an objective quantiﬁcation
of the most similar pair.
After applying this terminological matching, the degree of over-
lapping between the sets of hyponyms is quantiﬁed using a simi-
larity coefﬁcient. Many coefﬁcients have been proposed to
evaluate set representations [25,30–33] (some of the most com-
monly used ones are shown in Table 1). All of them quantify the
level of commonality between sets (i.e. intersection) whereas their
main difference is the normalising factor. Jaccard’s coefﬁcient di-
vides the intersection by union of the compared sets. The coefﬁ-
cients of Dice, Ochiai, Simpson and Braun-Blanquet use an
averaging operator to weight the contribution of both sets (arith-
metic mean, geometric mean, minimum and maximum size,
respectively). In our approach, we opted for the Ochiai coefﬁcient
Table 1
Similarity coefﬁcients, where A and B are the
compared sets.
Coefﬁcient Equation
Jaccard [25] jA\BjjA[Bj
Dice [32] 2jA\BjjAjþjBj
Ochiai [30] jA\Bjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jAjjBj
p
Simpson [31] jA\Bj
MinðjAj;jBjÞ
Braun-Blanquet [33] jA\Bj
MaxðjAj;jBjÞ
Fig. 4. Ontological modelling of the term rheumatoid arthritis in WordNet.
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tends to be lower than the arithmetic or absolute sum when one of
the sets is small. This results in higher similarity values and, hence,
in a prioritisation of the commonalities of subsumers at a lower le-vel of the hierarchy, which, obviously, will present less hyponyms
than those at a higher level. This strategy implicitly considers the
relative depth of subsumers in the hierarchy (as a function of the
hyponym set size), a dimension that, as discussed in Section 2, is
desirable for similarity assessment.
Formally, being si, sj two subsumers and being O1 and O2 two
ontologies so that si belongs to O1 and sj belongs to O2 the semantic
overlapping between them is computed as:
sem overlapðsi; sjÞ ¼
jtotal hypoO1 ðsiÞ \ total hypoO2 ðsjÞjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jtotal hypoO1 ðsiÞj  jtotal hypoO2 ðsjÞj
q ð6Þ
where the intersection (\) between both sets of hyponyms is de-
ﬁned as the set of concepts that are terminologically-equivalent
(i.e. their labels or the labels of their synonyms, if available, are
identical).
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Considering that ontological structures provide implicit evi-
dences concept semantics [4], in this section, we present a measure
that, inspired by graph-matching theory, aims to quantify the
structural similarities between concept subsumers of different
ontologies. Coherent with the knowledge representation princi-
ples, the measure assumes that if two subsumers are equivalent
their related ancestors and hyponyms should be semantically sim-
ilar. Analogously to Section 5.2, this measure will contribute to the
discovery of more suitable subsumers for the compared concepts.
Relying on the graph theory, the knowledge structure deﬁned by
the semantic relationships modelled in ontologies can be repre-
sented by means of attributed graphs, where nodes of the graph
are concepts and relations between nodes are semantic relations
(in our case, focused on taxonomic links). Using a graph representa-
tion, graphmatching algorithms can be applied to ﬁnd equivalences
between ontologies according to their structural similarities. These
algorithms aim to ﬁnd a bijection between nodes of two graphs
considering nodes (i.e. concepts) and relations jointly. A large num-
ber of solutions exist [34–36], some of them being speciﬁcally ap-
plied to the ontology matching problem [37,38].
The discovery of bijections between graphs is closely related to
the discovery of the LCS of a pair of concepts among different
ontologies. Inspired by the graph matching methods proposed in
[34] or in [39], which were applied to attributed graphs, we pro-
pose evaluating the structural similarity between subsumer pairs
according to the degree of matching of their adjacent nodes (i.e.
those that related them with their direct subsumers and direct hyp-
onyms, as formalised in Deﬁnitions 4 and 7). Additional levels of
adjacency could be considered to potentially obtain a more precise
assessment (e.g. those edges ending at hyponyms2OðsÞ and
subsumers2OðsÞ). However, the computational complexity to evalu-
ate how similar two subsumers are increases in a non-polynomial
way with respect the levels of adjacency considered. Consequently,
for scalability reasons, and considering the size of widely-usedstructural similaritysj ðsiÞ ¼
P
sir2direct subðsiÞ
max
sjp2direct subðsjÞ
fsem overlapðsir; sjpÞg þ
P
hir2direct hypoðsiÞ
max
hjp2direct hypoðsjÞ
fsem overlapðhir ;hjpÞg
jdirect subðsiÞj þ jdirect hypoðsiÞj ð7Þontologies like WordNet or those in the UMLS repository, we have
limited the analysis to direct incident edges.
It is important to note that ingoing relations (i.e. those relating a
subsumer with its direct subsumers) and outgoing relations (i.e.
those relating a subsumer with its direct hyponyms) are considered
separately. This differentiation is mandatory because directionality
of edges must be preserved to properly evaluate the modelled
semantics.
The degree of matching of a relation pair (each one of a different
subsumer, si, sj) is measured as a function of the similarity between
the nodes at the end of the relation (i.e. direct_sub(si) vs. direct_-
sub(sj) and direct_hypo(si) vs. direct_hypo(sj)). In order to provide
a semantically-grounded assessment, this is measured according
to degree of semantic overlapping (Eq. (6)) between nodes (i.e. con-
cepts), as proposed in Section 5.2.
When comparing outgoing or ingoing relation sets of a subsum-
er si (in an ontology) to those of another subsumer sj (in a different
ontology), we do not rely on the cardinality of these sets (e.g. the
fact that the ﬁrst subsumer has three direct hyponyms whereas
the other one has only 2). We believe that the consideration of car-
dinalities is inconsistent due to variations in the levels of detail of
different ontologies, which result in different granularities and
branching factors of taxonomical structures (even modelling thesame knowledge). As discussed in Section 4, this is again related
to the fact of comparing heterogeneously constructed sources,
and due to the subjectivity inherent to manual knowledge model-
ling. On the contrary, in our proposal, the degree of matching of
each edge of si to those of sj is computed as the maximum degree
of matching to any edge of sj (considering the directionality of the
relations).
To illustrate this process, let us evaluate the structural similar-
ities for the term rheumatoid arthritis (in WordNet) and lupus (in
MeSH) as presented in Example 3. Fig. 5 shows an extract of the
adjacent ontological structures for both concepts.
To evaluate the structural similarity of both concepts, the hyp-
onymy (i.e. outgoing) relations of rheumatoid arthritiswith psoriatic
arthritis and Still’s disease in WordNet will be compared to relations
of lupus with lupus nephritis and lupus vasculitis in MeSH. On the
other hand, generalisation (i.e. ingoing) relations of rheumatoid
arthritis with arthritis and autoimmune disorder in WordNet will
be compared to ingoing relations of lupus in MeSH, in this case,
connective tissue disease and autoimmune diseases. The degree of
matching of each relation of an ontology (e.g. rheumatoid arthritis-
autoimmune disorder in WordNet) with the relations in the other
ontology (i.e. lupus-connective tissue diseases and lupus-autoim-
mune diseases in MeSH) will be assessed as the maximum degree
of matching of the former to any of the latter. As stated above, this
is computed as the degree of semantic overlapping between nodes
at the end of the compared relations. Hence, when evaluating the
relation (rheumatoid arthritis- autoimmune disorder) of WordNet,
the semantic overlapping between concept pairs (autoimmune dis-
order, connective tissue diseases) and (autoimmune disorder, autoim-
mune diseases) will be computed; the maximum value is taken as
the degree of matching of the relation (rheumatoid arthritis-autoim-
mune disorder).
After that, when all relation pairs (both ingoing and outgoing)
have been assessed, the structural similarity for si compared to sj
is computed as the average of the degree of matching of the rela-
tions of si in O1 to the relations of sj in O2. Formally:Note that the structural similarity of si in O1 compared to sj in O2
could be different to the similarity of sj in O2 compared to si in O1,
due to divergences in relation cardinalities (i.e. it is not a symmet-
ric function). Hence, we deﬁne the pairwise structural similarity for
a pair of subsumers as the maximum of the individual similarities
computed from O1 to O2 and from O2 to O1. Formally:
pairwise struc simðsi; sjÞ
¼maxðstructural similaritysj ðsiÞ; structural similaritysi ðsjÞÞ: ð8Þ5.4. Selecting the LCS
Once we are able to quantify both the semantic (i.e. explicit)
and structural (i.e. implicit) similarity between subsumer pairs of
different ontologies, we can select the most suitable one as the
LCS. In this section, we present two methods to discover it: the ﬁrst
one, based solely on semantic overlapping, and the second one,
which also considers structural similarity. In the following, the
common steps to both methods are detailed. After that, the differ-
ent strategies implemented by each method are detailed in Sec-
tions 5.4.1 and 5.4.2 respectively.
Fig. 5. Structural evaluation of rheumatoid arthritis (in WordNet) and lupus (in MeSH).
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related works [1,10]. Subsumers of the compared concepts (each
one belonging to a different ontology) with identical labels are
matched. If no terminologically-equivalent pairs are found, the
root nodes of both ontologies are matched; otherwise, if one or
more pairs are identical, the most concrete pair of equivalent
ancestors is selected. We consider the most concrete pair of sub-
sumers is the one that minimises the path length between the
compared terms. As a result a pair of terminologically-matched
subsumers (each one belonging to a different ontology) is obtained.
Formally:
Deﬁnition 9. Given a pair of concepts c1, c2 so that c1 belongs to O1
and c2 belongs to O2, and given total subO1 ðc1Þ, total subO2 ðc2Þ, their
pair of terminologically-matched subsumers (hms1,ms2i) is:hms1;ms2i ¼ argmin8hsi ;sji
ðpathðc1; c2ÞÞjhsi 2 total subO1 ðc1Þ; sj 2 total subO2 ðc2Þi; if si ¼ sj

langleroot nodeðO1Þ; root nodeðO2Þi;otherwise :where the ‘=’ operator considers identical labels (including syn-
onyms sets).
In Example 3, when comparing lupus (in MeSH) and rheumatoid
arthritis (in WordNet), we have total_subMeSH(lupus) = {lupus, con-
nective tissue diseases, autoimmune diseases, skin and connective tis-
sue diseases, immune system diseases, disease, MeSH concept} and
total_subWordNet(rheumatoid arthritis) = {rheumatoid arthritis, arthri-
tis, inﬂammatory disease, disease, illness, ill health, pathological state,
condition, state, attribute, abstraction, abstract entity, entity}. The
most speciﬁc subsumer pair hms1,ms2i so thatms1 belongs to total_
subMeSH(lupus) and ms2 belongs to total_subWordNet(rheumatoid
arthritis) that match terminologically is hdisease, diseasei.
Then, by means of the semantic and structural measures pro-
posed in Sections 5.2 and 5.3, we are able to assess the degree of
similarity of the subsumer pair (ms1,ms2). This value is taken as
baseline to ﬁnd a more adequate subsumer pair below them (in
their respective taxonomical trees) and above the compared con-
cepts with a higher resemblance. As discussed in Section 4, this
indicates the presence of other subsumer pairs that, even thoughthey have no identical labels, are better suited to act as the LCS.
Formally:
Deﬁnition 10. For each ci in {c1,c2}, the subset of subsumers to be
semantically and/or structurally compared in order to select a
more suitable LCS are those below their matched subsumer pair
(ms1, ms2) and each concept:candidate LCSOi ðciÞ ¼ fs 2 Cijci<s ^ si<msig
Note that, according to the subsumption relation (Deﬁnition 1),
both the concept itself (ci) and the matched subsumer (msi) are
contained in the set and, hence, are candidates for being LCS.
In Example 3, the candidate_LCSMeSH(lupus) = {lupus, connective
tissue diseases, autoimmune diseases, skin and connective tissuediseases, immune diseases, disease}, whereas the candidate_
LCSWordNet(rheumatoid arthritis) = {rheumatoid arthritis, arthritis,
inﬂammatory disease, autoimmune disorder, disease}.5.4.1. Selecting the LCS considering semantic information
The ﬁrst method considers the explicit degree of semantic over-
lapping between subsumer pairs to select the LCS. The pair with
the maximum overlapping is taken as the ﬁnal LCS:
LCSðc1; c2Þ ¼ argmax
8ics1i ;cs2ji
fsem overlapðcs1i; cs2jÞg ð9Þ
Where hcs1i,cs2ji is any tuple of subsumers resulting from the Carte-
sian product between the sets of candidate LCS:
hcs1i; cs2ji 2 fcandidate LCSO1 ðc1Þ  candidate LCSO2 ðc2Þg ð10Þ
Because only subsumer sets are evaluated in this method
(around a dozen of elements in large ontologies like WordNet),
its computational complexity is low, resulting in a highly scalable
method for large dataset and ontologies.
Table 2
Medical term pairs with averaged similarity scores of experts extracted from the
benchmark of Pedersen et al. [9].
WordNet term MeSH term Physician
ratings
Coder
ratings
Renal failure Kidney failure 4.0 4.0
Myocardium Heart 3.3 3.0
Infarct Stroke 3.0 2.8
Abortion Miscarriage 3.0 3.3
Schizophrenia Delusion 3.0 2.2
Adenocarcinoma Metastasis 2.7 1.8
Stenosis Calciﬁcation 2.7 2.0
Diarrhoea Stomach cramps 2.3 1.3
Atrial ﬁbrillation Mitral stenosis 2.3 1.3
Rheumatoid
arthritis
Lupus 2.0 1.1
Osteoarthritis Carpal tunnel
syndrome
2.0 1.1
Hypertension Diabetes mellitus 2.0 1.0
Acne Syringe 2.0 1.0
Antibiotic Allergy 1.7 1.2
Multiple sclerosis Psychosis 1.0 1.0
Appendicitis Osteoporosis 1.0 1.0
Xerostomia Alcoholic cirrhosis 1.0 1.0
Peptic ulcer
disease
Myopia 1.0 1.0
Cellulitis Depression 1.0 1.0
Hyperlipidaemia Metastasis 1.0 1.0
1 http://www.nlm.nih.gov/mesh/ﬁlelist.html.
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information
The second method complements the semantic overlapping
with the structural similarity. Again, the Cartesian product be-
tween candidate LCS is evaluated. Each subsumer pair is compared
both from a structural and semantic perspective (Eqs. (6) and (8),
respectively). The average of both scores is taken (11):
subsumer similarityðcs1i; cs2jÞ
¼ pairwise struc simðcs1i; cs2jÞ þ sem overlapðcs1i; cs2jÞ
2
ð11Þ
Then, in order to prioritise subsumer pairs located at a lower le-
vel of the taxonomical tree (which, due to their higher level of spe-
cialisation tend to be less semantically distant, as discussed in
Section 2), we normalise the value by the path length resulting
from going from c1 to c2 through the evaluated subsumer pair
(cs1i, cs2j). Again, this implicitly considers the taxonomical depth
of concepts as an important dimension of the semantic assessment.
As in Section 5.4.1, the ﬁnal LCS is the pair which maximises the
resulting score (12):
LCSðc1; c2Þ ¼ argmax
8hcs1i ;cs2ji
subsumer similarityðcs1i; cs2jÞ
N1 þ N2
 
ð12Þ
where N1 and N2 are the minimum number of taxonomical links
from c1 to csi and from c2 to csj, respectively.
As it is shown in the results section, the evaluation of both
semantic and structural features improves, in most cases, the LCS
selection and hence the similarity assessments. This method, how-
ever, requires the evaluation of a higher number of ontological
concepts (i.e. subsumers and concepts in their direct adjacency)
than the ﬁrst method.
6. Results
The evaluation of similarity measures is usually performed by
comparing (i.e. computing the degree of correlation) the automat-
ically obtained similarity values with those provided by human ex-
perts [9,10,13]. To allow the reproducibility of the evaluation
experiments, several authors proposed different benchmarks
[40,41] consisting of word pairs whose similarity have been evalu-
ated by a group of experts.
In the biomedical ﬁeld, we can ﬁnd the benchmark of Pedersen
et al. [9] (by far, the most used one [18]) and the one by Hliaoutakis
et al. [42]. The ﬁrst one consists of 30 pairs of medical terms whose
similarity was assessed by experts of the Mayo Clinic. A total of
three physicians and nine medical coders evaluated each word
pair. After a normalisation process, the average similarity values
provided by both sets of experts in a scale from 1 (non-similar)
to 4 (identical) were obtained. The second benchmark is composed
of a set of 36 medical terms extracted from the MeSH repository.
The similarity between each pair was assessed by eight medical ex-
perts from 0 (non-similar) to 1 (identical).
Unfortunately, standard evaluation benchmarks focused on
multi-ontology similarity methods have not been proposed [13].
Related works commonly use two considerably different ontolo-
gies (e.g. WordNet and MeSH), take some of the benchmarks of
word pairs mentioned above and assess their similarity consider-
ing that each of the two terms of each pair belongs to a unique
ontology (ignoring the fact that it could be found in both ontolo-
gies) [13,43]; results are compared to similarity ratings provided
by human experts.
We carried out an experiment similar to the one proposed in
[13]. Two ontologies are used as background knowledge: WordNet
and MeSH. WordNet [7] is a lexical database that describes and
structures more than 100,000 general concepts, which are seman-tically structured in an ontological way. WordNet contains English
words (nouns, verbs, adjectives and adverbs) that are linked to sets
of cognitive synonyms (synsets), each one expressing a distinct
concept. Synsets are linked by means of conceptual-semantic and
lexical relations such as synonymy, hypernymy (subclass-of), mer-
onymy (part-of), etc. We used WordNet version 2 in our tests as it
is the most common version used in the related works. The Medical
Subject Headings (MeSH) [44] contains a hierarchy of medical and
biological terms deﬁned by the US National Library of Medicine.
This classiﬁcation was initially created to catalogue books and
other library materials, and to index articles for inclusion in
health-related databases including MEDLINE. In MeSH tree, there
are 16 basic categories, with more than 22,000 concepts. We used
the latest 2011 MeSH XML ﬁles available for download1.
The reason for combining a general-purpose ontology like
WordNet with a domain-speciﬁc one, such as MeSH (as done in
[13]) is to consider a least favourable evaluation scenario. Recall
that both ontologies have been designed with signiﬁcantly differ-
ent scopes. Hence, the modelled subsumers and taxonomical trees
tend to be signiﬁcantly different for a pair of similar terms (some
examples are given in Section 4). On one hand, the differences in
scope are reﬂected by the fact that only 5.4% of WordNet concepts
appear in MeSH with the same textual label (including synonyms).
This will affect the accuracy of methods based solely on termino-
logical matchings, showing the advantages of a semantically-
grounded method.
We use the benchmarks of Hliaoutakis et al. and Pedersen et al.
to evaluate our methods. For the ﬁrst one, we have taken the rat-
ings given by the three physicians, nine medical coders and the
average of both. Due to the fact that these benchmarks are meant
to evaluate mono-ontology similarity measures, most of the word
pairs can be found both in MeSH and in WordNet. In fact, 20 out of
the 30 word pairs of the benchmark of Pedersen et al. and 35 out of
36 word pairs of the Hliaoutakis et al. benchmark can be found in
both ontologies (see Tables 2 and 3). On one hand, we considered
only those pairs that can be found in both ontologies in order to
compare the similarity accuracy obtained when using a unique
(and semantically coherent) knowledge source with the more chal-
Table 3
Medical term pairs with averaged similarity scores of experts extracted from the
Hliaoutakis et al. benchmark [42].
WordNet term MeSH term Expert ratings
Appendicitis Anemia 0.031
Otitis media Infantile colic 0.156
Dementia Atopic dermatitis 0.060
Malaria Bacterial pneumonia 0.156
Osteoporosis Patent ductus arteriosus 0.156
Anti-bacterial agents Amino acid sequence 0.155
Congenital heart defects Acq. immuno. syndrome 0.060
Meningitis Tricuspid atresia 0.031
Sinusitis Mental retardation 0.031
Hypertension Kidney failure 0.500
Hyperlipidemia Hyperkalemia 0.156
Hypothyroidism Hyperthyroidism 0.406
Sarcoidosis Tuberculosis 0.406
Vaccines Immunity 0.593
Asthma Pneumonia 0.375
Diabetes mellitus Diabetic nephropathy 0.500
Lactose intolerance Irritable bowel syndrome 0.468
Urinary tract infection Pyelonephritis 0.656
Sepsis Neonatal jaundice 0.187
Anemia Deﬁciency anemia 0.437
Psychology Cognitive science 0.593
Adenovirus Rotavirus 0.437
Migraine Headache 0.718
Myocardial infarction Myocardial ischemia 0.750
Hepatitis B Hepatitis C 0.562
Carcinoma Neoplasm 0.750
Pulmonary stenosis Aortic stenosis 0.531
Breast feeding Lactation 0.843
Antibiotics Anti-bacterial agents 0.937
Seizures Convulsions 0.843
Ache Pain 0.875
Malnutrition Nutritional deﬁciency 0.875
Measles Rubeola 0.906
Chicken pox Varicella 0.968
Down syndrome Trisomy 21 0.875
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larity accuracies give us an idea about the ground truth precision
that one can expect from the knowledge sources, and helps to con-
textualise the results when both ontologies are combined. On the
other hand, to evaluate the multi-ontology scenario, one of the
two terms of each pair is considered to be in WordNet (regardless
it can also be found in MeSH), whereas the second term is consid-Table 4
Correlation values for three edge-counting measures (Rada, Wu & Palmer (W&P) and Lea
Pedersen et al. (ratings of the three physicians, ratings, of the nine medical coders and
benchmark in a mono-ontology scenario (MeSH or WordNet only), and in a multi-ontology
lines represent our methods).
Ontologies Similarity
measure
LCS selection
strategy
Pedersen et al. phys
MeSH Rada – 0.66
WordNet Rada – 0.39
MeSH +WordNet Rada S1 0.16
MeSH +WordNet Rada S2 0.35
MeSH +WordNet Rada S3 0.48
MeSH +WordNet Rada S4 0.59
MeSH W&P – 0.66
WordNet W&P – 0.40
MeSH +WordNet W&P S1 0.17
MeSH +WordNet W&P S2 0.41
MeSH +WordNet W&P S3 0.51
MeSH +WordNet W&P S4 0.58
MeSH L&C – 0.67
WordNet L&C – 0.53
MeSH +WordNet L&C S1 0.17
MeSH +WordNet L&C S2 0.44
MeSH +WordNet L&C S3 0.58
MeSH +WordNet L&C S4 0.66ered to be in MeSH (regardless being found in WordNet), as done in
[13]. In this manner, a suitable LCS between the two ontologies
must be discovered to enable the similarity assessment. Tables 2
and 3 show which terms of each benchmark were evaluated in
which ontology.
In addition to compare the accuracy of our methods with the
(most favourable) mono-ontology setting, we also compared them
against the strategies used by related works in the multi-ontology
scenario. To do so, four strategies to select the LCS have been
implemented for the multi-ontology scenario:
– S1: The root nodes of the two ontologies are joined and consid-
ered as the LCS, following the strategy proposed in [11,13].
– S2: The most speciﬁc (i.e. deepest) pair of subsumers for the
compared concepts that are terminologically-equivalent (con-
sidering synonyms) among the two ontologies are taken as
the LCS, as in [1,10].
– S3: The LCS is selected based on our ﬁrst method proposed in
Section 5.4.1, relaying on the semantic knowledge modelled in
the taxonomy.
– S4: The LCS is selected based on our second method proposed in
Section 5.4.2, also considering additional structural evidences.
For all conﬁgurations and benchmarks, as similarity measure,
we have used the three path-based functions introduced in Section
2: Rada (Eq. (1)), Wu & Palmer (W&P) (Eq. (2)) and Leacock and
Chodorow (L&C) (Eq. (3)). Note that, when using the Wu & Palmer
measure in the multi-ontology setting, the depth of the LCS may be
different from one ontology to another (see some examples in Sec-
tion 4). Following the same premise of edge-counting measures,
which always evaluate the shortest path (i.e. the one that gives
the highest evidence of similarity), we have taken the minimum
depth value during the assessments.
Correlation values against human judgments for the different
methods, measures, benchmarks and ontology combinations are
summarised in Table 4.7. Discussion
Analysing the results shown in Table 4, several conclusions may
be drawn. First, one notices differences in correlation values for thecock and Chodorow (L&C)) against the set of 20 word pairs from the benchmark of
the average of all of them) and the set of 35 word pairs from the Hliaoutakis et al.
setting (MeSH + WordNet) varying strategy to select the LCS (S1, S2, S3 and S4, bold
icians Pedersen et al. coders Pedersen et al. all (averaged) Hliaoutakis et al.
0.63 0.67 0.68
0.48 0.45 0.53
0 0.08 0.21
0.19 0.27 0.63
0.55 0.53 0.65
0.64 0.64 0.67
0.66 0.68 0.69
0.43 0.43 0.53
0.04 0.10 0.16
0.29 0.36 0.67
0.62 0.59 0.67
0.74 0.68 0.67
0.74 0.73 0.74
0.66 0.62 0.66
0.02 0.09 0.18
0.36 0.41 0.68
0.73 0.68 0.71
0.77 0.74 0.72
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WordNet individually. Similarity values assessed from WordNet
tend to be signiﬁcantly lower than those from MeSH for all the
benchmarks and measures (e.g. 0.63–67 vs. 0.39–48 for the Peder-
sen et al. benchmark and the Rada measure). This illustrates the
differences in knowledge modelling between the two ontologies
for the same concepts, and how MeSH provides a more accurate
knowledge representation of medical concepts. However, it is
worth noting that the differences for the Hliaoutakis et al. bench-
mark are lower than for the benchmark of Pedersen et al. because
the former contains more common medical terms (in fact, most
terms in the Hliaoutakis et al. benchmark were contained in Word-
Net, as detailed in Section 6).
Ideally, in the multi-ontology scenario (in which a term of each
pair is evaluated in WordNet, the other term in MeSH and a com-
mon LCS is discovered), one would expect a correlation value in a
range between the correlations provided when using the two
ontologies individually. The closer to the MeSH correlation (which
is the highest in the mono-ontology setting), the better the assess-
ment of the LCS in the multi-ontology setting would be. Analysing
the results obtained in the multi-ontology scenario for the bench-
mark of Pedersen et al., we observe very low correlations when
relying on non-semantic matchings between subsumers. On one
hand, the naïve approach based on joining root nodes (S1) provides
completely uncorrelated results (very near to zero or even below
zero). With this strategy, all pairs appear to be maximally distant
and, hence, hardly distinguishable. On the other hand, the method
based on matching terminologically-equivalent subsumers (S2)
depends heavily on the labels used to refer to those subsumers.
Thanks to the degree of terminological overlapping betweenWord-
Net and MeSH, this strategy is able to improve the naïve method,
even though correlation values are still lower than the worst
mono-ontology assessment (e.g. between 0.19 and 0.35 for the
Rada measure). Analysing the results provided by our methods
(S3 and S4) for the same tests, we observe a clear improvement.
By considering only the semantic overlapping (as presented in Sec-
tion 5.4.1), we are able to increase the correlation to values that are
in the range deﬁned by the mono-ontology results (e.g. correlation
values of 0.48–0.55, which are in the range 0.39–0.67, obtained for
the Rada measure in a mono-ontology setting). Evaluating the ex-
plicit semantics provided by ontologies (i.e. hyponym sets), our
ﬁrst method (S3) is able to match more suitable subsumers than
the terminological matching. When we also take into consideration
structural similarities between subsumers (S4, as proposed in Sec-
tion 5.4.2), correlation values increase, being very close (or even
higher in some cases) to the best mono-ontology result (e.g.
0.59–0.64 in the range 0.39–0.67, obtained for the Rada measure
in a mono-ontology setting). By considering the similarity between
concepts in the immediate adjacency of each subsumer pair, nor-
malised by the path length resulting from going through them,
we are able to strengthen the conﬁdence on those subsumer pairs
that maximise the similarity between the compared concepts.
Hence, as we are capturing more explicit and implicit knowledge,
we are able to better quantify their commonalities. Obviously,
our second method (S4) requires the analysis of a larger set of
ontological concepts (around a few hundreds in these tests) than
our ﬁrst one (S1) (around a few dozens in these tests), which pro-
vides a high scalability at the expense of lower accuracy.
Differences between correlation values for ratings provided by
coders and physicians for the Pedersen et al. benchmark are also
worth noting. As stated by the authors [9], during the construction
of the benchmark, medical coders were asked to reproduce the
classic Rubenstein and Goodenough [41] and Miller and Charles
[40] tests to ensure that they understood the notion of similarity.
Physicians, however, rated concept pairs without pre-training. As
a consequence, medical coders, who were trained and more usedto the deﬁnition of hierarchical classiﬁcations, provided ratings
that seem to better reproduce the concept of taxonomic similarity
[18]. Therefore, because our methods rely on taxonomical evi-
dences (both semantic and structural), it is coherent that our re-
sults correlate better with coders than with physicians.
Results obtained for the Hliaoutakis et al. benchmark are less
illustrative. We observe that considering only terminological
matchings (S2), correlation values are surprisingly high, and very
close to the best mono-ontology scenario (e.g. 0.63 vs. 0.68 with
the Rada measure). This means that, for most of the word pairs,
it was possible to discover a terminologically-equivalent subsumer
pair that best represents the commonalities between them. As a re-
sult, considering the correlation range for the mono-ontology sce-
nario (e.g. 0.53 for WordNet and 0.68 for MeSH using the Rada
measure), very low improvement is possible when using a seman-
tic approach. In any case, the results provided by our methods (S3
and S4) are coherent to what was observed for the benchmark of
Pedersen et al., providing a slight improvement as more evidences
(semantic and/or structural) are considered (e.g. 0.65 for S3 and
0.67 for S4, using the Rada measure).
Differences between each similarity measure are also coherent
to what was commented above. The ground truth correlations tend
to be higher for the Wu & Palmer (W&P) and Leacock & Chodorow
(L&C) measures than for the more basic Rada measure. As stated in
Section 2, the evaluation of the taxonomical depth in similarity
assessment tends to improve the results because it helps to distin-
guish concept pairs with different levels of abstraction. Moreover,
it also acts as a normalising factor for the path length. This is very
convenient in the multi-ontology setting because it enables direct
comparisons among similarity values computed from different
ontology pairs. The absolute path length value, on the contrary,
cannot be directly compared among different ontologies, as dis-
cussed in [10]. The improvement for these measures is particularly
noticeable for coders’ ratings when applying the second method
(S4) (0.74 for Wu & Palmer and 0.77 for Leacock & Chodorow),
offering accuracies that are even higher than those obtained for
the mono-ontology setting (0.66 and 0.74 in the best case, respec-
tively). This shows how a proper integration of heterogeneous
sources may overcome the shortcomings of individual ontologies
(i.e. the fact that an individual concept is more accurately modelled
in an ontology than in another one).8. Conclusions
Semantic similarity estimation contributes to the better under-
standing of textual resources. It has been successfully applied in
many areas such as word sense disambiguation [45], synonym
detection [16], automatic spelling error detection and correction
[46], automatic language translation [47], information extraction
[48,49], document categorisation or clustering [47], semantic anno-
tation [50] and ontology learning [51–53]. In the biomedical ﬁeld,
due to the importance of information, much of which is presented
in a textual form, semantic similarity measures have been of great
interest [54]. These measures help to classify medical data [55,56],
organise medical literature [57], integrate of heterogeneous clinical
data [58], or improve information retrieval tasks [9,59].
Among the different approaches proposed for similarity estima-
tion, ontology-based ones have proven to be one of the most effec-
tive [8,17,18]. Most of these approaches, however, are limited by
the fact that a unique ontology is exploited. Hence, they rely com-
pletely on the coverage and completeness of the input ontology.
The exploitation of multiple ontologies for similarity assessment
may be necessary, for example, in semantic information retrieval
from biomedical sources, in which the similarity between queries
and document terms should be assessed [1,9,10]. On one hand,
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ent scopes and purposes (e.g. MeSH aims to index and catalogue
medical literature, whereas SNOMED CT is meant to bring struc-
ture to diseases, clinical ﬁndings, procedures, etc.), offering partial
views of the same domain. On the other hand, terms contained in
documents or queries may refer to general concepts that can only
be found in general repositories such as WordNet. In both cases, it
is needed to assess the semantic similarity across different ontolo-
gies. In fact, the ability to detect similar concepts (e.g. identical
concepts referred with synonym terms) across different ontologies
is also interesting when aiming to exploit or even integrate heter-
ogeneous data sources (e.g. electronic health care records, medical
databases, etc.). In the context of semantic information retrieval,
this can be useful to detect or propose equivalent query formula-
tions that can be useful to improve the retrieval recall in tasks,
such as patient cohort identiﬁcation [9].
In this paper, a general approach to enable the similarity assess-
ment across multiple ontologies is presented. Because most ontol-
ogy-based measures focus the similarity estimation on the LCS of
the compared terms, our methods (the ﬁrst one focused on high
scalability and the second one centred on high accuracy) aim to
discover a LCS among several ontologies that accurately represents
the commonalities between terms. Our approach is based on expli-
cit (semantic) and implicit (structural) evidences observed in the
background ontologies. The evaluation, based on well-known
benchmarks of biomedical terms and widely used ontologies, has
shown an increase in the similarity accuracy when the LCS is as-
sessed by our methods, in comparison with related works. As a re-
sult, the accuracies obtained in the multi-ontology scenario almost
rivalled (but rarely surpassed) those obtained in an ideal mono-
ontology setting, even though we considered heterogeneous
sources with different scopes (WordNet and MeSH). Hence, our
methods would be useful when dealing with multi-ontology simi-
larity scenarios (concepts belonging to distinct ontologies), even
though mono-ontology similarity would be preferred by its accu-
racy, simplicity and efﬁciency when both concepts appears in the
same ontology.
In the future, we plan to evaluate other ontology-based similar-
ity measures in the multi-ontology scenario by applying our meth-
ods. For measures based on more complex principles than edge-
counting ones, non-trivial modiﬁcations should be introduced.
For IC-based measures, the estimation of the IC of a concept across
several ontologies should be normalised in a way that individual
values could be compared and coherently integrated. Feature-
based measures, moreover, would require more than a unique
matched subsumer pair, because they rely on the whole set of
common features observed for the compared terms (instead of a
unique LCS). In this case, speciﬁc graph-matching algorithms
should be applied in order to obtain multiple bijections between
ontologies. Moreover, due to our methods have been designed in
a generic way, so that they can be applied to any structure offering
a taxonomical backbone, we plan to evaluate them in other do-
mains [52]. Finally, the ability to discover equivalent or similar
concepts across different ontologies could be also exploited as a
ﬁrst step in ontology integration [11].Ta
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Table A2
Similarity results for the different mono-ontology and multi-ontology scenarios considered in the evaluation (see Section 6) for the Hliaoutakis et al. benchmark. Bold columns
represent our methods.
WordNet term MeSH term Expert
ratings
MeSH– WordNet– MeSH +WordNet MeSH +WordNet MeSH +WordNet MeSH +WordNet
Strategy1 Strategy1 Strategy3 Strategy4
Appendicitis Anemia 0.031 7 3 13 13 5 5
Otitis media Infantile colic 0.156 9 5 16 16 8 8
Dementia Atopic dermatitis 0.060 8 12 14 14 8 8
Malaria Bacterial pneumonia 0.156 6 4 14 14 6 7
Osteoporosis Patent ductus
arteriosus
0.156 8 19 14 14 6 7
Anti-bacterial agents Amino acid sequence 0.155 11 9 11 11 11 10
Congenital heart
defects
Acq. immunno.
syndrome
0.060 6 8 12 12 7 7
Meningitis Tricuspid atresia 0.031 7 9 17 7 7 7
Sinusitis Mental retardation 0.031 7 8 13 13 6 7
Hypertension Kidney Failure 0.500 7 4 13 13 7 7
Hyperlipidemia Hyperkalemia 0.156 5 2 13 13 5 6
Hypothyroidism Hyperthyroidism 0.406 2 2 12 12 1 2
Sarcoidosis Tuberculosis 0.406 10 7 16 16 8 9
Vaccines Immunity 0.593 7 11 8 8 8 8
Asthma Pneumonia 0.375 3 2 15 5 2 2
Diabetes mellitus Diabetic nephropathy 0.500 2 10 18 2 2 2
Lactose intolerance Irritable bowel
syndrome
0.468 5 17 18 8 8 8
Urinary tract
infection
Pyelonephritis 0.656 5 1 18 8 -1 1
Sepsis Neonatal jaundice 0.187 6 14 14 14 6 7
Anemia Deﬁciency anemia 0.437 2 1 16 2 2 2
Psychology Cognitive science 0.593 4 2 14 1 1 1
Adenovirus Rotavirus 0.437 5 3 10 4 4 4
Migraine Headache 0.718 8 1 16 0 0 0
Myocardial
infarction
Myocardial ischemia 0.750 1 8 14 14 6 7
Hepatitis B Hepatitis C 0.562 2 2 17 4 3 2
Carcinoma Neoplasm 0.750 3 3 15 1 1 1
Pulmonary stenosis Aortic stenosis 0.531 2 2 15 15 2 2
Breast feeding Lactation 0.843 8 3 15 15 3 3
Antibiotics Anti-bacterial agents 0.937 0 1 13 8 7 7
Seizures Convulsions 0.843 0 1 13 0 0 0
Ache Pain 0.875 0 1 13 0 0 0
Malnutrition Nutritional deﬁciency 0.875 0 1 15 0 0 0
Measles Rubeola 0.906 0 0 19 0 0 0
Chicken pox Varicella 0.968 0 0 18 0 0 0
Down syndrome Trisomy 21 0.875 0 0 13 0 0 0
Correlations against human experts  0.68 0.53 0.21 0.63 0.65 0.67
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This appendix includes individual similarity results for the two
evaluation benchmarks and the Rada measure (results are inverted
by changing the sing to convert them to similarity values), under
the mono-ontology and multi-ontology scenarios considered in
the evaluation (Section 6) (See Tables A1 and A2).
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