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Wavelet analysis is applied to identify the timevariant dynamics of adaptive structures. The wavelet-based power spectrum of the structural response, wavelet-based frequency response function (FRF) and wavelet-based coherence are used to identify continuously and abruptly varying natural frequencies. A cantilever plate with surface-bonded macro fibre composite-which alters the structural stiffness-is used to demonstrate the application of the methods. The results show that the waveletbased input-output characteristics-i.e. the FRF and coherence-can identify correctly the dynamics of the analysed time-variant system and reveal the varying natural frequency. The wavelet-based coherence can be used not only for the assessment of the quality of the wavelet-based FRF but also for the identification.
This article is part of the theme issue 'Redundancy rules: the continuous wavelet transform comes of age'.
Introduction
Adaptive engineering structures offer flexible functionalities and properties in response to different environments. Pre-defined, desired functionalities and properties are often achieved through intelligent behaviour that 2018 The Author(s) Published by the Royal Society. All rights reserved. involves functional materials and active control. The latter always includes three important elements, i.e. actuators, sensors and processors. New exciting applications in this area span from large civil structures for deployment against seismic load and aircraft wings that exhibit morphing properties through space deployable antennas and various micro-electromechanical systems. Understanding the detailed dynamics and precise functionalities of complex adaptive structures poses many challenges to designers. This is mainly due to the fact that functional materials and hybrid-based mechatronic designs used in adaptive structures are often associated with non-stationarity, nonlinearity and ambiguity with respect to vibration analysis and dynamic testing.
The classical approaches used for vibration and identification of linear time-invariant (LTI) systems are well established and use various parametric/non-parametric and inputoutput/output-only methods. The well-known frequency response function (FRF) is one of the most widely used non-parametric input-output approaches. The analysis and identification of time-variant systems requires different methods.
The parametric methods for time-variant systems are based on parametric models that are used to construct input-output or output-only characteristics. The parametric FRF-assumed to be a ratio of two polynomials with unknown time-variant coefficients-is one of the most widely used input-output methods. A good overview of such approaches (given in [1, 2] ) lists various methods based on simple and complex models such as: time-dependent autoregressive (TAR) and time-dependent autoregressive moving-average (TARMA), recursive maximum-likelihood estimated TARMA (RML-TARMA), smoothness priors TARMA (SP-TARMA) or functional series TARMA (FS-TARMA).
Non-parametric output-only methods used for the vibration analysis and identification of time-variant systems require some a priori knowledge on the analysed systems and are mainly based on the combined time-frequency and time-scale analysis. The time-frequency analysis includes methods based on the short-time Fourier transform, Wigner-Ville distribution and many other approaches based on the so-called Cohen's class distributions [3, 4] . The time-scale approaches are based on the application of the wavelet analysis and include methods for damping estimation [5] [6] [7] , identification of nonlinear systems [8] , estimation of instantaneous frequency [9] , methods based on adaptive wavelets [10, 11] and methods based on the transfer function [12] . Good overviews of wavelet-based methods for time-variant systems are given in [13] [14] [15] . Other than time-frequency and time-scale, output-only methods for time-variant systems include: peak picking, frequency-domain decomposition, random decrement techniques, Ibrahim time-domain method, least-squares complex exponential method and stochastic subspace identification algorithms, as reviewed in [13] .
The input-output methods used for the analysis and identification of time-variant systems are much less popular. Evolutionary spectra [16, 17] , frozen spectra [1, [18] [19] [20] , time-frequency analysis, the Littlewood-Paley wavelets [10] and the wavelet-based convolution [21, 22] have been used in these input-output approaches. The latter approach-which leads to the wavelet-based FRF-has been proposed recently for modal analysis [23] and applied for the detection of abrupt changes to structural parameters [24] .
It appears that wavelet analysis is one of the most important tools for the identification of time-variant systems. This paper brings together some recent developments related to this field. The continuous wavelet transform (CWT) is a key element in the discussed developments. Two input-output characteristics are presented and compared with the output-only analysis. These input-output functions are the wavelet-based FRF and the waveletbased coherence. The application of the latter function is the major novelty of the paper. To the best of the authors' knowledge, this wavelet-based function has not been used in modal analysis applications that relate to time-varying systems. The methods developed and applied are illustrated using a simple adaptive smart structure that exhibits varying bending stiffness. The results not only demonstrate the ability of wavelets to reveal the time-variant dynamics of the analysed system but also show the pros and cons of the three different approaches used.
(a) Continuous wavelet transform
The CWT is the key element behind signal processing used for the analysis of time-varying systems. The CWT of a given signal x(t) can be defined as
where b is a translation operator indicating locality in time, a is a scale operator indicating locality in frequency, ψ(t) is an analysing wavelet and superscript * is complex conjugate. The normalization by 1/ √ a in the above equation ensures that the integral energy given by each translated and scaled wavelet ψ a,b (t) is independent of the scaling a. It is well known that in engineering applications the scaling parameter a can be related directly to frequency. Following the previous work reported in [22] [23] [24] , the complex Morlet wavelet is used, which is composed of the complex exponential carrier and the Gaussian window as an envelope. This wavelet function can be defined as
where ω 0 is the wavelet central frequency. Other wavelet functions-including different types of adaptive wavelets-can also be used in this analysis. Although the selection of the wavelet function will have an impact on identification, the work and results in this paper are presented without loss of generality.
(b) Wavelet-based frequency response function
It is well known that the FRF is a mathematical representation that relates the output and input of a system. For linear time-variant (LTV) systems, the FRF can be defined as
where E and R (as functions of frequency f ) represent the input (or excitation) and output (or response) of the analysed system. Following the developments presented in [22, 23] , the classical FRF can be extended for time-varying systems. Then R and E (as wavelet-based spectra) can be introduced following the CWT definition given by equation (2.1) as
for the excitation force and dynamic response, respectively. Thus, the relevant wavelet-based auto-power spectra can be defined as
and
By analogy, the relevant wavelet-based cross-power spectra can be defined as
. 
When equations (2.3), (2.5) and (2.8) are combined, the time-variant FRF (TV-FRF) can be defined as the H 1 estimator
It is clear that the TV-FRF now becomes a two-dimensional function that represents a set of FRFs for all specific values of time. In practice, other well-known estimators from modal analysis, such as H 2 or H v , can be used for the analysis of time-variant systems. It is also important to note that when time-varying systems are analysed, averaging is not performed to obtain the TV-FRF. This is due to the instantaneous nature of the function, i.e. the dynamics of the system cannot be captured more than one time for a given value of time. Therefore, averaging leads to spurious results, as demonstrated in [21] . The TV-FRF can be interpreted physically using the wavelet-based convolution, as explained in [22] .
(c) Wavelet-based coherence
Coherence is often used in modal analysis together with FRF as a quality assessment tool that gives some indication on how much of the output signal R relates to the input signal E. Thus, coherence extends the Pearson's correlation coefficient. When these two signals are analysed in the two-dimensional wavelet space, the time-variant coherence (TV-COH) can be defined as the ratio of the squared cross-power wavelet spectrum G ER and auto-power wavelet spectra G EE and G RR , i.e. [25] 
As a normalized measure, coherence can take values from 0 to 1. In classical modal analysis, the coherence function indicates any problems with the estimation of the classical FRF. If the excitation and response functions are correlated, linear, time-invariant and there is no leakage in the analysed signals, coherence takes values close to 1. Significant departures from 1 indicate noisy input signal, noisy output signal, nonlinear behaviour or the combination of all these effects. In contrast to the TV-FRF, the TV-COH needs averaging for the proper estimate of coherence; otherwise the value of coherence is always equal to 1 and does not provide any useful information. However, this is not an easy task when the two-dimensional wavelet space is involved in the TV-COH. In order to overcome the problem of averaging, another approach is proposed. To obtain the averaged estimates, the two-dimensional convolution functions are used asĜ where τ 1 and τ 2 are the two-dimensional convolution operators, and h(τ 1 , τ 2 ) is the twodimensional convolution mask similar to the blurring box known from image processing and defined as [26] h(τ 1 ,
It is important to note that wavelet-based coherence has been developed and previously used mainly for the analysis of signals in geophysics, seismology, climatology and medical signal processing [27] [28] [29] .
Time-varying system and experimental set-up
This section describes an adaptive system that has been used to obtain time-varying data for wavelet analysis. The time-varying behaviour of the system has been achieved through varying bending stiffness that leads to varying natural frequency. The investigated adaptive structure is a cantilever steel plate, as shown in figure 1 . The plate thickness was 0.3 mm and its Young's modulus was equal to 185 GPa. Four macro fibre composite (MFC) M2503-P1 actuators were surface-bonded to the free end of the plate. These MFC actuators were d 33 -effect elongators that could be operated for a maximum voltage of 1000 V, providing the strain level equal to 0.75-0.9 ppm V −1 . When actuated, the MFCs bent the structure and increased the second moment of area. That led to time-varying change of the bending stiffness. The actuation of the MFCs was performed using the PI E-508 PICA piezo-amplifier.
Experimental modal testing was used to capture the dynamics of the analysed adaptive structure. The structure was excited-using the LDS V406 electrodynamic shaker-at the point between the free end of the plate and the first MFC actuator. Band-limited white noise excitation was used in these experimental tests. The excitation signal was generated using the Rigol DG1022 function generator. The excitation signal was amplified by the LDS PA 1200 amplifier. Once the structure was excited, response measurements were taken by the Polytec OFV-303 sensor head controlled by the Polytec OFV-3001 controller. Data acquisition was performed using the Polytec Data Acquisition system. Four different measurement scenarios were investigated. Two reference tests were performed for the constant maximum and minimum stiffness values (LTI system). The minimum and maximum stiffness values in these tests were achieved for the 0 (i.e. the amplifier was turned 
Experimental results
Once the experimental data were acquired-using the set-up and following the procedure described in the previous section-wavelet analysis was used to capture the dynamics of the analysed adaptive structure. The auto-power response spectra, the TV-FRF and the TV-COH characteristics were used in this analysis. This section presents the results for the LTI and LTV systems.
(a) Linear time-invariant system
The first test involved the LTI system to demonstrate the classical time-invariant behaviour for two different stiffness parameters, as described in the previous section. These initial and reference results are presented in figures 2 and 3. The labels 'no actuation' (blue dashed line) and 'actuation' (red solid line) refer to the minimum (the amplifier turned off) and maximum (the amplifier turned on and set up to the maximum voltage) stiffness values in the analysed LTI structure. Figure 2a gives the auto-power function of signals fed to the electrodynamic shaker, i.e. the excitation signals. Since in both tests the same excitation was used-as described in the previous section-the results are similar, as expected. The corresponding auto-power spectra for response signals are given in figure 2b. The analysed spectra clearly display two frequencies, i.e. the frequency of 18.1 Hz for the system with the minimum stiffness and the frequency of 23.6 Hz for the system with the maximum stiffness. Figure 3a presents the classical FRFs that exhibit similar frequencies, corresponding to the structural resonances. Figure 3b problem that results from the application of white noise excitation, as discussed in [31] . In summary, the classical analysis used-i.e. the auto-power spectrum of the response and the FRFidentifies the dynamics of the analysed LTI systems correctly, as expected. The coherence function used confirms the quality of the results.
(b) Linear time-variant system with continuously varying stiffness
The second tests performed involve the LTV system with the continuously varying stiffness function. The sine wave actuation function, used to vary the stiffness, is shown in figure 4 . The identification results are given in figures 5 and 6. The amplitudes of the wavelet-based autopower spectrum of the response signal and the TV-FRF are given in a logarithmic scale, whereas the amplitudes of the TV-COH are given in a linear scale. The wavelet-based auto-power spectrum of the white noise excitation signal (given in figure 5a ) displays the broadband nature of this excitation. The corresponding wavelet-based auto-power spectrum of the response signal is presented in figure 5b . Although the varying nature of the natural frequency can be somehow identified from this output-only analysis, the result is blurred and, therefore, the identification is associated with a very high level of uncertainty. The results from the wavelet-based input-output analysis are given in figure 6 .
The TV-FRF, presented in figure 6a, clearly displays the varying natural frequency, and the level of uncertainty associated with the identification is much lower than in the case of the output-only analysis. The second input-output characteristic, i.e. the TV-COH function, is given in figure 6b . Relatively high values of coherence for the 10-35 Hz frequency range and all values of time indicate the good quality of the TV-FRF. However, the spectral leakage observed in the classical coherence can also be seen in the wavelet-based TV-COH function. Interestingly, low values of TV-COH-due to this leakage-follow very well the varying natural frequency.
It is important to note that the level of uncertainty of the identification results provided by the wavelet-based characteristics could be significantly reduced when smoothing post-processing procedures-e.g. the concept of ridges [8] , the reassignment algorithm [15] or the crazy climbers optimization [23] -were additionally applied. However, previous results demonstrate that these procedures work well when continuous variations need to be identified and do not work well when abrupt changes need to be identified [23] . Since the latter change is investigated in the (c) Linear time-variant system with abruptly varying stiffness
The last test was conducted for the LTV system with abruptly changing stiffness. The square wave actuation function, used to vary the stiffness, is shown in figure 7 . given in figures 8 and 9. Again, the amplitude of the TV-COH function is given in the linear scale, whereas the amplitude of other wavelet-based characteristics is given in the logarithmic scale.
The wavelet-based auto-power spectrum of the excitation signal (given in figure 8a ) displays the broadband nature of this excitation, as expected. The wavelet-based auto-power spectrum of the response signal is given in figure 8b . The varying natural frequency can already be identified from this output-only wavelet-based spectrum but the plot is quite blurred. The identification result can be improved when the TV-FRF is analysed in figure 9a . One can easily 'read' the varying stepped natural frequency from this spectrum, and the level of uncertainty is significantly reduced when compared with figure 8b. The TV-COH function is given in figure 9b . This wavelet-based coherence function not only confirms the quality of the TV-FRF (large values of coherence for the 10-35 Hz frequency range and all values of time) but also (thanks to the spectral leakage) identifies the varying stepped stiffness.
Conclusion
Wavelet analysis was used to reveal the time-variant dynamics of adaptive systems. This analysis involved three wavelet-based characteristics, i.e. the power spectrum of the response, the FRF and the coherence. The application of the methods was demonstrated using a cantilever plate with surface-bonded micro fibre composites. These composite elements were used to alter the bending stiffness of the system and vary its natural frequency. The sinusoidal and abrupt variation of natural frequency was investigated. The results show that the methods used can identify the time-variant dynamics of the system correctly. However, the wavelet-based input-output analysis (i.e. the FRF and coherence) outperforms the output-only analysis, identifying varying natural frequency with much lower level of uncertainty. The results also show that the wavelet-based coherence can be used not only to assess the quality of the wavelet-based FRF but also to identify the time-variant dynamics of the system. The latter is achieved thanks to the commonly known spectral leakage problem that exists due to the white noise excitation. This effect is undesired when the classical analysis is used for time-invariant systems but could be beneficial when the wavelet-based analysis is used for time-variant systems. It is important to note that the major drawback of the coherence function is the need for averaging, which is not needed when the other two wavelet-based characteristics are used.
Further work is required to confirm these findings. Any future work should focus on postprocessing-to reduce the level of uncertainty in the identification-and on the analysis of more complex, multi-degree-of-freedom systems.
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