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Poglavje 1
Uvod
Cˇeprav je racˇunalniˇska znanost sˇe zelo mlada, pa je zˇe od njenega rojstva
prisotno spogledovanje z naravo in predvsem s cˇlovesˇkimi mozˇgani, njihovimi
strukturnimi znacˇilnostmi in nacˇini delovanja. Zˇe von Neumann je ob samem
nastanku klasicˇne racˇunalniˇske arhitekture razmiˇsljal o celicˇnih strukturah, ki
bi pohitrile delovanje in hkrati priblizˇale nacˇin delovanja zˇivcˇnemu sistemu. Ne
dosti pozneje je Holland kot prvi povezal Darwinovo teorijo z racˇunalniˇstvom
s t.i. veliko zanko genetskih algoritmov in s tem odprl povsem novo podrocˇje
racˇunanja, ki sledi naravni evoluciji in ki jo je mogocˇe zelo uspesˇno uporabiti
pri resˇevanju sˇtevilnih optimizacijskih problemov. Priblizˇno v istem cˇasu je
Zadeh definiral mehke mnozˇice, iz katerih se je kmalu razvila mehka logika,
ki vkljucˇuje simbolicˇno izrazˇanje in racˇunanje, podobno cˇlovesˇkemu. Cˇeprav
so ob koncu prve polovice 20. stoletja nastajali tudi zˇe zametki modelov za
zˇivcˇne celice oz. nevronskih mrezˇ, pa se je ta teorija afirmirala sˇele v os-
emdesetih letih prejˇsnjega stoletja. Od tedaj pa do danes so se omenjene
teorije razvijale do danasˇnjih izjemnih razsezˇnosti. Poleg tega so se pojavile
sˇtevilne interdisciplinarne sˇtudije, ki so omenjena podrocˇja povezovala med
seboj in s tem izboljˇsevala njihovo uspesˇnost resˇevanja problemov, ki jih s
klasicˇnimi racˇunalniˇskimi prijemi ni bilo mogocˇe resˇiti. Hibridni postopki so
postali nujnost, zdruzˇevati so se zacˇele tudi panoge, ki so bile do nedavna
konkurencˇne, n.pr. umetna inteligenca in evolucijsko racˇunanje, nevronske
mrezˇe ali mehka logika. Seveda je pri razvoju novih podrocˇij pomembno vlogo
igrala tudi tehnologija. Danes smo pricˇe nenavadnim situacijam, ko so kom-
pleksna vezja bistveno cenejˇsa od enostavnih in ko vseh sposobnosti tehnologije
(n.pr. reprogramiranje v realnem cˇasu) sploh ne poznamo ali pa ne znamo do-
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volj dobro izkoristiti.
Z danasˇnjega zornega kota je tezˇko napovedati, v katero smer bo sˇel prihod-
nji razvoj racˇunalniˇske znanosti. Ne moremo recˇi, ali je mikroelektronska
tehnologija zˇe v zatonu in kaksˇne bodo v blizˇnji prihodnosti tehnologije nanos-
truktur: na bazi biologije, optike, ali kaksˇne nove vede. Tudi vsenavzocˇa pris-
otnost racˇunalnikov nam ne omogocˇa jasnejˇse slike v prihodnost. Zagotovo je
le, da poti nazaj ni in da bodo specializirane naloge prevzemali najboljˇsi algo-
ritmi in najboljˇse tehnologije ter da bo pri tem navzocˇe vsesplosˇno sodelovanje
in komuniciranje med razlicˇnimi vedami. Prav tako se bo brez dvoma poglabl-
jalo znanje o naravi in o ustroju ter funkcioniranju zˇivih bitij, kar bo zagotovo
bogatilo zakladnico znanja, iz katere bo najvecˇ cˇrpalo prav racˇunalniˇstvo.
Knjiga mehko racˇunanje predstavlja osnovni sˇtudijski pripomocˇek pri uvajanju
v nova podrocˇja adaptivnih sistemov na osnovi umetnih in naravnih algorit-
mov. Vpeljuje nas v svet racˇunanja, ki se zgleduje po obnasˇanju cˇloveka in
po nacˇinu, kako resˇuje probleme. Nove metode racˇunanja je mogocˇe s pridom
uporabiti pri sˇtevilnih problemih modeliranja, razpoznavanja, regresije in kr-
miljenja. Zaradi precejˇsne kompleksnosti algoritmov, ki spremljajo metode
racˇunanja, je pomembno paralelno procesiranje oz. programiranje. Zato se
tematika dobro navezuje na podrocˇje porazdeljenih sistemov, ki omogocˇajo
pohitritev delovanja mnogih algoritmov in s tem povecˇanje njihove uporab-
nosti pri realnih in cˇasovno zahtevnih problemih.
Poglavje 2
Ucˇecˇi avtomati
2.1 Osnovni pojmi
Ucˇecˇi avtomati (UA) [1] so posplosˇitev klasicˇnih koncˇnih avtomatov, ki so
lahko deterministicˇni ali stohasticˇni [2]. Ucˇecˇi avtomati delujejo v neznanih
stohasticˇnih okoljih (stacionarnih ali nestacionarnih), tako da s spreminjanjem
lastnih strukturnih lastnosti tezˇijo k izboljˇsanju svojega obnasˇanja v okolju.
Okolje se odziva na akcije avtomata z oceno, ki je lahko v najpreprostejˇsem
primeru zgolj dvovrednostna (pozitivna ali negativna). Cˇe delovanje avtomata
vodi k vedno boljˇsi oceni okolja, potem pravimo, da se je avtomat ucˇil oz. pri-
lagodil (adaptiral) na okolje. Taksˇna adaptacija je lahko posledica strukturnih
znacˇilnosti avtomata (primer deterministicˇnega oz. stohasticˇnega avtomata s
fiksno strukturo), lahko pa je vzrok za adaptacijo korekcijska shema, ki sproti
spreminja funkcijske lastnosti avtomata. Tedaj govorimo o stohasticˇnemu av-
tomatu s spremenljivo strukturo. Obnasˇanje ucˇecˇega avtomata v okolju se
torej s cˇasom praviloma izboljˇsuje.
Ucˇecˇi avtomat je definiran s petorcˇkom < ¡,Æ, Ø,F ,G >. To je algebraicˇni
sistem, katerega elementi po vrsti pomenijo mnozˇico stanj ¡ = {¡1, ...,¡s},
mnozˇico izhodov iz avtomata Æ = {Æ1, ...,Ær}, mnozˇico vhodov v avtomat
Ø = {Ø1, ..., Øm}, operator prehajanja stanj F : ¡(n + 1) = F(¡(n), Ø(n)) in
izhodni Moorov operator G : Æ(n) = G(¡(n)), kjer je n oznaka za diskretni cˇas.
Izhodom avtomata obicˇajno recˇemo akcije, vhodu v avtomat pa ocena okolja.
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Ucˇecˇi avtomati obicˇajno delujejo v okolju, s katerim skupaj tvorijo zaprt sis-
tem, ki ga prikazuje Slika 2.1. Okolje dolocˇa c = {c1, c2, ..., cr}, to je mnozˇica
Akcija Ocena
! "#$!#%#&&&%#! '
( m
) "#$)#%#&&&%#) '
( r
Avtomat
*#+%#)%#!% ,F, G
Okolj
= {c , c , ..., c }
e
c 1 2 r
Slika 2.1: Kombinacija okolja in avtomata tvori zaprt sistem
verjetnosti kaznovanja za vse mozˇne akcije iz izhodne mnozˇice Æ. Ø kot ocena
(kazen) iz okolja je vhod v avtomat.
Cˇe sta oba operatorja, F in G, deterministicˇna, je tudi avtomat determin-
isticˇen, cˇe pa je vsaj eden stohasticˇen, je tudi avtomat stohasticˇen.
2.1.1 Deterministicˇni avtomat
Operator prehajanja stanj F je obicˇajno podan z nizomm binarnih kvadratnih
matrik F(Øi), i = 1, ...,m, reda s £ s, kjer je m sˇtevilo vhodov v avtomat in
kjer vrstice matrik dolocˇajo stanja v cˇasu n, stolpci matrik pa stanja v cˇasu
n + 1. Pri deterministicˇnem avtomatu (DA) enica v matriki pomeni prehod
med dvema stanjema, nicˇla pa, da prehoda ni:
fØij =
Ω
1, cˇe ¡i ! ¡j pri Ø,
0, sicer ,
kjer je fØij 2 F(Ø).
Podobno je izhodni operator G podan z matriko G reda s £ r, kjer vrstice
pomenijo stanja v cˇasu n, stolpci pa akcije v istem cˇasu. Enica v matriki
pomeni prisotnost izhoda pri danem stanju, nicˇla pa njegovo odsotnost:
gij(Ø) =
Ω
1, cˇe G(¡i) = Æj
0, sicer
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V vsaki vrstici deterministicˇne matrike je natanko ena enica, ostalo pa so nicˇle.
Primer
Deterministicˇen avtomat ima 4 stanja, 2 izhoda in 2 vhoda: ¡ = {¡1,¡2,¡3,¡4},
Æ = {Æ1,Æ2}, Ø = {Ø1, Ø2}. Operatorja F in G sta podana z matrikami:
F(Ø1) =
2664
1 0 0 0
1 0 0 0
0 0 0 1
0 0 0 1
3775 F(Ø2) =
2664
0 1 0 0
0 0 1 0
0 1 0 0
0 0 1 0
3775 G =
2664
1 0
1 0
0 1
0 1
3775
2.1.2 Stohasticˇni avtomat
Pri stohasticˇnem avtomatu (SA) so elementi matrik F in G verjetnosti. Av-
tomat velja za stohasticˇnega, cˇe je vsaj eden od obeh operatorjev stohasticˇen.
Tedaj ima vsaj ena komponenta njegove matrike (verjetnost p) vrednost med
0 in 1 (0 < p < 1). Tudi v tem primeru velja, tako kot pri deterministicˇnem
avtomatu, da je vsota vseh komponent v eni vrstici matrike enaka 1 (zakon
totalne verjetnosti). Taki matriki recˇemo tudi stohasticˇna matrika.
Primer
Stohasticˇen avtomat ima naslednji matriki prehajanja stanj
F(Ø1) =
2664
0.75 0.25 0 0
0.75 0 0.25 0
0 0.25 0 0.75
0 0 0.25 0.75
3775 , F(Ø2) =
2664
0.25 0.75 0 0
0.25 0 0.75 0
0 0.75 0 0.25
0 0 0.75 0.25
3775
ter izhodno matriko
G =
2664
0.8 0.2
0 1
0.1 0.9
0 1
3775
Operatorje prehajanja stanj lahko predstavimo tudi z diagramom, kot kazˇe
Slika 2.2, prav tako izhodni operator (Slika 2.3).
V primeru, da so verjetnosti fij matrike F in verjetnosti gkl matrike G kon-
stantne oz. neodvisne od diskretnega cˇasa n, govorimo o stohasticˇnih av-
tomatih s fiksnimi strukturami (SAFS). Vkolikor pa se po vsakem koraku n
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Slika 2.2: Diagrama prehajanja stanj, ki ustrezata matrikama F(Ø1) in F(Ø2).
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Slika 2.3: Izhodni diagram, ki ustreza matriki G.
glede na vhodno akcijo Æi in odziv okolja Øj verjetnosti operatorjev F in/ali G
spremenijo, govorimo o stohasticˇnih avtomatih s spremenljivimi strukturami
(SASS).
Primer
Problemov zaprte zanke je zelo veliko, tudi v vsakodnevnem zˇivljenju. Vze-
mimo, da smo v vlogi avtomata in da predstavljajo nasˇe okolje izkusˇnje, ki
jih imamo z izbiro restavracije. Cˇe se omejimo na izbor restavracij A in B,
potem se v nekem cˇasu n odlocˇimo npr. za A. Cˇe je bila hrana in postrezˇba
dobra, se bomo tudi v cˇasu n + 1 odlocˇili za A. Sicer se odlocˇimo za B. To
je primer deterministicˇnega odlocˇanja (DA). Cˇe se odlocˇimo ponovno za isto
restavracijo, v primeru, da smo bili ob zadnjem obisku zadovoljni, sicer mecˇemo
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kovanec (za izbor med A in B, p = 0, 5), je to primer stohasticˇnega avtomata s
fiksno strukturo, cˇe pa spremenimo verjetnosti odlocˇanja (o naslednjem obisku
restavracije) vsakicˇ, ko zapustimo restavracijo, v odvisnosti od kvalitete uslug
(okolja), potem je to primer stohasticˇnega avtomata s spremenljivo strukturo.
Stohasticˇni avtomat z deterministicˇnim izhodnim operatorjem
Vsak stohasticˇni avtomat, ki ima izhodni operator stohasticˇen, je mogocˇe mod-
ificirati tako, da postane izhodni operator deterministicˇen, ob nespremenjeni
funkciji njegovega delovanja. To dosezˇemo tako, da vse pare (¡i,Æj) sma-
tramo za nova stanja, ki jih oznacˇimo z ¡ˆij = (¡i,Æj). Na ta nacˇin sˇtevilo
stanj naraste na s£ r. Pogojno verjetnost prehoda med ¡ˆij in ¡ˆkl pri vhodu Ø
opiˇsemo z operatorjem fˆØ(ij)(kl), nove matricˇne operatorje pa z Fˆ (Ø) in Gˆ. Ni
se tezˇko prepricˇati, da sedaj velja:
fˆØ(ij)(kl) = gkl · fØik .
in da ta verjetnost ni odvisna od izhoda Æj. Zato dobimo izhodno matriko z:
gˆ(ij)(l) =
Ω
1, cˇe j = l,
0, sicer .
Verjetnosti stanj in akcij
Izhodno obnasˇanje stohasticˇnega avtomata pri dani vhodni sekvenci lahko
opazujemo, cˇe so znane verjetnosti prehodov med stanji. Pogosto pa je pomem-
bno vedeti tudi, koliksˇne so verjetnosti, da se avtomat v dolocˇenem trenutku
nahaja v posameznih stanjih. Taksˇne verjetnosti imenujemo verjetnosti stanj.
Z njihovo pomocˇjo je mogocˇe podati delovanje avtomata tudi drugacˇe. Vze-
mimo vektor verjetnosti stanj v cˇasu n:
º(n) = [º1(n),º2(n), ..., ºs(n)]
T ,
kjer je T oznaka za transpozicijo in so verjetnosti stanj podane s:
ºj(0) = P (¡(0) = ¡j)
ºj(n) = P (¡(n) = ¡j|Ø(0), ..., Ø(n° 1)) .
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Cˇe je dan vhod in vektor º(0), potem lahko komponente vektorja verjetnosti
stanj pri n = 1 dolocˇimo s:
ºj(1) = P (¡(1) = ¡j|Ø(0)) =
=
sX
i=1
P (¡(1) = ¡j|¡(0) = ¡i, Ø(0)) · P (¡(0) = ¡i) =
=
sX
i=1
fØ(0)ij · ºi(0) .
oz. v vektorski obliki:
º(1) = F T (Ø(0)) · º(0) .
Cˇe postopek rekurzivno ponavljamo, dobimo:
º(n) = F T (Ø(n° 1))F T (Ø(n° 2)) ... F T (Ø(0)) · º(0) .
Podobno lahko definiramo vektor verjetnosti akcij p(n), katerega i-ta kompo-
nenta je podana z:
pi(n) = P (Æ(n) = Æi|Ø(0), ..., Ø(n° 1)), i = 1, ..., r .
Ob uposˇtevanju:
pi(n) =
sX
j=1
P (Æ(n) = Æi|¡(n) = ¡j) · P (¡(n) = ¡j|Ø(0), ..., Ø(n° 1))
=
sX
j=1
rji · ºj(n),
sledi sˇe matricˇna oblika:
p(n) = GT · º(n) .
Zadnji izraz pove, da je dovolj, cˇe poznamo le en verjetnostni vektor. Drugega
si lahko vedno izracˇunamo s pomocˇjo prvega in obratno.
2.2 Nakljucˇno okolje
V zaprtem sistemu, ki ga tvorita avtomat in okolje, prvi s svojimi akcijami
vpliva na okolje, le-to pa s svojim odgovorom na akcijo posledicˇno vpliva na
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avtomat. Na Sliki 2.1 je bilo prikazano, kaj dolocˇa okolje. To je mnozˇica
verjetnosti c, ki ima toliko komponent, kot je akcij avtomata, torej r. Kom-
ponenta ci, ki ustreza akciji Æi, je verjetnost, da bo okolje odgovorilo s kaznijo
oz. z Ø = 1. Tega dogovora, da bomo kazen (angl. penalty) iz okolja zaradi
akcije avtomata oznacˇevali z 1, nagrado (angl. reward) pa z 0, se bomo drzˇali
tudi v nadaljevanju. Cˇe je mnozˇica c sestavljena iz samih nicˇel in enic, potem
je okolje deterministicˇno, sicer pa je stohasticˇno. Pri popolnoma nakljucˇnem
okolju so vse komponente vektorja c enake 1/r, saj so verjetnosti za nagrado
in kazen za vse akcije avtomata enake.
Cˇeprav avtomat vedno sprejme iz okolja le 0 ali 1, pa je v primeru determin-
isticˇnega okolja odziv na posamezno akcijo vedno enak, pri stohasticˇnem okolju
pa je odziv odvisen od ustrezne verjetnostne komponente vektorja okolja c. Cˇe
je npr. odziv okolja v vsakem trenutku nakljucˇna spremenljivka, je posledicˇno
nakljucˇno tudi prehajanje stanj avtomata in nadaljnje krmiljenje okolja. Tedaj
je:
c = P (Ø(n) = 1)
d = 1° c = P (Ø(n) = 0) ,
kjer je c verjetnost kazni in d verjetnost nagrade, in posledicˇno:
f˜ij = P (¡(n+ 1) = ¡j|¡(n) = ¡i, Ø(n) = 0) · P (Ø(n) = 0|¡(n) = ¡i)
+ P (¡(n+ 1) = ¡j|¡(n) = ¡i, Ø(n) = 1) · P (Ø(n) = 1|¡(n) = ¡i)
= f 0ij · (1° c) + f1ij · c ,
kjer simbol ˜ pomeni, da gre za verjetnostni operator prehajanja stanj, ki je
posledica nakljucˇnega okolja, in sta f0ij in f
1
ij elementa matrik F(0) in F(1)
deterministicˇnega avtomata. Avtomat s stacionarno nakljucˇno sekvenco 0 in
1 na vhodu lahko torej opiˇsemo z eno samo verjetnostno (stohasticˇno) matriko
prehodov F˜, f˜ij 2 F˜. Od tod sledi pomembna ugotovitev: deterministicˇni
avtomat v nakljucˇnem okolju se obnasˇa kot stohasticˇni avtomat s konstantnim
vhodom.
Cˇe sedaj zamenjamo deterministicˇni avtomat s stohasticˇnim avtomatom s
fiksno strukturo, dobimo podoben rezultat, le da sta sedaj f0ij in f
1
ij kon-
stanti na intervalu [0, 1], torej verjetnosti. Sledi naslednja pomembna ugo-
tovitev: stohasticˇni avtomat s fiksno strukturo in stacionarnim nakljucˇnim
binarnim vhodom je ekvivalenten nekemu drugemu stohasticˇnemu avtomatu s
fiksno strukturo in konstantnim vhodom.
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V primeru, da stohasticˇni avtomat s fiksno strukturo (SAFS) zamenjamo s
stohasticˇnim avtomatom s spremenljivo strukturo (SASS), pa dobimo:
f˜ij(n) = P (¡(n+ 1) = ¡j|¡(n) = ¡i) = f 0ij(n) · (1° c) + f1ij(n) · c .
Sedaj so vse verjetnosti prehodov f˜ij, f0ij in f
1
ij odvisne od diskretnega cˇasa
n. Ker se fØij(n) azˇurirajo v vsakem koraku glede na vhodno sekvenco in ker
se vsaka vhodna sekvenca pojavi z dolocˇeno verjetnostjo, je fØij(n) nakljucˇna
spremenljivka. Zato je tudi f˜ij(n) nakljucˇna spremenljivka, iz cˇesar sledi, da
je vektor verjetnosti stanj º(n) nakljucˇni vektor.
2.2.1 Markovski procesi in verige
Kadar imamo opravka s stohasticˇnimi procesi, le-te pogosto opisujemo s po-
mocˇjo Markovskih procesov oz. verig. Tedaj nam predstavlja stohasticˇni pro-
ces druzˇino nakljucˇnih spremenljivk X(t), t 2 T, definiranih v prostoru stanj
≠, kjer je T cˇasovni (indeksni) niz procesa, X(t) pa je stanje stohasticˇne
spremenljivke X v cˇasu t. Glede na naravo niza T govorimo o diskretnih
ali zveznih sistemih, glede na naravo prostora stanj ≠ pa o stohasticˇnih veri-
gah (diskreten prostor stanj) ali stohasticˇnih procesih (zvezen prostor stanj).
Stohasticˇne procese lahko torej klasificiramo v sˇtiri skupine: diskretne verige,
diskretne procese, zvezne verige in zvezne procese. V kontekstu ucˇecˇih av-
tomatov bomo imeli opravka z diskretnimi verigami, saj sta v tem primeru
cˇasovni prostor in prostor stanj diskretna.
Vzemimo, da stanja ¡i(i = 1, 2, ...) diskretne Markovske verige X(n) = Xn
ustrezajo stanjem avtomata v stohasticˇnem okolju. Oznacˇimo verjetnost, da
smo v cˇasu m v stanju j, z izrazom:
pj(m) = P (Xm = ¡j)
in pogojno verjetnost, da smo v cˇasu n v stanju ¡k, cˇe smo bili v cˇasu m < n
v stanju ¡j, z izrazom:
pjk(m,n) = P (Xn = ¡k|Xm = ¡j) .
Izraz pjk(m,n) je prenosna verjetnostna funkcija Markovske verige. V primeru
q diskretnih cˇasov n1, n2, ..., nq in diskretnih stanj ¡1,¡2, ...,¡q, je vezana ver-
jetnost enaka:
P (Xn1 = ¡1, ... , Xnq = ¡q) = p1(n1)p12(n1, n2) ... pq°1,q(nq°1, nq) .
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To je verjetnost sekvence stanj.
Markovska veriga je homogena v cˇasu, cˇe je izraz pjk(m,n) odvisen le od n°m.
Tedaj je prenosna verjetnostna funkcija za n korakov naprej v Markovski verigi
podana z:
pjk
(n) = P (Xn+m = ¡k|Xm = ¡j), za m ∏ 0
Torej izraz pjk(n) oznacˇuje pogojno verjetnost, da bo Markovska veriga iz stanja
¡j priˇsla v stanje ¡k po n korakih. V primeru n = 1 piˇsemo p
(1)
jk = pjk. Vse
mozˇne prehode oznacˇuje matrika P , katere splosˇni cˇlen je pij. Tedaj lahko
piˇsemo:
º(1)T = º(0)T ·P ,
oz. splosˇno:
º(n)T = º(0)T ·P(n) .
Cˇe je P prenosna matrika Markovske verige in cˇe obstaja limn!1 pij(n) = p§j
za vse j, neodvisno od i, in cˇe je
P1
j=1 p
§
j = 1, potem je taksˇna Markovska
veriga ergodicˇna.
Povedano z besedami, Markovska veriga je ergodicˇna, cˇe je nereducibilna (ob-
staja pozitivno celo sˇtevilo k tako, da je P (k) matrika, ki nima elementov 0) in
cˇe je aperiodicˇna (vsaj en diagonalni element v P je razlicˇen od 0, kar pomeni
da je perioda 1). Drugacˇna definicija pa pravi, da je stohasticˇni sistem er-
godicˇen, cˇe je njegovo cˇasovno povprecˇje enako statisticˇnemu, oz. cˇe je sistem
aktiven le v enem rezˇimu delovanja.
Sekvenca stanj avtomata s fiksno strukturo s stacionarnimi nakljucˇnimi vhodi
je torej Markovska veriga, katere stanja ustrezajo stanjem avtomata. Ker
je tedaj matrika verjetnosti prehodov konstantna, sekvenca stanj ustreza ho-
mogeni Markovski verigi. V primeru stohasticˇnega avtomata s spremenljivo
strukturo pa sekvenca stanj ustreza nehomogeni Markovski verigi.
2.2.2 Povezava avtomata z okoljem
Do sedaj sta bila oba sistema, avtomat in okolje obravnavana locˇeno. Sedaj pa
si oglejmo, kako delujeta skupaj, kot zaprt sistem. Avtomat bo s svojimi akci-
jami vplival okolje, to pa bo s svojimi odgovori oz. ocenami generiralo vhode
v avtomat. V nekem zacˇetnem stanju ¡(0) bo avtomat generiral akcijo Æ(0).
Odziv okolja na to akcijo je Ø(0), ki spremeni stanje avtomata v ¡(1). Postopek
20 POGLAVJE 2. UCˇECˇI AVTOMATI
se nato ponavlja, kar pripelje do zaporedja stanj, akcij in odgovorov okolja.
V primeru stohasticˇnega avtomata s spremenljivo strukturo se verjetnostni
vektor p(n) ali matrika prehajanja stanj F (Ø) azˇurirata v vsakem cˇasovnem
koraku n. Avtomat, ki na ta nacˇin deluje v neznanem in stohasticˇnem okolju
tako, da v nekem smislu izboljˇsa svoje delovanje, je ucˇecˇi avtomat.
Delovanje avtomata v okolju je mogocˇe ilustrirati s parom sˇtudent ucˇitelj.
Sˇtudent ustreza ucˇecˇemu avtomatu, ucˇitelj pa okolju. Vzemimo, da sˇtudent
dobi vprasˇanje, na katerega je na razpolago koncˇno sˇtevilo odgovorov (test).
Sˇtudent izbere enega, ucˇitelj pa odgovori v binarnem smislu, glede na to, ali
je odgovor pravilen ali ne. Toda ucˇitelj je nezanesljiv (zmotljiv), kar pomeni,
da ima vsak odgovor verjetnost kaznovanja med 0 in 1, vendar je verjetnost
kaznovanja najmanjˇsa v primeru pozitivnega odgovora. Pod taksˇnimi pogoji
je zanimivo poiskati nacˇin, kako naj se obnasˇa sˇtudent, da bo spoznal, kateri
odgovor je pravilen. Cilj ’ucˇenja’ je torej spoznati optimalno akcijo (izbiro),
ki ustreza pravilnemu odgovoru. Verjetnostni ucˇitelj igra nekaksˇno vlogo kri-
tika, zato se taksˇno ucˇenje imenuje ucˇenje s kritiko. V kontekstu umetnih
nevronskih mrezˇ pa se taksˇno ucˇenje imenuje spodbujevano ucˇenje (angl. re-
inforcement learning).
2.2.3 Norme obnasˇanja
Cilj ucˇenja ucˇecˇih avtomatov je torej izboljˇsati izbiro svojih akcij tako, da bo od
okolja dobival vedno vecˇ nagrad oz. vedno manj kazni. Za objektivno ocen-
jevanje postopka ucˇenja potrebujemo kvantitativne norme obnasˇanja ucˇecˇih
avtomatov v ustreznem okolju. Najprej bomo predpostavljali najpreprostejˇsi
model okolja, tak, kot je bil zˇe omenjen, in ki odgovarja na akcije ucˇecˇega
avtomata le z binarnimi znaki (0 = nagrada, 1 = kazen). Taksˇen model okolja
bomo oznacˇevali z B (binarno okolje).
Najpreprostejˇsa ocena uspesˇnosti ucˇenja je, cˇe rezultat ucˇenja primerjamo z
nakljucˇnim (angl. pure chance) izborom, kjer je verjetnost vsake akcije enaka:
pi(n) = 1/r, i = 1, 2, ..., r .
Taksˇen avtomat bo oznacˇen s PCA (angl. Pure Chance Automaton). Vsak
avtomat, ki izkazuje lastnost ucˇenja, mora biti boljˇsi od PCA.
Naslednja kolicˇina, s pomocˇjo katere bomo vrednotili uspesˇnost ucˇenja, je
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povprecˇna kazen iz okolja, podanega s c, ki jo dolocˇa izraz:
M(n) = E[Ø(n)|p(n)] = P (Ø(n) = 1|p(n)) =
=
rX
i=1
P (Ø(n) = 1|Æ(n) = Æi) · P (Æ(n) = Æi) =
=
rX
i=1
ci · pi(n) ,
kjer je E[ ] oznaka za pricˇakovano oz. srednjo vrednost. V primeru PCA je
M(n) konstantna in oznacˇena z M0:
M0 =
1
r
rX
i=1
ci .
Vsak avtomat, ki se obnasˇa boljˇse od PCA, mora imeti M(n) manjˇso kot
M0, vsaj asimptoticˇno, ko gre n ! 1. Ker so v splosˇnem p(n), limn!1 p(n)
in posledicˇno tudi M(n), limn!1M(n) nakljucˇne spremenljivke, je potrebno
primerjati E[M(n)] z M0. Ker velja:
E[M(n)] = E[E[Ø(n)|p(n)]] = E[Ø(n)] ,
je E[M(n)] enaka povprecˇnemu vhodu v avtomat.
Sedaj je mogocˇe podati norme za ocenjevanje ucˇenja avtomata v stohasticˇnem
in stacionarnem okolju.
A. Avtomat je prikladen (angl. expedient), cˇe je boljˇsi od PCA:
lim
n!1
E[M(n)] < M0
B. Najbolj je seveda zanimiv optimalni avtomat, katerega ucˇenje vodi k
minimalni povprecˇni kazni, oz.:
infM(n) = inf
p(n)
√
rX
i=1
cipi(n)
!
= min (ci) = cl ,
kjer je inf oznaka za infimalno operacijo in je l indeks najmanjˇse (angl.
low) komponente po vrednosti v vektorju c. Avtomat je optimalen, cˇe
velja:
lim
n!1
E[M(n)] = cl = min
i
(ci),
V tem primeru bo avtomat izbiral akcijo Æl, ki ji ustreza cl z verjetnostjo,
ki se bo s cˇasom asimptoticˇno priblizˇevala 1.
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C. Avtomat je sub-optimalen, kadar optimalnosti ni mogocˇe dosecˇi v celoti:
lim
n!1
E[M(n)] = cl + "
kjer je " poljubno majhna velicˇina.
D. Pomembna je sˇe definicija absolutno prikladnega (angl. absolutely ex-
pedient) avtomata, do katerega je mogocˇe priti, kot bomo spoznali v
nadaljevanju, po analiticˇni poti:
E[M(n+ 1)] < E[M(n)],
Taksˇen avtomat izkazuje monotono padajocˇo funkcijo povprecˇne kazni
iz okolja.
2.3 Avtomati v stacionarnem stohasticˇnem
okolju
V tem poglavju zˇelimo spoznati obnasˇanje razlicˇnih avtomatov v stacionarnem
stohasticˇnem okolju (SSO) tipa B. Najprej nas bo zanimalo obnasˇanje deter-
ministicˇnega avtomata (DA), nato pa sˇe obeh tipov stohasticˇnih avtomatov: s
fiksno strukturo (SAFS) in s spremenljivo strukturo (SASS). V vseh primerih
bo vrednoteno njihovo obnasˇanje z normami obnasˇanja, ki so bile definirane v
prejˇsnjem poglavju.
2.3.1 Obnasˇanje avtomatov s fiksno strukturo
Pri deterministicˇnih avtomatih [1] so vrednosti v matrikah operatorjev F in G
le 0 in 1. Ker teh vrednosti tudi ne spreminjamo, lahko vplivamo na obnasˇanje
deterministicˇnega avtomata le z ustrezno (hevristicˇno) izbiro njegovih opera-
torjev. Primer taksˇnega deterministicˇnega avtomata je avtomat L2,2.
Avtomat L2,2
Pri avtomatu L2,2 indeksa povesta, da ima dve stanji in dva izhoda, cˇrka L
pa poudarja, da gre za ucˇecˇi avtomat (angl. Learning Automaton). Njegova
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znacˇilnost je, da spremeni stanje, cˇe dobi na vhodu odgovor okolja 1 (kazen) in
ohrani stanje, cˇe dobi 0 (nagrado). Temu ustrezata matriki prehajanja stanj:
F(0) =
∑
1 0
0 1
∏
F(1) =
∑
0 1
1 0
∏
. (2.1)
Vsakemu stanju ustreza svoja akcija, kar pomeni, da je izhodna matrika kar
identiteta:
G =
∑
1 0
0 1
∏
. (2.2)
Slika 2.4 prikazuje avtomat L2,2 v okolju.
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Slika 2.4: Avtomat L2,2 v okolju.
Preprosta (hevristicˇna) strategija avtomata L2,2 je, da nadaljuje s ponav-
ljanjem akcij iz preteklosti v primeru nagrade iz okolja in da akcijo (stanje)
spremeni v primeru kazni. Verjetnosti c iz okolja seveda ne poznamo, zanima
pa nas, kako bo avtomat deloval skozi cˇas, oz. kaksˇna bo njegova povprecˇna
kazen M(n) in kaksˇne bodo limitne verjetnosti za obe akciji (statistika izbora
akcij). PCA avtomat bi v istem okolju izbiral med obema akcijama z enako
verjetnostjo, zato je njegova povprecˇna kazen
M0 = (c1 + c2)/2 .
Ker L2,2 deluje v stohasticˇnem in stacionarnem okolju, obnasˇanje celotnega sis-
tema (ucˇecˇi avtomat + okolje) ustreza stohasticˇnemu avtomatu s konstantnimi
vhodi. Zato je njegov operator F˜ dolocˇen z:
f˜ij = Pij = ci · f1ij + di · f0ij,
di = 1° ci .
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Ker delovanje avtomata L2,2 ustreza stohasticˇni in ergodicˇni verigi, je matrika
prehodov P podana s:
P =
∑
d1 c1
c2 d2
∏
, (2.3)
katere vsebina sledi iz matrik F (0) in F (1) in izraza za f˜ij, ki je splosˇni cˇlen
matrike P . Zaradi ergodicˇne lastnosti delovanja avtomata L2,2 v okolju B,
lahko koncˇni verjetnosti obeh stanj avtomata ¡i (i = 1, 2) in torej tudi akcij
Æi (i = 1, 2) dobimo iz pogoja:
º = PTº ,
kjer je º oznaka za vektor verjetnosti stanja v limiti:
ºi = lim
n!1
ºi(n), i = 1, 2 .
V razviti obliki lahko piˇsemo:
d1º1 + c2º2 = º1
c1º1 + d2º2 = º2 .
Ob uposˇtevanju º1+º2 = 1 dobimo resˇitev sistema enacˇb z dvema neznankama:
º1 =
c2
c1 + c2
,
º2 =
c1
c1 + c2
.
Od tod lahko izracˇunamo sˇe povprecˇno kazen M(n) v limiti:
lim
n!1
M(n) =
2X
i=1
ciºi =
2c1c2
c1 + c2
=M(L2,2) .
Cˇe je c1 6= c2, potem velja
2c1c2
c1 + c2
<
c1 + c2
2
oz. je L2,2 prikladen ucˇecˇi avtomat. V limiti izbere akciji z verjetnostima, ki
sta proporcionalni nasprotni verjetnosti napake, º1 º c2 in º2 º c1. Verjetnost
prvega stanja oz. pripadajocˇe akcije je proporcionalna verjetnosti kaznovanja
drugega stanja oz. pripadajocˇe akcije in obratno. Cˇe je npr. c1 < c2, potem
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je verjetnost izbire akcije Æ1 (tj. verjetnost stanja º1) vecˇja kot pri akciji Æ2
(oz. º2), kar pomeni, da bo kaznovanje iz okolja omejeno na minimum glede
na naravo okolja.
Pomembne znacˇilnosti analize obnasˇanja deterministicˇnih avtomatov v sta-
cionarnem stohasticˇnem okolju so torej:
• Operatorja deterministicˇnega avtomata sta dolocˇena s hevristiko
• Delovanje ekvivalentnega stohasticˇnega avtomata opisuje homogena dis-
kretna Markovska veriga
• Zaradi ergodicˇne lastnosti stohasticˇnega avtomata je mogocˇe dolocˇiti sta-
cionarne verjetnosti stanj in akcij ter posledicˇno limitno povprecˇno kazen
limn!1M(n), ki dolocˇa prikladnost avtomata.
Avtomat SL2,2: stohasticˇna varianta L2,2
Cˇe so v matriki F (0) namesto nicˇel uporabljene poljubno majhne vrednosti ∞1
in namesto enic 1-∞1, v matriki F (1) pa namesto nicˇel ∞2 in namesto enic (1
∞2), avtomat postane stohasticˇen, oz. SL2,2. S podobno analizo kot prej je
mogocˇe ugotoviti, da s to spremembo ni mogocˇe bistveno izboljˇsali obnasˇanja
avtomata, ki bi sˇe vedno ostajal v najboljˇsem primeru le prikladen (pri 0 ∑
∞1 = ∞2 <
1
2), lahko pa bi postal celo neprikladen (
1
2 ∑ ∞1 = ∞2 ∑ 1).
Avtomat L2N,2
Avtomat L2,2 je povecˇan tako, da ima novi avtomat 2N stanj, torej ima
namesto vsakega prejˇsnjega stanja po N novih stanj. Prvih N stanj ima eno
akcijo, drugih N stanj pa drugo. S tem je v avtomat vgrajena inercija, saj
avtomat vztraja dalj cˇasa pri eni in isti akciji, preden jo spremeni. Graf pre-
hajanja stanj avtomata L2N,2 prikazuje Slika 2.5. Bistvo povecˇanja stanj je
torej v globini N , ki pomeni povecˇan odmik od meje med dvema skupinama
stanj (glede na akciji) v primeru nagrade in priblizˇevanje meji in preskok v
primeru kazni. Avtomat L2N,2 ima matriki F (0) in F (1) podobni kot L2,2, le
da sta (lahko) precej vecˇji, zato je tudi resˇevanje sistema enacˇb zahtevnejˇse.
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Slika 2.5: Diagram prehajanja stanj za avtomat L2N,2.
N M(L2N,2)
1 0.32
2 0.235
3 0.209
1 0.200
Tabela 2.1: Povprecˇna kazen avtomata L2N,2 glede na globino pomnilnika N .
Analiza, podobna kot v primeru L2,2, pokazˇe, da v primeru N !1 povprecˇna
kazen limitira k minimalni komponenti vektorja okolja c, ozr:
lim
N!1
M(L2N,2) = min(c1, c2), cˇe min(c1, c2) ∑ 1
2
.
Cˇeprav je L2N,2 optimalen sˇele pri N !1, paM s povecˇevanjem N zelo hitro
konvergira k optimalni vrednosti oz. k cl = mini(ci). To kazˇe tudi primer v
Tabeli 2.1, kjer je okolje c = (0, 2; 0, 8).
Primer
Prikaz simulacij z avtomatoma L2,2 (Slika 2.6) in L2N,2 (Slika 2.7) pri razlicˇnih
vrednostih vektorja okolja c, c1 < c2. Verjetnosti pi so dolocˇene eksperimen-
talno.
Poleg natancˇnosti ucˇenja ucˇecˇega avtomata je pomembna tudi hitrost. Cˇe
globina pomnilnika vpliva na natancˇnost tako, da z vecˇanjemN pada povprecˇna
kazen M , potem sledi iz teorije Markovskih verig (dokaz je mogocˇe najti v
[2]), da na hitrost konvergence ucˇenja vplivajo lastne vrednosti matrike preha-
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Slika 2.6: L2,2: cˇasovna odvisnost p1(n) in M(n) za slucˇaj c1 < c2. Vir: [2]
Slika 2.7: L2N,2: cˇasovna odvisnost p1(n) in M(n) za slucˇaj c1 < c2. Vir: [2]
janja stanj Markovske verige P , oz. tocˇneje, absolutna vrednost druge lastne
vrednosti |∏2| je obratno sorazmerna s hitrostjo ucˇenja. Pri L2,2 bi dobili za
∏2 = 1° c1 ° c2, kar pomeni, da se hitrost povecˇa, cˇe se c1 + c2 priblizˇuje 1.
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2.3.2 Obnasˇanje avtomatov s spremenljivo strukturo
Pri avtomatih s fiksnimi strukturami (verjetnostmi v matrikah operatorjev) so
kot matematicˇno orodje sluzˇile Markovske verige. Za obnasˇanje teh avtomatov
je znacˇilno prikladno obnasˇanje, cˇe so le bile pravilno izbrane verjetnosti pre-
hajanja stanj avtomata in cˇe je bilo okolje primerno (z razlicˇnimi vrednostmi
verjetnosti za kaznovanje akcij).
Vecˇjo fleksibilnost je mogocˇe vgraditi v modele, cˇe se predpostavlja, da se
verjetnosti prehajanja stanj ali verjetnosti izbire akcij azˇurirajo po vsakem
koraku, glede na neko ucˇilno ali korekcijsko shemo (angl. learning ali rein-
forcement scheme) [3]. Taksˇni avtomati bodo opisani v tem poglavju. Tudi
tukaj bo kot glavno orodje uporabljena teorija Markovskih procesov. Ucˇilne
sheme, uporabljene pri avtomatih v stacionarnem stohasticˇnem okolju, rezul-
tirajo v Markovske verige, ki so ali ergodicˇne ali pa vsebujejo absorpcijska
stanja, t.j. stanja, iz katerih ne morejo pobegniti.
Stohasticˇni avtomat s spremenljivo strukturo je v splosˇnem dolocˇen s pe-
tercˇkom < ¡,Æ, Ø, A,G >, kjer so vse velicˇine razen A zˇe poznane, A pa je
oznaka za ucˇilno ali korekcijsko shemo, oz. za azˇurirni algoritem. Brez izgube
na splosˇnosti (zaradi mozˇnih prehodov med Mealy-jevim in Moore-ovim tipom
avtomata), bo v nadaljevanju uporabljen Moore-ov tip, kar pomeni, da bo po-
zornost namenjena predvsem azˇuriranju verjetnosti izbire akcije. Cˇe pri tem
vsakemu stanju avtomata ustreza posebna akcija, je operator G dolocˇen z ma-
triko identitete, G = I. Tedaj je mogocˇe stohasticˇni avtomat s spremenljivo
strukturo podati kar s trojcˇkom < Æ,Ø, A >.
Za stohasticˇni avtomat s spremenljivo strukturo je primerna predstavitev v
obliki sekvence akcijskih verjetnosti, (p(n)), n ∏ 0, ki je cˇasovno diskreten
Markovski proces, definiran nad ustreznim prostorom stanj.
2.3.3 Korekcijske sheme
Korekcijska shema je predstavljena ali s
p(n+ 1) = T [p(n),Æ(n), Ø(n)],
v primeru verjetnosti izbire akcij, ali pa z
fØij(n+ 1) = T
§[fØij(n),¡(n),¡(n+ 1), Ø(n)],
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v primeru verjetnosti prehodov med stanji. Pri tem sta T in T § preslikavi.
Korekcijske sheme so klasificirane glede na:
• asimptoticˇno obnasˇanje avtomata oz. kateri normi obnasˇanja ustreza
(prikladnost, optimalnost, ...),
• naravo preslikave T ali T § (linearna, nelinearna, hibridna),
• lastnosti Markovskega procesa, ki opisuje ucˇecˇi avtomat (ergodicˇni, neer-
godicˇni).
Osnovna ideja korekcijske sheme je preprosta. Cˇe avtomat izbere akcijo Æi v
cˇasu n in temu sledi nagrada iz okolja (Ø(n) = 0), potem se verjetnost akcije
pi(n) povecˇa, verjetnosti ostalih akcij pa zmanjˇsajo. Cˇe pa sledi iz okolja kazen
(Ø(n) = 1), se verjetnost ustrezne akcije zmanjˇsa, verjetnosti ostalih akcij pa se
povecˇajo. Mozˇen je tudi ’status quo’, ko se vse verjetnosti ohranijo. Analogno
velja tudi za verjetnosti prehajanja stanj, v primeru, da so uporabljene le-te.
Vzemimo stohasticˇni avtomat s spremenljivo strukturo (SASS) z r akcijami,
ki deluje v stacionarnem stohasticˇnem okolju tipa B (Ø 2 {0, 1}). Za splosˇno
korekcijsko shemo tedaj velja:
cˇe je Æ(n) = Æi, i = 1, 2, ..., r, potem je:
pj(n+ 1) = pj(n)° gj[p(n)], za vse j 6= i, ko je Ø(n) = 0 , (2.4)
pj(n+ 1) = pj(n) + hj[p(n)], za vse j 6= i, ko je Ø(n) = 1 .
Da ostane vsota enaka 1, mora veljati:
pi(n+ 1) = pi(n) +
rX
j=1,j 6=i
gj[p(n)], ko je Ø(n) = 0 (2.5)
pi(n+ 1) = pi(n)°
rX
j=1,j 6=i
hj[p(n)], ko je Ø(n) = 1 .
V zgornjih izrazih sta gj in hj korekcijski funkciji, ki morata zagotavljati, da se
verjetnosti tudi po korekcijah ohranjajo znotraj intervala [0, 1]. Zato morata
izpolnjevati naslednje pogoje (j = 1, 2, ..., r):
• gj in hj sta zvezni funkciji
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• gj in hj sta nenegativni funkciji
• 0 < gj(p) < pj
0 <
Pr
j=1,j 6=i[pj + hj(p)] < 1, za vse i = 1, 2, ..., r.
Funkcija g se uporablja v primeru nagrade, h pa v primeru kazni iz okolja, obe
pa sta neodvisni od izbrane akcije Æi.
Splosˇna korekcijska shema v primeru azˇuriranja verjetnosti prehajanja stanj
pa ima obliko:
cˇe je ¡(n) = ¡i in ¡(n+ 1) = ¡j, potem je:
f0ik(n+ 1) = f
0
ik(n)° gik[F (0, n)], ko je Ø(n) = 0
f1ik(n+ 1) = f
1
ik(n) + hik[F (1, n)], ko je Ø(n) = 1
za vse k = 1, 2, ..., s in k 6= j
in:
f 0ij(n+ 1) = f
0
ij(n) +
sX
k=1,k 6=j
gik[F (0, n)], ko je Ø(n) = 0
f 1ij(n+ 1) = f
1
ij(n)°
sX
k=1,k 6=j
hik[F (1, n)], ko je Ø(n) = 1
ter za vse u 6= i in/ali Ø(n) 6= Ø:
fØuv(n+ 1) = f
Ø
uv(n) .
Tudi tukaj veljajo predpostavke glede funkcij gik in hik, tako kot prej za gj in
hj.
Linearne korekcijske sheme
Najprej bodo podane tri linearne sheme na preprostem primeru avtomata z
dvema stanjema in dvema akcijama. Te sheme bodo v nadaljevanju razsˇirjene
na sheme z vecˇjim sˇtevilom stanj/akcij ter na nelinearne sheme.
A. Linearna LR°P (’Reward-Penalty’) shema
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Funkciji g in h sta podani z linearnima enacˇbama:
gj[p(n)] = apj(n)
hj[p(n)] = b(1° pj(n)) = b° bpj(n),
kjer sta a in b parametra za nagrado in kazen, 0 < a < 1, 0 ∑ b < 1 [4].
Cˇe zgornje izraze vstavimo v splosˇne korekcijske enacˇbe (Enacˇbi 2.4 in 2.5),
dobimo:
cˇe je Æ(n) = Æ1 in Ø(n) = 0 (nagrada):
p1(n+ 1) = p1(n) + a(1° p1(n)) = p1(n) + ap2(n)
p2(n+ 1) = (1° a)p2(n) = p2(n)° ap2(n)
cˇe pa je Æ(n) = Æ1 in Ø(n) = 1 (kazen):
p1(n+ 1) = (1° b)p1(n) = p1(n)° b(1° p2(n))
p2(n+ 1) = p2(n) + b(1° p2(n)) .
Zgornje izraze je mogocˇe pregledneje pisati samo za eno verjetnost (in ob
uposˇtevanju vseh kombinacij), npr. za p1:
p1(n+ 1) = p1(n) + a(1° p1(n)) Æ(n) = Æ1 Ø(n) = 0 (2.6)
p1(n+ 1) = (1° b)p1(n) Æ(n) = Æ1 Ø(n) = 1 (2.7)
p1(n+ 1) = (1° a)p1(n) Æ(n) = Æ2 Ø(n) = 0 (2.8)
p1(n+ 1) = p1(n) + b(1° p1(n)) Æ(n) = Æ2 Ø(n) = 1 . (2.9)
Te enacˇbe dolocˇajo algoritem LR°P . Pri njem azˇuriramo vse verjetnosti tako v
primeru nagrade, kot tudi kazni. Poseben primer nastopi, ko izberemo a = b.
Podobno kot v primeru avtomatov s fiksno strukturo so tudi tukaj zanimive
predvsem asimptoticˇne verjetnosti akcij, pi(1), i = 1, 2. Postopek za njihovo
dolocˇitev je naslednji:
• Najprej je potrebno izraziti pogojno pricˇakovanje za p1(n+1) pri danem
p1(n) ob uposˇtevanju vseh sˇtirih mozˇnih slucˇajev (zaradi enostavnosti bo
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privzeto a = b):
E[p1(n+ 1)|p1(n)] = [p1(n) + a(1° p1(n))][p1(n)(1° c1)]
+ [(1° a)p1(n)][p1(n)c1]
+ [(1° a)p1(n)][(1° p1(n))(1° c2)]
+ [p1(n) + a(1° p1(n))][(1° p1(n))c2)]
= [1° a(c1 + c2)]p1(n) + ac2
• Sledi povprecˇenje obeh strani enacˇbe:
E[p1(n+ 1)] = [1° a(c1 + c2)]E[p1(n)] + ac2
• Resˇitev zgornje diferencˇne enacˇbe je (postopek resˇevanja je izpusˇcˇen):
E[p1(n)] = [1° a(c1 + c2)]np1(0) + [1° (1° a(c1 + c2))n] c2
c1 + c2
kar daje v limiti:
lim
n!1
E[p1(n)] =
c2
c1 + c2
, cˇe |1° a(c1 + c2)| < 1
• Kot posledica limitne vrednosti za p1 velja nadalje:
lim
n!1
E[p2(n)] =
c1
c1 + c2
.
Cˇe je c2 < c1 , je akcija Æ2 izbrana asimptoticˇno z vecˇjo verjetnostjo kot
Æ1. Povprecˇna kazen v limiti je na osnovi zgornjih izrazov dolocˇena z:
lim
n!1
E[M(n)] = c1 lim
n!1
E[p1(n)]+c2 lim
n!1
E[p2(n)] =
2c1c2
c1 + c2
<
c1 + c2
2
=M0 .
LR°P je prikladna shema za vse zacˇetne pogoje (p(0)) in vsa stacionarna sto-
hasticˇna okolja c = {c1, c2}, saj zgornja neenacˇba ni odvisna od njih. Izjema
je le primer c1 = c2.
B. Linearna LR°I (’Reward Inaction’) shema
Za to shemo je znacˇilno, da daje povsem drugacˇno asimptoticˇno obnasˇanje kot
LR°P . Kot sledi iz njene oznake, v primeru kazni ne spreminjamo verjetnosti.
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Enacˇbe sheme sledijo iz splosˇne korekcijske sheme ob predpostavki b = 0.
p1(n+ 1) = p1(n) + a(1° p1(n)) Æ(n) = Æ1 Ø(n) = 0 (2.10)
p1(n+ 1) = p1(n) Æ(n) = Æ1 Ø(n) = 1 (2.11)
p1(n+ 1) = (1° a)p1(n) Æ(n) = Æ2 Ø(n) = 0 (2.12)
p1(n+ 1) = p1(n) Æ(n) = Æ2 Ø(n) = 1 . (2.13)
Verjetnost ocˇitno povecˇujemo v prvem in zmanjˇsujemo v tretjem primeru.
Izkazˇe se, da imamo tukaj dve absorpcijski stanji.
p(k) = ei, cˇe p(n) = ei, i 2 {1, 2}, k ∏ n .
kjer je ei eno od dveh absorpcijskih stanj, e1 = (1, 0), e2 = (0, 1), ki sta ravno
enotina vektorja. Ker se p1(n) zmanjˇsa le, cˇe je izbrana akcija Æ2, ki jo spremlja
nagrada iz okolja, je limitno stanje odvisno od relacije med c1 in c2. V primeru
c1 > c2 je limn!1 p(n) = e2, v nasprotnem primeru pa e1. Markovski proces
p(n) torej konvergira k nizu absorpcijskih stanj V2 = (e1, e2) z verjetnostjo 1.
Oznacˇimo pricˇakovano spremembo p1 s
¢p1(n) = E[p1(n+ 1)|p1(n)]° p1(n) .
Iz enacˇb za LR°I sledi:
¢p1(n) = ap1(n)(1° p1(n))(c2 ° c1)
ali:
¢p1(n) ∏ 0, cˇe c2 > c1
∑ 0, cˇe c2 < c1
in:
¢p1(n) = 0, cˇe p1(n) 2 {0, 1} .
p1 torej narasˇcˇa oz. se zmanjˇsuje monotono z n, glede na to, ali je c2 vecˇji
ali manjˇsi od c1. Verjetnost akcije, ki ustreza minimalni verjetnosti kazni,
narasˇcˇa monotono z n proti 1, verjetnost preostale akcije pa proti 0. LR°I je
zato sub-optimalna korekcijska shema.
C. Linearna LR°"P (’Reward-"Penalty’) shema
Ta shema, ki je kombinacija shem LR°P in LR°I , spreminja verjetnosti v
primeru nagrade s parametrom a, v primeru kazni iz okolja pa z "b, kjer je
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" poljubno majhno sˇtevilo. To pomeni, da bolj spreminjamo verjetnosti v
primeru nagrade kot v primeru kazni. Tedaj veljajo enacˇbe:
E[p1(n+1)|p1(n)] = p1(n)+b[(1°p1(n))2c2°p21(n)c1]+ap1(n)(1°p1(n))(c2°c1)
oz.:
¢p1(n) = b[(1° p1)2c2 ° p21c1] + ap1(1° p1)(c2 ° c1) ,
kar je nelinearna zveza glede na p1. Krivulja funkcije ¢p1(n) je pozitivna pri
p1 = 0 (v primeru 0 < b << a), negativna pri p1 = 1, ter enaka 0 nekje
vmes, npr. pri p§. Pri zelo majhnem b se p§ priblizˇuje 1 (cˇe c2 > c1) oz. 0
v nasprotnem primeru (cˇe c2 < c1). Zato je LR°"P "-optimalna shema, kjer
je asimptoticˇna verjetnost najugodnejˇse akcije lahko tako blizu 1 (oz. srednja
vrednost p§ blizu ustreznemu enotinemu vektorju), kot si zˇelimo, cˇe le izberemo
a in b zadosti majhna.
V nasprotju s tem, LR°P shema z a 6= b in b 6= 0 nima absorpcijskih stanj in je
zato ergodicˇna. p(n) konvergira k nakljucˇni spremenljivki p§, ki je neodvisna
od p(0).
2.3.4 Posplosˇitve stohasticˇnih avtomatov s spremenljivo
strukturo
Osnovne lastnosti stohasticˇnih avtomatov s spremenljivo strukturo v stacionar-
nem stohasticˇnem okolju so bile podane na primerih avtomatov z dvema stan-
jema/akcijama. Zato je prva mozˇna posplosˇitev vezana na povecˇanje sˇtevila
stanj oz. akcij SASS.
Stohasticˇni avtomati s spremenljivo strukturo z vecˇ akcijami
V tem primeru je potrebno ustrezno modificirati funkcije gj in hj iz korekcijskih
shem, tako kot prikazujejo enacˇbe:
gj[p(n)] = apj(n), 0 < a < 1
hj[p(n)] =
b
r ° 1 ° bpj(n), 0 < b < 1 .
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S tem se ustrezno spremenijo tudi korekcijske enacˇbe, npr. v primeru LR°P v:
Æ(n) = Æi, Ø(n) = 0 :
pi(n+ 1) = pi(n) + a[1° pi(n)], ker
rX
j=1,j 6=i
pj(n) = 1° pi(n)
pj(n+ 1) = (1° a)pj(n), za vse j 6= i
Æ(n) = Æi, Ø(n) = 1 :
pi(n+ 1) = (1° b)pi(n),
pj(n+ 1) =
b
r ° 1 + (1° b)pj(n), za vse j 6= i
Izkazˇe se, da je tudi v primeru korekcijske sheme LR°P in avtomata z vecˇ
stanji obnasˇanje v stacionarnem stohasticˇnem okolju prikladno za vse akcijske
verjetnosti in v vseh stacionarnih okoljih. LR°I pa je v kombinaciji z vecˇ stanji
"–optimalna shema, cˇe je le parameter a dovolj majhen.
Stohasticˇni avtomati s spremenljivo strukturo in nelinearne sheme
Naslednja mozˇna posplosˇitev je v bolj kompliciranih korekcijskih enacˇbah, v
nelinearnih ali pa hibridnih (kombinacije linearnih in nelinearnih cˇlenov). Ker
je taksˇnih shem ogromno, bo podan le primer nelinearne sheme N [5], ki velja
tudi za avtomate z vecˇ stanji. Dolocˇata jo funkciji gj in hj:
gj[p(n)] =
a
r ° 1pi(n)(1° pi(n)) = hj[p(n)], 0 < a ∑ 1
Ta shema porazdeli nelinearni prirastek ap(1° p) enakomerno med vse akcije,
ki niso izbrane v cˇasu n. Zaradi enostavnosti vzemimo r = 2. Tedaj je:
¢p1(n) = ap1(1° p1)[(2c2 ° 1) + 2(1° c1 ° c2)p1] .
Ker je ¢p1(n) +¢p2(n) = 0 za vse n, izhaja iz zgornje enacˇbe tudi:
cˇe: c1 <
1
2 < c2, potem ¢p1(n) > 0 in ¢p2(n) < 0 pri p1 2 (0, 1)
in
cˇe: c2 <
1
2 < c1, potem ¢p1(n) < 0 in ¢p2(n) > 0 pri p1 2 (0, 1)
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Velja sˇe:
¢M(n) = ¢p1(n)(c1 ° c2) < 0,
cˇe je c1 <
1
2 < c2 ali c2 <
1
2 < c1. Zgornja nelinearna shema N je absolutno
prikladna pri omejenih zacˇetnih pogojih in omejenih okoljih.
2.3.5 Absolutno prikladne sheme
Obnasˇanje avtomatov v stacionarnem stohasticˇnem okolju je v precejˇsnji meri
odvisno od korekcijskih enacˇb. Razvoj zgodnjih korekcijskih shem je potekal
bolj empiricˇno, pri cˇemer so bile v veliko pomocˇ preproste funkcije za na-
grado in kazen. Intuicija je bila uspesˇna v primeru dveh akcij, ko je sˇlo v
bistvu za azˇuriranje le ene verjetnosti. Posplosˇitev na vecˇ akcij ni bila enos-
tavna, cˇe je sploh bila mogocˇa. Zato je sˇel nadaljnji razvoj korekcijskih shem v
smeri njihove sinteze. Vprasˇanje je bilo, kaksˇni so pogoji funkcij, ki v shemah
nastopajo, da zagotavljajo zˇeleno obnasˇanje. Iskanje odgovora je privedlo do
koncepta absolutne prikladnosti. Razred absolutno prikladnih shem [6] pred-
stavlja edini razred shem, za katerega so poznani potrebni in zadostni pogoji
snovanja korekcijskih funkcij g in h. Predstavljajo posplosˇitev LR°I sheme. V
stacionarnih okoljih so te sheme sub-optimalne.
Teorem, ki dolocˇa omenjene pogoje, pravi:
Ucˇecˇi avtomat, ki uporablja splosˇno korekcijsko shemo, je absolutno prikladen,
cˇe in samo cˇe funkciji gi(p) in hi(p) zadosˇcˇata naslednjim pogojem simetrije:
g1(p)
p1
=
g2(p)
p2
= . . . =
gr(p)
pr
= ∏(p)
h1(p)
p1
=
h2(p)
p2
= . . . =
hr(p)
pr
= µ(p)
Od tod neposredno sledi najbolj splosˇen zapis absolutno prikladne korekcijske
sheme:
pi(n+ 1) = pi(n)[1° ∏(p(n))], cˇe Æ(n) 6= Æi, Ø(n) = 0
pi(n+ 1) = pi(n)[1 + µ(p(n))], cˇe Æ(n) 6= Æi, Ø(n) = 1
pi(n+ 1) = pi(n) + ∏(p(n))(1° pi(n)), cˇe Æ(n) = Æi, Ø(n) = 0
pi(n+ 1) = pi(n)° µ(p(n))(1° pi(n)), cˇe Æ(n) = Æi, Ø(n) = 1 .
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Ker sedaj funkciji ∏ in µ vplivata na izracˇune verjetnosti, mora zanju veljati
podobno kot prej za funkciji g in h:
• ∏(p) in µ(p) sta zvezni funkciji
• 0 < ∏(p) < 1 in 0 ∑ µ(p) < mini( pi1°pi ).
Shemo LR°I lahko dobimo z
∏(p) = a , µ(p) = 0 .
Slika 2.8: Povprecˇna verjetnost akcije, ki ustreza cmin, za okolje 1. Vir: [2].
2.3.6 Primeri simulacij
Nad tremi razlicˇnimi primeri okolja bodo prikazani rezultati delovanja ucˇecˇih
avtomatov (SASS), ki uporabljajo razlicˇne korekcijske sheme, linearne LR°P ,
LR°I , LR°"P in nelinearno N.
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OKOLJE 1: r = 2;
c1 = 0,4; c2 = 0,8
OKOLJE 2: r = 5;
c1 = 0,65; c2 = 0,2; c3 =0,5; c4 = 0,4; c5 = 0,8
OKOLJE 3: r = 10;
c1 = 0,9; c2 = 0,55; c3 = 0,16; c4 = 0,24; c5 = 0,8;
c6 = 0,6; c7 = 0,4; c8 = 0,3; c9 = 0,5; c10 = 0,7
Slika 2.8 prikazuje povprecˇno verjetnost (preko vecˇ tekov simulacije) p˜1 za
primer okolja 1, v odvisnosti od diskretnih cˇasovnih korakov n in v primerih
razlicˇnih vrednosti parametrov a in b korekcijske sheme LR°P .
Rezultati ucˇenja v primeru drugega in tretjega okolja so podani na Sliki 2.9.
Pri drugem okolju je podana odvisnost verjetnosti p˜2 (ker je c2 = mini(ci)),
pri tretjem pa iz istega razloga p˜3. Zgoraj so podane povprecˇne verjetnosti,
spodaj pa povprecˇne kazni v odvisnosti od diskretnega cˇasa n.
Slika 2.9: Rezultati ucˇenja v okolju 2 (levo) in okolju 3 (desno). Vir: [2]
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Iz zgornjih slik izhaja, da je ucˇenje daljˇse, cˇe je sˇtevilo akcij vecˇje. Slika 2.10
podaja poteke relevantnih verjetnosti akcij (tistih, ki ustrezajo cmin), za vse
tri okoljske primere in za slucˇaj sheme LR°I (a = 0,015).
Slika 2.10: Vpliv sˇtevila akcij na hitrost ucˇenja pri LR°I (a=0.015). Vir: [2]
2.3.7 Posplosˇitve okolja
Do sedaj smo predpostavljali, da je okolje stohasticˇno in stacionarno (SSO),
ter da odgovarja na akcije s strani avtomata le binarno (okolje B), z nagrado
(Ø = 0) ali z kaznijo (Ø = 1). V nadaljevanju bo pokazano, kako vpliva na
ucˇenje avtomatov okolje, ki odgovarja z vecˇjim sˇtevilom diskretnih vrednosti
ali celo z zveznimi vrednostmi in kako se lahko ucˇi avtomat v nestacionarnem
okolju.
Modela okolja Q in S
Pri modelu Q okolje odgovori na akcije avtomata s koncˇnim (diskretnim)
sˇtevilom odzivov v intervalu [0, 1], vsakim s svojo verjetnostjo. Vsaki ak-
ciji Æi tako ustreza niz diskretnih odgovorov Øji, kjer indeks j dolocˇa odgovor
v primeru akcije z indeksom i. Za model S pa je znacˇilno, da odgovarja z
zveznimi vrednostmi na istem intervalu. V primeru teh dveh modelov okolja
odgovori torej niso niti v celoti zazˇeleni (nagrajeni), niti nezazˇeleni (kaznovani).
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Primerjavo med modeliB,Q in S lahko prikazˇemo tudi z verjetnostnimi funkci-
jami za odzive okolja na dano akcijo Æi (Slika 2.11).
10!=0 !=1
SQB
c
1– c
! ! !
1i 2i mi
...
c
i1
c
i2
c
im
. . .
Slika 2.11: Modeli B, Q in S.
Pri modelih okolja Q in S se nekoliko spremenijo performancˇni kriteriji oz.
norme obnasˇanja. Tedaj je povprecˇna kazen definirana z izrazom:
M(n) = E[Ø(n)|p(n)] =
rX
i=1
sipi ,
kjer je:
si = E[Ø(n)|Æ(n) = Æi] ,
ki se imenuje mocˇ kazni (angl. penalty strength) in igra podobno vlogo kot ci
pri modelu okolja B. Cˇe pri modelu Q oznacˇimo:
cij = P (Ø(n) = Øji|Æ(n) = Æi), i = 1, ..., r, j = 1, ...,mi,
potem je:
si = E[Ø(n)|Æ(n) = Æi] =
miX
j=1
Øjicij .
Cˇe so poznane vse verjetnosti cij, potem lahko vse si izracˇunamo. Izracˇun
povprecˇne kazni je odvisen le od si in ne od detajlov, kot so Øji in cij. Pri
modelu S, kjer je verjetnostna funkcija gostote fi(Ø) poznana, mocˇ kazni si
ustreza pricˇakovani (povprecˇni) vrednosti izhoda.
Performancˇni kriteriji oz. norme so zato v primeru okolij Q in S enaki:
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1. Avtomat PCA je podan z:
M0 =
rX
i=1
si
r
2. Ucˇecˇi avtomat je prikladen, cˇe:
lim
n!1
E[M(n)] <
rX
i=1
si
r
=M0,
3. Ucˇecˇi avtomat je optimalen, cˇe:
lim
n!1
E[M(n)] = sl, l ¥ 0low0
4. Ucˇecˇi avtomat je sub-optimalen, cˇe:
lim
n!1
E[M(n)] < sl + ", l ¥ 0low0
5. Ucˇecˇi avtomat je absolutno prikladen, cˇe:
E[M(n+ 1)°M(n)] < 0 .
Zaradi omenjenega se spremenijo tudi korekcijske enacˇbe. Ker je odziv okolja
sedaj hkrati nagrada in kazen, imamo le dve enacˇbi:
pi(n+ 1) = pi(n)° (1° Ø(n))gi[p(n)] + Ø(n)hi[p(n)], cˇeÆ(n) 6= Æi
pi(n+ 1) = pi(n) + (1° Ø(n))
X
j 6=i
gj[p(n)]° Ø(n)
X
j 6=i
hj[p(n)], cˇeÆ(n) = Æi .
V zgornjih enacˇbah sta funkciji g in h zopet vezani na nagrado in kazen, (1°Ø)
pa je indikator, kako dalecˇ je Ø od maksimalne vrednosti (kazni).
Primer
Linearno shemo v okolju Q ali S oznacˇujemo s SLR°P . V primeru r akcij
avtomata so funkcije g in h dolocˇene z izrazi:
gi(p) = api(n)
hi(n) =
a
r ° 1 ° api(n)
Zgornja shema je prikladna za vsa nakljucˇna stacionarna okolja, limitno pricˇa-
kovanje akcijskih verjetnosti pa je inverzno proporcionalno ustreznim mocˇem
kazni si.
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2.4 Nestacionarna okolja
Dejanska potreba po ucˇenju oz. adaptaciji nastopa predvsem tam, kjer se
okolje spreminja s cˇasom. Cˇe v taksˇnem okolju uporabimo ucˇecˇi avtomat s
fiksno strategijo, postane s cˇasom lahko le manj prikladen oz. celo neprikladen.
Okolje je nestacionarno, cˇe se verjetnosti kazni ci, i = 1, ..., r, ki ustrezajo
posameznim akcijam, spreminjajo s cˇasom. Cˇe so spremembe hitre, med njimi
pa daljˇsi cˇas, ko ni sprememb, lahko govorimo o etapno razlicˇnih nakljucˇnih
stacionarnih okoljih. Tedaj je okolje sestavljeno iz niza razlicˇnih stacionarnih
okolij. Cˇe avtomat ve, v katerem okolju se nahaja, potem lahko uporabi sheme,
ki glasijo na ustrezne stacionarne razmere. Taksˇne razmere opisujemo z av-
tomati Ai, ki delujejo v okoljih Ei.
Dva razreda nestacionarnih okolij sta bila podrobno analizirana: Markovska
preklopna okolja (MPO) in Stanjsko odvisna okolja (SOO). Tretji razred (Di-
namicˇna okolja) pa je razsˇiritev drugega.
2.4.1 Markovska preklopna okolja
V tem primeru so etapna stacionarna okolja Ei, i = 1, ..., d, stanja Markovske
verige. Cˇe je veriga ergodicˇna, bo avtomat v vsakem stanju verige z verjetnos-
tjo, ki pripada asimptoticˇni verjetnostni porazdelitvi verige. Celoten sistem
(ucˇecˇi avtomat in okolje) je v primeru MPO ekvivalenten homogeni Markovski
verigi.
Vzemimo, da ucˇecˇi avtomat deluje v MPO z r akcijami. Cˇe je prostor stanj
ucˇecˇega avtomata oznacˇen z S, potem je prostor stanj sistema (ucˇecˇi avtomat,
okolje) kartezijski produkt S£E. Cˇe je qj verjetnost stanja Ej in cij verjetnost
kazni za akcijo Æi v Ej, potem je povprecˇna kazen:
M(n) =
rX
i=1
pi(n)(
dX
j=1
qj(n)cij) .
V primeru:
lim
n!1
E[M(n)] <
1
r
rX
i=1
dX
j=1
q§j cij ,
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kjer so q§j stacionarne verjetnosti stanj MPO, je ucˇecˇi avtomat prikladen.
2.4.2 Stanjsko odvisna okolja
V tem primeru gre za nov matematicˇni model ucˇecˇega avtomata, pri katerem
akcije avtomata vplivajo na odzivne karakteristike okolja. Taksˇen primer adap-
tivnega procesa v nestacionarnem okolju je mogocˇe zaslediti v elektronskih ko-
munikacijskih sistemih, kjer ucˇecˇi avtomat ustreza komunikacijskemu sistemu
, okolje pa prometu. V odvisnosti od izbire smeri za dolocˇeno zahtevo (klic),
se prometni rezˇim spremeni tako, da se obremenitve prometa porazdelijo po
vseh mozˇnih komunikacijskih poteh.
Ogledali si bomo tak model, pri katerem se ob akciji Æ(n) = Æi ustrezna
verjetnost kazni ci iz okolja povecˇa, ostale cj, j 6= i, pa zmanjˇsajo. To velja za
vse n, kar pomeni, da se izvedene akcije slabsˇajo, neizvedene pa izboljˇsujejo.
Matematicˇno lahko taksˇen model okolja opiˇsemo z:
cˇe:
ci(n) = P (Ø(n) = 1|Æ(n) = Æi), i = 1, ..., r,
potem:
ci(n+ 1) = ci(n) + #i(n)
cj(n+ 1) = cj(n)° Ωj(n), j 6= i ,
kjer sta #i(n) in Ωj(n), i, j = 1, ..., r, nenegativni funkciji diskretnega cˇasa n
in v splosˇnem odvisni tudi od p(n) in ci(n). V najenostavnejˇsem primeru pa
sta lahko kar konstanti, npr.:
#i(n) =
Ω
#i, cˇe ci(n) + #i ∑ 1,
1° ci(n), sicer.
in:
Ωi(n) =
Ω
Ωi, cˇe ci(n)° Ωi ∏ 0,
ci(n), sicer.
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2.4.3 Dinamicˇna okolja
Sˇe bolj splosˇen primer kot SOO je model dinamicˇnega okolja. Opisuje ga
enacˇba:
c(n+ 1) = Q[c(n), p(n)] ,
ki skupaj z ucˇilnim algoritmom:
p(n+ 1) = T [p(n),Æ(n), Ø(n)]
tvori enacˇbe stanj celotnega sistema. Cˇe za splosˇni primer SOO velja, da so
funkcije verjetnosti kazni iz okolja odvisne od verjetnosti izbire akcij, torej
ci(p), potem za proces p(n), definiran z LR°P , velja, da je Markovski in er-
godicˇen. Tedaj p(n) konvergira k p§, ko gre n ! 1, kjer je p§ nakljucˇna
spremenljivka, neodvisna od p(0).
2.5 Posplosˇitve ucˇecˇih avtomatov
Ucˇecˇi avtomati, ki smo jih obravnavali do sedaj, so izbirali akcije izkljucˇno na
osnovi lastnih parametrov oz. vektorja verjetnosti za izbiro akcij p(n). Na-
jvecˇkrat pa na akcije avtomatov vplivajo zunanji dejavniki, npr. vhodni vektor
x(n) = (x1(n), ..., xH(n)). Cˇe v ucˇecˇi avtomat vstopa poleg ocene iz okolja sˇe
omenjeni vhodni ali kontekstni vektor x, potem se naloga ucˇecˇega avtomata
spremeni. Cilj ucˇenja je tedaj priti do cˇim ugodnejˇse ucˇilne strategije z vsakim
kontekstnim vektorjem. Verjetnost izbire akcije je v tem primeru zamenjana
z p(x(n)), kar pomeni, da v procesu ucˇenja ucˇecˇi avtomat asociira (povezuje)
akcije s vhodnim kontekstom s ciljem podobno kot prej, izboljˇsati povprecˇen
odziv iz okolja. Cˇe se kontekstni prostor deli na razlicˇna podrocˇja, je mogocˇa
uporaba razlicˇnih avtomatov v razlicˇnih kontekstnih podrocˇjih, podobno kot
v primeru razlicˇnih stacionarnih okolij.
Mozˇno pa je uporabiti en sam ucˇecˇi avtomat, ki pa potrebuje vektor dodat-
nih parametrov µ, ki ga je potrebno azˇurirati po vsakem koraku procesiranja.
Tedaj je izbira akcije ucˇecˇega avtomata odvisna od x in µ (p(x, µ)), odziv
okolja pa vpliva na spremembo µ. Taksˇno ucˇenje ucˇecˇih avtomatov ima pre-
cej podobnosti z ucˇenjem pri umetnih nevronskih mrezˇah, kar bo podrobneje
razlozˇeno v naslednjem poglavju.
Poglavje 3
Umetne nevronske mrezˇe
3.1 Uvod
Umetna nevronska mrezˇa predstavlja model procesiranja podatkov, ki se bist-
veno razlikuje od procesiranja klasicˇnega von Neumann-ovega digitalnega ra-
cˇunalnika. Cˇe za slednjega velja, da sledi programu, oz. nizu ukazov tako, da
izvaja aritmeticˇne, logicˇne, testne in pomnilniˇske operacije nad podatki, potem
je znacˇilnost umetne nevronske mrezˇe, da oponasˇa delovanje zˇivcˇnih celic ali
nevronov. Zelo pomembna lastnost umetne nevronske mrezˇe je tudi v tem, da
predstavlja porazdeljen sistem specialnih (nevronskih) procesorjev, ki delujejo
vzporedno. Pri tem se procesiranje (vezano na model nevrona) najvecˇkrat iz-
vaja tako, da je najprej na vrsti ucˇenje na znanih (ucˇnih) podatkih oz. ucˇenje
preslikav (med pari vhodnih in izhodnih vrednosti), temu pa sledi racˇunanje
odzivov na nove vhodne kombinacije na osnovi z ucˇenjem pridobljenega znanja.
Nevronske mrezˇe torej na osnovi znanih podatkov v postopku ucˇenja prido-
bivajo znanje, ki ga nato uporabljajo na novih (do tedaj) neznanih vhodnih
primerih.
Nevronske mrezˇe izkazujejo visoko stopnjo robustnosti oz. neodvisnosti od na-
pak, ki so posledica realnih meritev vhodno-izhodnih podatkov, kjer je obicˇajno
prisoten tudi sˇum. Za nevronske mrezˇe je torej znacˇilno posplosˇevanje in toler-
antnost na mozˇne napake na vhodih. Zaradi porazdeljene strukture nevronske
mrezˇe je tudi pridobljeno znanje porazdeljeno (vrednosti utezˇi v mrezˇi), kar ji
daje dolocˇeno stopnjo neobcˇutljivosti od delovanja posameznega nevrona.
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Zaradi taksˇne narave procesiranja so za nevronske mrezˇe primerni predvsem
problemi, ki procesirajo t.i. senzorske podatke, oz. podatke, ki so rezultat
meritev na vhodu in izhodu neznanega sistema. Taksˇne probleme obicˇajno
imenujemo za klasifikacijske, za probleme razpoznavanja vzorcev, regresijske
oz. aproksimacijske probleme in za probleme krmiljenja oz. regulacije.
Prvi model umetnega nevrona je nastal leta 1943. Avtorja Warren McCulloch
in Walter Pitts [7] sta tedaj definirala pragovni element, ki je zelo poenos-
tavljeno opisoval delovanje zˇivcˇne celice ali nevrona. V bistvu je predstavljal
analogno-digitalno transformacijo tako, da je vseboval utezˇeno vsoto vhodnih
spremenljivk, ki ji je sledila preprosta pragovna (stopnicˇasta) logicˇna funkcija,
ki je odlocˇala o binarni vrednosti na izhodu v odvisnosti od vrednosti utezˇene
vsote:
y = f(
X
i
xi!i) =
Ω
1, cˇe
P
i xi!i > 0
0, sicer
Primer pragovnega elementa oz. prvega matematicˇnega modela umetnega
nevrona prikazuje Slika 3.1.
x = 10 !x1
x2
xm
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net
y=f(net)..
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Slika 3.1: Model McCulloch & Pitts.
Prikazani model je bil delezˇen precejˇsnje pozornosti, z manjˇsimi modifikacijami
je en nivo (enonivojska nevronska mrezˇa) podobnih pragovnih elementov dobil
ime Perceptron [8], ki je v tistih cˇasih veljal za enega najbolj perspektivnih
elementov bodocˇih adaptivnih oz. inteligentnih sistemov. Zˇal je v istem cˇasu
cˇlanek avtorjev M. Minsky in S. Papert [9] korektno dokazal, da z zgornjim
modelom nevrona ni mogocˇe resˇiti niti enostavne logicˇne funkcije EX-OR in
torej tudi ne nobene druge logicˇne funkcije, ki ni linearno locˇljiva, oz. pri
kateri ni mogocˇe linearno locˇiti vhodnih vektorjev, ki se preslikajo v binarno
vrednost 0 od tistih, ki se preslikajo v vrednost 1 na izhodu.
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Ponoven zagon je podrocˇje nevronskih mrezˇ dozˇivelo z delom avtorjev Rumel-
hart, Hinton in Williams [10], ki so pokazali, da je mogocˇe vsako funkcijo real-
izirati do poljubne natancˇnosti s pomocˇjo dovolj velike nevronske mrezˇe, ki ima
za vhodno plastjo vsaj dve plasti nevronov: eno skrito plast, ki ni povezana
z izhodi, in eno izhodno plast nevronov. Za taksˇno nevronsko mrezˇo so izde-
lali posebni vzvratni (angl. backpropagation) ucˇilni algoritem, ki omogocˇa
iterativno ucˇenje vseh utezˇi v mrezˇi od izhodne plasti proti vhodu. Zaradi
gradientne narave ucˇilnega postopka, ki iˇscˇe optimalne utezˇi tako, da je vsota
kvadratov napak na izhodu nevronske mrezˇe (napaka je razlika med zˇeleno in
dejansko vrednostjo) za vse ucˇne primere minimalna, je bila za izhodno oz.
aktivacijsko funkcijo izbrana t.i. sigmoidna funkcija. Le-ta se od pragovne
(stopnicˇaste) funkcije razlikuje po tem, da je zglajena in s tem zvezna ter
zvezno odvedljiva. Sigmoidno funkcijo predstavlja enacˇba:
y = f(v) =
1
1 + e°v
.
Argument sigmoidne funkcije je utezˇena vsota:
v =
mX
i=1
!ixi ° !0 =
mX
i=0
!ixi .
Utezˇ !0 (pogosto tudi µ) se imenuje prag (angl. threshold) ali odmik (angl.
bias).
Od tedaj dalje so se raziskave umetnih nevronskih mrezˇ nezadrzˇno nadalje-
vale, tako da danes velja prepricˇanje, da ni vecˇ dalecˇ cˇas, ko bo s pomocˇjo
razvoja razlicˇnih tehnologij mogocˇe veliko bolje razumeti delovanje cˇlovekovih
mozˇganov. Razvoj je sˇel naprej predvsem v smereh novih modelov nevronov,
novih topologij nevronskih mrezˇ in novih ucˇilnih algoritmov. Izmed novih
modelov nevronov velja omeniti stohasticˇni model, pri katerem dobi nevron
na izhodu eno vrednost (npr. +1) z verjetnostjo p(v) in drugo vrednost (npr.
°1) z alternativno verjetnostjo 1 ° p(v). Pri tem je p(v) obicˇajno zopet sig-
moidna funkcija:
p(v) =
1
1 + e°v/T
kjer je T parameter (temperatura), ki dolocˇa stohasticˇno naravo nevrona. V
primeru, ko gre T proti 0, ta model prehaja v model McCulloch & Pitts [7]. V
zadnjem cˇasu je precejˇsnje pozornosti delezˇen tudi impulzni model (angl. spik-
ing neuron), ki na izhodu generira verige impulzov razlicˇnih frekvenc, glede
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na vzbujanje na vhodu. Izmed razlicˇnih topologij nevronskih mrezˇ obsta-
jajo tri velike skupine: naprej povezane (angl. feedforward) mrezˇe za kom-
binatoricˇne ali staticˇne probleme, rekurentne (angl. recurrent) mrezˇe, ki se
obicˇajno uporabljajo za dinamicˇne probleme, in specialne nevronske mrezˇe.
Med mrezˇami prve skupine so najbolj znane vecˇnivojski perceptron, nevronski
mrezˇi RBF in LVQ, v drugi skupini so rekurentna nevronska mrezˇa, nevron-
ska mrezˇa GARNN, Hopfield-ova mrezˇa, v specialno skupino pa najvecˇkrat
uvrsˇcˇamo mrezˇe SOM, Alopex, CRBP itd.
Ucˇilne algoritme nevronskih mrezˇ pa razvrsˇcˇamo na nadzorovane (angl. su-
pervised), nenadzorovane (angl. unsupervised) in na spodbujevane algoritme
(angl. reinforcement). Razlicˇne paradigme ucˇenja dolocˇajo naravo ucˇenja
glede na podatke, ki so na voljo. V kolikor poznamo vhodno-izhodne pare,
oz. zˇelene odzive na dolocˇene vhodne kombinacije, ki tvorijo ucˇno mnozˇico,
govorimo o nadzorovanem ucˇenju. Cˇe zˇelenih izhodnih vrednosti ne poznamo,
oz. cˇe zˇelimo z ucˇenjem dosecˇi maksimalno prilagoditev na vhodne podatke,
govorimo o nenadzorovanem oz. samo-organizirajocˇem ucˇenju. Cˇe pa lahko za
posamezne vhodne kombinacije in odziv mrezˇe nanje podamo le oceno odziva,
ki je ali pozitivna (nagrada) ali negativna (kazen), pa govorimo o spodbuje-
vanem ucˇenju.
V nadaljevanju bodo po nekaterih teoreticˇnih osnovah predstavljene predvsem
najzanimivejˇse vrste nevronskih mrezˇ in ustrezni ucˇilni algoritmi. Opisane
bodo naslednje nevronske mrezˇe: vecˇnivojski perceptron, nevronske mrezˇe
RBF, LVQ in SOM kot predstavnice kombinatoricˇnih mrezˇ, Hopfield-ova, re-
kurentna, GARNN in CRBP iz skupine rekurentnih nevronskih mrezˇ, nato
pa sˇe nevronska mrezˇa s spodbujevanim ucˇenjem na osnovi algoritma ucˇecˇih
avtomatov. Sledil bo opis postopka ekstrakcije znanja iz naucˇene nevronske
mrezˇe in vpliv ucˇenja na parametre, ki se uporabljajo pri analizi kompleksnih
sistemov. Na koncu bo podan sˇe spisek tipicˇnih aplikacij, skupaj z nekaterimi
ilustracijami.
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3.2 Teoreticˇne osnove umetnih nevronskih
mrezˇ
3.2.1 Gradientno pravilo ucˇenja LMS
Nezadrzˇen razvoj umetnih nevronskih mrezˇ se je pravzaprav zacˇel z odkritjem
vzvratnega pravila ucˇenja (angl. backpropagation), ki omogocˇa dolocˇitev utezˇi
v vecˇnivojski nevronski mrezˇi (angl. multilayer neural network) z iterativnim
gradientnim postopkom, ki minimizira srednjo kvadraticˇno napako za vse po-
datke iz t.i. ucˇne mnozˇice, ki predstavlja poznane vhodno-izhodne pare, ki
so osnova za ucˇenje. Zato bo najprej podana osnovna ideja, ki je pripeljala
do tega pomembnega odkritja in s tem sprozˇila sˇtevilne nove raziskave pred-
vsem na podrocˇjih modeliranja nevronov, novih topologij, kriterijskih funkcij
in ucˇilnih algoritmov, povezovanja umetnih nevronskih mrezˇ s kognitivnimi
funkcijami zˇivih organizmov in v zvezi z novimi aplikacijami.
Utezˇena vsota v osnovnem modelu nevrona je enaka enacˇbi prostorskega filtra:
y =
mX
i=1
!ixi .
Pri tem je cenilna funkcija, ki spremlja ucˇenje nevronske mrezˇe, obicˇajno po-
dana z:
J =
1
2
E[e2] =
1
2
E[(d° y)2] ,
kjer je E oznaka za statisticˇni operator pricˇakovanja (srednja vrednost), e oz-
naka za napako na izhodu mrezˇe za posamezni vhodni primer, d je zˇelena
(angl. desired) izhodna vrednost, y pa dejanska (angl. actual) izhodna vred-
nost nevronske mrezˇe. Cˇe zˇelimo resˇitev prostorskega filtra za dolocˇen nabor
p vhodnih vektorjev x = (x1,x2, ..,xp), kjer je xi = (xi1,xi2, ...,xim), potem
resˇitev dolocˇa Wiener-jev filter, do katerega pridemo na naslednji nacˇin. Cˇe
izraz za utezˇeno vsoto y in za napako e vstavimo v J , dobimo:
J =
1
2
E[d2]° E[
mX
i=1
!ixid] +
1
2
E[
mX
j=1
mX
i=1
!j!ixjxi]
=
1
2
E[d2]°
mX
i=1
!iE[xid] +
1
2
mX
j=1
mX
i=1
!j!iE[xjxi] ,
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kjer je:
E[d2] = rd ... srednji kvadrat zˇelenega odziva d
E[dxi] = rdx(i) ... krizˇna korelacija med zˇelenim odzivom in i-tim
vhodom
E[xjxi] = rx(j, i) ... avtokorelacija vhodov
Z uporabo novih oznak je cenilna funkcija J enaka:
J =
1
2
rd °
mX
i=1
!irdx(i) +
1
2
mX
j=1
mX
i=1
!j!irx(j, i) .
Njen odvod po poljubni utezˇi !i je:
@J
@!i
= °rdx(i) +
mX
j=1
!jrx(j, i) i = 1, 2, ...,m .
Cˇe iˇscˇemo utezˇi pri minimalni vrednosti cenilne funkcije, potem vrednosti utezˇi
izhajajo iz enacˇbe, v kateri zgornji odvod izenacˇimo z 0:
@J
@!i
= 0 !
mX
j=1
!ojrx(j, i) = rdx(i) i = 1, 2, ...,m .
Slednja enacˇba se imenuje Wiener-Hopf-ova enacˇba in predstavlja resˇitev enacˇbe
prostorskega filtra. Oznaka utezˇi !oj pomeni optimalno vrednost za utezˇ !j.
Resˇitev za utezˇi !j, j = 1, 2, ..., m, zahteva racˇunanje inverzne matrike av-
tokorelacijskih funkcij rx, kar je v primeru velikih matrik problem, tudi zato,
ker se zahtevajo vsi ucˇni podatki naenkrat. Zato je mogocˇe namesto natancˇne
matematicˇne resˇitve uporabiti priblizˇno resˇitev, ki temelji na metodi najbolj
strmega sestopa (angl. steepest descent). Po tej metodi se utezˇi azˇurirajo it-
erativno. Omenjena metoda zagotavlja najmanjˇsi srednji kvadrat napake nad
ucˇno mnozˇico, zato se imenuje LMS (angl. least mean squares). Namesto
avtokorelacijskih in krizˇnih korelacijskih funkcij uporablja priblizˇke:
rˆx(j, i;n) = xj(n)xi(n) ,
rˆdx(i;n) = xi(n)d(n) ,
kjer je n oznaka za diskretni cˇas, znak ˆ pa pomeni oceno oz. priblizˇno vred-
nost.
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Ponovimo v tem trenutku na kratko, kaj je to gradient. Gradient skalarne
funkcije je vektor, ki kazˇe v smeri najbolj strmega vzpona funkcije. Gradient
skalarne funkcije J parametrov !1, !2, ...
rJ = ( @J
@!1
,
@J
@!2
, ...)
je vektor, katerega komponente so delni oz. parcialni odvodi funkcije J po
njenih parametrih. Negativni gradient pa kazˇe v smeri najbolj strmega sestopa
funkcije J :
°rJ = (° @J
@!1
,° @J
@!2
, ...) .
Cˇe zˇelimo pri danih parametrih !i le-te spremeniti za nek majhen korak tako,
da se bo cenilna funkcija J cˇimbolj zmanjˇsala, jih moramo spremeniti v smeri
negativnega gradienta:
¢! = °¥rJ ,
pri cˇemer je ! vektor parametrov !i, ¥ pa je majhna vrednost, ki dolocˇa za
koliksˇen delezˇ gradienta se spremeni utezˇ. Potrebna sprememba posameznega
parametra je torej
¢!i = °¥ @J
@!i
, za vse i = 1, 2...
Posamezna komponenta @J@!i gradienta se oznacˇuje tudi z r!iJ .
Sprememba utezˇi pri metodi LMS je tako enaka negativnemu odvodu cenilke:
¢!i(n) = °¥r!iJ(n) = °¥
@J(n)
@!i(n)
, i = 1, ...,m .
kjer je ¥ ucˇilni parameter. Nova vrednost utezˇi !i v cˇasu n+ 1 je tako enaka:
!i(n+ 1) = !i(n) +¢!i(n)
= !i(n)° ¥ @J(n)
@!i(n)
= !i(n) + ¥
h
rdx(i)°
X
j
!j(n)rx(j, i)
i
, i = 1, ...,m,
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oz. s priblizˇno oceno (LMS):
!ˆi(n+ 1) = !ˆi(n) + ¥
h
xi(n)d(n)°
mX
j=1
!ˆj(n)xj(n)xi(n)
i
= !ˆi(n) + ¥
h
d(n)°
mX
j=1
!ˆj(n)xj(n)
i
xi(n)
= !ˆi(n) + ¥[d(n)° y(n)]xi(n), i = 1, ...,m ,
ki jo imenujemo pravilo delta zaradi razlike v oglatem oklepaju, ali tudi Widrow-
HoÆ-ovo pravilo ucˇenja. To pravilo je osnova za sˇtevilna izpeljana pravila, kar
bomo spoznali v nadaljevanju.
3.2.2 Vecˇnivojski perceptron in pravilo vzvratnega
ucˇenja
Ena najpogosteje uporabljenih nevronskih mrezˇ je vecˇnivojski perceptron ali
MLP (angl. multilayer perceptron). Zanj je bilo dokazano [11], da je z njim
mogocˇe realizirati poljubno vhodno-izhodno preslikavo, cˇe je le sˇtevilo nivojev
dva ali vecˇ in cˇe je v vsakem nivoju dovolj nevronov. Posplosˇitev Widrow-
HoÆ-ovega pravila na primer nevronske mrezˇe MLP je nadzorovano (angl. su-
pervised) vzvratno ucˇilno pravilo BPG (angl. backpropagation learning al-
gorithm), ki omogocˇa, da na osnovi ucˇne mnozˇice vrednosti vhodno-izhodnih
spremenljivk, dolocˇimo vse utezˇi v mrezˇi tako, da je srednji kvadrat napake na
izhodu mrezˇe za uporabljeno ucˇno mnozˇico minimalen.
O konvergenci procesa ucˇenja v zvezi z velikostjo ucˇne mnozˇice govori Vapnik-
Cˇervonenkis-ova (VC) dimenzija [11], ki pravi, da za uspesˇno ucˇenje z natancˇ-
nostjo (1° ") · 100% potrebujemo Nmin º W/" vhodno-izhodnih parov v ucˇni
mnozˇici, kjer je W celotno sˇtevilo utezˇi v mrezˇi.
Vzemimo dvonivojsko naprej povezano nevronsko mrezˇo oz. MLP, ki jo pri-
kazuje Slika 3.2. Na vhodu je m vhodnih spremenljivk x = (x1, x2, ..., xm),
ki so vse povezane na vse nevrone skritega nivoja (angl. hidden layer) yh =
(y1, y2, ..., yL), nevroni skritega nivoja pa so vsi povezani na vse nevrone izhod-
nega nivoja (angl. output layer) yo = (y1, y2, ..., yK).
Vsako utezˇ v vecˇnivojski nevronski mrezˇi MLP v vsakem koraku ucˇenja spre-
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Slika 3.2: Topologija dvonivojske nevronske mrezˇe MLP.
menimo v skladu z enacˇbo:
!(n+ 1) = !(n) +¢!(n) .
Na ta nacˇin ne minimiziramo natancˇnega gradienta napake na ucˇni mnozˇici,
ampak njegov priblizˇek. Ta metoda se imenuje sprotno ucˇenje (angl. on-line
learning) in je malo enostavnejˇsa od paketnega ucˇenja (angl. batch learning),
pri katerem minimiziramo natancˇen gradient.
Najprej spremenimo utezˇi nevronov izhodne plasti, temu sledijo spremembe
skritih plasti. Cˇe je skritih plasti vecˇ, potem so najprej na vrsti nevroni v
skriti plasti, ki meji na izhodno plast, nato nevroni v naslednji skriti plasti proti
vhodu, itd. Ker se spreminjanje utezˇi izvaja od izhodne plasti proti vhodu v
mrezˇo, se postopek imenuje vzvratni ucˇilni algoritem (angl. backpropagation)
oz. kratko BPG.
V primeru utezˇi, ki vstopajo v izhodno plast, je sprememba enaka:
¢!(n) = °¥@E(n)
@!(n)
kjer je E(n) kvadratna napaka na n-tem vzorcu ucˇne mnozˇice:
E(n) =
1
2
KX
k=1
e2k(n) =
1
2
KX
k=1
(dk(n)° yk(n))2 .
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Pri tem je ek napaka oz. razlika med zˇeleno (dk) in dejansko (yk) vrednostjo
k-tega izhodnega nevrona pri n-ti preslikavi v ucˇni mnozˇici (angl. learning set,
training set, teaching set). Faktor 1/2 nastopa zaradi kasnejˇse nevtralizacije
konstante 2, ki izhaja iz operacije odvajanja izraza E. Skupna napaka preko
celotne ucˇne mnozˇice je:
E =
PX
p=1
E(n) ,
kjer je P sˇtevilo vzorcev ucˇne mnozˇice.
Ob uporabi verizˇnega pravila odvajanja dobimo za poljubno utezˇ, ki vstopa v
izhodno plast nevronov, koncˇni izraz:
¢!kj(n) = °¥ek(n)(°1)f 0(vk(n))yj(n) = ¥±k(n)yj(n) ,
kjer indeks utezˇi kj pomeni, da gre za poljubno utezˇ, ki povezuje nevron v
skriti plasti yj z izhodnim nevronom yk , f 0 pa je odvod sigmoidne funkcije
y = f(v) =
1
1 + e°v
in je enak:
f 0(v) = y(n)(1° y(n)) .
±k(n) je nadomestni izraz (delta) za:
±k(n) = ek(n)f
0(vk(n)) = (dk(n)° yk(n))yk(n)(1° yk(n)) .
Za utezˇi, ki vstopajo v katerikoli skriti nivo nevronov, pa velja naslednje. Vpliv
izhodne napake se prenasˇa preko vseh utezˇi izhodnega nivoja, zato je za slucˇaj
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nevronov skrite plasti pred izhodno sprememba utezˇi enaka:
¢!ji(n) = °¥ @E(n)
@!ji(n)
= °¥ @E(n)
@yj(n)
@yj(n)
@!ji(n)
= °¥
√X
k
ek(n)
@ek(n)
@yj(n)
!
@yj(n)
@vj(n)
@vj(n)
@!ji(n)
= °¥
√X
k
ek(n)(°1)f 0(vk(n))!kj(n)
!
f 0(vj(n))yi(n)
= ¥
√X
k
±k(n)!kj(n)
!
f 0(vj(n))yi(n)
= ¥±j(n)yi(n) ,
kjer je sedaj funkcija delta vsota preko vseh izhodnih nevronov:
±j(n) = f
0(vj(n))
√X
k
±k(n)!kj(n)
!
= yj(n)(1° yj(n))
√X
k
±k(n)!kj(n)
!
.
V primeru, da je vecˇ skritih plasti, se spreminjanje utezˇi njihovih nevronov
izvaja na podoben nacˇin kot zgoraj, le namesto izhodnih nevronov nastopajo
nevroni predhodne (od zadaj) skrite plasti, namesto napake pa funkcije delta
(±) posameznih nevronov te plasti.
Primer: Ucˇenje vecˇnivojskega perceptrona z algoritmom vzvratnega
ucˇenja
Poglejmo za ilustracijo, kako se vecˇnivojski perceptron naucˇi na logicˇno funkcijo
EX-OR dveh spremenljivk. Hitrost konvergence je odvisna od izbire ucˇilnega
parametra ¥. Slika 3.3 prikazuje potek srednje kvadratne napake (MSE) pri
razlicˇnih vrednostih ucˇilnega parametra ¥: 0.3, 1.0, 3.0 in 10.0. Ucˇilni param-
eter seveda vpliva na hitrost konvergence. Iz Tabele 3.1 lahko vidimo, kako
se naucˇena mrezˇa odziva na posamezne ucˇne vzorce. Utezˇi naucˇene mrezˇe
prikazuje Slika 3.4.
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Slika 3.3: Potek srednje kvadratne napake (MSE) pri razlicˇnih vrednostih ¥.
x1 x2 d1 y1
0 0 0 0.0206
0 1 1 0.9819
1 0 1 0.9824
1 1 0 0.0187
Tabela 3.1: Zˇeleni in dejanski izhodi vecˇnivojskega perceptrona, naucˇenega na
logicˇno funkcijo EX-OR, pri ¥ = 3.0.
3.2.3 Nevronska mrezˇa RBF
Ucˇenje nevronske mrezˇe MLP v prejˇsnjem razdelku je mogocˇe predstaviti kot
rekurzivno metodo ali stohasticˇno aproksimacijo. V primeru mrezˇe RBF [14]
pa lahko na razvoj (ucˇenje) mrezˇe gledamo kot na problem funkcijskega prile-
ganja ali aproksimacije v vecˇdimenzionalnem prostoru. Nevroni skritega nivoja
v primeru RBF (angl. radial basis functions) predstavljajo niz baznih funkcij,
ki tvorijo bazo (angl. basis) oz. bazni prostor za vhodni vektor ali vzorec,
ko se le-ta preslika v skriti nivo. Zaradi simetricˇne oblike se funkcije skritega
nivoja imenujejo radialne bazne funkcije.
V osnovi ima mrezˇa RBF tri plasti ali nivoje. Vhodna plast vsebuje senzorske
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Slika 3.4: Utezˇi mrezˇe, naucˇene na EX-OR.
(vhodne) spremenljivke, ki povezujejo mrezˇo z okoljem. Druga plast oz. skriti
nivo mrezˇe, je odgovorna za nelinearno transformacijo iz vhoda v skrito plast
nevronov in je obicˇajno visoko-dimenzionalna. Tretja ali izhodna plast pred-
stavlja linearno transformacijo nad funkcijami skritega nivoja in je odgovorna
za odziv mrezˇe na vhodni vzorec. Matematicˇna razlaga za taksˇno strukturo
RBF mrezˇe lezˇi v t.i. Cover-jevem teoremu, ki dokazuje, da verjetnost obstoja
linearne locˇljivosti vzorcev raste z dimenzionalnostjo vzorcˇnega prostora.
Slika 3.5 prikazuje strukturo oz. topologijo nevronske mrezˇe RBF. Obstaja
vecˇ razlicˇnih strategij ucˇenja RBF mrezˇ. Pri vseh pa se linearne utezˇi izhod-
nega nivoja v splosˇnem spreminjajo z razlicˇno cˇasovno dinamiko kot nelinearne
funkcije skritega nivoja. Medtem ko se slednje obicˇajno razvijajo pocˇasi in
skladno z dolocˇeno nelinearno optimizacijsko strategijo, pa se izhodne utezˇi
lahko spreminjajo hitro v okviru linearne strategije. Razlicˇni nivoji torej izva-
jajo razlicˇne naloge, zato je razumljivo, da so tudi strategije in cˇasovne skale
sprememb najvecˇkrat razlicˇne.
Ogledali si bomo tri strategije ucˇenja: strategijo z nakljucˇnim izborom fiksnih
centrov baznih funkcij, strategijo s samo-organiziranim izborom centrov in
strategijo nadzorovanega izbora centrov.
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Slika 3.5: Topologija nevronske mrezˇe RBF.
A. NAKLJUCˇNI IZBOR FIKSNIH CENTROV
Najenostavnejˇsi pristop k ucˇenju je v predpostavki, da so bazne funkcije fiksne,
tako da je predmet ucˇenja le nakljucˇna izbira centrov za bazne funkcije, kar je
opravicˇljivo, kadar predpostavimo reprezentativno porazdeljeno ucˇno mnozˇico
v vhodni domeni [12]. Za radialne bazne funkcije so obicˇajno izbrane normalne
ali Gauss-ove porazdelitve (G), s fiksnimi standardnimi deviacijami in centri
v tocˇkah ti:
G(x, ti) = e
° m1
d2max
||x°ti||2 , i = 1, 2, ...,m1 ,
kjer je m1 sˇtevilo centrov (parameter ucˇenja), dmax maksimalna razdalja med
izbranimi centri, x vhodni vektor in ti center i-te bazne funkcije. Pri tem
je standardna deviacija (sˇirina porazdelitve) za vse normalne bazne funkcije
konstantna in enaka:
æ =
dmaxp
2m1
.
Zgornji izraz za standardno deviacijo zagotavlja, da posamezne bazne funkcije
niso prevecˇ ozke ali prevecˇ sˇiroke. Ta izraz je mogocˇe za posebne primere
prilagoditi tako, da izberemo pri redkih podatkih sˇirsˇo obliko, pri bolj gostih
pa ozˇjo.
Edini parametri, ki so podvrzˇeni ucˇenju v tej strategiji, so linearne utezˇi v
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izhodni plasti nevronov. Direktni postopek uporablja psevdoinverzno metodo:
≠ = G+d ,
kjer je d zˇeleni izhodni vektor v ucˇnem nizu, ≠ matrika utezˇi v izhodni plasti
in G+ psevdoinverz matrike G, katere splosˇni cˇlen je enak:
gji = e
° m1
d2max
||xj°ti||2 , j = 1, 2, ..., N ; i = 1, 2, ...,m1 ,
in kjer je xj j-ti vhodni vektor ucˇnega vzorca. Racˇunanje matrike G+ zahteva
postopek SVD (angl. singular value decomposition), po katerem je:
G+ = Vß+UT ,
U = {u1,u2, ...,uN}
V = {v1,v2, ...,vM}
UTGV = diag(æ1,æ2, ...,æK), K = min(M,N) ,
kjer so stolpci matrike U levi singularni vektorji matrike G in stolpci matrike
V desni singularni vektorji matrike G; æ1,æ2, ...,æK so singularne vrednosti
matrike G, matrika ß+ reda N £N pa je definirana z:
ß+ = diag(
1
æ1
,
1
æ2
, ...,
1
æK
, 0, ..., 0) .
Detajlnejˇsi opis postopka SVD je podan npr.v [13].
B. SAMO-ORGANIZIRAJOCˇA IZBIRA CENTROV BAZNIH FUNKCIJ
Problem metode s fiksnimi centri v prejˇsnji strategiji je v tem, da lahko zahteva
obsezˇen ucˇni niz za dosego zadovoljivih rezultatov. Slednje preprecˇi hibridno
ucˇenje z dvema stopnjama [14]:
• Samo-organizirajocˇa stopnja ucˇenja, katere namen je oceniti ustrezne
lokacije za centre baznih funkcij v skritem nivoju nevronov.
• Nadzorovana stopnja ucˇenja, ki oceni linearne utezˇi izhodnega nivoja
nevronov in s tem zakljucˇi proces ucˇenja.
Taksˇno ucˇenje v dveh korakih je mogocˇe izvesti naenkrat (angl. batch process-
ing approach) ali pa iterativno (angl. adaptive approach).
Za samo-organizirajocˇ proces ucˇenja je potreben algoritem razvrsˇcˇanja (angl.
clustering algorithm), ki razdeli mnozˇico podatkov na skupine, od katerih naj
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bo vsaka cˇim bolj homogena. Eden od bolj znanih algoritmov je razvrsˇcˇanje k-
tih povprecˇij (angl. k-means clustering) [16], ki postavi centre radialnih baznih
funkcij v tista podrocˇja vhodne domene, kjer se nahajajo pomembni podatki.
Dolocˇitev m1 baznih funkcij zato zahteva naslednje iskanje oz. eksperimenti-
ranje:
1. Inicializacija: Dolocˇitev nakljucˇnih vrednosti za zacˇetne centre tk(0),
k = 1, 2, ...,m1. Edina omejitev pri tem je, da so zacˇetne vrednosti
razlicˇne in da so Evklidske razdalje med centri majhne.
2. Vzorcˇenje: Izbira vzorcˇnega vektorja iz vhodne domene z dolocˇeno ver-
jetnostjo. Vektor x je vhod v algoritem pri n-ti iteraciji.
3. Primerjava ujemanja: Naj bo k(x) indeks najboljˇsega (zmagovalnega)
centra pri ujemanju z vhodnim vektorjem x. Dolocˇitev k(x) pri iteraciji
n z uporabo kriterija minimalne Evklidske razdalje:
k(x) = argmink(||x(n)° tk(n)||) , k = 1, 2, ...,m1 ,
kjer je tk(n) center k-te bazne funkcije v iteraciji n.
4. Azˇuriranje: Sprememba centrov baznih funkcij na osnovi izraza:
tk(n+ 1) =
Ω
tk(n) + ¥[x(n)° tk(n)] , k = k(x)
tk(n) , sicer
5. Nadaljevanje: Povecˇanje n za 1 in nadaljevanje pri koraku 2, dokler ni
vecˇ zaznavnih sprememb centrov baznih funkcij skritega nivoja RBF.
Opisani algoritem razvrsˇcˇanja k-means je poseben primer tekmovalnega (angl.
winner-take-all) ucˇnega procesa, ki bo podan v nadaljevanju (LVQ, SOM).
Omejitev opisanega algoritma razvrsˇcˇanja je v tem, da lahko dosezˇe le lokalno
optimalno resˇitev, ki je odvisna od zacˇetne izbire centrov. Slednje lahko vodi k
nepotrebno veliki mrezˇi. Resˇitev predstavlja izboljˇsani algoritem razvrsˇcˇanja
enhanced k-means clustering [17], ki temelji na spremenljivi utezˇni meri (angl.
variation-weighted measure) za skupine, kar omogocˇa algoritmu, da konvergira
k sub-optimalni konfiguraciji, neodvisno od zacˇetno izbranih baznih centrov.
Naslednji korak je ocena utezˇi izhodne plasti. Preprosta metoda za taksˇno
oceno je algoritem LMS, ki je bil opisan v prejˇsnjem poglavju. Pri tem vektor
skritega nivoja predstavlja vhodni vektor za algoritem LMS. Oba algoritma,
3.2. TEORETICˇNE OSNOVE UMETNIH NEVRONSKIH MREZˇ 61
ki dolocˇata spremembe v skriti in izhodni plasti, lahko delujeta socˇasno, kar
pospesˇi ucˇilni proces.
C. NADZOROVANA IZBIRA CENTROV
Tukaj so tako centri baznih funkcij kot izhodne utezˇi predmet nadzorovanega
ucˇnega procesa, zato je to najsplosˇnejˇsa strategija ucˇenja RBF nevronske
mrezˇe. Naravni kandidat za taksˇen proces je ucˇenje s korekcijo napak, ki
je lahko izveden z gradientno metodo LMS, tako kot pri MLP mrezˇah [15].
Prvi korak je zato dolocˇitev cenilne funkcije (vsote napak):
E =
1
2
NX
j=1
e2j ,
kjer je N velikost ucˇne mnozˇice in ej zopet napaka na izhodu mrezˇe pri j-tem
vhodnem vzorcu:
ej = dj °
MX
i=1
!iG(||xj ° ti||Ci) .
Pri tem je vrednost Gaussove RBF enaka:
G(||xj ° ti||Ci) = e°(xj°ti)
TCTi Ci(xj°ti)
= e°
1
2 (xj°ti)Tß°1i (xj°ti) ,
kjer velja identiteta:
1
2
ß°1i = C
T
i Ci .
Cilj ucˇenja je poiskati proste parametre !i, ti inß°1 tako, da postane napaka E
minimalna. Z uporabo metode LMS dobimo naslednje rezultate (spremembe)
za:
1. Linearne utezˇi v izhodni plasti: !i(n+ 1) = !i(n)° ¥1 @E(n)@!i(n)
@E(n)
@!i(n)
=
NX
j=1
ej(n)G(||xj ° ti(n)||Ci)
62 POGLAVJE 3. UMETNE NEVRONSKE MREZˇE
2. Pozicije centrov v skriti plasti: ti(n+ 1) = ti(n)° ¥2 @E(n)@ti(n)
@E(n)
@ti(n)
= 2!i(n)
NX
j=1
ej(n)G
0(||xj ° ti(n)||Ci)ß°1i [xj ° ti(n)]
3. Sˇirino baznih funkcij: ß°1i (n+ 1) = ß
°1
i (n)° ¥3 @E(n)@ß°1i (n)
@E(n)
@ß°1i (n)
= °!i(n)
NX
j=1
ej(n)G
0(||xj ° ti(n)||Ci)Qji(n)
Qji(n) = [xj ° ti(n)][xj ° ti(n)]T
V zgornjih treh korekcijskih enacˇbah so ¥i , i = 1, 2, 3, ucˇilni parametri.
3.2.4 Hebb-ovo ucˇenje
Osnovna znacˇilnost tega ucˇenja je, da je lokalno, kar pomeni, da nevroni cˇrpajo
vso informacijo samo od sosednjih nevronov. Ta tip ucˇenja je bil eksperimen-
talno potrjen, kar pomeni, da je biolosˇko utemeljen.
Izhod y nevrona je utezˇena vsota vhodov
y(t) =
mX
j=1
!jxj(t) . (3.1)
Nevron je prikazan na Sliki 3.6. Pri Hebb-ovem ucˇenju se utezˇi spremenijo
sorazmerno s produktom ustreznega vhoda in izhoda:
!j(t+ 1) = !j(t) + Ωy(t)xj(t) , j = 1, ...,m .
Vektorsko lahko zapiˇsemo Hebb-ovo ucˇno pravilo takole:
!(t+ 1) = !(t) + Ωy(t)x(t) .
Taksˇno ucˇenje bi lahko vodilo k neskoncˇno velikim utezˇem, zato obstajajo
variante, ki utezˇi normirajo po vsakem koraku ucˇenja:
!(t+ 1) =
!(t) + Ωy(t)x(t)
k!(t) + Ωy(t)x(t)k .
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Slika 3.6: Nevron pri Hebb-ovem ucˇenju.
Alternativno varianto Hebb-ovega ucˇenja je s ciljem stabiliziranja postopka
predlagal Oja. Cˇe je Ω zelo majhen, |Ω| ø 1, lahko zgornji izraz razvijemo v
Taylor-jevo vrsto:
!j(t+ 1) = !j(t) + Ωy(t)xj(t)° Ωy(t)2!j(t) +O(Ω2)
= !j(t) + Ωy(t)
h
xj(t)° y(t)!j(t)
i
+O(Ω2)
.
= !j(t) + Ωy(t)
h
xj(t)° y(t)!j(t)
i
= !j(t) + Ωy(t)x
0
j(t) .
Vidimo, da cˇlen x0j nadomesti originalni cˇlen xj.
Rezultat taksˇnega postopka ucˇenja je glavni lastni vektor (angl. principal
eigenvector) - vektor z najvecˇjo lastno vrednostjo - avtokorelacijske matrike
C, ki jo dolocˇa izraz:
C = < xxT > .
3.2.5 Mrezˇa samo-organizirajocˇe preslikave - SOM
Osnovni cilj nevronske mrezˇe SOM (angl. self-organizing map) je v transforma-
ciji vhodnega vzorca poljubne dimenzije v eno ali dvo-dimenzionalno preslikavo
(angl. map), izvedeni na adaptiven in topolosˇko urejen nacˇin [18]. Slika 3.7
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Slika 3.7: Dvodimenzionalna mrezˇa SOM.
prikazuje dvo-dimenzionalno mrezˇo nevronov, ki se obicˇajno uporablja v omen-
jeni preslikavi. Vsak nevron v mrezˇi je polno povezan z vsemi vhodnimi spre-
menljivkami. Zato ta mrezˇa predstavlja vnaprej povezano strukturo z eno plas-
tjo nevronov, urejeno v obliki matrike. Poseben primer je eno-dimenzionalna
SOM mrezˇa, kjer je plast nevronov reducirana na vrstico ali stolpec nevronov.
Algoritem samo-organizirajocˇe preslikave najprej inicializira utezˇi v mrezˇi, kar
pomeni, da se jim priredijo poljubne majhne vrednosti. Sledijo naslednji trije
koraki procesiranja: tekmovalni, kooperativni in adaptivni proces.
Tekmovalni proces: za vsak vhodni vzorec ali vektor, nevroni v mrezˇi izracˇuna-
jo vrednosti ustreznih diskriminantnih funkcij, ki predstavljajo osnovo za tek-
movanje med nevroni. Nevron z najvecˇjo vrednostjo diskriminantne funkcije
je zmagovalec tekmovanja. V primeru m vhodnih spremenljivk in ustrezno m
utezˇnih komponent vsakega nevrona, je ena od najpogostejˇsih diskriminantnih
funkcij kar skalarni produkt:
wTj x ,
kjer je wj = (wj1, wj2, ..., wjm)T utezˇni vektor j-tega nevrona in x =
(x1, x2, ..., xm)T vhodni vektor. Ker velja, da je maksimalni skalarni produkt
ekvivalenten minimalni Evklidski razdalji med utezˇnim in vhodnim vektor-
jem, slednje pomeni, da ima zmagovalni nevron utezˇni vektor, ki je najblizˇji
vhodnemu vektorju. Za zmagoviti nevron torej velja:
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i(x) = argminj(||x°wj||) , j = 1, 2, ..., N,
kjer je N sˇtevilo nevronov v mrezˇi.
Kooperativni proces: zmagovalni nevron dolocˇa center topolosˇke sosednosti ko-
operativnih nevronov. Pri tem topolosˇko sosednost dolocˇa povezava blizˇnjih
nevronov v okolici zmagovitega nevrona. Tipicˇna funkcija topolosˇke sosednosti
je normalna porazdelitev. Cˇe je i-ti nevron zmagovalec tekmovanja in so koop-
erativni nevroni oznacˇeni z j, potem je funkcija normalne topolosˇke sosednosti
podana z izrazom:
hj,i(x) = e
° d
2
j,i
2æ2 .
V zgornjem izrazu je æ sˇirina topolosˇke sosednosti in dolocˇa mejo, do katere
nevroni v blizˇini zmagovitega nevrona sodelujejo v procesu ucˇenja (kar mocˇno
vpliva na hitrejˇso konvergenco ucˇenja) in dj,i razdalja med zmagovitim nevro-
nom i in nevronom j v topolosˇki sosesˇcˇini, torej razdalja v izhodnem prostoru,
ki je definirana kot:
d2j,i = ||rj ° ri||2 ,
kjer je rj diskretni vektor, ki definira pozicijo nevrona j, in ri vektor, ki dolocˇa
diskretno pozicijo zmagovitega nevrona i, obe merjeni v diskretnem izhod-
nem prostoru. Pomembna lastnost algoritma SOM je tudi v tem, da se sˇirina
topolosˇke sosesˇcˇine æ zmanjˇsuje s cˇasom (n), oz.:
æ(n) = æ0e
° nø1 , n = 0, 1, 2, ...
kjer je æ0 vrednost ob inicializaciji algoritma in ø1 cˇasovna konstanta. Ustrezno
se spreminja s cˇasom tudi funkcija topolosˇke sosednosti:
hj,i(x)(n) = e
° d
2
j,i
2æ2(n) , n = 0, 1, 2, ...
Adaptivni proces: V primeru samo-organizacije se utezˇi spreminjajo skladno
z vhodnim vektorjem, saj ni nadzornika (angl. supervisor) ali ucˇitelja, ki bi
nadziral proces ucˇenja. Zato je potrebno Hebb-ovemu ucˇilnemu pravilu, ki
je primerno za asociativno ucˇenje in ki povecˇuje vrednost utezˇi pri hkratno
aktivnih nevronih na vhodu in izhodu utezˇi (kar pomeni spremembo utezˇi
le v eno smer in posledicˇno vodi v zasicˇenje), dodati cˇlen pozabljivosti (angl.
forgetting term) g(yj)wj, kjer jewj utezˇni vektor nevrona j in je g(yj) dolocˇena
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pozitivna skalarna funkcija odziva yj, z zahtevo, da je g(yj) = 0, cˇe je yj = 0.
Tedaj je sprememba utezˇi enaka:
¢wj = ¥yjx° g(yj)wj ,
kjer je ¥ zopet ucˇilni parameter oz. korak ucˇenja. Prvi izraz na desni je Hebb-
ov cˇlen, drugi pa cˇlen pozabljivosti. Da zadostimo zahtevam glede funkcije
g(yj), izberemo linearno funkcijo za g(yj):
g(yj) = ¥yj .
Cˇe nadalje uposˇtevamo:
yj = hj,i(x) ,
pridemo do drugacˇne oblike za enacˇbo spremembe utezˇi:
¢wj = ¥hj,i(x)(x°wj) .
Koncˇno je enacˇba za spremembo vrednosti utezˇi v cˇasu n+ 1 enaka:
wj(n+ 1) = wj(n) + ¥(n)hj,i(x)(n)(x°wj(n)) ,
kjer se ucˇilni parameter spreminja s cˇasom podobno kot sˇirina topolosˇke sosed-
nosti:
¥(n) = ¥0e
° nø2 , n = 0, 1, 2, ...,
in se uporablja za vse utezˇi nevronov, ki lezˇijo znotraj topolosˇke sosesˇcˇine.
Efekt enacˇbe ucˇenja se kazˇe v pomikanju utezˇnega vektorja wi zmagovitega
nevrona proti vhodnemu vektorju x. Algoritem zato vodi k topolosˇki urejenosti
preslikave iz vhoda na izhod na nacˇin, da sosednji nevroni v mrezˇi tezˇijo k
podobnim utezˇnim vektorjem.
Proces adaptacije utezˇi v mrezˇi SOM je mogocˇe razdeliti v dve fazi:
1. Samo-organizirajocˇa faza ali faza urejanja: v tej fazi se izvede topolosˇko
urejanje utezˇnih vektorjev. Traja okoli 1000 iteracij ali vecˇ. Pozorno je
potrebno izbrati ucˇilni parameter in sosednostno funkcijo, npr. za ucˇilni
parameter:
¥0 = 0.1
ø2 = 1000
in za sosednostno funkcijo:
ø2 =
1000
log æ0
,
kjer je æ0 radij mrezˇe.
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2. Konvergencˇna faza: je potrebna za fino nastavitev (angl.fine tuning)
preslikave. V splosˇnem je priporocˇljivo sˇtevilo iteracij v tej fazi najmanj
500 £ sˇtevilo nevronov. Ucˇni parameter v tej fazi naj bo reda 0.01, sosed-
nostna funkcija pa naj vsebuje le najblizˇje sosede zmagovitega nevrona.
Lastnosti mrezˇe SOM
Preslikava © nevronske mrezˇe SOM, ki jo dolocˇa niz utezˇnih vektorjev v izhodni
(in hkrati edini) plasti nevronov, ima naslednje lastnosti:
• dobro aproksimira vhodni prostor
• na izhodu zagotavlja topolosˇko urejenost, skladno z vhodnim prostorom,
kar pomeni, da prostorska lokacija nevrona ustreza dolocˇeni domeni ali
lastnosti vhodnih vzorcev
• preslikava © preslika statisticˇne lastnosti vhodne domene v analogne
statisticˇne lastnosti izhodnega prostora: podrocˇja na vhodu z visoko ver-
jetnostjo izbire se transformirajo v vecˇjo domeno na izhodu oz. v vecˇje
sˇtevilo nevronov, kot podrocˇja na vhodu z nizko verjetnostjo izbire
• podatke na vhodu z nelinearno porazdelitvijo transformira topolosˇka
preslikava tako, da je mogocˇa izbira niza najboljˇsih lastnosti za njeno
aproksimacijo
3.2.6 Nevronska mrezˇa za ucˇecˇo vektorsko kvantizacijo
- LVQ
Vektorska kvantizacija je posebna tehnika, ki opisuje vhodne vektorje na poenos-
tavljen nacˇin s ciljem podatkovne kompresije. Vhodni prostor razdeli na
sˇtevilna podrocˇja in za vsako definira poseben predstavniˇski vektor. Ko se
pojavi na vhodu nov vektor, se najprej dolocˇi podrocˇje, v katerem lezˇi nov
vektor, nato pa se ga predstavi s predstavniˇskim vektorjem (prototipom) pri-
padajocˇega podrocˇja. S tem je dosezˇen precejˇsen prihranek na pomnilniku, saj
namesto sˇtevilnih vhodnih vektorjev predstavljamo vhodno domeno le s precej
manjˇsim sˇtevilom predstavniˇskih vektorjev. Niz predstavniˇskih vektorjev se
imenuje kodna knjiga (angl. code book), njeni elementi pa kodne besede.
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Posamezen prototip predstavlja oz. pokriva v prostoru vse tocˇke, katerim je
sam najblizˇji izmed vseh prototipov. Vhodni prostor lahko za primer dveh
dimenzij predstavimo kot t.i. Voronoi-ev diagram (Slika 3.8), posamezna po-
drocˇja pa se imenujejo Voronoi-eve celice.
x
1
x
2
Slika 3.8: Voronoi-ev diagram. Meje med podrocˇji prototipov oz. Voronoi-
evimi celicami potekajo po simetralah med pari prototipov.
Nevronska mrezˇa LVQ [18] se imenuje po algoritmu ucˇecˇe vektorske kvanti-
zacije LVQ (angl. learning vector quantization), ki je nadzorovani algoritem
ucˇenja in uporablja informacije o podrocˇjih ali razredih (nazivi ali labele) tako,
da izboljˇsuje locˇevanje med razredi. Ker se LVQ uporablja za razvrsˇcˇanje oz.
klasifikacijo vzorcev, vsak prototip pripada enemu izmed razredov vzorcev;
zato ima vsak prototip labelo razreda in vse tocˇke, katerim je ta prototip
najblizˇji, so razvrsˇcˇene v njegov razred. Najpreprostejˇsi primer je prikazan
na Sliki 3.9 levo, kjer vsak od dveh prototipov predstavlja svoj razred. V
takem primeru dobimo linearno mejo med obema razredoma. Cˇe pa za vsak
razred vzamemo vecˇ prototipov, zˇe dobimo nelinearno (natancˇneje: odsekoma
linearno) mejo (Slika 3.9) desno.
Algoritem LVQ sestoji iz ponavljanja sledecˇega postopka:
1. nakljucˇno izberemo vektor xi med vzorci
2. poiˇscˇemo najblizˇji predstavniˇski vektor oz. prototip wr vhodnemu vek-
torju xi.
||wr ° xi|| ∑ ||wj ° xi|| , j = 1, ..., N, (3.2)
kjer je N sˇtevilo vzorcev, ||.|| evklidska norma, d = ||a°b|| pa evklidska
razdalja
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Slika 3.9: Meja med dvema razredoma v primeru enega (levo) oz. dveh pro-
totipov na posamezen razred.
3. Cˇe z R oznacˇimo razred (labelo) vektorja, potem v primeru Rwr = Rxi
sledi modifikacija vektorja wr na naslednji nacˇin:
wr(n+ 1) = wr(n) + Æ(n)[xi °wr(n)] , (3.3)
0 < Æn < 1. Cˇe pa velja Rwr 6= Rxi, potem je modifikacija enaka:
wr(n+ 1) = wr(n)° Æ(n)[xi °wr(n)] . (3.4)
Ostali predstavniˇski vektorji ostanejo nespremenjeni.
V zgornjih izrazih je Æ(n) ucˇilni parameter, ki se monotono zmanjˇsuje z na-
rasˇcˇajocˇim diskretnim cˇasom n. Tipicˇno je na zacˇetku enak okoli 0.1-0.2, nato
pa se monotono zmanjˇsuje s cˇasom (eksponentno ali linearno).
Po LVQ ucˇenju prototipi priblizˇno ustrezajo verjetnostni porazdelitvi vzorcev:
Postopek LVQ morda ne izgleda kot tipicˇna nevronska mrezˇa, pa vendar LVQ
lahko obravnavamo kot nevronsko mrezˇo, kot prikazuje Slika 3.11.
3.2.7 Hopfield-ova nevronska mrezˇa
Vsaka rekurentna nevronska mrezˇa (RNM) ima zaradi povratnih povezav spo-
sobnost pomnenja in zato lahko RNM v vsakem trenutku pripiˇsemo dolocˇeno
70 POGLAVJE 3. UMETNE NEVRONSKE MREZˇE
1
1
1
1
1
2
2
2
2
2
razred 1
razred 2
Slika 3.10: Prototipi pri LVQ priblizˇno ustrezajo verjetnostni porazdelitvi
vzorcev.
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Slika 3.11: LVQ kot nevronska mrezˇa.
stanje, ki ga tvorijo izhodi nevronov. Vecˇinoma se RNM uporabljajo za mod-
eliranje dinamicˇnih sistemov. Obstaja pa poseben razred RNM, ki se uporabl-
jajo v povsem drug namen. To so asociativne RNM. Cilj asociativne RNM je
poljubno zacˇetno stanje mrezˇe v dolocˇenem sˇtevilu korakov pripeljati v stabilno
oz. fiksno stanje. Na ta nacˇin mrezˇa poljuben vhodni vzorec, ki predstavlja
zacˇetno stanje mrezˇe, ’pripelje’ v stabilno stanje, ki ustreza nekemu vzorcu,
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ki je shranjen v mrezˇi - implicitno, preko ustreznih utezˇi. V mrezˇo je mogocˇe
shraniti vecˇje sˇtevilo vzorcev oz. prototipov, ki torej predstavljajo stabilna
stanja mrezˇe. Vhodni vzorec si lahko predstavljamo kot nek nepopoln oz.
delno zasˇumljen vzorec, odgovor mrezˇe pa je eden od shranjenih prototipov,
na katerega vhodni vzorec mrezˇo najbolj ’asociira’.
Hopfield-ova nevronska mrezˇa je tipicˇen predstavnik asociativnih RNM. Ses-
tavlja joN nevronov, katerih izhodi so povratno vezani na vhode vseh nevronov
(polno povezana RNM), kot kazˇe Slika 3.12. Posamezen nevron Hopfieldove
. . .
. . .
...
x (t)1 x (t)2 x (t)N
x (t+1)1 x (t+1)2 x (t+1)N
Slika 3.12: Hopfield-ova nevronska mrezˇa.
mrezˇe je lahko v enem od dveh stanj: 1 (prizˇgan) in °1 (ugasnjen); nevron
je torej binaren - hrani 1 bit informacije. Stanje Hopfieldove mrezˇe je vektor
izhodov posameznih nevronov:
x = [x1, x2, ..., xN ]
T . (3.5)
Vseh mozˇnih stanj je seveda 2N . Izhod i-tega nevrona je dolocˇen takole:
xi(t+ 1) =
8<:
1, cˇe
PN
i=1wijxj(t) > £i
xi(t), cˇe
PN
i=1wijxj(t) = £i
°1, cˇePNi=1wijxj(t) < £i (3.6)
Na vhodu nevrona je utezˇena vsota vhodov, tj. povratno vezanih izhodov.
Utezˇi so realne vrednosti. Aktivacijska funkcija nevrona pa je pragovna funkcija
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s pragom £. Torej, nevron je prizˇgan, kadar utezˇena vsota presezˇe prag, oz.
je ugasnjen, kadar utezˇena vsota ne dosezˇe praga. V primeru enakosti ostane
stanje nevrona nespremenjeno. V razsˇirjeni varianti Hopfieldove mrezˇe, ki je
tukaj ne bomo obravnavali, je aktivacijska funkcija bolj splosˇna; lahko tudi
zvezna.
Hopfield-ova mrezˇa deluje asinhrono, tj. nevroni procesirajo eden za drugim;
ni potrebno, da po vrsti, pomembno je le, da procesirajo vsi nevroni priblizˇno
enako pogosto. Model, pri katerem nevroni procesirajo sinhrono oz. paralelno,
pa se imenuje Little-ov model in ima malo drugacˇne konvergencˇne lastnosti.
Znacˇilnost Hopfield-ove mrezˇe je, da lahko vanjo shranimo prototipe tudi brez
ucˇenja. V tem primeru mora matrika utezˇi ustrezati dvema dodatnima pogo-
jema oz. omejitvama:
• wij = wji za vse i = 1, 2, ..., N , in j = 1, 2, ..., N , in
• wii = 0 za vse i = 1, 2, ..., N .
Matrika utezˇi W, ki je dimenzije N £ N , je torej simetricˇna (WT = W) in
ima na diagonali nicˇle. Pragovom lahko dodelimo vrednosti 0.
Obstaja preprost nacˇin dolocˇevanja ustreznih utezˇi, s katerim lahko v mrezˇo
’shranimo’ P N -dimenzionalnih vektorjev - prototipov: {ªp|p = 1, 2, ..., P}:
wji =
1
N
PX
p=1
ªpjªpi ,
oz. v vektorskem zapisu:
W =
1
N
PX
p=1
ªpª
T
p °
P
N
I ,
kjer je ªpª
T
p vektorski produkt vektorja vzorcev ªp s samim seboj. Na ta nacˇin
smo utezˇi dolocˇili tako, da bodo stanjski vektorji ªp stabilna stanja. Ta stanja
so (implicitno) shranjena v mrezˇi.
Za dokazovanje stabilnosti dinamicˇnih sistemov se pogosto uporablja t.i. funk-
cija Ljapunov-a oz. energijska funkcija. Cˇe nam za nek dinamicˇni sistem uspe
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poiskati funkcijo Ljapunov-a, je sistem stabilen. Cˇe je ne najdemo, ni recˇeno,
da ne obstaja, oz. da sistem ni stabilen.
Tudi za Hopfield-ovo mrezˇo obstaja ustrezna funkcija Ljapunova E(x), ki je
dolocˇena tako, da s cˇasom monotono pada. To pomeni, da se po spremembi
stanja kateregakoli nevrona, kar ustreza prehodu v novo stanje, E zmanjˇsa
ali pa kvecˇjemu ostane enaka. Za Hopfield-ovo mrezˇo se funkcija Ljapunov-a
lahko glasi
E = °
NX
i=1
NX
j=1
wjixixj . (3.7)
Sprememba funkcije Ljapunov-a zaradi spremembe posameznega (k-tega) nev-
rona v cˇasu t je
¢E = E(x(t+ 1))° E(x(t)) (3.8)
= °
NX
i=1
NX
j=1
wijxi(t+ 1)xj(t+ 1) (3.9)
+
NX
i=1
NX
j=1
wijxi(t)xj(t) (3.10)
= °2xk(t+ 1)
NX
j=1
wkjxj(t+ 1) + 2xk(t)
NX
j=1
wkjxj(t) . (3.11)
V Enacˇbi 3.11 smo uposˇtevali, da se lahko spremenijo samo cˇleni, ki vsebujejo
xk, ostali se torej krajˇsajo. Obe vsoti v Enacˇbi 3.11 sta enaki, kajti sprememba
je lahko samo v k-tem nevronu, utezˇ wkk pa je 0. Zato lahko vsoto izpostavimo:
¢E = 2(xk(t)° xk(t+ 1))
"
NX
j=1
wkjxj(t)
#
. (3.12)
Cˇe je
NX
j=1
wkjxj(t) < 0 , (3.13)
gre k-ti nevron v stanje °1, tj. xk(t + 1) = °1, zato bo v vsakem primeru
xk(t)° xk(t+1) ∏ 0, cˇe pa je vsota (3.13) vecˇja od 0, gre k-ti nevron v stanje
1, tj. xk(t + 1) = 1, zato bo xk(t) ° xk(t + 1) ∑ 0. V obeh primerih je torej
¢E ∑ 0. Zato je funkcija Ljapunov-a res monotono padajocˇa.
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3.2.8 Rekurentna nevronska mrezˇa
V primeru, da resˇujemo dinamicˇne probleme, kjer so preslikave od vhoda na
izhod odvisne od cˇasa, so potrebne nevronske mrezˇe s povratnimi povezavami
ali rekurentne nevronske mrezˇe - RNM (angl. recurrent neural networks).
Primer polno povezane rekurentne mrezˇe prikazuje Slika 3.13.
izhodi
vhodi ( )x
kontekstni nevroni
stanje ( )y
Slika 3.13: Polno povezana rekurentna mrezˇa RNM.
Ucˇilni algoritem mrezˇe RNM se imenuje RTRL (angl. real-time recurrent
learning). Njegova znacˇilnost je, da izvaja spremembe utezˇi v mrezˇi RNM v
realnem cˇasu, oz. medtem ko mrezˇa procesira vhodne podatke [19]. Mrezˇa
RNM ima eno plast nevronov, katere mnozˇica nevronov M je razdeljeno v dve
mnozˇici, v mnozˇico O, v kateri so indeksi nevronov, ki so povezani z izhodom,
in v mnozˇico H, v kateri so indeksi kontekstnih nevronov, ki so vezani le
povratno na vhod. Vsi nevroni iz mnozˇice M so povratno vezani na vhode
vseh nevronov, skupaj z mnozˇico I vhodnih spremenljivk. Kriterijska funkcija
v procesu ucˇenja je vsota kvadratov napak na izhodnih nevronih, ozr:
E(t) =
1
2
X
k2O
e2k(t) ,
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kjer je :
ek(t) =
Ω
dk(t)° yk(t), cˇe k 2 O
0, sicer .
(3.14)
Pri tem t oznacˇuje diskretni cˇas.
Cˇe z !ij(t) oznacˇimo poljubno utezˇ v RNM, ki vstopa v i-ti nevron iz j-
te spremenljivke, ki je lahko ali vhodna ali notranja (povratna), potem je
sprememba te utezˇi enaka:
¢!ij(t) = °¥ @E(t)
@!ij(t)
@E(t)
@!ij(t)
= °
X
k2O
ek(t)
@yk(t)
@!ij(t)
,
kjer je zopet yk(t + 1) = f(vk(t)) in je f sigmoidna funkcija, v pa utezˇena
vsota:
vk(t) =
X
l2I[M
!kl(t)zl(t)
in je zl splosˇna oznaka za l-to spremenljivko (vhodno ali notranjo). Tedaj je:
@yk(t+ 1)
@!ij(t)
=
@yk(t+ 1)
@vk(t)
@vk(t)
@!ij(t)
= f 0(vk(t))
@vk(t)
@!ij(t)
@vk(t)
@!ij(t)
=
X
l2I[M
@(!kl(t)zl(t))
@!ij(t)
=
X
l2I[M
[!kl(t)
@zl(t)
@!ij(t)
+
@!kl(t)
@!ij(t)
zl(t)]
V zadnjem izrazu na desni velja:
@!kl(t)
@!ij(t)
= 1 , cˇe k = i in l = j ,
zaradi cˇesar lahko piˇsemo:
@vk(t)
@!ij(t)
=
X
l2I[M
[!kl(t)
@zl(t)
@!ij(t)
+ ±kizj(t)] ,
kjer je:
@zl(t)
@!ij(t)
=
Ω
0 , cˇe l 2 I
1 , sicer ,
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in je ±ki Dirac-ova funkcija delta. Sedaj lahko delne rezultate ustrezno zdruzˇi-
mo in dobimo:
@yk(t+ 1)
@!ij(t)
= f 0(vk(t))[
X
l2M
!kl(t)
@yl(t)
@!ij(t)
+ ±kizj(t)] .
Cˇe vpeljemo substitucijo:
pkij(t) =
@yk(t)
@!ij(t)
,
potem je koncˇno:
pkij(t+ 1) = f
0(vk(t))[
X
l2M
!kl(t)p
l
ij(t) + ±kizj(t)] .
Odvod sigmoidne funkcije je enak:
f 0(vk(t)) = yk(t+ 1)[1° yk(t+ 1)] ,
zacˇetna vrednost odvoda pa je enaka 0:
pkij(0) = 0 .
V vsaki iteraciji ucˇenja je torej sprememba vsake utezˇi v mrezˇi:
¢!ij(t) = ¥
X
k2O
ek(t)p
k
ij(t) ,
utezˇ pa se spremeni na naslednji nacˇin:
!ij(t+ 1) = !ij(t) +¢!ij(t) .
3.2.9 Posplosˇena rekurentna mrezˇa GARNN
Nevronska mrezˇa RNM ima zaradi le ene plasti nevronov probleme pri ucˇenju
zahtevnejˇsih dinamicˇnih problemov. Ustrezno izboljˇsavo zato predstavlja pos-
plosˇena nevronska mrezˇa GARNN (angl. generalized artificial recurrent neural
network) [20], katere dvonivojsko topologijo prikazuje Slika 3.14.
Zaradi dvonivojske topologije omogocˇa GARNN ucˇenje zahtevnejˇsih cˇasovnih
problemov, saj je v tem primeru cˇasovna funkcija prehajanja stanj stanj di-
namicˇnega sistema lahko poljubno zahtevna. Zaradi spremenjene topologije
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Slika 3.14: Struktura posplosˇene rekurentne mrezˇe GARNN.
se ustrezno modificira ucˇilni algoritem glede na RTRL v prejˇsnjem poglavju.
Vendar pa se konvergenca ucˇenja bistveno izboljˇsa, cˇe sprememba utezˇi sledi
enacˇbi Kalman-ovega filtra DEKF (angl. decoupled extended Kalman filter)
[20] in cˇe se v postopku ucˇenja uposˇteva sˇe vsiljeni sistem povratnih vezav
(angl. teacher forcing technique). Oceno za utezˇi i-tega nevrona v cˇasu t + 1
podaja enacˇba:
wˆi(t+ 1|t) = wˆi(t|t° 1) +Gi(t)Æ(t) ,
kjer jeGi t.i. Kalman-ovo ojacˇanje, ki se v postopku ucˇenja spreminja skladno
z enacˇbami:
Gi = Ki(t, t° 1)CTi (t)°(t)
°(t) =
"
NX
i=1
Ci(t)Ki(t, t° 1)CTi (t) +R(t)
#°1
Ki(t+ 1, t) = Ki(t, t° 1)°Gi(t)Ci(t)Ki(t, t° 1) +Qi(t)
Æ(t) = d(t)° y(t)
V zgornjih enacˇbah je Ki kovariancˇna matrika napake i-tega nevrona, ° kon-
verzijska matrika, Æ inovacijski vektor (razlika med zˇeleno in dejansko vrednos-
tjo na izhodu), Ci merska matrika lineariziranega dinamskega modela (¢wi =
0) nevrona i, katere splosˇni element je enak:
@yk(t)
@!ij
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in ki ga izracˇunamo ne enak nacˇin kot pri RTRL, Qi je diagonalna kovariancˇna
matrika, ki opisuje procesni sˇum, R diagonalna kovariancˇna matrika merskega
sˇuma in N sˇtevilo nevronov.
3.2.10 Komplementarni spodbujevani vzvratni ucˇilni al-
goritem
Ta postopek ucˇenja sodi v skupino spodbujevalnih algoritmov, ki se razliku-
jejo od nadzorovanih in nenadzorovanih ali samo-organizirajocˇih algoritmov
po tem, da imajo na razpolago le oceno delovanja mrezˇe, ki je ali pozitivna ali
negativna. Zanimiv je tudi zato, ker je uporaben tako pri staticˇnih (vnaprej
povezanih), kot tudi dinamicˇnih (rekurentnih) mrezˇah. Pri slednjih je potrebno
namesto BPG (backpropagation) algoritma uporabiti RTRL (real-time recur-
rent learning). Postopek ucˇenja je naslednji:
1. Na vhod nevronske mrezˇe pripeljemo vhodni vzorec
2. Izracˇuna se ustrezni odziv na izhodu mrezˇe (R)
3. Izhodi se interpretirajo kot verjetnosti, da so izhodi 1
4. Dolocˇi se verjetnostno binarno vrednost izhoda (B)
5. Izvede se akcija na izhodu, ki ustreza S
6. Akciji v odgovor sledi spodbuda okolja
7. Na osnovi spodbude se izracˇuna napaka:
- cˇe je nagrada (r = +1), potem je E = (B °R)
- cˇe je kazen (r = °1), potem je E = ((1°B)°R)
- cˇe ni spodbude (r = 0), potem je E = 0
8. Cˇe E 6= 0, se izvede vzvratno ucˇenje, BPG ali RTRL.
3.2.11 Spodbujevano ucˇenje z algoritmom ucˇecˇih av-
tomatov
V poglavju o ucˇecˇih avtomatih so bile podane t.i. korekcijske enacˇbe, s kater-
imi smo spreminjali parametre avtomata glede na odzive iz okolja na izbrane
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akcije avtomata. Podobne enacˇbe je mogocˇe uporabiti pri spreminjanju utezˇi
nevronskih mrezˇ, tako vnaprej povezanih (npr. MLP), kot tudi rekurentnih
nevronskih mrezˇ (npr. RNN).
Predpostavimo, da so vse utezˇi v mrezˇi zajete v mnozˇici:
W = {!1,!2, ...,!N}
in da imamo na razpolago dvakrat toliko akcij (ucˇecˇega avtomata), kot je vseh
utezˇi v mrezˇi, torej 2N :
Æ = {Æ11,Æ12,Æ21,Æ22, ...,ÆN1,ÆN2} .
Vsako utezˇ, npr. !i, lahko tako spremenimo na dva nacˇina (z dvema akcijama):
Æi1 : !i(t+ 1) = !i(t) +¢
Æi2 : !i(t+ 1) = !i(t)°¢
Postopek ucˇenja poteka na naslednji nacˇin. Mrezˇa dolocˇi odziv na vhodni
vzorec in shrani oceno okolja. Nato iz trenutne verjetnostne porazdelitve akcij
izbere eno, zacˇasno izvede ustrezno modifikacijo utezˇi, ponovno dolocˇi odziv
na isti vhodni vzorec in pridobi novo oceno okolja. Cˇe se je ocena zaradi
spremembe utezˇi izboljˇsala (kazen je zamenjala nagrada ali pa se je izhod
priblizˇal zˇeleni vrednosti), potem se skladno s korekcijsko enacˇbo UA (ucˇecˇega
avtomata), spremenijo verjetnosti akcij tako, da se povecˇa verjetnost uspesˇne
akcije, ostale verjetnosti pa se ustrezno zmanjˇsajo. V nasprotnem primeru pa
se verjetnost izbrane akcije zmanjˇsa, verjetnosti ostalih akcij pa se skladno
povecˇa:
Æ(n) = Æi, Ø(n) = 0 (nagrada):
pj(n+ 1) = pj(n)° gj[p(n)] , j 6= i
pi(n+ 1) = pi(n) +
2NX
j=1,j 6=i
gj[p(n)]
Æ(n) = Æi, Ø(n) = 1 (kazen):
pi(n+ 1) = pi(n)°
2NX
j=1,j 6=i
hj[p(n)]
pj(n+ 1) = pj(n) + hj[p(n)] .
V primeru pozitivnega rezultata spremembo utezˇi ohranimo, v nasprotnem
primeru pa utezˇ vrnemo na prvotno vrednost.
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3.3 Analiza procesa ucˇenja v nevronskih mre-
zˇah
Umetne nevronske mrezˇe so bile dolgo cˇasa predmet sˇtevilnih kritik. Sled-
nje so se nanasˇale predvsem na danes zˇe zmotno prepricˇanje, da naucˇene
nevronske mrezˇe ne dajejo ustrezne razlage za svoje delovanje. Predvsem so se
delale primerjave z metodami umetne inteligence, kjer se empiricˇno znanje kot
posledica ucˇenja z metodami umetne (strojne) inteligence, pogosto predstavlja
z odlocˇitvenimi drevesi, ki ponujajo razlago za delovanje ne le za ucˇne primere,
temvecˇ tudi za testne oz. od ucˇenja neodvisne primere.
V nadaljevanju bo zato najprej opisana metoda ekstrakcije znanja, ki se na-
haja v utezˇeh naucˇene nevronske mrezˇe, temu pa bo sledila sˇe analiza procesa
ucˇenja z vidika parametrov kompleksnih sistemov, kamor brez dvoma sodijo
tudi umetne nevronske mrezˇe, ki modelirajo danes prav gotovo enega najkom-
pleksnejˇsih znanih sistemov, to je mozˇganski zˇivcˇni sistem zˇivih organizmov.
3.3.1 Ekstrakcija znanja iz naucˇene nevronske mrezˇe
Nevronska mrezˇa spreminja v procesu ucˇenja svoje notranje parametre oz.
utezˇi toliko cˇasa, dokler se njeni rezultati procesiranja na izhodu mrezˇe ne uje-
majo dovolj dobro z zˇelenimi vrednostmi. Rezultat ucˇenja je torej porazdel-
jena mnozˇica utezˇi, ki imajo praviloma realne pozitivne ali negativne utezˇi.
Na prvi pogled je zato z njimi tezˇko razlozˇiti vzroke za pravilno delovanje.
Vendar pa obstajajo nacˇini, ki pridobljeno porazdeljeno znanje prevedejo v us-
trezne logicˇne zapise, s katerimi je mogocˇe podati splosˇno razlago za delovanje
mrezˇe za vse mozˇne primere na vhodu. Ogledali si bomo dve metodi ekstrak-
cije znanja iz naucˇene nevronske mrezˇe, ki obe dajeta kot rezultat univerzalno
logicˇno enacˇbo v obliki disjunktivne normalne oblike (DNO), t.j. oblike, ki
z supremalno logicˇno operacijo (disjunkcijo) povezuje infimalne izraze (kon-
junkcije vhodnih spremenljivk), ki je logicˇna alternativa kaskade odlocˇitvenih
konstruktov IF-THEN-ELSE. Prva metoda je osnovna, ki z zaporednimi sub-
stitucijami od vhoda proti izhodu postopoma gradi koncˇno logicˇno enacˇbo.
Ker je racˇunska kompleksnost te metode eksponentna, je podana sˇe druga,
polinomska metoda, ki s polinomsko kompleksnostjo zagotovi dolocˇitev DNO
[21].
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Osnovna metoda ekstrakcije znanja
Ta metoda je precej preprosta, zato je nenavadno, da je kar nekaj cˇasa vel-
jalo prepricˇanje, da naucˇene nevronske mrezˇe ne dajejo razlage za svoje delo-
vanje. Temelji na aproksimaciji nevronske funkcije z Boole-ovo (preklopno) na
naslednji nacˇin. Cˇe je fi izhodna vrednost nevrona pri i-ti vhodni kombinaciji
spremenljivk, potem je ustrezna Boole-ova funkcija gi dolocˇena z odlocˇitvijo:
gi =
Ω
1, cˇe fi ∏ 0.5
0, cˇe fi < 0.5
Pri naucˇeni nevronski mrezˇi poznamo koncˇne vrednosti utezˇi. Najprej s pomocˇjo
vrednosti utezˇi, ki vstopajo v (prvi) skriti nivo in zgornje aproksimacije, do-
locˇimo Boole-ove funkcije za nevrone (prvega) skritega nivoja. S pomocˇjo
vrednosti teh funkcij za posamezne vhodne kombinacije dolocˇimo Boole-ove
funkcije naslednjega nivoja (drugega skritega ali izhodnega), v katerih koncˇno
nadomestimo spremenljivke z Boole-ovimi funkcijami skritih nevronov, kar
daje koncˇno logicˇno funkcijo izhodnih nevronov v odvisnosti od vhodnih spre-
menljivk.
Primer
Podana je naucˇena nevronska mrezˇa (Slika 3.15).
!1
h1
!2
!3
!4
x
y
z
h2
!5
!6
!7
!8
h3
h4
!9
!10
!11
!12
z
Slika 3.15: Mrezˇa MLP, naucˇena na problem EX-OR.
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Izhode nevronov v podani mrezˇi podajajo izrazi:
h1 = f(!1x+ !2y + t1)
h2 = f(!3x+ !4y + t2)
h3 = f(!5x+ !6y + t3)
h4 = f(!7x+ !8y + t4)
z = f(!9h1 + !10h2 + !11h3 + !12h4 + t5)
Vzemimo, da smo mrezˇo ucˇili preslikave, ki ustreza logicˇni funkciji EX-OR
(npr. z algoritmom BP):
x y x5 y
0 0 0
0 1 1
1 0 1
1 1 0
Rezultat ucˇenja po 1000 ponovitvah (z uporabo algoritma BP - ’BackPropaga-
tion’, ki iˇscˇe minimalno napako s pomocˇjo gradientov) so vrednosti parametrov:
!1 = 2.51, !2 = °4.80, !3 = °4.90
!4 = 2.83, !5 = °4.43, !6 = °4.32
!7 = °0.70, !8 = °0.62, !9 = 5.22
!10 = 5.24, !11 = °4.88, !12 = 0.31
t1 = °0.83, t2 = °1.12, t3 = 0.93
t4 = °0.85, t5 = °2.19
Za vse nevrone v mrezˇi lahko sedaj uporabimo osnovno metodo, npr. za nevron
h1:
h1(0, 0) = f(2.51·0° 4.80·0° 0.83) = f(°0.83) º 0
h1(0, 1) = f(2.51·0° 4.80·1° 0.83) = f(°5.63) º 0
h1(1, 0) = f(2.51·1° 4.80·0° 0.83) = f(1.68) º 1
h1(1, 1) = f(2.51·1° 4.80·1° 0.83) = f(°3.12) º 0
Tem vrednostim ustreza logicˇna funkcija: x · y .
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Podobno bi dobili tudi za ostale nevrone:
h2 = x·y, h3 = x·y, h4 = 0
z = h1·h3 _ h1·h2 _ h2·h3
S substitucijo funkcij nevronov skritega nivoja v nevron izhodnega nivoja bi
dobili:
z = x·y _ x·y
kar je ravno disjunktivna normalna oblika EX-OR logicˇne funkcije.
S pomocˇjo osnovne metode smo z aproksimacijo nevronske mrezˇe, ki je bila
naucˇena na funkcijo EX-OR, dobili njeno razlago v obliki DNO.
Polinomska metoda ekstrakcije znanja
Osnovna ideja pri tej metodi je, da vkljucˇuje logicˇne produkte (konjunkcije)
v iskano DNO, od najmanjˇsih (z najmanjˇsim sˇtevilom spremenljivk) proti na-
jvecˇjim, kar sproti eliminira precejˇsnje sˇtevilo produktov, saj velja, da so vecˇji
produkti vsebovani v manjˇsih. Poleg tega je mogocˇe dolocˇene logicˇne pro-
dukte, ki so vezani na zelo majhne naucˇene utezˇi mrezˇe, enostavno izpustiti,
kar lahko precej poenostavi koncˇno DNO, ne da bi to pomembno vplivalo na
verodostojnost rezultata. Postopek polinomske metode je naslednji:
1. Ob uposˇtevanju aproksimacije nevronske funkcije z ortonormalno obliko:
f(!1x1+!2x2+ ...+!nxn+!n+1) = f1x1...xn_f2x1...xn_ ..._f2nx1...xn ,
ugotovi eksistenco posameznih logicˇnih produktov od najnizˇjega reda
proti najviˇsjemu. Posamezne vrednosti za fi je sicer mogocˇe dobiti enos-
tavno, cˇe v enacˇbo vstavimo ustrezno vhodno kombinacijo, npr. za f1
kombinacijo (1,...,1), za f2 kombinacijo (1,...,0) in za f2n vhodno kom-
binacijo (0,...,0), nato pa pripisati za fi vrednost 1, cˇe je f(.) ∏ 0.5, in
0 sicer. Eksistenco splosˇnega produkta xi1 ... xik xi,k+1 ... xil v Boole-
ovi funkciji poljubnega nevrona je mogocˇe v polinomskem cˇasu dolocˇiti
s pomocˇjo izraza:
f
≥ ikX
j=i1
!j + !n+1 +
X
1 ∑ j ∑ n,
j 6= i1...il, !j ∑ 0
!j
¥
∏ 0.5
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2. Produkte, ki eksistirajo v nevronski enacˇbi, povezˇi v DNO. Postopek
ponovi za vse nevrone v mrezˇi.
3. Po vrsti, od izhoda proti vhodu nadomesˇcˇaj spremenljivke z ustreznimi
Boole-ovimi aproksimacijami (DNO) posameznih nevronskih funkcij.
Primer
Dolocˇimo logicˇno funkcijo na osnovi polinomske metode za nevron, ki ga po-
daja izraz:
f(0.65x1 + 0.23x2 + 0.15x3 + 0.20x4 + 0.02x5 ° 0.5)
Za xi (i = 1, 2, 3, 4, 5) velja:
f(!1 + !6) ∏ 0.5,
kar pomeni, da cˇlen x1 eksistira.
Za xixj (i, j = 2, 3, 4, 5) imamo:
f(!i + !j + !6) < 0.5,
kar pomeni, da produktni cˇleni drugega reda ne eksistirajo.
Za xixjxk (i, j, k = 2, 3, 4, 5) je:
f(!2 + !3 + !4 + !6) ∏ 0.5,
in torej x2x3x4 eksistira. S tem smo vse mozˇne izraze izlocˇili, kar pomeni, da
je logicˇna funkcija nevrona enaka:
g = x1 _ x2x3x4 .
Cilj v postopku ekstrakcije znanja iz naucˇene nevronske mrezˇe je seveda izlusˇcˇiti
natancˇen in enostaven logicˇni priblizˇek k izhodni nevronski funkciji.
Natancˇnost zagotavljamo z uposˇtevanjem ustrezne cenilne funkcije C, ki obi-
cˇajno primerja izhodne nevronske funkcije z Boole-ovimi aproksimacijami,
n.pr:
C = max
i2N
(max
j2M
eij)
eij = |gij ° fij| ,
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kjer je eij napaka oz. absolutna razlika med Boole-ovo aproksimacijo in nevron-
sko funkcijo na mestu i-tega nevrona pri j-tem podatku. N je sˇtevilo nevronov,
M pa sˇtevilo ucˇnih podatkov. Premajhna natancˇnost lahko zahteva dodatno
ucˇenje, ali pa celo ponovno ucˇenje z novimi zacˇetnimi parametri oz. utezˇmi.
Enostavnost logicˇnega zapisa pa lahko povecˇamo tako, da v procesu substi-
tucije eliminiramo tiste spremenljivke (oz. ustrezne preklopne funkcije), ki so
povezane z zelo majhnimi vrednostmi utezˇi. Tedaj je potrebno poenostavlja-
nje Boole-ove funkcije regulirati s pomocˇjo funkcije obcˇutljivosti, ki jo lahko
izracˇunamo s pomocˇjo njenega spektra, kot bomo spoznali v nadaljevanju.
Obcˇutljivost preklopne funkcije
Vsaki preklopni funkciji je mogocˇe poiskati t.i. R-W (Rademacher-Walsh)
spekter. Dobimo ga tako, da najprej preklopno funkcijo f(x), x 2 {0, 1},
zapiˇsemo kot f(z), z 2 {+1,°1}, kjer velja relacija z = °(2x° 1). Mnozˇenje
f(z) z matriko T pa daje spekter logicˇne funkcije S:
S = T · f(z) = T · F ,
kjer je T R-W matrika, ki na poseben nacˇin podaja vse mozˇne kombinacije
preklopnih spremenljivk. Za slucˇaj treh preklopnih spremenljivk ima matrika
T naslednjo obliko:
R0
R1
R2
R3
R1R2
R1R3
R2R3
R1R2R3
266666666664
1 1 1 1 1 1 1 1
1 1 1 1 °1 °1 °1 °1
1 1 °1 °1 1 1 °1 °1
1 °1 1 °1 1 °1 1 °1
1 1 °1 °1 °1 °1 1 1
1 °1 1 °1 °1 1 °1 1
1 °1 °1 1 1 °1 °1 1
1 °1 °1 1 °1 1 1 °1
377777777775
Izrazi na desni strani po vrsti od zgoraj navzdol opisujejo konstanto (R0),
spremenljivke (Ri) in operacije EX-OR nad dvema oz. tremi spremenljivkami.
Analogno pravilo se uporabi tudi pri matrikah T za drugacˇno sˇtevilo spre-
menljivk.
Primer
Dolocˇite spekter preklopne funkcije fDNO(x1, x2, x3) = V (2, 3, 4, 5, 7).
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Iz enacˇbe S = T · F sledi rezultat: ST = [°2, 2, 2, 2, 6,°2,°2, 2], oz.:
v x1 x2 x3 f(x) f(z) = F rv S V
0 0 0 0 0 1 r0 -2 0
1 0 0 1 0 1 r1 2 1
2 0 1 0 1 -1 r2 2 1
3 0 1 1 1 -1 r3 2 2
4 1 0 0 1 -1 r12 6 1
5 1 0 1 1 -1 r13 -2 2
6 1 1 0 0 1 r23 -2 2
7 1 1 1 1 -1 r123 2 3
Poleg vrstnega reda (v) in spektra S je podan sˇe V , ki podaja sˇtevilo indeksov
pri posameznih komponentah spektra S.
Ustrezne spektralne komponente imajo naslednji pomen:
• r0 = (sˇtevilo nicˇel v f(x)) ° (sˇtevilo enic v f(x))
• ri = (sˇtevilo soglasij med f(x) in xi) ° (sˇtevilo nesoglasij med f(x) in
xi)
• rj = (sˇtevilo soglasij med f(x) in ustrezno EX-OR kombinacijo)° (sˇtevilo
nesoglasij med f(x) in ustrezno EX-OR kombinacijo), j = 12, 13, ...,
12..n
Funkcija obcˇutljivosti Boole-ove ali preklopne funkcije kot priblizˇka k nevronski
funkciji je sedaj definirana z izrazom:
™(f) =
P
v V · r2v
(2n)2
,
kjer vektor V podaja sˇtevilo indeksov v komponentah rv in je n sˇtevilo preklop-
nih spremenljivk. Funkcija obcˇutljivosti ™(f) dolocˇa povprecˇno sˇtevilo sosed-
nih vhodnih kombinacij preklopne funkcije u0 glede na kombinacijo u tako, da
je f(u) 6= f(u0), kjer je u, u0 2 {0, 1}n. Njena vrednost se v procesu poenos-
tavljanja Boole-ove funkcije kot priblizˇka nevronske funkcije ne sme bistveno
zmanjˇsati.
Za prejˇsnji primer je funkcija obcˇutljivosti enaka:
™(f) =
112
(23)2
=
112
64
= 1.7 .
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3.3.2 Vpliv ucˇenja nevronskih mrezˇ na strukturne pa-
rametre
Umetna nevronska mrezˇa je kompleksen sistem in jo zato lahko tako tudi obrav-
navamo. Za splosˇne kompleksne sisteme velja, da jih lahko obravnavamo kot
omrezˇja (grafe), kjer povezave vozliˇscˇ omogocˇajo njihove klasifikacije s pomocˇjo
posebnih parametrov [22]. Najprej bomo definirali nekaj znacˇilnih omrezˇij in
spoznali relevantne strukturne parametre, s katerimi opisujemo kompleksne
sisteme, nato pa si bomo ogledali, kako proces ucˇenja nevronske mrezˇe vpliva
na strukturne parametre mrezˇi ustreznega grafa.
Nakljucˇna omrezˇja RN (Random Networks)
Pri nakljucˇnih omrezˇjih je sˇtevilo vozliˇscˇ n fiksno. Poljubni dve vozliˇscˇi sta
povezani z verjetnostjo p. V povprecˇju ima RN naslednje sˇtevilo povezav e:
e = pn(n° 1)/2 .
Porazdelitev sˇtevila povezav na vozliˇscˇe k je binomska:
P (k) =
µ
n° 1
k
∂
pk(1° p)n°1°k ,
kar pomeni, da je povprecˇna stopnja (angl. average degree) enaka:
k = p(n° 1) º pn .
Za velike vrednosti n zavzame P (k) Poissonovo obliko kot aproksimacijo za
binomsko porazdelitev. Ocena za povprecˇno najkrajˇso pot L(p) (sˇtevilo vozliˇscˇ
na poti med dvema vozliˇscˇema), ki je globalna lastnost, izhaja iz izraza:
(k)L = n
L(p) =
lnn
ln k
º lnn
ln pn
.
Povprecˇna najkrajˇsa pot je v primeru RN nizka, kar je tipicˇno za efekt ’majh-
nega sveta’ SW (angl. small world).
Koeficient grupiranja (angl. clustering coe±cient) je pri nakljucˇnih omrezˇjih
enak
C(p) = p º k
n
,
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saj so povezave (angl. edges) tukaj porazdeljene nakljucˇno. Ta koeficient je
precej manjˇsi, kot bomo videli, kot pri SW omrezˇjih, pri istem sˇtevilu vozliˇscˇ
in povezav. Predstavlja lokalno lastnost, ki pomeni povprecˇni delezˇ povezav
sosednjih vozliˇscˇ.
Omrezˇja majhnega sveta SW (Small-World)
Pri tej skupini omrezˇij je povprecˇna najkrajˇsa pot med vozliˇscˇi tudi majhna,
koeficient razvrsˇcˇanja (angl. clustering coe±cient) pa precej vecˇji kot pri RN.
Do omrezˇja SW pridemo iz regularno povezanega omrezˇja, cˇe z verjetnostjo
p º 0.1-0.3 spremenimo regularne povezave v nakljucˇne, kot kazˇe Slika 3.16.
prevezovanje povezav
dodajanje povezav
Slika 3.16: Prehod od regularnega omrezˇja k RN preko SW.
Oblika porazdelitve P (k) je podobna kot pri RN, z vrhom pri k. Veliko re-
alnih omrezˇij ima lastnosti SW, kar je razvidno iz Tabele 3.2, kjer so podani
parametri C za razlicˇna omrezˇja, skupaj s parametri primerljivega RN.
Tipicˇne vrednosti parametrov L in C, relativno glede na izhodiˇscˇe (p = 0), za
primer omrezˇja SW, prikazuje Slika 3.17.
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koeficient grupiranja C
mrezˇa n z merjeni nakljucˇni graf
Internet 6 374 3.8 0.24 0.00060
Svetovni splet - WWW 153 127 35.2 0.11 0.00023
mocˇnostno omrezˇje 4 941 2.7 0.080 0.00054
sodelovanja biologov 1 520 251 15.5 0.081 0.000010
sodelovanja matematikov 253 339 3.9 0.15 0.000015
sodelovanja filmskih igralcev 449 913 113.4 0.20 0.00025
direktorji druzˇb 7 673 14.4 0.59 0.0019
so-pojavljanje besed 460 902 70.1 0.44 0.00015
nevronska mrezˇa (C-elegans) 282 14.0 0.28 0.049
metabolicˇna mrezˇa 315 28.3 0.59 0.090
prehranski splet 134 8.7 0.22 0.065
Tabela 3.2: Parametri C za razlicˇna realna omrezˇja. Vir: [22]
0.0010.0001 0.01 0.1 1
0.2
0.4
0.6
0.8
1
0
L(p)/L(0)
C(p)/C(0)
p
Slika 3.17: Odvisnost L in C od verjetnosti p za slucˇaj omrezˇja SW.
Omrezˇje SF (Scale-Free)
Za vecˇino obsezˇnih omrezˇij je porazdelitev povezav (angl. degree distribution)
precej razlicˇna od Poisson-ove porazdelitve. Npr. WWW in Internet imata
potencˇno porazdelitev (angl. power-law distribution):
P (k) ª k°∞ .
Do taksˇnih (SF) omrezˇij pridemo, cˇe v nakljucˇnem omrezˇju sˇtevilo vozliˇscˇ
narasˇcˇa tako, da se vsako novo vozliˇscˇe povezˇe s starim vozliˇscˇem na osnovi
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verjetnosti, ki je proporcionalna sˇtevilu povezav obstojecˇih vozliˇscˇ. To pomeni,
da se nova vozliˇscˇa povezujejo z vecˇjo verjetnostjo s tistimi, ki imajo vecˇje
sˇtevilo povezav. Temu nacˇinu pravimo prednostni dostop (angl. preferential
attachment). Vsako novo vozliˇscˇe i se zˇeli povezati z m0 (parameter povezave)
obstojecˇimi vozliˇscˇi v omrezˇju. Verjetnost ¶(j), da obstojecˇe vozliˇscˇe j dobi
eno od novih povezav, je enaka:
¶(j) =
kt(j)
2mt
,
kjer je mt sˇtevilo povezav v omrezˇju, kt(j) pa trenutno sˇtevilo povezav vozliˇscˇa
j v cˇasu t.
Transformacija nevronske mrezˇe v graf
Zaradi kompatibilnosti s kompleksnimi sistemi bomo transformirali univerzalno
povezano nevronsko mrezˇo RNN v neusmerjen graf. Transformacija je izve-
dena na naslednji nacˇin. Vsak nevron v mrezˇi ustreza enemu vozliˇscˇu v grafu.
Nevronski vozliˇscˇi i in j sta povezani, cˇe velja |!ij| ∏ £ _ |!ji| ∏ £, kjer
je £ pragovna vrednost, ki je parameter v postopku, in _ logicˇna operacija
ALI oz. disjunkcija. Namesto disjunkcije je mogocˇe uporabiti tudi logicˇno
operacijo IN oz. konjunkcijo (&), vendar to ne vpliva bistveno na rezultate.
Prag £ je dolocˇen iz RNN mrezˇe tako, da odstranitev vseh utezˇi v mrezˇi,
katerih absolutna vrednost je manjˇsa kot £, ne vpliva na obnasˇanje mrezˇe
pri resˇevanju aktualnega problema. Zaradi boljˇse primerjave z neusmerjenim
grafom so utezˇi, ki povezujejo izhod nevrona s svojim vhodom prepovedane
zˇe v postopku ucˇenja, kar problem povecˇa in podaljˇsa ucˇenje. Tudi pragovne
utezˇi (angl. bias) so prepovedane iz istega naslova in s podobnimi posledicami,
vendar vse to ne vpliva pomembno na postopek ucˇenja.
Pri uporabi pragovnega parametra v postopku transformacije RNN mrezˇe v
ustrezni graf je potrebno resˇiti naslednji problem. Zacˇetne utezˇi v mrezˇi so
obicˇajno poljubno majhne (med °0.5 in +0.5). Cˇe je tudi prag £ istega ve-
likostnega razreda, potem ustrezni graf prakticˇno nima povezav. Zato moramo
najprej mrezˇo (na)ucˇiti in iz nje dolocˇiti povezljivost oz. verjetnost povezave
dveh poljubnih vozliˇscˇ (pri izbranem pragu):
P =
e
N(N ° 1) ,
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kjer je e sˇtevilo povezav v mrezˇi in N sˇtevilo nevronov oz. vozliˇscˇ. Sˇtevilo
povezav mora biti torej konstantno in enako sˇtevilu, ki smo ga dolocˇili iz
(na)ucˇene mrezˇe. Cˇe nas zanima graf mrezˇe pred zakljucˇkom ucˇenja, moramo
torej prag £ prilagoditi tako, da je sˇtevilo povezav e ohranjeno. Le tako
izracˇunane vrednosti parametrov L, C in P kazˇejo, kako vpliva ucˇenje na
strukturo povezav.
Zaradi ilustracije vpliva ucˇenja nevronske mrezˇe na omenjene strukturne parame-
tre je bil izveden eksperiment [23], pri katerem je bila mrezˇa RNN s 100 nevroni
naucˇena na diskretni dinamicˇni problem EX-OR(d), ki pomeni izvedbo op-
eracije EX-OR nad elementoma t°d in t°d°1, ki se nahajata v cˇasovni vrsti
binarnih znakov, d = 6. Slika 3.18 podaja funkcije parametrov v odvisnosti od
korakov ucˇenja.
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Slika 3.18: Funkcije parametrov L, C, P in H v odvisnosti od korakov ucˇenja.
Poleg omenjenih parametrov je zaradi neizrazite funkcije parametra verjetnos-
tne porazdelitve sˇtevila povezav P dodana sˇe funkcija entropije H v odvisnosti
od korakov ucˇenja, ki jo dolocˇa enacˇba:
H(pk) = °
X
k
pk log pk ,
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kjer je pk verjetnost, da ima vozliˇscˇe grafa ravno k povezav. Omenjene funkcije
nazorno kazˇejo, da se parametra C in H izrazito povecˇujeta s koraki ucˇenja,
da je L priblizˇno konstanten, P pa v grobem ohranja zacˇetno porazdelitev z
dodanimi manjˇsimi vrhovi v oddaljenosti od srednje vrednosti porazdelitve.
Slika 3.19 prikazuje grafa nenaucˇene (levo) in naucˇene (desno) nevronske mrezˇe.
Grafa sta narisana s pomocˇjo programa Pajek [24].
Pajek
Pajek
Slika 3.19: Graf nenaucˇene (levo) in naucˇene (desno) nevronske mrezˇe.
Poglavje 4
Evolucijsko racˇunanje
4.1 Uvod
Narava je bila zˇe od nekdaj navdih sˇtevilnim znanstvenikom v okviru najra-
zlicˇnejˇsih disciplin. Za podrocˇje racˇunalniˇstva so bili in so sˇe vedno zanimivi
predvsem naravni postopki resˇevanja problemov, kjer sta se s cˇasom izdvojili
dve ciljni podrocˇji:
• Cˇlovesˇki mozˇgani
• Evolucijski proces
S prvim se ukvarja podrocˇje umetnih nevronskih mrezˇ, ki smo jih v omejenem
obsegu spoznali v prejˇsnjem poglavju. Drugi pa predstavlja osnovo za t.i.
evolucijsko racˇunanje, ki je predmet tega poglavja [25].
Evolucijsko racˇunanje (ER) je danes pomembna raziskovalna disciplina v okviru
podrocˇja racˇunalniˇskih znanosti. Predstavlja poseben nacˇin racˇunanja, ki cˇrpa
ideje iz procesa naravne evolucije v kombinaciji s posebnim nacˇinom resˇevanja
problemov na osnovi napak (angl. trial-and-error). V najosnovnejˇsi obliki si
pod naravno evolucijo predstavljamo naslednje: v danem okolju je populacija
posameznikov (angl. individuals), ki se borijo za obstanek in se ohranjajo z
reprodukcijo. Okolje dolocˇa stopnjo prilagajanja posameznikov pri doseganju
njihovega osnovnega cilja. Od tega je odvisna njihova sposobnost prezˇivetja.
V kontekstu resˇevanja problemov veljajo naslednje analogije:
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EVOLUCIJA RESˇEVANJE PROBLEMOV
Okolje Problem
Posameznik Mozˇna resˇitev (kandidat)
Prilagajanje Kvaliteta
Seveda je bila Darwin-ova teorija tista, ki je ponudila razlago za razvoj zˇivljenja
na zemlji, kjer igra naravni izbor osrednjo vlogo. V okolju, kjer je mogocˇa
omejena eksistenca sˇtevila posameznikov z osnovnim instinktom reprodukcije,
je selekcija neizbezˇna, da se populacija ne povecˇuje eksponentno. Selekcija,
ki jo povzrocˇa tekmovanje v prilagajanju okolju (naravi) med posamezniki, je
naravna in predstavlja boj za prezˇivetje. Druga pomembna znacˇilnost Darwin-
ove teorije je v eksistenci razlicˇnih fenotipov, t.j. obnasˇanj posameznikov v
okolju. Vsak posameznik predstavlja edinstveno kombinacijo obnasˇanja (angl.
phenotypic traits), ki ga vrednoti njegovo okolje. Cˇe je ocena posameznika
ugodna, potem se njegovo obnasˇanje prenasˇa na potomce, sicer brez potomcev
zamre. V zvezi s tem je Darwin verjel, da se pri prenosu na potomce pojavljajo
manjˇse fenotipske modifikacije oz. mutacije (angl. mutation), zaradi cˇesar
prihaja do sprememb v obnasˇanju posameznikov. Posamezniki v populaciji
so torej elementi selekcije, katerih reprodukcija (in s tem njihovo obnasˇanje
v okolju) je odvisna od njihove prilagoditve okolju. Ker se bolj prilagodljivi
posamezniki reproducirajo, njihovi mutirani potomci predstavljajo dodatno
mozˇnost za sˇe boljˇse prilagajanje okolju.
Pri izvajanju procesa naravne evolucije igra pomembno vlogo molekularna
genetika, saj razjasnjuje vzroke za razlicˇne fenotipske lastnosti in njihovo de-
dovanje. Posamezniku pripisuje dualne entitete: zunanje fenotipske lastnosti
in notranje genotipske strukturne znacˇilnosti. Povedano drugacˇe, genotip
posameznika predstavlja kodni zapis za njegov fenotip. Pri tem so geni funkci-
jske enote genotipov. Kombinacija lastnosti dveh posameznikov pri potomcih
se imenuje krizˇanje (angl. crossover), nakljucˇna sprememba posameznika pa
njegova mutacija. Cˇeprav se zdi, da krizˇanje ni bistveno pri naravni evolu-
ciji, pa je bilo dokazano, da bistveno vpliva na konvergenco zˇelenih lastnosti
obnasˇanja, s tem pa seveda igra pomembno vlogo v hitro se spreminjajocˇih
okoljih, kakrsˇnega npr. predstavljajo tudi pogoji zˇivljenja na zemlji.
Poleg motivacije za uporabo evolucijskega racˇunanja, omenjenega na zacˇetku,
obstajajo sˇe drugi razlogi za njeno afirmacijo. Enega predstavlja poenoten
nacˇin resˇevanja sˇtevilnih razlicˇnih problemov, drugi pa se skriva v cˇlovesˇki
radovednosti, saj je s pomocˇjo evolucijskega racˇunanja mogocˇe izvajati eksper-
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imente, ki nimajo podlage v tradicionalni biologiji. Tipicˇen primer predstavlja
t.i. Lamarck-ov model evolucije, ki predpostavlja, da se pridobljene izkusˇnje
prenasˇajo na potomce. Cˇeprav se ne ujema z lastnostmi naravne evolucije, pa
ga je mogocˇe uporabiti pri resˇevanju razlicˇnih tehnicˇnih problemov.
Danes velja prepricˇanje, da je prednost evolucijskega racˇunanja pri resˇevanju
problemov iz najrazlicˇnejˇsih podrocˇij v tem, da je v mnogih ozirih univerzalno
in torej neodvisno od narave problema. Vzemimo splosˇen model sistema z
vhodnimi spremenljivkami, modelskimi enacˇbami in izhodnimi spremenljivkami
tako, da je pri znanih modelskih enacˇbah sistema in znanih vrednostih vhodnih
spremenljivk, mogocˇe dolocˇiti vrednosti izhodnih spremenljivk. Tako lahko ev-
identiramo tri osnovne tipe problemov, ki so primerni za evolucijsko resˇevanje,
glede na to, cˇesa v sistemu ne poznamo:
• Optimizacijski problem imamo takrat, kadar poznamo modelske enacˇbe
in zˇelene izhodne vrednosti, iˇscˇemo pa optimalne vhodne vrednosti.
• Identifikacijski problem iˇscˇe modelske enacˇbe pri znanih parih vhodnih
in izhodnih spremenljivk.
• Simulacijski problem pa iˇscˇe vrednosti izhodnih spremenljivk, cˇe poz-
namo vrednosti vhodnih spremenljivk in modelske enacˇbe.
Evolucijsko racˇunanje sledi evolucijskemu algoritmu (EA). Ker obstaja vecˇ
razlicˇnih vrst taksˇnih algoritmov, bo najprej podana splosˇna shema evolu-
cijskega algoritma, ki je skupna vsem njenim izpeljankam. Nato pa bodo
v naslednjih poglavjih podrobneje opisani genetski algoritem (GA), kjer so
posamezniki (kandidati za resˇitev problema) predstavljeni s serijo znakov iz
koncˇne (obicˇajno binarne) abecede, evolucijske strategije (ES), pri katerih so
kandidati najvecˇkrat vektorji z realnimi komponentami, evolucijsko programi-
ranje (EP), ki uporablja pri resˇevanju problemov koncˇne avtomate in genetsko
programiranje (GP), kjer gre za avtomatizirano kodiranje na osnovi drevesnih
programskih segmentov.
Splosˇno shemo evolucijskega algoritma podaja naslednja psevdokoda:
BEGIN
INICIALIZACIJA populacije z nakljucˇno izbiro kandidatov
OCENA vseh kandidatov
REPEAT UNTIL (ZAKLJUCˇNI POGOJ NI IZPOLNJEN) DO
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1 IZBERI pare starsˇev
2 KRIZˇAJ pare starsˇev
3 MUTIRAJ dobljene potomce
4 OCENI nove kandidate
5 IZBERI kandidate za novo generacijo
END DO
END
4.2 Genetski algoritmi
Genetski algoritem je v obliki, kot bo predstavljen, prvi objavil Holland [26].
Zanj je znacˇilna binarna predstavitev kandidatov (genotipov) za resˇitev prob-
lema, selekcija na osnovi proporcionalnega prilagajanja okolju (angl. fitness
function), nizka verjetnost mutacije in krizˇanja kot bistvena genetska opera-
torja za generiranje novih posameznikov ali resˇitev za obravnavani problem.
4.2.1 Predstavitev posameznikov
Pri predstavitvi kandidatov za resˇitev problema je zelo pomembno izbrati
’pravilno’ predstavitev, to je taksˇno strukturo podatkov, ki se najbolj prilega
danemu problemu. Zato je to tudi eden najtezˇjih delov pri razvoju evoluci-
jskega algoritma. Pogosto je odlocˇitev posledica izkusˇenj in dobrega pozna-
vanja problemske domene. V nadaljevanju bomo podrobneje spoznali nekaj
najpogosteje uporabljenih predstavitev in genetske operatorje, ki posameznim
predstavitvam najbolje ustrezajo. To pa ne pomeni, da bo izmed opisanih
predstavitev mogocˇe najti najboljˇso za nasˇ problem. Velikokrat je tudi kom-
binacija operatorjev, ki bodo podani v nadaljevanju, najbolj naravna ali na-
jprimernejˇsa resˇitev za konkretni problem in ne posamezne predlagane variante
operatorjev.
Binarna predstavitev
To je ena prvih predstavitev, ki se je v preteklosti zmotno uporabljala neod-
visno od problema, ki ga je resˇevala. Genotip je pri binarni predstavitvi seveda
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enostavno kar niz (angl. string) binarnih znakov.
Dejansko je za vsak konkretni problem potrebno dolocˇiti podatkovno struk-
turo genotipa in nacˇin, kako bo genotip interpretiran kot fenotip. Za dolocˇene
probleme je preslikava genotip/fenotip naravna (npr. problemi z Boolovimi ali
preklopnimi odlocˇitvami), pogosto pa binarni niz pomeni le kodiranje nebina-
rne informacije.
Pogost problem pri binarnem kodiranju je, da imajo razlicˇni biti razlicˇen
pomen. Tedaj je lahko resˇitev Gray-eva koda, pri kateri je Hamming-ova raz-
dalja med kodama dveh zaporednih celih sˇtevil, enaka 1.
Celosˇtevilcˇna predstavitev
Tipicˇen primer, kjer je celosˇtevilcˇna predstavitev bolj primerna kot binarna,
je, kadar imamo opravka s problemom, kjer iˇscˇemo optimalne vrednosti za
niz spremenljivk, ki zavzemajo le celosˇtevilcˇne vrednosti. Tedaj so vrednosti
lahko omejene ali pa ne. Pri snovanju kodiranja in genetskih operatorjev je
pomembno uposˇtevati evidentirane relacije med posameznimi vrednostmi, npr.
med vrstilnimi sˇtevniki, kjer je blizˇnje kodiranje zaporednih vrednosti naravno
kodiranje.
Realna predstavitev
Pogosto je najbolj smiselna odlocˇitev za predstavitev genotipa, cˇe vzamemo
niz realnih vrednosti. Taksˇen primer nastopi, kadar vrednost gena ustreza
zvezni porazdelitvi. Ker je znotraj racˇunalnika realna vrednost omejena (kvan-
tizirana) s sˇirino racˇunalnikove besede, je tedaj dejanska predstavitev izvedena
v formatu plavajocˇe vejice.
Permutacijska predstavitev
Pri mnogih problemih je odlocˇitev vezana na vrstni red dogodkov. Tedaj je nar-
avna predstavitev permutacija niza celih sˇtevil, kar pomeni, da se posamezen
znak lahko pojavi le enkrat v seriji. Posledica tega je, da potrebujemo operator
98 POGLAVJE 4. EVOLUCIJSKO RACˇUNANJE
spreminjanja predstavitve, ki ohranja omenjeno lastnost permutacije. Obsta-
jata dva nacˇina za kodiranje permutacij. V prvem, ki se pogosteje uporablja,
i-ti element permutacije predstavitve oznacˇuje dogodek, ki se zgodi na tem
mestu osnovne sekvence. V drugem pa vrednost i-tega elementa permutacije
oznacˇuje pozicijo v sekvenci, ki jo dolocˇa prvi nacˇin. Npr. pri predstavitvi
(A,B,C,D) in permutaciji (3,1,2,4), prvi nacˇin dolocˇa serijo oz. predstavitev
(C,A,B,D), drugi pa (B,C,A,D).
4.2.2 Mutacija
Mutacija je genericˇno ime za operator, ki spreminja genotip samo na osnovi
enega prednika z nakljucˇno spremembo njegovega genotipa. Izvedba mutacije
je odvisna od kodiranja oz. predstavitve genotipa. Ne da bi se spusˇcˇali
v sicer izredno pomembno izbiro parametrov (ker je odvisna od problema),
ki tvorijo genotip, si bomo ogledali razlicˇne izvedbe mutacije glede na pred-
stavitev genotipa.
Mutacija binarne predstavitve
Najpogosteje uporabljena mutacija binarnih serij deluje nad vsakim genom
posebej tako, da se z neko (majhno) verjetnostjo pm (ali pmut) spremenijo
posamezni biti, ki predstavljajo gen. S tem se dejansko sˇtevilo spremenjenih
bitov prakticˇno menja v vsakem koraku mutacije, saj je odvisno od nakljucˇnega
generatorja, s katerim jih verjetnostno spreminjamo. Izbira pm zavisi od tega,
kaksˇen rezultat pricˇakujemo, ali celotno populacijo ustreznih posameznikov,
ali pa je dovolj en sam zadovoljiv posameznik. Izkustveno pravilo pravi, da je
dobro izbrati taksˇno verjetnost za pm, s katero je zagotovljena v povprecˇju ena
sprememba gena na populacijo starsˇev oz. potomcev (manjˇso od obeh).
Mutacija celosˇtevilcˇne predstavitve
Obstajata dve glavni obliki mutacije, pri obeh se vsak gen posebej mutira z
verjetnostjo pm.
A. Nakljucˇno resetiranje: je podobno binarni mutaciji, le da se tukaj z ver-
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jetnostjo pm izbere z enako verjetnostjo eno izmed mozˇnih vrednosti gena.
B. Drsecˇa mutacija: pomeni spremembo gena z verjetnostjo pm tako, da se
trenutni vrednosti gena doda ali odvzame majhno vrednost. Te majhne
vrednosti se obicˇajno izberejo iz taksˇne porazdelitve, ki je simetricˇna
okoli 0 in ki z vecˇjo verjetnostjo izbere manjˇse cele vrednosti kot vecˇje.
Mutacija predstavitve s plavajocˇo vejico
Za vsak realni gen se predpostavlja, da so poznane njegova minimalna in mak-
simalna mozˇna vrednost, npr. (Li, Ui) za gen gi. Mutacija je tedaj lahko
ali uniformna, kar pomeni, da je nova vrednost gena dobljena iz homogene
porazdelitve v dolocˇenih mejah gena, ali pa s spreminjanjem vrednosti gena
na osnovi majhne vrednosti iz naravne zvezne porazdelitve v okolici 0. Alter-
nativa Gauss-ovi porazdelitvi je lahko Cauchy-jeva, ki ima debelejˇsi rep, kar
pomeni vecˇjo verjetnost za izbiro vecˇjih modifikacij.
Mutacija permutacijske predstavitve
V tem primeru genov ni vecˇ mogocˇe obravnavati posebej. Zato parameter
pm pomeni verjetnost zamenjave celotnega niza namesto le posameznega gena.
Najbolj znani so trije primeri mutacije:
A. Zamenjava (angl. swap): pomeni nakljucˇni izbor dveh pozicij v nizu in
njuna zamenjava
B. Vstavitev (angl. insertion): zahteva nakljucˇno izbiro dveh vrednosti in
premik ene na sosednje mesto k drugi tako, da se ostale vrednosti us-
trezno razmaknejo. Spodnja slika ilustrira omenjeno mutacijo:
1 2 3 4 5 6 7 8 9 ! 1 2 5 3 4 6 7 8 9
C. Inverzija (angl. inversion): tudi ta mutacija predpostavlja nakljucˇno
izbiro dveh pozicij, nato pa se zamenja vrstni red pozicij med njima:
1 2 3 4 5 6 7 8 9 ! 1 5 4 3 2 6 7 8 9
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4.2.3 Krizˇanje
Krizˇanje (angl. crossover, recombination) je proces, v katerem nastane nov
posameznik (genotip) na osnovi informacij, vsebovanih v dveh (ali vecˇ) po-
sameznikih (prednikih). Ta operator je gotovo ena od lastnosti, ki najbolj
razlikuje genetske algoritme ali ostale evolucijske algoritme od drugih globalnih
optimizacijskih algoritmov.
Operator krizˇanja se izvaja v odvisnosti od parametra verjetnosti pc (ali pcross),
katere vrednost je tipicˇno v obmocˇju [0.5, 1.0]. Obicˇajno sta izbrana dva pred-
nika ali starsˇa (angl. predecessors, parents). Cˇe je nato nakljucˇna vrednost
med 0 in 1 manjˇsa od pc, potem se nad njima izvede krizˇanje, ki generira dva
potomca, sicer se enostavno oba prednika prekopirata v potomca.
Krizˇanje binarnih predstavitev
Obicˇajno se krizˇanje binarnih predstavitev izvaja nad dvema prednikoma oz.
njunima genotipoma. Najvecˇ se uporabljajo trije tipi krizˇanj: enotocˇkovno,
N -tocˇkovno in uniformno ali homogeno krizˇanje.
A. Enotocˇkovno kriˇzanje: zahteva nakljucˇno izbiro enega sˇtevila iz podrocˇja
[0, l° 1], kjer je l dolzˇina binarne kode, ki predstavlja genotip. Ta tocˇka
razdeli genotipa prednikov na dva dela. Krizˇanje ustvari dva potomca
tako, da se dela genotipov, desno od izbrane tocˇke zamenjata, levo od
nje pa ohranita:
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1
!
1 1 0 1 0 0 0 0 1 1 1 0 1 1 0 0 0 0
B. N-tocˇkovno kriˇzanje: predpostavlja generiranje N nakljucˇnih sˇtevil iz
podrocˇja [0, l ° 1], nato pa ustvari dva potomca tako, da alternativno
vzame segmente dveh prednikov med izbranimi tocˇkami. Za slucˇajN = 2
(ki je tudi najpogostejˇsi) to pomeni:
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0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
!
1 1 0 1 0 0 0 0 1 1 1 0 1 1 0 0 0 1
C. Uniformno kriˇzanje: obravnava gene neodvisno tako, da pri vsakem genu
z nakljucˇnim generatorjem dolocˇi, kako se bosta gena prednikov prenasˇala
na potomca. Cˇe je nakljucˇna vrednost < 0.5, se prenese gen prvega pred-
nika k prvemu potomcu, cˇe pa je ∏ 0.5, se prenese gen drugega prednika
k prvemu potomcu. Drugi potomec je nato rezultat inverzne preslikave.
Na spodnji sliki podcˇrtani geni dolocˇajo prenos od prvega prednika, ne-
podcˇrtani pa od drugega:
0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0
!
1 1 0 1 0 0 0 0 1 1 0 0 1 1 0 0 0 1
Krizˇanje celosˇtevilcˇnih predstavitev
Ker krizˇanje ne spreminja genov, je krizˇanje celosˇtevilcˇnih predstavitev analogno
krizˇanju binarnih predstavitev.
Krizˇanje predstavitev s plavajocˇimi vejicami
V tem primeru sta mozˇni dve varianti krizˇanja. Po prvi, ki se imenuje diskretna
rekombinacija, se vsako sˇtevilo v plavajocˇi vejici obravnava kot bit pri binarni
predstavitvi, postopek krizˇanja pa je potem enak kot pri krizˇanju binarnih
predstavitev. To ima slabo stran, da le mutacija vnasˇa nove vrednosti v po-
tomce. Po drugi varianti, imenovani aritmeticˇna rekombinacija, pa se najprej
dolocˇi nakljucˇno tocˇko krizˇanja, nato pa se za oba potomca dolocˇi za vse gene
desno od tocˇke krizˇanja srednja vrednost glede na vrednosti genov obeh pred-
nikov:
zi = Æxi + (1° Æ)yi ,
kjer je Æ 2 [0, 1]. Za slucˇaj tocˇke krizˇanja k = 6 in Æ = 0.5 taksˇno krizˇanje
vodi k naslednjim potomcem:
102 POGLAVJE 4. EVOLUCIJSKO RACˇUNANJE
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.1 0.2 0.3 0.4 0.5 0.6 0.5 0.5 0.6
!
0.3 0.2 0.3 0.2 0.3 0.2 0.3 0.2 0.3 0.3 0.2 0.3 0.2 0.3 0.2 0.5 0.5 0.6
4.2.4 Modeli populacij
Pri genetskih algoritmih se v zvezi s populacijami uporabljata dva modela:
generacijski (angl. generational) in stabilni (angl. steady state) model popu-
lacij.
Pri generacijskem modelu populacij pricˇnemo s populacijo velikosti µ, iz katere
izbiramo populacijo starsˇev. Nato se dolocˇi s pomocˇjo krizˇanja in mutacije pop-
ulacija potomcev velikosti ∏ (= µ), sledi pa zamenjava generacij, oz. potomci
tvorijo naslednjo generacijo v procesu evolucije.
V stabilnem modelu populacij celotna populacija ni zamenjana naenkrat, tem-
vecˇ le njen del, oz. ∏ < µ. Procent zamenjane populacije se imenuje generaci-
jska luknja (angl. generational gap) in je dolocˇena z ∏/µ.
Populacija igra pomembno vlogo v dveh korakih evolucijske zanke. Prvicˇ,
pri izbiri prednikov, ki so potrebni v procesu krizˇanja in drugicˇ, pri selekciji
posameznikov za prezˇivetje oz. prenos v naslednjo generacijo.
Izbira prednikov
Najobicˇajnejˇsa izbira prednikov izhaja iz cenilne funkcije (angl. fitness func-
tion). Cˇe z fi oznacˇimo absolutno vrednost cenilne funkcije za i-ti genotip gi,
potem je verjetnost, da izberemo gi za prednika v procesu krizˇanja, podana z
enacˇbo:
pi =
fiPµ
j=1 fj
.
Vendar taksˇen nacˇin izbire povzrocˇa dolocˇene tezˇave. Prvicˇ, izjemni posamez-
niki hitro prevzamejo celotno populacijo (angl. premature convergence), in
drugicˇ, cˇe so cenilne funkcije zelo blizu skupaj, potem prakticˇno ni efekta se-
lekcije, ker je izbira tako rekocˇ nakljucˇna in tretjicˇ, process evolucije se obnasˇa
razlicˇno pri transpoziciji iste cenilne funkcije (f ! f +K), ker ta spreminja
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verjetnosti izbire posameznih kandidatov. Naslednje tri izbire delno odprav-
ljajo zgornje pomanjkljivosti.
A. Izbira z rangiranjem: pri tem je preslikava od rangiranja posameznikov
do verjetnosti njihove izbire poljubna, najvecˇkrat se uporablja linearna
ali eksponentna monotono padajocˇa funkcija.
B. Ruletni postopek: temelji na ruletnem kolesu, katerega povrsˇine izsekov
dolocˇajo verjetnosti izbire posameznikov. Pri izbiri ∏ posameznikov iz
niza µ prednikov za proces krizˇanja to pomeni naslednje. Pri dolocˇeni
urejenosti populacije (ali z rangiranjem ali nakljucˇni) od 1 do µ, izracˇu-
namo seznam vrednosti [a1, a2, ..., aµ] tako, da je ai =
Pi
j=1 Psel(j), kjer
je Psel(j) definirana kot verjetnost izbire oz. selekcije, proporcionalna
oceni (prileganju) ali rangiranju posameznika j. To pomeni seveda, da je
aµ = 1.0, kar ustreza celotni povrsˇini ruletnega kroga. Ruletni postopek
sedaj na osnovi nakljucˇnega sˇtevila (tocˇke, v kateri se ruleta ustavi) dolocˇi
posameznika glede na to, ali pripada njegovemu delezˇu v povrsˇini kolesa.
C. Turnirska izbira: predpostavlja, da ne poznamo vseh lastnosti posa-
meznikov. Tedaj z zaporedno izbiro enega in nakljucˇno izbiro drugega
posameznika (z ali brez vracˇanja) in primerjavo njunih cenilnih funkcij
izberemo boljˇsega kot prednika v procesu krizˇanja. Postopek ponovimo
µ krat. Zaradi ocenjevanja relativnega prileganja ima turnirska izbira
podobne lastnosti kot izbira na osnovi rangiranja.
Izbira prezˇivetja
Od izbire prezˇivetja (angl. survivor selection) zavisi nadzor procesa evolu-
cije, kjer se v vsakem koraku sˇtevilo prednikov µ in potomcev ∏ reducira v
µ posameznikov naslednje generacije. Temu procesu pravimo tudi zamenjava
(angl. replacement).
Najpogosteje je v rabi izbira na osnovi cenilne funkcije (angl. fitness-based re-
placement), kjer sta uporabni tako izbira z verjetnostjo, proporcionalno cenilni
funkciji, kot tudi turnirska izbira.
Eden od nacˇinov izbire prezˇivetja je tudi zamenjava najslabsˇih predstavnikov
(angl. replace worst), kjer najslabsˇih ∏ predstavnikov populacije izberemo za
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zamenjavo. To lahko vodi k hitremu izboljˇsanju glede povprecˇnega ocene kan-
didatov, lahko pa tudi k prezgodnji konvergenci in slabsˇemu koncˇnemu rezul-
tatu. Zato se omenjeni nacˇin uporablja v kombinaciji z velikimi populacijami
in s pravilom prepovedi dupliciranja kandidatov.
Nasprotje prejˇsnjemu pravilu je pravilo elitizma, ki zˇeli preprecˇiti izgubo tre-
nutno najboljˇsega kandidata v populaciji. Zato se ta vedno ohrani pri prehodu
v novo generacijo.
Primer: Genetski algoritem
Iskanje x, pri katerem je funkcija f(x) = |x sin(p|x|)| na intervalu [0, 1000]
maksimalna.
Funkcija f(x) je na Sliki 4.1 levo. Njen maksimum na danem intervalu znasˇa
f = 892.7 pri vrednosti x = 894.7.
Npr., da za genetski algoritem izberemo naslednje parametre:
- sˇtevilo genov v kromosomu (genotipu) ... nG = 20
- sˇtevilo kromosomov ... 30
- sˇtevilo generacij ... 30
Sˇtevilo genov dolocˇa, kako natancˇno obravnavamo neodvisno spremenljivko
x. Ker imamo binarno predstavitev, so mozˇne le diskretne vrednosti x, ki
jih je 2nG = 220. Vrednost kromosoma s samimi nicˇlami predstavlja najnizˇjo
vrednost x na danem intervalu, tj. 0, vrednost kromosoma s samimi enicami pa
predstavlja najviˇsjo vrednost x na danem intervalu, tj. 1000. Ostale vrednosti
kromosomov po vrsti pa predstavljajo vrednosti x, ki si sledijo s korakom
1000/(220 ° 1) º 0.00095.
Na Sliki 4.1 desno je prikazan potek ocene najboljˇsega kromosoma v generaciji
za 10 tekov algoritma. Genetski algoritem v vecˇini primerov najde kromosom,
ki ustreza maksimumu dane funkcije:
11100101000100110011 .
4.3. EVOLUCIJSKE STRATEGIJE 105
0 200 400 600 800 10000
100
200
300
400
500
600
700
800
900
x
f(x
)
0 5 10 15 20 25 30
650
700
750
800
850
900
generacija
oc
en
a
Slika 4.1: Funkcija f(x) = |x sin(p|x|)| na intervalu [0, 1000] (levo) in potek
ocene najboljˇsega kromosoma v generaciji za 10 tekov algoritma (desno).
4.3 Evolucijske strategije
Evolucijske strategije (ES) so eden od naslednjih pomembnih cˇlanov druzˇine
evolucijskih algoritmov. Z njimi navadno ilustriramo pomembno lastnost evolu-
cijskega racˇunanja, to je samo-adaptacijo (angl. self-adaptation) stratesˇ-
kih parametrov. Pri tem samo-adaptivnost pomeni, da se nekateri paramet-
ri evolucijskega algoritma med njegovim izvajanjem spreminjajo na poseben
nacˇin in sicer tako, da so vkljucˇeni v genotip ali kromosom in se razvijajo
skupaj z ostalimi njegovimi elementi (geni). Ta lastnost je danes zaradi izjem-
nih rezultatov prakticˇno neizogibna pri vseh modernih evolucijskih postopkih
racˇunanja. Glede ostalih lastnosti, ki smo jih spoznali do sedaj, pa velja za ES
naslednje:
• Predstavitev: vektorji realnih vrednosti
• Krizˇanje: diskretno ali aritmeticˇno
• Mutacija: dodajanje majhnih vrednosti iz Gauss-ove porazdelitve
• Izbira prednikov: nakljucˇna iz uniformne porazdelitve
• Izbira prezˇivetja: (µ, ∏) = izbira samo med potomci ali (µ + ∏) = izbira
med predniki in potomci
• Posebnost: samo-adaptacija velikosti koraka mutacije
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Evolucijske strategije je prvi definiral Rechenberg v sˇestdesetih letih [27]. Os-
novni algoritem ES za primer abstraktnega problema minimizacije n-dimen-
zionalne funkcije podaja psevdo-koda:
BEGIN
t = 0;
definiraj zacˇetno tocˇko (xt1, ..., x
t
n) 2 Rn;
REPEAT UNTIL (pogoj zaustavitve) DO
dolocˇi zi iz G-porazdelitve za vse i neodvisno;
yti = x
t
i + zi za vse i 2 {1, ..., n};
IF f(xt) ∑ f(yt) THEN
xt+1 = xt;
ELSE
xt+1 = yt;
t = t+ 1;
END DO
END
Nakljucˇno sˇtevilo, ki se dodaja k vsaki komponenti novega vektorja xt+1,
dolocˇimo iz Gauss-ove porazdelitve s srednjo vrednostjo 0 in standardno de-
viacijo æ. Ta porazdelitev je simetricˇna okoli 0, standardna deviacija æ pa se s
cˇasom zmanjˇsuje, kar pomeni, da se zmanjˇsujejo tudi nakljucˇna sˇtevila, ki jih
dodajamo komponentam vhodnega vektorja. Zato je æ parameter algoritma,
ki dolocˇa obseg perturbacije vhodnih komponent zaradi mutacije. Zato imenu-
jemo æ tudi velikost koraka mutacije (angl. mutation step size). S tem v zvezi
obstajajo teoreticˇni in eksperimentalni dokazi [27], ki potrjujejo veljavnost t.i.
1/5 pravila uspesˇnosti (angl. 1/5 success rule), ki pravi, da je razmerje 1/5
med uspesˇnimi mutacijami in vsemi mutacijami tisto, ki odlocˇa o spremembi
velikosti koraka mutacije ali æ. Cˇe je omenjeno razmerje vecˇje od 1/5, potem
se mora æ povecˇati, da se razsˇiri prostor iskanja, cˇe pa je manjˇse od 1/5, se
mora æ zmanjˇsati, da se podrobneje raziˇscˇe prostor okoli trenutne resˇitve. V
primeru enakosti z 1/5 se sˇirina porazdelitve ohrani. To pravilo se izvaja v
periodicˇnih intervalih, npr. po k korakih se spremeni æ na osnovi izrazov:
æ =
8<: æ/c , cˇe je ps > 1/5æ · c , cˇe je ps < 1/5
æ , cˇe je ps = 1/5
,
kjer je ps relativna frekvenca uspesˇnih mutacij preko dolocˇenega sˇtevila po-
izkusov in je c parameter v obmocˇju 0.817 ∑ c ∑ 1 [28]. To pravilo torej
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uporablja mehanizem spreminjanja velikosti mutacije, ki bazira na povratni
informaciji s strani iskalnega procesa.
Bistvene karakteristike evolucijskih strategij so naslednje:
• Uporabljajo se tipicˇno v primeru optimizacije zveznih parametrov
• Pri kreiranju potomcev je velik poudarek na mutaciji
• Mutacija se izvaja z dodajanjem sˇuma iz Gauss-ove porazdelitve
• Parametri mutacije se spreminjajo v cˇasu izvajanja algoritma.
4.3.1 Predstavitev
Ker gre pri ES za optimizacijo zveznih parametrov, je standardna predstavitev
niza spremenljivk x1, ..., xn naravno vezana na predstavitev s plavajocˇo vejico.
Zato je prostor genotipov isti kot prostor fenotipov, kar pomeni, da kodi-
ranje ni potrebno. Ker se danes prakticˇno vedno uporablja pri ES strategija
samo-organizacije, predstavlja vektor x le del genotipa. Drugi del predstavl-
jajo stratesˇki parametri, npr. parametri operatorja mutacije in parametri in-
terakcije med velikostmi korakov razlicˇnih spremenljivk, kar bo podrobneje
razlozˇeno v nadaljevanju.
V splosˇnem imamo torej pri ES opraviti z naslednjo obliko genotipov:
< x1, ..., xn,æ1, ...,ænæ ,Æ1, ...,ÆnÆ > .
4.3.2 Mutacija
Operator mutacije pri ES bazira na normalni ali Gauss-ovi porazdelitvi, ki
zahteva dva parametra, srednjo vrednost ª in standardno deviacijo æ. Mutacija
se izvede tako, da se doda neko vrednost ¢xi k vsaki komponenti xi, kjer je
¢xi izbrana nakljucˇno iz Gauss-ove porazdelitve G(ª,æ) z naslednjo funkcijo
gostote verjetnosti (angl. probability density function, pdf):
p(¢xi) =
1
æ
p
2º
e°
(¢xi°ª)2
2æ2 = G(x; ª,æ) .
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V praksi je srednja vrednost vedno enaka nicˇ, ª = 0, vektor x pa je tedaj
mutiran na osnovi izrazov:
x0i = xi +G(0,æ) .
Majhne mutacije so tedaj bolj verjetne kot velike. Posebnost mutacije pri ES
pa je, da se s cˇasom spreminjajo tudi stratesˇki parametri, ki so zato vkljucˇeni
tudi v proces izbire oz. selekcije. Pri tem je pomembno, da koraki mutacije niso
definirani s strani uporabnika, temvecˇ so predmet evolucije, skupaj s parametri
aplikacije. Pri tem je bistveno, da se najprej spremenijo stratesˇki parametri,
nato pa se mutirajo sˇe parametri xi z novimi vrednostmi æ. Tedaj je novi
posameznik (x0,æ0) ocenjen dvakrat, prvicˇ z izborom prezˇivetja nad f(x0) in
drugicˇ z izborom kandidatov za proces krizˇanja, ki se izvede indirektno: ve-
likost koraka se ocenjuje glede na uspesˇnost potomca v smislu izbora prezˇivetja.
Torej predstavlja posameznik (x0,æ0) tako dobrega kandidata x0, ki je prezˇivel
izbor, in dobro stratesˇko kombinacijo æ0, ki se je izkazala uspesˇna pri generi-
ranju dobrega kandidata x0 iz x.
Pri spreminjanju velikosti mutacije velja predpostavka, da v razlicˇnih okoliˇs-
cˇinah, npr. v razlicˇnih cˇasih ali prostorih, velikost mutacije vpliva razlicˇno
na proces optimizacije. Tedaj je proces samo-adaptacije tisti, ki prilagaja
strategijo mutacije okoliˇscˇinam.
4.3.3 Krizˇanje ali rekombinacija
Osnovna shema rekombinacije pri ES vsebuje dva prednika (starsˇa), ki ust-
varita enega potomca (otroka). Da pridobimo ∏ potomcev, se mora rekom-
binacija izvesti ravno ∏-krat. Obstajata dve varianti rekombinacije, glede na
nacˇin krizˇanja prednikov. Pri diskretni rekombinaciji (angl. discrete recombi-
nation) je element genotipa potomca izbran nakljucˇno (z enako verjetnostjo)
med elementoma obeh prednikov, pri posredni ali vmesni rekombinaciji (angl.
intermediary recombination) pa s povprecˇenjem vrednosti obeh potomcev:
zi =
Ω
xi ali yi nakljucˇen izbor (diskretno krizˇanje)
(xi + yi)/2 srednja vrednost (vmesno krizˇanje)
.
Razsˇirjava te sheme dopusˇcˇa vecˇ prednikov, ki sodelujejo v procesu rekombi-
nacije, v skrajnosti vseh µ predstavnikov populacije. Taksˇna vecˇ-starsˇevska
rekombinacija se imenuje tudi globalna rekombinacija, osnovna z dvema pred-
nikoma pa po analogiji lokalna rekombinacija. Evolucijske strategije tipicˇno
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uporabljajo globalno rekombinacijo, kjer je priporocˇljivo uporabiti diskretni
tip za aplikacijske parametre in vmesni tip za stratesˇke parametre.
4.3.4 Izbira prednikov
Pri ES izbira prednikov ni vezana na cenilno funkcijo. Kadar operator krizˇanja
potrebuje prednike, uporabi homogeno (uniformno) porazdelitev nad popu-
lacijo in nakljucˇno izbere potrebno sˇtevilo prednikov. Glede prednikov obstaja
razlika v terminilogiji med genetskimi algoritmi in ES. Pri ES je celotna pop-
ulacija obravnavana kot mnozˇica prednikov, pri genetskem algoritmu pa izraz
prednik dolocˇa cˇlana populacije, ki je udelezˇen v procesu rekombinacije.
4.3.5 Izbira prezˇivetja
Po nastanku ∏ potomcev in izracˇunu njihovih funkcij prikladnosti, je izbranih
najboljˇsih µ posameznikov deterministicˇno, ali samo izmed potomcev, kar
oznacˇujemo z izborom (µ, ∏), ali pa iz unije prednikov in potomcev, oz.
izborom (µ + ∏). Oba izbora temeljita na rangiranju posameznikov in ne
na njihovemu prileganju problemu.
ES v splosˇnem uporablja izbor (µ, ∏), ki ima pred alternativo (µ + ∏) naslednje
prednosti:
• Ker ne uposˇteva prednikov, je mogocˇ odmik od lokalnih minimumov, kar
je prednost v primeru vecˇmodalnih problemov (problemov z vecˇ izhod-
nimi spremenljivkami)
• Cˇe se cenilna funkcija spreminja s cˇasom, potem izbor (µ + ∏) ohranja
stare resˇitve, kar preprecˇuje sledenje novim optimalnim vrednostim
• Za izbor (µ + ∏) je mehanizem samo-adaptacije stratesˇkih parametrov
ovira, ker lahko napacˇni stratesˇki parametri prezˇivijo sˇtevilne generacije,
to pa lahko vodi k slabsˇim potomcem in zaradi elitizma k ohranjanju
slabih stratesˇkih parametrov.
Pomembnost izbora je pri ES velika, saj je populacija potomcev ∏ praviloma
precej vecˇja kot populacija prednikov µ (obicˇajno razmerje je 1/7). Pri danem
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izboru je cˇas prevzema ø § (angl. takeover time) definiran kot sˇtevilo generacij,
potrebnih do zapolnitve populacije s kopijami najboljˇsih posameznikov, ob
zacˇetni populaciji z eno samo kopijo:
ø § =
ln∏
ln(∏/µ)
.
Pri tipicˇni ES z µ = 15 in ∏ = 100, je ø § º 2. V primeru proporcionalnega
izbora pri genetskem algoritmu to pomeni:
ø § = ∏ ln∏ ,
oz. pri ∏ = 100! ø § = 460.
4.3.6 Samo-adaptacija
Eden od glavnih prispevkov evolucijskih strategij v okviru evolucijskega ra-
cˇunanja je ravno lastnost samo-organizacije, ki se je prva uporabila pri ES.
Kasneje se je njena vrednost pokazala tudi pri binarnih in celosˇtevilcˇnih pred-
stavitvah genotipov.
Osnovna trditev v okviru ES je, da vkljucˇitev samo-organizacije v postopek
evolucije prinasˇa boljˇse rezultate. Pri tem obstajajo tako eksperimentalni kot
teoreticˇni rezultati [29], ki to tezo potrjujejo. Teoreticˇni in prakticˇni rezultati
se dopolnjujejo, cˇe je za neko cenilno funkcijo f : Rn ! R mogocˇe teoreticˇno
izracˇunati optimalne velikosti mutacijskih korakov. Cˇe se torej eksperimentalni
podatki ujemajo z izracˇunanimi, potem lahko zakljucˇimo, da samo-organizacija
dejansko v praksi deluje.
Teoreticˇni in eksperimentalni rezultati se ujemajo v tem, da je za uspesˇno
resˇitev problema potrebno, da se vrednosti æ s cˇasom zmanjˇsujejo. Intuitivna
razlaga je v tem, da je na zacˇetku potrebno raziskovati obsezˇen prostor, da se
najde obetavno podrocˇje za resˇitev problema, temu pa mora slediti podrobna
raziskava lokalnega obsega, kar zahteva manjˇse korake iskanja ali mutacije.
Dodatno razlago za uspesˇnost samo-organizacije predstavlja tudi spreminjanje
cenilnih funkcij (angl. fitness landscapes). V tem primeru sprememba cenilne
funkcije pomeni, da evolucijski proces sledi gibljivemu cilju. Vsaka sprememba
cenilne funkcije zahteva ponovno evaluacijo populacije, kar lahko pomeni za
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posameznike nizˇjo novo stopnjo prileganja, saj so bili prej prilagojeni stari
ciljni funkciji. Zato so pogosto koraki mutacije slabo adaptirani, kar pa proces
samo-organizacije izboljˇsuje s tem, da povecˇuje velikost korakov mutacije v
primeru slabsˇih vrednosti cenilnih funkcij in da zmanjˇsuje njihove vrednosti v
blizˇini novega optimuma.
Izkusˇnje s samo-organizacijo predstavljajo novo znanje, na osnovi katerega je
mogocˇe identificirati potrebne pogoje za njeno uporabo:
• µ > 1 zagotavlja mozˇnost razlicˇnih strategij
• ∏ > µ pomeni, da sˇtevilo potomcev presega sˇtevilo prednikov
• ∏/µ º 7, oz. (15, 100), kar pomeni zmerni pritisk izbora prezˇivetja
• (µ , ∏) izbor, ki zagotavlja iztrebitev slabih posameznikov
• Rekombinacija (posebno vmesna) stratesˇkih parametrov
4.4 Evolucijsko programiranje
Evolucijsko programiranje (EP) je zgodovinsko gledano naslednji cˇlan druzˇine
evolucijskega racˇunanja (ER), ki pa se od ostalih (genetski algoritmi, ES, genet-
sko programiranje (GP)) precej razlikuje. Cˇe za ostale obstajajo tipicˇni pred-
stavniki, pa je to tezˇko recˇi za EP. Vseeno poglejmo njegove reprezentativne
(in ne standardne) lastnosti:
• Predstavitev: vektorji realnih vrednosti
• Izbira prednikov: deterministicˇna (vsak prednik ustvari enega potomca
z mutacijo)
• Rekombinacija: ne obstaja
• Mutacija: Gauss-ova perturbacija
• Izbira prezˇivetja: verjetnostna (µ+ µ)
• Specialnost: samo-organizacija velikosti korakov mutacije
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Prvotni namen evolucijskega programiranja je bil simulirati evolucijo kot ucˇni
proces s koncˇnim ciljem generirati umetno inteligenco [30]. V tem kontekstu
je inteligenca pomenila sposobnost sistema, da adaptira svoje obnasˇanje z na-
menom dosecˇi dolocˇene cilje v zvezi z razlicˇnimi okolji. Pri tem je adaptivno
obnasˇanje kljucˇni izraz v definiciji inteligence, predpogoj za adaptivnost in s
tem za inteligentno obnasˇanje pa je v sposobnosti napovedovanja okolja.
V klasicˇnem primeru EP je bila napoved predmet evolucije v obliki koncˇnega
avtomata KA (angl. finite state machine, FSM), ki sprejema na vhodu koncˇno
mnozˇico vhodnih znakov in odgovarja na izhodu s koncˇno mnozˇico izhodnih
znakov, ter ima koncˇno sˇtevilo notranjih stanj, med katerimi je mogocˇe preha-
janje na osnovi ustreznih pravil. KA v odvisnosti od stanja in vhodnega znaka
generira izhodni znak in spremeni stanje.
Primer napovedi, ki naj se jo KA ’naucˇi’ (s pomocˇjo evolucije), je napovedati
ob vsakem vhodnem znaku xn izhodni znak yn, ter ga primerjati z naslednjim
vhodnim znakom. Obnasˇanje KA se torej ocenjuje z delezˇem vhodov, kjer je
xn+1 = yn. Ta primer seveda zahteva, da sta vhodna in izhodna abeceda enaki.
Populacija prednikov (KA) je po inicializaciji izpostavljena sekvenci vhodnih
simbolov (iz okolja) do trenutnega cˇasa. Po vsakem vhodnem znaku, vsak KA
napove izhodni znak in ga primerja z naslednjim vhodnim znakom. Cenilna
funkcija izmeri kvalitete napovedi za vse KA. Sledi generiranje potomcev tako,
da je vsak KA (prednik) podvrzˇen nakljucˇni mutaciji. V [30] je predlaganih
pet mozˇnih nacˇinov nakljucˇne mutacije KA:
• Sprememba izhodnega simbola
• Sprememba prehoda stanj
• Dodajanje stanja
• Odstranitev obstojecˇega stanja (samo, cˇe v KA vecˇ kot eno stanje)
• Sprememba zacˇetnega stanja (samo, cˇe v KA vecˇ kot eno stanje)
Operatorji mutacije so izbrani glede na dolocˇeno verjetnostno porazdelitev, ki
je lahko ali uniformna, ali kaksˇna druga. Tudi sˇtevilo operatorjev mutacije na
prednika je ali dolocˇeno s verjetnostno porazdelitvijo (npr. Poisson-ovo) ali pa
je fiksno. Vsak dobljeni potomec je ocenjen na osnovi dejanskega okolja (niza
vhodno-izhodnih parov), na isti nacˇin kot predniki.
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Tipicˇno je en potomec predviden za enega prednika. Potem, ko je generiranih
µ potomcev iz µ prednikov, sledi izbira µ posameznikov za naslednjo generacijo
izmed 2µ kandidatov (prednikov in potomcev).
Po letu 1990 so se pojavile variante EP z realno predstavitvijo genotipov, kar
pomeni, da so se ustrezno modificirali tudi operatorji mutacije.
4.4.1 Predstavitev
Evolucijsko programiranje (EP) se danes uporablja za najrazlicˇnejˇse aplikacije,
zato je tudi izbira predstavitve genotipov zelo svobodna. Vendar pa se naj-
pogosteje uporablja za optimizacijo funkcij oblike: f : Rn ! R, kjer v tem
primeru EP uporablja naravno predstavitev s plavajocˇo vejico, kjer (x1, ..., xn) 2
Rn predstavlja posameznika oz. kandidata v optimizacijskem procesu. Pogosta
lastnost danasˇnjih EP je tudi samo-organizacija, kar pomeni, da je najbolj
splosˇna oblika posameznika dolocˇena z:
< x1, ..., xn,æ1, ...,ænæ > ,
kjer so æ zopet strukturni parametri.
4.4.2 Mutacija
Zaradi razlicˇnih parametrov v genotipu imamo pri EP tudi vecˇ mutacijskih
operatorjev. V primeru zgornje splosˇne oblike posameznika (genotipa ali kro-
mosoma), predstavlja mutacija transformacijo od < x1, ..., xn,æ1, ...,ænæ > k
< x01, ..., x
0
n,æ
0
1, ...,æ
0
næ >, kjer velja:
æ0i = æi(1 + ÆG(0, 1))
x0i = xi + æ
0
iGi(0, 1) ,
kjer je Æ º 0.2, G(0, 1) pa je nakljucˇna vrednost iz Gauss-ove porazdelitve pri
srednji vrednosti 0 in standardni deviaciji 1.
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4.4.3 Krizˇanje
Opis krizˇanja oz. rekombinacije v primeru EP je trivialen, saj se ne uporablja.
Na zacˇetku je bila sicer predvidena rekombinacija koncˇnih avtomatov in sicer
na osnovi volilnega mehanizma, vendar se ni nikoli zares uporabljala v kontek-
stu EP. Tudi danes so EP argumenti proti rekombinaciji prej konceptualni kot
tehnicˇni.
V devetdesetih letih je bila diskusija o prednosti uporabe mutacije pred kom-
binacijo mutacije in rekombinacije zelo intenzivna. Primerjani so bili eksper-
imentalni rezultati obeh variant na nizu linearnih funkcij in parametrskimi
interakcijami med geni. Rezultati so govorili v prid sami mutaciji.
Danes splosˇno sprejeto mnenje zagovarja srednjo pot. Zadnji rezultati potrju-
jejo, da sta sposobnost krizˇanja ali Gauss-ove mutacije, da generirata izboljˇsa-
nega potomca, odvisna predvsem od stanja iskalnega procesa, pri cˇemer daje
samo mutacija boljˇse zacˇetne rezultate, krizˇanje pa pridobiva v nadaljevanju
evolucije.
Ob koncu poglavja o evolucijskem programiranju (EP) v okviru evolucijskega
racˇunanja (ER) velja omeniti, da obstajajo tudi druge adaptivne metode na
osnovi koncˇnih avtomatov. Eno od njih smo zˇe spoznali v poglavju o ucˇecˇih
avtomatih (UA), kjer sta se v postopku ucˇenja iterativno spreminjala dva
strukturna parametra UA, verjetnost izbire izhodne akcije in verjetnost preha-
janja stanj. Ustrezne korekcijske enacˇbe so spreminjale omenjene verjetnosti
s ciljem izboljˇsati oceno iz okolja. Drugo metodo pa se pogosto uporablja v
kontekstu sinteze celicˇnih avtomatov (CA) [31], kjer poteka razvoj oz. evolu-
cija CA na osnovi algoritma celicˇnega programiranja (CPA), ki je predstavnik
lokalnega evolucijskega algoritma. Pri njem gre za razvoj oz. evolucijo enega
samega CA (in ne populacije) tako, da se uporabljajo lokalni operatorji mu-
tacije in krizˇanja nad strukturnimi parametri celic s ciljem izboljˇsati povprecˇno
delovanje CA glede na cenilno funkcijo, ki jo dolocˇa okolje oz. aplikacija.
4.5 Genetsko programiranje
Genetsko programiranje (GP) je najmlajˇsi cˇlan iz druzˇine evolucijskega racˇu-
nanja (ER). Poleg razlike v predstavitvi genotipa, ki je v primeru GP drevesna
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struktura, se bistveno razlikuje od ostalih evolucijskih algoritmih po podrocˇju
aplikacij. Cˇe je tipicˇno podrocˇje uporabe ostalih evolucijskih algoritmov opti-
mizacija, pa GP sodi bolj na podrocˇje strojnega ucˇenja (modeliranja), ki ga je
zato mogocˇe obravnavati kot poseben primer optimizacije. Tedaj lahko modele
obravnavamo kot posameznike (genotipe), njihova ocena pa je kvaliteta mod-
ela, katere maksimum je cilj evolucije. Bistvene znacˇilnosti GP so naslednje:
• Predstavitev: drevesna struktura
• Rekombinacija: zamenjava pod-dreves
• Mutacija: nakljucˇna sprememba v drevesu
• Izbira prednikov: proporcionalna cenilni funkciji
• Izbira prezˇivetja: generacijska zamenjava (angl. generational replace-
ment)
4.5.1 Teoreticˇne osnove
Genetsko programiranje je oblika programske indukcije, ki se lahko uporablja
za avtomatizirano iskanje programske resˇitve za dolocˇen problem ali nalogo.
Taksˇno vlogo je predvidel njen avtor J. Koza [32]. V principu so lahko posamezni
programi izrazˇeni v kateremkoli programskem jeziku. Vendar je sintaksa vecˇine
jezikov taksˇna, da bi GP operatorji kreirali ogromen procent sintakticˇno ne-
pravilnih programov. Zaradi tega je Koza izbral sintakso v prefiksni ob-
liki, analogno tisti pri programskem jeziku LISP in omejil jezik s primernim
sˇtevilom spremenljivk, konstant in operatorjev. Na ta nacˇin so lahko omejitve
sintakse uposˇtevane, programski iskalni prostor pa je omejen. Omejen pro-
gramski jezik je formiran z funkcijskim nizom oz. naborom operatorjev F in
terminalnim nizom T , ki ju definira uporabnik. Izbrane funkcije so praviloma
izbrane tako, da so z vidika aplikacije oz. naloge uporabne, terminali pa so
spremenljivke ali konstante. Vsaka funkcija iz niza F mora biti sposobna spre-
jeti kot argumente mozˇnih programskih resˇitev je konstituiran z nizom vseh
mozˇnih kompozicij funkcij, ki jih je mogocˇe rekurzivno formirati iz elementov
nizov F in T .
Kot preprost primer si oglejmo slucˇaj, ko tvorijo funkcijski niz osnovne arit-
meticˇne operacije, terminalni niz pa sestavljajo sˇtiri spremenljivke:
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F = {+, °, *, /}
T = {A, B, C, D}
Tedaj so naslednji primeri legalni programski moduli:
(+ (* A B) (/ C D))
(* (° (+ A C) B) A)
Potrebno je poudariti, da GP ne potrebuje nujno programov v LISP-u. Ka-
terikoli drug programski jezik, ki lahko predstavi programe interno kot raz-
cˇlenjeno drevo (angl. parse tree), je tudi primeren. Zato je danes vecˇina GP
aplikacij napisanih v jezikih C, C++ ali Java, namesto v LISP-u.
4.5.2 Predstavitev
Kot je bilo omenjeno na zacˇetku, je osnovna ideja pri GP, da se za genotipe
vzame razcˇlenjena drevesa. Taksˇnim drevesom ustreza kompaktna formalna
sintaksa, ki je lahko aritmeticˇni izraz, predikatna logika ali koda programskega
jezika. Naslednji trije primeri sintaks so osnova za razcˇlenjena drevesa, ki jih
prikazuje Slika 4.2.
A. Aritmeticˇna formula:
2º + ((x+ 3)° y
5 + 1
)
B. Logicˇna formula:
(x ^ true)! ((x _ y) _ (z $ (x ^ y)))
C. Programska koda:
i = 1;
while (i < 20)
{
i = i + 1;
}
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+
* –
2 ! /+
x 3 y +
5 1
x true
x y z
x y
1
i 20 i
i 1
;
= while
i < =
+
Slika 4.2: Razcˇlenjena drevesa za primere izrazov A, B, C.
Zgornji primeri ilustrirajo, kako so lahko razcˇlenjena drevesa uporabljena in
interpretirana. V primeru, da GP obravnavamo kot varianto genetskega algo-
ritma, ki deluje z drugacˇno podatkovno strukturo (drevesa namesto bitov), se
interpretacija dreves, ki je odvisna od aplikacije, izgubi. Zato je pomembno,
da ima vsako drevo ustrezno sintakso, kar omogocˇa prefiksna ali poljska sin-
taksa, ki je tudi sintaksa funkcijskega programiranja (torej LISP-a). Formula
A zgoraj ima npr. naslednjo prefiksno sintakso:
+(.(2,º),°(+(x,3),/(y,+(5,1)))) ,
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medtem ko je izvrsˇljiva LISP koda prakticˇno enaka:
(+(* 2 º) (°(+ x 3) (/ y(+ 5 1)))) .
Cˇe privzamemo taksˇno interpretacijo za drevesa, potem je GP mogocˇe obrav-
navati kot programiranje racˇunalnikov na osnovi naravne selekcije [32] ali pa
kot avtomaticˇno evolucijo racˇunalniˇskih programov [33].
Pred opisom operatorjev mutacije in rekombinacije povejmo, da se pri GP
pogosto obe operaciji izvajata v enem koraku, za razliko od genetskih algorit-
mov in ES, kjer si obe operaciji sledita ena za drugo.
4.5.3 Mutacija
Operacija mutacije je pri GP podobna kot pri ostalih algoritmih ER, saj izvede
majhno nakljucˇno spremembo nad posameznikom (genotipom), ki je v primeru
GP drevo. Obicˇajno to pomeni, da se nakljucˇno izbere tocˇka v drevesu, v kateri
se poddrevo zamenja z novim poddrevesom, ki je generirano na enak nacˇin,
kot drevesa pri inicializaciji zacˇetne populacije. Slika 4.3 ilustrira mutacijo
drevesa, ki ustreza aritmeticˇnemu izrazu A zgoraj in ki se spremeni v drevo,
ki pripada izrazu: 2 · º+((x+3)° y). Na sliki je obkrozˇeno vozliˇscˇe na levem
drevesu izbrana tocˇka, v kateri se poddrevo zamenja z novim, v tem primeru
z listom.
Mutacija pri GP ima torej dva parametra:
• Verjetnost izbire mutacije pm
• Verjetnost izbire notranje tocˇke v drevesu kot korena za poddrevo, ki bo
zamenjano
4.5.4 Krizˇanje
Krizˇanje ali rekombinacija pri GP ustvarja potomce tako, da zamenja pod-
drevesa obeh prednikov, ki ju dolocˇata dve nakljucˇno izbrani tocˇki. Slika 4.4
ilustrira taksˇno krizˇanje dveh dreves.
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+
* –
2 ! /+
x 3 y +
5 1
+
* –
2 ! +
x 3
y
Slika 4.3: Ilustracija mutacije pri GP.
Rekombinacija pri GP ima dva parametra:
• Verjetnost izbire krizˇanja pc
• Verjetnost izbire notranjih tocˇk obeh prednikov
4.5.5 Izbira starsˇev
Izbira starsˇev se pri GP izvaja na osnovi proporcionalnih vrednosti cenilnih
funkcij. Kadar pa je populacija zelo velika (vecˇ kot tisocˇ posameznikov), pa
se uporablja metoda ’nad-izbire’ (angl. over-selection). Pri tej metodi se
populacija po rangiranju razdeli v dve skupini; ena vsebuje zgornjih x% in
druga ostalih (100 ° x)%. Ko so predniki tako izbrani, jih iz prve skupine
pride 80%, iz druge pa 20%. Vrednost x je izbrana empiricˇno (angl. rule of
thumb) in zavisi od velikosti populacije. Spodnja tabela kazˇe tipicˇne vrednosti
za x v odvisnosti od velikosti populacije:
Velikost populacije Delezˇ v skupini x
1000 32%
2000 16%
4000 8%
8000 4%
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2 ! /+
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Slika 4.4: Krizˇanje dveh prednikov (dreves) pri GP v nakljucˇnih (obkrozˇenih)
tocˇkah.
Kot je iz tabele razvidno, se sˇtevilo posameznikov v skupini x, iz katere se izbira
vecˇina prednikov za rekombinacijo, ohranja oz. je konstantno, kar pomeni, da
se pomen izbire dramaticˇno povecˇuje z velikostjo populacije.
4.5.6 Izbira prezˇivetja
GP tipicˇno uporablja generacijsko strategijo brez t.i. elitizma, kar pomeni, da
je sˇtevilo izbranih potomcev enako velikosti populacije in da je zˇivljenjska doba
posameznika ena generacija. To seveda tehnicˇno ni potrebno, je le dogovor.
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V zadnjem cˇasu se kazˇe trend po enakovredni uporabi stabilnega oz. sta-
cionarnega (angl. steady-state) modela populacije, predvsem zaradi potrebe
po elitizmu, ki se zahteva zaradi destruktivne vloge krizˇanja.
4.5.7 Inicializacija
Inicializacija populacije pri GP poteka tako, da se najprej dolocˇi maksimalno
zacˇetno globino dreves dmax, nato pa se zgradi vsak posameznik zacˇetne pop-
ulacije iz mnozˇic F in T na osnovi dveh postopkov z enako verjetnostjo:
• Polna metoda (angl. full method): tukaj ima vsaka veja drevesa globino
dmax. Vsebina vozliˇscˇa na globini d je izbrana iz F , cˇe je d < dmax, in iz
T , cˇe je d = dmax
• Rastocˇa metoda (angl. grow method): veje drevesa imajo lahko razlicˇne
globine, do dmax. Drevo se pricˇne graditi pri korenu, vsebina vozliˇscˇa pa
se izbere stohasticˇno iz unije obeh mnozˇic, F [ T , cˇe je d < dmax.
Med procesom izbire posameznikov (dreves) v okviru GP, se kazˇe poseben trend
rasti dreves. Ta efekt je znan kot ’prezˇivetje najdebelejˇsega’ (angl. survival
of the fattest), katerega vzrok se zdi v neenakomernih drevesih. Postopki za
preprecˇevanje tega efekta so precej zapleteni. Najenostavnejˇsi predstavlja ome-
jevanje velikosti drevesa z neko maksimalno globino, ki preprecˇuje povecˇevanje
dreves preko te vrednosti, drugacˇen postopek pa zahteva izraz za kaznovanje
velikih dreves, ki vpliva na cenilno funkcijo. V obeh primerih to zahteva nov
strukturni parameter v genotipu drevesa.
Racˇunanje prileganja dreves oz. programov se nekoliko razlikuje od numericˇnih
genotipov, ker v primeru GP iˇscˇemo program, ki zadosˇcˇa danemu sˇtevilu N
vhodno/izhodnih relacij, oz. primerom prileganja. Za nek program pi je pri-
leganje j-temu primeru dolocˇeno z fj(pi), ki predstavlja razliko med izhodom
programa gj in med pravilnim odgovorom Gj za isti j-ti primer. Celotno pri-
leganje f(pi) je vsota preko vseh N primerov:
f(pi) =
NX
k=1
(gk °Gk)2 .
Seveda bo imel boljˇsi program nizˇjo vrednost prileganja, saj to pomeni manjˇse
odstopanje od zˇelenih vrednosti.
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Poglavje 5
Mehka logika
Osnovo mehke logike predstavlja teorija mehkih mnozˇic, ki jo je v sˇestdesetih
letih zasnoval L. Zadeh [34]. V zacˇetku je bila delezˇna obsezˇnih kritik, v ka-
terih je prednjacˇil tedaj zˇe uveljavljeni Kalman, ki enostavno ni videl smisla
v ’poenostavljenem’ obravnavanju problemov, saj natancˇnost res ne more in
ne sme ’ˇskodovati’ pri njihovem resˇevanju. V sedemdesetih pa se je najbolj
po zaslugi japonskih raziskovalcev teorija uveljavila, predvsem na podrocˇjih
procesne kontrole, procesiranja signalov, telekomunikacij, medicine, pa tudi fi-
nanc, trgovine in servisiranja. Danes so njeni rezultati prisotni v vecˇini sodob-
nih produktov bele tehnike, audio-video naprav, opticˇnih in telekomunikaci-
jskih izdelkov, itd. Mehki sistemi omogocˇajo opisovanje zapletenih proble-
mov z simbolicˇnimi (lingvisticˇnimi) izrazi, podobno, kot jih v naravnem jeziku
opisuje cˇlovek. Skupaj s postopki mehkih pravil, mehkega sklepanja, odlocˇitev
in krmiljenja, predstavljajo nov nacˇin resˇevanja problemov, ki sledi cˇlovesˇki
obravnavi, sklepanju in odlocˇanju.
5.1 Mehke mnozˇice
Tradicionalen nacˇin predstavitve elementov u v mnozˇici A Ω U , kjer je A
podmnozˇica univerzalne mnozˇice (glede na problemsko domeno) U , uporablja
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t.i. karakteristicˇno funkcijo xA(u), ki je definirana z zapisom:
xA(u) =
Ω
1 , cˇe u 2 A
0 , sicer .
(5.1)
Namesto taksˇne diskretne karakteristicˇne funkcije, je Zadeh definiral zvezno
pripadnostno funkcijo (angl. membership function) µA(u):
µA(u) : U ! [0, 1] ,
ki pove, koliksˇna je stopnja pripadnosti spremenljivke u mehki mnozˇici A.
Vrednosti pripadnostne funkcije so realna sˇtevila, obicˇajno v intervalu [0,1],
kjer 0 pomeni, da objekt u ni cˇlan mnozˇice A, 1 pa, da ji v celoti pripada. Vsaka
njena vrednost se imenuje stopnja pripadnosti (angl. membership degree).
Slika 5.1 prikazuje tri pripadnostne funkcije, ki predstavljajo tri mehke mnozˇice,
oznacˇene s pridevniki ’nizek’, ’srednji’ in ’visok’, kar se lahko nanasˇa na velikost
kaksˇne osebe, ali na vrednost dolocˇene merjene velicˇine. Cˇe abscisna os pred-
nizek srednji visok
višina [cm]
1
0
0.7
0.2
30 175 230
pripadnost
Slika 5.1: Prikaz treh mehkih mnozˇic z njihovimi funkcijami pripadnosti.
stavlja velicˇino, npr. telesno viˇsino, potem mehke mnozˇice s svojimi pripad-
nostnimi funkcijami pokrivajo dolocˇene predele vrednosti spremenljivke tako,
da je mogocˇ njihov enostaven ’lingvisticˇen’ opis. Majhni telesni viˇsini dobro
ustreza pridevnik ’nizek’, ki tem bolj drzˇi, cˇim manjˇsa je viˇsina. Zato je tudi
stopnja pripadnosti oz. vrednost pripadnostne funkcije vecˇja pri majhni viˇsini
in se zmanjˇsuje proti 0, ko viˇsina narasˇcˇa. Mehki mnozˇici ’nizek’ pripadajo vse
vrednosti pripadnostne funkcije fnizek. V splosˇnem opisujemo mehko mnozˇico
s pari (vrednost pripadnostne funkcije/vrednost spremenljivke), preko vseh
vrednosti spremenljivke:
A = {(µA(u)/u) | u 2 U} . (5.2)
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Obicˇajno obstaja presek med mehkimi mnozˇicami, kar se ujema z izrazˇanjem,
s katerim cˇlovek opisuje numericˇne vrednosti. Zgornji zapis mehke mnozˇice
’visok’ s Slike 5.1, je mogocˇe podati ali kot mnozˇico ali pa kot unijo parov:
visok = {0/50, 0.3/160, 0.68/170, 0.9/180, 1/250}
= 0/150 [ 0.3/160 [ 0.68/170 [ 0.9/180 [ 1/250 ,
kjer [ pomeni operacijo unije. Presek med mehkima mnozˇicama ’nizek’ in
’srednji’ je posledica subjektivne ocene telesne viˇsine in zato neizrazite meje
med njima.
5.1.1 Lastnosti mehkih mnozˇic
1. Podpora (angl. support) S(A) mehke mnozˇice A je podmnozˇica uni-
verzalne mnozˇice U , katere vsak element ima stopnjo pripadnosti razlicˇno
od 0. Npr. podpora mnozˇici ’srednja temperatura’ je interval (10, 30) v
stopinjah Celzija.
2. Kardinalnost (angl. cardinality) klasicˇne mnozˇice je sˇtevilo elementov v
mnozˇici, pri mehki mnozˇici pa je definirana kot:
M(A) =
X
u2U
µA(u) .
3. Potencˇna mnozˇica (angl. power set) mehke mnozˇice A je mnozˇica vseh
mehkih podmnozˇic mnozˇice A.
4. Normalna mehka mnozˇica A ima vsaj eno stopnjo pripadnosti z vrednos-
tjo 1.
5. Mehki posameznik (angl. fuzzy singleton) je mehka mnozˇica, katere pod-
pora vsebuje eno samo tocˇko u 2 U , pri kateri je µA(u) = 1.
Teorijo mehkih mnozˇic lahko obravnavamo kot posplosˇitev klasicˇne teorije
mnozˇic. Zato veljajo ustrezne posplosˇitve tudi za osnovne operacije nad mno-
zˇicami, t.j. za unijo, presek in komplement.
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5.1.2 Osnovne operacije nad mehkimi mnozˇicami
Klasicˇne mnozˇice so poseben primer mehkih mnozˇic, pri katerih sta le dve
stopnji pripadnosti ali vrednosti pripadnostne funkcije, 0 in 1. Zato morajo
vse definicije, ki glasijo na mehke mnozˇice, veljati tudi za klasicˇne (’trde’,
angl. crisp) mnozˇice. V nadaljevanju bodo podane osnovne mehke operacije
nad dvema mehkima mnozˇicama A in B, definirane nad univerzalno mnozˇico
U :
1. Unija A [B:
µA[B(u) = µA(u) _ µB(u) , za vse u 2 U
_ pomeni operacijo MAX
2. Presek A \B:
µA\B(u) = µA(u) ^ µB(u) , za vse u 2 U
^ pomeni operacijo MIN
3. Komplement ¬A:
µ¬A(u) = 1° µA(u) , za vse u 2 U
4. Algebraicˇni produkt A ·B:
µAB(u) = µA(u) · µB(u) , za vse u 2 U
5. Algebraicˇna vsota A+B:
µA+B(u) = µA(u) + µB(u) , za vse u 2 U
6. Enakost A = B:
µA(u) = µB(u) , za vse u 2 U
Za operacije nad mehkimi mnozˇicami veljajo naslednje lastnosti: asociativnost,
komutativnost in distributivnost:
• Asociativnost: (a ± b) ± c = a ± (b ± c) = a ± b ± c
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• Komutativnost: a ± b = b ± a
• Distributivnost: a ± (b • c) = (a ± b) • (a ± c)
kjer sta ± in • poljubni mehki operaciji.
Pomembna lastnost mehkih mnozˇic (napram klasicˇnim mnozˇicam) je v ne-
veljavnosti pravila izlocˇene sredine (angl. excluded middle) in pravila pro-
tislovja (angl. contradiction):
A [ ¬A 6= U ,
A \ ¬A 6= {} .
Unija mehke mnozˇice in njenega komplementa torej ne dajeta nujno celotne
univerzalne mnozˇice U in njun presek ni nujno prazna mnozˇica.
Zanimiva je tudi mera za nejasnost (angl. ambiguity) mehke mnozˇice, ki jo
podaja entropija [35]:
H(A) =
M(A \ ¬A)
M(A [ ¬A) ,
kjer je M oznaka za mocˇ mnozˇice. Cˇim vecˇja je entropija, tem vecˇja je nejas-
nost.
Zelo uporaben je princip razsˇirjave (angl. extension principle), ki omogocˇa
transformirati osnovno mehko mnozˇico v mehko mnozˇico funkcije nad osnovno
mehko mnozˇico. Cˇe je dana funkcija f : X ! Y , ki povezuje dve navadni
mnozˇici X in Y , in cˇe poznamo funkcijo pripadnosti µA podmnozˇice A µ X,
lahko dobimo mehko predstavitev f(A) v Y s pomocˇjo izraza:
µf(A)(f(x)) = µA(x) .
Slika 5.2 ilustrira princip razsˇirjave v primeru, ko je f(x) = (x ° 1)2 in je A
= ’okrog 2’ = (0.5/1, 1/2, 0.5/3, 0/4). Iz slike je razvidno, kako je mogocˇe
dolocˇiti vrednosti pripadnostne funkcije f(’okrog 2’).
5.2 Mehka logika
Mehka logika je odlicˇno orodje za implementacijo znanja ’zdravega razuma’
(angl. common-sense knowledge), nejasnega znanja v racˇunalniˇskih programih
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Slika 5.2: Ilustracija principa razsˇirjave.
in za posledicˇno izvajanje dolocˇenih zakljucˇkov. Mehka logika izhaja iz mehkih
relacij in mehkih trditev (angl. fuzzy propositions), ki so definirane na osnovi
mehkih mnozˇic [36].
5.2.1 Mehke relacije
Mehke relacije omogocˇajo opisovanje nejasnih razmerij s tem, da povezujejo
mehke mnozˇice na nek dogovorjen nacˇin. Cˇe je mehka mnozˇica A definirana
v okviru univerzalne mnozˇice U in mehka mnozˇica B v okviru univerzalne
mnozˇice V , potem je mehka relacija (angl. fuzzy relation) R(A,B) katerakoli
mehka mnozˇica, definirana nad kartezijskim produktom U £ V = {(u, v) | u 2
U, v 2 V }. Mehka relacija je dolocˇena s svojo pripadnostno funkcijo:
µR(u,v) : U £ V ! [0, 1] .
Zelo pomembna mehka relacija je mehka implikacija (angl. fuzzy implication),
ki jo oznacˇujemo z A! B. V mehki logiki obstaja veliko nacˇinov za definicijo
implikacije, kar je v nasprotju z obicˇajno preklopno logiko, kjer velja ena sama
definicija oz. pravilnostna tabela (x ! y = x _ y ali disjunkcija negacije x in
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y). Spodnja tabela podaja nekaj najzanimivejˇsih mehkih implikacij. V tabeli
je zaradi enostavnosti uporabljena substitucija: u namesto µA(u), v namesto
µA(v), ^ pomeni operacijo ’minimum’, _ pa ’maksimum’, + je algebraicˇna
vsota, ° pa algebraicˇna razlika.
Tabela mehkih implikacijskih relacij (R):
Ra: 1 ^ (1° u+ v) definiral Zadeh
Rm: (u ^ v) _ (1° u) Zadeh
Rc: u ^ v Mamdani
Rb: (1° u) _ v Mizumoto & Zimmermann
Rs: (u! v)s =
Ω
1 , cˇe u ∑ v
0 , cˇe u > v
Mizumoto & Zimmermann
Rg: (u! v)g =
Ω
1 , cˇe u ∑ v
v , cˇe u > v
Mizumoto & Zimmermann
Mehke relacije lahko podajamo v matricˇni obliki ali z mehkim grafom. Slika 5.3
podaja primer Rc implikacije ’hud kadilec’ ! ’visoko tveganje’ za rak. Pri-
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Slika 5.3: Ilustracija mehke relacije v graficˇni in matricˇni obliki.
padnosti mehkima mnozˇicama ’hud kadilec’ in ’visoko tveganje’ oznacˇujeta
vektorja u in v, ki ju lahko razberemo s slike. Mamdani-jeva relacija v matricˇni
obliki se glasi:
u^vT = min(
266664
0.0
0.1
0.6
0.8
1
377775 , £ 0.0 0.2 0.7 0.9 1 §) =
266664
0.0 0.0 0.0 0.0 0.0
0.0 0.1 0.1 0.1 0.1
0.0 0.2 0.6 0.6 0.6
0.0 0.2 0.7 0.8 0.8
0.0 0.2 0.7 0.9 1.0
377775
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Tolmacˇimo jo takole:
tveganje
1 2 3 4 5
0 0.0 0.0 0.0 0.0 0.0
2 0.0 0.1 0.1 0.1 0.1
cigarete 4 0.0 0.2 0.6 0.6 0.6
6 0.0 0.2 0.7 0.8 0.8
10 0.0 0.2 0.7 0.9 1.0
Kompozicija
Relacija kompozicije ali kratko kompozicija dveh mehkih relacij R1(A,B) in
R2(B,C) je relacija R(A,C), ki jo dobimo po zaporedni izvedbi relacij R1 in
R2. Tipicˇna kompozicija je MAX-MIN, ki jo je predlagal Zadeh:
R(A,C) : µR(a,c) = _{µR1(a, b) ^ µR2(b, c)} ,
kjer _ pomeni MAX in ^ MIN operacijo, a 2 A, b 2 B, c 2 C.
Kot primer kompozicije lahko opazujemo kompozicijo, ki je izvedena nad pri-
padnostno funkcijo ’zmeren kadilec’ in implikacijo ’hud kadilec’! ’visoko tve-
ganje’. Rezultat kompozicije je pripadnostna funkcija, ki opisuje tveganje za
rak pri zmernem kadilcu:
tveganje = ’zmeren kadilec’ ± (’hud kadilec’ ! ’visoko tveganje’) .
V tem primeru gre za mehko sklepanje, ki je rezultat uporabe implikacije in
kompozicije na naslednji nacˇin: pri znani relaciji R : A! B in kompoziciji ±,
sledi v primeru mehke mnozˇice A0 logicˇna posledica B0 = A0±R = A0±(A! B).
Iz Slike 5.3 vidimo, da ima vektor ’zmeren kadilec’ sledecˇe pripadnosti:
0 0
2 0.7
cigaret 4 0.7
6 0
10 0
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Izracˇunajmo najprej min(’zmeren kadilec’, (’hud kadilec’! ’visoko tveganje’)):
min(
266664
0
0.7
0.7
0
0
377775 ,
266664
0.0 0.0 0.0 0.0 0.0
0.0 0.1 0.1 0.1 0.1
0.0 0.2 0.6 0.6 0.6
0.0 0.2 0.7 0.8 0.8
0.0 0.2 0.7 0.9 1.0
377775) =
266664
0.0 0.0 0.0 0.0 0.0
0.0 0.1 0.1 0.1 0.1
0.0 0.2 0.6 0.6 0.6
0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0
377775 .
Ko izvedemo sˇe maksimum po stolpcih, dobimo tveganje:
[0.0, 0.2, 0.6, 0.6, 0.6] .
Lahko nariˇsemo tudi takole:
tveganje
1 2 3 4 5
0 0.0 0.0 0.0 0.0 0.0
2 0.0 0.1 0.1 0.1 0.1
cigarete 4 0.0 0.2 0.6 0.6 0.6
6 0.0 0.0 0.0 0.0 0.0
10 0.0 0.0 0.0 0.0 0.0
max 0.0 0.2 0.6 0.6 0.6
Omenjeno sklepanje se imenuje tudi mehko sklepanje naprej, saj iˇscˇemo pos-
ledicˇno mehko mnozˇico B0, ali GMP (generalized modus ponens, operator )).
Mozˇno je tudi mehko sklepanje nazaj, kjer iˇscˇemo vzrocˇno mehko mnozˇico A0,
ali GMT (generalized modus tolens). V tem primeru poznamo A ! B in B0,
iˇscˇemo pa A0 = (A! B) ±B0.
Lastnosti mehkih relacij
Vzemimo, da je R mehka relacija nad univerzalnim prostorom R µ U £ U .
Tedaj veljajo za R naslednje lastnosti:
1. Refleksivnost: µR(x, x) = 1
2. Simetrija: µR(x, y) = µR(y, x)
3. Tranzitivnost: µR(x, z) = min(µR(x, y), µR(y, z)) , za vse x, y, z 2
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4. DeMorgan-ov teorem:
¬(A ^B) = ¬A _ ¬B
¬(A _B) = ¬A ^ ¬B
5.2.2 Mehka pravila in mehko sklepanje
Mehki sistem sestoji iz treh delov:
• Iz mehkih vhodnih in izhodnih spremenljivk ter njihovih mehkih vred-
nosti
• Mehkih pravil
• Mehkih metod sklepanja ali inferencˇnih metod, ki vsebujejo sˇe postopke
mehcˇanja in ostrenja (angl. fuzzification, defuzzification)
Mehke spremenljivke
Mehke spremenljivke so v bistvu mehke mnozˇice oz. mnozˇice vrednosti pripad-
nostnih funkcij posameznim ’lingvisticˇnim’ ali opisnim mnozˇicam. Postopek
kreiranja mehkih vhodnih in izhodnih spremenljivk imenujemo mehcˇanje (angl.
fuzzification). Primer mehke spremenljivke podaja lingvisticˇen opis ’nizek’
v kontekstu opisovanja telesne viˇsine, ki smo ga spoznali pri uvodni pred-
stavitvi mehkih mnozˇic. V sklop mehcˇanja sodi tudi dolocˇitev sˇtevila mehkih
mnozˇic, ki pokrivajo vhodne in izhodne spremenljivke, ter izbira oblike us-
treznih funkcij pripadnosti. Cˇeprav oblika teh funkcij ni bistvena in ne vpliva
mnogo na uspesˇnost mehkega sistema, se v praksi uporabljajo najbolj trikotna,
trapezna in normalna (Gauss-ova) oblika za funkcije pripadnosti.
Slika 5.4 prikazuje znacˇilne mozˇne oblike funkcij pripadnosti. Na sliki so
tri funkcije, ki pokrivajo notranje podrocˇje vhodnih/izhodnih spremenljivk
(trapezna, trikotna, zvoncˇasta) in dve funkcije, ki pokrivata robna podrocˇja.
Funkcija S(u) je sigmoidna, ki smo jo spoznali v poglavju o nevronskih mrezˇah,
Z = 1 ° S(u), zvoncˇasta funkcija ¶ je enaka S(u), cˇe je u ∑ b in Z(u), cˇe je
u > b.
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Slika 5.4: Najpogostejˇse oblike funkcij pripadnosti.
Mehka pravila
Mehka pravila opisujejo vzroke in posledice v sistemu, ki ga modeliramo z
mehko logiko. Pri tem so vzroki trenutne vhodne mehke spremenljivke oz.
njihove funkcijske pripadnosti, posledice pa trenutne izhodne mehke spre-
menljivke or. ustrezne funkcijske pripadnosti. Obstaja vecˇ vrst mehkih pravil,
vendar se najvecˇ uporabljata dva tipa: Zadeh-Mamdani-jevo pravilo in Takagi-
Sugeno-vo pravilo. Oba sta oblike IF-THEN-(ELSE), kar pomeni, da v obrav-
navanem sistemu povezujejo vzroke s posledicami s pomocˇjo mehkih mnozˇic.
Pogoj ELSE je zajet implicitno skozi druga pravila.
A. Zadeh-Mamdani-jevo pravilo (Z-M)
Mehko pravilo Z-M ima obliko:
IF x is A THEN y is B ,
kjer sta (x is A) in (y is B) dve mehki trditvi oz. propoziciji, ki pomenita,
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da je vhodna spremenljivka x v obmocˇju mehke mnozˇice A z vrednos-
tjo pripadnostne funkcije µA(x), izhodna spremenljivka y pa v obmocˇju
mehke mnozˇice B z vrednostjo pripadnostne funkcije µB(y). Splosˇna ob-
lika tega pravila, ki uposˇteva poljubno sˇtevilo vhodnih spremenljivk, ima
obliko:
IF x1 is A1 AND x2 is A2 AND ... AND xk is Ak THEN y is B .
Taksˇnih pravil je v splosˇnem vecˇ, razlikujejo se po sˇtevilu in vrstah
uporabljenih vhodnih oz. izhodnih mehkih mnozˇicah. V primeru, da
je pravil vecˇ, jih oznacˇujemo z Ri, i = 1, 2, ...
B. Takagi-Sugeno-vo pravilo
To pravilo se razlikuje v posledicˇnem delu, ki je tukaj podan s funkcijo
vhodnih spremenljivk in ne z izhodno mehko mnozˇico. Pravilo Ri ima
naslednjo obliko:
Ri: IF x is Ai AND y is Bi THEN z = f(x, y) .
V splosˇnem je vhodnih pogojev vecˇ, funkcija pa je pogosto linearna:
Ri: IF x1 is A1i AND x2 is A2i AND ... AND xm is Ami THEN
z = C0i + C1ix1 + ...+ Cmixm .
Mehko sklepanje
Mehko sklepanje je inferencˇna metoda, ki uporablja mehke implikacijske relacije,
mehke kompozicijske operatorje in operator ELSE, ki povezuje mehka pravila
(angl. else-link operator), za katerega obicˇajno izberemo OR-link ali AND-
link. V prvem primeru (OR) povezujemo rezultate posameznih pravil z MAX
operacijo, v drugem (AND) pa z MIN operacijo. Mehko sklepanje ali inferenco
dolocˇa torej trojcˇek:
F = < I,C, L > ,
kjer je I mehka implikacija (npr. Rc = u ^ v), C mehka kompozicija (npr.
MAX-MIN) in L povezovalni operator (npr. OR).
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Ker smo si implikacijske relacije in kompozicijo zˇe ogledali, skupaj z nacˇinoma
sklepanja GMP in GMT, poglejmo sedaj sˇe, kako vse te elemente povezˇemo
v t.i. dekompozicijsko referencˇno strategijo. Pri tem predpostavljamo, da
pravilo s k pogoji razstavimo (dekomponiramo) na k implikacij Aji ! Bi , j
= 1, 2, ..., k, v primeru Ri. Vsaka implikacija posebej daje rezultat sklepanja
B0i = A
0
ji ± (Aji ! Bi), j = 1, 2, ..., k. Delne rezultate B0i zdruzˇimo (angl.
aggregate) z enim od agregacijskih operatorjev (obicˇajno AND, OR). Koncˇno
s povezovalnim (else-link) operatorjem rezultate posameznih pravil pretvorimo
v rezultat. Omenjeni postopek dekompozicijske strategije prikazuje inferencˇno
drevo. Na Sliki 5.5 je prikazano drevo sklepanja za primer dveh pravil:
A1,1 B1x =A ’1 1 A1,2 B1x =A ’2 2 A2,1 B2x =A ’1 1 A2,2 B2x =A ’2 2
AND ANDB ’1 B ’2
AND
y = B’
implikacije
kompozicija
agregacija
else-link
Slika 5.5: Primer inferencˇnega drevesa dekompozicijske strategije.
R1: IF x1 is A1,1 AND x2 is A1,2 THEN y is B1
R2: IF x1 is A2,1 AND x2 is A2,2 THEN y is B2
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Mehko sklepanje na osnovi ’ostrih’ podatkov
V primeru, da so vhodni podatki podani v t.i. ’ostri’ (angl. crisp) obliki, oz. v
numericˇni obliki, ter da se pricˇakujejo tudi rezultati v isti obliki, potem mehko
sklepanje zahteva po vrsti: mehcˇanje vhodnih spremenljivk, ocenjevanje pravil
in ostrenje izhodnih mehkih spremenljivk. V tem podpoglavju bomo spoznali
ocenjevanje, ostrenje pa v naslednjem, ker presega tukajˇsnje okvirje.
Ocenjevanje mehkega pravila pomeni racˇunanje izhodne pripadnostne funkcije
B0 na osnovi vrednosti vhodnih pripadnostnih funkcij µA1(x
0
1) in µA2(x
0
2). Pri
tem se uporabljata dve metodi:
• Sklepanje z operacijo ’min’:
B0 = B ·min(µA1(x01), µA2(x02))
• Sklepanje s produktom:
B0 = B · µA1(x01) · µA2(x02) ,
kjer je · algebraicˇni produkt, min pa splosˇni agregacijski operator, ki zdruzˇuje
delne rezultate posameznih pogojev v okviru enega pravila. Pri tem sta
obicˇajna operatorja AND, OR posplosˇena s t.i. T-normo in S-normo (ali T-
ko-normo), katerih tipicˇni predstavniki so:
T-norma: T (a, b) = a t b =
• min(a, b)
• a · b
• max(0, a+ b° 1)
S-norma: S(a, b) = a s b =
• max(a, b)
• a+ b° a · b
• min(1, a+ b)
Pri tem sta t in s operatorja T-norme oz. S-norme.
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Ostrenje
Rezultat, izhodno mehko spremenljivko oz. njeno funkcijo pripadnosti, dobljen
z metodo mehkega sklepanja na osnovi mehkih pravil, je potrebno vcˇasih
pretvoriti sˇe v koncˇno realno numericˇno obliko. Postopek se imenuje ostrenje
(angl. defuzzification). V rabi sta dve metodi ostrenja:
• Tezˇiˇscˇe oz. Center gravitacije (CG):
y0 =
R
yµB(y)dyR
µB(y)dy
Obicˇajno vzamemo kar vsoto kot priblizˇek:
y0 =
P
y y · µB(y)P
y µB(y)
• Sredina maksimumov (SM): tukaj iˇscˇemo y0, ki ustreza maksimumu pri-
padajocˇe pripadnostne funkcije B0. Cˇe je maksimumov vecˇ, poiˇscˇemo
njihovo povprecˇje:
y0 =
m+M
2
,
kjer sta m najmanjˇsi in M najvecˇji y, pri katerih ima pripadnostna
funkcija lokalni maksimum.
Prva metoda je bolj standardna, prednost druge pa je v lazˇji realizaciji. Slika 5.6
ilustrira obe omenjeni metodi ostrenja, z racˇunanjem centra gravitacije (CG)
in racˇunanja sredine maksimumov (SM).
Primer 1: Mehko sklepanje
Vozˇnja z avtomobilom. Tabelaricˇno so podane tri mehke mnozˇice z lingvisticˇno
interpretacijo:
A11 ¥ pocˇasi = {1/0, 0.67/20, 0.33/40, 0/60, 0/80, 0/100},
A12 ¥ srednje = {0.33/0, 0.67/20, 1/40, 0.67/60, 0.33/80, 0/100},
A13 ¥ hitro = {0/0, 0/20, 0.33/40, 0.67/60, 1/80, 1/100},
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0 1 2 3 4
0.7
1
0
y’(SM) y’(CG)
y’(CG) =
(0 x 0) + (1 x 1) + (1 x 2) + (0.7 x 3)
0 + 1 + 1 + 0.7
= 1.9
y’(SM) =
1 + 2
2
= 1.5
Slika 5.6: Primer dveh metod ostrenja, CG in SM.
ki pokrivajo vhodno mehko spremenljivko u 2 U , ki predstavlja hitrost vozˇnje,
ter tri mehke mnozˇice
A21 ¥ nizka = {0/3, 0.5/4, 1/5, 0.5/6, 0/7, 0/8, 0/9, 0/10, 0/11},
A22 ¥ srednja = {0/3, 0/4, 0/5, 0.5/6, 1/7, 0.5/8, 0/9, 0/10, 0/11},
A23 ¥ visoka = {0/3, 0/4, 0/5, 0/6, 0/7, 0.5/8, 1/9, 0.5/10, 0/11},
nad izhodno spremenljivko v 2 V , ki predstavlja porabo goriva. Vhodna
mehka spremenljivka je X, izhodna pa Y :
X 2 {pocˇasi, srednje, hitro} ... hitrost (vzrok)
Y 2 {nizka, srednja, visoka} ... poraba (posledica)
Obstajajo pravila, ki povezujejo vhode in izhode s pomocˇjo relacij med mehkimi
mnozˇicami:
R1 : IF X is pocˇasi THEN Y is visoka OR
R2 : IF X is srednje THEN Y is nizka OR
R3 : IF X is hitro THEN Y is srednja
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Skupaj vsa tri pravila zapiˇsemo krajˇse:
R : (pocˇasi ^ visoka) _ (srednje ^ nizka) _ (hitro ^ srednja) ,
oz. s pomocˇjo pripadnostnih funkcij:
µR(u, v) = _i(µA0i ^ µB0i) = maxi (min(µA0i , µB0i)) = maxi (µRi) .
Za podane mehke mnozˇice imajo posamezna pravila naslednje matricˇne vred-
nosti:
R1 : pocˇasi ^ visoka = (1, 0.67, 0.33, 0, 0, 0)T ^ (0, 0, 0, 0, 0, 0.5, 1, 0.5, 0) =
26666664
0 0 0 0 0 0.5 1 0.5 0
0 0 0 0 0 0.5 0.67 0.5 0
0 0 0 0 0 0.33 0.33 0.33 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
37777775
R2 : srednje ^ nizka = (0.33, 0.67, 1, 0.67, 0.33, 0)T^(0, 0.5, 1, 0.5, 0, 0, 0, 0, 0) =
26666664
0 0.33 0.33 0.33 0 0 0 0 0
0 0.5 0.67 0.5 0 0 0 0 0
0 0.5 1 0.5 0 0 0 0 0
0 0.5 0.67 0.5 0 0 0 0 0
0 0.33 0.33 0.33 0 0 0 0 0
0 0 0 0 0 0 0 0 0
37777775
R3 : hitro ^ srednja = (0, 0, 0.33, 0.67, 1, 1)T ^ (0, 0, 0, 0.5, 1, 0.5, 0, 0, 0) =
26666664
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0.33 0.33 0.33 0 0 0
0 0 0 0.5 0.67 0.5 0 0 0
0 0 0 0.5 1 0.5 0 0 0
0 0 0 0.5 1 0.5 0 0 0
37777775
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Posamezna pravila zdruzˇimo z operatorjem max (_) tako, da za vsako pozicijo
treh matrik poiˇscˇemo maksimalno vrednost. Tako dobimo:
R :
26666664
0 0.33 0.33 0.33 0 0.5 1 0.5 0
0 0.5 0.67 0.5 0 0.5 0.67 0.5 0
0 0.5 1 0.5 0.33 0.33 0.33 0.33 0
0 0.5 0.67 0.5 0.67 0.5 0 0 0
0 0.33 0.33 0.5 1 0.5 0 0 0
0 0 0 0.5 1 0.5 0 0 0
37777775
Sedaj uporabimo skupno pravilo R pri sklepanju na osnovi GMP, kar pomeni,
da pri znani mehki mnozˇici na vhodu poiˇscˇemo mehko mnozˇico na izhodu.
Vhodna mehka mnozˇica A0 naj bo ’hitro’. Izvajamo postopek GMP: R ) B0.
B0 = max(min(µA0 , µR))
= max(min(
26666664
0
0
0.33
0.67
1
1
37777775 ,
26666664
0 0.33 0.33 0.33 0 0.5 1 0.5 0
0 0.5 0.67 0.5 0 0.5 0.67 0.5 0
0 0.5 1 0.5 0.33 0.33 0.33 0.33 0
0 0.5 0.67 0.5 0.67 0.5 0 0 0
0 0.33 0.33 0.5 1 0.5 0 0 0
0 0 0 0.5 1 0.5 0 0 0
37777775))
= max(
26666664
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0.33 0.33 0.33 0.33 0.33 0.33 0.33 0
0 0.5 0.67 0.5 0.67 0.5 0 0 0
0 0.33 0.33 0.5 1 0.5 0 0 0
0 0 0 0.5 1 0.5 0 0 0
37777775)
= (0, 0.5, 0.67, 0.5, 1, 0.5, 0.33, 0.33, 0)
Priklic nam je dal mehko mnozˇico, ki ni povsem enaka tisti, ki jo predvideva
pravilo R3, ji je pa precej podobna. Slednje je posledica vpliva ostalih pravil,
ki smo jih tudi uposˇtevali pri sklepanju.
Primer 2: Mehki krmilnik (diskretno-racˇunsko)
Ogledali si bomo primer mehkega krmilnika, ki deluje v okviru regulatorja
na Sliki 5.7. V mehki krmilnik vstopata dve mehki spremenljivki, e (’error’
oz. napaka) in de (’diÆerence of error’ oz. sprememba napake), izhodna spre-
menljivka y pa krmili proces s ciljem slediti vhodni referencˇni spremenljivki
oz. njeni vrednosti.
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Slika 5.7: Mehki regulator.
Za vse tri spremenljivke bomo zaradi enostavnosti uporabili enake mehke
mnozˇice:
LP: velika pozitivna (’large positive’)
SP: majhna pozitivna (’small positive’)
ZE: nicˇ (’zero’)
SN: majhna negativna (’small negative’)
LN: velika negativna (’large negative’)
Pokritja z mehkimi mnozˇicami v graficˇni obliki so na Sliki 5.8. Predpostavljamo
-1 -0.5 0 0.5 1
LN                SN                 ZE                 SP LP
1
0.67
0.33
e de
Slika 5.8: Mehke mnozˇice za regulator na Sliki 5.7.
obseg vrednosti med -1 in +1 z locˇljivostjo (resolucijo) 0.25. Pokritost mehkih
mnozˇic za vse tri spremenljivke podaja tabela:
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-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1
LN 1 0.67 0.33 0 0 0 0 0 0
SN 0.33 0.67 1 0.67 0.33 0 0 0 0
ZE 0 0 0.33 0.67 1 0.67 0.33 0 0
SP 0 0 0 0 0.33 0.67 1 0.67 0.33
LP 0 0 0 0 0 0 0.33 0.67 1
Predpostavimo, da mehki krmilnik dolocˇajo pravila:
R1: IF e is ZE AND de is ZE THEN y is ZE
R2: IF e is ZE AND de is SP THEN y is SN
R3: IF e is SN AND de is SN THEN y is LP
R4: IF e is LP OR de is LP THEN y is LN
Sedaj vzemimo, da imamo na vhodu krmilnika vrednosti: e = 0.25 in de = 0.5
.
Pri taksˇnih vrednostih imajo pripadnostne funkcije posameznim mehkim mno-
zˇicam naslednje vrednosti (izhaja iz zgornje tabele in iz Slike 5.8):
e = 0.25 de = 0.5
µLP (e) 0 µLP (de) 0.33
µSP (e) 0.67 µSP (de) 1
µZE(e) 0.67 µZE(de) 0.33
µSN(e) 0 µSN(de) 0
µLN(e) 0 µLN(de) 0
Poglejmo sedaj, v koliksˇni meri se dani vrednosti vhodnih spremenljivk naha-
jata v obmocˇju pravil:
R1 : µR1 = min(µZE(e = 0.25), µZE(de = 0.5)) = min(0.67, 0.33) = 0.33
R2 : µR2 = min(µZE(e = 0.25), µSP (de = 0.5)) = min(0.67, 1) = 0.67
R3 : µR3 = min(µSN(e = 0.25), µSN(de = 0.5)) = min(0.0, 0.0) = 0.0
R4 : µR4 = max(µLP (e = 0.25), µLP (de = 0.5)) = max(0.0, 0.33) = 0.33
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Vrednost µRi nam pove, v koliksˇni meri je treba uposˇtevati i-to pravilo, oz.
kaksˇna je njegova ’tezˇa’. To je odvisno od tega, v koliksˇni meri se vhodni
spremenljivki nahajata v obmocˇju tega pravila.
Te vrednosti vplivajo na sklepne mehke mnozˇice na izhodu:
µY 01 (y) = min(µR1 , µZE(y)) = (0, 0, 0.33, 0.33, 0.33, 0.33, 0.33, 0, 0)
µY 02 (y) = min(µR2 , µSN(y)) = (0.33, 0.67, 0.67, 0.67, 0.33, 0, 0, 0, 0)
µY 03 (y) = min(µR3 , µLP (y)) = (0, 0, 0, 0, 0, 0, 0, 0, 0)
µY 04 (y) = min(µR4 , µLN(y)) = (0.33, 0.33, 0.33, 0, 0, 0, 0, 0, 0)
0 0.5-0.5-1 1-0.75 -0.25 0.25 0.75
ZE
y
!
!R1
0.33
min( , (y))! !R1 ZE
Slika 5.9: Izhodna mehka mnozˇica Y1’ - mehak sklep za pravilo R1.
Dolocˇiti moramo sˇe mehko izhodno mnozˇico, ki uposˇteva vsa pravila oz. vse
delne rezultate:
Y 0 = max(min(0.33, ZE),min(0.67, SN),min(0.0, LP ),min(0.33, LN))
= (0.33, 0.67, 0.67, 0.67, 0.33, 0.33, 0.33, 0, 0) .
Prikazana je tudi na Sliki 5.10. Izhodno (ostro) vrednost dobimo s pomocˇjo
racˇunanja tezˇiˇscˇa (metoda CG):
y =
P
i yiµY 0(yi)P
i µY 0(yi)
.
Za nasˇ primer dobimo koncˇno realno vrednost za izhodno spremenljivko:
y0 =
°1 · 0.33° 0.75 · 0.67° 0.5 · 0.67° 0.25 · 0.67 + 0.25 · 0.33 + 0.5 · 0.33
0.33 + 0.67 + 0.67 + 0.67 + 0.33 + 0.33 + 0.33
= °0.327
º °0.3
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0 0.5-0.5-1 1-0.75 -0.25 0.25 0.75
LN SN ZE
y
!
Slika 5.10: Izhodna mehka mnozˇica Y ’.
Primer 3: Mehki krmilnik (zvezno-graficˇno)
Imamo vhodni spremenljivki x in y ter izhodno spremenljivko z; vse so re-
alne. Nad vsako spremenljivko imamo tri mehke mnozˇice. Nad x in nad y
so definirane mnozˇice ’nizek’, ’srednji’ in ’visok’, nad z pa ’negativen’, ’nicˇ’ in
’pozitiven’ (Tabela 5.1). Pripadnostne funkcije mehkih mnozˇic, ki so odsekoma
Tabela 5.1: Mehke mnozˇice.
x y z
N ... nizek N ... nizek NE ... negativen
S ... srednji S ... srednji NI ... nicˇ
V ... visok V ... visok PO ... pozitiven
linearne, so prikazane na Sliki 5.11. Odsekoma linearne mehke mnozˇice lahko
zapiˇsemo tudi s sˇtirimi parametri (razlaga je na Sliki 5.12):
µN(x) = (0, 10, 10, 20) µS(x) = (10, 20, 20, 30) µV (x) = (20, 30, 30, 40)
µN(y) = (0, 0, 1, 2) µS(y) = (1, 2, 2, 3) µV (y) = (2, 3, 4, 4)
µNE(z) = (°4,°2,°2, 0) µNI(z) = (°2, 0, 0, 2) µPO(z) = (0, 2, 2, 4)
Poleg tega je podan nabor pravil tipa IF-THEN:
IF X=N AND Y=N THEN Z=PO
IF X=N AND Y=S THEN Z=PO
IF X=N AND Y=V THEN Z=PO
IF X=S AND Y=N THEN Z=PO
IF X=S AND Y=S THEN Z=NI
IF X=S AND Y=V THEN Z=NE
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1
!(x)
x
VSN
10 20 30 40
1
!(y)
y
VSN
1 2 3 4
1
!(z)
z
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-2 0 2 4-4
Slika 5.11: Mehke mnozˇice nad spremenljivkami x, y in z.
a b c d x
!(x)
1
0
trapez
a b=c d x
!(x)
1
0
trikotnik
(a, b, c, d)
Slika 5.12: Nacˇin zapisa za trapezne ter trikotniˇske oblike pripadnosti s
parametri a, b, c in d.
IF X=V AND Y=N THEN Z=NE
IF X=V AND Y=S THEN Z=NE
IF X=V AND Y=V THEN Z=NE
Bolj pregledno so pravila predstavljena na Sliki 5.13.
Na osnovi podanih podatkov izvedimo mehko sklepanje za primer vhodnih
vrednosti x=12 in y=1.9.
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Slika 5.13: Pravila.
Za vsako pravilo ugotovimo pripadnost konkretnih vhodnih vrednosti mehkim
mnozˇicam, ki nastopajo v pravilu. Nato vzamemo konjunkcijo obeh pred-
postavk (v mehki logiki se obicˇajno uporablja operator minimum). Za prvo
pravilo imamo torej µR1 = min(µN(x), µN(y)). Ta vrednost nam pove, v ko-
liksˇni meri je doticˇno pravilo izpolnjeno glede vhodnih spremenljivk, tj. v
koliksˇni meri sta podana x in y nizka. V tej meri bo uposˇtevan tudi izhod
preko operacije min(µR1 ,mPO(z)). To je mehka mnozˇica, katere pripadnost
dobimo tako, da µPO(z) omejimo z vrednostjo µR1 , kot kazˇe Slika 5.14.
Isto storimo za vsa ostala pravila, kot je prikazano na Slikah 5.14, 5.15 in 5.16.
Ugotovimo, da imamo le sˇtiri mnozˇice z µRi 6= 0. To pomeni, da na izhod
vplivajo le sˇtiri pravila, kar je lepo vidno na Sliki 5.17.
Sedaj vse sˇtiri izhodne mnozˇice zdruzˇimo v mehko mnozˇico, ki predstavlja dis-
junkcijo pravil in s tem unijo izhodnih mnozˇic. Za unijo obicˇajno vzamemo
operator maksimum. Dobimo sestavljen lik, ki predstavlja izhodno mehko
mnozˇico, kot kazˇe Slika 5.18. Seveda si v realnem svetu z mehko mnozˇico
direktno ne moremo pomagati, zato jo je potrebno izostriti (ang. defuzzifi-
cation). Ostrenje se obicˇajno prevede na izracˇun tezˇiˇscˇa lika, ki predstavlja
pripadnostno funkcijo, oz. (utezˇenega) povprecˇja
z0 =
R
zµ(z)dzR
µ(z)dz
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Slika 5.14: Pravila za x = N; y = N, S, V.
mehke mnozˇice. S tem dobimo konkretno vrednost z. Utezˇeno povprecˇje lahko
priblizˇno izracˇunamo kar z vsoto namesto integrala:
z0 º
PK
k=0 zkµ(zk)PK
k=0 µ(zk)
,
kjer je zk = zmin + k¢z in K = (zmax ° zmin)/¢z. Cˇe vzamemo zaradi
enostavnosti za korak ¢z kar 0.2, dobimo
z =
P40
k=0(°4 + k § 0.2)m(°4 + 0.2k)P40
k=0m(°4 + 0.2k)
,
kot koncˇni rezultat mehkega sklepanja z0 = 1.54.
Primer 4: Vzvratno ucˇenje in mehko sklepanje
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Slika 5.15: Pravila za x = S; y = N, S, V.
V enacˇbah za ucˇenje mrezˇe nastopa ucˇilni parameter (’learning rate’), ki
dolocˇa korak sprememb utezˇi. Le-ta je smiselno odvisen od prvega in drugega
odvoda, kar je mogocˇe prikazati z mehkimi pravili (¢Æ = f(CE, CCE)), ki so
prikazana v Tabeli 5.2. Pri tem je CE (’Change of Error’) sprememba napake,
CCE (’Change of CE’) pa sprememba spremembe napake, kar smiselno us-
treza drugemu odvodu. Primer mehkih mnozˇic za CE, CCE in ¢Æ prikazuje
Slika 5.19. Primer izracˇuna ¢Æ na osnovi mehkih pravil (za vrednosti CE =
0.03, CCE = -0.15) pa je na sliki 5.20.
Primere mehkega sklepanja najdemo tudi v [37] in v [38].
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Slika 5.16: Pravila za x = V; y = N, S, V.
x
N      S V
N
S
V
y
PO   PO
PO   NI
Slika 5.17: “Tezˇa” pravil.
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1
!(z)
z
PO
0 2 4
2x
NI
z’
Slika 5.18: Ostrenje za Primer 3.
Tabela 5.2: Mehka pravila za Primer 4.
CE
NB NS ZE PS PB
NB NS NS NS NS NS
NS NS ZE PS ZE NS
CCE ZE ZE PS PS PS ZE
PS NS ZE PS ZE NS
PB NS NS NS NS NS
Slika 5.19: Mehke mnozˇice za vhodni spremenljivki CE in CCE ter za izhodno
spremenljivko ¢Æ.
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CE (ZE)
-0.1 0 0.03 0.1 -0.2 -0.14 0-0.1 0 0.01 0.02
CCE (NS) !" (PS)
CE (ZE)
-0.1 0 0.03 0.1 -0.2 -0.14 -0.1 0-0.01-0.02
CCE (NB) !" (NS)
-0.3
CE (PS)
0.20 0.03 0.1 -0.2 -0.14 0-0.1 0 0.01-0.01
CCE (NS) !" #( E)
CE (PS)
0.20 0.03 0.1 -0.2 -0.14 -0.1 0-0.01-0.02
CCE (NB) !" (NS)
-0.3
0-0.01-0.02 0.01 0.02
0.6
0.4
0.3
Slika 5.20: Primer izracˇuna ¢Æ na osnovi mehkih pravil.
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Poglavje 6
Hibridne metode
Podrocˇja, ki smo si jih ogledali do sedaj, predvsem nevronske mrezˇe, evoluci-
jski algoritmi in mehka logika, imajo precej razlicˇne izvore svojega nastanka.
Umetne nevronske mrezˇe v biolosˇkih zˇivcˇnih sistemih, evolucijski algoritmi
v naravni selekciji in mehka logika v simbolicˇnem razmiˇsljanju. Pa vendarle
imajo vse omenjene metode, ki dolocˇajo t.i. mehko racˇunanje, pomembno
lastnost, to je resˇevanje problemov. Znotraj tega skupnega cilja pa je mogocˇe
najti sˇtevilne povezave med njimi. Za vse omenjene metode je znacˇilno, da na
razlicˇne nacˇine izkoriˇscˇajo toleranco v natancˇnosti sledenja cilju, robustnost
delovanja in nizka cena procesiranja.
V tem poglavju nas bo zanimalo predvsem sodelovanje glavnih metod mehkega
racˇunanja med seboj in ne njihovo zaporedno povezovanje. Po vrsti bomo
spoznali evolucijsko snovanje nevronskih mrezˇ, evolucijsko snovanje mehkih
sistemov, nato kombinacijo nevronskih mrezˇ in mehkih sistemov ter na koncu
sˇe mehke evolucijske algoritme.
6.1 Evolucijsko snovanje nevronskih mrezˇ
V poglavju o nevronskih mrezˇah smo spoznali snovanje mrezˇ na osnovi nad-
zorovanega ucˇenja, samo-organizacije in spodbujevanega (angl. reinforcement)
ucˇenja. Vsi ti postopki so imeli za cilj, v razlicˇnih pogojih dolocˇiti notranje
parametre nevronske mrezˇe tako, da je mrezˇa sposobna izvajati dolocˇeno nal-
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ogo. Pri tem je rezultat mocˇno odvisen od izbrane topologije mrezˇe, od
izbranih zacˇetnih utezˇi in od parametrov postopka ucˇenja. Obicˇajno se omen-
jene parametre izbira izkustveno na osnovi splosˇnih navodil ali pa s pomocˇjo
obsezˇnega eksperimentiranja.
Evolucijski algoritmi se lahko uporabljajo pri nevronskih mrezˇah na vecˇ nacˇinov.
Najpomembnejˇsi so naslednji: dolocˇitev utezˇi pri fiksni topologiji mrezˇe, iskanje
topologije, razvoj (evolucija) ucˇilnega pravila, izbira vhodnih lastnosti (angl.
features).
6.1.1 Evolucija utezˇi v fiksni topologiji nevronske mrezˇe
Pri najbolj uporabljenemu algoritmu ucˇenja nevronske mrezˇe, t.i. vzvratnemu
pravilu BP (angl. backpropagation), obstaja kar nekaj tezˇav (npr. lokalni
minimum), zaradi katerih se zdi stohasticˇno ucˇenje z evolucijskim algoritmom
dobra alternativa gradientnemu postopku ucˇenja. Cˇeprav je mozˇnosti vecˇ, se
bomo omejili le na uporabo GA, katerega prednost pred BP je tudi v tem,
da deluje pri nezvezni (npr. pragovni) izhodni funkciji nevrona, v primeru
rekurentnih ali splosˇno povezljivih mrezˇ ter v primeru okolja, ki omogocˇa le
oceno delovanja mrezˇe (spodbujevano snovanje).
Namesto adaptiranja utezˇi na lokalne izboljˇsave kriterijske funkcije (vsota
kvadratov napak na izhodu mrezˇe cˇez ucˇno mnozˇico), GA evolucijsko spreminja
utezˇi glede na prileganje mrezˇe [39, 40]. Genotip nevronske mrezˇe je seznam
utezˇi, vsaka utezˇ je predstavljena kot binarna serija oz. koda realnega sˇtevila
v obmocˇju [°1,+1]. Taksˇno binarno kodiranje utezˇi pa ima precej slabosti, saj
s sˇtevilom utezˇi genotip naraste tako, da postane postopek evolucije nespre-
jemljivo dolg. Poleg tega vecˇja natancˇnost zahteva daljˇse binarne zapise, kar
tudi zmanjˇsuje skalabilnost postopka. Resˇitev je v predstavitvi utezˇi direktno
z realnimi sˇtevili, vendar to pomeni ustrezno uporabo genetskih operatorjev
mutacije in krizˇanja (glej poglavje III). Fenotip mrezˇe pomeni njeno obnasˇanje
(ob uporabi utezˇi iz genotipa) nad ucˇnimi podatki, funkcija prileganja pa je
enaka akumulirani napaki. Slika 6.1 ilustrira evolucijsko snovanje nevronske
mrezˇe.
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Slika 6.1: Shema evolucijskega snovanja nevronske mrezˇe.
Genetski algoritmi in spodbujevano snovanje nevronskih mrezˇ
Velikokrat v procesu snovanja nimamo zˇelenih vrednosti, na osnovi katerih
bi ucˇili ali evolucijsko snovali nevronsko mrezˇo. Kadar lahko le ocenjujemo
izhodne vrednosti mrezˇe kot njen odgovor na dolocˇene vhodne vrednosti, tedaj
govorimo o spodbujevanem snovanju mrezˇe. Ocena okolja (aplikacije) je lahko
le pozitivna (nagrada, glej poglavje o ucˇecˇih avtomatih) ali negativna (kazen).
Genetski algoritem reagira na pozitivno oceno z povecˇanjem vrednosti ak-
tivnih povezav (utezˇi, ki vodijo v vzbujene nevrone), na negativno oceno
pa z zmanjˇsanjem aktivnih povezav [41]. Genetski algoritmi so bili uspesˇno
uporabljeni v primeru krmiljenja obrnjenega nihala in nekaterih nalog avtonom-
nega robota [42].
6.1.2 Evolucija nevronskih topologij ali arhitektur
Izbira pravilne topologije ali arhitekture nevronske mrezˇe je zelo pomembna za
njen uspeh pri resˇevanju dolocˇenega problema. To pomeni dolocˇitev sˇtevila vo-
zliˇscˇ (nevronov) v nevronski mrezˇi in izbira vzorca njihovih povezav. Obstajata
dva nacˇina, ki omogocˇata iskanje primerne topologije s pomocˇjo evolucijskega
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algoritma: z direktnim ali indirektnim kodiranjem.
Direktno kodiranje
Pri tej kodirni shemi je topologija nevronske mrezˇe predstavljena s sosednos-
tno matriko A reda N £ N , kjer je N sˇtevilo nevronov. Element matrike
aij = 1 pomeni, da je povezava med nevronoma i in j, njegova vrednost 0 pa,
da povezave ni. Genotip je tedaj binarni niz, ki povezuje zaporedne vrstice v
matriki med seboj. Primer topologije in ustrezne matrike prikazuje Slika 6.2.
Elementi matrike so lahko tudi realna sˇtevila, v tem primeru je mogocˇe evolu-
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Slika 6.2: Primer direktnega kodiranja topologije nevronske mrezˇe.
cijsko spreminjati tako arhitekturo kot tudi utezˇi [43].
Indirektno kodiranje
Zaradi problema skalabilnosti pri direktnem kodiranju, je postalo zanimivo
kodiranje, ki bi omogocˇalo opis t.i. rastocˇe mrezˇe (angl. growing network).
Taksˇno kodiranje dolocˇa gramatika s pravili, s katerimi generira graf oz. nevron-
sko mrezˇo. Ker postopek posega v povsem novo podrocˇje, podajamo le us-
trezno referenco [44].
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6.1.3 Evolucija ucˇilnih pravil
Pri ucˇenju nevronskih mrezˇ se uporablja vecˇ vrst algoritmov, kar smo spoz-
nali v poglavju o nevronskih mrezˇah. Videli smo, da ucˇenje obicˇajno sledi
izboru topologije ali arhitekture nevronske mrezˇe. Zato lahko nastopi prob-
lem, kadar ne vemo, katera topologija je najboljˇsa za obravnavani problem.
Tedaj postane avtomatizirana adaptacija ucˇilnega pravila koristna in evolu-
cijski algoritmi so pri tem lahko dobra izbira. Chalmersa [45] je zanimalo,
ali je mogocˇe z GA priti do znanega delta pravila ucˇenja (spoznali smo ga pri
ucˇenju perceptrona v poglavju o nevronskih mrezˇah) ali njegove izboljˇsave. To
mu je tudi uspelo, vendar s sˇtevilnimi omejitvami, npr. z linearnimi funkci-
jami parametrov (vhodi, izhodi, zˇelene vrednosti) in spreminjanja utezˇi, itd.
Uporabil je le vnaprej povezano mrezˇo brez skrite plasti nevronov, kar omejuje
njeno uporabo le na linearno locˇljive preslikave. Kljub temu odpira omenjen
eksperiment prostor za nove raziskave. Dosedanji povzetek dosezˇkov v tej
smeri podaja [39].
6.2 Evolucijsko snovanje mehkih sistemov
Eden od razlogov za uspeh mehke logike na sˇtevilnih podrocˇjih, je v uporabi
lingvisticˇnih spremenljivk, vrednosti in pravil, kar omogocˇa preslikavo cˇlovesˇ-
kega znanja v delujocˇe sisteme. Vendar v primeru, ko ekspertno znanje ne
obstaja, ne obstaja nacˇin, kako zgraditi mehki sistem. Tedaj lahko uporabimo
evolucijske algoritme za iskanje primerne resˇitve.
Prvi poizkusi v tej smeri so iz devetdesetih let [46]. Pri tem so bile uporabljene
preproste oblike za funkcije pripadnosti (trikotne, trapezne), ki jih je mogocˇe
opisati le z dvema ali tremi parametri, poleg tega pa je bilo sˇtevilo mehkih
mnozˇic (domen) na spremenljivko fiksno. Mehka pravila so bila v obliki kartez-
ijskih produktov nad vhodnimi spremenljivkami in binarne vrednosti so opiso-
vale njihovo prisotnost ali odsotnost v mnozˇici pravil. Omenjene poenostavitve
so precej zmanjˇsale prostostno stopnjo iskanja optimalnih parametrov.
Pri mehkih sistemih obstaja precej lastnosti, ki jih je mogocˇe obravnavati kot
parametre za evolucijsko iskanje. Poleg oblik funkcij pripadnosti in njihovega
sˇtevila, so tukaj sˇe strukturne znacˇilnosti, to pa pomeni oblika in vsebina
mehkih pravil, ki so jedro mehkega sistema. V nadaljevanju nas bo zani-
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mala predvsem evolucija mehkih pravil, ker smo se z obicˇajno optimizacijo
parametrov spoznali zˇe v prejˇsnjih poglavjih.
6.2.1 Evolucija mehkih pravil
Obstaja vecˇ oblik kodiranja mehkih pravil, ki so primerne za evolucijsko iskanje
oz. snovanje. Ogledali si bomo le dve, tabelaricˇno in identifikacijsko kodiranje.
Kodirano pravilo predstavlja genotip, ki ga postopek evolucije spreminja na
obicˇajen nacˇin (glej poglavje o evolucijskem racˇunanju), s ciljem poiskati na-
jboljˇse pravilo za dani problem, oz. taksˇno, ki daje nad testno mnozˇico na-
jboljˇse rezultate.
Tabelaricˇno kodiranje pravil
Tabelaricˇno kodiranje pravil je predlagal Thrift [47] s tem, da je predpostav-
ljal mehko pravilo v tabelaricˇni obliki. Cˇe so x1, x2, ..., xN vhodne spre-
menljivke v sistem in ima vsaka mi domen (mehkih mnozˇic), i = 1, ..., N ,
potem je niz pravil podan s pomocˇjo matrike R reda m1 £ m2 £ ... £ mN ,
kjer v matriki nastopajo lingvisticˇne spremenljivke izhodne spremenljivke y.
Taksˇna tabelaricˇna predstavitev je predvsem primerna za manjˇse sisteme, npr.
z dvema vhodnima in eno izhodno spremenljivko, kjer je pravilo oblike:
IF x1 is Aj AND x2 is Bk THEN y is C
Tedaj je C element matrike R na mestu (j, k). Elementi v matriki so lahko
tudi prazni, kar pomeni, da ustreznega pravila ni. Genotip pravila izhaja di-
rektno iz matrike tako, da si vrstice matrike v njem sledijo po vrsti. Nad
taksˇnim genotipom je mogocˇe uporabiti standardno mutacijo in krizˇanje, ven-
dar je Thrift uporabil posebno mutacijo, ki je spremenila labelo izhodne mehke
mnozˇice v sosednjo ali pa v prazno labelo. V primeru prazne labele je mutacija
izbrala nakljucˇno labelo, vendar ne prazno.
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Identifikacijsko kodiranje pravil
Identifikacijsko kodiranje je alternativa tabelaricˇnemu. Vsako pravilo je ozna-
cˇeno s celosˇtevilcˇno oznako ali identiteto (ID) tako, da mnozˇico pravil pred-
stavlja seznam njihovih ID oznak [48]. Ob predpostavki, da imajo vse vhodne
in izhodna spremenljivka po m domen, je sˇtevilo mozˇnih vhodnih kombinacij
mN . Zato vsako pravilo vsebuje eno od mN vhodnih kombinacij in eno od m
mozˇnih izhodnih posledic. Zato je v celoti mozˇnih mN+1 razlicˇnih pravil, ki jih
oznacˇujejo sˇtevila med 0 in mN+1 ° 1. Taksˇne oznake (ID) je mogocˇe kodirati
z d(N + 1) log2me biti.
Pri znani ID pravila d je mogocˇe z naslednjo proceduro pravilo poiskati v
seznamu pravil:
1. i√ 1;
2. pripadnostna funkcija spremenljivke xi je Aij, j = (d mod m) + 1;
3. d√ bd/mc;
4. i√ i+ 1; cˇe i ∑ N , nadaljuj s korakom 2, sicer nadaljuj s korakom 5
5. izhodna funkcija pripadnosti je Bd
6.3 Nevronski mehki sistemi
Nevronski mehki sistemi zdruzˇujejo lastnosti umetnih nevronskih mrezˇ in mehke
logike. Seveda je cilj zdruzˇevanja privzeti od vsake metodologije le dobre last-
nosti. Npr. mehki sistemi lahko uspesˇno delujejo z nenatancˇno informacijo
in tudi omogocˇajo dobro razlago za svoje pocˇetje. Po drugi strani pa morajo
biti mehka pravila integrirana v sistem, da je z njim mogocˇe izvajati sklepe.
Mehki sistemi se torej ne morejo ucˇiti, kar pa je bistvena lastnost nevronskih
mrezˇ. Vendar pa je relativno tezˇko analizirati pridobljeno znanje iz nevron-
skih mrezˇ, kar smo spoznali v poglavju o nevronskih mrezˇah. V principu zato
lahko od kombinacije nevronskih mrezˇi in mehke logike pricˇakujemo sistem,
ki je sposoben dojemanja (ucˇenja) na nizkem nivoju signalne percepcije in ki
ima visoko nivojsko sposobnost razmiˇsljanja in lingvisticˇnega izrazˇanja.
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Obstajata dva nacˇina, kako izvesti omenjeno sinergijo. Prvi predpostavlja
modifikacijo nevronske mrezˇe v t.i. mehko nevronsko mrezˇo (angl. fuzzy
neural network), drugi pa nevronska obogatitev mehkih sistemov z ucˇilnimi
sposobnostmi (angl. neuro-fuzzy system). Pri prvem nacˇinu je vecˇ mozˇnih
nivojev, na katerih izvajamo modifikacijo, na nivoju utezˇi, nivoju nevronov
oz. njihovih funkcij ali na nivoju algoritmov ucˇenja. Pri drugem nacˇinu pa
je nevronska mrezˇa predvidena za ucˇenje pravil in/ali pripadnostnih funkcij
mehkega sistema.
6.3.1 Mehke nevronske mrezˇe
Vpliv mehke logike je mogocˇe integrirati v nevronske mrezˇe na razlicˇnih nivo-
jih. Najbolj primeren se zdi nivo nevrona, kar pomeni vpeljavo modela mehkega
nevrona.
Mehki nevron
Osnovni model nevrona predpostavlja zdruzˇevalno ali agregacijsko racˇunanje
utezˇene vsote oz. skalarnega produkta med vhodnim in utezˇnim vektorjem,
temu pa sledi izhodna ali aktivacijska funkcija. Zaradi potrebe po odvajanju,
se je osnovna pragovna aktivacijska funkcija zamenjala s sigmoidno funkcijo.
Korak v smeri mehkega nevrona je lahko v izbiri drugacˇnih oblik zdruzˇevanja
vhodnega in utezˇnega vektorja, npr.:
y = g(A(!,x)) ,
kjer je g prenosna (aktivacijska) funkcija in y skalarna izhodna vrednost nevrona.
Namesto utezˇene vsote je mogocˇe izbrati mehko unijo, presek, ali v splosˇnem
S-normo oz. T-normo (glej poglavje o mehki logiki). Izmed sˇtevilnih mozˇnosti
si oglejmo dva posebna primera, mehka nevrona OR in AND.
A. Mehki nevron OR
Slika 6.3 podaja model mehkega nevrona OR. Mehki nevron OR real-
izira preslikavo od enotine hiperkocke do vrednosti, ki predstavlja mehko
pripadnostno funkcijo znotraj enotinega intervala:
OR : [0, 1]n £ [0, 1]n ! [0, 1] ,
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Slika 6.3: Model mehkega nevrona OR.
kjer so utezˇi tudi definirane znotraj enotinega intervala. Mehki nevron
OR uporablja agregacijsko funkcijo, ki ustreza maksimalni vrednosti
utezˇenih vhodov. To pomeni, da na izhodu daje rezultat mehko dis-
junkcijo mehkih konjunkcij med posameznimi vhodi in utezˇmi:
y = OR (x1 AND !1, x2 AND !2, ..., xn AND !n) .
Ker se mehki logicˇni operatorji S-norme in T-norme (glej poglavje o
mehki logiki) oznacˇujejo z r in ¢, je enacˇba nevrona OR podana lahko
tudi z:
y = rnj=1(xj¢!j) .
B. Mehki nevron AND
Mehki model AND, ki ga prikazuje Slika 6.4, je dualen modelu OR.
Vhodi so disjunktivno povezani z utezˇmi, vse skupaj pa zdruzˇi v izhod
konjunkcija. Prenosna funkcija nevrona AND je:
y = AND (x1 OR !1, x2 OR !2, ..., xn OR !n) ,
oziroma bolj konvencionalno:
y = ¢nj=1(xjr!j) .
Cˇe v obeh modelih uposˇtevamo sˇe utezˇ pri konstantni vrednosti oz. zamik
(angl. bias), potem v obeh enacˇbah tecˇe indeks od 0 do n.
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Slika 6.4: Model mehkega nevrona AND.
Vecˇnivojska mehka nevronska mrezˇa
Cˇe uporabimo mehke nevrone AND in OR v zaporednih plasteh, dobimo
mehko vecˇnivojsko mrezˇo. Pri njej na vhodu nastopa 2n spremenljivk, ker
poleg pravih vrednosti vhodnih spremenljivk nastopajo sˇe njihove negacije.
Cˇe prvi nivo tvorijo mehki nevroni OR in cˇe je nevron drugega nivoja tipa
AND, potem je to primer konjunktivne mehke nevronske mrezˇe, v zamenjanem
slucˇaju pa primer disjunktivne mehke nevronske mrezˇe. Slika 6.5 prikazuje
mehko dvonivojsko disjunktivno nevronsko mrezˇo.
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Slika 6.5: Mehka disjunktivna dvonivojska nevronska mrezˇa.
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Ucˇenje v mehkih nevronskih mrezˇah
Nadzorovano ucˇenje mehkih nevronskih mrezˇ pomeni spreminjanje povezoval-
nih utezˇi v mrezˇi tako, da se ciljna funkcija (napaka) nad testnimi vhodno-
izhodnimi pari zmanjˇsuje. Dodatna zahteva pri ucˇenju je, da je dobljena
mrezˇa sposobna posplosˇevanja, kar pomeni, da se njeno obnasˇanje ohranja,
ko se odziva na nove vhodne podatke.
Vzemimo, da imamo testno mnozˇico sestavljeno iz parov (xk, dk), k = 1, 2, ...,
n, kjer je xk k-ti vhodni vektor in dk zˇelena k-ta izhodna skalarna vrednost.
Ucˇenje mehke nevronske mrezˇe ima cilj minimizirati ciljno funkcijo napake:
E(!) =
1
2
nX
k=1
(dk ° yk)2
s spreminjanjem utezˇi z gradientnim zmanjˇsevanjem utezˇi:
¢!ij = °¥ @E
@!ij
,
kjer je ¥ ucˇilni parameter oz. skalirni faktor, ki nadzira velikost spreminjanja
utezˇi. Racˇunanje sprememb utezˇi zahteva uporabo verizˇnega pravila odva-
janja, kot smo to spoznali v poglavju o nevronskih mrezˇah, zato podrobnosti
na tem mestu izpusˇcˇamo. Detajlno izpeljavo ucˇenja mehkim nevronskih mrezˇ
je mogocˇe najti v [49].
6.3.2 Nevronski mehki sistemi
Tudi v okviru nevronskega ucˇenja mehkih sistemov obstaja vecˇ nacˇinov. V
nadaljevanju si bomo ogledali ucˇenje mehkih sistemov, ki uporabljajo mehka
pravila tipa Takagi-Sugeno [50].
Predpostavljajmo, da so lingvisticˇne vrednosti, ki nastopajo v pravilu kot
vhodni pogoji, definirane s parametriziranimi trikotnimi mehkimi mnozˇicami
na naslednji nacˇin:
µ(x) =
Ω
1° 2 |x°C|b , cˇe je C ° b2 ∑ x ∑ C + b2
0 , sicer ,
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kjer je C center in b sˇirina trikotnika. Posledica v pravilu je trda vrednost
zamika (angl. bias) !0, kar je degeneriran primer pravila T-S, vhodne pogoje
pa povezuje operator T-norme. Ucˇilni algoritem sloni na gradientnem sestopu
z naslednjo mero za napako:
hse =
1
2
mX
k=1
(yk ° dk)2 ,
kjer je hse ’polovicˇen kvadrat napake’ (angl. half squared error), yk je izhodna
vrednost, ki jo izracˇuna mehki sistem, dk pa zˇelena vrednost iz ucˇnih po-
datkov. Racˇunanje sprememb za parametre C in b za pogojne funkcije pripad-
nosti (mehke mnozˇice) in posledico !0 se za vsa pravila racˇuna ekvivalentno
vzvratnemu pravilu (angl. backpropagation) pri nevronski mrezˇi MLP. Ker
uporabljene trikotne pripadnostne funkcije v treh tocˇkah niso odvedljive, je
potrebno z uporabo hevristike resˇiti omenjeni problem.
Slaba stran opisanega pristopa je v tem, da je semantika lingvisticˇnih vred-
nosti odvisna od pravil, v katerih se pojavljajo. Cˇe so vse funkcije pripadnosti
na zacˇetku enakih oblik, se le-te ob koncu ucˇenja razlikujejo, zaradi sprem-
injanja parametrov, ki jih opisujejo. To pa ni najbolj zazˇeleno, saj spremeni
interpretacijo koncˇnih pravil. Da se temu izognemo, je potrebno uporabiti
identicˇne lingvisticˇne izraze za enake funkcije pripadnosti [51].
6.4 Mehki evolucijski algoritmi
Sinergija med evolucijskimi algoritmi in mehko logiko se pojavlja v treh kom-
plementarnih oblikah.
Najbolj ocˇitna oblika izkoriˇscˇa optimalno iskalno lastnost evolucijskih algorit-
mov za sintezo in optimizacijo mehkih sistemov.
Druga mozˇnost se kazˇe v uporabi mehkega znanja za nadzor evolucijskega
procesa, kar preprecˇuje nezˇelena obnasˇanja, npr. prezgodnjo konvergenco.
Tretja mozˇnost pa vgrajuje mehke lastnosti v evolucijske algoritme. Npr. pre-
ciznost racˇunanja prileganja je mogocˇe zˇrtvovati za ceno ohranjanja proce-
sorskih virov tako, da se uporabi mehka funkcija prileganja ali mehki genetski
operatorji.
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V nadaljevanju bosta podrobneje opisani zadnji dve obliki.
6.4.1 Mehko krmiljenje evolucije
Definicija parametrov evolucijskega algoritma je kljucˇni faktor pri dolocˇanju
razmerja med izkoriˇscˇanjem in raziskovanjem in bistveno vpliva na njegovo
uspesˇnost. Zato evolucijski algoritmi zahtevajo med svojim delovanjem dolocˇen
(cˇlovesˇki) nadzor in po potrebi korekcijo parametrov, ki ohranja njegovo zado-
voljivo obnasˇanje. Tudi odlocˇitev o koncˇanju se velikokrat prepusti cˇlovesˇki
presoji, ki se odlocˇa med kvaliteto rezultatov in cˇasovnimi omejitvami.
Alternativa cˇlovesˇkemu nadzoru je adaptivni evolucijski algoritem, ki je spo-
soben spreminjati kontrolne parametre med evolucijo tako, da je zagotovl-
jeno njegovo najboljˇse obnasˇanje. Ker je evolucijski proces kompleksen sis-
tem z nelinearnim obnasˇanjem, se zdi izbira mehkega krmiljenja spreminjanja
parametrov za izvedbo evolucijskega algoritma primerna.
Mehka vlada
Mehka vlada (angl. fuzzy government) pomeni zbirko mehkih pravil in rutin, ki
kontrolirajo evolucijo populacije, detektirajo primernost resˇitev, spreminjajo
parametre in preprecˇujejo nezˇeleno obnasˇanje.
Mehki krmilnik pri izbiri svojih akcij uposˇteva obnasˇanje eksperta. Mehka
vlada pa dinamicˇno spreminja izbrane krmilne parametre ali genetske opera-
torje med delovanjem evolucijskega algoritma tako, da omogocˇa najprimernejˇso
raziskovalno (prostorsko) in izkoriˇscˇevalno (cˇasovno) obnasˇanje. Privlacˇnost
uporabe mehkega krmiljenja je v mozˇnosti enostavne vkljucˇitve ekspertnega
(nepreciznega) znanja v sistem.
Arhitektura adaptivnega evolucijskega algoritma
Bistvo adaptivnega evolucijskega algoritma je v uporabi mehkega krmilnika,
mehkega vladanja, kjer so vhodi statistika evolucijskega algoritma in izhodi
krmilni parametri.
166 POGLAVJE 6. HIBRIDNE METODE
Statistika evolucijskega algoritma, ki se izvaja z dolocˇeno hitrostjo, npr. po r
generacijah, se posˇilja procesu mehkega vladanja, ki izvede dolocˇeno sklepanje,
s katerim generira nove vrednosti za vse krmilne parametre. Ti so nato azˇurirani
z novimi vrednostmi in kontrola se vrne evolucijskemu algoritmu.
A. Statistika evolucijskega algoritma se deli na dva razreda: na statistiko
genotipov in fenotipov. Merjenja razlicˇnosti so osnova za statistiko ge-
notipov. Temeljijo na definiciji mehke podobnostne mere:
µpodoben(∞,∑) ,
kjer sta ∞ in ∑ dva genotipa. Za statistiko fenotipov pa je znacˇilna
fenotipska mera razlicˇnosti, npr. obmocˇje prileganja, razmerje najboljˇsi /
povprecˇen, varianca prileganja. Mozˇne so sˇe druge statistike, npr. hitrost
uspeha kot razmerje med mutacijami, ki vodijo k izboljˇsanju prileganja
proti vsem mutacijam, itd.
B. Krmilni parametri so lahko obicˇajni parametri evolucijskega algoritma
(npr. velikost populacije, hitrost mutacije in krizˇanja, itd.) ali parametri
iz aplikacije.
C. Mehka pravila v mehki vladi so dolocˇena z vrednostmi lingvisticˇnih spre-
menljivk (ali vrednostmi pripadajocˇih funkcij prileganja). V njih se
zdruzˇuje ekspertno znanje (o aplikaciji) in splosˇno znanje o evoluci-
jskem algoritmu. Alternativa taksˇnim mehkim pravilom predstavlja av-
tomatsko ucˇenje mehkih pravil in/ali funkcij pripadnosti.
D. Ekspertno znanje lahko uporabi proces mehkega vodenja pri resˇevanju
sˇtevilnih potencialnih tezˇav evolucijskega algoritma, npr. prepocˇasne
konvergence ali prezgodnje konvergence. Vzroki so lahko naslednji: pa-
rametri na zacˇetku niso dobro izbrani, parametri se ne spreminjajo med
delovanjem, pa bi se morali, interakcija med parametri je kompleksna in
tezˇko razumljiva. Mehko vladanje lahko pomaga v vseh treh slucˇajih.
Tabela 6.1 v ilustracijo prikazuje dva niza pravil za dinamicˇno spremin-
janje hitrosti mutacije in krizˇanja pri GA.
Avtomatsko ucˇenje
Avtomatsko ucˇenje je proces iskanja mehkih pravil skupaj z definicijami us-
treznih funkcij prileganja. Avtorja Lee in Takagi [48] sta uporabila mehki
sistem s tremi vhodnimi spremenljivkami:
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pc Velikost populacije
Sˇt. generacij majhna srednja velika
majhno srednja majhna majhna
srednje velika velika srednja
veliko zelo velika zelo velika velika
pm Velikost populacije
Sˇt. generacij majhna srednja velika
majhno velika srednja majhna
srednje srednja majhna zelo majhna
veliko majhna zelo majhna zelo majhna
Tabela 6.1: Ilustracija mehkega vodenja operatorjev krizˇanja in mutacije GA.
• razmerje med povprecˇnim in najboljˇsim prileganjem: f/f §
• razmerje med najslabsˇim in povprecˇnim prileganjem: fmin/f
• sprememba prileganja od zadnje krmilne akcije
in tremi izhodnimi spremenljivkami:
• velikost populacije
• hitrost mutacije (verjetnost njene izvedbe)
• hitrost krizˇanja
Rezultati eksperimenta so pokazali, da evolucijski algoritem (z uporabo mehkega
vladanja) za razvoj mehkega krmilnika obrnjenega nihala daje boljˇse rezultate
kot ’rocˇno’ izdelani (staticˇni) algoritem.
6.4.2 Evolucijski algoritmi z mehkimi komponentami
Pri dolocˇenih aplikacijah je tezˇko natancˇno izmeriti kvaliteto posameznih resˇitev.
To je posledica velikega (ali neskoncˇnega) sˇtevila primerov, nad katerimi bi bilo
potrebno testirati resˇitve. To je pogost primer pri genetskem programiranju
168 POGLAVJE 6. HIBRIDNE METODE
(GP), kjer je vzorec za testiranje izbran vnaprej, v upanju da je reprezenta-
tiven. Dostikrat je racˇunanje prileganja podvrzˇeno tudi sˇumu, kar pomeni, da
rezultat pri istem vzorcu v razlicˇnih cˇasih ni enak.
V taksˇnih primerih je mogocˇe priti do boljˇse ocene prileganja za ceno ponav-
ljanja racˇunanja tolikokrat, kot je potrebno. Vendar je mogocˇe priti do istega
rezultata in hkrati prihraniti procesorski cˇas, cˇe se uporabijo instrumenti z
vgrajeno mehko logiko.
Mehki genetski operatorji
Mehka rekombinacija in mehka mutacija sta posplosˇitev diskretnih operatorjev
[52].
A. Mehka rekombinacija:
Pri danih genotipih prednikov (x1, ..., xN) in (y1, ..., yN) je verjetnost,
da ima potomec vrednost zi, i = 1, ..., N , podana z bimodalno po-
razdelitvijo:
p(zi) 2 {©(xi),©(yi)} ,
kjer je ©(r) trikotna verjetnostna porazdelitev in r nacˇin (angl. mode),
definiran v podrocˇju [r ° d |yi ° xi|, r + d |yi ° xi|]:
©(z) =
(
z°r+d |yi°xi|
d2(yi°xi)2 , z ∑ r
r°z+d |yi°xi|
d2(yi°xi)2 , z > r
,
kjer je d ∏ 1/2.
B. Mehka mutacija:
Pri realnem genu z vrednostmi iz intervala [a, b] mehka mutacija generira
novo vrednost gena:
x0 = x+¢ ,
kjer ima ¢ porazdelitev p(¢), nakljucˇno izbrano iz druzˇine:
{©(±AØº),©(±AØº+1), ...,©(±AØ0)} ,
kjer je A amplituda mutacije, Aø b°a, º = blogØ Rminc < 0 z Ø > 1 je
osnova (angl. base) mutacije, Rmin spodnja limita relativne spremembe
mutacije, ©(x) pa je definirana podobno kot v primeru mehke rekombi-
nacije.
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osnovne operacije, 126
Mehke nevronske mrezˇe, 160
Mehke relacije, 128
Mehke spremenljivke, 132
Mehki evolucijski algoritmi, 164
Mehki genetski operatorji, 168
Mehki krmilnik, 140, 144
Mehki nevron, 160
Mehko krmiljenje evolucije, 165
Mehko sklepanje, 134
MLP, 52
Mocˇ kazni, 40
Model Q, 39
Model S, 39
Modeli nevronov, 47
Mutacija, 94
Nadzorovana izbira centrov, 61
Nadzorovani algoritmi, 48
Nagrada iz okolja, 30
Najbolj strm sestop, 50
Nakljucˇni izbor fiksnih centrov, 58
Nakljucˇno okolje, 16
Naprej povezane nevronske mrezˇe, 48
Naravni izbor, 94
Naravni postopki, 93
Nenadzorovani algoritmi, 48
Nevron, 45
Nevronski mehki sistemi, 159, 163
Normalna porazdelitev, 58
Norme obnasˇanja, 20
Obcˇutljivost preklopne funkcije, 85
Odmik, 47
Okolja
dinamicˇna, 44
Markovska preklopna, 42
stanjsko odvisna, 43
Okolje
binarno, 39
etapno razlicˇno nakljucˇno stacionarno,
42
nestacionarno, 42
stacionarno stohasticˇno, 22
Omrezˇja
majhnega sveta, 88
nakljucˇna, 87
Scale-Free, 89
Small-World, 88
Operator
izhodni, 13
izhodni Moorov, 11
prehajanja stanj, 11, 13
Optimalne utezˇi, 47
Optimalnost, 21
Ortonormalna oblika, 83
Ostrenje, 137
Pajek, 92
Paketno ucˇenje, 53
PCA, 20
Perceptron, 46
Permutacija, 97
Plast
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izhodna, 47
skrita, 47
Plasti nevronov, 47
Poissonova porazdelitev, 87
Populacija, 93
Porazdeljen sistem, 45
Porazdeljena struktura, 45
Porazdeljeno znanje, 45
Posplosˇevanje, 45
Potencˇna porazdelitev, 89
Prag, 47
Pragovna funkcija, 46
Pragovni element, 46
Predstavniˇski vektor, 67
Prezˇivetje, 93
Prikladnost, 21
Prostorski filter, 49
Psevdoinverzna metoda, 59
Rademacher-Walsh, spekter, 85
Radialne bazne funkcije, 56
Razcˇlenjeno drevo, 116
Razred, 68
Razvrsˇcˇanje k-tih povprecˇij, 60
RBF, nevronska mrezˇa, 56
Rekurentna nevronska mrezˇa, 69, 74
Rekurentne mrezˇe, 48
Reprodukcija, 93
RNM, 74
Robustnost, 45
RTRL, algoritem, 74
S-norma, 136
Samo-organizirajocza izbira centrov baznih
funkcij, 59
Samo-organizirajocˇa faza, 66
Sigmoidna funkcija, 47, 54
Sistemi
diskretni, 18
zvezni, 18
SL2,2, 25
SOM
lastnosti, 67
SOM, nevronska mrezˇa, 63
Spekter logicˇne funkcije, 85
Splosˇna korekcijska shema, 30
Spodbujevani algoritmi, 48
Spodbujevano ucˇenje, 20
Sprotno ucˇenje, 53
Stabilno stanje, 70
Stabilnost dinamicˇnih sistemov, 72
Standardna deviacija, 58
Stohasticˇni avtomat, 13
z deterministicˇnim izhodnim oper-
atorjem, 15
Stohasticˇne verige, 18
Stohasticˇni avtomat
s fiksno strukturo, 11
s spremenljivo strukturo, 11, 28
Stohasticˇni model, 47
Stohasticˇni procesi, 18
Stratesˇki parametri, 105
Strukturni parametri, 87
Sub-optimalnost, 22
SVD, 59
Sˇirina topolosˇke sosednosti, 65
T-norma, 136
Takagi-Sugeno-vo pravilo, 133
Tekmovalni proces, 64
Topoloszka urejenost, 63
Topologije nevronskih mrezˇ, 47
Transformacija nevronske mrezˇe v graf,
90
Ucˇecˇi avtomati, 11
posplosˇitve, 44
Ucˇenje preslikav, 45
Ucˇilni algoritmi, 47
Ucˇna mnozˇica, 49
178 STVARNO KAZALO
Umetna nevronska mrezˇa, 45
Umetne nevronske mrezˇe, 45
Utezˇena vsota, 46
Vapnik-Cˇervonenkis-ova dimenzija, 52
Vecˇnivojski perceptron, 52
Vektorska kvantizacija, 67
Verizˇno pravilo odvajanja, 54
Verjetnost izbire akcij, 28
Verjetnosti
stanj in akcij, 15
Verjetnosti akcij
vektor, 16
Verjetnosti prehodov med stanji, 29
Verjetnosti stanj, 15
Voronoi-ev diagram, 68
Vzvratno ucˇenje, 52
Widrow-HoÆ-ovo pravilo, 52
Wiener-Hopf-ova enacˇba, 50
Wiener-jev filter, 49
Zadeh, 123
Zadeh-Mamdani-jevo pravilo, 133
Zaprt sistem, 19
Zmagoviti nevron, 65
Znanje, 45
Zˇivcˇne celice, 45
