Abstract-In this paper, the application of an Artificial Neural Network (ANN) for remedial action of a power system is presented. The aims of this study are to find the significant control action that alleviates a bus voltage violation of a power system and to demonstrate the ability of a neural network in terms of evaluating the generation re-dispatch and load shedding amounts. The remedial action is based on a steady-state security assessment of the power system. The proposed algorithm has been successfully tested on a 9-bus test system. The results are compared with other conventional methods and it reveals that an ANN can provide the required amount of generation re-dispatch and load shedding accurately and instantaneously compared to other methods. On average, remedial actions were shown to have a positive effect for reducing the number of bus voltage violations and improving system security.
INTRODUCTION
The push for the use of artificial intelligent systems has become a major aspect related to the implementation of new technologies involved with a large interconnected electrical power plan. Obviously, in normal operation there are increases in the thermal line flow and bus voltage limit violation cases. Researchers and engineers are focusing their efforts to enhance power system reliability and security. In other words, the system has to bear unexpected emergency situations especially during contingencies such as line outage, generation failure, etc. In fact, line overloading occurs due to the loss of a transmission line or load increases in the network, which often cause line limit violations and bus voltage instability. Consequently, the operator has to intervene with an optimal corrective or preventive control action to bring the system back to a more secure operation point. For this reason, effective approaches that could alleviate overloading of the lines are generator rescheduling and load shedding.
In this paper, a smart system has been developed for a control action scheme using an artificial neural network (ANN). The new system is totally dependent on system experience, which uses historical and contingency analysis data for training. This will allow the neural network to be able to solve the nonlinear changes in the system and give an optimal amount of generation redispatch and load shedding.
Under contingency events the system should operate within the security criteria of the thermal line flow, frequency, phase angle and bus voltage. The problem formulation of line overload alleviation presented in [1] , generation rescheduling and load shedding gives a proper sequence of control actions to improve the system security. The work in [2] was the first study to demonstrate the ability of a supervised neural network to help the operator in making a decision. The proposed method considers generator shedding as a control action when a fault occurs for improving power system stability. Several studies investigating ANN techniques have been applied in many power system applications such as static and dynamic security assessment, load flow, contingency analysis and fault diagnoses, etc [3] [4] [5] [6] [7] [8] . The developments in computer programming have heightened the efficiency of ANN and gives further opportunities to use it in power systems control [9] .
This paper aims to demonstrate the ability of the ANN technique to make a decision using system knowledge and contingency analysis. The results obtained have been compared against a steady-state security assessment method using conventional corrective action analysis programs. Simulations were performed using Power System Simulator for Engineering (PSS™E) on a 9-bus test system for the corrective action analysis. A simulation code was written using the Python language for the ANN learning and testing process to be used as an alternative method for system control.
II. CONTINGENCY ANALYSIS
One of the important events in power system operation is contingency analysis. Contingency analysis allows the designer and operator to examine the system under different operational conditions within the system criteria. Eventually, the designer engineers are required to maintain a secure system operation within the system criteria based on the test results. In addition, the operator will have the ability to deal with most contingency events such as line outage and generation trip for (N-1), (N-2) and (N-3). The operator must act quickly before cascading failures occur, which may cause a system blackout or separate the system into islands. In the proposed algorithm, by using contingency analysis data supported by the historical data of the system operation the ANN is able to provide the optimal amount of generator re-dispatch and load shedding under different contingency cases. These parameters are based on a model of the power system that is used to study the outage events and make an automatic decision rather than alert the operators to overloads or voltage limit violations. Contingency events correspond to changes in network admittances. As a result, the network reconfiguration can be estimated using the sensitivities of voltages, reactive outputs and thermal flows with respect to the admittance changes [10] .
III. ARTIFICIAL NEURAL NETWORKS (ANN)
The application of Artificial Neural Networks in power systems is already prevalent in many aspects. Neural Network architectures have been classified into several types based on their learning mechanisms [11] . Fig. 1 shows the most intensive classification of ANN models that are used to solve different types of mathematical models [12] . Back-propagation is one of the simplest and general learning algorithms and it is more instructive than other methods, which give more advantages for power system security. In this current study, a developed feed forward back-propagation algorithm is used to solve the power control (generation dispatch/ load shedding) problem due to changes in aspects of contingencies.
This method is similar to one with more than one layer. This method has a highly mathematical foundation and good application potential.
The Back-propagation algorithm
This method is similar to the perceptron network algorithm with more than one layer as shown in Fig. 2 . There are three layers, the first one is connected to the inputs followed by the second layer which contains the activation function and the third layer is the output of the network.
The back-propagation learning technique is an extension of the delta rule as shown in equations 12 and 13, which give the ability to adapt the weights when new inputs are introduced. Finally, the error is calculated during every single iteration and the learning procedure repeated for all patterns ( N p ,..., 2 , 1 = ) or epochs ([Input, Output]) until the specified threshold value of error is reached or until a total iteration is reached. However, the back-propagation learning algorithm has a highly mathematical foundation.
BP algorithm in the training process
The ANN input data that are considered are the thermal line flows and bus voltage for all buses in the power system, which are calculated using a steady-state Newton-Raphson load flow method. The training and testing data sets were generated using the PSS™E software.
Due to the rescheduling of generators, there are some negative values for generator re-dispatch. Thus, the vector data i x is normalised for the inputs and targets are required to put all the data in the range -1 to 1 to prevent any volatility in the weights (the normalization proceeds based on equations 1, 2 and 3). For the same reason, choosing the activation function for the hidden and output nodes is based on the input and output data ranges. In addition, there is no specified number of neurons in the hidden layer. An optimization method is used for this matter [13] . The input layer has the same number of neurons as the number of inputs. The output layer has the same number of neurons as the number of outputs [14, 15] .
During the training process the inputs are applied against their output targets and propagate through the network layers and then calculate the sum of the errors. The inputs are then applied into the network through the first weights between the inputs and the hidden layer into the activation function as given in equation (4) . The output is calculated in the first layer by equation (5):
Where:
ki w is set to a random number in the beginning of the training process. 
λ determines the shape of the function = 1.
The error is back-propagated until one of the stopping factors is obtained. Two error signals are calculated for weights adaption. First, the error signal between the output and hidden layer. Second, the error signal between the hidden layer and the input layer. These error signals are calculated based on the following equations:
The new weights are adopted using equation (10) and (11), respectively:
Thus, the changes of weights in the network are calculated as follows:
IV. SIMULATION RESULT

A. System model
The proposed approach was designed for any power system. A simple 9-bus test system is used for demonstrating the ability of using the ANN for generation rescheduling and load shedding. The system as shown in Fig. 3 consists of 9 buses, 6 transmission lines, three generators and three loads.
The percentage rate of the transmission lines are based on their MVA rating, which represent the line limits. In the base case, all the loads are supported by the amount of generation in a secure operation. The system can stand some contingencies but only up to the point when a heavy line is disconnected. For this purpose, a contingency analysis is implemented to deal with such cases and a corrective and preventive control action can be taken.
At this stage of the research, line overloading and bus voltage violations have been created by simulating a single contingency (N-1) under varying load conditions. These data are considered as the pattern ( p ) for the ANN cases. Furthermore, the thermal line flow and bus voltage are calculated using a steady-state NewtonRaphson load flow method.
B. ANN implementation
The important information for the test system is gathered into one matrix which is suitable for ANN input. In this study, an object-oriented program (Python) language is used for the ANN implementation to run in the same environment as the PSS™E program for control and automation of the simulation process. The input parameters must be normalized. In the training process, the inputs and outputs are given to each pattern from the steady-state load flow. Each contingency is taken into the input pattern against a control action that should be considered as the target of the same pattern. A total of nine bus voltages and six power flow lines were considered as input to the ANN.
Three different load profiles are considered (light load, medium load (+5% of the total load) and heavily congested (+10% of the total load)). A total number of 39 cases with the same security criteria were used to generate the data set for the training process. The ANN was then tested using different data sets with different load scenarios (+1% and +6% of the total load) of the load flow cases that were not used in the training process. After the training process, the remedial action obtained for 12 single contingencies for each load scenario was recorded.
The training process is performed by using the Root Mean Square Error (RMSE) equation to back-propagate the error in the next epoch. Once the entire pattern has been trained, the total error is calculated and begins to back-propagate. The network was tested for the different load profiles that were not included in the training data. The percentage of the thermal line flow loading rate and bus voltage were selected as input data for the ANN. The results were compared with the simulation output for generation re-dispatch and load shedding for the two testing load scenarios as shown in Fig. 4 ,5,6 and 7. The output result from the neural network has been compared to the result from the PSS™E simulation. For the three generators, the re-dispatch amount of Megawatts (MW) are intensively enough to bring system back into a secure state and there is no limit violation on all the buses.
The generators are rescheduled based on the amount of load. This could be an increase or decrease of the generation MW based on the contingency type. The base case was considered in the testing data to evaluate the efficiency of the ANN at the beginning of the testing process. For the base case, the ANN gave an almost zero value which is a true value as a secure condition does not require any type of remedial action.
Load shedding is required when the voltage violation on some buses reaches a high degree of risk as shown in Fig. 5 and 7 for two different testing load profiles. It is clear that at contingency 2 (transformer between line 2 and 8), 5 (line 4-9 outage) and 6 (line 5-6 outage), load shedding is required as well as generation rescheduling.
However, this happened in time to satisfy the entire line power flow and bus voltage limit to return to a secure operation.
Comparing the two results from PSS™E and the ANN, it can be seen that the error difference is a constantly small value for all tested data. In addition the ANN takes 0.078 seconds to determine the corrective action values for all generators and loads where the PSS™E takes 0.46 seconds. The ANN computation time during the training process is not very important against the error value because it is a one-time running simulation only, and the weights are adapted when new data is added.
The correlation coefficient between the PSS™E simulation and the ANN results was tested. Table 1 illustrates the accuracy of the ANN for each generator and load in all testing data. Strong evidence of the ANN was found, which means that the ANN has the ability to apply proper control actions to bring the system to a secure operation.
The effectiveness of the corrective actions for the first tested load scenario is shown in Fig. 8 and 9 . This is followed by Fig 10 and 11 for the second tested load scenario.
The generator buses 1, 2 and 3 are not affected by a contingency because it is controlled by the generator itself under an Automatic Voltage Regulator controller. Contingencies 1, 4 and 5 are the most risky contingencies as they require a high generation re-dispatch and load shedding as shown in Fig. 4 and Fig 5 ( note that the contingency number 1 in Fig. 4 and Fig 5 represents The action that been taken is enough for most buses to bring them back to the secure region (minimum is 0.95 and maximum is 1.05).
In the second load scenario (+6% load increase) a high risk is observed on the buses. For this reason, more generation is required to be re-dispatched and more loads to be shed.
As can be seen in Fig. 11 , a secure operation has been obtained for the entire set of contingencies when the required values of generation re-dispatch and load shedding were applied as shown in Fig. 6 and Fig 7. The performance of the Root Mean Square Error (RMSE) formula attains a value of 0.04116. The Momentum factor and learning rate were 0.1 and 0.01 respectively. By using a low learning rate the learning process might be slow but this increases the network performance which is of most concern in this study. An optimized number of 18 neurons were used in the hidden layer. The numbers of input and output neurons were fixed to 15 and 6 neurons respectively based on the inputs and outputs of the network.
V. CONCLUSION An Artificial Neural Network using a backpropagation algorithm for remedial actions was developed in this paper. The proposed ANN has the ability to assess the generators that need to be redispatched and the loads that need to be shed. Based on the results, the neural network provides a corrective action based on the security criteria of the transmission lines and buses. One of the more significant findings to emerge from this study is that the values of generation redispatch and load shedding are virtually instantaneously and accurately estimated by the ANN.
The use of the RMSE equation in the training process is more sensitive when a small error value obtained. This technique has been implemented on a simple 9-bus test system. The result shows good promise to provide an appropriate solution for keeping the system under secure operation.
Further research could explore the possibility of generating the patterns from new cases for adapting the weights to include these cases. This enhancement of using an ANN provides the ability for individual learning, which is thus considered as a smart system.
The most important limitation lies in the fact that in big system the input features will increases. Power system clustering into areas is an intriguing solution, which could be usefully explored in further research in order to solve the ANN limitation problem. 
