This paper presents a series of helioseismic inversions aimed at determining with the highest possible con dence and accuracy the structure of the rotational shear layer (the tachocline) located beneath the base of the solar convective envelope. We are particularly interested in identifying features of the inversions that are robust properties of the data, in the sense of not being overly in uenced by the choice of analysis methods.
Introduction
The rst observational determinations of the Sun's surface rotation were carried out by Fabricius, Galileo and Scheiner in the early decades of the seventeenth century. They did so using the newly invented astronomical telescope to follow, from day to day, the apparent motion of sunspots across the solar disc. It took another 250 years before R.C. Carrington established, again by tracking sunspots, that the surface solar rotation rate decreases with increasing heliospheric latitude, i.e., that the Sun's outer layers are in a state of di erential rotation. Prior to the advent of helioseismology the solar internal di erential rotation pro le could only be inferred indirectly (for example through dynamo modeling), or computed by carrying out global numerical simulations of thermally-driven convection in a rotating, thick spherical shell, under various modeling assumptions. Most such simulations suggested that the solar internal rotation rate is approximately constant on concentric cylinders centered on the rotation axis. (see, e.g., Glatzmaier 1985; Gilman & Miller 1986; and references therein) .
Shortly thereafter, the rst helioseismic determinations of the latitude dependence of the solar internal angular velocity were carried out (Brown 1985; Brown & Morrow 1987) and indicated that the observed surface latitudinal di erential rotation persists throughout the convective envelope. These rst studies could not rule out cylindrical rotation within the convective envelope. However, as helioseismic inferences of the solar internal rotation gained in accuracy over subsequent years, it became increasingly clear that at most latitudes, on the larger spatial scales there exists very little radial shear in the solar convective envelope, except in its outermost layers (Hill 1987) . Instead, di erential rotation in the bulk of the envelope is primarily latitudinal (i.e., jr@ =@rj j@ =@ j), with the angular velocity at a given latitude approximately equal to its surface value (Christensen-Dalsgaard & Schou 1988; Brown et al. 1989; Goode et al. 1991; Tomczyk et al. 1995a; . It also became apparent that the envelope latitudinal di erential rotation vanishes in the underlying radiative core (r=R < 0:7), the bulk of which being in a state of near solid-body rotation (e.g. Tomczyk et al. 1995a; Charbonneau et al. 1998b ; { 3 { and references therein). The transition to the overlying di erentially rotating envelope occurs across a thin ( < 0:1 R ), approximately spherical layer often now referred to as the solar tachocline following the work of Spiegel & Zahn (1992) . In what follows we use this term to refer to the full rotational shear layer near the base of the convective envelope, irrespective of its exact position with respect to the base of the core-envelope interface. The rst reliable determination of the location and thickness of the tachocline was carried out by Kosovichev (1996) , who estimated its thickness to be 0:09 0:04 R .
An inference of the Sun's internal rotation pro le from helioseismic data is illustrated in Figure 1 . This shows the result of inverting the two-year LOWL data using a 2D Regularized Least Squares method (see x3.1). The data were obtained using the LOWL instrument operating on Mauna Loa on the island of Hawaii. The instrument measures Doppler velocities at the Sun's surface. From these, the frequencies of global solar p-mode oscillations (see x2) can be deduced.
From a dynamical point of view, the matching of a latitudinal gradient in angular velocity in the envelope to a rigidly rotating outer radiative core o ers a challenging problem in stellar hydrodynamics. Approaching this problem from the standpoint of laminar hydrodynamics, Spiegel & Zahn (1992) constructed tachocline models under the assumption of latitudinal geostrophic balance, and have shown that the helioseismically inferred thickness of the solar tachocline can only be reproduced without invoking a magnetic eld if viscous momentum transport is strongly enhanced in the horizontal direction; otherwise, by the solar age radiative di usion as well as angular momentum transport by the secondary meridional ow broadens the tachocline far beyond its inferred radial width (see also Elliott 1997) . They ascribe this enhanced horizontal transport to turbulence driven by shear instability of the di erential rotation. Kitchatinov & R udiger (1993 Kitchatinov & R udiger ( , 1995 have developed an analytical model for the (anisotropic) turbulent Reynolds stresses arising from the interaction between rotation and turbulence in the solar convective envelope, which also yields a steady-state di erential rotation that is characterized by a shear layer immediately beneath the convective envelope (see Kitchatinov & R udiger 1995, Fig. 2) . As in the Spiegel & Zahn model, their tachocline is far thicker than suggested by helioseismology. They, however, suggest that magnetic stresses, rather than enhanced horizontal viscous coupling, are responsible for keeping the thickness of their tachocline in agreement with helioseismic inferences (R udiger & Kitchatinov 1997; MacGregor & Charbonneau 1998 ; see also Gough & McIntyre 1998) .
The introduction of a magnetic eld within the tachocline is far from being an ad hoc hypothesis. Based on studies of the stability and rise of toroidal magnetic ux ropes |presumed to give rise to sunspot pairs upon emerging through the photosphere| it is becoming increasingly clear that the stably strati ed layers located immediately beneath the convective envelope are the most likely location for the storage of magnetic ux (for a review see Sch ussler 1996) . In such models, the stability properties of the magnetic ux ropes depend sensitively on the dynamical and thermodynamical structure of the storage layer, including its radial extent beneath the envelope.
{ 4 { Because of the strong radial shear present in its equatorial region, as revealed by helioseismology, the solar tachocline is also a promising location for the seat of the solar dynamo. Thin-layer mean-eld dynamo models can and have been constructed (see, e.g., R udiger & Brandenburg 1995, and references therein) . A general property of such models is the dependence of the dynamo period on the thickness of the generating layer, re ecting the decrease of the magnetic dissipation time with decreasing thickness. A related class of dynamo models are the so-called interface dynamos (Parker 1993; Tobias 1996; Charbonneau & MacGregor 1996 , which are characterized by the spatial segregation of the shear and -e ect on either side of the core-envelope interface. Once again the behavior of the resulting dynamo is sensitively dependent on the thickness of the shear layer, and relies on the bulk of the layer being located in the upper part of the stably strati ed radiative core, rather than within the unstably strati ed overlying envelope.
It is an intriguing and often unappreciated fact that the latitudinal shear pro le in the solar convection zone is just about at the stability limit with respect to global, inviscid horizontal shear instability (Watson 1981) . This would then imply that the underlying shear layer is everywhere hydrodynamically stable, since the latitudinal gradient therein decreases with depth. However, Gilman & Fox (1997) have shown that the simultaneous presence of toroidal magnetic elds and latitudinal di erential rotation leads to a large-scale joint instability which manifests itself in the form of growing 2-D MHD waves of low azimuthal wavenumber. The existence of this instability has a number of potentially interesting consequences from the point of view of magnetic eld ampli cation and magnetic activity (see Gilman & Fox 1997 for a discussion). The important point to note here is that the occurrence of the instability depends on the bulk of the shear layer being stably strati ed, otherwise ux removal by magnetic buoyancy occurs too rapidly for the instability to grow, and the two-dimensional assumption most certainly breaks down.
A very di erent picture can emerge if a substantial portion of the shear layer resides within the convective envelope, as the force balance therein is likely dominated by turbulent stresses arising from large-scale, buoyantly driven convective turbulence. In a recent paper, Canuto (1998) argues that a tachocline-like rotational shear layer can be produced by the interaction between buoyancy, shear, and vorticity, and obtains an estimate for the thickness of the resulting shear layer that compares favorably with helioseismic inferences.
The above discussion highlights the fact that the true thickness of the solar tachocline, and its exact location with respect to the base of the convective envelope, are two extremely important quantities to determine observationally with the highest possible accuracy. This is the primary aim of this paper. Toward this end we use two distinct analysis methods: on the one hand tting models of the tachocline with a few parameters, which we do using forward modeling; and on the other hand making relatively unconstrained (but necessarily regularized) linear inversions, both for the rotation rate and for its radial gradient. The inversions cannot resolve variations of an arbitrary form on a scale shorter than their resolution length (which can be made precise for linear inversion methods in terms of averaging kernels { see x3.1). It seems probable from the { 5 { earlier helioseismic ndings that indeed the linear inversions do not resolve the tachocline. The limited resolution is not really a property of the linear inversions per se but of the helioseismic dataset, since the smallest scale that can be resolved is related to the shortest wavelengths of the eigenfunctions of the observed p-modes. However, although arbitrary variations cannot be resolved below this scale, the location of, say, a step with an assumed form can be determined much more precisely. This concept is familiar in processing astronomical images, where a fuzzy image can be made much sharper if a point spread function is known. This is e ectively what we achieve by using a highly parametrized model. We try to achieve a similar \super-resolution" from our linear inversions by deconvolving their solution and their averaging kernels, again assuming a simple form for the true tachocline layer. The advantage then of using simple parametrized models is that one can make inferences about features smaller than the intrinsic resolution of the linear inversions. The risk is that variations of forms other than that assumed by the parametrized model will remain undetected and may bias the inferences.
The layout of the rest of the paper is as follows. The observational data are introduced, and their representation and dependence on rotation explained, in x2. In x3 we present the analysis methods, namely the linear inversion methods and the genetic forward modeling technique. In x4 we use synthetic data in a series of test cases to assess the sensitivity and resolution of both linear inversions and forward modeling solutions for inferring the properties of the tachocline.
We present the solar results from the LOWL data in x5, where we critically examine possible latitudinal dependences in the structure of the tachocline. We conclude the paper (x6) with an assessment of the consequences of our results for the various physical processes surveyed in this introduction and believed to operate in the vicinity of the core-envelope interface inside the Sun.
Observational Data and their Sensitivity to Rotation
The global p-mode oscillations of the Sun can be identi ed by three quantum numbers: the radial order n, the spherical harmonic degree l and the azimuthal order m. The degree and azimuthal order identify the spherical harmonic Y m l ( ; ) which describes the dependence of the mode on colatitude and longitude . The modes have angular frequencies ! nlm (equivalently cyclic frequencies nlm ! nlm =2 ). In a spherically symmetric, non-rotating star the frequency is independent of m and so depends only on n and l. Since, for a given l, m can take all integer values from ?l to +l, this means that the frequencies in each (n; l) multiplet have (2l + 1)-fold degeneracy. Rotation lifts this degeneracy. To rst order (which is adequate for the Sun, which is a relatively slow rotator), the frequencies depend on the rotation rate (r; ) as ! nlm = ! nl0 + m Z Z K nlm (r; ) (r; ) r dr d ; (1) where, for a given solar structural model, the kernels K nlm (r; ) are known functions. The K nlm do not depend on the sign of m.
{ 6 { The frequencies are determined observationally from the Fourier transforms of the time series of the Sun's oscillations. In order to obtain stable and reliable estimates, the frequencies ! nlm for di erent m values are not estimated individually. Instead, the m dependence of the frequencies within a given multiplet is parametrized using a low-degree polynomial in m:
The P l j (e.g. Schou et al. 1994 ) are polynomials in m, of degree j and of de nite parity; they are normalized such that P l j (l) = l and are orthogonal in the sense that P P l i (m)P l j (m) = 0 if i 6 = j, the sum being over all m from ?l to +l. It is the odd so-called a coe cients a 1 , a 3 , a 5 in the above parametrization that depend on rotation to rst order. Since the relation between the a-coe cients and the frequencies is linear, it follows from equation (1) that the coe cients are also related by (di erent, but again given) kernels K nlj to the underlying rotation rate :
nlj (r; ) (r; ) r dr d ; j odd :
To illustrate the latitude resolution provided by these a coe cients, Figure 2 shows kernels as a function of latitude, at r = 0:995 R, for the multiplet (l; n) = (10; 15). The latitude dependence at other radii or for other multiplets is very similar, apart from a scale factor. Some properties of the latitude variation of these kernels were discussed by Pijpers (1997) .
In practice, of course, the observationally determined coe cients also contain errors. We assume these to be additive, independent from one coe cient to another, and Gaussian with zero mean and standard deviation " nlj . The error standard deviations are estimated in the process of determining the a coe cients from the observations: in the following, therefore, they are assumed to be known.
The data used in this investigation are from a combined set of the frequency splitting data from the rst two year's of operation of the LOWL instrument (Tomczyk et al. 1995b) . The dataset comprises a 1 , a 3 , a 5 coe cients for 1104 (n; l) multiplets with degree l in the range 1 l 99. The observations used to generate these data were made between 1994 February 26 and 1996 February 25.
Analysis Methods

Linear inversion methods
Given the data on the left-hand side of equation (3), the inversion problem is to make inferences about the unknown rotation rate (r; ). We use two linear inversion techniques, 2D Regularized Least Squares (2D RLS) and the 2D Subtractive Optimally Localized Averages (2D SOLA).
{ 7 {
In brief, the 2D RLS chooses a solution to make a least-squares t to the observed a coe cients. The function tted is piecewise-bilinear on a rectangular mesh in the r ? plane, with 101 non-uniformly spaced points in radius and 25 uniformly spaced points in latitude. Because in equation (3) is integrated against kernels K that are almost linearly dependent, the problem is ill-conditioned and a straight least-squares solution would be dominated by noise. We regularize by instead minimizing the 2 residual of the t to the data plus two integral terms that penalize functions with large second derivatives with respect to r or . The precise implementation was described by Schou et al. (1994) . The density of the (r; ) mesh on which the solution is computed is such that the parametrization is not a primary restriction on the solution. Rather, it is the regularization which picks the solution from those functions which would, loosely speaking, make equally good ts to the data.
The 2D SOLA does not explicitly seek to t the data; instead in such so-called optimally localized averages techniques (e.g. Backus & Gilbert 1968 ) the goal is to nd linear combinations of the kernels K (a) nlj which are localized near some chosen target locations (r 0 ; 0 ) in the Sun and are small everywhere else. Then the same linear combinations of the a coe cients give an estimate of a local weighted average of the true rotation rate. Speci cally, if we take a linear combination of the equations (3), weighting each datum a j (n; l) with a weight c nlj (r 0 ; 0 ), we obtain 
is known as the averaging kernel. If we can so choose the coe cients c nlj that the averaging kernel is localized around (r 0 ; 0 ), with R R Krdrd = 1, then the left-hand side of (4) is a local average of the rotation rate near the target location, and moreover can be evaluated from the data. The present implementation uses subtractive optimally localized averages, introduced by Pijpers & Thompson (1992 
{ 8 { where the radial and latitudinal widths r and must be chosen suitably, and A is a normalization factor. To solve the fairly large system of linear equations resulting from the minimization of the expression (6) the e cient algorithm developed by Larsen & Hansen (1997) was used (see also Larsen 1997) . Although the 2D SOLA does not set out explicitly to infer the global rotation pro le, if one succeeds in forming well-localized averages over a substantial region of the solar interior then these results can be viewed as a blurred image of the underlying global rotation pro le. On the other hand, the 2D RLS is also a linear method in the sense that the solution at any point (r 0 ; 0 ) is a linear combination of the data: hence for this method the solution can be regarded as the left-hand side of equation (4), for some coe cients c nlm (r 0 ; 0 ), and so by the same equation it follows that averaging kernels also exist for the 2D RLS.
Since we are interested in the tachocline, where the radial gradient of the rotation rate is peaked, it is interesting also to invert for @ =@r directly, rather than for itself. The exibility of 2D SOLA allows one to do this (cf. Pijpers & Thompson 1992) . In this case we form averaging kernels that resemble the radial derivatives of Gaussians, by replacing in equation (6) In what follows, we therefore present results for three di erent linear inversions: 2D RLS for , 2D SOLA for , and 2D SOLA for @ =@r.
Genetic forward modeling
In addition to the linear inversion methods, we also carry out nonlinear parametric ts to the data via forward modeling. Rather than using a full 2D discretization of the rotation pro le (r; ) as with 2D RLS and 2D SOLA, we express the axisymmetric rotation pro le as: 
Given one such parameter set, one can evaluate the integral appearing on the RHS of equation (3) and compute the frequency splitting coe cients a s (n; l; u) associated with the corresponding rotation curve. The modeling task then consists of nding the parameter set u that minimizes the di erence between the a s (u) computed in this way and the observed splitting coe cients a obs s , as measured by a normalized The normalization factor = M ? J is the total number of degrees of freedom available to the t, with M being the total number of data points, and J the number of tting parameters (J = 7 here). Under this normalization 2 < 1 indicates an adequate t.
This approach only super cially resembles that of Kosovichev (1996) . Although we are making use of a parameterization in the context of a forward model, what we parametrize is the 2D rotation pro le (r; ), and then compute the predicted frequency splittings via equation (5). Taking advantage of asymptotic properties of the splitting coe cients' dependence on the rotation pro le, Kosovichev (1996) directly ts a 2-parameter radial function to the variations of the a 3 's (corrected for Coriolis e ects) with respect to the lower turning point of the corresponding multiplet. This neatly avoids having to specify (or parameterize) the form of the rotation pro le in the convective envelope, but restricts the information that can be extracted from the t to the radial dependency of a tachocline whose latitudinal dependency is implicitly assumed to be that of the rst-order Legendre polynomial P 1 3 ( ). The procedure used here allows the consideration of a much wider class of tachocline rotation pro le, and in this respect is more comparable to the approach of Basu (1997) and Antia et al. (1998) .
This modeling task turns out to be a hard minimization problem, chie y because the quantity to be minimized, 2 , is a markedly multimodal functional form in the 7-D search space. In a recent paper (Charbonneau et al. 1998b ) we have described a technique based on a genetic algorithm (Holland 1975; Goldberg 1989; ; and references therein), which we named Genetic Forward Modeling (hereafter GFM), which is well-suited for such problems. In essence, the method begins with a series of trial solutions to the minimization problem, and generates sequences of improved trial solutions through operators and selection mechanisms inspired by the biological process of evolution by means of natural selection. An attractive operational feature of the method is that no derivatives of the merit function (here 2 ) with respect to model parameters { 10 { are needed, so that the linearity |or lack thereof| of the relationship between 2 and the de ning parameters of the rotation pro le does not a ect the structure of the algorithm. The interested reader is referred to Charbonneau et al. (1998b) for further details.
In obtaining the results discussed below we have made one addition to the GFM procedure described in Charbonneau et al. (1998b) : the \best t" solution produced by using the genetic algorithm is used as an input for further minimization using the downhill simplex method, as implemented in the subroutine amoeba described in x10.4 of Press et al. (1992) . This is a straightforward modi cation, since in the present context the simplex method also functions as a forward technique, and requires no derivative information. The optimal strategy is to run the genetic algorithm until the global minimum in 7-D parameter space has been located, and then switch to the simplex method to improve rapidly the accuracy of the best t solution. The resulting hybrid technique combines the global exploratory capabilities of genetic algorithms with the faster convergence of the simplex method in the vicinity of the global minimum. Of course, any \best-t" solution resulting from this procedure is, at best, meaningful only to the extent that the adopted parameterization for (r; ) can accurately represent the real solar internal rotation pro le.
The main advantage of this approach is that the quantity being minimized is now a pure 2 goodness-of-t measure (cf. eq. 12]), without any smoothness penalty functional. Evidently the adopted functional form for (r; ) does impose a rather severe overall smoothness constraint on the solutions that can be recovered by the tting procedure. In that sense the solutions are indeed being regularized. However, no constraints are being placed on the sharpness of the transition from latitudinal di erential rotation in the envelope to rigid rotation in the core, as long as it resembles equation (10). In principle, a tachocline of arbitrarily small thickness can be picked as a 2 -minimizing solution.
Solar model
All methods discussed above require a solar structural model to compute the acoustic eigenfunctions and inversion kernels. As reference structural model we have used Model S of Christensen-Dalsgaard et al. (1996) Our rst task is to determine the resolution limit on r c and w attainable in the presence of noise, and to obtain error estimates for inferred solution parameters. To this end we construct a series of rotation pro les using equations (8) (1) a convective envelope where the di erential rotation is primarily in the latitudinal direction, and characterized by equatorial acceleration; (2) a deep radiative core that rotates very nearly rigidly, at a rate corresponding to the surface mid-latitudes; (3) a matching of the core and envelope rotation pro les occurring across a thin transition layer located immediately beneath the convective envelope. For each rotation pro le we then calculate synthetic frequency splitting coe cients (a 1 , a 3 and a 5 ) for the 1104 multiplets in the LOWL 2-year dataset, to which we then add noise at a level corresponding to that dataset. Twenty distinct noise realizations are produced for each w value, for a grand total of 200 synthetic datasets. It is useful to rst look at the magnitude of the signal we are trying to extract from the synthetic data. For this purpose de ne a quantity a s which measures the di erence between the a-coe cients for the w=R = 0:01 and w=R = 0:1 noiseless synthetic datasets with respect to the 1 error of the corresponding multiplet: a s = a s (n; l; w=R = 0:1) ? a s (n; l; w=R = 0:01) " nls :
Figures 3a through 3c show this quantity for the rst three splitting coe cients, plotted as a function of the lower turning points of their associated multiplet. Even across the whole range of w=R values of the synthetic datasets the variations in splittings coe cients are at most at the 1 level for a 1 and a 3 , and well below for a 5 . Fortunately, the relatively large number of modes used to perform the inversion still allows us to extract meaningful information from the data.
Results for linear inversion
To illustrate the properties of the linear inversion methods, Figure 4a through c shows examples of solutions for a single case of synthetic data, with w=R = 0:05. The solutions are shown in the form of radial cuts at latitudes of 60 , 30 and 0 (the equator). For comparison, the thicker lines show the underlying true solution used to construct the synthetic data. It is evident that the e ect of the inversion, particularly for the SOLA results ( Fig. 4b and c) is to smooth the sharp radial variation in the tachocline. The radial smoothing is particularly evident for the inversion for @ =@r, whose magnitude is strongly reduced. The SOLA solution (Fig. 4b ) also shows a { 12 { signi cant reduction in the amplitude of the latitudinal di erential rotation in the envelope. The apparently signi cant structure in the solution is in reality spurious. It originates from non-local contributions to the rotation rate estimates associated with poorly constrained averaging kernels, as well as from smoothing and error correlation (see Howe & Thompson, 1996) ; this emphasizes the care required in the interpretation of such inversion results. Further information about the smoothing resulting from the inversion can be obtained from the averaging kernels, examples of which are shown in Figure 5 . The averaging kernels for the SOLA inversion are closely approximated by equation (7) or its derivative. As a result, the smoothing in r is obtained by folding the true rotation pro le with a Gaussian. The result, for the rotation law speci ed by equations (8) In Figures 4b and 4c , the thin lines show the corresponding rotation pro les. It is evident that this more closely approximates the solution in the tachocline region, particularly for @ =@r; the remaining di erence is predominantly the e ect of the smoothing in latitude. Note also that the nite latitudinal width of the SOLA kernels is responsible for the signi cant reduction of the envelope latitudinal di erential rotation (r=R > 0:7) characterizing the SOLA inversion (Fig. 4b ).
Equation (14) explicitly demonstrates the di culty of resolving the tachocline on the basis of the linear inversion results: when w < r the inferred width,w, depends little on the true width w.
The principal goal of the present analysis is to determine the parameters of the tachocline. The nite resolution of the linear inversions, as described by their averaging kernels, has the e ect of smoothing out a small-scale feature like the tachocline. We must therefore attempt to deconvolve the averaging kernel and the underlying rotation pro le. To do so we must make assumptions about the form of the underlying rotation pro le. We treat each latitude separately, and at each latitude assume that the underlying pro le is of the form (cf. eq. 8) (r; c ; e ; r c ; w) = c + f(r; r c ; w)( e ? c ) ; (15) where f is given by equation (10), and the constant e is the envelope rotation at that latitude (not to be confused with eq , one of the scalar parameters de ning our parameterization of (r; ) in x3.2 above, and x4.3 and 4.4 below). We convolve this with the actual averaging kernels for the inversion, i.e., as on the right-hand side of equation (4) { note that the integration with respect to merely averages the kernel in that direction { and then choose the parameters fr c ; w; c ; e g to obtain a least-squares t to the linear inversion solution at the latitude under consideration.
The t is performed only over a limited extent in radius, incorporating the bottom half of the convection zone and a similar extension into the radiative interior. This is the reason we permit ourselves to take e to be independent of radius, in contrast with the GFM model (cf. eq. 9) where some of the variation of the rotation with radius inside the convection zone must also be modelled to allow for the equatorial subsurface local maximum in the rotation rate. Figure 6 shows the results of applying the inversion techniques to the complete synthetic dataset. The inferred tachocline parameters were obtained by means of the t described above. The gure shows, for the RLS and SOLA inversions, the resulting values and standard deviations for r c and w, averaged over the 20 realizations, plotted against the true width, for the RLS and SOLA inversions. The dotted lines indicate the input parameter values. The results are for target latitudes at the equator; the results at latitude 60 are similar, whereas at intermediate latitudes, where the tachocline is weaker, the t is generally less successful. The ts to the solutions did not converge reasonably in a few noise-realization cases: some of these problems may have arisen from our using the a simple nonlinear least-squares method (i.e., the IDL curvefit implementation of the CURFIT procedure from Bevington & Robinson 1992) . The parameters are generally recovered with reasonable precision although there are signi cant systematic shifts, particularly for w in the RLS inversion, and r c in the SOLA results. The reasons for these e ects merit further investigation. In the SOLA case in particular the e ect may be due to not accounting in equation (15) for the latitudinal variation of the underlying rotation pro le when estimating the tachocline parameters from the linear inversion solution.
Results for genetic forward modeling
We now apply the GFM procedure to the same synthetic dataset. A population of 50 trial solutions is left to evolve for 2500 generations, after which the best trial solution so produced is further re ned by downhill simplex to tolerance 10 ?6 . Figure 4d , again in the form of radial cuts at latitudes of 0, 30 and 60 degrees.
The shaded area was computed by calculating a set of nine pro les having w; w and r c ; r c , and extracting at each depth the minimum and maximum values found across the set. As in other { 14 { panels of the gure, the solid lines indicate the rotation pro le used to construct the synthetic data. At rst glance one would conclude that the GFM procedure recovers the tachocline structure with much better accuracy than either SOLA or RLS. It must be kept in mind, however, that the GFM procedure makes use explicitly of the same parametric functional form for (r; ) that was used to generate the synthetic data, so that the comparison is unfair to both SOLA and RLS. Evidently, such convenient a priori information is not available when analyzing real data. Nevertheless, the ability of GFM to recover accurately sharp jumps in (r; ) remains noteworthy.
For most of the modes retained in our dataset, the a 1 coe cients |e ectively a latitudinallyaveraged measure of the rotation rate (cf. Fig. 2 )| are determined with much greater relative accuracy ( < 0:5 %) than either the a 3 (accurate to < 10 %) or a 5 coe cients. This implies that the 2 minimization is largely driven by the need to t accurately the a 1 coe cients. This is why the parameter c is so well recovered in Figure 7 . In the hope of increasing the accuracy of our determinations of r c and w, we now consider inversions making use of the a 3 coe cients only. These e ectively correspond to the rst -dependent term in a latitudinal expansion of the di erential rotation pro le (cf. eq. 2]); the a 3 coe cients can then be expected to be sensitive to the change from approximately constant latitudinal di erential rotation in the convective envelope to vanishing di erential rotation in the underlying radiative core (see Kosovichev 1996) . Also, we note from Figure 2 that as functions of latitude the corresponding kernels change sign at approximately the same location as does the radial gradient of rotation in the tachocline; in this sense a 3 provides optimal sensitivity to the properties of the tachocline, although obviously averaged over latitude.
Repeating the above parameter recovery exercise using only the a 3 coe cients leads to central estimates and standard deviations for r c and w that are quite similar to those shown in Figure 7f and 7g. This provides added con dence that the 2 minimization has not been overly driven by the need to t the a 1 coe cients to high accuracy.
Testing for bias and systematic e ect
One may argue that the results discussed above give an unrealistically optimistic evaluation of the spatial resolution capabilities of the forward modeling scheme. Such a claim can legitimately be made on the grounds that the above parameter-recovery exercise made use of the same parameterization for (r; ) as was used to generate the synthetic datasets. This will certainly not be the case in reality, so one should perhaps not immediately assume a priori that the resolution capabilities of the method, estimated from Figures 6 and 7, carry over to real data. To test this possibility we have computed a di erent series of forward modeling solutions, using the same synthetic splitting dataset as before, but this time assuming 2-parameter functional forms for the radial dependency of the shear layer, i.e., the function f(r), di erent from equation (10). 
The numerical factors multiplying w in equations (16) and (17) are chosen so that, in the range 0:01 w=R 0:1, the corresponding radial shear pro les have very nearly the same widths as given by equation (10) for the same value of w. Repeating the above parameter recovery exercises produces solutions with accuracy comparable to those obtained previously when equation (16) is used, and only slightly less accurate if equation (17) is used instead. Nevertheless, all solutions retain useful accuracy down to w=R ' 0:01.
Another related source of potential bias is associated with the fact that the relatively simple parametrization used to obtain the GFM solutions cannot reproduce the ner rotational structure in the convective envelope revealed by fully 2-D inversions (e.g. Fig. 1 herein) ; this is especially worrisome in the case of the signi cant radial shear existing near the surface. To test the degree to which this a ects the GFM results, we have constructed synthetic data similar to those described in x4.1, except that in 0:9 r=R 1:0 we have added a surface shear contributions taken directly from Figure 1 . Repeating the parameter recovery exercise described above yields tachocline parameters that are basically as accurate as in 
Results for LOWL Data
We now apply our four inversion techniques to real data, namely the LOWL 2-year frequency splitting dataset (Schou & Tomczyk 1998) . The a-coe cients for all 1104 multiplets are used for the linear inversions, while only the subset having lower turning point in the range 0:5 =R 0:8 are retained for genetic forward modeling. Figure 8 shows results of linear inversion, using the same inversion parameters as in the inversions of the synthetic data in Figure 4 . These were chosen so as to resolve as well as possible the { 16 { tachocline region, and are therefore not necessarily optimal for other regions. (Fig. 1 shows a lower-resolution 2D RLS inversion solution.) The inversions clearly delineate the tachocline. Also, it is interesting that, in particular in the results for @ =@r, there appears to be a shift in the tachocline location between the equator and latitude 60 . This point is examined in more detail in x5.3 below.
Results from linear inversions
As done in section 4.2 for the synthetic data, we have tted the simple model given by equation (15) to the results of the inversion. The resulting parameters, at the equator and latitude 60 , are presented in Table 1 . The estimates of the standard errors at latitude 0 are simply unweighted averages of the error bars in each of the panels of Figure 6 . An analogous procedure gives the error bars at 60 .
Results from forward modeling
We now turn to the GFM technique, using the 7-parameter angular velocity pro le de ned by equations (8) through (10). Because our adopted parameterization, by construction, cannot reproduce the near-surface rotation gradients revealed by the 2D linear inversions, some bias is introduced in the tting procedure. To minimize this we carry out the t using only multiplets with lower turning points in the range 0:5 =R 0:8, which is amply su cient to include all the multiplets that are most sensitive to variations in the tachocline thickness (cf. Fig. 3 ). This leaves 308 (n; l) multiplets with degrees in the range 15 l 65, 6 n 16.
If the full set of coe cients is used (a 1 , a 3 and a 5 ), the best-t solution has 
In both cases we have used the 1 error estimates inferred from the synthetic data to characterize the errors on the best t parameters. It is reassuring that both solutions agree with one another within their respective 1 con dence levels. The inferred shear layer thickness w and central radius r c are also in good agreement with a similar determination carried out independently by Basu (1998) using two di erent datasets and a sigmoid parameterization (as eq. 16] herein) for the radial structure of the layer. The 2 of both GFM solutions are signi cantly larger than one. This is likely due in part to underestimates of some of the errors (" nls in eq. 12]), but also to the fact that our adopted parametrization cannot reproduce many of the ner structures that are likely present in the solar internal rotation pro le, especially in the convective envelope. This is most readily seen upon comparing the GFM solution to the linear inversions (cf. Fig. 8 ). Of course one could further re ne the parameterization, to reproduce properly more and more of the smaller spatial scales of the rotation pro le, gradually reducing the 2 in the process. In the present context this would not be a particularly meaningful exercise. The 2 > 1 values of the GFM solutions should nonetheless serve as a sobering reminder that we are at the mercy of our parameterization, in much the same way as regularized linear inversions are at the mercy of their adopted regularization functional and parameters.
Testing sensitivity to latitude-dependent shear layers using GFM
The model of rotation, de ned by equations (8)| (10), used in the GFM allows for latitudinal variation of the outer rotation rate, but assumes that the central location and width of the tachocline layer are independent of latitude. This is the model used in the previous section. The linear inversion results (Table 1) suggest that the tachocline parameters are not the same at all latitudes. We therefore now consider a possible latitudinal variation of the tachocline in our GFM approach. We retain the general parameterization described by equation (8) Experience shows that the genetic algorithm must be left to evolve for up to 5000 generations before adequate global convergence is consistently achieved.
Once again we rst generate various synthetic datasets including various realizations of noise at the level of the LOWL 2-year dataset. In light of the results of x5.2, we do so for w 0 =R = 0:05 and r c0 =R = 0:705, with ?0:05 r c1 =R +0:05 and ?1:0 w 1 =w 0 3. Solutions obtained using the GFM technique show that in this parameter range, r c1 is recovered with very good accuracy, ' 0:01 R , while for the recovered ratio w 1 =w 0 one has ' 0:75, implying that pole-equator variations of w by less than 75% cannot be reliably detected using our technique on this dataset. We compute three distinct GFM solutions; the rst (GFM-1) is a full 9-parameter solution.
The second (GFM-2) is a 8-parameter solution, identical to GFM-1 except that the parameter w 1 is forced to zero. The solution GFM-3 retains w 1 6 = 0, but enforces r c1 = 0 instead, yielding again an 8-parameter problem. All solutions make use of the three splitting coe cients a 1 , a 3 and a 5 . Table 2 lists the four best-t aspherical parameters (note that r c (0 ) r c0 and w(0 ) w 0 ), as well as r c ( ) and w( ) at latitudes of 60 , for ease of comparison with Table 1 . As before these GFM solutions were run over 5000 generations and further re nement to tolerance 10 ?6 using the downhill simplex method. It is noteworthy that the GFM-1 and GFM-2 solutions both have a 2 that is slightly |but signi cantly| smaller than the spherical tachocline solution of x5.2, whose parameters are listed at the bottom of Table 2 as GFM-0. The most striking feature in Table 2 is that the two better solutions (on the basis of their 2 ) are slightly prolate, i.e., r c1 > 0 so that r c increases with latitude. Moreover, both the equatorial radius and degree of prolateness agree very well with the results obtained by SOLA and RLS, as can be seen by comparing the GFM-1 and 2 solutions of Table 2 to the corresponding values of r c listed in Table 1 . The statistical signi cance of this results can be ascertained by constructing 2 -isosurfaces about the best-t solution and establishing con dence regions (see, e.g., Press et al. 1992, x15.6 ). In doing so we must make the critical assumption that errors are uncorrelated and normally distributed, which does not strictly hold here. Figure 9 shows 2-D cuts in the r c1 ; r c0 ] and r c0 ; w 1 ] subplanes passing through the best-t GFM-1 solution (solid dot). Figure 9a reveals a signi cant error correlation between r c0 and r c1 , with more strongly prolate tachoclines having a slightly deeper equatorial central radius. Figure 9b shows that a latitude-independent central radius (i.e., r c1 = 0) can be de nitely ruled out at the 99% level, while a latitude-independent tachocline thickness (w 1 = 0) cannot be ruled out even at the 68.3% level. These con dence bounds are compatible with the 1 error bars inferred from Monte Carlo analysis synthetic data. As with the spherical tachocline GFM solutions of x5.2, no signi cant error correlation is found between r c0 and w 0 . In all cases the degree of prolateness is well outside the = 0:01 R uncertainty level inferred from synthetic data, indicating that this prolateness is not a mere consequence of data noise. One can but conclude that a pole-to-equator di erence in r c of about 0:024 0:005 R is a robust property of our dataset, and quite possibly of the Sun also.
Can the inferred prolateness be due to a systematic bias e ect associated with the simplistic nature of our parameterization of envelope rotation? The synthetic data with surface shear, described in x4.4 can be used to test this possibility. Applying the 9-parameter aspherical version of the GFM method to these synthetic data (which have r c1 = w 1 = 0) yield a recovered average value r c1 = ?0:011 0:010, i.e., a tachocline that is slightly oblate at the limit of statistical signi cance. We conclude that our inferred prolateness is not due to systematic e ects associated { 19 { with surface shear.
Based on the 2 isocontours of Figure 9b and analysis of synthetic data, one must conclude that the inferred latitudinal variation in tachocline thickness w is not statistically signi cant. The GFM-2 solution, with w 1 arti cially forced to zero, is as accurate as GFM-1 on a 2 basis. The diamonds in Figure 9 correspond to the GFM-2 solution, and lie well within the 68.3% con dence level associated with the GFM-1 solution. In addition, imposing r c1 = 0 instead (GFM-3) yields a 2 that is signi cantly poorer than GFM-1, indicating that |given our adopted parameterization| the primary latitudinal dependency is on r c rather than w. Furthermore, as can be noted from Table 1 the linear inversions yield contradictory results on this point. The RLS inversion suggests a tachocline thickness that decreases by a factor of about 2 with increasing latitude, in good agreement with GFM-1, while the SOLA inversions shows the thickness to be very small at the equator (w=R = 0:01) but increasing by a factor of ve at latitude 60 . This latter trend is somewhat similar to GFM-3. However, unlike the case of r c , all solutions are compatible with a thickness parameter w that is constant with latitude within the inferred 1 uncertainties.
6. Discussion
The thickness and location of the solar tachocline
We have obtained results on the structural properties of the solar tachocline from the LOWL 2-year dataset, using forward modeling techniques and RLS and SOLA linear inversion methods. How should these results now be combined to deduce \best" estimates of the properties of the tachocline, for example the location r c of the midpoint of the shear layer? Each of the three inversions has provided an estimate, with associated 1 error bar. Those error estimates of course only re ect the in uence of the assumed Gaussian data errors: they tell how each estimate would change if a di erent realization of the data errors were obtained. In addition, we can suppose that each method might have its own intrinsic bias. Our experiments with synthetic data provide some estimate of the bias (Figs 6, 7) , and if we believed that our experiments with synthetic data modeled su ciently precisely the sources of bias in each method then we could attempt to compensate for the bias in the three estimates obtained before combining them. We feel, however, that a more cautious interpretation of the synthetic data results is justi ed, namely that we obtain a feel for the magnitude of any bias, without placing overmuch reliance on its precise value. In a Bayesian spirit, one might then model the bias in each method as xed for that method but coming from a probability distribution, the prior for which could be based upon our results in x4. The estimate from each method is then the sum of three contributions: the true value of the tachocline parameter, the bias (which is xed for each method but varies from one method to another) and the noise which is (assumed) multi-variate normally distributed (i.e., the noise in each estimate taken separately is Gaussian distributed, but may be correlated from one method to another). Taking all this together, one could then use e.g. the maximum-likelihood method to estimate afresh the distribution of the biases and the true value of the tachocline parameter.
We have done something approximating to this. We have made the great simplifying (and optimistic) assumption that the correlation between the noise in the three estimates is zero. We have also assumed that the biases come from a Gaussian distribution with unknown variance 2 b , so that each estimate nally has a Gaussian distribution with mean given by the true parameter value, and variance equal to 2 b plus the variance of the method's error due to data noise. The maximum-likelihood estimate of 2 b cannot be negative. Thus, in the case where the spread in the central estimates from the three methods is consistent with the quoted error bars due to noise, the maximum-likelihood estimate of 2 b is simply zero. This is the case for our estimates of r c and w below. Then the \best" estimate for the parameter is given by the usual formula for combining independent normally-distributed values with (in general) di erent variances, namely 
These imply that the tachocline is slightly prolate, with an inferred 60 -to-equator di erence in central radius of r c =R = 0:024 0:004 :
A prolateness at this level is recovered consistently by all three analysis techniques, and is well outside the 1 uncertainty level inferred from the behavior of each technique on synthetic data.
Combining our three estimates for w (see Tables 1 and 2 ) in the same manner as for the central radius, we obtain the following values for the tachocline thickness: 
We point out once again that the inferred slight variation of the thickness with latitude is not statistically signi cant. Note also that the somewhat larger thickness value w=R = 0:053 0:015 of the GFM spherical tachocline solution (x5.2) most likely results from prolateness biasing the spherical solution to larger tachocline thickness. These results place most of the tachocline beneath the transition from sub-to superadiabaticity, which according to Christensen-Dalsgaard et al. (1991) takes place at r=R = 0:713 0:003
Our results should rst be compared with other recent inversion experiments aimed speci cally at determining the location and thickness of the solar tachocline. The rst such experiment was { 21 { carried out by Kosovichev (1996) , using the Big Bear Solar Observatory 1986|1990 frequency splitting dataset in conjunction with a simple 2-parameter analytic form (central radius r c and thickness w) for the variation of the a 3 coe cient against lower turning point of the multiplets across the tachocline. Kosovichev Over the past few years a number of inversions (Charbonneau et al. 1998a; Antia et al. 1998; Corbard 1998; Di Mauro & Dziembowski 1998) have hinted at a possible latitudinal dependency in the structure of the tachocline. The reasonably good agreement obtained herein between linear inversions and forward modeling indicate that a prolate tachocline is a robust property at least of our dataset |if not of the Sun. Assuming uncorrelated and normally distributed errors, the { 22 { ts of x5.3 rule out a spherical tachocline (i.e., no prolateness) at the 99% con dence level for a 9 degrees-of-freedom t. A pole-equator di erence r c =R = 0:024 is also well outside the 1 uncertainty level estimated from our Monte Carlo analysis of synthetic data. Gough & Kosovichev (1995) found slight evidence, from analysis of the latitude variation of the depth of the convection zone, that the solar radiative interior might be prolate, with the polar radius exceeding the equatorial radius by about 0:02R ; this is consistent with the evidence found here. Using GONG data in conjunction with a forward modeling technique in essence similar to our GFM approach, Antia et al. (1998) also nd a prolate tachocline, although their inferred degree of prolateness is approximately at their estimated 1 uncertainty level, and so is at the limit of statistical signi cance. obtain very much similar results with SOHO/MDI data, nding a prolate tachocline, but again at their estimated 1 level. In both cases no statistically signi cant latitudinal variation of the tachocline thickness is found, in agreement with our results.
Less direct evidence for the properties of the shear layer has been obtained from helioseismic inference of solar internal structure. Elliott, Gough & Sekii (1998) and Elliott & Gough (1999) identi ed a pronounced bump in the sound-speed di erence between the Sun and a solar model, immediately beneath the convection zone, as the result of material circulation in the tachocline. From the height and width of the bump they determined the width of the mixed region to be around 0:02 R . Although this is somewhat less than the tachocline thickness determined in this paper, we note that the inference by Elliott et al. is sensitive to the detailed properties of the assumed solar reference model. In addition, what they are e ectively measuring is the thickness of the chemically mixed region beneath the base of the convective envelope, which may or may not coincide with a rotationally-de ned tachocline.
Physical implications
The equatorial central radius r c =R = 0:693 and equatorial thickness w=R = 0:039 inferred above put the bulk of the shear layer beneath the core-envelope interface, as measured by the change from sub-to superadiabatic strati cation which occurs at r=R = 0:713 (e.g. Christensen-Dalsgaard, Gough & Thompson 1991; Basu & Antia 1997) . From this one would conclude that the tachocline model recently proposed by Canuto (1998), which requires most of the shear to reside within the convective envelope, can be ruled out as an explanatory model of the solar tachocline. Broadly speaking, this leaves three types of models describing a thin tachocline located immediately beneath the core-envelope interface.
The original hydrodynamical tachocline model proposed by Spiegel & Zahn (1992) (27), was based on a number of simplifying assumptions, but it has been largely con rmed by the numerical calculations of Elliott (1997;  note that Elliott still had to assume the existence of enhanced horizontal turbulence of a prescribed mixing e ciency). Demanding w = 0:05 R requires = H ' 10, which in turn implies H ' 10 6 cm 2 s ?1 , roughly three orders of magnitude higher than ordinary microscopic viscosity (assuming that the thermal di usivity is not enhanced by turbulent transport; this is actually a rather dubious assumption). This enhanced momentum transport cannot be due to turbulence driven by horizontal shear ow instability, since the latitudinal shear within the tachocline has been be shown to be hydrodynamically stable (Watson 1981; Gilman & Fox 1997; see, however, Dziembowski & Kosovichev 1987 for apparently con icting results). On the other hand, the joint MHD instability studied by Gilman & Fox (1997) may be able to provide the needed enhanced transport. To date this instability has only been studied in the linear regime, so that it is not yet possible to estimate the associated turbulent transport coe cients. Nonetheless, at present this instability represents the most likely candidate mechanism capable of providing the strongly enhanced turbulent latitudinal angular momentum transport required in the Spiegel & Zahn tachocline model. Gough & McIntyre (1998) have recently suggested that the inward spread of the tachocline is quenched not by enhanced horizontal viscous-like transport, but rather by magnetic stresses associated with the shearing of a large-scale magnetic eld pervading the solar radiative core. They obtain the following relationship between tachocline thickness (w in our notation) and 
with B 0 measured in Gauss. Using r c =R ' 0:7 and requiring w=R = 0:05 leads to B 0 10 ?4 G, a rather weak magnetic eld indeed. A related problem was considered by R udiger & Kitchatinov (1997) and MacGregor & Charbonneau (1998) . These authors have investigated some properties of the tachocline-like MHD boundary layer that forms in the upper part of the solar radiative core under the assumption that the latter contains a large-scale, fossil magnetic eld. The di erential rotation imposed at the interface by the overlying di erentially rotating convective envelope leads to the buildup of magnetic stresses which can con ne the di erential rotation within the radiative core to a thin, tachocline-like magnetoviscous boundary layer. For a fossil magnetic eld contained within the radiative core, this layer has a thickness given by 
Requiring w=R = 0:05 translates into B 0 10 ?4 G, again a very weak eld. One should note that while equations (28) and (30) aim at representing the same physical e ects, they predict markedly di erent functional relationships between w and B 0 . The fact that they both lead to the same B 0 for w=R is coincidental; we leave this as a reminder that such order of magnitude estimates must be considered with great caution, given the complexities associated with the dynamics of a magnetized tachocline, and the lack of detailed, quantitative models thereof currently available. A major source of additional uncertainty in any model relying on internal magnetic elds to quench the inward growth of the tachocline is related to the possibly overwhelming e ects of the dynamo-generated magnetic eld, which oscillates on a timescale much shorter than the typical evolutionary timescale for the tachocline. A small set of exploratory calculations has been carried out by Roald (1998) . His results indicate that the dynamo-generated magnetic eld can indeed contribute to horizontal angular momentum redistribution within the tachocline, and lead to large-scale, low-amplitude torsional oscillation in phase with the solar cycle. It remains to be shown whether dynamo-induced magnetic stresses can restrict the inward spread of the tachocline in the presence of a thermally-driven circulation therein; this represents an imposing problem in stellar magnetohydrodynamics, yet one which in the laminar regime should be amenable to numerical treatment.
At any rate, a thin tachocline is also advantageous when modeling the solar dynamo as an interface dynamo. Charbonneau & MacGregor (1997) have shown that for a solar-like internal di erential rotation pro le, three distinct dynamo modes can coexist and interact. Their linear calculations indicate that for a large magnetic-di usivity contrast across the core-envelope interface, the dynamo mode relying on the latitudinal shear typically has the shortest growth time, unless the tachocline is very thin. The true interface modes, which rely on the radial shear in the polar and equatorial regions of the tachocline, become preferentially excited only if the tachocline is thin enough for the magnitude of the radial shear to exceed that of the latitudinal shear in the bulk of the layer. At least in the linear regime, the equatorial interface modes compare most advantageously with observed properties of the solar cycle, including the phase relationship between poloidal and toroidal magnetic elds, a quantity notoriously di cult to reproduce with solar-like mean-eld dynamo models (see Charbonneau & MacGregor 1997, x4. 3).
The small tachocline thickness inferred here makes it easier to excite this mode over a wider range { 25 { of magnetic di usivity contrast. It should be kept in mind, however, that the nonlinear behavior of interface dynamo models is yet to be thoroughly explored.
The physical origin of the prolateness of the tachocline remains as an outstanding problem about which we can but o er the following speculation. Models of the rise of magnetic ux ropes through the solar convective envelope indicate that these ux ropes most likely originate from the equatorial portion of the tachocline (e.g., Sch ussler 1996, and references therein). Estimates for the strength of the magnetic eld therein range from a few 10 4 to 10 5 G (ibid); it is di cult to imagine such a strong magnetic eld not in uencing the tachocline dynamics in some signi cant way. Therein lies perhaps the physical e ect leading to a prolate tachocline. { 30 { Fig. 1 .| Solar internal rotation pro le as inferred from 2-year LOWL data using a 2D RLS inversion. Contours of constant rotation rate are shown, the values being in nHz. The trade-o parameters (see Schou et al. 1994 for details) were r = 10 ?5 , = 10 ?3 ; and the discretized mesh for the solution had 101 points in the radial direction and 25 points in the latitudinal direction. Only one quadrant is shown, with the equatorial plane along the bottom edge and the rotation axis along the left edge. The inferred rotation pro le in the other three quadrants can be obtained by re ection in the equatorial plane and the plane of the axis in this gure. The narrow midlatitude band of deceleration seen at r=R ' 0:85 is most likely an artefact due to the LOWL dataset being restricted to l 100 or duty cycle], and does not appear in inversions using other datasets (see, e.g., Schou et al. 1998). (10), plotted as a function of the w-value used to construct the synthetic datasets.
As in Fig. 6 , the solid dots are averages of 20 runs each carried out with a di erent noise realization, and the error bars are standard deviations about the mean parameter values. Note how well GFM can recover the tachocline parameters r c and w down to w=R = 0:01. Table 2 ), and the diamond is the 8-parameter GFM-2 solution . Panel (a) shows a net error correlation between the parameters de ning the latitudinal variation of the tachocline central radius (see eq. 20]). Panel (b) con rms that the decreasing tachocline thickness with increasing latitude is not statistically signi cant (i.e., the w 1 = 0 line lies well within the 68.3%
con dence interval), while the overall prolate shape of the tachocline is statistically signi cant with better than 99% con dence (see text).
