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ABSTRACT. In this paper, the asymptotic behavior of the conditional least squares estimators
of the autoregressive parameters, of the mean of the innovations, and of the stability parameter
for unstable integer-valued autoregressive processes of order 2 is described. The limit distributions
and the scaling factors are different according to the following three cases: (i) decomposable, (ii)
indecomposable but not positively regular, and (iii) positively regular models.
Key words: branching process with immigration, Bessel process, conditional least squares
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1. Introduction
The theory and practice of statistical inference for integer-valued time series models are rapidly
developing and important topics of the modern theory of statistics; see, for example, Steutel &
van Harn (1979) and Weiß (2008).
Among the most successful integer-valued time series models proposed in the literature, we
mention the integer-valued autoregressive model of order p (INAR(p)). Such a model was first
introduced by Alzaid & Al-Osh (1990). Another definition of INAR(p) processes was proposed
independently by Du & Li (1991) and by Gauthier & Latour (1994) and Latour (1998). In Du
and Li’s approach, the autocorrelation structure of an INAR(p) process is the same as that of
an autoregressive model of order p (AR(p))
AQ1
process, and we follow this setup. In Barczy et al.
(2011), we investigated the asymptotic behavior of unstable INAR(p) processes, that is, when
the characteristic polynomial has a unit root. Under some natural assumptions, we proved that
the sequence of appropriately scaled random step functions formed from an unstable INAR(p)
process converges weakly towards a squared Bessel process. This limit process is a continuous
time branching process with immigration also known as the Cox–Ingersoll–Ross process.
Parameter estimation for INAR(p) models has a long history. Franke & Seligmann (1993)
analyzed the conditional maximum likelihood estimator of some parameters (including the
autoregressive parameters) for stable switching INAR(1) models with Poisson innovations. Du
& Li (1991), in Theorem 4.2, proved asymptotic normality of the conditional least squares
(CLS) estimator of the autoregressive parameters for stable INAR(p) models; see also Propo-
sition 6.1 of Latour (1998); Brännäs & Hellström (2001) considered generalized method of
moment estimation. Ispány et al. (2003a), (2003b) derived asymptotic inference for nearly
unstable INAR(1) models, which has been refined by Drost et al. (2009) later. In Ispány et
al. (2003a), the mean of the innovations was supposed to be known, whereas in Ispány et al.
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(2003b), both the autoregressive parameter and the mean of the innovations have been esti-
mated jointly. Drost et al. (2008) studied asymptotically efficient estimation of the parameters
for stable INAR(p) models. The stability parameter % WD ˛1 C    C ˛p of an INAR(p)
model with autoregressive parameters .˛1; : : : ; ˛p/ has not been treated yet, but the asymp-
totic behavior of the CLS estimator of this stability parameter is well investigated in case of
unstable AR(p) processes; see the unit root tests, for example, in Section 17, Table 17.3, Case 1
of Hamilton (1994). To the best of our knowledge, unit root tests for general INAR(p) models
are not known, and from this point of view, studying unstable INAR(p) models is an impor-
tant preliminary task. In this paper, the asymptotic behavior of the CLS estimators of the
autoregressive and stability parameters together with the mean of the innovations for unstable
INAR(2) models is described (see our main results in Section 2), which can be considered as
a first step of examining this question for general unstable INAR(p) processes and more gen-
erally for critical multitype branching processes. We call the attention that in case of unstable
INAR(2) processes, new types of limit distributions occur (Theorem 2.1) compared with those
of unstable AR(p) processes.
LetZC,N,R, andRC denote the set of non-negative integers, positive integers, real numbers,
and non-negative real numbers, respectively. Every random variable will be defined on a fixed
probability space .;A;P/.
Definition 1.1. Let ."k/k2N be an independent and identically distributed (i.i.d.) sequence of
non-negative integer-valued random variables, and let .˛; ˇ/ 2 Œ0; 12. An INAR(2) model with
autoregressive parameters .˛; ˇ/ and innovations ."k/k2N is a stochastic process .Xk/k1 given
by
Xk D
Xk1
jD1
k;j C
Xk2
jD1
k;j C "k ; k 2 N; (1.1)
where for all k 2 N, .k;j /j2N and .k;j /j2N are sequences of i.i.d. Bernoulli random variables
with mean ˛ and ˇ, respectively, such that these sequences are mutually independent and indepen-
dent of the sequence ."k/k2N, and X0 and X1 are non-negative integer-valued random variables
independent of the sequences .k;j /j2N, .k;j /j2N, k 2 N, and ."k/k2N.
An INAR(2) model (1.1) can also be written in the form Xk D ˛ ı Xk1 C ˇ ı Xk2 C "k ,
k 2 N, using the binomial thinning operator ı due to Steutel & van Harn (1979).
For the sake of simplicity, we consider a zero-start INAR(2) process; that is, we suppose
X0 D X1 D 0. The general case of non-zero initial values may be handled in a similar way.
In the sequel, we always assume E."2
1
/ < 1. Let us denote the mean and variance of "1 by
 and 2, respectively. Further, we assume  > 0, otherwise Xk D 0 for all k 2 N.
On the basis of the asymptotic behavior of E.Xk/ as k ! 1 described in Proposition 2.6 of
Barczy et al. (2011), we distinguish three types of INAR(2) models. This asymptotic behavior
is determined by the spectral radius r of the matrix
A WD
"
˛ ˇ
1 0
#
:
The case r < 1, when E.Xk/ converges to a finite limit as k ! 1, is called stable or asymptot-
ically stationary, whereas the cases r D 1, when E.Xk/ tends linearly to 1, and r > 1, when
E.Xk/ converges to 1 with an exponential rate, are called unstable and explosive, respectively.
It is easy to check that r < 1, r D 1, and r > 1 are equivalent with % < 1, % D 1, and
© 2013 Board of the Foundation of the Scandinavian Journal of Statistics.
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% > 1, respectively, where % WD ˛ C ˇ is called the stability parameter; see Proposition 2.2 of
Barczy et al. (2011).
We also note that an INAR(2) process can be considered as a special 2-type branching
process with immigration. Namely, by (1.1),
"
Xk
Xk1
#
D
Xk1
jD1
"
k;j
1
#
C
Xk2
jD1
"
k;j
0
#
C
"
"k
0
#
; k 2 N;
and hence the so-called mean matrix of an INAR(2) process with autoregressive parameters
.˛; ˇ/ (considered as a 2-type branching process) is nothing else but A. This process is called
positively regular, if there is a positive integer k 2 N such that the entries of Ak are positive;
see Kesten & Stigum (1966a), which is equivalent with ˛ > 0 and ˇ > 0. The model is called
decomposable, if the matrix A is decomposable; see Kesten & Stigum (1967), which is equivalent
with ˇ D 0. If ˛ D 0 and ˇ > 0, then the process is indecomposable but not positively regular;
see Kesten & Stigum (1966b). For more details of this classification, see Appendix A of Barczy
et al. (2012).
Next, we give an overview of the structure of the paper. Section 2 contains our main results;
see Theorem 2.1 for unstable and positively regular INAR(2) processes, Theorem 2.5 for
unstable and decomposable INAR(2) processes, and Theorem 2.7 for unstable, indecomposable
but not positively regular ones. In order to highlight our main results, the preliminaries and
(technical) details on CLS estimators are presented only after our main results; see Section 3. In
Theorems 4.1, 4.2, and 4.3 of Section 4, we present joint asymptotic behaviors of the building
blocks of the CLS estimators (according to the aforementioned three cases), and by apply-
ing a version of the continuous mapping theorem (which is formulated for completeness in
Appendix Appendix B), we show how one can derive Theorems 2.1, 2.5, and 2.7 using these
theorems. Section 5 is devoted to the proof of Theorem 4.1, which is based on Lemma 5.1
and Theorem 5.1. Because of its length, the proof of Theorem 5.1 is given separately in
Section 6. Sections 7 and 8 are devoted to the proofs of Theorems 4.2 and 4.3, respectively. In
Appendix Appendix A, we present estimates for the moments of the processes involved; these
estimates are used throughout the paper. In Appendix Appendix C, we recall a result about
convergence of random step processes noting that the proof of Theorem 5.1 is based on this
result. For detailed proofs, see Barczy et al. (2012).
2. Main results
In what follows, we always assume % D ˛ C ˇ D 1; that is, the process .Xk/k1 is unstable.
For each n 2 N, any CLS estimator
b˛n.Xn/; bˇn.Xn/;bn.Xn/ of the autoregressive
parameters .˛; ˇ/ and of the mean  of the innovations based on a sample Xn WD .X1; : : : ; Xn/
has the form264 b˛n.Xn/bˇn.Xn/bn.Xn/
375 D
0B@ nX
kD1
264 X2k1 Xk1Xk2 Xk1Xk1Xk2 X2k2 Xk2
Xk1 Xk2 1
375
1CA
1
nX
kD1
264XkXk1XkXk2
Xk
375 ;
on the set
®
! 2  W PnkD1 Xk2.!/2 > 0¯ with P PnkD1 X2k2 > 0 ! 1 as n ! 1, see
Proposition 3.1. Further, for each n 2 N, any CLS estimator of the stability parameter %
takes the form b%n.Xn/ D b˛n.Xn/ C bˇn.Xn/ on the set ®! 2  W PnkD1 Xk2.!/2 > 0¯; see
Section 3.
© 2013 Board of the Foundation of the Scandinavian Journal of Statistics.
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Theorem 2.1. Let .Xk/k1 be an INAR(2) process with autoregressive parameters .˛; ˇ/ 2
.0; 1/2 such that ˛ C ˇ D 1 (hence, it is unstable and positively regular). Suppose that X0 D
X1 D 0, E

"8
1

< 1, and  > 0. Then
n .b%n.Xn/  1/ L! p2˛ˇ R 10 X 3=2t dWt  Œ.1 C ˇ/X1   R 10 Xt dtR 1
0
X 2t dt 
R 1
0
Xt dt
2 ; (2.1)
"
n1=2 .b˛n.Xn/  ˛/
n1=2
bˇ
n.Xn/  ˇ
 # L! p˛.1 C ˇ/ R 10 Xt dfWtR 1
0
Xt dt
"
1
1
#
; (2.2)
bn.Xn/   L! p2˛ˇ R 10 Xt dt R 10 X 3=2t dWt C Œ.1 C ˇ/X1   R 10 X 2t dtR 1
0
X 2t dt 
R 1
0
Xt dt
2 ; (2.3)
as n ! 1, where L! denotes convergence in distribution and .Xt /t2RC is the unique strong
solution of the stochastic differential equation (SDE)
dXt D 1
1 C ˇ

 dt C
q
2˛ˇXCt dWt

; t 2 RC; (2.4)
with initial value X0 D 0, where .Wt /t2RC ,
fWt t2RC are independent standard Wiener
processes and xC denotes the positive part of x 2 R.
Remark 2.2. The moment condition E

"8
1

< 1 in Theorem 2.1 seems to be too strong, but
we call the attention that the process .Xk/k1 can be considered as a heteroscedastic time
series. Indeed, Xk D ˛Xk1 C ˇXk2 C Mk C ; see (3.3), and by (A.1), E

M 2
k
j Fk1
 D
˛.1  ˛/Xk1 C ˇ.1  ˇ/Xk2 C 2, k 2 N. That is why we think that the behavior of
the process .Xk/k1 is similar to generalized autoregressive conditional heteroscedasticity
AQ2
models, where, even in the stable case, high moment conditions are needed for convergence of
estimators such as the quasi-maximum likelihood estimator in Hall & Yao (2003) or the Whittle
estimator in Mikosch & Straumann (2002).
Remark 2.3. The SDE (2.4) has a unique strong solution

X .x/t

t2RC
for all initial values
X .x/
0
D x 2 R, and if the initial value X .x/
0
D x is non-negative, then X .x/t is non-negative for
all t 2 RC with probability one; hence, XCt may be replaced by Xt under the square root in
(2.4); see, for example, in Remark 3.3 of Barczy et al. (2011).
Remark 2.4. By Itô’s formula and Remark 2.3, Mt WD .1 C ˇ/Xt  t , t 2 RC, is the unique
strong solution of the SDE
dMt D
s
2˛ˇ
1 C ˇ .Mt C t/
C dWt ; t 2 RC; (2.5)
with initial value M0 D 0, and .Mt C t/C may be replaced by Mt C t under the square
root in (2.5). Hence, dMt D
p
2˛ˇXt dWt , and the convergences (2.1) and (2.3) can also be
formulated as
© 2013 Board of the Foundation of the Scandinavian Journal of Statistics.
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n .b%n.Xn/  1/ L! R 10 Xt dMt M1 R 10 Xt dtR 1
0
X 2t dt 
R 1
0
Xt dt
2 as n ! 1;
bn.Xn/   L!  R 10 Xt dt R 10 Xt dMt CM1 R 10 X 2t dtR 1
0
X 2t dt 
R 1
0
Xt dt
2 as n ! 1:
Theorem 2.5. Let .Xk/k1 be an INAR(2) process with autoregressive parameters .1; 0/
(hence, it is unstable and decomposable). Suppose that X0 D X1 D 0, E."41/ < 1, and  > 0.
Then
n3=2 .b%n.Xn/  1/ L! N1  0; 122
2
!
as n ! 1;"
n1=2 .b˛n.Xn/  1/
n1=2bˇn.Xn/
#
L! Z
"
1
1
#
as n ! 1;
n1=2 .bn.Xn/  / L! N1 0; 2 C 42 as n ! 1;
where Z is a standard normally distributed random variable.
Remark 2.6. Note that an unstable and decomposable INAR(2) process has parameters .1; 0/;
that is, it is actually an unstable INAR(1) process. However, we call the attention that the
asymptotic behavior of the estimators b%n.Xn/, .b˛n.Xn/; bˇn.Xn// and bn.Xn/ as n ! 1 in
Theorem 2.5 can not be derived from the corresponding results for an unstable INAR(1) pro-
cess, because the CLS estimator of the coefficient (which can also be considered as the stability
parameter) of an INAR(1) process is different from b%n.Xn/; see, for example, Ispány et al.
(2003b). Remark that the CLS estimator of the coefficient for an unstable INAR(1) process is
also asymptotically normal with the same scaling n3=2, but the asymptotic variance 32=2
is different from the corresponding one 122=2 for an unstable and decomposable INAR(2)
process; see Theorem 2.1 of Ispány et al. (2003b).
Theorem 2.7. Let .Xk/k1 be an INAR(2) process with autoregressive parameters .0; 1/
(hence, it is unstable, indecomposable, but not positively regular). Suppose that X0 D X1 D 0,
E."2
1
/ < 1, and  > 0. Then
n3=2 .b%n.Xn/  1/ L! N1  0; 482
2
!
as n ! 1;"
nb˛n.Xn/
n.bˇn.Xn/  1/
#
L!
R 1
0
Wt dWtR 1
0
W2t dt
"
1
1
#
as n ! 1;
n1=2 .bn.Xn/  / L! N1 0; 42 as n ! 1;
where .Wt /t2RC is a standard Wiener process.
Remark 2.8. In each unstable case, the limit distributions of the estimators of .˛; ˇ/ are
concentrated on the same line
®
.x; y/ 2 R2 W x C y D 0¯. However, these limit distributions are
pairwise different. Surprisingly, both in the unstable positively regular case and in the unstable
decomposable case, the scaling factor is
p
n, whereas in the unstable, indecomposable, but not
positively regular case, it is n. In the stable case, this factor is again
p
n; see Theorem 4.2 of Du
© 2013 Board of the Foundation of the Scandinavian Journal of Statistics.
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& Li (1991) or Proposition 6.1 of Latour (1998). The reason of this strange phenomena can be
understood from the asymptotic behavior of the random sequence .An;dn/n2N defined and
analyzed in Sections 3–8. Namely, the scaling factors for the entries of the matrices .An/n2N,
as well as for the entries of the vectors .dn/n2N, are different in the aforementioned cases.
Remark 2.9. The distribution of
R 1
0
Wt dWt
.R 1
0
W2t dt in Theorem 2.7 agrees with the
limit distribution of the Dickey–Fuller statistics for unit root test of AR(1) time series; see, for
example, 17.4.2 and 17.4.7 of Hamilton (1994) or (7.14) and Theorem 9.5.1 of Tanaka (1996).
The limit distribution in (2.2) is also a fraction of two stochastic integrals, but it contains two
independent standard Wiener processes.
Remark 2.10. We note that the CLS estimators b%n.Xn/ and b˛n.Xn/; bˇn.Xn/ are
asymptotically weakly consistent as n ! 1 in Theorems 2.1, 2.5, and 2.7. The CLS estimatorbn.Xn/ in Theorems 2.5 and 2.7 is also asymptotically weakly consistent as n ! 1; however,
in Theorem 2.1, it is not asymptotically weakly consistent. Note that in the case of an unstable
INAR(1) model, the CLS estimator of the mean of the innovations is asymptotically weakly
consistent; see Ispány et al. (2003b). Further, we remark that in Theorem 2.1, the variance 2
of the innovations does not show up in the limit distributions, whereas in Theorems 2.5 and 2.7,
it appears. Finally, in Theorems 2.1, 2.5, and 2.7, one could prove joint convergence as well.
3. Conditional least squares estimators
Let Fk WD  .X1; X0; : : : ; Xk/, k 2 ZC. By (1.1),
E.Xk j Fk1/ D ˛Xk1 C ˇXk2 C ; k 2 N: (3.1)
Let us introduce the sequence
Mk WD Xk  E .Xk j Fk1/ D Xk  ˛Xk1  ˇXk2  ; k 2 N; (3.2)
of martingale differences with respect to the filtration .Fk/k2ZC . Then the process .Xk/k1
satisfies the recursion
Xk D ˛Xk1 C ˇXk2 C Mk C ; k 2 N: (3.3)
For each n 2 N, a CLS estimator
b˛n.Xn/; bˇn.Xn/;bn.Xn/ of the parameters .˛; ˇ; /
based on a sample Xn D .X1; : : : ; Xn/ can be obtained by minimizing the sum of squares
nX
kD1
.Xk  E .Xk j Fk1//2 D
nX
kD1
.Xk  ˛Xk1  ˇXk2  /2 ;
with respect to .˛; ˇ; / over R3. For all x1; : : : ; xn 2 R, n 2 N, let us put xn WD .x1; : : : ; xn/,
and in what follows, we use the convention x1 WD x0 WD 0. Consider the function Qn W
R
n  R3 ! R given by Qn.xnI˛0; ˇ0; 0/ WD PnkD1 .xk  ˛0xk1  ˇ0xk2  0/2 for all
xn 2 Rn and ˛0; ˇ0; 0 2 R. A CLS estimator of the parameters .˛; ˇ; / is a measurable
function
b˛n; bˇn;bn W Rn ! R3 such that
Qn

xnI b˛n.xn/; bˇn.xn/;bn.xn/ D inf
.˛0;ˇ0;0/2R3
Qn

xnI˛0; ˇ0; 0
 8 xn 2 Rn:
Because the variance 2 of the innovations does not appear in the conditional expectation
E.Xk j Fk1/ given in (3.1), and hence, in the definition of Qn, we do not need to know the
value of 2 for the calculation of the CLS estimator of the parameters .˛; ˇ; /.
© 2013 Board of the Foundation of the Scandinavian Journal of Statistics.
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Next, we give the solutions of this extremum problem; for the proof, see Lemma 3.1 of Barczy
et al. (2012).
Lemma 3.1. For each n 2 ¹2; 3; : : :º, any CLS estimator of the parameters .˛; ˇ; / is a
measurable function
b˛n; bˇn;bn W Rn ! R3 for which264 b˛n.xn/bˇn.xn/bn.xn/
375 D Fn.xn/1gn.xn/ if nX
kD1
x2k2 > 0;
where
Fn.xn/ WD
nX
kD1
264 xk1xk2
1
375
264 xk1xk2
1
375
>
; gn.xn/ WD
nX
kD1
xk
264 xk1xk2
1
375 ;
b˛n.xn/ D xn
xn1
 1
n  1 ; bn.xn/ D xn1n  1 if x1 D    D xn2 D 0 and xn1 ¤ 0;
and
bn.xn/ D xn
n
if x1 D    D xn1 D 0:
Note that
b˛n; bˇn;bn is not defined uniquely on the set ¹xn 2 Rn W x1 D    D xn2 D 0º.
Namely, if x1 D    D xn2 D 0 and xn1 ¤ 0, then bˇn can be chosen as an arbitrary
measurable function, whereas if x1 D    D xn1 D 0, then the same holds for
b˛n; bˇn.
Next, we present a result about the existence and uniqueness ofb˛n.Xn/; bˇn.Xn/;bn.Xn/.
Proposition 3.1. Let .Xk/k1 be an INAR(2) process with autoregressive parameters .˛; ˇ/ 2
Œ0; 12 such that ˛ C ˇ D 1 (hence, it is unstable). Suppose that X0 D X1 D 0, E."21/ < 1,
and  > 0. Then
lim
n!1P
 
nX
kD1
X2k2 > 0
!
D 1;
and thus the probability of the existence of a unique CLS estimatorb˛n.Xn/; bˇn.Xn/;bn.Xn/ converges to 1 as n ! 1, and this CLS estimator has the form264 b˛n.Xn/bˇn.Xn/bn.Xn/
375 D F 1n gn;
on the set
®
! 2  W PnkD1 Xk2.!/2 > 0¯, where
F n WD
nX
kD1
264 X2k1 Xk1Xk2 Xk1Xk1Xk2 X2k2 Xk2
Xk1 Xk2 1
375 ; gn WD nX
kD1
264XkXk1XkXk2
Xk
375 :
© 2013 Board of the Foundation of the Scandinavian Journal of Statistics.
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8 M. Barczy et al. Scand J Statist 0
Proof. First, we prove the statements for .˛; ˇ/ 2 .0; 1/2. For each n 2 N, consider the random
step process X .n/t WD n1Xbntc, t 2 RC. By Theorem 3.1 of Barczy et al. (2011), we have
X .n/ L! X as n ! 1; (3.4)
where the process .Xt /t2RC is the unique strong solution of the SDE (2.4) with initial value
X0 D 0. By (3.4), Lemmas B.2, and B.3, one can show
1
n3
nX
kD1
X2k2
L!
Z 1
0
X 2t dt as n ! 1I (3.5)
see Proposition 3.1 of Barczy et al. (2012). Because  > 0, by the SDE (2.4), we have
P .Xt D 0; t 2 Œ0; 1/ D 0, which implies that P
R 1
0
X 2t dt > 0

D 1. Consequently, the
distribution function of
R 1
0
X 2t dt is continuous at 0, and hence, by (3.5),
P
 
nX
kD1
X2k2 > 0
!
D P
 
1
n3
nX
kD1
X2k2 > 0
!
! P
 Z 1
0
X 2t dt > 0
!
D 1
as n ! 1, which implies the statement in the case of .˛; ˇ/ 2 .0; 1/2.
Next, we consider the case of .˛; ˇ/ D .1; 0/. In this case, (1.1) has the form Xn D Xn1C"n,
n 2 N, and hence, Xn D PnkD1 "k , n 2 N. By the strong law of large numbers, we have
n1Xn
a:s:! ;
and, hence n2X2n
a:s:! 2, where a:s:! denotes almost sure convergence. Then, by the Toeplitz
theorem, we conclude
n3
nX
kD1
X2k
a:s:! 1
3
2:
Because  > 0, this implies the existence of an event 0 2 A with P.0/ D 1 such that for
all ! 2 0, there exists n0.!/ 2 N such that PnkD1 Xk2.!/2 > 0 for n  n0.!/. This is
equivalent with 1 D P.S1nD1¹PnkD1 X2k2 > 0º/ D limn!1 P.¹PnkD1 X2k2 > 0º/; hence,
we obtain the statement in case .˛; ˇ/ D .1; 0/.
Finally, we consider the case of .˛; ˇ/ D .0; 1/. In this case, (1.1) has the form Xk D Xk2 C
"k , k 2 N, and hence, X2n D
Pn
kD1 "2k , X2n1 D
Pn
kD1 "2k1, n 2 N. By the strong law of
large numbers, we have n1X2n
a:s:!  and n1X2n1 a:s:! , which yield that
n1Xn
a:s:! 
2
: (3.6)
Using the Toeplitz theorem, as in case .˛; ˇ/ D .1; 0/, we obtain
n3
nX
kD1
X2k
a:s:! 1
12
2: (3.7)
One can finish the proof as in case .˛; ˇ/ D .1; 0/.
The recursion (3.3) can also be written in the form Xk D %Xk1 ˇVk1 CMk C, k 2 N,
with
Vk1 WD Xk1  Xk2; k 2 N:
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This reparametrization can be called the canonical form of Sims et al. (1990); see also 17.7.6 in
Hamilton (1994). One can check again, see Barczy et al. (2012), that for an unstable INAR(2)
process, that is, when % D 1, the probability of the existence of a unique CLS estimator
.b%n.Xn/; bˇn.Xn/;bn.Xn// converges to 1 as n ! 1; this CLS estimator has the form264 b%n.Xn/bˇn.Xn/bn.Xn/
375 D A1n bn; (3.8)
on the set ¹! 2  W PnkD1 Xk2.!/2 > 0º, where
An WD
nX
kD1
264 X2k1 Xk1Vk1 Xk1Xk1Vk1 V 2k1 Vk1
Xk1 Vk1 1
375 ; bn WD nX
kD1
264 XkXk1XkVk1
Xk
375 ;
andb%n.Xn/ D b˛n.Xn/C bˇn.Xn/. Note also that in case of an unstable INAR(2) process, that
is, when % D 1, we have
Vk D ˇVk1 C Mk C ; k 2 N; (3.9)
hence, .Vk/k2ZC is a stable AR(1) process with heteroscedastic innovations .Mk/k2N and with
positive drift  whenever 0  ˇ < 1.
4. Proof of the main results
In case of an unstable INAR(2) process, that is, when % D ˛ C ˇ D 1, by (3.8), we have264 b%n.Xn/  1bˇn.Xn/  ˇbn.Xn/  
375 D A1n dn; n 2 N;
on the set ¹! 2  W PnkD1 Xk2.!/2 > 0º, where
dn WD
nX
kD1
264 MkXk1MkVk1
Mk
375 ; n 2 N:
Theorems 2.1, 2.5, and 2.7 will follow by the continuous mapping theorem from Theo-
rems 4.1, 4.2, and 4.3, respectively; see the details in Barczy et al. (2012).
Theorem 4.1. Under the assumptions of Theorem 2.1, .eAn;edn/ L! .eA;ed/ as n ! 1, where
eAn WD
264 n3=2 0 00 n1 0
0 0 n1=2
375An
264 n3=2 0 00 n1 0
0 0 n1=2
375 ; edn WD
264 n2 0 00 n3=2 0
0 0 n1
375dn;
eA WD
264
R 1
0
X 2t dt 0
R 1
0
Xt dt
0 2ˇ
1Cˇ
R 1
0
Xt dt 0R 1
0
Xt dt 0 1
375 ; ed WD
26664
p
2˛ˇ
R 1
0
X 3=2t dWt
 2ˇ
p
˛p
1Cˇ
R 1
0
Xt dfWt
.1 C ˇ/X1  
37775 ;
and .Wt /t2RC and .fWt /t2RC are independent standard Wiener processes.
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Theorem 4.2. Under the assumptions of Theorem 2.5, .eAn;edn/ L! .eA;ed/ as n ! 1, where
eAn WD
264 n3=2 0 00 n1=2 0
0 0 n1=2
375An
264 n3=2 0 00 n1=2 0
0 0 n1=2
375 ; edn WD
264 n3=2 0 00 n1=2 0
0 0 n1=2
375dn;
eA WD
264 132 122 12122 2 C 2 
1
2
  1
375 ; ed LD N3.0; 2eA/;
where
LD means equality in distribution.
Theorem 4.3. Under the assumptions of Theorem 2.7, .eAn;edn/ L! .eA;ed/ as n ! 1, where
eAn WD
264 n3=2 0 00 n1 0
0 0 n1=2
375An
264 n3=2 0 00 n1 0
0 0 n1=2
375 ; edn WD
264 n3=2 0 00 n1 0
0 0 n1=2
375dn;
eA WD
264
1
12
2 0 1
4

0 2
R 1
0
W2t dt 0
1
4
 0 1
375 ; ed WD
264 12
R 1
0
t dfWt
2
R 1
0
Wt dWt
fW1
375 ;
and .Wt /t2RC and .fWt /t2RC are independent standard Wiener processes.
5. Proof of Theorem 4.1
We have
eAn D nX
kD1
2664
n3X2
k1 n5=2Xk1Vk1 n2Xk1
n5=2Xk1Vk1 n2V 2k1 n3=2Vk1
n2Xk1 n3=2Vk1 n1
3775 ; (5.1)
edn D nX
kD1
264 n2MkXk1n3=2MkVk1
n1Mk
375 : (5.2)
Lemma 5.1. Under the assumptions of Theorem 2.1, we have
n3=2
nX
kD1
Vk
P! 0; n5=2
nX
kD1
XkVk
P! 0; n2
 
nX
kD1
V 2k 
2ˇ
1 C ˇ
nX
kD1
Xk1
!
P! 0;
as n ! 1, where P! denotes convergence in probability.
Proof. We have
Pn
kD1 Vk D Xn  0 and, by Corollary A.4, E.Xn/ D O.n/; hence, we
conclude the first convergence. Corollary A.4 implies the second convergence, because
nX
kD1
XkVk D 1
2
X2n C
1
2
nX
kD1
V 2k  0;
E
 
nX
kD1
XkVk
!
D 1
2
E.X2n/ C
1
2
nX
kD1
E.V 2k / D O.n2/:
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In order to prove the last statement, we derive a decomposition of
Pn
kD1 V
2
k
as a sum of a
martingale and some negligible terms. Using recursion (3.9) and Lemma A.1, we obtain
E.V 2k j Fk1/ D ˇ2V 2k1 C 2˛ˇXk1 C 2 C 2  .2ˇ C ˛ˇ/Vk1;
D ˇ2V 2k1 C 2˛ˇXk1 C constant C constant  Vk1:
Thus,
nX
kD1
V 2k D
nX
kD1
h
V 2k  E.V 2k j Fk1/
i
Cˇ2
nX
kD1
V 2k1C2˛ˇ
nX
kD1
Xk1CO.n/Cconst.
nX
kD1
Vk1:
Consequently,
nX
kD1
V 2k D
1
1  ˇ2
nX
kD1
h
V 2k  E.V 2k j Fk1/
i
C 2ˇ
1 C ˇ
nX
kD1
Xk1
 ˇ
2
1  ˇ2 V
2
n C O.n/ C constant 
nX
kD1
Vk1:
(5.3)
By (A.7) with .`; i; j / D .8; 0; 2/, we obtain n2PnkD1 V 2k  E.V 2k j Fk1/	 P! 0 as n !
1. By Corollary A.4, E.V 2n / D O.n/ and E.X2n1/ D O.n2/, and because
Pn
kD1 Vk1 D
Xn1, we obtain n2V 2n
P! 0 and n2PnkD1 Vk1 P! 0 as n ! 1. Hence, by (5.3), we
obtain the last statement.
Now let
Uk WD Xk C ˇXk1; k 2 ZC;
with the convention U1 WD U0 WD 0. One can observe that Uk  0 for all k 2 ZC, and by
˛Cˇ D 1, Uk D Uk1 CMk C, k 2 ZC; hence, .Uk/k2ZC is a non-negative unstable AR(1)
process with positive drift  sharing the innovations .Mk/k2N with the stable AR(1) process
.Vk/k2ZC .
Consider the sequence of stochastic processes
Z.n/t WD
264M
.n/
t
N .n/t
P.n/t
375 WD bntcX
kD1
Z
.n/
k
with Z .n/
k
WD
264 n1Mkn2MkUk1
n3=2MkVk1
375 ;
for t 2 RC and k; n 2 N. Theorem 4.1 will follow from Lemma 5.1 and the following theorem
(this will be detailed after Theorem 5.1).
Theorem 5.1. Under the assumptions of Theorem 2.1, we have
Z.n/ L! Z as n ! 1; (5.4)
where the process .Zt /t2RC with values in R3 is the unique strong solution of the SDE
dZt D .t;Zt / dWt ; t 2 RC; (5.5)
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12 M. Barczy et al. Scand J Statist 0
with Z0 D 0, where W t WD
Wt fWt 	>, t 2 RC, is a two-dimensional standard Wiener
process, and  W RC  R3 ! R32 is given by
.t;x/ WD
26664
q
2˛ˇ
1Cˇ Œ.x1 C t/C1=2 0q
2˛ˇ
1Cˇ Œ.x1 C t/C3=2 0
0
2ˇ
p
˛
.1Cˇ/3=2 .x1 C t/
37775 ;
for t 2 RC and x D .x1; x2; x3/ 2 R3.
Indeed, the unique strong solution of (5.5) with initial valueZ0 D 0 is
Zt DW
264MtNt
Pt
375 D
26664
.1 C ˇ/Xt  t
.1 C ˇ/p2˛ˇ R t
0
X 3=2s dWs
2ˇ
p
˛p
1Cˇ
R t
0
Xs dfWs
37775 ; t 2 RC;
because by Remark 2.4, (5.5) can be written in the form
dZt D
266664
q
2˛ˇ
1Cˇ Œ.Mt C t/C1=2 dWtq
2˛ˇ
1Cˇ Œ.Mt C t/C3=2 dWt
2ˇ
p
˛
.1Cˇ/3=2 .Mt C t/ dfWt
377775 D
26664
p
2˛ˇX 1=2t dWt
.1 C ˇ/p2˛ˇX 3=2t dWt
2ˇ
p
˛p
1CˇXt dfWt
37775 :
By the method of the proof of X .n/ L! X in Theorem 3.1 in Barczy et al. (2011), using a
functional version of Lemma B.2, one can easily derive"
X .n/
Z.n/
#
L!
"
X
Z
#
as n ! 1I (5.6)
see page 19 in Barczy et al. (2012). Next, similarly to the proof of (3.5), by Lemmas B.2 and
B.3, convergence (5.6) implies
nX
kD1
2666666664
n1Mk
n3X2
k1
n2Xk1
n2MkUk1
n3=2MkVk1
3777777775
L!
266666666664
.1 C ˇ/X1  R 1
0
X 2t dtR 1
0
Xt dt
.1 C ˇ/p2˛ˇ R 1
0
X 3=2t dWt
2ˇ
p
˛p
1Cˇ
R 1
0
Xt dfWt
377777777775
as n ! 1:
Using Uk1 D .1Cˇ/Xk1ˇVk1 and convergence of the third coordinates inZ.n/ L! Z,
we obtain
n2
 
nX
kD1
MkXk1  1
1 C ˇ
nX
kD1
MkUk1
!
D ˇ
.1 C ˇ/n2
nX
kD1
MkVk1
P! 0
as n ! 1. Using (5.1), (5.2), the aforementioned two convergences, and Lemma 5.1, we obtain
Theorem 4.1 by Slutsky’s lemma.
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6. Proof of Theorem 5.1
In order to show convergenceZ.n/ L! Z, we apply Theorem C.1. Note that the arguments in
Section 5 and Remark 2.3 show that the SDE (5.5) admits a unique strong solution .Z´t /t2RC
for all initial valuesZ´
0
D ´ 2 R3.
Now, we show that conditions (i) and (ii) of Theorem C.1 hold. The conditional variance
matrix E

Z
.n/
k
.Z
.n/
k
/> j Fk1

has the form
E.M 2k j Fk1/
264 n2 n3Uk1 n5=2Vk1n3Uk1 n4U 2k1 n7=2Uk1Vk1
n5=2Vk1 n7=2Uk1Vk1 n3V 2k1
375 ;
for n 2 N, k 2 ¹1; : : : ; nº, and the matrix .s;Z.n/s /.s;Z.n/s /> equals
264
2˛ˇ
1Cˇ .M.n/s C s/ 2˛ˇ1Cˇ .M.n/s C s/2 0
2˛ˇ
1Cˇ .M.n/s C s/2 2˛ˇ1Cˇ .M.n/s C s/3 0
0 0 4˛ˇ
2
.1Cˇ/3 .M
.n/
s C s/2
375 ;
for s 2 RC, where we used that .M.n/s C s/C D M.n/s C s, s 2 RC, n 2 N; see page 598 in
Barczy et al. (2011) or (6.7) later on. In order to check condition (i) of Theorem C.1, we need
to prove that, for each T > 0,
sup
t2Œ0;T 
ˇˇˇˇ
ˇˇ 1n2
bntcX
kD1
E.M 2k j Fk1/ 
2˛ˇ
1 C ˇ
Z t
0
.M.n/s C s/ ds
ˇˇˇˇ
ˇˇ P! 0; (6.1)
sup
t2Œ0;T 
ˇˇˇˇ
ˇˇ 1n3
bntcX
kD1
Uk1E.M 2k j Fk1/ 
2˛ˇ
1 C ˇ
Z t
0
.M.n/s C s/2 ds
ˇˇˇˇ
ˇˇ P! 0; (6.2)
sup
t2Œ0;T 
ˇˇˇˇ
ˇˇ 1n4
bntcX
kD1
U 2k1E.M
2
k j Fk1/ 
2˛ˇ
1 C ˇ
Z t
0
.M.n/s C s/3 ds
ˇˇˇˇ
ˇˇ P! 0; (6.3)
sup
t2Œ0;T 
ˇˇˇˇ
ˇˇ 1n3
bntcX
kD1
V 2k1E.M
2
k j Fk1/ 
4˛ˇ2
.1 C ˇ/3
Z t
0
.M.n/s C s/2 ds
ˇˇˇˇ
ˇˇ P! 0; (6.4)
sup
t2Œ0;T 
ˇˇˇˇ
ˇˇ 1n5=2
bntcX
kD1
Vk1E.M 2k j Fk1/
ˇˇˇˇ
ˇˇ P! 0; (6.5)
sup
t2Œ0;T 
ˇˇˇˇ
ˇˇ 1n7=2
bntcX
kD1
Uk1Vk1E.M 2k j Fk1/
ˇˇˇˇ
ˇˇ P! 0 (6.6)
as n ! 1. Covergence (6.1) follows from (5.1) in Barczy et al. (2011) with the special choices
p D 2, ˛1 D ˛ and ˛2 D ˇ.
Next, we turn to prove (6.2). We have
M.n/s C s D
1
n
Ubnsc C ns  bnsc
n
; s 2 RC; n 2 N: (6.7)
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14 M. Barczy et al. Scand J Statist 0
Thus,Z t
0
.M.n/s C s/2 ds D
1
n3
bntc1X
kD1
U 2k C

n3
bntc1X
kD1
Uk C nt  bntc
n3
U 2bntc
C .nt  bntc/
2
n3
Ubntc C bntc C .nt  bntc/
3
3n3
2:
Because
Xk1 D 1
1 C ˇ .Uk  Vk/; Xk D
1
1 C ˇ .Uk C ˇVk/; k 2 N; (6.8)
using Lemma A.1, we obtain
bntcX
kD1
Uk1E.M 2k j Fk1/ D
2˛ˇ
1 C ˇ
bntcX
kD1
U 2k1 
˛2ˇ
1 C ˇ
bntcX
kD1
Uk1Vk1 C 2
bntcX
kD1
Uk1:
(6.9)
Thus, in order to show (6.2), it suffices to prove that
n3
bnT cX
kD1
jUkVk j P! 0; n3
bnT cX
kD1
Uk
P! 0; (6.10)
n3=2 sup
t2Œ0;T 
Ubntc
P! 0; n3 sup
t2Œ0;T 
h
bntc C .nt  bntc/3
i
! 0 (6.11)
as n ! 1. Using (A.5) with .`; i; j / D .8; 1; 1/ and .`; i; j / D .8; 1; 0/, we obtain (6.10).
Using (A.6) with .`; i; j / D .8; 1; 0/, and jnt  bntcj  1, n 2 N, t 2 RC, we conclude (6.11).
Convergence (6.3) can be checked in a similar way.
Next, we turn to prove (6.4). By (6.9) and (6.10), we obtain
n3 sup
t2Œ0;T 
ˇˇˇˇ
ˇˇbntcX
kD1
Uk1E.M 2k j Fk1/ 
2˛ˇ
1 C ˇ
bntcX
kD1
U 2k1
ˇˇˇˇ
ˇˇ P! 0;
as n ! 1 for all T > 0. Using (6.2), in order to prove (6.4), it is sufficient to show that
n3 sup
t2Œ0;T 
ˇˇˇˇ
ˇˇbntcX
kD1
V 2k1E.M
2
k j Fk1/ 
4˛ˇ2
.1 C ˇ/3
bntcX
kD1
U 2k1
ˇˇˇˇ
ˇˇ P! 0; (6.12)
as n ! 1 for all T > 0. As in the previous case, using Lemma A.1 and (6.8), we obtain
bntcX
kD1
V 2k1E.M
2
k j Fk1/ D
2˛ˇ
1 C ˇ
bntcX
kD1
Uk1V 2k1 
˛2ˇ
1 C ˇ
bntcX
kD1
V 3k1 C 2
bntcX
kD1
V 2k1:
Using (A.5) with .`; i; j / D .8; 0; 3/ and .`; i; j / D .8; 0; 2/, we have
n3
bnT cX
kD1
jVk j3 P! 0; n3
bnT cX
kD1
V 2k
P! 0 as n ! 1I
hence, (6.12) will follow from
n3 sup
t2Œ0;T 
ˇˇˇˇ
ˇˇbntcX
kD1
Uk1V 2k1 
2ˇ
.1 C ˇ/2
bntcX
kD1
U 2k1
ˇˇˇˇ
ˇˇ P! 0; (6.13)
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as n ! 1 for all T > 0.
In what follows, we decompose
Pbntc
kD1 Uk1V
2
k1  2ˇ.1Cˇ/2
Pbntc
kD1 U
2
k1 as a sum of a
martingale and some negligible terms. Using the method of the proof of Lemma 5.1, we obtain
bntcX
kD1
Uk1V 2k1 D
1
1  ˇ2
bntcX
kD2
h
Uk1V 2k1  E.Uk1V 2k1 j Fk2/
i
C 2ˇ
.1 C ˇ/2
bntcX
kD2
U 2k2 
ˇ2
1  ˇ2 Ubntc1V
2
bntc1 C O.n/
C lin. comb. of
bntcX
kD2
Uk2Vk2;
bntcX
kD2
V 2k2;
bntcX
kD2
Uk2 and
bntcX
kD2
Vk2:
Using (A.7) with .`; i; j / D .8; 1; 2/, we have
n3 sup
t2Œ0;T 
ˇˇˇˇ
ˇˇbntcX
kD2
h
Uk1V 2k1  E.Uk1V 2k1 j Fk2/
iˇˇˇˇˇˇ P! 0 as n ! 1:
Thus, in order to show (6.13), it suffices to prove that
n3
bnT cX
kD1
jUkVk j P! 0; n3
bnT cX
kD1
V 2k
P! 0; (6.14)
n3
bnT cX
kD1
Uk
P! 0; n3
bnT cX
kD1
jVk j P! 0; (6.15)
n3 sup
t2Œ0;T 
UbntcV 2bntc
P! 0; n3 sup
t2Œ0;T 
U 2bntc
P! 0 (6.16)
as n ! 1. Using (A.5) with .`; i; j / D .8; 1; 1/, .`; i; j / D .8; 0; 2/, .`; i; j / D .8; 1; 0/,
and .`; i; j / D .8; 0; 1/, we obtain (6.14) and (6.15). Using (A.6) with .`; i; j / D .8; 1; 2/ and
.`; i; j / D .8; 2; 0/, we have (6.16). Thus, we conclude (6.4). Covergences (6.5) and (6.6) can be
proved similarly.
Finally, we check condition (ii) of Theorem C.1, that is, the conditional Lindeberg condition,
namely, for all 	 > 0 and T > 0,
bnT cX
kD1
E

kZ .n/
k
k2 ¹kZ .n/
k
k>º jFk1

P! 0 as n ! 1: (6.17)
This will follow from
PbnT c
kD1 E

kZ .n/
k
k2 ¹kZ .n/
k
k>º

! 0 as n ! 1. We have
E

kZ .n/
k
k2 ¹kZ .n/
k
k>º

 	2E

kZ .n/
k
k4

 	2E

3M 4k

n4 C n8U 4k1 C n6V 4k1

:
By Corollary A.4, we have E.M 4
k
/ D O.k2/, E.M 4
k
U 4
k1/ 
q
E.M 8
k
/E.U 8
k1/ D O.k6/ and
E.M 4
k
V 4
k1/ 
q
E.M 8
k
/E.V 8
k1/ D O.k4/; hence, we obtain (6.17).
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7. Proof of Theorem 4.2
We have
eAn D nX
kD1
264 n3X2k1 n2Xk1Vk1 n2Xk1n2Xk1Vk1 n1V 2k1 n1Vk1
n2Xk1 n1Vk1 n1
375 ;
edn D nX
kD1
264 n3=2MkXk1n1=2MkVk1
n1=2Mk
375 :
Theorem 4.2 will follow from the following statement and Slutsky’s lemma.
Theorem 7.1. Under the assumptions of Theorem 2.5, we have
n2
nX
kD1
Xk1
a:s:! 
2
; n1
nX
kD1
Vk1
a:s:! ; n3
nX
kD1
X2k1
a:s:! 
2
3
;
n2
nX
kD1
Xk1Vk1
a:s:! 
2
2
; n1
nX
kD1
V 2k1
a:s:! 2 C 2;
nX
kD1
2664
n3=2MkXk1
n1=2MkVk1
n1=2Mk
3775 L! N3
0BB@
2664
0
0
0
3775 ; 2
2664
1
3
2 1
2
2 1
2

1
2
2 2 C 2 
1
2
  1
3775
1CCA :
Proof. In this case, (1.1) has the form Xk D Xk1 C"k , k 2 N, and hence, Xk D "1 C  C"k ,
Mk D Xk  Xk1   D "k  , and Vk D Xk  Xk1 D "k , k 2 N. The statements are
easy applications of the strong law of large numbers, the Toeplitz theorem, and the martingale
central limit theorem; see Theorem 7.1 in Barczy et al. (2012).
8. Proof of Theorem 4.3
We have
eAn D nX
kD1
264 n3X2k1 n5=2Xk1Vk1 n2Xk1n5=2Xk1Vk1 n2V 2k1 n3=2Vk1
n2Xk1 n3=2Vk1 n1
375 ;
edn D nX
kD1
264 n3=2MkXk1n1MkVk1
n1=2Mk
375 :
Lemma 8.1. Under the assumptions of Theorem 2.7, as n ! 1, we have
n2
nX
kD1
Xk1
a:s:! 
4
; n1
nX
kD1
Vk1
a:s:! 
2
; n3
nX
kD1
X2k1
a:s:! 
2
12
;
n5=2
nX
kD1
Xk1Vk1
P! 0; n2
nX
kD1
ŒE.Vk1/2 ! 0; n1
nX
kD1
MkE.Vk1/
P! 0;
n2
nX
kD1
.Vk1  E.Vk1//E.Vk1/ P! 0; n3=2
nX
kD1
Mk .Xk1  E.Xk1// P! 0:
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Proof. In this case, (1.1) has the form Xk D Xk2 C "k , k 2 N, and hence, X2k D "2 C
"4 C    C "2k , X2k1 D "1 C "3 C    C "2k1, Mk D Xk  Xk2   D "k  , and
V2k D X2k  X2k1 D ."2  "1/ C    C ."2k  "2k1/, V2k1 D X2k1  X2k2 D
."1  "2/ C    C ."2k3  "2k2/ C "2k1, k 2 N. The first convergence follows from (3.6)
by the Toeplitz theorem. Again by (3.6), we obtain n1
Pn
kD1 Vk1 D n1Xn1
a:s:! =2.
We have already have shown the third convergence; see (3.7). The fourth convergence can be
obtained similarly as the second convergence in Lemma 5.1. For each k 2 N, we have E.V2k/ D
0 and E.V2k1/ D ; hence, we conclude the fifth convergence. Because E.V2k/ D 0 and
E.V2k1/ D , k 2 N, we have
E
0@ nX
kD1
MkE.Vk1/
!21A D 2 nX
kD1
ŒE.Vk1/2 D O.n/;
which implies the sixth convergence. Further,
E
 ˇˇˇˇ
ˇ
nX
kD1
.Vk1  E.Vk1//E.Vk1/
ˇˇˇˇ
ˇ
!

nX
kD1

q
E

.Vk1  E.Vk1//2

;
which is of order O.n3=2/, because E.Vk E.Vk//2  E.V 2k / D O.k/, k 2 N, by Corollary A.4;
thus, we obtain the seventh convergence. Moreover, using that Mk.Xk1 E.Xk1// D ."k 
/.Xk1  E.Xk1//, k 2 ¹1; : : : ; nº, are uncorrelated,
E
0@ nX
kD1
Mk .Xk1  E.Xk1//
!21A D 2 nX
kD1
E

.Xk1  E.Xk1//2

;
which is of order O.n2/, because E.Xk1 E.Xk1//2 D bk=2c2, k 2 N; thus, we obtain the
last convergence.
Theorem 4.3 will follow from Lemma 8.1 and the following statement.
Theorem 8.1. Under the assumptions of Theorem 2.7, we have
nX
kD1
2666664
n2 .Vk1  E.Vk1//2
n3=2MkE.Xk1/
n1Mk .Vk1  E.Vk1//
n1=2Mk
3777775
L!
26666664
2
R 1
0
W2t dt
1
2

R 1
0
t dfWt
2
R 1
0
Wt dWt
fW1
37777775 as n ! 1;
where .Wt /t2RC and .fWt /t2RC are independent standard Wiener processes.
Proof. Consider the sequence"
S.n/t
T .n/t
#
WD
"
n1=2

X2bntc  E.X2bntc/

n1=2

X2bntc1  E.X2bntc1/
 # ; t 2 RC; n 2 N;
of stochastic processes. Then, by the martingale central limit theorem,"
S.n/
T .n/
#
L! 
"
BeB
#
as n ! 1; (8.1)
where .Bt /t2RC and .eBt /t2RC are independent standard Wiener processes.
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Next, we are going to prove that convergence (8.1) implies
nX
kD1
26664
n2 .Vk1  E.Vk1//2
n3=2MkE.Xk1/
n1Mk .Vk1  E.Vk1//
n1=2Mk
37775 L!
26664
1
2
2
R 1
0
.Bt  eBt /2 dt
1
23=2


B1 C eB1  R 10 .Bt C eBt / dt
1
4
2

.B1  eB1/2  2	
1
21=2
.B1 C eB1/
37775
(8.2)
as n ! 1, which yields the statement. Indeed, 21=2.Bt C eBt /t2RC and
21=2.Bt  eBt /t2RC are independent standard Wiener processes, and by Itô’s formula,R 1
0
t dfWt D fW1  R 10 fWt dt and R 10 Wt dWt D 21.W21  1/, which yield the statement with
the choices fWt WD 21=2.Bt C eBt /, t  0, and Wt WD 21=2.Bt  eBt /, t  0. Applying
Lemmas B.2 and B.3 as in the proof of Proposition 3.1 and using Slutsky’s lemma, (8.2) will
follow from
1
n2
nX
kD1
.Vk1  E.Vk1//2  1
n
bn=2cX
kD1

S.bn=2c/
2k=n
 T .bn=2c/
2k=n
2 P! 0; (8.3)
1
n3=2
nX
kD1
MkE.Xk1/  
23=2
0@S.bn=2c/
1
C T .bn=2c/
1
 2
n
bn=2cX
kD1

S.bn=2c/
2k=n
C T .bn=2c/
2k=n
1A P! 0;
(8.4)
1
n
nX
kD1
Mk .Vk1  E.Vk1// C 1
4
h
.S.bn=2c/
1
 T .bn=2c/
1
/2  22
i
P! 0; (8.5)
1
n1=2
nX
kD1
Mk  1
21=2

S.bn=2c/
1
C T .bn=2c/
1

P! 0: (8.6)
We prove (8.3), (8.4), (8.5), and (8.6) only for the subsequence .2n/n2N. Observe that
V2k E.V2k/ D n1=2.S.n/k=nT .n/k=n/; V2k1E.V2k1/ D ."2k /n1=2.S.n/k=nT .n/k=n/;
for all k 2 N. Consequently,
1
.2n/2
2nX
kD1
.Vk1  E.Vk1//2 D 1
2n
nX
kD1
.S.n/
k=n
 T .n/
k=n
/2  1
4n2
.V2n  E.V2n//2
 1
2n2
nX
kD1
."2k  /.V2k  E.V2k// C 1
4n2
nX
kD1
."2k  /2:
Thus, to prove (8.3) for the subsequence .2n/n2N, it suffices to show that
1
n2
.V2n  E.V2n//2 P! 0; (8.7)
1
n2
nX
kD1
."2k  /.V2k  E.V2k// P! 0; (8.8)
1
n2
nX
kD1
."2k  /2 P! 0; (8.9)
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as n ! 1. We have E .V2n  E.V2n//2 D O.n/ and E ."2k  /2 D 2; thus, we obtain
(8.7) and (8.9). Further, V2k E.V2k/ D ."2k / .V2k1 E.V2k1//; hence, (8.8) follows
from (8.9) and from
E
0@ nX
kD1
."2k  /.V2k1  E.V2k1//
!21A D 2 nX
kD1
E

.V2k1  E.V2k1//2

;
which is of order O.n2/; hence, we finished the proof of (8.3).
Now, we turn to prove (8.4). Observe that
1
.2n/3=2
2nX
kD1
MkE.Xk1/ D 
23=2
 
S.n/
1
C T .n/
1
 1
n
nX
kD1

S.n/
k=n
C T .n/
k=n
!
C 
23=2n
S.n/
1
:
Convergence (8.1) implies that S.n/
1
L! B1; thus, we obtain (8.4).
Now, we turn to prove (8.5). Observe that
1
2n
2nX
kD1
Mk .Vk1  E.Vk1// D 1
4
h
.S.n/
1
 T .n/
1
/2  22
i
C 1
4n
2nX
kD1
."k /2 1
2
2:
By the strong law of large numbers, .2n/1
P2n
kD1."k  /2
a:s:! 2 as n ! 1; hence, we
obtain (8.5).
Now, we turn to prove (8.6). First, observe that
1
.2n/1=2
2nX
kD1
Mk D 1
.2n/1=2
nX
kD1
."2k/C 1
.2n/1=2
nX
kD1
."2k1/ D 1
21=2

S.n/
1
C T .n/
1

I
thus, we obtain (8.6).
Finally, one can show (8.3), (8.4), (8.5), and (8.6) for the subsequence .2n  1/n2N in the
same way.
Appendix A: Estimations of moments
First, note that, for all k 2 N, E.Mk j Fk1/ D 0 and E.Mk/ D 0, because Mk D Xk E.Xk j
Fk1/.
Lemma A.1. Let .Xk/k1 be an INAR(2) process. Suppose that X0 D X1 D 0 and E."21/ <
1. Then, for all k; ` 2 N with `  k,
E.MkM` j Fk1/ D
´
˛.1  ˛/Xk1 C ˇ.1  ˇ/Xk2 C 2 if k D `;
0 if k ¤ `;
E.MkM`/ D
´
˛.1  ˛/E.Xk1/ C ˇ.1  ˇ/E.Xk2/ C 2 if k D `,
0 if k ¤ `;
E.M 3k j Fk1/ D
h
E.1;1  E.1;1//3
i
Xk1 C
h
E.1;1  E.1;1//3
i
Xk2 C E."1  E."1//3;
E.M 3k / D
h
E.1;1  E.1;1//3
i
E.Xk1/ C
h
E.1;1  E.1;1//3
i
E.Xk2/ C E."1  E."1//3:
(A.1)
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Proof. For all k 2 N, by (1.1) and (3.2),
Mk D
Xk1
jD1

k;j  E.k;j /
C Xk2
jD1

k;j  E.k;j /
C ."k  E."k// : (A.2)
For each k 2 N, the random variables ¹k;j  E.k;j /; k;j  E.k;j /; "k  E."k/ W j 2 Nº
are independent of each other, independent of Fk1, and have zero mean; thus, we conclude
the formulas for E.M 2
k
j Fk1/ and E.M 2k /. If ` < k, then E.MkM` j Fk1/ D M`E.Mk j
Fk1/ D 0. Thus, we obtain the formulas for E.MkM` j Fk1/ and E.MkM`/ in case k ¤ `.
Multinomial theorem and (A.2) yield the formulas for E.M 3
k
j Fk1/ and E.M 3k /.
The proof of the following Lemma is straightforward; see Lemma 9.2 in Barczy et al. (2012).
Lemma A.2. Let .
k/k2N be i.i.d. random variables such that E
j
1j` < 1 for some ` 2 N.
((i)) If E.
1/ ¤ 0, then there exists a polynomial Q` of degree ` such that its leading
coefficient is ŒE.
1/
` and
E

.
1 C    C 
N /`

D Q`.N /; N 2 N:
((ii)) If E.
1/ D 0, then there exists a polynomial R` of degree at most `=2 such that
E

.
1 C    C 
N /`

D R`.N /; N 2 N:
The coefficients of the polynomials Q` and R` depend on the moments E.

j
1
/, j 2 ¹1; : : : ; `º.
Lemma A.3. Let .Xk/k1 be an INAR(2) process with autoregressive parameters .˛; ˇ/ 2
Œ0; 12 such that ˛ C ˇ D 1 (hence, it is unstable). Suppose X0 D X1 D 0 and E."`1/ < 1
with some ` 2 ZC. Then there exists a constant c` such that E.X`1n X`2n1/  c`n`, n 2 N, for
all `1; `2 2 ZC with `1 C `2  `.
Proof. Observe that the statement is equivalent with the following: for each polynomial P of
two variables having degree at most `, there exists a constant cP such that E .jP.Xn; Xn1/j/ 
cPn
`, n 2 N.
First, let us suppose that .˛; ˇ/ 2 .0; 1/2. For ` D 0, the statement is trivial. Let us suppose
now that the statement holds for 0; 1; : : : ; `1. Applying the multinomial theorem for X`1n and
using that the random variables ¹n;j ; n;j ; "n W j 2 Nº are independent of each other and of
the  -algebra Fn1, we have
E.X`1n X
`2
n1 j Fn1/
D
X
k1Ck2Ck3D`1;
k1;k2;k32ZC
`1Š
k1Šk2Šk3Š
E
0B@
0@ MX
jD1
n;j
1Ak1
1CA
ˇˇˇˇ
ˇˇˇMDXn1E
0B@
0@X
jD1
N n;j
1Ak2
1CA
ˇˇˇˇ
ˇˇˇ
NDXn2
E."
k3
1
/X
`2
n1;
for all `1; `2 2 ZC with `1 C `2 D `. Using part (i) of Lemma A.2 and separating the terms
having degree ` and less than `, we can write E.X`1n X
`2
n1 j Fn1/ in the form
Q`1;`2.Xn1; Xn2/ C
X
k1Ck2D`1;
k1;k22ZC
`1Š
k1Šk2Š
˛k1X
k1
n1ˇ
k2X
k2
n2X
`2
n1;
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where Q`1;`2 is a polynomial of two variables having degree at most `1. Hence, E.X`1n X`2n1/
takes the form
E

Q`1;`2.Xn1; Xn2/
C X
k1Ck2D`1;
k1;k22ZC
`1Š
k1Šk2Š
˛k1ˇk2E

X
`2Ck1
n1 X
k2
n2

:
By the induction hypothesis (used for polynomials, see the beginning of the proof), there exists
a constant cQ`1;`2 such that E
jQ`1;`2.Xn; Xn1/j  cQ`1;`2 n`1, n 2 N. In fact,
E
jQ`1;`2.Xn; Xn1/j ec`n`1 (A.3)
for n 2 N and `1; `2 2 ZC with `1 C `2 D `, whereec` WD max0i` cQi;`i . Consequently,
E.X`1n X
`2
n1/ ec`.n  1/`1 C X
k1Ck2D`1;
k1;k22ZC
`1Š
k1Šk2Š
˛k1ˇk2E

X
`2Ck1
n1 X
k2
n2

:
Similarly, for all k1; k2 2 ZC with k1 C k2 D `1, we have
E

X
`2Ck1
n1 X
k2
n2

D E Q`2Ck1;k2.Xn2; Xn3/
C
X
j1Cj2D`2Ck1;
j1;j22ZC
.`2 C k1/Š
j1Šj2Š
˛j1ˇj2E

X
k2Cj1
n2 X
j2
n3

:
Hence, we have
E.X`1n X
`2
n1/ D E

Q`1;`2.Xn1; Xn2/

C
X
k1Ck2D`1;
k1;k22ZC
`1Š
k1Šk2Š
˛k1ˇk2
X
j1Cj2D`2Ck1;
j1;j22ZC
.`2 C k1/Š
j1Šj2Š
˛j1ˇj2E

X
k2Cj1
n2 X
j2
n3

C
X
k1Ck2D`1;
k1;k22ZC
`1Š
k1Šk2Š
˛k1ˇk2E

Q`2Ck1;k2.Xn2; Xn3/

:
Applying (A.3) and
X
k1Ck2D`1;
k1;k22ZC
`1Š
k1Šk2Š
˛k1ˇk2 D .˛ C ˇ/`1 D 1;
we conclude that
E.X`1n X
`2
n1/ ec`.n  1/`1 Cec`.n  2/`1
C
X
k1Ck2D`1;
k1;k22ZC
`1Š
k1Šk2Š
˛k1ˇk2
X
j1Cj2D`2Ck1;
j1;j22ZC
.`2 C k1/Š
j1Šj2Š
˛j1ˇj2E

X
k2Cj1
n2 X
j2
n3

:
Using that E.Xr
1
X
q
0
/ D 0, r; q 2 ZC (because X0 D 0), after n  1 steps, we arrive at
E.X`1n X
`2
n1/ ec` n1X
iD1
i`1 ec`n  n`1 Dec`n`; n 2 NI
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thus, the statement holds for all monomials of two variables having degree `, and this implies
the statement for all polynomials of two variables having degree `.
Next, let us suppose that .˛; ˇ/ D .1; 0/. Then Xn D Xn1 C "n, n 2 N, which implies that
Xn D PniD1 "i , n 2 N. By part (i) of Lemma A.2,
E.X`n/ D Q`.n/; n 2 N; (A.4)
where Q` is a polynomial of degree `. If `1; `2 2 ZC with `1 C `2  `, then using the
independence of Xn1 and "n, we have
E.X`1n X
`2
n1/ D
`1X
jD0
 
`1
j
!
E.X
jC`2
n1 /E."
`1j
n /; n 2 N:
Using (A.4),
E.X`1n X
`2
n1/ D
`1X
jD0
 
`1
j
!
QjC`2.n  1/E."`1j1 / D O.n`/; n 2 N;
because for each j 2 ¹0; : : : ; `1º, the polynomial QjC`2 is of degree j C `2  `, which yields
the statement in case .˛; ˇ/ D .1; 0/.
Finally, let us suppose that .˛; ˇ/ D .0; 1/. Then Xn D Xn2 C "n, n 2 N, which implies
that X2n D PniD1 "2i , X2n1 D PniD1 "2i1, n 2 N. By part (i) of Lemma A.2, we have
E.X`
2n
/ D E.X`
2n1/ D Q`.n/, n 2 N, where Q` is a polynomial of degree `. Using the
independence of X2n and X2n1, for `1 C `2  `, `1; `2 2 ZC, we have
E.X
`1
2n
X
`2
2n1/ D E.X`12n/E.X`22n1/ D Q`1.n/Q`2.n/ D O.n`/; n 2 N;
as desired. The expectation E.X`1
2n1X
`2
2n2/ can be handled in a similar way.
On page 46 in Barczy et al. (2012), one can find another proof of this lemma.
Corollary A.4. Let .Xk/k1 be an INAR(2) process with autoregressive parameters .˛; ˇ/ 2
Œ0; 12 such that ˛ Cˇ D 1 (hence, it is unstable). Suppose that X0 D X1 D 0 and E."`1/ < 1
with some ` 2 N. Then
E.X ik/ D O.ki /; E.M ik/ D O.kbi=2c/; E.U ik/ D O.ki /; E.V 2jk / D O.kj /
for k 2 N and i; j 2 ZC with i  ` and 2j  `.
Proof. The estimate E.X i
k
/ D O.ki / readily follows by Lemma A.3. Next, we turn to prove
E.M i
k
/ D O.kbi=2c/. Using (A.2) and that the random variables ¹k;j ; k;j ; "k W j 2 Nº are
independent of each other and of the  -algebra Fk1, we have for all k 2 N,
E.M ik j Fk1/ D
X
i1Ci2Ci3Di;
i1;i2;i32ZC
i Š
i1Ši2Ši3Š
E
0B@
0@ MX
jD1
.k;j  E.k;j //
1Ai1
1CA
ˇˇˇˇ
ˇˇˇ
MDXk1
E
0B@
0@ NX
jD1
.k;j  E.k;j //
1Ai2
1CA
ˇˇˇˇ
ˇˇˇ
NDXk2
E

."k  E."k//i3

:
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By part (ii) of Lemma A.2, there exist polynomials Qi1 , i1 2 N, of degree at most i1=2, andeQi2 , i2 2 N, of degree at most i2=2 such that
E.M ik j Fk1/ D
X
i1Ci2Ci3Di;
i1;i2;i32ZC
i Š
i1Ši2Ši3Š
Qi1.Xk1/eQi2.Xk2/E ."1  E."1//i3 :
Hence,
E.M ik/ D
X
i1Ci2Ci3Di;
i1;i2;i32ZC
i Š
i1Ši2Ši3Š
E

Qi1.Xk1/eQi2.Xk2/E ."1  E."1//i3
for k 2 N. Clearly, Qi1.Xk1/eQi2.Xk2/ D Qi1Ci2 .Xk1; Xk2/, where Qi1Ci2 is a
polynomial of two variables having degree at most .i1 C i2/=2  i=2, and hence at most
bi=2c. By Lemma A.3, there exists a constant cQ
i1Ci2
such that E. jQ
i1Ci2.Xk1; Xk2/
ˇˇˇ
/ 
cQ
i1Ci2
.k  1/bi=2c. Hence
jE.M ik/j  .k  1/bi=2c
X
i1Ci2Ci3Di;
i1;i2;i32ZC
i Š
i1Ši2Ši3Š
cQ
i1Ci2
ˇˇˇ
E

."1  E."1//i3
ˇˇˇ
;
for all k 2 N, as desired.
Next, we turn to prove E.U i
k
/ D O.ki /, i; k 2 N with i  `. First, note that .a C b/i 
2i1.ai C bi /, a; b  0. Hence, by Lemma A.3,
E.U ik/ D E..Xk C ˇXk1/i /  2i1.E.X ik/ C ˇiE.X ik1//  ci2iki :
Finally, for 2j  `, j 2 ZC, we prove E.V 2jk / D O.kj /, k 2 N, using induction in k. By
the recursion (3.9), we have E.Vk/ D ˇE.Vk1/ C , k 2 N, with initial value E.V0/ D 0;
hence, E.Vk/ D 
Pk1
iD0 .ˇ/i , k 2 N, which yields that jE.Vk/j D O.1/. Let us introduce the
notation eVk WD Vk  E.Vk/, k 2 N. Because, by the triangular inequality for the L2j -norm,
E.V
2j
k
/
 1
2j 

E.eV 2j
k
/
 1
2j C jE.Vk/j;
and jE.Vk/j D O.1/; for proving E.V 2jk / D O.kj /, k 2 N, it is enough to show that E.eV 2jk / D
O.kj /, k 2 N. Using again the recursion (3.9), we obtain eVk D ˇeVk1 C Mk , k 2 N. Hence,
by the induction hypothesis,
E.eV 2j
k
/
 1
2j  ˇ

E.eV 2j
k1/
 1
2j C

E.M
2j
k
/
 1
2j D

O.kj /
 1
2j
;
thus, E.eV 2j
k
/ D O.kj /, k 2 N, as desired.
Corollary A.5. Let .Xk/k1 be an INAR(2) process with autoregressive parameters .˛; ˇ/ 2
Œ0; 12 such that ˛Cˇ D 1 (hence, it is unstable). Suppose that X0 D X1 D 0 and E."`1/ < 1
with some ` 2 N. Then
(i) for all i; j 2 ZC with max¹i; j º  `=2, and for all  > i C j2 C 1, we have
n
nX
kD1
jU ikV jk j
P! 0 as n ! 1; (A.5)
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(ii) for all i; j 2 ZC with max¹i; j º  `, for all T > 0, and for all  > i C j2 C iCj` , we have
n sup
t2Œ0;T 
jU ibntcV jbntcj
P! 0 as n ! 1; (A.6)
(iii) for all i; j 2 ZC with max¹i; j º  `=4, for all T > 0, and for all  > i C j2 C 12 , we have
n sup
t2Œ0;T 
ˇˇˇˇ
ˇˇbntcX
kD1
ŒU ikV
j
k
 E.U ikV jk j Fk1/
ˇˇˇˇ
ˇˇ P! 0 as n ! 1: (A.7)
Proof. The statements are easy consequences of Cauchy–Schwarz’s inequality, Markov’s
inequality, Doob’s maximal inequality, and Corollary A.4; see Corollary 9.2 in Barczy et al.
(2012).
Appendix B: A version of the continuous mapping theorem
A function f W RC ! Rd is called càdlàg if it is right continuous with left limits. Let
D.RC;Rd / and C.RC;Rd / denote the space of all Rd -valued càdlàg and continuous func-
tions on RC, respectively. Let B.D.RC;Rd // denote the Borel  -algebra on D.RC;Rd /
for the metric defined in Chapter VI, (1.26) of Jacod & Shiryaev (2003). With this metric,
D.RC;Rd / is a complete and separable metric space, and the topology induced by this met-
ric is the so-called Skorokhod topology. For Rd -valued stochastic processes .Yt /t2RC and
.Y.n/t /t2RC , n 2 N, with càdlàg paths, we write Y.n/
L! Y if the distribution of Y.n/ on
the space .D.RC;R/;B.D.RC;Rd /// converges weakly to the distribution of Y on the space
.D.RC;R/;B.D.RC;Rd /// as n ! 1. Concerning the notation L!, we note that if  and
n, n 2 N, are random elements with values in a metric space .E; d/, then we also denote by
n
L!  the weak convergence of the distributions of n on the space .E;B.E// toward the
distribution of  on the space .E;B.E// as n ! 1, where B.E/ denotes the Borel  -algebra
on E induced by the given metric d .
The following version of the continuous mapping theorem can be found for example in
Theorem 3.27 of Kallenberg (1997).
Lemma B.1. Let .S; dS / and .T; dT / be metric spaces and .n/n2N,  be random elements with
values in S such that n
L!  as n ! 1. Let f W S ! T and fn W S ! T , n 2 N, be
measurable mappings and C 2 B.S/ such that P. 2 C/ D 1 and limn!1 dT .fn.sn/; f .s// D
0 if limn!1 dS .sn; s/ D 0 and s 2 C . Then fn.n/ L! f ./ as n ! 1.
For the case S WD D.RC;Rd / and T WD Rq , where d; q 2 N, we formulate a consequence
of Lemma B.1. For functions f and fn, n 2 N, in D.RC;Rd /, we write fn lu! f if .fn/n2N
converges to f locally uniformly, that is, if supt2Œ0;T  kfn.t/  f .t/k ! 0 as n ! 1 for all
T > 0. For measurable mappings ˆ W D.RC;Rd / ! Rq and ˆn W D.RC;Rd / ! Rq , n 2 N,
we will denote by Cˆ;.ˆn/n2N the set of all functions f 2 C.RC;Rd / such that ˆn.fn/ !
ˆ.f / whenever fn
lu! f with fn 2 D.RC;Rd /, n 2 N. We will use the following version of
the continuous mapping theorem several times; see, for example, Lemma 3.1 of Ispány & Pap
(2010).
Lemma B.2. Let d; q 2 N, and let .U t /t2RC , .U .n/t /t2RC , n 2 N, be Rd -valued stochastic
processes with càdlàg paths such that U .n/ L! U . Let ˆ W D.RC;Rd / ! Rq and ˆn W
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D.RC;Rd / ! Rq , n 2 N, be measurable mappings such that there exists C  Cˆ;.ˆn/n2N with
C 2 B.D.RC;Rd // and P.U 2 C/ D 1. Then ˆn.U .n// L! ˆ.U/ as n ! 1.
In order to apply Lemma B.2, we will use the following statement several times; see
Lemma B.3 in Barczy et al. (2012).
Lemma B.3. Let d; p; q 2 N, h W Rd ! Rq be a continuous function and K W Œ0; 1  R2d !
R
p be a function such that for all R > 0, there exists a constant CR > 0 such that
kK.s; x/  K.t; y/k  CR.jt  sj C kx  yk/;
for all s; t 2 Œ0; 1 and x; y 2 R2d with kxk  R and kyk  R. Moreover, let us define the
mappings ˆ;ˆn W D.RC;Rd / ! RqCp , n 2 N, by
ˆn.f / WD
 
h.f .1//;
1
n
nX
kD1
K

k
n
; f

k
n

; f

k  1
n
!
;
ˆ.f / WD
 
h.f .1//;
Z 1
0
K.u; f .u/; f .u// du
!
;
for all f 2 D.RC;Rd /. Then the mappings ˆ and ˆn, n 2 N, are measurable, and
Cˆ;.ˆn/n2N D C.RC;Rd / 2 B.D.RC;Rd //.
Appendix C: Convergence of random step processes
We recall a result about convergence of random step processes toward a diffusion process; see
Ispány & Pap (2010). This result is used for the proof of convergence (5.4).
Theorem C.1. Let  W RC  Rd ! Rdr be a continuous function. Assume that uniqueness
in the sense of probability law holds for the SDE
dU t D .t;U t / dWt ; t 2 RC; (C.1)
with initial value U0 D u0 for all u0 2 Rd , where .Wt /t2RC is an r-dimensional standard
Wiener process. Let .U t /t2RC be a solution of (C.1) with initial value U0 D 0 2 Rd .
For each n 2 N, let .U .n/
k
/k2N be a sequence of d -dimensional martingale differences with
respect to a filtration .F .n/
k
/k2ZC with E

kU .n/
k
k2

< 1 for all k 2 N. Let
U .n/t WD
bntcX
kD1
U
.n/
k
; t 2 RC; n 2 N:
Suppose that, for each T > 0,
(i) sup
t2Œ0;T 





bntcPkD1E

U
.n/
k
.U
.n/
k
/>
ˇˇˇ
F .n/
k1

 R t
0
.s;U .n/s /.s;U .n/s />ds





 P! 0,
(ii)
bnT cP
kD1
E

kU .n/
k
k2 ¹kU .n/
k
k>º
ˇˇˇ
F .n/
k1

P! 0 for all 	 > 0.
Then U .n/ L! U as n ! 1.
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