Introduction
Consider an elliptic curve E/Q given by the Weierstrass equation
with A, B ∈ Z,
and with discriminant locus ∆ := 4A 3 + 27B 2 = 0.
The Mordell-Weil Theorem shows that E(Q), the set of rational points on E, is a finitelygenerated Abelian group.
If in equation (1) we instead let the coefficients A, B lie in a polynomial ring over Z, then E is no longer defined over Q, but over some function field K of Q, and we obtain an elliptic fibration or elliptic n-fold. The function-field analogue of the Mordell-Weil Theorem shows that, in this case also, the rational points on E are a finitely-generated Abelian group. The rank of E(K) has been an object of intense study and speculation, yet many of its properties, and the relation to the underlying geometry of E, remain elusive. The aim of this paper is to prove a relation between the rank of an elliptic threefold, and an average of its fibral Frobenius trace values. = rank E(S/k).
History of the problem
Consider an elliptic curve E over Q(T ). This is known as an elliptic surface, and has Weierstrass equation of the form: For each t ∈ Z and each prime p, let a p (E t ) := 1 + p − #{rational points in the reduction of E t modp} and let
be the average of the a p 's over all fibers.
Then, based on calculations of some non-trivial examples, Nagao [22] conjectured that
Recently, Rosen and Silverman [25] have derived an analytic version of Nagao's formula:
−A p (E) log p p s = rank E(Q(T )).
Assuming Tate's Conjecture, they prove that the analytic version of Nagao's formula holds for elliptic surfaces defined over any number field k, and, with a mild non-vanishing assumption, that in fact the original Nagao formula holds. Theorem 1.1 gives an analytic Nagao formula for elliptic threefolds.
Outline of the Proof
The proof proceeds along the following lines:
1. We first prove an isomorphism in the cohomology of E and S:
as Gal(k/k)-modules.
2. Next, we need a Shioda-Tate formula for elliptic threefolds.
3. Find a geometric interpretation of the Frobenius action on the singular fibers of E−→S.
Definition 2.3 A rational section σ : S−→E is a rational map (defined overk) such that the composition π • σ = id U /k , for some affine open subset U ⊂ S.
A k-rational section σ : S−→E is a rational map (defined over k) such that the composition π • σ = id U /k , for some affine open subset U ⊂ S.
Definition 2.4 An elliptic n-fold E−→S defined over k is split (overk) if there is an elliptic curve E defined overk, and a birational isomorphism (overk)
µ : E ∼ −→E ×k S, such that the following diagram commutes:
2 Define E/k to be a non-split elliptic n-fold π : E−→S defined over k, with k-section σ 0 : S−→E. Assume also that E(k) = ∅.
Remark 2.1 Note that, because of the section σ 0 , E(k) = ∅ is equivalent to S(k) = ∅. This assumption is made in order to ensure that Pic 0 E and Pic 0 S are defined over k. (See the discussion in [12] , pp. [31] [32] [33] .
Notation 2.3
Denote by (O) the image of the section σ 0 in E, and by O the corresponding rational point on E.
Definition 2.5 The closed subset
, the function field of S/k. K the algebraic closure of K. K =k(S), the function field of S/k. O S the structure sheaf of S/k. O E the structure sheaf of E/k.
We now make a few observations regarding the elliptic n-fold E.
(b) The fibers E s are connected.
(c) The requirement that the morphism π be flat is equivalent to requiring that dim(E s ) be constant for all s ∈ S.
Proof.
(a) This follows essentially from the properness of the map π, and the existence of a global section σ.
1. The morphism π : E−→S can be factored into π = q • π ′ , where
and q : S ′ −→S is a finite morphism. ( [11] , proof of Corollary III.11.5).
2. By construction, S ′ is connected because E and S are. Furthermore, the section σ : S−→E induces a sectionσ : S−→S ′ , given byσ := π ′ • σ. Thus, sinceσ maps S isomorphically onto its imageσ(S) ⊂ S ′ , dim(S) = dim(σ(S)). But since the morphism q is finite, dim(S) = dim(S ′ ) also. This implies that S is isomorphic to a connected component of S ′ , and, since S ′ is connected, the result follows:
(b) This follows from part (a), and ( [11] , III.11.3).
(c) EGA ( [10] , IV.15.4.2).
♠

The K/k-trace of E
In order to state the Mordell-Weil Theorem for function fields, it is necessary to recall first the concept of the K/k-trace of E.
Let k be a field, and let F be a finitely generated extension of k, such that F is the function field of a variety defined over k. Let A be an Abelian variety defined over k. An F/k-trace of A is a pair (t, B), consisting of an Abelian variety B, and a homomorphism t : B−→A defined over F, such that (t, B) satisfies the following universal mapping property:
If (r, C) is another pair with C defined over k, and r a homomorphism r : C−→A defined over F, then there exists a unique homomorphism i : C−→B defined over F making the following diagram commute:
Chow defined and proved the existence of the F/k-trace, and also that the homomorphism t is injective. See ( [12] , p.138) for details.
Let (τ, B) be the K/k-trace of E. Next, we show that the assumption that the elliptic n-fold E is non-split implies that B = 0.
Lemma 2.1 Let E, E be as previously defined, and assume that the K/k-trace (τ, B) of E is such that B = 0. Then E is split overk.
Proof. Since B = 0, B is an Abelian variety of dimension at least one. Since also the morphism τ is injective, we get
hence dim B = dim E = 1. Therefore the morphism τ : B−→E is an injective isogeny, and so
−→E is an isomorphism over K.
This in turn implies
this induces a birational isomorphism of varieties E−→B ×k S commuting with maps to S; by definition, this means E is split. ♠
k-Rational Sections
Let E(S/k) be the set of rational sections ρ : S−→E, and E(S/k) be the set of k-rational sections of E. E(S/k) and E(S/k) are groups, and are isomorphic to E( K) and E(K) respectively. Proofs and further details are exactly as in the elliptic surfaces case, see ([29] , III.3.10).
Definition 2.6 E(S/k), the group of k-rational sections on E, is often called the MordellWeil group of E.
The next theorem, known as the Mordell-Weil Theorem for function fields, will show that both E(S/k) and E(S/k) have finite rank. Since B = 0 by Lemma 2.1, this theorem shows that
is finitely generated, and therefore rank E( K) = rank E(S/k) is finite. Furthermore, E(S/k) is a subgroup of E(S/k), so E(S/k) is also finitely generated; rank E(S/k) is often called the Mordell-Weil rank of E. 
Fibral Frobenius Trace Values
Having defined one side of the equation in Theorem 1 (the Mordell-Weil rank of E), we now address the terms on the other side of the equation, and make more precise our notion of "average" of fibral Frobenius trace values: 
Returning to the case of our elliptic n-fold E, we make the following definitions: And finally, the "average" of fibral Frobenius trace values:
Integral Models
Consider an embedding of E into projective space P N . Since E is defined over k, we can find a finite collection {f 1 , ..., f t } of homogeneous polynomials, with coefficients {A I } in k, that define E. Singularities on E are determined by the simultaneous vanishing of these polynomials, and some combination of products of their partial derivatives (again finitely many, again with coefficients {B J } in k). Elimination Theory then states that there is a set of polynomials {g h } u 1 in the coefficients {A I , B J }, such that this is equivalent to the simultaneous vanishing of the g h . Since E is nonsingular, these g h do not simultaneously vanish, and hence there are only finitely many primes p such that reduction of the {A I } and {B J } mod(p) would give vanishing of the g h . Call these the "bad primes", and collect them in a set B. The complement of B is an open set U ⊂ O k ;Ẽ, the reduction of E mod(p), is still a smooth, elliptic n-fold (defined over F p ) for all p ∈ U , and so the model
E/k can be thought of as the fiber over the generic point of this model, whileẼ is the fiber over the closed point p ∈ U .
Similar Elimination Theory arguments can be used to show that the following hold for all but finitely many primes p:
1.S is a smooth (n − 1)-fold (defined over F p ).
2.π :Ẽ−→S is a proper, flat morphism.
3. If ∆ ′ is the discriminant locus ofπ :Ẽ−→S, then for almost all p, ∆ ′ =∆, the reduction mod(p) of ∆, and the irreducible decomposition of ∆ ′ is given by:
4. Let Θ i,j be the irreducible components of π −1 (∆ j ), and Θ ′ i,j be the irreducible com-
5. For a fixed x ∈ S, the number of irreducible components inẼ x is the same as the number of irreducible components in E x .
By enlarging B if necessary, we will assume that these statements hold for all p ∈ U .
Intersection Theory
One of the main results of the next section will be an isomorphism of the Picard Varieties of E and S. In the case of elliptic surfaces, the proof relies on a non-degenerate bilinear pairing
given by Intersection Theory on surfaces. (Details can be found in [29] Proposition III.8.2). In the case of higher-dimensional varieties, it is no longer possible to get a pairing into Z. However, we will show that it suffices to have a pairing with a notion of "positivity." This pairing will be the subject of this section. For a review of the necessary results on Intersection Theory of higher-dimensional varieties, see [11] , Appendix A or [7] . For ease of reference, we list here only the most necessary results.
For the rest of this section, assume all varieties are non-singular, projective over an algebraically closed field κ.
Summary of Basic Results
, and α negative (α < 0). 
The following Proposition is very similar to the Elliptic Surfaces case. However, there are enough differences due to the new pairing, that we give a proof below.
(a) This follows from the Projection Formula, once we note that for any fibral divisor D,
Thus, it suffices to prove the theorem for each D i , and we can assume that D ⊂ π * G, for some irreducible G ∈ Div(S).
and define another fibral divisor D ′ by
By part (a), we know that D ′ , F = 0 and thus:
The terms in the above equation are zero when i = j; it therefore reduces to:
Now for i = j, Γ i and Γ j are distinct irreducible divisors, and so
Since, as previously mentioned, n i , n j ≥ 0, this implies that
and therefore D, D ≤ 0, proving part (b).
(c) To prove part (c), now assume that D, D = 0. Plugging into equation (2), this gives
However, the fibers of π are connected by Proposition 2.1.b. Thus, given any two irreducible components Γ i and Γ j , there is a sequence of components
But the section σ : S−→E intersects with exactly one irreducible component of π * G, say Γ 0 , which therefore has multiplicity one: i.e., n 0 = 1. This implies a i n i = a 0 ∈ Z for all i.
Plugging this into the irreducible decomposition of D gives:
This completes the proof of part (c).
♠
Picard Varieties
We will adopt the following notation for varieties X/κ, κ an algebraically closed field:
Pic X the Picard Scheme of X/κ.
Definition 2.14 The trivial part of NS(E) ⊗ Q, denoted T , is the subspace generated by the image of the zero section (O), and by all geometrically irreducible components of the fibral divisors. Denote by F the subspace of T generated by the non-identity components of the fibral divisors, where the identity component of a fibral divisor is the component intersecting (0).
Note that T is generated by (0), π * NS(S), and F.
Remark 2.4
For all but finitely many primes p, the trivial part of NS(Ẽ/F p ) ⊗ Q is isomorphic toT , the reduction of T mod (p). This follows from Section 2.5, statement 3, and hence holds for all primes p ∈ U .
An Isomorphism in Cohomology
Our main goal in this section will be to prove
This can be proven by showing first that Pic 0 E ∼ = Pic 0 S , and combining this with the fact that, for any variety V/k,
The isomorphism of Picard Varieties will follow quite easily from the following theorem:
There is an exact sequence of Abelian Groups:
Proof. This proof is based on Raynaud's proof of the elliptic surface case (see [28] , Theorem 2).
1. The morphism π : E → S induces a map
Since π * preserves algebraic equivalence (Theorem 2.3), we get a morphism
Furthermore, restriction to the generic fiber induces a morphism
But by the universal mapping property of the K/k−trace (τ, B) of E, the map ψ factors through B; i.e., there is a unique homomorphism β : Pic 0 E −→B such that ψ = τ • β. Thus, we have a sequence of morphisms
and it remains to show that, as maps on thek-points, this is a short exact sequence of Abelian groups:
2. The injectivity of α follows from the existence of the global section σ : S−→E;
Since by definition π • σ = id S , this gives
therefore π * , and hence also α, is injective.
3. To show exactness at the middle, note first that ψ • α = 0; this is true because restriction to the generic fiber sends fibral divisors in Pic 0 (E) to zero, and α sends Pic 0 (S) to fibral divisors in Pic 0 (E).
But if ψ • α = 0, then also β • α = 0 because τ is injective.
This shows Im(α) ⊂ Ker(β). Thus, we have D ∼ alg 0, and D = π * C for some C ∈ Div(S). It remains to show that C ∼ alg 0. But by Theorem 2.3, σ * preserves algebraic equivalence. Therefore, σ * D ∼ alg 0. Since
this shows that C ∼ alg 0, and therefore Γ = cl(D) ∈ π * (Pic 0 (S)), proving that Ker(β) = Im(α).
♠
Now we are ready to prove the isomorphism of Picard Varieties: Proof.
1. Since the elliptic threefold E is non-split, the K/k-trace B must be trivial (Lemma 2.1). From the exact sequence (3), it then follows that Pic 0 (S) and Pic 0 (E) are isomorphic as groups. Then by [19] , Proposition II.6, p.64,
If Pic
Since α is a map between two Abelian varieties of the same dimension, and with finite (in fact, trivial) kernel, this implies that α is an isogeny. 3. Since Pic 0 S , Pic 0 E , and the map α are all defined over k, the isomorphism is in fact an isomorphism over k. ♠ Proposition 3.1 Let V be a smooth, projective variety defined over k. Then
Proof. This seems to be a well-known result, but since we could not find a reference, we give a proof below. 
where T is the torsion subgroup of H 1 (V, Z). Rewrite this as a short exact sequence
Taking Hom( · , Z/l r Z) of the sequence gives:
Since Hom(H 1 (X, Z), G) ∼ = H 1 (X, G) for any finite Abelian group G and any smooth variety X, we get 0−→H
Furthermore, by theètale cohomology compatibility theorems ( [15] , Theorem III.3.12, p.117), we have H 1 (X, G) ∼ = H 1 et (X, G) for any finite Abelian group G and any smooth variety X/k:
Taking inverse limits as r goes to infinity, and noting that inverse limits of exact sequences of finite groups are exact ( [15] , p.165):
where by definition,
Furthermore, since V is a smooth variety, H 1 (V, Z), and hence also T, is finitely-generated. Therefore, there is some integer t such that Hom(T, Z/l r Z) ∼ = Z/l t Z for all r ≥ t, and therefore lim
But Z/l t Z ⊗ Q = 0, hence tensoring with Q gives
. Noting now that there is an isomorphism defined over k [12] , Thm VI.1.1, p. 148 we see that
This leads us to the main theorem of this section:
Proof. This follows from Theorem 3.3, together with Proposition 3.1. ♠
The following Corollary will be especially useful in later simplifying the equation for A p (E).
Corollary 3.1 a p (E) = a p (S).
Proof. . Since Theorem 3.1 gives
Thus, what remains is to show, for any variety V/k, that
, and this is a consequence of the proper and smooth base change theorems (see [1] ). ♠
A Shioda-Tate Formula
In this section, we prove that NS(E) ⊗ Q is generated by T and by the k-rational sections. In the case of elliptic surfaces, this is the main result of the Shioda-Tate Formula, which we recall here: Theorem 4.1 (Shioda-Tate Formula) ([27], Theorem 1.1) Let E−→C be an elliptic surface defined over k, with k-rational section σ 0 . Embed E(C/k) into NS(E) by sending a section σ to the divisor σ(C) − σ 0 (C). Then there is a decomposition of Gal(k/k)-modules,
where J is the subspace of NS(E) ⊗ Q generated by the image of the zero section, and by all components of all fibers.
In order to prove a similar formula for elliptic n-folds, we follow an argument similar to Shioda's proof for Elliptic Surfaces [28] , and take a closer look at the map ψ (equation 4, restriction to the generic fiber) at the level of geometric points. Restricting a line bundle on E to the generic fiber E defines a homomorphism
which associates with every divisor class cl(D) on E the divisor D| E = D.E on the generic fiber E. Then, using the given rational point O ∈ E(K), adjust the image by sending cl(D) to cl(D ′ ), where D ′ := D.E − (D.E)O; the divisor D ′ is thus a degree zero divisor on E, and the homomorphism becomes
Remark 4.1 By construction, the kernel of φ contains the zero-section and any fibral divisor in Pic(E).
Lemma 4.1 LetŤ be the subgroup of Pic(E) generated by the irreducible components of the fibral divisors, and by the zero-section (O). Then
is a short exact sequence of Abelian groups.
1. Notice that the morphism φ is surjective: given any K-rational divisor C on E, taking the schematic closure of its irreducible components gives a divisorC on E such that C.E = C. 
Then there is a decomposition of Gal(k/k)-modules,
NS(E) ⊗ Q ∼ = (E(S/k) ⊗ Q) ⊕ T .
Proof.
Comparing the short exact sequences (3) and (9), we see that ψ maps Pic(E) surjectively onto E( K), while at the same time sending Pic 0 (E) to B(k) = 0. This implies that
with kernel T ′ , the image ofŤ in NS(E). Thus, we have an exact sequence
Since the action of Galois sends vertical divisors to vertical divisors, and horizontal to horizontal, this sequence splits as a Galois module after tensoring with Q; noting that T ′ ⊗ Q = T then gives the desired formula. ♠ Corollary 4.1
where F is the vector space generated by the non-identity geometrically irreducible components of the fibral divisors.
Proof. Take Gal(k/k)-invariants of the Shioda-Tate formula for elliptic n-folds. This gives
But recall (see Definition 2.14 ff) that T is generated by (0), π * (NS(S)), and F.
as required. ♠
The Singular Fibers
The main goal of this section is to prove Theorem 5.1 below, which establishes a geometric interpretation for the action of Frobenius on the singular fibers. Our main tools will be Tate's Algorithm for determining the singularity-type of a given fiber, and an effective version of the Geometric Tchebotarev Density Theorem, and this requires that we now restrict to the case of an elliptic threefold E/k. 
whereF is the vector space generated by all non-identity components of π −1 (∆) (the identity component is the component intersecting (0)).
Proof.
1. Recall (Definition 2.5) that if ∆ = ∆ 1 + · · · + ∆ r is the irreducible decomposition of the discriminant ∆ of π : E−→S, then, for all p / ∈ B, the discriminant locus of π :Ẽ−→S is given by∆, the reduction of ∆ mod(p), which has irreducible decomposition∆
From this it follows that, for all p / ∈ B (where we recall, from section 2.5, that B is a finite set of "bad" primes), genus∆ i = genus ∆ i for all i.
2. Now assume that, for all 1 ≤ j ≤ r:
whereF j is the vector space generated by the non-identity fibral divisors over∆ j . Then
Thus, it suffices to prove the theorem with ∆ replaced by one of its irreducible components.
3. The singular points on ∆ are determined by the simultaneous vanishing of a finite set of polynomials. But, for a given polynomial f (D) ∈ k[∆], there are only finitely many x ∈ ∆ such that f (x) = 0, but f (x) ≡ 0 mod (p) for all primes p. Thus, there can only be finitely-many nonsingular x ∈ ∆ which are singular points on∆ for all reductions mod(p).
Let G be the set containing all singular points on ∆ and all points which are singular mod(p) for all p.
At the singular points of s ∈∆, we note that the number of components lying over E s is bounded by the number of components lying over E s (this follows from Section 2.5, Statement 4), hence is bounded by a constant independent of p. Furthermore, the following argument will show that the number of singular points on∆ is bounded independently of p, and therefore singular points and the fibers over them contribute only to the error term in Theorem 5.1.
Denote by η :∆−→∆ the desingularization of ∆. If ∆ ns is the set of nonsingular points on ∆, then
while, for the finitely-many points
For almost all p,∆ =∆, and #η −1 (s g ) = #η −1 (s g ). Thus, letting S := max g {S g }, we see that for all primes p / ∈ B,
4. The next step is to show that at almost every point x ∈∆, the singular fiber π −1 (x) is of Kodaira type, and that the singularity type is locally constant. This can be accomplished by considering the localization ofẼ at∆, and applying Tate's Algorithm.
Let OS be the structure sheaf ofS, and OS ,∆ the local ring of∆ onS. Then R := OS ,∆ is a DVR, with residue field F := F p (∆) = F p (D), and prime m; let
be the localization ofẼ at∆; then a Weierstrass Equation forẼ∆ is given by: 
5
. Localizing E over ∆ gives an elliptic curve defined over the DVR O S,∆ , with perfect residue field k(∆) -hence a straightforward application of Tate's Algorithm shows that the Kodaira singularity type of E is locally constant over ∆.
Then, for all but finitely-many p, (a) The Kodaira type of E over ∆ is the same as the Kodaira type ofẼ over ∆, call it D.
(b) Let ∆ KF := {x ∈ ∆|x / ∈ G and E x has Kodaira type D}.
Then ∆ KF =∆ KF .
The first statement follows because Tate's Algorithm is applied to the local equations of E andẼ over ∆ and∆ respectively, and for almost all p, they will be the same equation, with the same zeros.
The second statement follows from Elimination Theory arguments.
6. The proof now reduces to an examination of each fiber type.
Note first that, since we are considering the action of Frob p on a subspace of NS(Ẽ/F p ), we must look at all fibral components that are irreducible overF p (and not overF !). Trace(Frob p ) picks out from among these the ones that are defined over F p . These will be called F p -rational components.
Following Tate's notation, we now define
Consider the divisorπ −1 (∆). Let H = number of irreducible components overF , h = number of irreducible components overF that are defined over F p , M = number of F p -rational components.
• Type I n , n > 0. There are n components ofπ −1 (∆) defined overF , so H = n. According to Tate's Algorithm, the number M of F p -rational components is determined by the splitting field
(a) If F ′ = F , then M = n; furthermore, F ′ = F implies that, for all d ∈∆,
for L some finite extension of F p , then in fact the n components of π −1 (∆) are defined overF p , but they are not all defined over F p because F ′ = F . To determine the number of F p -rational components, we consider what happens at the fibers over points d ∈∆(F p ).
, the splitting field of P d (T ) will be L = F p . Hence, the Galois action reflects the geometric components of the polygon. This means there will always be two invariant components when n is even, and one invariant component when n is odd. Therefore we have: for even n:
Otherwise, from the discussion in part (b) it is clear that h = 2 for even n, h = 1 for odd n, and
This can be explained as follows: since F ′ = L(∆), the irreducible components of π −1 (∆) are NOT defined overF p . Thus, theF p -components are exactly the F p -components, and consist of the Frob p orbits. Since the action on I n is reflection, there will be n+2 2 for even n, and n+1 2 for odd n. At the level of fibers over points d ∈∆(F p ), m d alternates between 1 and n (in the case n odd), and between 2 and n (if n even), depending on whether or not F p is the splitting field of P d (T ).
• Type II. There is only one component ofπ −1 (∆) defined overF ; since this includes the identity component Θ 0 , which is defined over F , we get M = m d = 1 for all d ∈∆(F p ).
• Type III. There are two components ofπ −1 (∆) defined overF . One is Θ 0 , so the other must also remain fixed under the action of Frobenius. Hence M = m d = 2 for all d ∈∆(F p ).
• Type IV . There are three components ofπ −1 (∆) defined overF , so H = 3. Let F ′ be the splitting field of
(c) Otherwise, m d alternates between 1 and 3, which shows that h = 1, and M = 2 = H+h 2 .
• Type I * n . There are n + 5 components ofπ −1 (∆) defined overF . To determine the number of F p -rational components, consider the polynomial
(a) If Q(T ) has three distinct roots inF , then we are in the case I * 0 . There are 5 components defined overF (i.e., H = 5. Let F ′ be the splitting field of Q(T ).
ii. If Q(T ) is reducible in F , but F ′ = F , then let P 1 (T ) be the irreducible part of Q(T ), and let F ′′ be the splitting field of
, and m d alternates between 3 and 5.
iii. If Q(T ) is irreducible in F , and (b) If Q(T ) has one simple root and one double root inF , then we have type I * n , n ≥ 1. In this case, H = n+5, and the number of F p -rational components (n + 3 or n + 5) is determined by the splitting of a quadratic polynomial P (T ). Let C be its splitting field.
iii. If C = L(∆), then m d alternates between n + 3, and n + 5 (so h = n + 3), and M = n + 4 = H+h 2 .
• Type III * . There are eight components ofπ −1 (∆) defined overF , and they are all fixed by the action of Frobenius. Hence,
• Type II * . There are nine components ofπ −1 (∆) defined overF , and they are all fixed by the action of Frobenius. Hence, M = m d = 9 for all d ∈∆(F p ).
• Type IV * .
There are seven components defined overF , therefore H = 7. Let F ′ be the splitting field of 7. The proof of the theorem now reduces to analyzing two cases:
We have 
where, for y ∈ Y unramified, C is a conjugacy class in G := Gal(X/Y ), σ y is a Frobenius conjugacy class of y, and
= #{y ∈ Y r |y unramified}, D = the set of ramified points inȲ .
(c) To apply this version of Chebotarev, we note that in our case, X is the curve defined by the polynomial P (T ), Y =∆, and, since we are considering only points in∆(F p ), r = 1. Thus, we get the inequality:
Since, furthermore, by the Riemann-Hurwitz formula
the inequality becomes
where K is a constant depending only on |G|, g Y and |D|, and hence is bounded independently of p. This gives
Noting that ψ(1) = #∆(F p ) − |D|, gives
Next, we want to observe what happens for deg(P) = 2, and deg(P) = 3.
i. deg(P) = 2.
In this case, |G| = 2; one of the two conjugacy classes consists of id, and the other is a transposition t. ii. deg(P) = 3.
In this case, |G| = 3 or |G| = 6. 
The Main Theorem
We now have all the information necessary to prove Theorem 1.1. What remains is to run it through the L-series machinery, and apply Tate's Conjecture.
Recall that, for a smooth variety V/k, the Hasse-Weil L-series attached to 
This last equality follows from [25] , Proposition 1.5.1.
(c) Furthermore, for Re(s) > 
♠
