ABSTRACT The Dempster-Shafer evidence theory has been investigated for many applications due to its ability in handling uncertainty and ignorance. However, the classical Dempster's combination rule can only be applied to the cases, where evidence is independent. This assumption is often unrealistic and may lead to unreasonable decisions. In this paper, a new method for combining dependent evidence based on mutual information is proposed. First, the mutual information is used to measure the dependence degree between evidence. Second, the total discount coefficient is defined based on the dependence degree between evidence. Finally, the aggregation model based on the total discount coefficient and Dempster's combination rule is presented in the information fusion stage. The experiments on Iris data is illustrated to show the use and effectiveness of the proposed method. Compared with other methods, the proposed model has the highest classification recognition accuracy.
I. INTRODUCTION
Dempster-Shafer evidence theory, also known as D-S evidence theory, is a flexible and general approach to handle uncertainty, incompleteness, and ignorance in information fusion fields, such as fault diagnosis [1] - [4] , multi-criteria decision-making (MCDM) [5] , [6] , target recognition [7] , risk assessment [8] - [10] , supplier selection [11] , human reliability analysis [12] , and so on. It was first proposed by Dempater in 1967 [13] and further improved and extended by Shafer in 1976 [14] .
In D-S theory, Dempster's combination rule is a common option in the information fusion stage for its good mathematical properties such as commutative property and associative property. However, there is a basic assumption when applying Dempster's combination rule, i.e., the sources of evidence should be independent. Such an assumption is often unrealistic. For example, there will be dependence between the criteria ''price'' and ''comfort'' in the selection of a car [15] . Ignoring the relationship between the evidence may lead to unreasonable decisions [16] , [17] . Thus, how to aggregate dependent evidence effectively is an important issue. Some methods have been proposed to address this issue. The existing methods can be divided into two categories [18] : (1) Modification of the Dempster's combination rule [19] ; (2) Modification of the source of evidence [20] , [21] . Since the fusion of evidence by Dempster's combination rule is commutative, associative, and the uncertainty can be effectively reduced after the fusion, more and more attention has been paid to the second category.
The main idea of the second category is to reduce the repeated calculation of the dependent part of the information sources. One feasible direction in this category is based on the discount operation. These methods suggest that dependent evidence should have more discount (or be given less weight) than independent evidence in the fusion stage. In [21] , a weighted fusion model with order is proposed. The method uses relative independence degree as the discount factor of the evidence, and then uses Dempster's combination rule to fuse the processed evidence. However, the method does not provide how to determine the degree of relative independence. In [18] , the model uses the Pearson correlation coefficient between evidence sources to represent the dependence degree and define the discount coefficient. However, Pearson correlation coefficient can only reflect the linear dependence degree between normal distribution data sources [22] , and can not deal with nonparametric and nonlinear cases effectively. In [23] , a fusion model based on Spearman rank correlation coefficient is proposed. By using the Spearson correlation coefficient to describe the dependence degree between evidence, the model improves the situation where non-parameter cases exist. However, it can only deal with the strictly monotone correlation between the sources of evidence. The method proposed in [24] is to multiply the Person correlation coefficient and the Spearman correlation coefficient to get a total discount coefficient. Although the identification accuracy of the fusion results is improved, this method essentially only consider the linear dependence and the monotone correlation between evidence sources.
In actual conditions, the dependence among sources of evidence may be varied and complex, far more than linear correlation and monotone correlation. In information theory, mutual information is an effective measurement for interdependence degree between two variables, indicating the content of information shared by two variables, which is not limited to linear and monotone relations. Nonlinear relationship between variables can also be well evaluated [25] . In order to deal with more general dependence relationship and fuse the dependent evidence more effectively, this paper proposes a new model based on mutual information. The new model will improve the application of the Dempster-Shafer theory to real-world problems under uncertainty. This paper is organized as follows. In Section II, the preliminaries on D-S evidence theory, and the definition of mutual information are briefly introduced. In Section III, the proposed fusion model based on mutual information is given. In Section IV, an experiment of Iris data is illustrated to show the rationality of this new method. Finally, the conclusions are given in Section V.
II. PRELIMINARIES A. D-S EVIDENCE THEORY
Definition 1: Frame of Discernment [13] , [14] In D-S evidence theory, let U be a finite nonempty set and the elements in U are mutually exclusive and exhaustive. U is called frame of discernment. Let 2 U denote the power set of U , and a proposition is an element of 2 U . 
where,
K is called the conflict coefficient between m 1 and m 2 . Note that the Dempster's combination rule is only applicable to two BPAs which satisfy the condition K < 1.
Definition 4: Discount operation of evidence [14] Let m be the BPA on the frame of discernment U , and let α be the value of the unit interval, that is α
Then α ⊗ m is called the discount operation of BPA, where α is the discount coefficient, and the discounted BPA is denoted as α m.
Definition 5: Pignistic Probability Transformation (PPT) [26] Let m be a BPA on U . The corresponding pignistic probability transformation formula is defined as follow:
where |A| is the cardinality of subset A, and ∅ is an empty set.
B. MUTUAL INFORMATION
Let X and Y be two continuous random variables with joint probability density function (pdf) p(x, y), and marginal pdfs p(x) and p(y), respectively. The MI between X and Y is defined as [27] 
Consider two discrete random variables X and Y , with alphabets α and β, respectively. The MI between X and Y with a joint probability mass function p(x, y) and marginal probabilities p(x) and p(y) is defined as follows:
The MI has two main properties that distinguish it from other dependency measures: first, the capacity of measuring any kind of relationship between variables; second, its invariance under space transformations [28] , [29] .
In order to compare the degree of correlation between different variables, a generalized correlation function R g is proposed by [30] . The result is called generalized correlation coefficient, and R g is defined as follows:
When X and Y are completely related,
In general, R g is between 0 and 1.
III. PROPOSED METHOD A. THE FRAMEWORK OF THE PROPOSED METHOD
In this section, the method of dealing with dependence evidence is given. From Section I, we can know that the existing methods can be divided into two categories to deal with dependent evidence. One is to modify the traditional Dempster's combination rule, finding a new evidence fusion rule without requiring evidence to be independent of each other. The other is to modify the source of evidence to reduce the repeated calculation of the dependent part of the information sources. A flowchart of the proposed method is given in Figure 1 . Firstly, collect information sources data as the raw data. Secondly, according to the information sources data, generate BPA and analyze the dependence between two information sources to generate discount coefficient based on mutual information. Thirdly, discount correction for BPA based on discount coefficient. Then, fuse the discounted BPA according to traditional Dempster's combination rule. Finally, the decision conclusion is drawn by using the Pignistic Probability Transformation (PPT) method proposed in [26] .
B. GENERATION OF CORRELATION DISCOUNT COEFFICIENTS
A complete decision process of information fusion based on D-S evidence theory includes at least four stages, that is, the stage of getting the original information from the information source, the stage of generating BPA based on the original information, the stage of fusing BPA, and the stage of final decision. Therefore, in order to avoid missing or adding information, the analysis of the dependence evidence should start with the original data obtained from the information source. In the actual information fusion system, many information sources are often involved, and each information source interweaves with each other and the relationship is complicated. Therefore, this paper uses the method of total dependence degree to represent the total dependence degree between an information source and other information sources in the system, and generates a discount coefficient to correct the dependent evidence.
In this paper, we assume that the system has M information sources S1, S2, · · · , SM , and each source contains n sets of sample data. The method of calculating the total dependence degree is as follows:
Step 1: Calculate mutual information I (S x , S y ), (x = 1, 2, . . . , m; y = 1, 2, . . . , m) between every two sources according to Equation (6) and (7).
Step 2: Calculate the generalized correlation coefficient r g (S x , S y ), (x = 1, 2, . . . , m; y = 1, 2, . . . , m) between every two information sources according to mutual information I (S x , S y ) and Equation (8) .
Step 3: Establish a generalized correlation coefficient matrix R g , as follows
The matrix is symmetric.
Step 4: Calculate the total dependence degree T Si of information source S i . The total dependence degree T Si is dedined as
Step 5: This paper holds that the greater the total dependence degree of an information source in the system, the less independent information it provides, and the smaller the discount coefficient should be, so the total dependence discount coefficient for each information source should be defined as
C. FUSION OF DEPENDENT EVIDENCE
Suppose that BPAs are m S1 , m S2 , . . . , m SM , which are established by information source S1, S2, · · · , SM . Their total dependence discount coefficients are α S1 , α S2 ,· · ·, α SM .
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The dependent evidence fusion equation is as follows: (12) where α Si m Si represents discount calculation with total dependence discount coefficient α Si (see Definition 5).
IV. EXPERIMENTAL SIMULATION A. EXPERIMENTAL METHODS
In this section, Iris data set is used as the data source of simulation experiment. The Iris data set is a classical data set in the field of machine learning and pattern recognition, which can be found in UCI machine learning database [31] . The data set contains three types of iris, namely, Setosa (Se), Versicolour (Ve), and Virginica (Vi), and each type contains 50 sets of data samples, each sample has four attributes: sepal length (SL), sepal width (SW), petal length (PL), and petal width (PW). These four different attributes can be regarded as four kinds of information sources to construct four BPAs for fusion decision. The experiment could be seen as a target recognition problem. The main process of the procedure method to recognize a certain iris type is shown in Figure 2 .
The main steps are as follows:
Step 1: The four attributes in the Iris data set are regarded as information sources, and the total dependence discount coefficient is calculated according Section III-B.
Step 2: According to the method of [32] , BPAs is generated.
The Iris data set contains three types of iris, and four attributes: SL, SW, PL, and PW. The three types of flowers can be considered as identification targets, and four different attributes can be regarded as four kinds of information sources to construct four BPAs for fusion decision.
First, according to the data set of the three identification targets, the normal distribution of the four attributes can be obtained. From this we can obtain clusters of normal distribution curves of four attributes, and the curve cluster of each attribute contains the normal distribution curve of three targets.
Then, in the normal distribution curve cluster of each attribute, let x be the input value of the target, then the perpendicular line of x intersects with the normal distribution curve cluster, and the ordinate is y 1 , y 2 , y 3 , respectively. In the curve cluster, the closer x is to the mean of a certain target species, the greater the probability that x belongs to the species, and the greater the value of y.
Finally, y 1 , y 2 , y 3 are normalized to construct the BPA of the attribute.
Step 3: According to the method of Section III-C, the dependent evidence after discount correction is fused.
Step 4: By using the PPT function in Definition 5, the fused BPA is converted into probability distribution, the iris type with maximum probability is the final recognition result.
In order to prove the rationality of the proposed method, four cases are considered in the test model. They are: Case 1: Only Pearson correlation coefficient is considered (as is in [18] ); Case 2: Only Spearman correlation coefficient is considered (as is in [23] ); Case 3: Pearson correlation coefficient and Spearman correlation coefficient are multiplied together to be considered (as is in [24] ); Case 4: The method based on mutual information proposed in this paper.
The fusion rules for the four cases are as follows: Case 1: Only consider Pearson correlation coefficient
Case 2: Only consider Spearman correlation coefficient
Case 3: Multiply the Pearson correlation coefficient with the Spearman correlation coefficient
Case 4: The method based on mutual information in this paper
where ω Pi , ω Si , and ω PSi are the total dependence discount coefficients in [18] , [23] , and [24] . ω Pi m Si , ω Si m Si , ω PSi m Si are the BPAs after discount calculation according to the corresponding discount coefficient. In Case 4, α Si also represents the total dependence discount coefficient in this paper's method. Similarly, α Si m Si is the BPAs after discount calculation according to the discount coefficient α Si . 
TABLE 4.
The total dependence discount coefficient of methods in [18] , [23] and [24] .
B. EXPERIMENTAL PROCESS
Step 1: Analyze the dependence degree among the four attributes (i.e. four information sources) of SL, SW, PL, and PW. According to Equation (7), the mutual information among the four attributes of the data set of Iris is obtained as shown in Table 1 .
Then, the generalized correlation coefficient matrix R g is established according to the Equation (8) Then, calculate the total dependence degree T Si of the attributes based on Equation (10), as shown in Table 2 .
Finally, according to Equation (11), the total dependence discount coefficient is calculated, and the results are shown in Table 3 .
In addition, the discount coefficients of the methods proposed in [18] , [23] , and [24] are ω Pi , ω Si and ω PSi , as shown in Table 4 :
Step 2: Because the Iris data set has 4 attributes SL, SW, PL, and PW, use the method from [32] to generate 4 BPAs, shown in Table 5 .
Step 3: According to Equation (4), the BPA is modified by using the total dependence discount coefficient α Si .
Step 4: Decision-making after fusion is based on the Pignistic Probability Transformation (PPT). The recognition results of the proposed method and other three cases are shown in Figure 3 .
C. ANALYSIS OF RESULTS
In this paper, the fusion results of four different methods are compared, and the results are shown in Figure 3 . The horizontal coordinates represent the proportion of the training data, and the vertical coordinates represent the average classification recognition accuracy in four cases.
Case 1 and Case 2 show the fusion results of using Pearson correlation coefficient and Spearman correlation coefficient as the discount coefficients, respectively. Pearson correlation coefficient and Spearman correlation coefficient are statistical parameter used to express the correlation between variables. Pearson correlation coefficient is used to measure the closeness and direction of correlation between two variables with linear relationship, which is suitable for the case of normal distribution. Spearman correlation coefficient is a linear correlation analysis using the rank of two variables, which does not require the normal distribution of the original variables. It belongs to the non-parametric statistical method and has a wider scope of application. Spearman correlation coefficient can be regarded as the result of the arrangement of the Pearson correlation coefficient, and the rank of the variable is used instead of the specific data for statistical analysis. Therefore, the two correlation coefficients have a certain similarity, resulting in similar results for Case 1 and Case 2.
Case 3 uses the product of Pearson correlation coefficient and Spearman correlation coefficient as the discount coefficient to deal with the dependent evidence and has the lowest accuracy. Case 4, which shows the result of the proposed method based on mutual information, has the highest classification recognition accuracy. This advantage is mainly due to the fact that the proposed method takes into account the nonlinear correlation between the evidence.
V. CONCLUSION
The evidence collected from different information sources to be used in the information fusion system usually have some dependence relationship. If the dependence between evidence is ignored and the Dempster's combination rule is applied directly, the fusion result may be unreasonable and the final decision may be wrong. The existing methods to deal with the dependence issue only consider the linear dependence between the evidence sources or just under the condition whether there is a strict monotone correlation. To solve the problem, this paper proposes a fusion model of dependent evidence based on mutual information. The experimental results show that the proposed method has higher classification recognition accuracy compared with other methods. The advantage of the proposed method is that it can not only deal with linear cases, but also nonlinear cases which are more common in reality.
Unfortunately, the method and model proposed in this paper also have certain usage limitations. Using mutual information to measure the degree of dependence between information sources is only applicable to the measurement of the dependence between two sources. This method cannot eliminate the cross-correlation between multiple information sources. This limitation is also the direction of further research, which will help to deepen the research on the fusion of dependent evidence. Her research interests include optimal control in power systems, fault diagnosis, and reliability analysis of control system in nuclear power plant. VOLUME 6, 2018 
