Corporate social responsibility (CSR) is an essential business practice in industry and a popular topic in academic research. Several studies have attempted to understand topics or categories in CSR contexts and some have used qualitative techniques to analyze data from traditional communication channels such as corporate reports, newspapers, and websites. This study adopts computational content analysis for understanding themes or topics from CSR-related conversations in the Twitter-sphere, the largest microblogging social media platform. Specifically, a probabilistic topic modeling-based computational text analysis framework is introduced to answer three questions: (1) What CSR-related topics are being communicated in the Twitter-sphere and what are the prevalent topics or themes in CSR conversation? (topic prevalence); (2) How are those topics interrelated? (topic correlation); (3) How have those topics changed over time? (topic evolution). The topic modeling results are discussed, and the direction for future research is presented.
Introduction
Corporate Social Responsibility (CSR) has a long history in academic literature, beginning in the 1950s [1] . The concept experienced significant growth in importance and interest through the 1980s and 1990s [2] . Today, CSR is considered a major topic in academic literature and an essential business practice across industries, along with associated terms such as sustainability and sustainable development. Several authors have offered comprehensive reviews of CSR research and business practices [2] [3] [4] [5] . For example, Aguinis and Glavas [3] show that CSR literature has focused on three broad areas, including predictors of CSR (why), mediators and moderators of CSR-outcomes (how), and outcomes of CSR. Wang et al. [4] identified four major trends in CSR research: more process-oriented studies, growing attention to organizational performance, focusing on specific dimensions of CSR, and increasing non-U.S.-based studies.
Others also have presented definitional/theoretical frameworks for understanding CSR as a business practice [6] [7] [8] . In this line, Carroll [6] discussed a pyramid of CSR, including four dimensions: economic (be profitable), legal (obey laws and regulations), ethical (be fair and just), and philanthropic (be a corporate citizen). Economic and legal dimensions are considered requirements for a firm's survival, while the firm is expected to be ethical and desired to be philanthropic. According to business executives [9] , there are different weights on each of the dimensions-economic, legal, ethical, and philanthropic, in order of importance. In a similar vein, Garriga and Melé [8] classified extant CSR approaches into four dimensions: instrumental, political, integrative, and ethical.
1.
What are CSR-related topics being communicated in the Twitter-sphere? What are the prevalent topics or themes in CSR conversation? (topic prevalence) 2.
How are those topics interrelated? (topic correlation) 3.
How have those topics changed over time? (topic evolution)
First, the extant literature on CSR dimensions or themes indicates that no single dimension or activity is enough to define CSR. Instead, CSR involves multiple dimensions, and several social activities are exercised under the umbrellas of CSR. Thus, Question #1 employs a machine learning-based content analysis method, called "Structural Topic Modeling" (STM) [17] , which is suitable for information retrieval from big data. For this study, 1,286,668 tweets were collected, over a three-year period, between October 2013 and November 2016. Second, while the dimensions (or topics) of CSR are analytically distinct, they are not independent of each other, but rather interrelated. For example, sustainable product development is not separable from energy or climate issues. In turn, Question #2 examines how different CSR topics are correlated. Third, CSR is an evolving construct [1] in institutional contexts. Its dimensions (or topics) have evolved over time. Some dimensions are more prominent than others during a given period. Question #3 addresses how different dimensions have changed between October 2013 and November 2016.
This study makes a three-fold contribution to the community of CSR research and practice. First, the study identifies social media data as the source of understanding CSR phenomenon. As noted earlier, the extant research has recognized the value of "texts" as data, but the focus has been on traditional communication channels. Social media data is large in volume and is readily accessible by researchers and practitioners using Application Programming Interface (API). Second, this study illustrates how computational content analysis and, in particular, probabilistic topic modeling can be used as an effective research method in managing big text data and automatically discovering latent structure. Finally, the study proposes a framework showing how social media data and computational content analysis can be operationalized in studying CSR. The proposed framework can be useful for future research and industrial applications.
Literature Review

Computational Content Analysis
Content analysis has emerged as a useful tool for conducting CSR research. Content (or discursive) analysis broadly refers to a systematic approach to extract meaningful information from text documents, including academic papers, corporate reports, company website pages, newspapers, and social media posts. Content analysis is growing in popularity among CSR studies [11] . A popular content analysis uses human reading and coding of text corpora. Several studies have adopted this approach to analyze newspapers [13, 18] , academic articles [10, 19] , company web pages [20, 21] , and company reports [22] . Another popular method of content analysis relies on some sort of software coding for discovering meaningful structure from text data [11] . Tate et al. [12] used a software ("Crawdad") in identifying themes related to CSR and supply chain management (SCM) from companies' CSR reports. These approaches are also used together in CSR research [23] .
While having been useful for CSR research, the popular content analysis approaches alone are less effective for the analysis of big data, which may include millions (or billions) of rows of text. Today, corporate reports and sustainability disclosures are increasingly available in digital formats (e.g., GRI Initiative, CorporateResister, CSrwire, CSRHUB). Also, large volumes of CSR-related communication and information flow through social media platforms (e.g., Twitter, Facebook, blogs) [24] [25] [26] . As CSR-related data increases in volume, computational text analysis emerges as an effective tool for quickly processing, visualizing, and analyzing such large CSR datasets.
Computational text analysis uses natural language-processing techniques (NLP) and advanced machine learning (ML) algorithms, which are often borrowed from computer science and statistics. Text data, in general, is known to be unstructured and messy, compared to traditional data from corporate relational databases. NLP offers an effective tool for cleaning and transforming text data for content analysis, including simple descriptive text analysis (e.g., word frequency, word cloud, word association analysis), and advanced content analysis.
Two types of ML-based approaches are considered for advanced content analysis: supervised and unsupervised. To use supervised ML-based text analysis, researchers need the text corpora containing known categories or labels, and to build predictive models using such algorithms as Support Vector Machine (SVM) and Naïve Bayes. Text classification (e.g., if a stakeholder's Facebook post about a company's CSR is positive or negative) is a popular application of supervised ML. The key challenge with the supervised approach is that known categories (or a training dataset) may not be readily available in the research data and preparing a training dataset to build the predictive models, especially for big data analysis, takes a great deal of time.
On the other hand, unsupervised ML approaches do not need the data with known categories (a training dataset). The unsupervised text analysis takes raw texts as the input, preprocesses and transforms them through NLP techniques (e.g., removing stopwords, converting words to numbers) and, finally, attempts to discover categories or topics from the text data using advanced statistical algorithms. This unsupervised approach can be scaled to large datasets and has appeared attractive to social science researchers [27, 28] . For example, traditional clustering algorithms (e.g., k-means) reveal similarities between documents or texts [29] , and recent algorithms, such as Latent Dirichlet Allocation (LDA) [16] and Correlated Topic Model (CTM) [30] , uncover latent topics from large amounts of text data [31] .
Topic Modeling for Business Research
Topic modeling is an unsupervised machine learning-based content analysis technique focusing on automatically discovering hidden latent structure from large text corpora. In topic modeling, a document is considered a collection of words containing multiple topics in different proportions. For example, a social media post may be largely about natural environments, while it is also about health and supply chain (i.e., 70% natural environments, 20% health, and 10% supply chain). A topic (or theme) means a list of semantically coherent words in different weights. Thus, the "health" topic may be represented by such words as health (40%), tobacco (10%), safety (20%), risks (20%), and addiction (10%). In topic modeling, the latent structure refers to two types of information from the data: document-topic distribution and topic-term distribution. The document-topic distribution informs as to how each document (or social media post) is composed, in terms of topics. The topic-term distribution provides different lists of semantically coherent words, where each list of terms represents a topic or theme.
Latent Dirichlet Allocation (LDA) [16] is the most popular topic model discussed in the literature. The way LDA operates is by asking the following question: "What is the latent structure that likely generated the observed collection?" (p. 79). The documents and the words (w) in those documents are observed, but the topic distributions for each document (θ), the topic assignment for each word in each topic (z), and the term distributions over topics (β) are considered latent (or hidden) structures ( Figure 1 ). This leads to a generative process whose goal is to discover the topic structure (θ, z, and β), which can explain the observed word (w). 
Latent Dirichlet Allocation (LDA) [16] is the most popular topic model discussed in the literature. The way LDA operates is by asking the following question: "What is the latent structure that likely generated the observed collection?" (p. 79). The documents and the words (w) in those documents are observed, but the topic distributions for each document (θ), the topic assignment for each word in each topic (z), and the term distributions over topics (β) are considered latent (or hidden) structures ( Figure 1 ). This leads to a generative process whose goal is to discover the topic structure (θ, z, and β), which can explain the observed word (w). LDA is simple and modular and, thus, has been adapted to develop more sophisticated topic models [32] for specific purposes in research and industry practices, including the correlated-topic model and author-topic model. Many of these LDA-based topic models are developed in the computational science fields (or the machine learning community), where the focus is on discovering the overall topics from big text data. On the other hand, social scientists (and business researchers) often have additional information (or metadata) about documents. For example, a corporate sustainability report provides (or can be linked into) meta-data, which includes company name, company financial data (e.g., revenues, credit rating), and other company-and industry-related data (e.g., governance structure). These covariates are important in business research when exploring CSR-related conversations.
Structural Topic Modeling (STM) [17, 33] is a relatively new probabilistic topic model, incorporating covariates or additional document-level information in the process of inferring topics. This makes STM very suitable for computational social science (or business) research using text data. Specifically, STM adds two additional components to the LDA model: topic prevalence and topic content (Figure 2 ). Topic prevalence allows such numerical covariates (X) as report year, company size, and revenues, to influence the topic proportion (θ). This is done by applying a logistic normal linear prior (θ ~ LogisticNormal (X)), instead of a Dirichlet prior (θ ~ Dirichlet (α)). Thus, for example, LDA is simple and modular and, thus, has been adapted to develop more sophisticated topic models [32] for specific purposes in research and industry practices, including the correlated-topic model and author-topic model. Many of these LDA-based topic models are developed in the computational science fields (or the machine learning community), where the focus is on discovering the overall topics from big text data. On the other hand, social scientists (and business researchers) often have additional information (or metadata) about documents. For example, a corporate sustainability report provides (or can be linked into) meta-data, which includes company name, company financial data (e.g., revenues, credit rating), and other company-and industry-related data (e.g., governance structure). These covariates are important in business research when exploring CSR-related conversations.
Structural Topic Modeling (STM) [17, 33] is a relatively new probabilistic topic model, incorporating covariates or additional document-level information in the process of inferring topics. This makes STM very suitable for computational social science (or business) research using text data. Specifically, STM adds two additional components to the LDA model: topic prevalence and topic (Figure 2 ). Topic prevalence allows such numerical covariates (X) as report year, company size, and revenues, to influence the topic proportion (θ). This is done by applying a logistic normal linear prior (θ~LogisticNormal (X)), instead of a Dirichlet prior (θ~Dirichlet (α)). Thus, for example, researchers can examine whether topic prevalence (e.g., environmental dimension) has changed over the years (X). In this case, the covariate variable "year" (X) affects per-document topic proportions (θ). Using a multinomial logit function, STM also allows researchers to test whether categorical covariates (Y) affect per-topic term distributions (β). researchers can examine whether topic prevalence (e.g., environmental dimension) has changed over the years (X). In this case, the covariate variable "year" (X) affects per-document topic proportions (θ). Using a multinomial logit function, STM also allows researchers to test whether categorical covariates (Y) affect per-topic term distributions (β). STM is fully implemented as an R package, and the package offers features not only for topic discovery, but also for text preprocessing, model search and validation, and topic visualization [17] . Figure 3 illustrates the process of topic modeling using STM, which will be used in our study. Topic discovery focuses on identifying topics from CSR-related conversations in the Twittersphere and assigning a suitable label for each topic. This has been the primary goal of topic modeling in the literature. Topic visualization often involves representing topics using word clouds and other data visualization techniques. Topic correlation is primarily interested in finding interrelated topics, but researchers can also identify CSR dimensions while viewing interrelated topics such as a CSR dimension or a major category (or a level higher than individual topics). Topic evolution considers topics as dynamic entities changing in popularity over time. STM is fully implemented as an R package, and the package offers features not only for topic discovery, but also for text preprocessing, model search and validation, and topic visualization [17] . Figure 3 illustrates the process of topic modeling using STM, which will be used in our study. researchers can examine whether topic prevalence (e.g., environmental dimension) has changed over the years (X). In this case, the covariate variable "year" (X) affects per-document topic proportions (θ). Using a multinomial logit function, STM also allows researchers to test whether categorical covariates (Y) affect per-topic term distributions (β). STM is fully implemented as an R package, and the package offers features not only for topic discovery, but also for text preprocessing, model search and validation, and topic visualization [17] . Figure 3 illustrates the process of topic modeling using STM, which will be used in our study. Topic discovery focuses on identifying topics from CSR-related conversations in the Twittersphere and assigning a suitable label for each topic. This has been the primary goal of topic modeling in the literature. Topic visualization often involves representing topics using word clouds and other data visualization techniques. Topic correlation is primarily interested in finding interrelated topics, but researchers can also identify CSR dimensions while viewing interrelated topics such as a CSR dimension or a major category (or a level higher than individual topics). Topic evolution considers topics as dynamic entities changing in popularity over time. Topic discovery focuses on identifying topics from CSR-related conversations in the Twitter-sphere and assigning a suitable label for each topic. This has been the primary goal of topic modeling in the literature. Topic visualization often involves representing topics using word clouds and other data visualization techniques. Topic correlation is primarily interested in finding interrelated topics, but researchers can also identify CSR dimensions while viewing interrelated topics such as a CSR dimension or a major category (or a level higher than individual topics). Topic evolution considers topics as dynamic entities changing in popularity over time.
Materials and Methods
Data (Text Corpus) and Text Preprocessing
Twitter was chosen as the source of data for this study because the social media platform is popular among businesses and industry professionals for information sharing, marketing, and engagement e.g., [34] . Twitter provides Application Programming Interface (API), which allows researchers to collect all tweets with specific keywords or hashtags in real time. Python was used for data collection and text preprocessing. The data collection using hashtag #csr through Twitter API, between October 2013 and November 2016, resulted in harvesting over 1.2 million Twitter posts. First, we removed non-English tweets and retweets, and this led to 570,499 English tweets. Text preprocessing involves removing urls, usernames, unnecessary characters, and numbers from the dataset. Short texts such as tweets introduce the challenge of data sparsity because probabilistic topic modeling uses words' co-occurrence [35] . To handle data sparsity, we considered four additional steps of text processing. First, we "grouped" the preprocessed tweets by username and per week. This resulted in 214,628 expanded tweets. Second, a language identification Python package ("langid") was applied to remove further non-English tweets. Third, any tweet with fewer than four words was removed. Finally, tweets with fewer than 40 characters were removed because of potential data sparsity issues associated with short texts. The final dataset contained 178,908 expanded tweets.
Model Section and Topic Modeling Using STM
The STM R package was used for model selection and topic modeling. Topic modeling is an unsupervised content analytics algorithm, and there is only one input-the number of topics (k) being searched-required from researchers. The decision for the optimal k should be made, because it is possible that many topic models can be constructed with different k values in the same corpus. To select the optimal k value, there are different techniques-cross-validation, residuals, semantic coherence-, which is the model selection process [17, 32, 36] . These methods vary in terms of interpretability, scalability, and other measurements. This study used the mixed methods to determine the optimal number of topics (k). First, the model fit was estimated by comparing the residuals of the models with the different k (from 2 to 80). Figure 4 shows the result of an analysis of residuals [37] available in the STM R package. The result demonstrates the best model fit when k is between 30 and 50. 
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The STM R package was used for model selection and topic modeling. Topic modeling is an unsupervised content analytics algorithm, and there is only one input-the number of topics (k) being searched-required from researchers. The decision for the optimal k should be made, because it is possible that many topic models can be constructed with different k values in the same corpus. To select the optimal k value, there are different techniques-cross-validation, residuals, semantic coherence-, which is the model selection process [17, 32, 36] . These methods vary in terms of interpretability, scalability, and other measurements. This study used the mixed methods to determine the optimal number of topics (k). First, the model fit was estimated by comparing the residuals of the models with the different k (from 2 to 80). Figure 4 shows the result of an analysis of residuals [37] available in the STM R package. The result demonstrates the best model fit when k is between 30 and 50. Second, for those models with low residuals, researchers compared the quality of individual topics in two dimensions: topic coherence and topic exclusivity. A topic is considered cohesive when top words representing the topic tend to co-appear in a corpus, meaning the topic (e.g., philanthropy) is represented by semantically coherent words (e.g., giving, causal marketing, nonprofit, love). A topic can be said to be "exclusive" when top words representing the topic do not appear as top words Second, for those models with low residuals, researchers compared the quality of individual topics in two dimensions: topic coherence and topic exclusivity. A topic is considered cohesive when top words representing the topic tend to co-appear in a corpus, meaning the topic (e.g., philanthropy) is represented by semantically coherent words (e.g., giving, causal marketing, nonprofit, love). A topic can be said to be "exclusive" when top words representing the topic do not appear as top words for other topics [17] . Thus, topic exclusivity complements topic coherence in terms of evaluating overall topic quality. Detailed computational algorithms for these two criteria are available in STM documentation (The function "topicquality" is available in STM R package to visualize topic coherence and exclusivity for each topic https://rdrr.io/github/bstewart/stm/man/topicQuality. html). Based on these two criteria, researchers agreed that the topic model performed best when the number of topics was 31.
We then examined the popular terms of each topic. This showed that four topics (9, 17, 21, and 31) were not related to CSR (Corporate Social Responsibility). Instead, Topics 9, 21, 31 are about customer service representative (CSR) and related jobs and hiring. Topic 17 is about a mobile app called CSR2 (car racing game). Thus, we excluded these four topics from further discussion.
Results
Topic Discovery and Visualization
For topic discovery, we relied on two outputs of STM topic modeling (per-topic word distribution and per-document topic distribution). The per-topic word distribution offers top words for each topic, so this has become the primary source of topic discovery in developing a suitable label for each topic. We also used the per-document topic distribution to find tweets most relevant to each topic and this information was used as complementary in labeling topics.
After reviewing the per-topic word distribution (the list of top words per topic), we assigned a label for each topic. For example, top words for Topic 1 are company, value, strategy, key, profit, society, create, and stakeholder and, thus, Topic 1 was labeled "company strategy." Topic 6 included top words such as sustainable, supplychain, supply, industry, chain, and transparency, leading to "supply chain" for the topic label. Based on top words such as philanthropy, giving, nonprofit, back, corporation, love, action, and causemarketing, we labeled Topic 12 "philanthropy." Topic 15 is labeled "community & charity," based on such top words as community, charity, initiative, project, and local. Also, we labeled Topic 20 "Human rights," based on top words like right, humanrights, human, pay, and living. Topic 30 was labeled "entrepreneurship," based on top words such as enterprise, environmental, entrepreneurship, and citizenship.
For illustration purposes, a plot was created to show shared words and distinctive words between Topic 1 and Topic 15. Figure 5 indicates that (1) Topic 1 is about business and strategy, while Topic 15 is about charity for community and education, and (2) Topic 5 is about health-related issues, and Topic 6 is about sustainable supply chain. Topic 1's top words are company and strategy, which are quite distinct from Topic 15's top words such as community, charity, and partner. Likewise, there are distinctive words, not shared words, between Topic 5 and 6, indicating these topics are not related (more discussion in Section 4.2 topic correlation).
Also, since this study analyzed Twitter posts, there were topics related to CSR events, announcements, jobs, reports, and conferences. For example, Topic 4 (help, need, want, know, ngo, etc.) is largely about NGO volunteering and help wanted. Topic 10 has top words such as great, work, team, and woman and is labeled CSR team. Topic 26 is related to CSR conferences (learn, look, conference, video, etc.). Topic 27 is represented by top words such as report, launch, global, annual, and release (CSR reports).
Labeling some topics was relatively challenging because top words alone did not provide a clear picture about the topic. For example, top words for Topic 22 were business, socent, innovation, sharevalue, and socialbusiness. According to the per-document topic distribution, some relevant tweets are "The priorities for business are challenged now. #socialbusiness #socent #csr . . . profit versus purpose? Why the two do not need to compete with each other #socent #socialbusiness #csr". We labeled the topic as "social business." Table 1 shows sample tweets for each topic with their document-topic distributions (weights). Figure 6 shows the topic labels, as well as the expected topic proportions, which represent the popularity of each topic in the Twitter-sphere. Given that 31 topics were identified in this study, the average topic proportion per topic is about 0.032 (100%/31 = 3.2% − average topic proportion). There are noticeable differences in the 31 topics in terms of topic prevalence (or popularity). 
Topic Correlation
Network visualization was constructed to understand how different topics are related to each other ( Figure 7 ). Nodes and node sizes are topics and their expected topic proportions respectively. For example, the node sizes of Topic 1 (company strategy) and Topic 15 (community charity) are bigger than other nodes. The width of edges is based on correlation analysis, which was performed on the document-topic distribution (θ): if two topics (e.g., company strategy, business ethics) tend to co-appear in tweets, this increases the correlation between the two topics. The coefficient score 0.05 was used as the threshold, so the edges whose correlation coefficients are below 0.05 were removed from the network.
The topic correlation network shows that 20 topics appear to be associated with one or more topics, and seven topics are without statistically significant correlation with other topics. Topical communities are formed from those 20 topics. The largest community, represented by 13 of those 20 topics, consists of some of the topics popular in academic literature and industry press, including Topic 1 (company strategy), Topic 6 (supply chain), Topic 16 (corporate governance), Topic 22 (social business), Topic 25 (business ethics), and Topic 30 (entrepreneurship), among others. The central Between 2014 and 2016, popular topics were related to company strategy in CSR contexts (Topic 1), community charity (Topic 15), climate and energy-related issues (Topic 25), supply chain (Topic 6), and corporate/environmental/social governance (Topic 16). This indicates these topics were frequently discussed by Twitter users. Some less prevalent topics included Topic 5 (health, tobacco, advertising, developing countries), Topic 14 (gift, giving, crowdfunding, giveback), Topic 13 (leadership, trust, culture, management), Topic 19 (benefit, public, product, cost), and Topic 20 (human rights, pay, living). Word clouds were created to show top words per each topic (Appendix A).
The topic correlation network shows that 20 topics appear to be associated with one or more topics, and seven topics are without statistically significant correlation with other topics. Topical communities are formed from those 20 topics. The largest community, represented by 13 of those 20 topics, consists of some of the topics popular in academic literature and industry press, including Topic 1 (company strategy), Topic 6 (supply chain), Topic 16 (corporate governance), Topic 22 (social business), Topic 25 (business ethics), and Topic 30 (entrepreneurship), among others. The central node of this community is Topic 25 (business ethics), which links popular topics such as Topic 1 (company strategy) and Topic 22 (social business), Topic 5 (supply chain), and Topic 20 (human rights). In contrast, the other community is formed by topics that do not popularly appear in typical academic studies, for events such as community charity (Topic 15), vegan meatless (Topic 11), and help needed (Topic 4). 
Topic Evolution
To study the interest in CSR topics over time, the effect of time as a covariate on the topics was plotted. The plots show topic proportions have fluctuated over the years. However, there are also some evolutionary patterns (e.g., growth, decline) for several topics. For example, some topics have grown in popularity, including Topic 7 (employee engagement), Topic 15 (community charity), and Topic 23 (CSR latest story). Also, topics such as Topic 5 (health, tobacco) and Topic 12 (philanthropy) have declined in topic proportions.
Based on the results of topic correlation and topic evolution, we further performed trend analysis for some exemplar topic clusters, and the results were illustrated in Figure 9 . The following formulae were used for the analysis: 
Based on the results of topic correlation and topic evolution, we further performed trend analysis for some exemplar topic clusters, and the results were illustrated in Figure 9 . The following formulae were used for the analysis: The topics of three clusters (economic, philanthropic, emerging economies) appear to be increasing in trend. The topics of the philanthropic cluster are community-oriented as shown by the top words of those topics, such as help needed, ngo, crowd funding, give back, gifts, community, charity, donation, and local. There is a strong positive trend of this community focus cluster. The other three clusters are either steady (ethical cluster #1) or declining (environmental cluster, ethical cluster #2). Since Topic 25 (Business ethics) forms two network clichés with other topics, two clusters were considered. Ethical cluster #1 is a discussion of ethics in strategy and social business contexts. This cluster appears to be steadily high. On the other hand, ethical cluster #2 (ethics + human rights + supply chain) have declined in popularity. Likewise, environmental cluster displays a slightly declining trend.
Discussion
The amount of text data related to CSR is increasing exponentially as traditional reports and documents are digitized, and new digital-based communication channels are available in society. In this vein, text data has become an important source for researching CSR phenomenon. There are diverse sources of data to understand CSR, and traditional communication channels such as corporate reports, news media, and websites are used to understand CSR topics or categories [13, 38, 39] . Qualitative content analysis has been a popular method for information retrieval for such medium [13, 40] .
This study has proposed automatic content analysis using topic modeling and social media data to understand what is being discussed about CSR and how different topics are correlated and have evolved over time. The approach we propose is especially relevant, as digital communication is accelerated among consumers, businesses, and industry associations.
Extant studies and reports of CSR have offered topic categories, including: economic, legal, ethical, and philanthropic [6] ; environmental, social, economic, stakeholder, and voluntariness [7] ; community focus, consumer orientation, risk management, energy, and health [12] . An industry association (3BL Media's 100 Best Corporate Citizens 2018) provides seven CSR topic categories, The topics of three clusters (economic, philanthropic, emerging economies) appear to be increasing in trend. The topics of the philanthropic cluster are community-oriented as shown by the top words of those topics, such as help needed, ngo, crowd funding, give back, gifts, community, charity, donation, and local. There is a strong positive trend of this community focus cluster. The other three clusters are either steady (ethical cluster #1) or declining (environmental cluster, ethical cluster #2). Since Topic 25 (Business ethics) forms two network clichés with other topics, two clusters were considered. Ethical cluster #1 is a discussion of ethics in strategy and social business contexts. This cluster appears to be steadily high. On the other hand, ethical cluster #2 (ethics + human rights + supply chain) have declined in popularity. Likewise, environmental cluster displays a slightly declining trend.
Extant studies and reports of CSR have offered topic categories, including: economic, legal, ethical, and philanthropic [6] ; environmental, social, economic, stakeholder, and voluntariness [7] ; community focus, consumer orientation, risk management, energy, and health [12] . An industry association (3BL Media's 100 Best Corporate Citizens 2018) provides seven CSR topic categories, including environment, climate change, human rights, employee relations, corporate governance, philanthropy, and finance. Social media such as Twitter has some uniqueness (e.g., participants, motives, interactions) compared to traditional media [41] . Communication about CSR with Twitter would be less formal and more emotional than with traditional channels, involve an enormous number of industry professionals, businesses, and other stakeholders, and cover content with diverse motives (e.g., promotion, sales). This study provides some patterns that emerge from STM-based topic modeling on a million CSR tweets.
Topic 1 (company strategy) was the most popular topic between 2013 and 2016. This topic exhibits an economic aspect of CSR, the primary responsibility of business [42] , suggesting that undertaking CSR is a strategic decision to create a sustainable and competitive corporate value [43] . Another economic topic is Topic 16 (corporate governance), which is also considered a major CSR category from an industry perspective (100 Best Corporate Citizens 2018). Topic correlation shows that Topic 1 is closely associated with other topics (T22: social business, T25: business ethics, T30: entrepreneurship). Three topics in particular (T1, T22, T30) form a network clique showing the popularity surrounding social roles of entrepreneurship and corporate strategy [44] . This seems to concur with the literature discussing such new notions as "sustainable entrepreneurship" and "sustainable entrepreneur" [45, 46] , where two traditionally separated areas-entrepreneurship and sustainable development-are merged, and new demands are emphasized for entrepreneurs for the triple bottom line.
Topic 15 (community charity) was the second most popular topic overall, and its popularity steadily increased between 2013 and 2016. This topic is mentioned closely with other topics such as Topic 4 (help needed) and Topic 14 (Giving crowdfunding). Topic 15's high popularity shows that organizations utilize twitter as a tool for promoting community-focused activities and opportunities. Along with Topic 12 (Philanthropy), the prevalence of these topics shows the popularity of community-centric and philanthropic dimensions of CSR [6] on Twitter. CSR is an opportunity to gain organizational legitimacy and reinforce a positive relationship with stakeholders [47] . To maintain corporate legitimacy, it is essential to align corporate activities with social norms, beliefs, and values of stakeholders [48] .
While its popularity has decreased over the years, business ethics (T25) ranks 3rd in terms of overall topic prevalence. As mentioned above, the topic is associated with corporate strategy (T1) and social business (T22). In addition, business ethics is discussed with Topic 6 (supply chain) and Topic 20 (human rights), and these three form a network clique. This shows that ethical concerns are expected to be integrated into supply chain operations and management [12] . The correlation between supply chain and human rights shows that issues such as child labor and poor working conditions are big issues in a global supply chain [49] .
Topic 18 (climate energy water waste) and Topic 3 (green initiatives) are the next two popular topics, and they are correlated. Analyzing company reports and official websites, the previous study on the firms' CSR policies [50] also found the firms' high level of participation in environmental protection to meet the stakeholders' expectation. Topic 18 is also associated with Topic 6 (supply chain). The literature suggested there are diverse CSR activities related to supply chain [12] . Our study shows that, among those, there is much discussion of energy, climate change, and waste management in the context of sustainable/green supply chain management [51] . These topics represent the environmental dimension of CSR [6] .
Some individual topics, not related to any other topics, also deserve discussion. Topic 7 (employee engagement) was almost zero in topic popularity until May 2015 but has since become one of the fastest growing CSR topics in the Twitter-sphere. While employee engagement is not directly found in the popular CSR frameworks [6] , it is considered an important strategy for organizations not only to implement their CSR initiatives in scale [52] but also to attract potential employees [53] .
Brand marketing (T29) is also shown to be a topic related to CSR in Twitter. The literature has recognized that CSR emerged as a popular strategy for brand management [31] and there are positive effects of CSR on brand performance [54] . Also, the results show that health-related issues (T5) are discussed with CSR. This type of conversation seems to be targeting specific industries such as the tobacco and alcohol industries. However, the health topic was the least popular topic. Some topics such as top latest stories (T23), CSR meetings (T26) and reports and releases (T27) seem to be related to unique characteristics of social media (Twitter in particular) for CSR communication. These topics show that diverse organizations utilize twitter for promotion, information sharing, and announcements [41] .
Finally, interest in CSR is growing in developing countries [52] . Two specific countries were popular and captured as a topic: India CSR (T2) and Saudi CSR (T28). These results concur with the literature. For example, Wang, Tong, Takeuchi and George [4] identified increasingly non-US-based studies as one of four major trends in CSR studies. A literature review of CSR studies also shows an increasing number of CSR studies focusing on emerging economies such as India [55] [56] [57] and Saudi Arabia [58, 59] .
Conclusions
CSR, along with associated terms such as sustainability, is a popular topic for academic research and business practices. Such academic research and business practices have been generating big data in the form of journal articles, corporate and government reports, news articles, web pages, and social media posts. In response, CSR researchers have attempted to extract valuable information from such text data. Previous studies have tended to focus on traditional mediums such as reports, web pages, and articles using manual or semi-automatic content analysis. Our study has extended this line of research by introducing the potential of structural topic modeling and applying this automatic content analysis method for drawing the topical landscape of CSR from Twitter data. Specifically, this study has aimed to understand what topics are discussed in the Twitter-sphere, how they are associated with each other, and how they have evolved between 2013 and 2016.
Many of our research findings seem to concur with the extant literature. For example, multiple dimensions are found in CSR-related communications in the Twitter-sphere [7, 8, 42] . Also, these dimensions change over time and trends are formed in discussion CSR [4] . Thus, CSR appears to be an evolving construct in business and society [1] . Our study also reveals that CSR topics tend to be related to each other and these associated topics form topical clusters.
Previous studies suggested that organizations use social media platforms strategically to communicate their efforts with the public [47] . Our study indicates that Twitter is an important medium for organizations to communicate with stakeholders [15, 60] , especially for promoting, hiring, reporting, and announcing. In this regard, CSR communication in Twitter appears to be different from that of traditional mediums, being less formal and more emotional. This appears to be due to the uniqueness of social media platforms regarding motives, interactions, and participants [41] .
Our study has aimed to demonstrate the use of big data and computational techniques in future CSR research and business practices. We suggest there is great potential in big data. To take advantage, CSR researchers and practitioners need to be familiar with computational data collection techniques such as web crawling and APIs. Web crawling is an efficient method of collecting web data, while many big organizations offer APIs through which CSR researchers and practitioners can collect massive amounts of data (e.g., CSR reports, social media posts, news articles). Traditional analysis methods, such as manual or semi-automatic coding, are not suitable for big data. We suggest the use of automatic content methods in CSR research and business practices. Our study has introduced one such method, structural topic modeling (STM). The key advantage of this computational method over traditional methods is the capability of automatically quantifying topic popularity, topic correlation, and topic evolution. This method also allows hypothesis testing based on big text data, although this was not the focus of the present study. Business researchers and practitioners have long endeavored to understand the relationships between independent variables (covariates) and dependent variables.
For CSR practices, given that Twitter is considered a medium to communicate with stakeholders, practitioners are encouraged to establish a sophisticated strategic plan for a CSR communication practice, such as how to interact with their stakeholders in the social media platform. Our study shows that many organizations utilize the social media to promote their CSR practices (e.g., commitment, news, or event), yet it is not clear how extensively they use Twitter to interact with stakeholders proactively. Previous literature emphasized the open discussion or debate about social issues with various individuals to co-create the meaning of CSR [47, 61] . When organizations plan to allow open communication with various stakeholders about CSR issues, they should be wary of unintended detrimental impacts that hurt organizations' reputation.
Two areas-data collection and data analysis-can be improved in future research. First, data collection was done during a limited period (2013 through 2016). Also, the study used a single social media platform as its data source. Future research using decade-long data from multiple data sources would provide a more accurate picture of CSR and its evolutionary pattern in business and society. Second, data analysis relied on a single technique. While topic modeling is an emerging, powerful computational tool for big text data, future research could combine it with other techniques such as sentiment analysis and Twitter user metrics. Sentiment analysis can demonstrate the changes in public sentiment related to CSR topics. Twitter user metrics could be utilized to categorize Twitter users into diverse groups such as individuals, Fortune 500 companies, manufacturing companies, 100 best corporate citizens, etc., and investigate how such groups are using twitter. shows that many organizations utilize the social media to promote their CSR practices (e.g., commitment, news, or event), yet it is not clear how extensively they use Twitter to interact with stakeholders proactively. Previous literature emphasized the open discussion or debate about social issues with various individuals to co-create the meaning of CSR [47, 61] . When organizations plan to allow open communication with various stakeholders about CSR issues, they should be wary of unintended detrimental impacts that hurt organizations' reputation. Two areas-data collection and data analysis-can be improved in future research. First, data collection was done during a limited period (2013 through 2016). Also, the study used a single social media platform as its data source. Future research using decade-long data from multiple data sources would provide a more accurate picture of CSR and its evolutionary pattern in business and society. Second, data analysis relied on a single technique. While topic modeling is an emerging, powerful computational tool for big text data, future research could combine it with other techniques such as sentiment analysis and Twitter user metrics. Sentiment analysis can demonstrate the changes in public sentiment related to CSR topics. Twitter user metrics could be utilized to categorize Twitter users into diverse groups such as individuals, Fortune 500 companies, manufacturing companies, 100 best corporate citizens, etc., and investigate how such groups are using twitter. 
