We propose a self-supervised learning method by predicting the variable playback speeds of a video. Without semantic labels, we learn the spatiotemporal representation of the video by leveraging the variations in the visual appearance according to different playback speeds under the assumption of temporal coherence. To learn the spatio-temporal variations in the entire video, we have not only predicted a single playback speed but also generated clips of various playback speeds with randomized starting points. We then train a 3D convolutional network by solving the formulation that sorts the shuffled clips by their playback speed. In this case, the playback speed includes both forward and reverse directions; hence the visual representation can be successfully learned from the directional dynamics of the video. We also propose a novel layer-dependable temporal group normalization method that can be applied to 3D convolutional networks to improve the representation learning performance where we divide the temporal features into several groups and normalize each one using the different corresponding parameters. We validate the effectiveness of the proposed method by fine-tuning it to the action recognition task. The experimental results show that the proposed method outperforms state-of-the-art self-supervised learning methods in action recognition.
Introduction
The outstanding performance of image-based applications such as image recognition [12] , object detection [24] , and image segmentation [3] rely on large amounts of annotated data; for example, ImageNet [7] , is used to train the deep-stacked layers of a convolutional neural network (CNN). However, when studying video recognition using deep learning, the availability of large sets of annotated data (such as Kinetics [5] ) is extremely costly and laborious. Therefore, an increasing need has arisen for a method that can be adapted to new domains without leveraging a huge amount of expensive supervision.
Recently, self-supervised learning has attracted increasing attention in many classification tasks such as image classification using a jigsaw puzzle [21] , predicting the rotation of images [11] , video classification based on prediction of the frame order [17] and clip order [36] , and domain adaptation using self-supervised learning instead of the gradient reversal layer [28] . The self-supervised learning is a common learning framework that makes use of surrogate tasks that can be formulated without supervision by corresponding labels. The data itself could provide the supervisory signal for learning the image representation via self-supervised learning.
From the viewpoint of video classification, video data has its own inherent characteristics such as spatial and temporal coherence, and most of the video-based selfsupervised learning methods leverage spatio-temporal representation learning based on the steady chronological order of video data to understand the underlying temporal dynamics [17] [36] [19] . Specifically, the frames selected at equal temporal intervals are shuffled and their chronological order predicted [17] , whereas clips instead of video frames are used to leverage the inner steady temporal dynamics [36] . However, these previous methods have learned the visual representation of video via the temporal dynamics, but they make use limited data randomly selected from the entire video. Although this approach is advantageous in that it strengthens learning efficiency without supervision, the reliance on limited data is a constraint that has hampered further improvements in video classification performance.
In this paper, we propose a novel surrogate task of self-supervised learning plays the video at various speeds, after which the playback speeds are predicted. In addition, layerdependable temporal group normalization (TGN) instead of a vanilla batch normalization (BN) is proposed to improve the performance of 3D CNNs. First, the video data are played repeatedly from the random start points at various predefined speeds including fast forward playback or backward playback. Each time the selected frames are collected to create a fixed-length clip. By recognizing the relative speeds of the clips, the variations in appearance and temporal coherence can be learned efficiently in the video over time without the semantic labels. Specifically, as shown in Fig 1, rather than simply predicting the chronological order of the frames, we formulate a task that predicts multiple playback speeds and then sorts the clips according to the playback speed. This approach enables the proposed method to learn the temporal video dynamics using as much frame data as possible from the video.
The main contributions of this paper can be summarized as follows:
-We introduce a novel self-supervised spatio-temporal representation learning via a variable video playback speed prediction (PSP) task, which plays a pivotal role in generating various types of clips from videos and learning the spatio-temporal structure of videos without any manual annotations.
-We propose a new layer-dependable temporal group normalization method for efficient 3D CNN learning under the large variations of appearance and temporal coherence at videos.
-The proposed method with various 3D CNN architectures is validated by performing extensive experiments using UCF-101 and HMDB-51 based on two target tasks action recognition and video retrieval and achieves state-of-the-art performance among various self-supervised learning methods.
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Playback Speed Sorting Shuffle Sorting Fig. 1 : Conceptual illustration of the proposed method. (Top) A vanilla selfsupervised task of action recognition is the frame order sorting [17] , where video frames are randomly shuffled and the sequence sorting task is based on the assumption that the video frames occur in chronological order. (Bottom) In this work, we play back the video at variable speeds such as -1x, 1x, and 4x with randomized starting points to create three clips. After shuffling the clips, we predict the playback speed of each clip and sort them according to the correct playback speeds. Once 3D CNNs are able to solve this straightforward task without additional information, the network is ready to understand the temporal dynamics of the videos.
Related Work
In this section, we review relevant literature on self-supervised learning works and discuss recent progress in batch normalization research. Self-supervised learning for static images: Self-supervised learning representation [ [11] has been studied for leveraging large-scaled training data without the label information in many vision applications such as image classification [21] , Generative Adversarial Network [6] or Domain Adaptation [29] and video classification [36] . For this purpose, the surrogate tasks are formulated such that an inherent image representation needs to be learned without a supervisory signal, and it plays a pivotal role in the accuracy of the vision applications. Doersch et al. [8] designed a method to learn the representation of images by predicting the relative locations of two randomly sampled image patches. The rule of the jigsaw puzzle [21] has been generally employed for predicting a permutation of multiple randomly sampled patches. Another approach is identifying the randomly shuffled channels of the color image for image colorization [37] . The cue of the transitive in variance [34] could be used to match the patches of an image as for another self-supervised learning trial. Recently, Gidaris et al. [11] proposed a straightforward self-supervised learning method for predicting the angle of the random rotation transformation of an image and achieved good results in many ways.
Self-supervised learning for videos: Looking at the video-based self-supervised learning-based methods, which are slightly different from the aforementioned imagebased methods, temporal order verification [20] was early proposed for leveraging the temporal order of the sequential images because the video frames are stored in chronological order. It simply checked whether the temporal order is correct or not without the semantic labels. Soon after, Lee et al. [17] proposed the frame order sorting method, which increased the performance of the self-supervised learning method in video recognition. They formulated the sequence sorting task as revealing the underlying chronological order of the sampled frames. In [10] , the odd-one-out network has been proposed for self-supervised video representation learning, which identifies the odd temporal order of frames among some trials. Wang et al. [33] proposed the self-supervised learning method that learns visual features by regressing both motion and appearance statics along the spatial and temporal dimension. The jigsaw puzzle [21] was extended to the space-time cubic puzzles for training a 3D CNN in [14] . Xu et al. [36] have efficiently improved the frame order prediction method [17] by sorting the order of the neighboring clips as known as video clip order prediction (VCOP), where the clips are consistent with the video dynamics. In [19] , the video cloze procedure (VCP) was proposed to learn the spatial-temporal representation of video data based on a method that uses spatial rotations and temporal shuffling method, which enhanced the accuracy in action recognition. Our proposed method is inspired by [17] and [36] , but we make use of the playback speeds of the videos, not the correct sequential order of sampled frames [17] or clips [36] . This approach provides rich self-supervision to improve the learning performance based on the use of video.
Normalization methods: batch normalization has also shown considerable progress from the viewpoint of efficient learning of deep learning. After the success of batch normalization [13] [23], where the mean and variance are used for global normalization along the batch dimension, many normalization methods [2] [32] [25] [35] have been proposed to improve the performance. First, weight normalization [25] is suggested normalizing the filter weights, and layer normalization [2] performed the normalization along the channel dimension only. Instance normalization [32] operates along with each instance sample. Group normalization [35] (GN) is a compromise between layer normalization and instance normalization where they proposed a layer that divides channels into groups and normalizes the features within each group. However, all these studies have limited performance in terms of the normalization along with channel, layer, or instance features, without deep consideration of the temporal features in the video. In this respect, we extend the group normalization to the layer-dependable TGN for video recognition with a novel task of self-supervised learning. 
Our Approach
We propose a surrogate task using variable playback speed prediction and 3D CNN using layer-dependable TGN to enable a large number of unlabeled videos to be used for efficient learning. When a 3D CNN is used to solve the PSP task, the 3D CNN successfully learns the fundamental visual representation of videos by understanding the temporal coherence changes according to the different playback speeds. For this purpose, as summarized in Fig 2, the proposed method consists of data sampling using playback speeds, the feature extraction with the proposed TGN, and the PSP network.
Data sampling using playback speeds
From a single video, we select frames based on the the different playback speeds (e.g., from -5× to 5×) and generate clips of the various playback speeds with sampled frames. Subsequently, the clips are randomly shuffled as inputs of the 3D CNN. Note that the starting frame is always set to an arbitrary position during sampling so that more diverse frames can be selected from one video. As described in [9] , the multiple clips with different playback speeds could potentially allow the spatial semantics to be learned at slow speed and the motion dynamics to be learned at fast speed. Besides, because we the clips are made by playing forward and backward at different speeds, it is possible to learn the temporal dynamics successfully even if the directional movements (e.g., push or pull) of the target in the video are fast or slow.
We define a tuple of n clips as L n as follows:
where n is the number of clips, and the subscript, s, of the clip, l s , is the playback speed or the frame rate. Positive playback speed indicates fast forward playing, and negative speed is reverse playing or rewinding. When constructing a tuple of clips, we always ensure that half of the clips have positive speed and the other half have negative speed. Therefore, our formulation can accurately represent the direction of dynamics. Compared to [17] , they can not distinguish between open and close dynamics, but our method can. In the order prediction, there are n factorial (n!) possibilities in total. The clip, l, consists of m frames from random initial frame, f i , (where f i is the i th frame of the original video), which is derived by
Unlike [36] we allow the same frames to be selected between the clips because of random initialization and the different frame rate associated with the clips. This allowance gives us a higher degree of freedom in using videos, so that more video clips can be used for learning a network model.
Feature extraction using the proposed TGN
Feature extraction: The features of each sample clip are extracted by 3D CNN with shared parameters. We use three backbones as feature extractors, C3D [30] , R3D, and R(2+1)D [31] to learn the spatio-temporal features effectively. The performance of C3D is much higher than SIFT-3D [26] and HOG3D [15] , which are mainstream handcrafted features for video in the past. R3D is a 3D CNN composition of ResNet, which has contributed greatly to the performance development of image-related tasks by using an ensemble of shallow networks. In video-related tasks, many studies have been developed in tasks such as detection, segmentation, and classification. R(2+1)D architecture decomposes the convolution layer of R3D into spatial and temporal kernels. The structure enables efficient optimization without increasing the number of parameters.
Our approach is to stack nine convolution layers in C3D and use the output of the Conv5b layer as a feature. The size of the 3D kernel is 3×3×3. Both R3D and R(2+1)D consist of five blocks of convolution layers. The convolution block of R3D comprises two convolution layers with batch normalization and ReLU activation, respectively. The convolution block of R(2+1)D is similar to that of R3D except for the number of convolution layers. The last layer of the two models uses global adaptive pooling to extract spatio-temporal features. layer-dependable TGN: In video processing, the dependence between frames is not the same at all times. For example, the frame f i at a specific time i has a higher correlation with f (i+1) than f (i+k) when k >> 1. In other words, as time passes, the correlation of the preceding frame with the current frame is reduced and this characteristic is clearer when the video playback speed is fast. Note that our method uses fast playback as a task of self-supervised learning. As shown in Fig 3 (a) , the original batch normalization now obtains the mean and variance from each batch without considering frame changes over time thereby ignoring inherent spatio-temporal characteristics of the video. However, in this paper, we propose a layer-dependable temporal groups normalization method that normalizes individual groups divided along with temporal features, as shown in Fig 3 (b) . Note that the number of temporal groups, p, depends on the depth of the corresponding layers, as shown in Table 1 . Because we use the fixed temporal group feature size, g, and the temporal feature size, t, is expected to change according to the depth of the layers. In detail, The number of the temporal groups is decreased according to the increasing depth of the layers. From this scheme, we consider the many groups of features at the lower layers and the small groups of the feature at the higher layers when learning the 3D CNN. The features of the lower layers change with time while the features of the higher layer are processed for the target loss of action recognition.
Its formulations for each channel indexed by α are as follows:
where X ∈ b×gi×c×h×w is the feature computed by a layer which is a 5D vector indexing the features in (B, G i , C, H, W ), and b, g i , c, h, w denote the feature size of the mini-batch, channel, i th temporal group, height, and width, respectively. Furthermore, T = {G 1 , ..., G p } when T is the temporal feature, G i is i th temporal group feature, and p is the total number of temporal groups. Our proposed TGN computes µ and σ along the (B, G i , H, W ) axes for each channel. The general formulation of TGN feature normalization is as follows:
whereX i
. Specifically, pixels in the same group are normalized together by µ and σ. The TGN also learns the values of γ and β for each channel.
Playback speed order prediction
After extracting the features from the 3D CNN and the proposed TGN method, they are concatenated pairwise as shown in Fig 2 (c) . We use a multi-layer perceptron to encode the pairwise concatenated features, which is a straightforward architecture for solving the order prediction problem [17] [36] . The final order prediction is then formulated using the softmax function with the concatenation of all pairwise features. We follow the protocol in [17] and in a single optimization step we always apply and predict all combinations for every clip in a mini-batch. Compared with [17] [36], the main difference is that we predict the order of multiple playback speeds instead of the order of frames or clips.
Experimental Results and Discussion
In this section, we validate the effectiveness of the proposed method via various experimental analysis. Datasets: We evaluate our methods on two action recognition datasets, UCF-101 [27] and HMDB-51 [16] from the viewpoint of classification accuracy and retrieval performance. The UCF-101 dataset consists of 13,320 videos obtained from YouTube. These videos are classified into 101 classes. HMDB-51 is a dataset that expresses 51 human actions at least 101 times per class and consists of the total 6,849 clips. In this study, we verify our method by using the clips for pre-training to compare the performance of the self-supervised learning methods [17] [36] [19] . Specifically, we train a 3D CNN using UCF-101 without label information first and fine-tune the model using labeled videos such as UCF-101 and HMDB-51, respectively. The network output is a 512-dimensional vector after the global spatio-temporal pooling layer, to which we append a fully-connected layer with softmax on top of it, as in [36] in the action recognition. The appended layer is only randomly initialized and the other layers are initialized from the self-supervised learning task.
Implementation details: All experiments are conducted using PyTorch [1] . We employ three well-known backbones, that is, C3D, R3D, and R(2+1)D, and for data augmentation, the input image is resized to 127×171, and then randomly cropped to a size of 112×112 to perform spatial augmentation. The image is cropped in the center during the test procedure. When sampling the frames from a video, the starting position is set randomly and a total of m =16 frames are extracted. To ensure that the 3D CNN is efficiently trained, which may be problematic in terms of memory consumption, we adopt SGD training on one GPU. The mini-batch size is 8×n, where n denotes the number of clips. The process of training the proposed PSP network continue for 300 epochs, following by another 150 epochs of fine-tuning to train the network to perform action recognition at a learning rate of 0.001. We use the momentum of 0.9, and weight decay of 0.0005. A dropout rate of 0.5 is used before the final fully connected layer.
Ablation Test
This section describes the validation of our method based on the C3D CNN using split 1 of UCF-101 for classification. Playback speed prediction network: We first investigate whether the prediction of the order of the variable playback speed clips differed from simple speed prediction. The simple speed prediction is performed using softmax, and a method of which the backbone architecture is the same as that of the proposed method is used. The total number of different speeds is three and the target speed ranging from −3× to 3× is set randomly each iteration. Our method uses three different playback speeds such as {−3×, 1×, 3×}. Table 2 compares the performance of two tasks. The accuracy of the proposed method is 5% higher as a result of learning more spatio-temporal information using several clips per iteration. Note that we cannot accurately predict the playback speed of the video by just watching the video; however, if the playback speeds of videos were to differ, we would easily be able to determine which video is faster or slower. In this respect, order prediction is a more appropriate task than speed prediction for self-supervised learning.
Next, we aim to explore the interrelation between playback direction and performance. The action recognition accuracy for the fast forward (67.25%), rewind (67.75%), and the combination of both (69.47%) of these playback methods in both directions are listed in Table 3 . These results indicate that learning only single direction provide Table 4 : Comparison of action recognition accuracy by the playback speeds. In order to explore this ablation study, we set n = 3 and combination of two direction. a similar accuracy, but the combined result is superior. Therefore, we can infer that the different playback directions provide a chance to learn different visual dynamics during training. For example, because walking backward involves the use of different muscles compared to walking forward [18] , rewinding a video in which a person is walking forward would be different from playing a video in which someone is walking backward. In other words, rewinding the video could provide richer visual information by playing the fast forward. Consequently, our proposed method offers a way to learn more information at once by learning in both directions at the same time. We test the effect of different playback speeds to determine the greatest relative speed difference for the best performance. As is clear from Table 4 , an extremely small difference between playback speeds results in poor accuracy because the temporal dynamics are not significantly different between the 1× and 2× playback speeds. Moreover, learning from an excessively large difference in speed also does not benefit. Our method performs optimally when s = 3.
Finally, we evaluate different methods to understand the effect of the number of clips to determine the effect of variable n. The results in Table 5 indicate that the proposed method, the accuracy increased as the number of clips increased, but decreased again when six clips were used. This is largely because the number of possible orders in which the clips are arranged increased significantly; for example, for five and six clips have 5! = 120 and 6! = 720, respectively, in which case the complexity of the task is too large to train the model successfully. Compared with the VCOP method [36] , The performance of the proposed method is superior ranging from 2 to 5 clips as a tuple set. Specifically, the best accuracy, 67.93%, of VCOP at three clips is approximately 3.77% lower than the best performance overall, 71.70%, achieved by the proposed method for five clips. On the basis of this result, we conclude that the proposed method is more effective than the previous methods for different numbers of clips.
Layer-dependable TGN: We evaluate the performance improvement by the proposed TGN using C3D and R3D. We determine the optimal number of elements in the groups, and the results are presented in Table 6 . Both the 3D CNNs achieved the best accuracy with g = 2 to normalize the output of each layer. Most of the results in Table 6 are higher (i.e., more accurate) than the BN baseline except for g = 1. Note that, at R3D, the proposed TGN improved the accuracy by 1.67% compared with the BN baseline. Table 7 lists the effect of the number of clips on the action recognition performance, and the accuracy of the task using five clips is superior compared with that using three clips for both C3D and R3D. In conclusion, the proposed TGN if more effective for larger variations in the dynamics and appearance of the sampled clips, which is the consequence of the task responsible for the proposed PSP network.
Action Recognition
The action recognition is assessed by determining the average classification accuracy over three splits of UCF-101 and HMDB-51. In Table 8 , we compare the proposed method with the latest self-supervised learning methods such as VCOP [36] and VCP [19] for both UCF-101 and HMDB-51. To validate the generality of the proposed method, we evaluate three backbone networks: C3D, R3D, and R(2+1)D in these experiments. Compared with random initialization (e.g., training from scratch) for 3D CNN, all selfsupervised learning methods including ours exhibit superior performance. However, our method always outperforms the two other methods such as VCOP and VCP regardless of the 3D CNN models. Finally, the results are compared with those of existing self-supervised methods in Table 9 . The methods based on 3D CNNs outperformed several 2D CNNs after finetuning, thereby indicating the capability of 3D CNNs for analyzing videos. We also show the best accuracies obtained by 3D CNN models that have been fine-tuned. Specifically, our method outperforms the state-of-the-art methods such as VCOP [36] at UCF-101 (72.4%) and Mas [33] (32.6%) at HMDB-51 by 2.4% and 4.2%, respectively. 
Video Clip Retrieval
The performance of our method is confirmed by searching for nearest-neighbor video retrieval. The overall process of video retrieval used in the experiment followed that of [4] [36] and was evaluated with the split 1 of UCF-101 and HMDB-51 as in the previous papers. The first step of the entire experimental process entailed loading the weight of the trained model by using the training protocol presented in this paper. At this time, the feature was extracted by using 3D max pooling instead of the pre-existing global spatio-temporal pooling after passing through the final convolutional layer of the weight-loaded model. To measure the retrieval performance, we calculate the cosine distance between the testing and training video sets. The shortest nearest-neighbor video clip of k is found among the calculated cosine distances. If the correct answer is included among the k nearest neighbor video clips, the result is considered to be successful. After the video retrieval is performed for all test video sets, the accuracy is calculated by obtaining the number of correct answers divided by the total. In Fig 4, selected results of the video clip retrieval through samples are shown. Compared with the VCOP method, the qualitative results obtained with our method for the direction dynamics of videos such as bowling, fencing, and skydiving are more accurate. The quantitative results are shown in Table 10 . The proposed method achieves the highest accuracy among the well-known self-supervised methods [21] [17] [4] [36] [19] through most ranks ranging from 1 to 50 at both UCF-101 and HMDB-51 databases. Specifically, the proposed method shows up to 5.7% and 2.8% higher accuracy than the state-of-the-art methods at the top-5 rank of UCF-101 and HMDB-51 datasets, respectively. Regardless of the types of the 3D CNNs, this superiority is also confirmed by the ROC curves in Fig 5. From this result, we conclude that the proposed method works better than the well-known methods in the video retrieval task.
Conclusions
In this paper, we proposed a playback speed prediction network as a novel surrogate of the self-supervised learning and a layer-dependable temporal group normalization instead of the normal batch normalization in 3D CNN. Using our method as pre-training, we showed improvement in accuracy over the state-of-the-art methods among the selfsupervised learning methods on UCF-101 and HMDB-51 datasets. For proving the generality of the back-bone architectures at the proposed method, we experimented with three different 3D CNNs, e.g., C3D, R3D, and R(2+1)D, for both action recognition and video retrieval tasks. Our near future work is that the proposed straight-forward task of the self-supervised learning would be applied to the various computer vision applications such detection and segmentation.
