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Abstract
For positive integers r , n with n  r + 1, let
Dr,n =
[
Or J
J In
]
,
where J s denote the matrices of 1s of suitable sizes, and let (Dr,n) denote the face of the
polytope r+n consisting of all (r + n)-square doubly stochastic matrices A such that A 
Dr,n. In this paper, the following are proved:
(1) The barycenter of (Dr,n) is a local minimum point for the permanent function over
(Dr,n).
(2) If A = [aij ] is a minimum point for the permanent function over (Dr,n) such that aii 
(n − r)/(n − 1), i = r + 1, . . . , r + n, then A is the barycenter of (Dr,n).
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1. Introduction
For a positive integer n, let n denote the set of all n × n doubly stochastic ma-
trices. The set n is known to be a convex polytope whose vertices are the n × n
permutation matrices. For an n × n (0, 1)-matrix D, let(D) = {A ∈ n | A  D},
where A  D denotes that every entry of A is less than or equal to the corresponding
entry of D. Then (D) is a face of n and every face of n can be described in this
fashion [2].
The permanent of an n × n matrix A = [aij ], perA, is defined by
perA =
∑
σ
a1σ(1)a2σ(2) · · · anσ(n),
where the summation runs over all permutations σ of {1, 2, . . . , n}. Let D be an
n × n (0, 1)-matrix. A matrix A ∈ (D) is called a minimizing matrix over (D) if
the permanent function achieves its minimum over (D) at A. We denote the set of
all minimizing matrices over (D) by Min(D). Since the vertices of the polytope
(D) are the permutation matrices P such that P  D, the barycenter of (D) is
the matrix
BD = 1perD
∑
PD
P,
where the summation runs over all permutation matrices P  D.
In the literature, the problem of determining the minimum value of the permanent
and the set Min(D) over various faces (D) is called the permanent minimization
problem. D is called barycentric if BD ∈ Min(D) [1].
For a pair of positive integers r, n with r + 1  n, let
Dr,n =
[
Or J
J In
]
,
where Or and In denote the square zero matrix of order r and the identity matrix of
order n respectively, and J s denote all 1s matrices of suitable sizes. The permanent
minimization problem for the faces (Dr,n) has been investigated for some special
cases. More specifically, it has been proved that Dr,n is barycentric for r  3 [6–8].
In this paper we prove that, for any positive integers r, n with r + 1  n,
(i) the barycenter of (Dr,n) is a local minimum point for the permanent function
over (Dr,n), and
(ii) the barycenter of(Dr,n) is the unique local minimum point in the set0(Dr,n)=
{A = [aij ] ∈ (Dr,n) | aii  (n − r)/(n − 1), i = r + 1, . . . , r + n}.
2. Preliminaries
This section is devoted to some preliminary lemmas and notations which we make
use of in the next section.
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An n × n matrix is called fully indecomposable if it does not contain an s × (n −
s) zero submatrix. For an m × n matrix A and for π ⊂ {1, . . . , m}, τ ⊂ {1, . . . , n},
let A(π |τ) denote the matrix obtained from A by deleting rows indexed by π and
columns indexed by τ , and let A[π |τ ] denote the matrix A(π¯ |τ¯ ) where π¯ =
{1, . . . , m} − π , τ¯ = {1, . . . , n} − τ .
Lemma 1 [3]. Let D = [dij ] be an n × n fully indecomposable (0, 1)-matrix
and let A = [aij ] ∈ Min(D). Then A is fully indecomposable and for i, j with
dij = 1, it holds that perA(i|j)  perA where the inequality is an equality if
aij > 0.
Lemma 2 [5]. Let D = [d1, d2, . . . ,dn] be an n × n (0, 1)-matrix and let A =
[a1, a2, . . . , an] ∈ Min(D). If dj1 = dj2 = · · · = djk , then the matrix obtained from
A by replacing each of aj1 , aj2 , . . . , ajk by (aj1 + aj2 + · · · + ajk )/k also belongs
to Min(D).
For a real n-vector (a1, a2, . . . , an)T, let (a[1], a[2], . . . , a[n])T denote the rear-
rangement of the components of (a1, a2, . . . , an)T in nonincreasing order so that
a[1]  a[2]  · · ·  a[n]. For real n-vectors x = (x1, x2, . . . , xn)T and y = (y1,
y2, . . . , yn)T, x is said to be majorized by y, written x ≺ y, if
k∑
i=1
x[i] 
k∑
i=1
y[i] (k = 1, 2, . . . , n),
where the inequality is an equality for k = n [4].
For a vector x = (x1, x2, . . . , xn)T, let x¯ = (x¯, x¯, . . . , x¯)T where x¯ = (x1 + · · ·+
xn)/n. Then, clearly, x¯ ≺ x.
Let k, n be positive integers with k  n. For an n-vector x = (x1, x2, . . . , xn)T,
let
Sk(x) =
∑
α∈Qk,n
∏
i∈α
xi,
where Qk,n denotes the set of all k-subsets of {1, 2, . . . , n}. Sk is called the kth
elementary symmetric function. Let R denote the set of all real numbers and let Rn
denote the real n-space. A function ϕ : Rn → R is called Schur-concave if ϕ(x) 
ϕ(y) whenever x ≺ y [4].
Lemma 3 [4]. For each k = 2, 3, . . . , n, the function λk : Rn → R defined by λk
(x) = Sk(x)/Sk−1(x) is Schur-concave.
In the sequel, we call A ∈ (D) a local minimizing matrix if A is a local minimum
point for the permanent function over (D), and for a matrix A let σ(A) denote the
sum of all entries of A.
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3. Local minimality of the barycenter of (Dr,n)
Let Br,n denote the barycenter of (Dr,n). It is clear that Br,n has the form
Br,n =
[
Or αJ
αJ βIn
]
and perBr,n =
(
n
r
)
r!2α2rβn−r where α = 1/n and β = (n − r)/n.
In [6–8], it is proved that Min(Dr,n) = {Br,n} for r  3. In what follows we prove
that Br,n is a local minimizing matrix over (Dr,n) for all r, n with r + 1  n.
Let{
R = {1, . . . , r} × {r + 1, . . . , r + n},
S = {r + 1, . . . , r + n} × {1, . . . , r},
T = {(i, i) | i = r + 1, . . . , r + n}.
(1)
Let A = [aij ] ∈ (Dr,n) and let{
ij = aij − α for (i, j) ∈ R ∪ S,
δj = ajj − β for (j, j) ∈ T (2)
so that A − Br,n looks like
A − Br,n =
[
Or U
V W
]
,
where
U = [ij ](i,j)∈R, V = [ij ](i,j)∈S, W = diag(δr+1, δr+2, . . . , δr+n).
(3)
The following lemma is straightforward from the fact that each of the rows and
columns of A − Br,n has sum 0.
Lemma 4. Let A ∈ (Dr,n), and let R, ij , δj , U, V,W be as in (1)–(3). Then the
following hold:
(a) σ (U) = σ(V ) = σ(W) = 0.
(b) The column j of U has sum −δj (j = r + 1, . . . , r + n).
(c) The row i of V has sum −δi (i = r + 1, . . . , r + n).
(d) For (i, j) ∈ R, σ(U(i|j)) = ij + δj .
(e) σ (V [i¯|1, . . . , r]) = δi (i = r + 1, . . . , r + n), where i¯ = {r + 1, . . . , r + n} −
{i}.
(f) δr+1 + · · · + δr+i−1 + δr+i+1 + · · · + δr+n = −δr+i (i = r + 1, . . . r + n).
For X, Y ∈ {R, S, T }, let X ◦ Y denote the set of all 2-sets {(i, j), (k, l)} of po-
sitions such that i /= k, j /= l and one of (i, j), (k, l) belongs to X and the other
belongs to Y , and let
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(R ◦ S)′ = {{(i, j), (k, l)} | (i, j) ∈ R, (k, l) ∈ S, j = k},
(R ◦ S)′′ = {{(i, j), (k, l)} | (i, j) ∈ R, (k, l) ∈ S, j /= k}.
For {(i, j), (k, l)} with i /= k, j /= l, let ϕ be the function defined by
ϕ({(i, j), (k, l)}) = perBr,n(i, k|j, l). (4)
Lemma 5. Let r  2, and let ϕ be the function defined by (4). Then
(a) ϕ is constant on each of the sets R ◦ R, S ◦ S, (R ◦ S)′, (R ◦ S)′′, R ◦ T , S ◦ T ,
T ◦ T .
(b) Let the values of ϕ on each of the sets in (a) be ϕR,R, ϕS,S, ϕ′R,S, ϕ′′R,S, ϕR,T ,
ϕS,T , ϕT,T respectively and let =
(
n−2
r−2
)
(r − 2)!(r − 1)!α2r−2βn−r where α =
1/n, β = (n − r)/n. Then
ϕR,R = ϕS,S = r, ϕ′R,S = (n − 1), ϕ′′R,S = (r − 1),
ϕR,T = ϕS,T = r, ϕT ,T = r
(
1 − α
β
)
.
Proof. (a) is clear.
(b) It is easily seen that
ϕR,R = ϕS,S =
(
n − 2
r − 2
)
(r − 2)!r!α2r−2βn−r = r,
ϕ′R,S =
(
n − 1
r − 1
)
(r − 1)!2α2r−2βn−r = (n − 1),
ϕ′′R,S =
(
n − 2
r − 2
)
(r − 1)!2α2r−2βn−r = (r − 1),
ϕR,T = ϕS,T =
(
n − 2
r − 1
)
r(r − 1)!2α2r−1βn−r−1 = (n − r)rαβ−1,
ϕT ,T =
(
n − 2
r
)
r!2α2rβn−r−2 = (n − r)(n − r − 1)rα2β−2
because(
n − 1
r − 1
)
= n − 1
r − 1
(
n − 2
r − 2
)
,
(
n − 2
r − 1
)
= n − r
r − 1
(
n − 2
r − 2
)
,
(
n − 2
r
)
= (n − r)(n − r − 1)
r(r − 1)
(
n − 2
r − 2
)
.
Since (n − r)α = β, we have (n − r)rαβ−1 = r and (n − r)(n − r − 1)rα2β−2
 = r(1 − α
β
)
, and the proof is complete. 
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Now we are ready to prove the following.
Theorem 6. For any positive integers r, n with r + 1  n, Br,n is a local minimizing
matrix over (Dr,n).
Proof. Let A ∈ (Dr,n) be such that A /= Br,n, and let fA(t) be the function de-
fined by fA(t) = per((1 − t)Br,n + tA). Then, since Br,n is fully indecomposable,
we have perBr,n(i|j) = perBr,n for all (i, j) ∈ R ∪ S ∪ T by Lemma 1, where here
and in the sequel R, S, T are the sets defined in (1). Thus it follows that
d
dt
fA(t)
∣∣∣∣
t=0
= 0. (5)
Let A = [aij ], Br,n = [bij ]. For X, Y ∈ {R, S, T }, let
pX,Y =
∑
{(i,j),(k,l)}∈X◦Y
(aij − bij )(akl − bkl),
p′R,S =
∑
{(i,j),(k,l)}∈(R◦S)′
(aij − bij )(akl − bkl),
p′′R,S =
∑
{(i,j),(k,l)}∈(R◦S)′′
(aij − bij )(akl − bkl),
where X ◦ Y , (R ◦ S)′, (R ◦ S)′′ are the sets used in Lemma 5. Then
d2
dt2
fA(t)
∣∣∣∣
t=0
= 2(pR,RϕR,R + pS,SϕS,S + p′R,Sϕ′R,S + p′′R,Sϕ′′R,S
+pR,T ϕR,T + pS,T ϕS,T + pT,T ϕT,T
)
where ϕ′s and ϕ′R,S , ϕ′′R,S are the values defined in Lemma 5(b). Let ij , δj be the
numbers defined by (2) and let U,V,W be the matrices defined in (3). Then by
Lemma 4 we have
pR,R = 12
∑
(i,j)∈R
ij σ (U(i|j)) = 12
∑
(i,j)∈R
ij (ij + δj )
= 1
2
∑
(i,j)∈R
2ij +
1
2
r+n∑
j=r+1
δj
r∑
i=1
ij = 12
∑
(i,j)∈R
2ij +
1
2
r+n∑
j=r+1
δj (−δj )
= 1
2
‖U‖2 − 1
2
‖W‖2, (6)
where ‖ · ‖ stands for the Euclidean norm. Similarly
pS,S = 12‖V ‖2 − 12‖W‖2. (7)
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We also have
p′R,S =
∑
(i,j)∈R
ij
r∑
l=1
jl =
∑
(i,j)∈R
ij (−δj ) = ‖W‖2, (8)
p′′R,S =
∑
(i,j)∈R
ij σ (V [j¯ |1, . . . , r]) =
∑
(i,j)∈R
ij δj = −‖W‖2, (9)
pR,T =
∑
(i,j)∈R
ij
∑
k∈Lj
δk =
∑
(i,j)∈R
ij (−δj ) = ‖W‖2, (10)
where Lj = {r + 1, . . . , r + n} − {j}. Similarly
pS,T = ‖W‖2. (11)
Finally we have
pT,T = 12
r+n∑
j=r+1
δj
∑
k∈Lj
δk = 12
r+n∑
j=r+1
δj (−δj ) = −12‖W‖
2. (12)
Now, from (6)–(12) and Lemma 5(b), we have
1
2
d2
dt2
fA(t)
∣∣∣∣
t=0
= r
2
(‖U‖2 + ‖V ‖2) +
(
n − 1
2
r + rα
2β
)
‖W‖2
= r
2
(‖U‖2 + ‖V ‖2 + ‖W‖2) +
(
n − r + rα
2β
)
‖W‖2
 r
2
‖A − Br,n‖2.
From this we have
d2
dt2
fA(t)
∣∣∣∣
t=0
> 0, (13)
since A /= Br,n. Now the theorem follows from (5) and (13). 
Though Br,n is a local minimizing matrix over (Dr,n), it is not known whether
Br,n is a minimizing matrix or not, except for the cases r  3 and r = n − 1. How-
ever Br,n has the following property. In the sequel, let Jr and e denote the r × r
matrix of 1s and the all 1s vector with suitable number of components respectively.
Theorem 7. Let0(Dr,n) = {X = [xij ] ∈ (Dr,n) | xii  (n − r)/(n − 1), i = r +
1, . . . , r + n}. If Min(Dr,n) ∩ 0(Dr,n) /= ∅, then Min(Dr,n) ∩ 0(Dr,n) = {Br,n}.
Proof. Suppose that Min(Dr,n) ∩ 0(Dr,n) /= ∅. Let A ∈ Min(Dr,n) ∩ 0(Dr,n)
and let C = ( 1
r
Jr ⊕ In)A( 1r Jr ⊕ In). Then C ∈ Min(Dr,n) ∩ 0(Dr,n) by Lemma
2, and C has the form
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C =
[
Or eyT
yeT diag(x)
]
,
where y = (y1, y2, . . . , yn)T and x = (x1, x2, . . . , xn)T. Without loss of generality
we may assume that y1  y2  · · · yn. By Lemma 1, yi > 0 for all i = 1, 2, . . . , n.
Let
y =
n∏
i=1
yi, zj = xj
y2j
(j = 1, 2, . . . , n),
and for each i = 1, 2, . . . , n, let
xi = (x1, . . . , xˆi , . . . , xn)T, yi = (y1, . . . , yˆi , . . . , yn)T,
zi = (z1, . . . , zˆi , . . . , zn)T.
Then for each i = 1, 2, . . . , n,
perC(1|r + i) = ryi
∏
j /=i
y2j per
[
Or−1 J
J diag(zi )
]
= r(r − 1)!2y2 1
yi
Sn−r (zi ), (14)
where Sk denotes the kth elementary symmetric function. Since
perC(1|r + 1) = perC(1|r + n) (15)
by Lemma 1, we have
Sn−r (z1)
y1
= Sn−r (zn)
yn
(16)
from (14). Let u = (z2, . . . , zn−1)T. Then z1 = (uT, zn)T, zn = (z1, uT)T, and
Sn−r (z1) = Sn−r (u)+ znSn−r−1(u), Sn−r (zn) = Sn−r (u)+ z1Sn−r−1(u). Thus (16)
gives us
ynSn−r (u) + ynznSn−r−1(u) = y1Sn−r (u) + y1z1Sn−r−1(u)
or
yn − y1
y1yn
(
y1yn
Sn−r (u)
Sn−r−1(u)
− 1
)
= 0 (17)
because
ynzn − y1z1 = xn
yn
− x1
y1
= 1 − ryn
yn
− 1 − ry1
y1
= y1 − yn
y1yn
.
Let u = (z2 + · · · + zn−1)/(n − 2). Then u  z1 since z1  · · ·  zn because
y1  · · ·  yn and zi = (1 − ryi)/y2i for all i = 1, 2, . . . , n. Let u¯ = (u, . . . , u)T ∈
Rn−2. Then u¯ ≺ u and by Lemma 3 we have
Sn−r (u)
Sn−r−1(u)
 Sn−r (u¯)
Sn−r−1(u¯)
=
(
n−2
n−r
)
un−r(
n−2
n−r−1
)
un−r−1
= r − 1
n − r u 
r − 1
n − r z1.
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Since
yn = 1 − (y1 + · · · + yn−1)  1 − (n − 1)y1, (18)
it follows that
y1yn
Sn−r (u)
Sn−r−1(u)
 r − 1
n − r y1ynz1 
r − 1
n − r
(1 − ry1)(1 − (n − 1)y1)
y1
. (19)
Since C ∈ 0(Dr,n), we have x1  n−rn−1 which is equivalent to y1  r−1r(n−1) . Clearly
y1  1r . But, over the interval
r−1
r(n−1)  y1 
1
r
, the right most expression of (19),
considered as a function of y1, has maximum value 1, which is attained uniquely
when y1 = r−1r(n−1) so that
y1yn
Sn−r (u)
Sn−r−1(u)
 1. (20)
From this fact together with (18) and (19) we see that the inequality (20) is strict
unless
y1 = · · · = yn−1 = r − 1
r(n − 1) . (21)
Suppose that (21) holds. Then
C =

Or yJ 1r eyJ xIn−1 0
1
r
eT 0T 0

 ,
where y = r−1
r(n−1) and x = n−rn−1 . But then
perC(1|r + 1) =
(
n − 2
r − 2
)
r−1(r − 1)!2y2r−1xn−r ,
perC(1|r + n) =
(
n − 1
r − 1
)
(r − 1)!2y2(r−1)xn−r ,
so that
perC(1|r + n)
per C(1|r + 1) =
r2(n − 1)2
(r − 1)2 
(
r
r − 1
)2
r2 > 1,
contradicting (14). Therefore (21) does not hold, and the inequality (20) is strict.
Thus from (17) it follows that y1 = yn, which implies that y1 = y2 = · · · = yn and
hence that x1 = · · · = xn. Thus it follows that C = Br,n. We now show that A =
Br,n. Since A and C have the same main diagonal, we see that A has the form
A =
[
Or A1
A2 βIn
]
= [aij ],
where β = (n − r)/n. We need only to show that all the entries of A1 and A2 are
equal to α = 1/n. Suppose that A1 /= αJ . Then there is an entry of A1 which is
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bigger than α. Without loss of generality we may assume that a1,r+n > α. Let G =
(I1 ⊕ 1r−1Jr−1 ⊕ In)A( 1r Jr ⊕ In). Then G ∈ Min(Dr,n) and G has the form
G =
[
Or A3
αJ βIn
]
,
where
A3 =


a1,r+1 a1,r+2 · · · a1,r+n
b1 b2 · · · bn
...
...
.
.
.
...
b1 b2 · · · bn

 .
Let H be the matrix obtained form G by interchanging columns 1 and 2 of A3.
Then
H =
(
Ir ⊕
[
0 1
1 0
]
⊕ In−2
)
G
(
Ir ⊕
[
0 1
1 0
]
⊕ In−2
)
and hence H ∈ Min(Dr,n). Let g(t) = per((1 − t)G + tH). Notice that the matrix
(1 − t)G + tH contains just two entries (in its first row) depending on t so that the
degree of g(t), as a polynomial in t , is at most 1. Since g′(0) = 0 it follow that g(t)
is a constant function of t , and hence (G + H)/2 ∈ Min(Dr,n). Let F be the matrix
obtained from G by replacing A3 with A3( 1n−1Jn−1 ⊕ I1). Then F ∈ Min(Dr,n) and
F looks like
F =
[
Or A4
αJ βIn
]
where A4 is of the form
A4 =


γ · · · γ a1,r+n
δ · · · δ bn
...
.
.
.
...
...
δ · · · δ bn

 .
Since a1,r+n > α, we have δ > α, and hence it follows that perF(1|r + n) > per
Br,n(1|r + n) so that perF > perBr,n by Lemma 1, contradicting the minimality of
F . Therefore all the entries of A1 and A2 are equal to α and hence it follows that
A = Br,n, completing the proof. 
Let
D∗r,n = Dr,n +
[
Jr O
O O
]
.
It is shown in [1,6–8] that Min(D∗r,n) = Min(Dr,n) for the case r  3. We show that
this property holds for any r, n with n  2r in the following.
Theorem 8. If r, n are positive integers with n  2r, then Min(D∗r,n) = Min(Dr,n).
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Proof. Let
A =
[
A1 A2
A3 A4
]
∈ Min(D∗r,n),
where A1 is r × r , and let C = ( 1r Jr ⊕ In)A( 1r Jr ⊕ In). Then C ∈ Min(D∗r,n) and
C has the form
C =
[
zJr eyT
yeT diag(x)
]
,
where y = (y1, y2, . . . , yn)T, x = (x1, x2, . . . , xn)T. Without loss of generality, we
may assume that y1  y2  · · ·  yn. Suppose that A1 /= O, then z /= 0. Since D∗r,n
is fully indecomposable, yn /= 0 by Lemma 1. We see that
perC(1|1) = xn perC(1, r + n|1, r + n)
+ (r − 1)2y2n perC(1, 2, r + n|1, 2, r + n),
perC(1|r + n) = ryn perC(1, r + n|1, r + n),
from which it follows that
ryn  xn (22)
again by Lemma 1. Since xn = 1 − ryn, (22) gives us that yn  1/2r . Now we
have 1 > 1 − rz = y1 + · · · + yn  nyn  n2r , which contradicts the assumption that
n  2r . Thus it must be that A1 = O and hence that A ∈ (Dr,n), completing the
proof. 
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