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On quantum channels and operations preserving
finiteness of the von Neumann entropy
M.E.Shirokov∗, A.V.Bulinski†
Abstract
We describe the class (semigroup) of quantum channels mapping states with
finite entropy into states with finite entropy. We show, in particular, that this
class is naturally decomposed into three convex subclasses, two of them are closed
under concatenations and tensor products. We obtain asymptotically tight uni-
versal continuity bounds for the output entropy of two types of quantum channels:
channels with finite output entropy and energy-constrained channels preserving
finiteness of the entropy.
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1 Introduction
The output entropy HΦ(ρ)
.
= H(Φ(ρ)) of a quantum channel Φ is an important char-
acteristic of this channel essentially used in analysis of its information abilities [8, 23].
For an arbitrary channel Φ between quantum systems A and B the output entropy HΦ
is a lower semicontinuous concave function on the set S(HA) of all states of the input
system A taking values in [0,+∞]. If the function HΦ is finite for all input states then
it is bounded and continuous on the set S(HA) [17, Theorem 1].
In contrast to many other characteristics of quantum channels (such as the mutual
and coherent informations, the constrained Holevo capacity, etc., see [11]) the output
entropy HΦ(ρ) may take infinite values at states ρ with finite entropy (the simplest
example is the channel transforming all input states into a single state with infinite
entropy). Nevertheless, there is a large class (semigroup) of quantum channels mapping
states with finite entropy into states with finite entropy, i.e. such channels Φ that
H(ρ) < +∞ ⇒ HΦ(ρ) < +∞. (1)
It is shown in [18] that any channel Φ possessing property (1) preserves local continuity
of the entropy: if a sequence {ρn} converges to a state ρ0 then
lim
n→+∞
H(ρn) = H(ρ0) < +∞ ⇒ lim
n→+∞
HΦ(ρn) = HΦ(ρ0) < +∞. (2)
In this paper we describe the structure of the semigroup of all quantum channels
possessing the equivalent properties (1) and (2). We show, in particular, that this
semigroup is naturally decomposed into three classes A, B and C. Classes A and B
are convex and closed under concatenations and tensor products. The class C contains
channels of the form λΦ + (1 − λ)Ψ, λ ∈ (0, 1), where Φ and Ψ are channels from
the classes A and B correspondingly. The class C is convex but not closed under
concatenations and tensor products. Channels from this class are characterised by
existence of input state at which both the output entropy and the entropy exchange
are infinite.
It is well known that the von Neumann entropy is continuous on the set
CHA,E = {ρ ∈ S(HA) |TrHAρ ≤ E}
of states with mean energy not exceeding E if (and only if) the Hamiltonian HA of
system A satisfies the Gibbs condition
Tr e−λHA < +∞ for all λ > 0.
Under this condition the set CHA,E is compact [9]. So, in this case the equivalence of
(1) and (2) implies that the output entropy of any channel Φ satisfying (1) is uniformly
continuous on the set CHA,E for any E. In this paper we obtain uniform continuity
bound for the function ρ 7→ HΦ(ρ) on the set CHA,E in explicit form. This will be done
by using the technique developed in [20] under the condition
lim
λ→0+
[
Tr e−λHA
]λ
= 1,
2
which is a slightly stronger than the Gibbs condition but holds for the Hamiltonians
of many real quantum systems (see Section 2.2).
2 Preliminaries
2.1 Basic notations
Let H be a separable infinite-dimensional Hilbert space, B(H) the algebra of all
bounded operators on H with the operator norm ‖ · ‖ and T(H) the Banach space
of all trace-class operators on H with the trace norm ‖·‖1. Let S(H) be the set of
quantum states (positive operators in T(H) with unit trace) [8, 14, 23].
Denote by IH the identity operator on a Hilbert space H and by IdH the identity
transformation of the Banach space T(H).
The von Neumann entropy of a quantum state ρ ∈ S(H) is defined by the formula
H(ρ) = Tr η(ρ), where η(x) = −x ln x for x > 0 and η(0) = 0. It is a concave lower
semicontinuous function on the set S(H) taking values in [0,+∞] [8, 13, 14, 22, 23].
The homogeneous concave extension of the von Neumann entropy to the cone T+(H)
is given by the formula:
H(ρ)
.
= [Trρ]H
(
ρ
Trρ
)
= Trη(ρ)− η(Trρ). (3)
By using Theorem 11.10 in [14] it is easy to obtain the inequality
H
(∑
k
pkρk
)
≤
∑
k
pkH(ρk) + S({pk}) , (4)
valid for any finite or countable collection {ρk} of positive operators in the unit ball of
T(H) and any probability distribution {pk}, where S({pk}) is the Shannon entropy.
In particular, for arbitrary positive operators ρ and σ in the unit ball of T(H) and
any p ∈ (0, 1) the following inequality holds
H(pρ+ (1− p)σ) ≤ pH(ρ) + (1− p)H(σ) + h2(p), (5)
where h2(p) = η(p) + η(1− p) is the binary entropy.
By using inequality (4) it is easy to show that
H
(∑
k
ρk
)
≤
∑
k
H(ρk) + S({Trρk}) , (6)
for any finite or countable collection {ρk} of positive operators in the unit ball of T(H)
such that
∑
k Trρk < +∞, where S({xk}) is the extended Shannon entropy of the
3
vector {xk} from the positive cone of ℓ1 defined as1
S({xk}) .=
∑
k
η(xk)− η
(∑
k
xk
)
. (7)
Note that an equality holds in (6) if and only if the supports of all the operators ρk
are mutually orthogonal.2
Uniform continuity bound for the von Neumann entropy in a finite dimensional
quantum system was obtained by Fannes [7]. An optimized version of Fannes’s conti-
nuity bound obtained by Audenaert in [2] states that
|H(ρ)−H(σ)| ≤ ε ln(d− 1) + h2(ε), ε = 12‖ρ− σ‖1, (8)
for any states ρ and σ in a d-dimensional Hilbert space provided that ε ≤ 1− 1/d.
2.2 The set of quantum states with bounded energy
One of the main results of this paper is the uniform continuity bound for the output
entropy of any positive linear map possessing property (1) under the input energy
constraint (Theorem 2 in Section 5.2). In this subsection we describe some preliminary
results that are necessary for deriving this continuity bound.
Let HA be a positive (semi-definite) densely defined operator on a Hilbert space
HA. We will assume that
TrHAρ = sup
n
TrPnHAρ (9)
for any positive operator ρ ∈ T(HA), where Pn is the spectral projector of HA corre-
sponding to the interval [0, n].
Let E0 be the infimum of the spectrum of HA and E ≥ E0. Then
CHA,E = {ρ ∈ S(HA) |TrHAρ ≤ E} (10)
is a closed convex subset of S(HA). If HA is treated as Hamiltonian of a quantum
system A then CHA,E is the set of states with the mean energy not exceeding E.
It is well known that the von Neumann entropy is continuous on the set CHA,E for
any E > E0 if (and only if) the Hamiltonian HA satisfies the condition
Tr e−λHA < +∞ for all λ > 0 (11)
and that the maximal value of the entropy on this set is achieved at the Gibbs state
γA(E)
.
= e−λ(E)HA/Tre−λ(E)HA , where the parameter λ(E) is determined by the equality
1It is easy to see that S is the homogeneous extension of the ”classical” Shannon entropy defined
on the set of probability distributions to the positive cone of ℓ1.
2The support suppρ of a positive trace class operator ρ is the closed subspace spanned by the
eigenvectors of ρ corresponding to its positive eigenvalues.
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TrHAe
−λ(E)HA = ETre−λ(E)HA [22]. Condition (11) implies that HA is an unbounded
operator having discrete spectrum of finite multiplicity. It can be represented as follows
HA =
+∞∑
k=0
Ek|τk〉〈τk|, (12)
where {τk}+∞k=0 is the orthonormal basis of eigenvectors of HA corresponding to the
nondecreasing sequence {Ek}+∞k=0 of eigenvalues tending to +∞.
We will use the function
FHA(E)
.
= sup
ρ∈CHA,E
H(ρ) = H(γA(E)). (13)
It is easy to show that FHA is a strictly increasing concave function on [E0,+∞) such
that FHA(E0) = lnm(E0), where m(E0) is the multiplicity of E0 [24].
In this paper we will assume that the Hamiltonian HA satisfies the condition
lim
λ→0+
[
Tr e−λHA
]λ
= 1, (14)
which is slightly stronger than condition (11).3 Condition (14) holds if and only if
FHA(E) = o(
√
E) as E → +∞, (15)
while condition (11) is equivalent to FHA(E) = o(E) as E → +∞ [20, Section 2.2].
It is essential that condition (14) holds for the Hamiltonians of many real quantum
systems [3].4
The function
F¯HA(E) = FHA(E + E0) = H(γA(E + E0)) (16)
is concave and nondecreasing on [0,+∞). Let FˆHA be a continuous function on [0,+∞)
such that
FˆHA(E) ≥ F¯HA(E) ∀E > 0, FˆHA(E) = o(
√
E) as E → +∞ (17)
and
FˆHA(E1) < FˆHA(E2), FˆHA(E1)/
√
E1 ≥ FˆHA(E2)/
√
E2 (18)
for any E2 > E1 > 0. Sometimes we will additionally assume that
FˆHA(E) = F¯HA(E)(1 + o(1)) as E → +∞. (19)
By property (15) the role of FˆHA can be played by the function F¯HA provided that the
function E 7→ F¯HA(E)/
√
E is nonincreasing. In general case the existence of a function
3In terms of the sequence {Ek} of eigenvalues of HA condition (11) means that limk→∞ Ek/ lnk =
+∞, while (14) is valid if lim infk→∞ Ek/ lnq k > 0 for some q > 2 [20, Section 2.2].
4Theorem 3 in [3] shows that FHA(E) = O (lnE) as E → +∞ provided that condition (21) holds.
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FˆHA with the required properties is established in the following proposition proved in
[20].
Proposition 1. A) If the Hamiltonian HA satisfies condition (14) then
Fˆ ∗HA(E)
.
=
√
E sup
E′≥E
F¯HA(E
′)/
√
E ′ (20)
is the minimal function satisfying all the conditions in (17) and (18).
B) Let
N↑[HA](E)
.
=
∑
k,j:Ek+Ej≤E
E2k and N↓[HA](E)
.
=
∑
k,j:Ek+Ej≤E
EkEj
for any E > E0. If
∃ lim
E→+∞
N↑[HA](E)/N↓[HA](E) = a > 1 (21)
then
• there is E∗ such that the function E 7→ F¯HA(E)/
√
E is nonincreasing for all
E ≥ E∗ and hence Fˆ ∗HA(E) = F¯HA(E) for all E ≥ E∗;
• Fˆ ∗HA(E) = (a− 1)−1(lnE)(1 + o(1)) as E → +∞.
In [3] it is shown that condition (21) is valid for the Hamiltonians of many real
quantum systems.
Practically, it is convenient to use functions FˆHA defined by simple formulae. The
example of such function FˆHA satisfying all the conditions in (17),(18) and (19) in the
case when A is a multimode quantum oscillator is considered in Section 5.2.
3 On positive linear maps preserving finiteness of
the entropy
Many results concerning quantum channels preserving finiteness of the entropy are valid
for arbitrary positive linear maps possessing this property, i.e. property (1), where the
entropy H(Φ(ρ)) of a positive operator Φ(ρ) is defined according to formula (3).
We will call such maps (channels, operations) PFE-maps (cnannels, operations) for
brevity.5
5In [17, 18] these maps were called PCE-maps, since they also preserve local continuity of the
entropy by Theorem 1 below.
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3.1 Characterization of PFE-maps
The following theorem proved in [18] gives characterisations of the class (semigroup)
of all PFE-maps.
Theorem 1. Let Φ be a positive linear map from T(HA) into T(HB). The following
properties are equivalent:
(i) Φ preserves finiteness of the entropy, i.e. property (1) holds ;
(ii) Φ preserves continuity of the entropy, i.e. property (2) holds ;
(iii) the output entropy HΦ is bounded on the set extS(HA) of pure states.6
Theorem 1 implies, in particular, that property (1) holds if and only if
Hpmax(Φ)
.
= sup
ρ∈extS(HA)
HΦ(ρ) < +∞. (22)
The parameter Hpmax(Φ) will be used below in quantitative continuity analysis of
the function HΦ. It can be estimated by using a concrete expression for the map
Φ. Below, in Section 3.2, we obtain an upper bound on Hpmax(Φ) by using the Kraus
representation for Φ.
By using inequality (4) and the spectral decomposition of an arbitrary state ρ in
S(HA) it is easy to show that
HΦ(ρ) ≤ H(ρ) +Hpmax(Φ). (23)
The simplest PFE-maps are maps with finite-dimensional output space and unitary
transformations, i.e. maps of the form Φ(ρ) = UρU∗, where U is an isometry from HA
into HB. More interesting examples are considered in the next subsections.
3.2 Completely positive maps
In this subsection we apply the criteria in Theorem 1 to the class of quantum channels
and operations – completely positive trace-preserving and trace-non-increasing linear
maps [8, 14, 23].
It is well known that any quantum operation (correspondingly, channel) Φ has the
Kraus representation
Φ(ρ) =
∑
k
VkρV
∗
k , (24)
where {Vk} is a collection of linear operators from HA to HB such that
∑
k V
∗
k Vk ≤ IHA
(correspondingly,
∑
k V
∗
k Vk = IHA). The minimal number of nonzero summands in
representation (24) is called Choi rank of the operation Φ [8, 14, 23].
If a quantum operation Φ has finite Choi rank m then it follows from (23) that
HΦ(ρ) ≤ lnm for any pure state ρ. Hence, Theorem 1 shows that Φ is a PFE-operation.
6Pure states are one-rank projectors – extreme points of the convex set S(HA).
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Inequality (6) implies that for any unit vector ϕ in HA the following inequality
holds
H(Φ(|ϕ〉〈ϕ|)) = H
(∑
k
Vk|ϕ〉〈ϕ|V ∗k
)
≤ S({‖Vkϕ‖2}k) , (25)
where S(·) is the extended Shannon entropy defined in (7). Inequality (25) shows that
Hpmax(Φ) ≤ sup
ϕ∈H1
A
S
({‖Vkϕ‖2}k) ≤ S({‖Vk‖2}k) , (26)
where H1A is the unit sphere of HA and it is assumed that S({‖Vk‖2}k) = +∞ if∑
k‖Vk‖2 = +∞.
Theorem 1 implies the following conditions of the PFE-property (1) for quantum
operations with infinite Choi rank.
Corollary 1. A quantum operation Φ having representation (24) possesses the
PFE-property (1) if one of the following conditions holds:
a) the function ϕ 7→ S({‖Vkϕ‖2}k) is bounded on the unit sphere of HA;
b)
∑
k‖Vk‖2 and S({‖Vk‖2}k) are finite;
c) there exists a sequence {hk} of nonnegative numbers such that∥∥∥∥∥∑
k
hkV
∗
k Vk
∥∥∥∥∥ < +∞ and ∑
k
e−hk < +∞.
If RanVk ⊥ RanVj for all k 6= j then a) is a necessary and sufficient condition of
property (1) for the operation Φ.
Proof. By Theorem 1 the sufficiency of conditions a) and b) follows from inequality
(26). The necessity of condition a) in the case RanVk ⊥ RanVj follows from the remark
after inequality (6).
To prove the implication c)⇒ a) it suffices to note that the extended Shannon
entropy is bounded on the subset of the positive part of the unit ball in ℓ1 consisting
of vectors {pk} such that
∑
k hkpk ≤ C for any C. 
Remark 1. Condition b) in Corollary 1 is the most easily verified but is too rough
because it depends only on the norms of the Kraus operators. Condition c) is more
subtle, since it takes ”geometry” of the sequence {Vk} into account. This is confirmed
by the following example.
Example 1. Let {Pk}k>1 be any sequence of mutually orthogonal projectors in
B(HA) and α ∈ [0, ln 2]. Consider the quantum channel
Φα(ρ) =
∑
k≥1
ckPkρPk,
8
where c1 = 1, ck = α/ ln k for k > 1 and P1 =
√
IHA −
∑
k>1 ckPk. Condition c)
in Corollary 1 shows that Φα is a PFE-channel, while condition b) is not valid in this
case.
Sometimes it is possible to prove PFE-property (1) of a quantum channel (opera-
tion) without using its Kraus representation.
Example 2. Let Ha be the Hilbert space L2([−a,+a]), where a < +∞, and
{Ut}t∈R be the group of unitary operators in Ha defined as follows
(Utϕ)(x) = e
−itxϕ(x), ∀ϕ ∈ Ha.
For given probability density function p(t) consider the quantum channel
Φap : T(Ha) ∋ ρ 7→
∫ +∞
−∞
UtρU
∗
t p(t)dt ∈ T(Ha).
One can show that the function HΦap is bounded (and continuous) on the set extS(Ha)
provided that the differential entropy of the distribution p(t) is finite and that the
function p(t) is bounded and monotonic on (−∞,−b] and on [+b,+∞) for sufficiently
large b [17, Example 3]. So, in this case Φap is a PFE-channel with infinite Choi rank.
3.3 Types of PFE-channels and tensor products
It follows from the definition that the class of PFE-channels is closed under composition:
if Φ : A→ B and Ψ : B → C are PFE-channels then Ψ◦Φ is a PFE-channel. Inequality
(5) shows that any convex mixture of PFE-channels between given quantum systems is
a PFE-channel. But the class of PFE-channels is not closed under tensor products: the
tensor product of the identity channel and the completely depolarising channel with
a pure output state is not a PFE-channel. Moreover, it is easy to see that the tensor
square of the PFE-channel ρ 7→ (1 − p)ρ + pσ, where σ is a given pure state, is not
a PFE-channel. On the other hand, there are nontrivial PFE-channels Φ and Ψ such
that Φ ⊗ Ψ is a PFE-channel (see below). Note also that the PFE-property (1) of a
channel Φ⊗Ψ obviously implies the same property of the channels Φ and Ψ.
To analyse the PFE-property (1) of tensor products we will introduce a classification
of PFE-channels based on the notion of a complementary channel.
For any quantum channel Φ : A→ B the Stinespring theorem implies existence of
a Hilbert space HE and of an isometry V : HA → HB ⊗HE such that
Φ(ρ) = TrEV ρV
∗, ρ ∈ T(HA).
The quantum channel
T(HA) ∋ ρ 7→ Φ̂(ρ) = TrBV ρV ∗ ∈ T(HE)
is called complementary to the channel Φ [8, Ch.6].
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Since the functions HΦ and HΦ̂ coincide on the sets of pure states in S(HA),
Theorem 1 implies the following
Corollary 2. Φ is a PFE-channel if and only if Φ̂ is a PFE-channel.
The function HΦ̂ is an important entropic characteristic of a channel Φ called the
entropy exchange of Φ [8, 23].
Proposition 2. Let A be an infinite-dimensional quantum system. Any PFE-chan-
nel Φ : A→ B belongs to one of the classes A,B and C characterized, respectively, by
the conditions:
a) HΦ(ρ) < +∞ for any state ρ ∈ S(HA);
b) HΦ̂(ρ) < +∞ for any state ρ ∈ S(HA);
c) sup
ρ∈extS(HA)
HΦ(ρ) <+∞, but HΦ(ρ) =HΦ̂(ρ) =+∞ for some state ρ ∈ S(HA).
The classes A,B and C are convex. Convex mixtures of channels from different classes
belong to the class C.
The classes A and B are closed under composition7, while the class C is not.
Proof. By Theorem 1 in [17] condition a) (correspondingly, b)) implies boundedness
and continuity of the function HΦ (correspondingly, HΦ̂) on the set S(HA). So, any of
these conditions implies the PFE-property (1) of the channel Φ. The inequality
H(ρ) ≤ HΦ(ρ) +HΦ̂(ρ), ρ ∈ S(HA)
(which follows from subadditivity of the entropy) shows that the classes A and B are
disjoint. The convexity of all the classes can be established by using basic properties
of the entropy and the relation
HΦ̂(ρ) = HΦ⊗IdR(ρˆ), ρ ∈ S(HA),
where ρˆ is a purification of ρ in S(HAR) [8].
The closedness of the class A under composition is obvious. To prove the same
property of the class B we will use Proposition 3 below (proved independently).
Assume that Φ : A → B and Ψ : B → C are PFE-channels of the class B. Let R
be an infinite-dimensional quantum system. By Proposition 3A Φ⊗ IdR and Ψ⊗ IdR
are PFE-channels. So, [Ψ ⊗ IdR] ◦ [Φ ⊗ IdR] = [Ψ ◦ Φ] ⊗ IdR is a PFE-channel. By
Proposition 3B Ψ ◦ Φ is a PFE-channel from the class B.
To show that the class C is not closed under composition consider the PFE-channels
Φ(ρ) = PρP ⊕ [TrP¯ ρ]σ and Ψ(ρ) = [TrPρ]ς ⊕ P¯ ρP¯ ,
where P and P¯ = IH − P are infinite rank projectors, σ and ς are pure states such
that P¯ σP¯ = σ and PςP = ς. These channels belong to the class C. The simplest way
7in the sense described at the begin of this subsection
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to show this is to note that Φ⊗2 and Ψ⊗2 are not PFE-channels and to use Proposition
3A below. It is easy to see that Ψ ◦ Φ is a completely depolarizing channel belonging
to the class A. 
The class A consists of channels with continuous output entropy. The simplest
example of such channels is the completely depolarizing channel ρ 7→ [Trρ]σ, where
σ is a given state with finite entropy. More interesting channels from the class A are
considered in [17, Section 3].
The class B contains the identity channel and all channels with finite Choi rank.
The channel from the class B having infinite Choi rank is presented in the above
Example 2. The finiteness of the function HΦ̂ap in this case can be shown by using the
explicit expression for the channel Φ̂ap and the results in [17, Section 3].
The simplest example of a PFE-channel from the class C is the quantum channel
ρ 7→ (1−p)ρ+pσ, where σ is a pure state, – the convex mixture of the identity channel
(from the class B) and the completely depolarising channel (from the class A).
Proposition 3. Let Φ and Ψ be PFE-channels with infinite-dimensional input
systems.
A) If both channels Φ and Ψ belong to one of the classes A and B then Φ ⊗Ψ is
a PFE-channel of the same class.
B) If the channels Φ and Ψ belong to different classes then Φ⊗ Ψ is not a PFE-
channel.
Proof. A) If Φ and Ψ are channels of the class A (correspondingly, the class B) then
the functions HΦ and HΨ (correspondingly, the functions HΦ̂ and HΨ̂) are bounded.
By subadditivity of the entropy this implies boundedness of the function HΦ⊗Ψ (cor-
respondingly, the function HΦ̂⊗Ψ̂ = HΦ̂⊗Ψ).
B) Let Φ : A → B be a channel of the class A and Ψ : C → D a channel of one
of the classes B and C. Let ρ be a state in S(HC) such that HΨ(ρ) = +∞ and ρˆ a
purification of ρ in S(HAC). Since HΦ(ρˆA) < +∞, the triangle inequality
HΦ⊗Ψ(ρˆ) ≥ |HΦ(ρˆA)−HΨ(ρˆC)| = |HΦ(ρˆA)−HΨ(ρ)|
shows that HΦ⊗Ψ(ρˆ) = +∞.
If channels Φ and Ψ belong, respectively, to the classes B and C then the similar
arguments applied to the complementary channels Φ̂ and Ψ̂ show that Φ̂⊗Ψ is not a
PFE-channel. This means, by Corollary 2, that Φ⊗Ψ is not a PFE-channel. 
Remark 2. Proposition 3 says nothing about tensor product of channels from the
class C. There is a conjecture that Φ⊗Ψ is not a PFE-channel if one of the channels,
say Φ, belongs to the class C. If Φ is a convex mixture of channels from the classes A
and B then this assertion directly follows from Proposition 3B, but it is not clear how
to prove it in general case.
Corollary 3. If Φ is a PFE-channel from one of the classes A and B then Φ⊗n
is a PFE-channel of the same class for any n.
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4 The convex closure of the output entropy
4.1 General results
In analysis of informational properties of a quantum channel Φ the convex closure
coHΦ of its output entropy plays important role [8, 16]. The function coHΦ is defined
as the maximal closed (lower semicontinuous) convex function on S(HA) majorized by
the function HΦ. In finite dimensions coHΦ coincides with the convex hull coHΦ of
HΦ – the maximal convex function on S(HA) majorized by the function HΦ which is
given by the formula
coHΦ(ρ) = inf∑
i piρi=ρ
∑
i
piHΦ(ρi), (27)
where the infimum is over all finite ensembles {pi, ρi} of input states with the average
state ρ.
In infinite dimensions the function coHΦ coincides with coHΦ only for positive
maps (channels) with finite output entropy, but one can assume that it coincides with
the σ-convex hull σ-coHΦ of HΦ defined by formula (27) in which the infimum is over
all countable ensembles {pi, ρi} of input states with the average state ρ.
On the other hand, the compactness criterion for families of probability measures
on S(H) makes it possible to show that
coHΦ(ρ) = inf
ρ¯(µ)=ρ
∫
HΦ(ρ)µ(dρ), (28)
where the infimum is over all Borel probability measures on the set S(HA) with the
barycenter ρ [16]. So, to prove the conjecture σ-coHΦ = coHΦ it suffices to show that
the infimum in (28) can be taken only over all discrete probability measures. We don’t
know how to prove (or disprove) this conjecture in general8, but it seems reasonable
to mention that it holds for PFE-channels.
Corollary 4. Let Φ : T(HA)→ T(HB) be a positive map possessing PFE-property
(1). Then
A) σ-coHΦ(ρ) = coHΦ(ρ) for any state ρ ∈ S(HA);
B) the function σ-coHΦ = coHΦ is continuous and bounded on S(HA).
Proof. Since the assumption implies, by Theorem 1, continuity and boundedness of
the function HΦ on the set extS(HA), both assertions of the corollary can be derived
from Corollary 2 in [16] by using Remark 3 below.
Remark 3. By using concavity and lower semicontinuity of the function HΦ one
can show that σ-coHΦ = Hˇ
σ
Φ and coHΦ = Hˇ
µ
Φ , where Hˇ
σ
Φ and Hˇ
µ
Φ are discrete and
8It is shown in [16] that σ-cof 6= cof for a particular lower semicontinuous concave nonnegative
unitarily invariant function f on S(H), so the above conjecture can not be proved by using only
general entropy-type properties of the function HΦ.
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continuous convex roof extensions9 of the function HΦ|extS(HA) defined, respectively, by
the right hand sides of (27) and (28) in which the infima are over all ensembles (mea-
sures) consisting of (supported by) pure states [16, Section 2.3]. Thus, the assertion
of Corollary 4 can be reformulated in terms of the functions HˇσΦ and Hˇ
µ
Φ (instead of
σ-coHΦ and coHΦ).
4.2 Applications to the entanglement theory
Important task of the entanglement theory consists in finding appropriate characteris-
tics of entanglement of composite states and in exploring their properties [5, 12].
If ρAB is a pure state of a bipartite system AB of any dimension then its entangle-
ment is characterized by the von Neumann entropy of partial states:
E(ρAB)
.
= H(ρA) = H(ρB).
Entanglement of mixed states of a bipartite system AB is characterized by dif-
ferent entanglement measures [6, 15, 21]. One of the most important of them is the
Entanglement of Formation (EoF).
In the case of finite-dimensional bipartite system AB the EoF is defined as the
convex roof extension to the set S(HAB) of the function ρAB 7→ H(ρA) on the set
extS(HAB) of pure states, i.e.
EF (ρAB) = inf∑
i piρ
i
AB
=ρAB
∑
i
piH(ρ
i
A), (29)
where the infimum is over all ensembles {pi, ρiAB} of pure states with the average state
ρAB [4].
In infinite dimensions there are two versions EdF and E
c
F of the EoF defined, respec-
tively, by using discrete and continuous convex roof extensions, i.e.
EdF (ρAB) = inf∑
ipiρ
i
AB
=ρAB
∑
i
piH(ρ
i
A), E
c
F (ρAB) = inf
b(µ)=ρAB
∫
H(̺A)µ(d̺AB),
where the first infimum is over all countable convex decompositions of the state ρAB
into pure states and the second one is over all Borel probability measures on the set
extS(HAB) with the barycenter ρAB [16, Section 5].
The continuous version EcF is a lower semicontinuous function on the set S(HAB) of
all states of infinite-dimensional bipartite system possessing basic properties of entan-
glement measures (including monotonicity under generalized selective measurements)
[16]. The discrete version EdF seems more preferable from the physical point of view
but the assumption EdF 6= EcF leads to several problems with this version, in particular,
9The convex roof extension is widely used for construction of different characteristics of states in
finite-dimensional quantum systems [12, 15].
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it is not clear how to prove its vanishing for countably nondecomposable separable
states.10
In [16] it is shown that EdF (ρAB) = E
c
F (ρAB) for any state ρAB such that
min{H(ρA), H(ρB), H(ρAB)} < +∞,
but the coincidence of EdF and E
c
F on the whole set S(HAB) is not proved yet (as far
as we know). It is equivalent to the lower semicontinuity of EdF on S(HAB) (since EcF
coincides with the convex closure of the entropy of a partial trace).
By applying Corollary 4 and Remark 3 to the channel Φ(ρAB) = ρA we obtain the
following
Proposition 4. Let K be a subspace of HAB such that all unit vectors in K have
bounded entanglement, i.e. supϕ∈K,‖ϕ‖=1E(|ϕ〉〈ϕ|) < +∞. Then
A) EcF (ρ) = E
d
F (ρ) for any state ρ in S(K);
B) the function EcF = E
d
F is continuous on the set S(K).
The existence of nontrivial subspaces satisfying the condition of Proposition 4 fol-
lows, by the Stinespring representation, from the existence of PFE-channels of the class
B with infinite Choi rank and of PFE-channels of the class C (see Section 3).
5 Uniform continuity bounds for the output en-
tropy
5.1 Positive linear maps with finite output entropy
Assume that Φ is a positive trace-non-increasing linear map from T(HA) to T(HB)
such that
HΦ(ρ)
.
= H(Φ(ρ)) < +∞ for any state ρ in S(HA). (30)
The simplest example of such a map is a map with finite-dimensional output system, i.e.
when dimHB < +∞. Nontrivial examples of quantum channels satisfying condition
(30) are considered in [17].
By Theorem 1 in [17] for any positive trace-non-increasing linear map Φ possessing
property (30) the function HΦ is continuous and bounded on the whole set S(HA) of
input states. The concavity of the entropy and inequality (5) imply that
0 ≤ HΦ(pρ+ (1− p)σ)− (pHΦ(ρ) + (1− p)HΦ(σ)) ≤ h2(p), p ∈ [0, 1], (31)
for any states ρ and σ in S(HA), where h2(p) is the binary entropy.
Note also that for any states ρ and σ in S(HA) we have
|HΦ(ρ)−HΦ(σ)| ≤ Hmax(Φ)−Hmin(Φ), (32)
10In general, the discrete convex roof construction applied to an entropy type function (in the role
of H) may give a function which is not equal to zero at countably non-decomposable separable states
[16, Remark 6].
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where
Hmin(Φ) = inf
ρ∈S(HA)
HΦ(ρ) ≥ 0 and Hmax(Φ) = sup
ρ∈S(HA)
HΦ(ρ) < +∞.
Inequalities (31) and (32) allow to apply the Alicki-Fannes-Winter method (pro-
posed in the optimal form in [24] and described in a full generality in the proof of
Proposition 1 in [19]) to the function HΦ(ρ). As a result we obtain
Proposition 5. Let Φ : T(HA) → T(HB) be a positive trace-non-increasing linear
map possessing property (30). Then
|HΦ(ρ)−HΦ(σ)| ≤ ε[Hmax(Φ)−Hmin(Φ)] + g(ε) (33)
for any states ρ and σ in S(HA), where ε = 12‖ρ− σ‖1 and g(ε) = (1 + ε)h2
(
ε
1+ε
)
.
Remark 4. The l.h.s. of (33) can be made arbitrarily close to Hmax(Φ)−Hmin(Φ)
by appropriate choice of ρ and σ. Since 1
2
‖ρ−σ‖1 ≤ 1 for any ρ and σ, this shows that
continuity bound (33) is close to tight when Hmax(Φ)−Hmin(Φ)≫ g(1) = 2 ln 2.
If dB
.
= dimHB < +∞ then Hmax(Φ) in (33) can be replaced by k log dB, where
k = supρ∈S(HA)TrΦ(ρ). In this case continuity bound for the function HΦ can be also
obtained by using Audenaet’s continuity bound (8). But if the quantity Hmax(Φ) −
Hmin(Φ) is less then log(dB − 1) then continuity bound (33) is sharper than the conti-
nuity bound for HΦ obtained via (8), since the functions h2(ε) and g(ε) are equivalent
for small ε.
Remark 5. For many quantum channels Φ the quantity Hmax(Φ) − Hmin(Φ) co-
incides with the Holevo capacity of Φ that gives the ultimate rate of transmission of
classical information through this channel when non-entangled input encoding is used
(in many cases it coincides with the classical capacity of Φ) [8, 23]. This holds, in par-
ticular, for quantum channels covariant w.r.t. irreducible representation of a unitary
group [1, 10].
5.2 PFE-maps on the set of states with bounded energy
By Theorem 1 the output entropy HΦ of any positive linear map Φ : T(HA)→ T(HB)
preserving finiteness of the entropy is continuous on any subset of S(HA), where the
von Neumann entropy is continuous.
Assume that HA is the Hamiltonian of a system A with the minimal energy E0
satisfying condition (11). Then the von Neumann entropy is continuous on the set
CHA,E of states ρ with mean energy TrHAρ non exceeding E (see Section 2.2). Hence
the output entropy HΦ of any positive PFE-map is continuous on CHA,E. Moreover, it
is uniformly continuous on CHA,E, since this set is compact [9].
We will obtain uniform continuity bound for the output entropy of any PFE-map
Φ : T(HA)→ T(HB) on the set CHA,E assuming that the Hamiltonian HA satisfies the
condition (14), which is slightly stronger than condition (11), but holds for many real
quantum systems.
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In the following theorem we use the notations introduced in Section 2.2. We assume
that FˆHA is any continuous function on R+ satisfying conditions (17) and (18), d0 is
the minimal natural number such that ln d0 > FˆHA(0) and γ(d) = Fˆ
−1
HA
(ln d) for any
d ≥ d0.
Theorem 2. Let Φ : T(HA) → T(HB) be a positive trace non-increasing linear
map satisfying condition (1) and ∆ = Hpmax(Φ) + 1/d0 + ln 2, where H
p
max(Φ) is the
parameter defined in (22). Let E¯ = E − E0 > 0 and ε > 0. Then
|HΦ(ρ)−HΦ(σ)| ≤ ε(1 + 4t)
(
F̂HA
[
E¯
(εt)2
]
+∆
)
+ 2g(εt) + g(ε(1 + 2t)) (34)
for any states ρ and σ in S(HA) such that TrHAρ,TrHAσ ≤ E and 12‖ρ − σ‖1 ≤ ε
and any t ∈ (0, T ], where T = (1/ε)min{1,
√
E¯/γ(d0)} and g(x) = (1 + x)h2
(
x
1+x
)
.
If conditions (19) and (21) hold 11 then the r.h.s. of (34) can be written as
ε(1 + 4t)
(
ln
[
E¯
(εt)2
]
1 + o(1)
a− 1 + ∆
)
+ 2g(εt) + g(ε(1 + 2t)), ε→ 0+. (35)
and continuity bound (34) with optimal t is asymptotically tight for large E.12
Remark 6. Since the function FˆHA satisfies condition (17) and (18), the r.h.s. of
(34) is a nondecreasing function of ε and E¯ tending to zero as ε→ 0+ for any given E¯
and t ∈ (0, T ].
Remark 7. The ”free” parameter t can be used to optimize continuity bound (34)
for given values of E and ε.
Proof. Note first that inequality (23) implies that
HΦ(ρ) ≤ FˆHA(E(ρ)− E0) +Hpmax(Φ) (36)
for any state ρ in S(HA) with finite E(ρ) .= TrHAρ.
Let ρ and σ be states in S(HA) such that TrHAρ,TrHAσ ≤ E and 12‖ρ−σ‖1 ≤ ε.
By Lemma 1 in [20] (with trivial system B) for any d > d0 such that E¯ ≤ γ(d)
there exist states ̺, ς, αk, βk, k = 1, 2, in S(HA) and numbers p, q ≤
√
E¯/γ(d)
such that rank̺, rankς ≤ d, TrHA̺,TrHAς ≤ E, 12‖ρ − ̺‖1 ≤ p, 12‖σ − ς‖1 ≤ q,
TrH¯Aαk ≤ E¯/p2, TrH¯Aβk ≤ E¯/q2, k = 1, 2, and
(1− p′)ρ+ p′α1 = (1− p′)̺+ p′α2, (1− q′)σ + q′β1 = (1− q′)ς + q′β2, (37)
where H¯A = HA − E0IA, p′ = p1+p and q′ = q1+q . If rankρ ≤ d we assume that ̺ = ρ
and do not introduce the states αk. Similar assumption holds if rankσ ≤ d.
11By Proposition 1 in Section 2.2 this holds, in particular, if FˆHA = Fˆ
∗
HA
.
12A continuity bound sup
x,y∈Sa
|f(x) − f(y)| ≤ Ba(x, y) depending on a parameter a is called
asymptotically tight for large a if lim sup
a→+∞
sup
x,y∈Sa
|f(x) − f(y)|
Ba(x, y)
= 1.
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All the states ̺, ς, α1, α2, β1 and β2 have finite entropy. Hence the function HΦ is
finite at these states.
By using the first relation in (37) and inequality (31) it is easy to show that
(1− p′)(HΦ(ρ)−HΦ(̺)) ≤ p′(HΦ(α2)−HΦ(α1)) + h2(p′)
and
(1− p′)(HΦ(̺)−HΦ(ρ)) ≤ p′(HΦ(α1)−HΦ(α2)) + h2(p′).
These inequalities imply that
|HΦ(̺)−HΦ(ρ)| ≤ p|HΦ(α2)−HΦ(α1)|+ g(p). (38)
Similarly, by using the second relation in (37) and inequality (31) we obtain
|HΦ(ς)−HΦ(σ)| ≤ q|HΦ(β2)−HΦ(β1)|+ g(q). (39)
Since TrH¯Aαk ≤ E¯/p2 and TrH¯Aβk ≤ E¯/q2 , k = 1, 2, it follows from (36) that
|HΦ(α2)−HΦ(α1)| ≤ F̂HA
(
E¯/p2
)
+Hpmax(Φ) (40)
and
|HΦ(β2)−HΦ(β1)| ≤ F̂HA
(
E¯/q2
)
+Hpmax(Φ). (41)
Since p, q ≤ y .=
√
E¯/γ(d) and the function E 7→ F̂HA(E)/
√
E is non-increasing, we
have
xF̂HA
(
E¯/x2
) ≤ yF̂HA(E¯/y2) =√E¯/γ(d) F̂HA(γ(d)) =√E¯/γ(d) ln d,
x = p, q, where the last equality follows from the definition of γ(d).
Thus, it follows from (38)-(41) and the monotonicity of the function g(x) that
|HΦ(̺)−HΦ(ρ)|, |HΦ(ς)−HΦ(σ)| ≤
√
E¯/γ(d) (ln d+Hpmax(Φ))+g
(√
E¯/γ(d)
)
. (42)
Since rank̺ ≤ d and rankς ≤ d, the supports of both states ̺ and ς are contained
in some 2d-dimensional subspace of HA. By the triangle inequality we have
‖̺− ς‖1 ≤ ‖̺− ρ‖1 + ‖ς − σ‖1 + ‖ρ− σ‖1 ≤ 2ε+ 4
√
E¯/γ(d).
So, by using the Alicki-Fannes-Winter method (mentioned in Section 5.1) and inequal-
ity (23) one can show that
|HΦ(̺)−HΦ(ς)| ≤
(
2
√
E¯/γ(d) + ε
)
(ln(2d) +Hpmax(Φ)) + g
(
2
√
E¯/γ(d) + ε
)
. (43)
17
It follows from (42) and (43) that
|HΦ(ρ)−HΦ(σ)| ≤
(
4
√
E¯/γ(d) + ε
)
(ln d+Hpmax(Φ))
+
(
2
√
E¯/γ(d) + ε
)
ln 2 + g
(
2
√
E¯/γ(d) + ε
)
+ 2g
(√
E¯/γ(d)
)
.
(44)
If t ∈ (0, T ] then, since the sequence γ(d) is increasing, there is a natural number
d∗ > d0 such that γ(d∗) > E¯/(εt)
2 ≥ E¯ but γ(d∗ − 1) ≤ E¯/(εt)2. It follows that√
E¯/γ(d∗) ≤ εt ≤ 1 and ln(d∗ − 1) = F̂HA(γ(d∗ − 1)) ≤ F̂HA(E¯/(εt)2),
where the first condition in (18) was used. Since ln d∗ ≤ ln(d∗ − 1) + 1/(d∗ − 1) ≤
ln(d∗ − 1) + 1/d0, inequality (44) with d = d∗ implies continuity bound (34).
If conditions (19) and (21) hold then part B of Proposition 1 shows that FˆHA(E) =
(a−1)−1 ln(E)(1+ o(1)) as E → +∞. This implies the asymptotic representation (35)
of the r.h.s. of (34). The asymptotic tightness of continuity bound (34) in this case
follows from the asymptotic tightness of the continuity bound for the von Neumann
entropy presented in [20, Example 2], since the right hand sides of these continuity
bounds coincide provided that Hpmax(Φ) = 0. 
Assume now that the input system A is the ℓ-mode quantum oscillator with the
frequencies ω1, ..., ωℓ . The Hamiltonian of this system has the form
HA =
ℓ∑
i=1
~ωia
∗
i ai + E0IA, E0 =
1
2
ℓ∑
i=1
~ωi,
where ai and a
∗
i are the annihilation and creation operators of the i-th mode [8]. Note
that this Hamiltonian satisfies condition (21) with a = 1 + 1/ℓ [3].
In this case the function
F¯ℓ,ω(E)
.
= ℓ ln
E + 2E0
ℓE∗
+ ℓ, E∗ =
[
ℓ∏
i=1
~ωi
]1/ℓ
,
is an upper bound on the function F¯HA(E)
.
= FHA(E+E0) satisfying all the conditions
in (17),(18) and (19) [20]. By using the function F¯ℓ,ω in the role of function FˆHA in
Theorem 2 we obtain the following
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Corollary 5. Let Φ : T(HA) → T(HB) be a positive trace non-increasing linear
map satisfying condition (1), where A is the ℓ-mode quantum oscillator with the fre-
quencies ω1, ..., ωℓ. Let E¯ = E − E0 > 0, ε > 0 and T∗ = (1/ε)min{1,
√
E¯/E0}.
Then
|HΦ(ρ)−HΦ(σ)| ≤ ε(1 + 4t)
(
ℓ ln
E¯/(εt)2 + 2E0
ℓE∗
+ ℓ+∆∗
)
+ 2g(εt) + g(ε(1 + 2t))
(45)
for any states ρ and σ in S(HA) such that TrHAρ ≤ E, TrHAσ ≤ E and 12‖ρ−σ‖1 ≤ ε
and any t ∈ (0, T∗], where ∆∗ = Hpmax(Φ)+e−ℓ+ln 2 (the parameter Hpmax(Φ) is defined
in (22)).
Continuity bound (45) with optimal t is asymptotically tight for large E.
Proof. All the assertions of the corollary directly follow from Theorem 2. It suffices
to note that in this case d0 is the minimal natural number not less than x
ℓ, where
x = 2E0e/(ℓE∗) ≥ e, and hence
γ(d0)
.
= F¯−1ℓ,ω (ln d0) = (ℓ/e)E∗
ℓ
√
d0 − 2E0 ≤ (ℓ/e)E∗x ℓ
√
1 + e−ℓ − 2E0 ≤ E0. 
In the case Φ = IdA continuity bounds (34) and (45) coincide with the continuity
bounds for the von Neumann entropy under the energy constraint obtained in [20].
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