ABSTRACT Fault detection in induction motors operating in non-stationary regimes has become a need in today's industry. Most of the works published deal with line-fed motors. Nevertheless, the number of inverterfed induction motors has significantly increased in recent years. Therefore, several fault detection techniques have been proposed lately for this type of motors, based mainly on an adequate input signal processing to obtain fault signatures in the time-frequency domain. In this paper, a comparison of time-frequency techniques applied to fault detection in inverter-fed induction motors in a transient state is presented. For that purpose, the techniques are applied to two current signals acquired from two induction motors with two types of faults: bar breakage and mixed eccentricity. The paper shows the particularities and special difficulties of diagnosing under this type of feeding, reviewing the works related to each technique. The strengths and weaknesses of these techniques are discussed with the goal of providing a criterion for its application in an industrial environment and guidance for future developments in this field.
I. INTRODUCTION
Fixed speed operation of induction motors (IM) has a significant impact on its power consumption and operational costs over its lifetime. Therefore, these uses are considered as very inefficient. If the motor is inverter-fed, the speed can be regulated and adapted to the actual requirements of the load, which results in important energy savings [1] . For example, a motor running at half speed reduces its consumption by 75% [2] . Recent European Union directives encourage the use of energy-efficient motors, or the use of regular ones along with inverters and this explains why the number of inverter-fed induction motors has significantly increased. There are other applications where IMs usually do not operate at steady-state, and the use of an inverter is mandatory as in electric traction [3] or in manufacturing processes where flexibility is a need [4] .
This change in the electric drives field also has a substantial impact on maintenance. A predictive maintenance procedure tries to detect a fault in advance and to assess its severity to begin the fixing process, minimizing the economic implications of a future failure [5] . In the case of IM, these procedures rely mainly on the monitoring and analysis of the stator current and mechanical vibrations [6] - [9] . The first method, known as Motor Current Signature Analysis (MCSA), is noninvasive, which constitutes its primary benefit over other monitoring schemes. However, since it is based on the use of the Fast Fourier Transform (FFT), it is not appropriate for applications where the motor speed is subject to continuous changes [10] . Even if there are long enough periods of steady state operation, in inverter-fed IM, the current spectrum is rich in harmonic content originated by the switching mechanism of the inverter and usually, the signal has a high noise level. Some harmonics originated by the supply can overlap with fault-related harmonics, making their observation and subsequent diagnosis more complicated. Additionally, the amplitude of some fault related harmonics also depends on the output assigned frequency or the inverter control type [11] - [13] . All this has originated an active field of research on fault detection and diagnosis in inverter-fed IM and in transient regimes.
In IM transient regimes, other mathematical transformations than the FFT are needed and are being developed to analyze the stator current. These mathematical tools belong to the field of Time-Frequency Decomposition (TFD) tools. It is reported in the literature the use of techniques such as wavelet-based transforms or the Wigner-Ville Distribution (WVD) to detect faults in direct-line fed IM during the startup [14] , [15] . Their application to inverter-fed IM is not straightforward. The principal difference between directline and inverter-fed IM startups is that the slip frequency is low during the whole transient (besides, the fundamental frequency changes). Consequently, the trajectories of some fault related harmonics are very close to the trajectory of the main frequency component. As it will be explained in Section II, this is the essential characteristic that makes fault detection in inverter-fed IM so different compared to directline IM. In these circumstances, the detectability of the fault will rely on the time and frequency resolution capabilities of the mathematical transformation used to process the stator current signal.
This paper, which takes as its starting point the conference paper [16] , provides valuable knowledge on this topic: the main techniques present in the technical literature are reviewed and their performance for fault detection in the time-frequency plane is compared. For this purpose, two startup currents corresponding to two faulty inverterfed IM (bar breakage and eccentricity faults) are analyzed with each considered transform. The paper shows which techniques are capable of generating a time-frequency graph in which the fault related harmonics are distinguished from the high energy main component (comparison of fault quantification techniques would be the next step, being out of the paper scope). More precisely, the paper exposes the advantages and drawbacks of each technique in terms of time and frequency resolution. Moreover, it exhibits the weak points not yet resolved, opening new paths of research.
II. FAULT HARMONIC TRAJECTORIES IN THE TIME-FREQUENCY PLANE
In transient regimes, fault detection techniques rely on the ability to track low-energy fault related harmonics in comparison to the high-energy Fundamental Component (FC, first harmonic of the signal) and other harmonics such as the winding and principal slot harmonics. In this paper, the study is focused on the detection of broken rotor bars and mixed eccentricity in transient regimes. In the MCSA field, these faults are identified by the presence of specific components in the stator current spectrum, whose frequencies are already known [17] , [18] . These faults mainly manifest themselves by a pair of bands around the FC, whose characteristic frequency depends on the motor load through the slip as follows:
• Broken Rotor Bar (BRB) frequencies:
• Lower Sideband Harmonic (LSH):
• Upper Sideband Harmonic (USH):
• Mixed Eccentricity Related-Harmonics (ERH):
• Lower Sideband Harmonic (ERHn):
• Upper Sideband Harmonic (ERHp):
where s is the slip, p is the number of motor pole pairs, and f s is the main frequency of the supply voltage. If the time evolutions of s and f s are obtained, these expressions are also used in transient regimes. The slip is given by:
where n 1 is the synchronous speed, given by: n 1 = 60f s /p and n is the rotor speed.
In line-fed IM, the FC frequency is fixed and established from the very first moment of the motor startup. Therefore, the synchronous speed is also constant. As the rotor speed, in a standard startup, increases almost linearly from zero to nearly the synchronous speed, the slip decreases from 1 almost linearly to a very low value. Due to these evolutions, the trajectory of some fault harmonics is very advantageous for monitoring purposes because they evolve far from the FC, at least during the startup. For example, the LSH traces a trajectory with a characteristic V-pattern [19] during a line-fed IM startup, as it is shown in Fig. 1(a) (assuming a linear evolution of the slip vs. time). The trajectories of the USH, ERHn, and ERHp are also observed for a motor with two pairs of poles. In inverter-fed IM, the harmonics time-evolution during the startup is very different from the line-fed case [3] , [10] as it can be observed comparing Figs. 1(a) and (b). An inverter permits to avoid the typical inrush current of line-fed IM startups and to control the duration of this transient. As a result, the startup is smooth and free of high torques. Regardless of the type of IM control, the FC of the inverter output voltage is increased from 0 Hz to the final operating frequency. Furthermore, as the motor speed increases parallel to the synchronous speed and very close to it, the slip frequency sf s is very low. Accordingly, the LSH and USH (which have low energy) evolve during the startup parallel and close to the FC (highest energy harmonic), making their detection especially difficult due to the difference in energies between them. Conversely, the time evolution of ERHn and ERHp is more advantageous for detection purposes. 
III. CASES OF STUDY
Two Siemens IM are tested on a laboratory test bench ( Fig. 2(a) ) at different conditions and fed by two inverters ( Fig. 2(b) ). Both IM have the following characteristics: rated power of 1.1 kW, star connection, 400 V rated voltage, 1410 rpm rated speed and 2.6 A rated current. The motor load is a powder electromagnetic brake by Lucas Nülle. The acquisition system is based on a PC with an NI cDAQ-9174 USB acquisition board. A Hall effect sensor by LEM is used as a current transducer.
The first IM has a broken rotor bar caused by drilling a hole in the rotor cage ( Fig. 2(c) ) and is fed with an Allen Bradley PowerFlex 40 inverter. This inverter is programmed to provide a 10 s startup with the output frequency increasing linearly from 0 to 50 Hz. The stator current (Signal 1) is captured at 5 kHz as sampling frequency (Fig. 3(a) ), including the startup and a long steady state where the motor consumes 2.4 A. The trajectory of the FC in the timefrequency (t-f) plane is shown in Fig. 3(b) .
The second IM has a high level of mixed eccentricity caused by a misalignment between the motor and the brake. This motor is fed by a Siemens Micromaster 420 inverter. The startup is programmed to last 2.2 s with the output frequency increasing linearly from 0 to 50 Hz. The stator current (Signal 2), captured at 1 kHz (Fig. 4(a) ), also includes the startup followed by a steady state where the motor consumes 2.55 A. The trajectory of its FC in the t-f plane is shown in Fig. 4(b) .
The slips of the two IM at the final steady state, calculated through the speed and the FC frequency, are 0.042 and 0.045. Therefore, the fault frequencies at this steady operation and according to equations (1) to (4) are:
• Signal 1 ( Fig. 5(a) , IM with BRB): LSH and USH, 45.8 Hz and 54.2 Hz.
• Signal 2 ( Fig. 5(b) , IM with mixed eccentricity): ERHn and ERHp, 27.9 Hz and 72.2 Hz. These fault related harmonics have high amplitudes in its respective power spectral densities (PSD), which confirm that 
IV. FAULT DETECTION TECHNIQUES BASED ON TIME-FREQUENCY ANALYSIS IN INVERTED-FED INDUCTION MOTORS
In this Section, the most significant tools used for fault detection in inverter-fed IM in transient regimes are analyzed and compared through its application to two experimentally acquired signals (Section III). Testing the techniques with the same two currents enables to clarify their advantages and drawbacks, and show which are useful and which are not, what is a significant contribution for field engineers who need to choose the best tool to perform a diagnosis. Moreover, unsolved problems are pointed out, showing possible trends in research.
For each technique, its characteristics are described, showing its inherent advantages and drawbacks, briefly referencing works where it has been used with directly-fed IM, and reviewing the works dealing with inverter-fed IM. Then, a deep analysis of the results when analyzing the two currents in Section III is presented, explaining them according to the technique characteristics previously described. Before this, Subsection A presents the results of applying the FFT, showing what can be seen in its spectrum, and what we will try to obtain with a t-f transform.
A. FAST FOURIER TRANSFORM
FFT is the base of the analysis of the stator current of IM in steady-state regimes. It provides information about the VOLUME 5, 2017 harmonic content of a periodic signal and the energy associated to each harmonic. Fault detection is carried out by identifying certain frequencies in the stator current spectrum. If the current is non-periodic (IM in transient regime), FFT is not suitable for fault detection: in those cases, it is important to know the signal harmonic content and the time evolution of these harmonics (unfortunately, this information is not provided by the FFT).
The two proposed signals have been analyzed with the FFT. Figs. 6(a) and (b) show the spectra, which are consistent with the technique capabilities and the harmonic content of the two transient signals. Both spectra display an almost continuous harmonic content from 0 to 50 Hz, explained by the linear increment of the FC of the inverter output voltage during the startup, which evolves from 0 to 50 Hz. The energy of this harmonic is much higher than the energy of the rest of harmonics and dominates the spectrum in that frequency range. Consequently, it is impossible to observe any other components, such as the fault related harmonics. The only exception is the presence of a small peak above the FC energy at 26.34 Hz in Fig. 6 (b), related to the ERHn at steady state.
The FC frequency at steady state is perfectly identified (50Hz) as well as other harmonics above. The USH is observed in Fig. 6 (a) and the ERHp in Fig. 6 (b) as well. These harmonics are observed due to the long steady state captured.
These results demonstrate that this technique is not suitable for fault detection in transient states because it does not provide information about the time development of the harmonics and it is not possible to identify their characteristic trajectories.
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A Fourier-Bessel expansion is proposed in [20] to overcome the limitation of the FFT with non-stationary signals. Another approach to overcome the FFT limitations is presented in [21] where the Fractional FFT is proposed to detect broken bars. Nevertheless, both references deal with directlyfed IM.
B. SHORT TIME FOURIER TRANSFORM
The Short-Time Fourier Transform (STFT) is considered as the standard transform in the t-f domain, and the rest of transforms are usually compared to it [22] . As nearly all linear transforms (transforms in subsections C and F, but not transform in subsection G), the STFT is based on the use of a time window whose length fixes the time and frequency resolutions, which are not independent. A long window length means a good frequency resolution, but time resolution is decreased. A short window length improves time resolution at the cost of worsening frequency resolution. In the case of the STFT, this tradeoff is the same for every point in the t-f plane analyzed: once fixed in a point, it cannot be changed at different points. This is the main limitation of this technique. Due to its limitations regarding resolution, few works report its use. In [24] , the STFT is used to detect faults in directlyfed IM. No paper deals with inverter-fed IM.
To calculate the STFT, the time window is centered in the time instant and modulated at the frequency where the transform needs to be calculated. Then, the modulated window is correlated with the signal to be analyzed. The modulated window is called a t-f atom: a function whose energy is concentrated at a point of the t-f plane (the instant where the window is centered and the frequency at which is modulated). The result of the correlation is a measure of the energy density of the analyzed signal, around the point of the atom's center. If this operation is repeated in a big set of points of the t-f plane, by centering the atom each time in a different t-f point until creating a big grid, the energy density of the analyzed signal along the plane is obtained. All linear transforms (subsections C, F and G) follow this same mathematical structure: the correlation of a signal with a family of time-frequency atoms. In this paper, for the sake of a fair comparison, all the atoms are based on frequency B-spline functions [27] .
The result of a t-f transform is a two-dimensional representation of the signal in the t-f plane (its t-f energy distribution), showing the trajectories of the frequency components. The spectrograms resulting from analyzing the two signals presented in Section III with the STFT are shown in Figs. 7(a) and (c). The ideal result would be to obtain the evolution of a signal component in the t-f plane as a perfectly thin line. Nevertheless, in this type of linear transforms (STFT, wavelets, etc.), the evolution appears as a line with a certain thickness, and this is due to the tradeoff mentioned earlier, related to the use of t-f atoms, as further explained below.
The families of atoms that have been used to generate the resulting STFT spectrograms are presented in Figs. 7(b) and (d). More precisely, these figures show the energy distribution of some of the t-f atoms used. As explained before, the atom captures the energy of the signal in the zone of the t-f plane where the atom's energy is concentrated. In other words, the atom acts like a t-f filter, capturing the signal's energy in a small region around the analyzed point. If the atom is long in time, when centering it in a point and correlating with the signal, it is obtained information related to many time instants. Therefore, the time resolution is bad. The drawback appears when, trying to shorten the atom in time, inevitably the atom lengthens in frequency and when correlating it with the signal, associated to the atom's frequency center, it is obtained information of the signal related to many frequencies. Therefore, the frequency resolution is poor. That is, the atom cannot filter well in time and frequency simultaneously because if its energy is concentrated in time, it spreads in frequency, and vice versa. Moreover, in the case of the STFT, the type of atom is the same at every point of the plane analyzed, as it can be seen in Figs. 7(b) and (d). Therefore, the typical tradeoff of linear transforms between time and frequency resolutions is, in the case of the STFT, the same for every point analyzed.
If an atom is centered at a point of the FC evolution, the longer the atom is in time, the more it has to be shifted in time to stop capturing energy from that FC. Therefore, a long atom in time increases the thickness in time with which the evolution of the FC is captured. On the other hand, the longer the atom is in frequency, the more it is needed to separate it from the FC along the frequency axis to stop capturing its energy, and the thicker would be the representation of the FC in the STFT result. The FC evolution shown in the spectrogram will have a thickness in time and frequency (measured along the time and frequency axes respectively), which depends on how much the energy of the atom spreads along time and along frequency. Since the atom cannot be shortened in time and in frequency simultaneously, the thickness of the evolution obtained cannot be diminished both along the time and frequency axes. Therefore, the line representing the time-frequency evolution always will have a certain minimum thickness.
For a horizontal evolution, an atom long in time and short in frequency must be used: the thickness along the frequency axis would be low and the frequency of the component would be established with precision (good frequency resolution). For a vertical evolution, the atom needs to be long in frequency and short in time: the thickness along the time axis would be low and the instant where the frequency changes abruptly would be well determined (good time resolution). If the frequency-time evolution is arbitrary, the slope criterion [23] establishes that the proportion between the atom's length along the frequency axis and the atom's length along the time axis must be equal to the proportion between how much the component's frequency changes and the time interval it takes to perform that change, i.e., equal to the time derivative of the component's frequency to be captured. The slope criterion enables to choose the atom which ensures a tradeoff between time and frequency resolution, such as the VOLUME 5, 2017 width of the line (measured perpendicularly to the component evolution) reaches a minimum.
For the two signals analyzed through the paper, the slope criterion is applied [23] fixing this tradeoff (adjusting the window length) to optimize the capture of the FC evolution during the startup. This way, the family of atoms to be used is established (Figs. 7(b) and (d) ). As a consequence, the global thickness of the FC during the startup is minimized, tending as much as possible to the ideal result: a perfectly thin line.
In the case of a bar breakage (Signal 1), this FC minimum thickness is not sufficient to observe the trajectories of the BRB harmonics during the IM startup. As it is seen in Fig. 1(b) , the BRB harmonics evolve very closely to the FC. Therefore, their evolutions are always inside the thickness of the line showing the FC trajectory ( Fig. 7(a) ), which has been minimized with the slope criterion. On the other hand, the frequency resolution obtained is high enough to distinguish the BRB related harmonics during the final steady state: the FC thickness in the frequency axis direction is sufficiently small to separate the BRB harmonics from the FC. Concerning Signal 2, the mixed eccentricity harmonics evolve far enough from the FC (Fig. 1(b) ). Therefore, their trajectories can be observed during nearly the whole capture (Fig. 7(c) ), except for the first half of the startup (below 1 second), when they are yet too close to the FC.
Additional trajectories around the FC are observed in the steady-state regime in the case of Signal 2 ( Fig. 7(c) ). These harmonics are produced by the switching mechanism of the inverter, but the resolution limitations of the STFT do not permit to observe them correctly, and they can be confused with BRB harmonics.
Concluding, this technique facilitates the observation of certain low-energy harmonics that are distant from the highenergy FC, as it happens with the mixed-eccentricity fault. However, if these harmonics are very close to the FC, as it occurs in the case of BRB fault, the best achievable resolution in the t-f plane is not sufficient to distinguish them.
C. WAVELETS
The Continuous Wavelet Transform (CWT) is similar to the STFT: the signal to analyze is correlated with a function called wavelet (which is a t-f atom with specific characteristics). Nevertheless, while the STFT uses a fixed length windowing function (fixed t-f resolution tradeoff along the plane), the wavelet time length depends on the frequency analyzed [25] . As a result, this transform provides a poor frequency resolution and a better time resolution at high frequencies. On the other hand, at low frequencies, the frequency resolution is much better and the time resolution worsens. The Discrete Wavelet Transform (DWT) is the discrete version of the CWT, which is commonly used to obtain the energy distribution of a signal in the t-f plane. The DWT is used to perform a decomposition of the signal into a previously selected number of frequency bands, whose bandwidths follow a dyadic scale fixed by the signal sampling frequency and the number of decomposition levels chosen [26] .
The use of the CWT to detect faults in IM is reported in the literature. Nevertheless, the works published are mainly centered in directly-fed motors [27] , [28] , and very few papers deal with inverted-fed IM in transient regime. For instance, the CWT is used in [29] to detect mixed eccentricity in an inverter-fed IM, obtaining a t-f plot of the stator current. The t-f resolution achieved permits to track the evolution of the mixed eccentricity-related harmonics during transients such as a startup where the main frequency increases linearly from 0 to 50 Hz, or other changes in the inverter output assigned frequency. Nevertheless, as explained below, this type of transform is less suited than the STFT to detect the fault harmonics evolutions.
The use of the DWT has been widely reported in the literature. As with the CWT, the works are predominantly related to directly-fed IM, detecting faults generally through transient currents [30] , and recently using other signals as the reactive [31] and apparent power [32] . Research work trying to detect faults in inverter-fed IM has also been published. In [33] , a variant of DWT, known as Wavelet Packets Decomposition (WPD), is used for early detection of bearing faults in inverter-fed IM. Nonetheless, only the DWT subsignal that contains fault component is used; the DWT acts only as a filter and its capabilities as a t-f transform are not explored. Finally, another application of the DWT is presented in [34] , where it is used along with the WPD to detect stator inter-turn faults during the startup of an inverter-fed IM. The evolution of the faulty component is identified only at the last second of an 8.5 s startup.
The two proposed signals have been analyzed using the CWT. The results, shown in Figs. 8(a) and (c) , illustrate the characteristics of this transform. The wavelet/atom features have been chosen to optimize the capture of the FC at the point where its frequency reaches 25 Hz, according to the slope criterion [23] , as with the STFT. Therefore, the tradeoff between time and frequency resolution is the same as with the STFT at that frequency, and this enables to minimize, at that point, the thickness of the line which represents the FC evolution. However, what happens at higher and lower frequencies?
Figs. 8(b) and (d) show the families of atoms used to generate the CWT spectrograms of signals 1 and 2 respectively. Comparing with the atoms used to produce the STFT spectrograms (Figs. 7(b) and (d) ), only the atoms at 25 Hz are the same, while at the rest of frequencies are different. At low frequencies, these atoms display a large base (long in time, short in frequency). As the frequency increases, the shape of these atoms changes by an increment of their height and a decrease of their base (short in time, long in frequency). This explains why the time and frequency resolutions are not uniform in the whole t-f plane. The CWT spectrograms have a worse time resolution at low frequencies and a better frequency resolution at higher frequencies.
Summarizing, the CWT frequency resolution increases while the time resolution gets poorer at frequencies lower than 25 Hz. That is why the energy of the FC spreads over a wider time length than in the STFT result, hindering the observation of the fault related harmonics. At frequencies higher than 25 Hz, the time resolution increases, while the frequency resolution decreases. Nevertheless, the rate of change is not fast enough to clearly see the effect up to the highest frequency analyzed (it could be better observed at 1000 Hz instead of 100 Hz). In any case, this change in the tradeoff does not improve the capture of these evolutions as it is mainly suited to capture parabolic t-f evolutions. In fact, for both signals, at frequencies higher than 25 Hz, horizontal trajectories related to the steady state are found. As explained in the previous subsection, for those frequencies it would be desirable to have atoms long in time (the opposite to the CWT atoms), which increase the frequency resolution, and enable to determine the frequencies at this steady state operation better.
As a result, comparing Figs. 7(a) and 8(a), it can be seen that the bar breakage components are not detected during the startup in either of them. Moreover, comparing Figs. 7(c) and 8(c), the mixed eccentricity-related harmonics evolutions are exposed during a shorter time by the CWT. Concluding, the CWT does not improve the STFT results, and it should be avoided for the analysis of this type of signals. Finally, both signals are also decomposed with the DWT, but the distinctive evolutions of the faulty harmonics considered are not observed because in all obtained subsignals, in which the faulty harmonics are present, the FC is present too and, since it is very dominant, it masks the rest of harmonics.
D. WIGNER-VILLE DISTRIBUTION
When using the DWT and CWT, the time and frequency resolution cannot be improved simultaneously. The STFT has a fixed t-f resolution tradeoff while, in the case of the CWT, it varies with the analyzed frequency. The WVD, which belongs to the family of quadratic t-f representations, was defined to obtain a distribution of energy in the t-f plane without loss of resolution (i.e., highest resolution in both time and frequency directions). In other words, while the STFT and CWT show the harmonics evolutions in the t-f plane as lines with a certain thickness, the WVD represents them as perfectly thin lines.
The major drawback of this transform is the presence of cross-term interferences in the t-f energy distribution when multicomponent signals are analyzed [35] . More precisely, for each pair of components in the signal, the WVD introduces a spurious component in the result called crossterm. When detecting rotor asymmetries and eccentricity in directly-fed IM, this effect has been reduced by filtering the FC and the winding harmonics (multiples of the FC) previously to the computation of the energy distribution [36] - [38] . Other authors have proposed the use of a modified WVD, in which a kernel smooths the WVD result reducing the cross-terms (mainly used for the detection of rotor faults in DC motors [39] ). Nonetheless, the kernels introduce a t-f resolution tradeoff in the result, as with the STFT and CWT.
Up to date, there are no papers in the field applying the WVD to detect faults in inverter-fed IM. The principal drawback, in this case, is that the trajectories of the FC and its harmonics are no longer constant, as in the directlyfed case. Therefore, the approaches used before, based on filtering, cannot be applied to this type of signals. Moreover, the kernels cannot be as easily used as in the case of constant FC. Figs. 9(a) and (b) , showing the WVD of the analyzed signals, are a clear demonstration of the main disadvantage of this technique. These signals contain many frequency components, and this is reflected in the WVD as a complex set of cross-terms, especially around the FC. The presence of cross-terms prevents the observation of the trajectories of the fault related harmonics or introduces new fake components that complicate a correct interpretation of the energy distributions. As a result, the bar breakage harmonics are not observed in Fig. 9(a) , while only some traces of the mixed eccentricity harmonics are observed in Fig. 9(b) . 
E. HILBERT-HUANG TRANSFORM
The Hilbert-Huang Transform (HHT) is an empirical technique, combination of the Hilbert Spectral Analysis or Hilbert Transform (HT) and the Empirical Mode Decomposition (EMD). The HHT can deal with non-stationary and nonlinear signals. The EMD performs an adaptive decomposition, based on local characteristics of the signal, into a finite number of intrinsic mode functions (IMF). These IMF are individual signals, nearly monocomponent, more adequate for the use of the HT. The HT applied to the IMF leads to an identification of instantaneous frequencies and amplitudes with a physical meaning. The HT analysis of the original multicomponent and noisy signal generates spurious amplitudes without physical meaning. The EMD algorithm presents some drawbacks as border effects, mode mixing or uncertain stopping criterion. Some noised assisted methods have been developed to overcome these problems, as the Complete Ensemble Empirical Mode Decomposition (CEEMD) [40] or the Ensemble Empirical Mode Decomposition (EEMD) [41] .
The explained procedure has been applied to detect broken bars in directly-fed IM through the stator startup current, comparing its performance with the DWT [26] . The HHT presents some advantages in comparison to the DWT. For example, there is no need to choose an adequate mother wavelet. However, fault detection based in the Hilbert-Huang Spectrum (HHS) seems to be no superior to DWT. In [42] , this last EMD implementation is used with vibration signals to extract fault patterns for bearing fault diagnosis.
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Concerning inverter-fed IM, two interesting works [43] , [44] utilize the HHT for diagnosis purposes, analyzing the stator current during the startup. The computing of the instantaneous energy of the HT of some specific IMF serves as fault severity quantification. The feasibility of the procedure is evaluated considering different IM operating conditions and voltage supplies.
The two signals proposed in this paper have been analyzed with this technique too. Both signals are decomposed into IMF with the EMD version proposed in [40] and with the following parameters: noise standard deviation: 0.1; 100 stages; 200 iterations and same noise level at all stages. In the case of the motor with one broken rotor bar, the EMD decomposes it into 16 IMF, but it fails in separating the oscillation modes corresponding to the LSH and USH from the mode corresponding to the FC. Their frequencies and mode oscillations are too close, and the EMD algorithm is not able to separate them. The signal of the motor with mixed eccentricity is decomposed into 12 IMF. The IMF number 4 contains the oscillation mode corresponding to the ERHn, but the ERHp is not separated from the FC. The IMF 4 and its HHS, showing the ERHn, are represented in Figs. 10(a) and (b) respectively.
F. ADAPTIVE SLOPE TRANSFORM
The Adaptive Slope Transform (AST) [23] belongs to the family of linear transforms, as the STFT or CWT. As explained before, linear transforms deliver a result with a tradeoff between time and frequency resolutions and this means that the evolution, instead of being represented by a perfectly thin line, it has a certain thickness. While the STFT has a constant tradeoff along the plane, and the CWT changes its tradeoff along frequency in a certain way imposed by its definition (being suitable only for capturing parabolic evolutions), the AST enables to fix a different tradeoff for each point of the t-f plane, optimizing the result everywhere. In other words, the tradeoff is adapted along the harmonic trajectories to minimize the thickness of the evolution being captured. As a consequence, the evolutions appear represented as thin as possible with this type of transform, and they can be better distinguished and characterized.
This approach has been applied to detect bar breakages in directly-fed IM [23] . Thanks to the transform adaptability, the BRB harmonics evolutions are completely captured during a complex transient, as a startup followed by load oscillations, even in regions where they evolve very close to the FC. This transform has also been applied to detect mixed eccentricity in inverter-fed IM [10] .
The same approach used in [10] is employed to analyze the two currents of this paper (Figs. 11(a) and (c) ). In the case of the motor with a bar breakage (Signal 1, Fig. 11 (a) ), the slope criterion is applied to the FC evolution during the startup: its thickness is minimized. The trajectories of the BRB harmonics are almost parallel to the FC evolution (as analyzed in Fig. 1(b) ). Therefore, according to the slope criterion, the atoms necessary in the t-f points along these evolutions are the same than those used along the FC trajectory. As explained in subsection B, the atom characteristics only depend on the time derivative of the frequency and in this case, the FC and the two BRB harmonics have the same. As a consequence, the atoms used during the startup (up to 11 s approximately), are the same in every point of the plane analyzed (Fig. 11 (b) ). Nevertheless, the BRB harmonics are too close to the FC, and even with an FC minimum thickness, they fall inside the line representing the FC evolution, and cannot be detected (Fig. 11(a) ), as with the STFT.
When the motor reaches the steady state (around 11 s in Fig. 11(a) ), the frequency resolution is increased thanks to the AST adaptability, so the FC thickness along the frequency axis decreases. It can be seen how, after 11 s, the atom's characteristics start to change (Fig. 11(b) ), being longer in time and shorter in frequency, to achieve that increase in the frequency resolution. Since the FC and the BRB harmonics evolutions are still parallel, the needed tradeoff between t-f resolutions continues to be the same for the three trajectories. Therefore, the atom's characteristics only change in time, being the same for every frequency related to a given instant. Since the frequency resolution increases, the BRB harmonics can be better separated and distinguished from the FC than in the STFT case ( Fig. 7(a) ).
In the case of the motor with mixed eccentricity (Signal 2, Fig. 11(c) ), the slope criterion is also applied to optimize the FC capture during the startup. The AST enables to apply a different tradeoff along the mixed eccentricity harmonics evolutions during the startup. Nevertheless, the slopes of these trajectories are not different enough from that of the FC. Therefore, there would not be a big difference, and the same tradeoff is applied along the mixed eccentricity evolutions as with the FC. As a consequence, the atoms used during the startup (up to 2.2 s approximately), are the same for every point of the plane analyzed ( Fig. 11(d) ).
The tradeoff changes when the steady state is reached (around 2.2 s in Fig. 11(c) ), as with Signal 1. More precisely, the frequency resolution increases, and we can observe how the thickness along the frequency axis of the lines representing the evolutions of the harmonics decreases, until appearing as thinner lines beyond the third second. This enables a better observation of the harmonics during the steady state, being able to separate and distinguish their frequencies better and to achieve this, the atoms start being longer in time and shorter in frequency ( Fig. 11(d) ), similarly to the family of atoms used with Signal 1. Therefore, with the AST, the shape of the atom can be adapted dynamically to the slope of the trajectories of the fault harmonics in the t-f plane, and the result is a good resolution both in the transient regime and in steady state.
Concluding, the AST applied in inverter-fed IM changes the tradeoff along time to optimize the capture of the FC, not only during startup but also during the steady state, and uses this same tradeoff along the fault harmonics evolutions, since their slopes are similar enough. This results in a good resolution during the startup and the stationary regime as well. In directly-fed IM [23] , the adaptability of the transform makes a higher difference, since the evolutions of the FC and the faulty harmonics are completely different.
G. CHIRPLET TRANSFORM
The Chirplet Transform (CT) is a linear transform as the STFT, CWT, and AST. Nevertheless, this transform does not have a tradeoff between time and frequency resolutions when capturing an evolution following a straight line. In other words, the previous linear transforms represent the trajectory of a harmonic with a certain thickness. This thickness is the dispersion of the component's energy around its real evolution (caused by the transform used), which can be measured along the time and frequency axes. If the atom used is long in time, this thickness will be big along the time axis. If the atom used is long in frequency, this thickness will be significant along the frequency axis. In the case of the CT, the dispersion of the component's energy appears along the evolution of the component itself when it follows a straight line, achieving to represent it with a much lower thickness. This is achieved by using t-f atoms whose energy is distributed from its center mainly along a certain direction (Figs. 13(b) and (d) ).
The main problem of the CT is that the user has to choose along which direction of the t-f plane the energy disperses. The CT can be applied to optimize the capture of one harmonic with a straight-line evolution, choosing its direction to disperse the energy of the atom. If the trajectory of the component changes from the straight line at some point of the transient captured, beyond that point, the capture would not be optimal. Moreover, if other harmonics are evolving in straight lines, but with different slopes, their capture would not be optimal either. This is caused by the fact that once the direction along which the atom's energy disperses is chosen, this direction is the same for every atom used, no matter at which point of the t-f plane is centered.
This technique has been used with success to detect for the first time broken bars during the startup of an inverterfed IM [3] . This same approach has been used to analyze the two currents in the present paper. The CT has been applied VOLUME 5, 2017 to Signal 1 to optimize the capture of the FC during the startup. As a consequence, its evolution during the startup appears ( Fig. 12(a) ) as a very thin line. The trajectories of the BRB harmonics are almost parallel to the FC in inverterfed IM (as seen in Fig. 1(b) ). Therefore, the CT analysis, which optimizes the capture of the FC during the startup, also optimizes the capture of the BRB harmonics during the startup. Fig. 12(c) shows the family of atoms that have been used: their energies dispersing along the same direction in which the FC and the BRB harmonics evolve during the startup. As a result, the resolution during the transient regime is optimal to follow the evolution of the LSH and USH (see zoom, Fig. 12(b) where the BRB harmonics are marked with black arrows). The time and frequency resolution achieved permits a precise observation of the LSH and USH evolutions during the whole startup (even if they are close to the FC, as in this case). Nevertheless, the results during the final steady state are much worse than with previous transforms. Here, the energy of the FC is spread along its direction during the startup, highly increasing its thickness during steady state, and covering the trajectories of the LSH and USH. Fig. 13 demonstrates the application of the CT to the motor with mixed eccentricity (Signal 2). The CT has been applied twice to Signal 2. First, the FC evolution has been optimally captured during the startup. For that purpose, atoms whose energy disperse along the direction of the FC evolution during the startup have been used (Fig. 13 (b) ). The trajectory of the faulty harmonics (ERHp and ERHn) is now not so favorable because their respective slopes are different from the one of the FC. The fault related harmonics are observable during the startup from an earlier instant with respect to previous results, since the FC energy disperses less. Nevertheless, these evolutions appear blurred, especially during the steady state, where the type of analysis seems to be completely inadequate. In the steady state, the energy of the FC and the mixed-eccentricity harmonics spread over a wide area along the direction of the FC during the startup.
In the second analysis ( Fig. 13 (c) ), the energy of the atoms used disperses along the direction of the ERHn during the startup (Fig. 13(d) ). As a result, the evolution of that fault harmonic is better captured during the startup, being represented by a thin line. Nevertheless, the thickness of the FC evolution during the startup increases, together with that of the ERHp. Since the slope of the direction along which the atom's energy disperses in this second analysis is smaller than for the first one (comparing Figs. 13(b) and (d) ), the thickness of the evolutions during the steady state is smaller. The atoms are more similar to the horizontal atom that are necessary for this final steady state.
V. CONCLUSIONS
The detection of faulty components in the stator current of inverter-fed IM is a challenging problem, due to the proximity of their evolutions with the FC, and the continuous change of the FC frequency during transients. The comparison of the main t-f techniques to solve this problem (presented in this paper) is summarized below, as a guide for the field engineers, and for researchers who want to know how far each technique has reached, which the most hopeful paths are, and what results should still be sought.
The STFT has a fixed t-f resolution tradeoff along the plane, which is sufficient to obtain the evolution of the mixed eccentricity components, but it fails when diagnosing bar breakages during the startup.
The CWT enables a variable tradeoff with the frequency analyzed. Nevertheless, the way it varies is not suited for the types of evolutions of the components in induction motor stator currents, and it should be avoided.
The DWT decomposes the current into subsignals related to different frequency bands, but it does not allow to obtain the evolutions since the presence of the FC in all the subsignals obtained masks the faulty components.
The WVD eliminates the t-f resolution tradeoff, but it introduces cross-terms. Since the FC and its harmonics cannot be filtered as in the directly-fed case, the cross-terms effects are not decreased, and only some traces of the mixed eccentricity harmonics are observed.
The HHT tries to split the current into its components, and then to obtain their instantaneous frequency. Nevertheless, it only succeeds to separate the lower mixed eccentricity component from the stator current.
The AST offers a completely adaptable t-f resolution tradeoff which improves the STFT performance. Nevertheless, the bar breakage components are not yet detected during the startup.
The CT eliminates the t-f resolution tradeoff of the previous transforms without introducing cross-terms. As a consequence, the bar breakage components are finally captured during the startup. Nevertheless, the mixed eccentricity result does not improve with respect to the AST.
Concluding, the STFT is a good option to detect mixed eccentricity, while the AST must be used to obtain optimized results. Only the CT is suitable to detect bar breakages. 
