Introduction
Recently, micro-and nanomanipulators have become a hot research topic because they are fundamental components for a variety of devices applied in micro-and nanotechnologies, such as scanning probe microscope ͑SPM͒, biological cell operator, and integrated circuit chip assembly line. Most micro-and nanomanipulators employ a flexure-based mechanism and piezoelectric actuators ͑PZTs͒ to deliver a submicron or subnanometer resolution positioning. In addition to vacuum compatibility, flexure mechanism eliminates clearance, backlash, friction, and lubrication requirements for the device. As a type of linear actuator, PZT is capable of positioning with ͑sub͒nanometer resolution, large blocking force, high stiffness, and rapid response characteristics. Nevertheless, PZT introduces nonlinearity into the actuation mainly due to its hysteresis property occurring at voltage-driven strategy, which will attenuate the accuracy of the manipulator if not carefully treated.
One regular way to overcome the nonlinearity is to model the hysteresis first and then construct a feedforward compensation scheme. A number of hysteresis models are available in the literature, such as the Preisach model ͓1,2͔, Maxwell model ͓3͔, Duhem model ͓4͔, Prandtl-Ishlinskii model ͓5͔, and Bouc-Wen model ͓6͔, etc. Based on the inverse hysteresis model, successful compensation of hysteresis effects with open-loop feedforward control has been reported in Refs. ͓2,7,8͔. Moreover, feedforward combined with feedback control has also been employed to suppress both hysteresis and remaining nonlinearities in terms of creep or drift effects. 2 The creep or drift means a time-variant change behavior in displacement while applying a constant voltage to the PZT actuator. For example, the combination of a cascaded proportional-derivative ͑PD͒/lead-lag feedback controller with inverse Preisach model is presented in Ref. ͓9͔ , a modified PrandtlIshlinskii model combined with a sliding mode controller is used in Refs. ͓10,11͔, and a proportional-integral ͑PI͒ feedback control augmented with a feedforward hysteresis observer based on the Bouc-Wen model is proposed in Ref. ͓12͔ to compensate for the nonlinearities aiming at a precise positioning control. The major point of this approach lies in establishing and identifying a suitable hysteresis model to describe the system behavior. Although the hysteresis effect can be tremendously reduced by resorting to the current-driven strategy instead ͓13͔, extra complicated hardware is required to implement a current-based control.
In recent advances, an alternative method to deal with the nonlinearity in a micro-or nanopositioner is to consider the hysteresis as an uncertainty or a disturbance and then design a robust closedloop controller to tolerate it ͓14͔. For instance, by identifying the plant transfer function at the home position of a nanopositioner, an H ϱ robust controller is designed to operate over the entire workspace of the positioner in Ref. ͓15͔. However, the dynamic response of the manipulator varies with respect to pose changes in the workspace. Thus, based on the plant models identified in different poses of a three degrees of freedom ͑3DOF͒ positioning platform, a gain-scheduled H ϱ controller is designed in Ref. ͓16͔ according to the magnitude variation. Besides, it has been shown that sliding mode-based controller can also be employed to suppress the unmodeled hysteresis effect for a piezo-driven flexure mechanism ͓17͔. With a robust control approach, the modeling of the nonlinear hysteresis is not necessarily required. However, special efforts have to be paid to implement a success controller to compensate for the complex nonlinearities. For example, suitable weighting functions need to be determined to implement an H ϱ control, and the bounds on uncertainties are usually necessitated to design a sliding mode controller without chattering phenomenon, which are all challenging works and deserve independent investigations. Moreover, intelligent controllers based on neural networks ͑NNs͒ have also been introduced in the hysteresis compensation of PZT ͓18͔. However, the performance of a NN-based control usually depends on the initial value selection for the weighting parameters, and different types of reference input require different sets of parameters to achieve a satisfactory control result. Besides, some other strategies have been presented for the hysteresis suppression as well ͓13,19,20͔. In the opinion of the authors, the smaller the system model uncertainty, the better the control performance for a piezo-driven micro-or nanomanipulator. Thus, the hysteresis is modeled by a simpler model in this research, and a feedforward ͑FF͒ plus feedback ͑FB͒ compensation strategy is adopted for a precise positioning of an XY parallel micromanipulator. Specifically, a new control scheme with inverse Dahl model augmented with repetitive proportional-integral-derivative ͑PID͒ control is proposed. Although the Dahl model has been widely applied in friction modeling ͓21͔, its application in piezoelectric hysteresis modeling is still limited. In the literature, a hysteresis observer based on a simplified Dahl model is presented in Ref. ͓22͔ for the hysteresis compensation in a piezo-driven system. Higher-order Dahl models based on classic Dahl model are constructed in Ref. ͓21͔ to predict the hysteresis arising from bearing friction in disk drive actuators. In addition, based on the second-order Dahl model proposed in Ref. ͓21͔, a hysteresis observer is constructed in Refs. ͓23,24͔ for the feedforward compensation of hysteresis in a piezoelectrically driven micromanipulator. In the current research, the second-order Dahl model is employed to establish the nonlinear hysteretic system model due to its less number of parameters, and an inverse Dahl model is used to construct a feedforward compensation. It will be shown that the nonsymmetric hysteresis loop can be better described by the Dahl model than the Bouc-Wen model with the same number of model parameters. Concerning the feedback control, the PID controller is still widely used nowadays in various practical industrial fields owning to its simple control structure and ease of implementation and maintenance. In this paper, the PID algorithm is used to realize the feedback control. Moreover, antiwindup and repetitive control ͑RC͒ strategies are undertaken to improve its control performance. The effectiveness of the proposed control scheme for a precise position tracking control is demonstrated by experimental investigations on a two-axis micromanipulator system.
In the rest of the paper, the system architecture of an XY micromanipulator with experimental setup is described in Sec. 2, which serves as a test bed for this research. Then, the dynamic model of the system with Dahl hysteresis is implemented and identified through the particle swarm optimization ͑PSO͒ approach in Sec. 3. Based on the inverse Dahl system model, a feedforward combined with PID feedback control scheme is constructed in Sec. 4, where the antiwindup of the integrator and repetitive control for a periodic reference input are realized as well. Afterwards, extensive experiments are conducted in Sec. 5 to discover the performance of the designed controllers. Finally, some concluding remarks are summarized in Sec. 6.
Experimental Test Bed Description
2.1 Mechanical Architecture of the XY Stage. The computer-aided design ͑CAD͒ model of the XY parallel micromanipulator is illustrated in Fig. 1͑a͒ , where the monolithic XY stage is constructed with four identical prismatic-prismatic ͑PP͒ limbs and actuated by two PZTs through integrated displacement amplifiers as detailed in Fig. 1͑b͒ . Since the employment of only two PP limbs is sufficient to generate an XY translation, four limbs are used to construct a symmetric structure to reduce the temperature gradient and enhance the accuracy performance accordingly. It is known that PZT cannot bear transverse loads due to the risk of damage. The integrated compound bridge-type displacement amplifier acts as an ideal prismatic joint and possesses larger ratio of stiffness in transverse direction than that in a working direction. Hence, the amplifier also acts as a decoupler with the roles of transmitting the axial force of the actuator and preventing the actuator from suffering undesirable transverse motions and loads as well. By this way, the two actuators are well isolated and protected. Moreover, the ideal translations provided by compound parallelogram flexures allow the generation of decoupled output motion of the stage. Different from a common decoupled XY parallel stage with output motion decoupling only, the presented one has both input and output decouplings in virtue of actuation isolation and decoupled output motion. This totally decoupling property is necessary for the situations where the manipulator is underactuated, and sensory feedback of the end-effector positions is not permitted. In addition, the physical relation between the displacements of the PZT actuators and XY stage, i.e., the amplification ratio of the amplifier, is analytically derived in previous works ͓25͔ of the authors. More details about the working principle of the micromanipulator can also be found in Ref. ͓25͔.
Experimental Setup.
The experimental setup for the micromanipulator system is graphically shown in Fig. 2 . The monolithic XY stage is fabricated from a piece of light material Al7075-T651. Two 20 m-stroke PZT ͑model PAS020 produced by Thorlabs, Inc., UK͒ are adopted to drive the stage, and the PZTs are actuated through a two-axis piezo amplifier and driver ͑BPC002 from Thorlabs, Inc.͒ with a voltage ranging between 0 V and 75 V. By mounting two blocks with smooth surface finish on the output platform, the positions of the end-effector are measured by two laser displacement sensors ͑Microtrak II, head model: LTC-025-02, from MTI Instruments, Inc., USA͒. The analog voltage outputs ͑within the range of Ϯ5 V͒ of the two sensors are connected to a peripheral component interconnect ͑PCI͒-based data acquisition ͑DAQ͒ board ͑PCI-6143 with 16-bit a/d convectors, from NI Corp., USA͒ through a shielded I/O connector block Transactions of the ASME ͑SCB-68 from NI Corp.͒ with noise rejection. The digital outputs of the DAQ board are then read by a personal computer ͑PC͒ through the PCI local bus. Based on the experimental apparatus, a PC-based control will be undertaken in this paper. Since the sensitivity of the laser sensor is 2.5 mm/10 V and the maximum value of 16-bit digital signal corresponds to 10 V, the resolution of the displacement detecting system can be calculated as 2.5 mm 10 V ϫ 10 V 2 16 = 0.038 m ͑1͒
The step size in the resolution level of the sensor output can be clearly identified from the acquired home position data ͑with a 5-kHz sampling rate͒, as plotted in Fig. 3͑a͒ . However, due to a considerable level of the noise, the resolution of the sensor is claimed as 0.1 m by the manufacturer. In addition, for the atrest error signal of the laser sensor output shown in Fig. 3͑a͒ , the root mean square ͑rms͒ error can be calculated as 0.097 m. Moreover, the frequency spectrum obtained by fast Fourier transform ͑FFT͒ is described in Fig. 3͑b͒ , which indicates that it is not a true white signal. Actually, the true white noise can only be obtained in the limit as the sampling rate goes to infinity and as time goes to infinity. That is, one can never work with true white noise, but rather a finite time-segment from a white noise, which is band-limited to less than half of the sampling rate.
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In addition, the open-loop tests conducted in Ref. ͓25͔ show that the micromanipulator has a workspace around an area of 117ϫ 117 m 2 with a maximal cross-talk of 1.5% between the two axes, which verifies the well-decoupled property of the XY stage.
System Modeling and Identification
Due to the two axial motions of the manipulator being welldecoupled, they can be treated independently. Thus, two singleinput-single-output ͑SISO͒ controllers can be employed for the xand y-axes of the micromanipulator, respectively. For conciseness, only the treatment of the x-axis motion is presented in the following discussions.
Dynamic Modeling.
In the current research, instead of investigating the individual PZT actuator, the entire micromanipulator system including the components of mechanical amplifiers, compound parallelogram flexures, and PZT actuators is studied. Considering the mechanical part as linear and of second order, and the nonlinearity arising from the PZT actuator, the dynamic model of whole system with nonlinear hysteresis can be established as follows:
where the parameters M, D, K, and x represent the equivalent mass, damping coefficient, stiffness, and x-axis displacement of the XY micromanipulator, respectively. In addition, T is the piezoelectric coefficient, u denotes the input voltage, and F h indicates the hysteretic effect of the system in terms of force.
Traditionally, the system model of Eq. ͑2͒ can be identified by finding the model parameters through the experiments. Specifically, dividing Eq. ͑2͒ by M, the left hand side equation can be obtained as a linear second-order system in the form
where the natural frequency n and damping ratio can be determined from the open-loop step response of the system. For illustration, the time-domain open-loop step response of the x-axis motion with an input voltage of u = 75 V is plotted in Fig.  4͑a͒ . Based on the step response data, the frequency response is obtained by FFT, as shown in Fig. 4͑b͒ . The damping ratio and natural frequency of the mechanical system including the XY stage and PZT actuators can be respectively calculated as = 1.5759 2 ϫ 12.0806 = 0.065 ͑4͒ n = 2 ϫ 160 ͑Hz͒ = 1.005 ϫ 10 3 ͑rad/s͒ ͑ 5͒
Consequently, the time constant of the second-order underdamped system can be derived as
As far as the selection of the sampling frequency is concerned, several criteria should be taken into account simultaneously. First, in order to capture the system behavior precisely and to prevent introducing too many noises, a sampling frequency larger than ten times of the natural oscillation frequency ͑160 Hz͒ of the mechanical part is preferred. Second, in view of the time constant of the system ͓26͔, the sampling frequency should be not lower than 3 / ͑196 Hz͒. Considering these constraints, the sampling frequency is chosen as 5 kHz in the above experimental tests. Besides, the equivalent stiffness K and piezoelectric coefficient T can be derived via static analysis. Then, the equivalent mass M and damping coefficient D can be obtained in sequence.
Hysteresis Modeling.
It has been shown that the hysteretic force term F h can be predicted more accurately by the secondorder than the first-order Dahl model for the bearing friction in disk drive actuators ͓21͔. In the current research, the second-order Dahl model with state space representation, as reported in Ref.
3 http://www.dsprelated.com/dspbooks/sasp/White_Noise.html Fig. 3 "a… At-rest laser sensor output of the micromanipulator system acquired with a 5-kHz sampling rate; "b… frequency spectrum of the error signal at rest ͓21͔, is adopted to describe the piezoelectric hysteresis force of the entire micromanipulator system including the effect of mechanical amplifier
where the variable x denotes the x-axis displacement, V = ͓q 1 q 2 ͔ T is an intermediate state vector for the second-order model, u p is recommended as a constant in Ref. ͓21͔ ͑u p =30 is set in this research͒, and the matrices are
where the hysteresis model parameters can be derived based on the relations
where T d denotes the period of the damped oscillation of time response of the system, P n represents the overshoot value of the nth peak with respect to the steady state value of the response. Additionally, G dc and S 0 are the dc gain and initial slope of the response, respectively. For the time-domain step response, as shown in Fig. 4͑a͒ 
Model Identification
3.3.1 Model Implementation. Generally, with four dynamic parameters ͑M, D, K, and T͒ and four hysteresis parameters ͑a 1 , a 2 , b 1 , and b 0 ͒ obtained based on the above conventional approach, the whole system ͑Eq. ͑2͒͒ can be determined finally. A block diagram of the dynamic system is illustrated in Fig. 5͑a͒ , where the details of the Dahl hysteresis model are shown in Fig.  5͑b͒ . Based on the block diagrams, the system model can be easily implemented with MATLAB/SIMULINK software. Alternatively, with an integrated consideration of Eqs. ͑2͒ and ͑7͒ along with the selection of a state vector x = ͓x , ẋ , q 1 , q 2 ͔ T , the entire dynamic system including the hysteresis effect can be expressed in nonlinear state space as follows: Transactions of the ASME
where the system, input, and output matrices are
Given the input voltage u, the output displacement x of the system can be solved by Eq. ͑14͒ based on numerical approaches such as the Runge-Kutta method ͑using the function "ode45" in MATLAB environment͒.
However, a preliminary simulation reveals that the output of the model identified by the aforementioned method does not match experimental data closely. The reason lies in that the conventional model identification with different amplitudes of the input voltage results in different sets of model parameters mainly attributed to the hysteresis effects introduced by the PZT. Consequently, it is necessary to identify the system model by resorting to an alternative way based on numerical optimization.
Fitness Function Selection.
Preliminary study shows that once a set of dynamic parameters is fixed, the simulation results almost remain unchanged even with very different values for the hysteresis parameters. On the other hand, with any set of hysteresis parameters, the simulated hysteresis loop varies clearly with respect to different sets of dynamic parameters. This implies that the shape of the system hysteresis loop is more sensitive to the dynamic parameters rather than the hysteresis parameters. Therefore, once the four hysteresis parameters are identified above, it is reasonable to optimize the four dynamic parameters of the model to match to experimental results. Although the eight parameters can also be optimized simultaneously, it is at the expense of a longer calculation time to obtain an expected result.
Thus, the goal of optimization is to determine a set of model parameters, which makes the Dahl model output match the experimental results with the minimum deviation. In particular, the fitness function for minimization is chosen as
i.e., rms of the Dahl model output ͑x i ‫ء‬ ͒ deviations with respect to the experimental results ͑x i ͒, where n denotes the total number of samples.
Model Identification With PSO.
In view of the current optimization problem, it is extremely difficult to express the fitness function into an analytical form, i.e., there is no analytical expression for the objective function. It follows that the fitness function is not differentiable and there are no explicit expressions for Hessian matrix and gradient descent. Thus, it can be regarded as a nonlinear discontinuous optimization problem, which cannot be solved by a standard successive quadratic programming algorithm utilizing a local search procedure based on the gradient of the fitness function. Instead, it can be worked out by a direct search method such as the well-known Nelder-Mead simplex algorithm. However, this technique heavily depends on good starting points, and may fall into local optima. In contrast, as a global method for solving both constrained and unconstrained optimization problems, the PSO can be employed to solve a variety of optimization problems, which are not well suited for standard optimization algorithms. These include the problems where the objective function has discontinuous, nondifferentiable, stochastic, or highly nonlinear features.
As a form of swarm intelligence, PSO is a relatively new algorithm proposed in Ref. ͓27͔ . It is a population-based stochastic optimization technique inspired by the social behavior of bird flocking or fish schooling. Since PSO was originally introduced for the optimization of continuous nonlinear functions, it has been successfully applied to many other problems such as discrete optimization, artificial neural network training, fuzzy system control, and mobile robot navigation. A PSO system is initialized with a population of random solutions and it searches for optima by updating generations, which makes it similar to evolutionary computation techniques such as genetic algorithm ͑GA͒. However, compared with the GA, PSO has no evolutionary operators in terms of crossover and mutation. Hence, from the viewpoint of programming, the advantages of PSO are easy to implement and fewer adjustable parameters. Moreover, it is shown that PSO is superior over other methods such as the direct search approach and GA in terms of optimization performance ͓28,29͔. Therefore, the PSO is adopted for the model identification in the current research.
In PSO, the population is called a swarm and the individuals ͑i.e., the search points͒ are called particles. Each particle moves with an adaptable velocity within the search space, and retains a memory of the best position it has ever found. Finally, it knows where the best solution encountered by any other particles in the search space, and will then modify its direction toward its own best position and the global best position, which will provide some forms of convergence in searching. Regarding a C-dimensional search space and a swarm consisting of N particles, the ith particle is represented by a C-dimensional vector X i = ͑x i1 , x i2 ,¯, x iC ͒, the velocity of this particle is a C-dimensional vector V i = ͑v i1 , v i2 ,¯, v iC ͒, and the best previous position encountered by this particle is described by P i = ͑p i1 , p i2 ,¯, p iC ͒. Let g represent the index of the particle which attains the best previous position among all the particles in the swarm, and k denote the iteration counter. Then, the swarm is manipulated in accordance with the following equations ͓28͔:
where w is the inertial weight, c 1 and c 2 are the acceleration constants called cognitive and social parameters, respectively, r 1 and r 2 are random numbers uniformly distributed between 0 and 1, and the particle index i =1,2,¯, N. The selection of the above parameters has been widely studied in the relevant literature ͓28͔.
The current model identification procedure is carried out offline as follows. First, with a voltage signal covering the full input range ͑0-75 V͒ applied to the PZT, the experimental output data of the stage displacement are collected and stored. Then, the system model with Dahl hysteresis is implemented according to the block diagrams in Fig. 5 , and the model output is generated by the simulation. Afterwards, the dynamic parameters are optimized by a PSO algorithm, which minimizes the fitness value to match the simulation results to the experimental data. The optimization problem is stated below:
Minimize: f͑M,D,K,T͒ represented by Eq. ͑16͒
Variables to be optimized: M, D, K, T
Subject to: M ͓0.1,0.2͔, D ͓1000,5000͔, K ͓10000,50000͔, and T ͓0.01,0.1͔
In order to apply PSO for the model identification, several fundamental parameters are required to be assigned at first. In the cur-rent four-dimensional optimization problem, a particle can be described by X i = ͑x i1 , x i2 , x i3 , x i4 ͒ with the particle velocity V i = ͑v i1 , v i2 , v i3 , v i4 ͒, which corresponds to a set of the system dynamic parameters ͑M , D , K , T͒. In the nth generation, there are N particles pop n = ͑X 1 , X 2 ,¯, X N ͒, where the population size N is set to be 10 for the current problem. The inertia weight w determines the impact of previous velocities on the current velocity, and its initial and final values are selected as 0.9 and 0.4, respectively, where 500 epoches are allowed to take from the initial value to the final one linearly. In addition, the local and global acceleration constants are assigned as c 1 = 2.0 and c 2 = 2.0, respectively. As far as the termination criterion is concerned, three items are set. One criterion is the maximum number of iterations ͑2000͒ for the optimization procedure, another one is the minimum global error gradient ͑10 −6 ͒, which is the error between two neighboring gBest, and the third one is the maximum number of iterations without error change, which is chosen as 500.
The optimization is undertaken in MATLAB environment. The relation between the fitness value and generation is described in Fig. 6 , and the identified model parameters are tabulated in Table  1 . In addition, the input voltage applied to the PZT for the data collection is shown in Fig. 7͑a͒ . To demonstrate the generalization property of the identified system model, only the first one-third ͑0-4 s͒ experimental data are used in the optimization procedure. With the identified model parameters, the model output and errors are shown in Figs. 7͑c͒ and 7͑b͒, respectively. 
Comparison of the Model Output.
It has been shown that the Bouc-Wen hysteresis model can also be employed to describe the plant dynamics in a simple manner ͓30,31͔
where the parameters m, b, k, and x represent the mass, damping coefficient, stiffness, and x-axis displacement of the XY micromanipulator, respectively, d is the piezoelectric coefficient, u denotes the input voltage, and h indicates the hysteretic loop in terms of displacement, whose magnitude and shape are determined by the parameters ␣, ␤, ␥, and the order n, where n governs the smoothness of the transition from elastic to plastic response. For the elastic structure and material, n = 1 is usually assigned. As simpler hysteresis models, both Bouc-Wen and Dahl models can describe the system with the same number of parameters ͑eight͒. For the purpose of comparison, a Bouc-Wen hysteresis model of the system as identified by the PSO approach in the previous works ͓31͔ of the authors is adopted in this research. The identified model parameters are as follows ͓31͔: n =1, m = 0.1283 kg, b = 1.5800ϫ 10 3 N s/ m, k = 1.9567ϫ 10 3 N / m, d = 1.7339ϫ 10 −6 m / V, ␣ = 0.3575, ␤ = 0.0364, and ␥ = 0.0272, and the model errors are also described in Fig. 7͑b͒ .
It can be observed that the Dahl model represents the system more accurately with a better generalization property. From this point of view, the Dahl model is more superior to the Bouc-Wen model in dealing with nonsymmetric hysteresis. Even so, there exists the maximum model error about 5 m for the Dahl model, as shown in Fig. 7͑b͒ , which accounts for 4.2% of the total travel range of the manipulator. To compensate for the model errors and other uncertainties, a controller design for the micromanipulator system is carried out in Sec. 4.
Controller Design
The objective of motion control is to force the output platform of the micromanipulator to track a given position trajectory. Once the trajectory is assigned, the determination of the input voltage applied to the PZT is the target of the controller design.
Feedforward Compensation. Instead of designing a
Dahl model-based hysteresis observer as in Refs. ͓23,24͔, a feed- forward compensation is proposed in this paper. This simplifies the controller implementation process by eliminating the requirement of the velocity observer design.
For a given position trajectory x d , the expected voltage input can be calculated by the inverse Dahl model from the system model in Eq. ͑2͒, i.e.
where the hysteretic force term F h is expressed by Eq. ͑7͒ with parameters described by Eqs. ͑9͒-͑12͒. The inverse Dahl model is also implemented with a block diagram, as depicted in Fig. 8 , where the details of the Dahl model are represented by Fig. 5͑b͒ . Furthermore, the block diagram of the feedforward compensation is shown in Fig. 9 .
Feedforward Plus Feedback Compensation.
Due to the existence of errors for the identified model output with respect to experimental results as discussed in Sec. 3, the hysteresis effect cannot be totally compensated by the feedforward voltage computed by Eq. ͑21͒. Therefore, an additional feedback control is adopted to compensate for the model imperfection and other disturbances of the system. The concept is illustrated in Fig. 9 , where a PID feedback controller is employed due to its robustness and ease of implementation properties. The feedback control input can be written as
where t represents the time variable, and the tracking error is defined as e͑t͒ = x d ͑t͒ − x͑t͒ with x denoting the measured position. Besides, the three control parameters K p , T i , and T d denote the proportional gain, integral time, and derivative time, respectively. By adopting an incremental PID algorithm, the overall control signal is given in a discretized form
where k is the index of time series, T represents the sampling time interval, u͑t k−1 ͒ is the control command in the previous time step, and the feedforward term u FF ͑t k ͒ is generated from a lookup table, which is established off-line based on the inverse Dahl system model.
Antiwindup Strategy.
Due to the limits of voltage ͑0-75 V͒ applied to the PZT, a saturation function is added to restrict the signal of controller output between the two input extremes. However, the interaction of integration and saturation may cause the phenomenon of windup for the PID controller ͓32͔. When the control signal reaches to the actuator limits, the feedback closed loop is broken, and the system runs like an open loop since the actuator will remain at its limit independently of the controller output. Under such situation, the error will continue to be integrated if a feedback controller contains an integral action. It follows that the integral term may become very large or wind up. Although the integral action is alleviated by the incremental algorithm implemented above, the windup still deserves a careful treatment especially for a precise motion control.
In the current research, the back calculation antiwindup scheme is employed, as shown in the block diagram in Fig. 10 . It is observed that an additional feedback loop is added in the system, which is formed by generating a voltage error between the actual input signal ͑v͒ to the PZT and the controller output ͑u͒, i.e.
Once actuator saturation occurs, the integral term in the controller is reset based on e u dynamically with a tracking time constant T t . On the other hand, the error signal e u remains zero when there is no saturation. Therefore, it will not affect the normal operation when the actuator does not saturate. When e u is different from zero, the speed for the controller output reset depends on the feedback gain 1 / T t . Generally, the smaller the tracking time constant, the quicker the reset integrator. Even so, it has been recommended that the tracking time constant T t should lie between the integral time constant T i and derivative time constant T d . Hence, T t is suggested to be chosen as T t = ͱ T i T d . Moreover, the controller output signal with the antiwindup scheme can be calculated by the discretized equation
4.4 Repetitive Control Strategy. For many applications such as the SPM, the position tracking of a periodic scanning path is usually required. As a simple learning control, the RC scheme is a promising approach to achieve a precise tracking. The major advantage of RC lies in that it gives the control input using the error signal information in the previous period. Thus, the control signal can be adjusted repetitively by the RC for the tracking of a periodic reference motion. Although it is has been presented as early as in Ref. ͓33͔ based on the internal model principle, the rigorous analysis and synthesis of RC systems were not proposed until in Refs. ͓34,35͔. Since then, the RC has been applied widely for the performance enhancement and disturbance rejection of control systems ͓36,37͔. It is observed that the RC scheme is very similar to the iterative learning control ͑ILC͒ ͓38͔. Actually, comparing to the fact that the control input in ILC is updated only once in each cycle and the plant is reset at the beginning of each iteration, the control input in RC is updated continuously without the need of reset.
It has been shown that it is possible to simply plug the repetitive control into the system while keeping the existing controller ͓35͔. In the current research, the designed repetitive controller is plugged in parallel with the PID controller, as illustrated in Fig.  11 , where Q͑s͒ denotes the Laplace transform for the transfer function of a periodic function generator e −Ls cascaded with a first-order low-pass filter
where L is the period of the periodic reference input and T q denotes the time constant of the filter. In view of the effect of zero-order hold ͑ZOH͒, the sampleddata transfer function of Q͑s͒ can be obtained as follows
where N = L / T and the sign Z represents the z-transform operation. Therefore, the sampled-data transfer function for the RC output u RC ͑t͒ with respect to error signal e͑t͒ can be derived as Transactions of the ASME
with K q denoting a positive gain of the repetitive controller. In order to keep the stability of the system ͓35͔, the repetitive control gain K q should be maintained within 0 Ͻ K q Ͻ 2. Experimental studies show that the larger the control gain is, the faster the tracking error converges, which are coincident with the results reported in Ref. ͓37͔. However, too large gain leads to the instability of the system. Thus, a trade-off between the tracking performance and system stability is required in the selection of K q . For illustration, the period of the reference input and time constant of the filter are selected as L = 5 and T q = 0.2 s, respectively. Discretizing the transfer function of Eq. ͑28͒ with a sampling time interval T = 0.02 s allows the generation of the control input ͑with K q = 1.0 turned by trial and error in experiments͒ 
͑29͒
which implies that the discretized controller output signal u RC has a period of N = L / T s = 250. According to Eq. ͑29͒, the control signal can be derived in a discretized format
which indicates that the control commands in the former two steps, and the previous period and tracking errors in previous period are utilized to determine the signal of the current control input. The performances of the controller designed above are verified by experimental studies conducted in Sec. 5.
Experimental Results and Discussions
Based on the hardware available, a PC-based real-time control is implemented in this research. According to the discrete-time control theory for sampled-data systems, more than 20 times of the closed-loop system bandwidth is preferred for the sampling frequency of discrete control ͓39͔. Because a maximal closed-loop sampling rate of 50 Hz ͑corresponding to a sampling interval of 0.02 s͒ can be achieved by the hardware, a maximal bandwidth of 2.5 Hz is expected from the control system. It is noticeable that Fig. 13 Motion tracking results of feedforward plus feedback controller: "a…-"c… with normal actuator saturation; "d…-"f… with shrunk saturation limits whereas without antiwindup strategy; "g…-"i… with shrunk saturation limits and antiwindup strategy "u t … much higher sampling rate and system bandwidth can be obtained if a digital signal processor ͑DSP͒-based control is implemented.
First, the effectiveness of combined FF and FB compensation over either of the single approaches is tested with a 0.2-Hz sinusoidal reference motion input covering almost the whole range of the workspace ͑0 -110 m͒, and the experimental results are compared in Fig. 12 . It can be observed from Fig. 12͑c͒ that with the FF open-loop compensation based on the inverse Dahl model only, the rising and falling curves repeat each other well. However, the actual-desired position relationship is still nonlinear due to a maximal tracking error of 5.69 m, as shown in Fig. 12͑b͒ . Additionally, from the closed-loop PID FB control results, as shown in Figs. 12͑d͒-12͑f͒ , it is observed that the maximum control error is as large as 4.44 m, which leads to a phase lag of 0.063 rad and a maximal hysteresis loop width accounting for 6.24% of the whole travel range. In contrast, with the combined feedforward plus feedback ͑FF+ FB͒ approach, the phase shifting is significantly reduced to 0.006 rad, which is negligible and the hysteresis effect is suppressed to a low level of 1.76%. Moreover, the peak-to-peak tracking error is maintained within Ϯ1.5 m, as depicted in Figs. 12͑g͒-12͑i͒ .
Normally, to demonstrate the effect of the antiwindup strategy, the input voltage should go beyond the range of 0-75 V to activate the saturation function. However, such a test has a potential to damage the PZT with input signal switching frequently between the two voltage extremes. To avoid such a harmful situation, the two limits of the actuator saturation are temporarily shrunk to 6 V and 28 V, respectively. With the normal actuator saturation, the tracking results are shown in Figs. 13͑a͒-13͑c͒ . Due to the newly assigned saturation limits, the FF+ FB tracking performance is weakened, as shown in Figs. 13͑d͒ and 13͑e͒ . It is observed that the maximal error trends to a large value of 6.35 m, which is six times worse than that in Fig. 13͑b͒ . The large tracking error arises from the integrator of the PID controller, which begins to integrate the position error at the beginning of the saturation process at the moment t 1 , as indicated in Fig. 13͑d͒ . Thus, the integral term starts to integrate the error with a speed relying on the integral time constant T i , which results in an increasing PID control effort, as shown in Fig. 13͑f͒ . Once the desired position enters inside the saturation range at the moment t 2 , the PID control effort reaches the maximum value, as shown in Fig. 13͑f͒ . At the same time, the unnecessary large control effort begins to cause a large tracking error, as described in Fig. 13͑e͒ . Only after the stored control effort is completely released at the moment t 3 , the motion tracking can be returned to the normal state, as reflected in Figs. 13͑d͒ and 13͑f͒. On the contrary, when the antiwindup strategy is used, the integral term in the PID controller is reset smoothly by a calculated voltage error based on the tracking time constant T t . In this sense, the integrated position error is counteracted by the voltage tracking integrator, which results in a smaller control effort of the PID controller due to a reverse control effort of the tracking integrator in the saturation process, as plotted in Fig. 13͑i͒ . Consequently, a better tracking result is obtained, as reflected in Fig.  13͑h͒ .
Third, to discover the contribution of repetitive control, a 0.5-Hz sinusoidal motion, as shown in Fig. 14͑a͒ , is tracked by the FF+ FB controller with and without the repetitive control item. Due to a relatively high input frequency, the maximum tracking error as large as 2.29 m is resulted by the controller without repetitive control, as shown in Fig. 14͑b͒ . On the other hand, the tracking results with the repetitive item are illustrated in Figs. 14͑d͒-14͑f͒. As expected, due to the reason that the repetitive control employs the error signal in the previous period to derive the current control signal u RC , the tracking error has been gradually reduced. The control efforts, as plotted in Fig. 14͑f͒ , indicate that the control item u RC increases period by period while the overall controller output remains a constant, and the corresponding tracking error is reduced gradually until the fourth period, as depicted in Fig. 14͑e͒ . It can be seen that the tracking error has been maintained within the range of Ϯ1.5 m after three periods by the effect of repetitive learning control.
Moreover, in order to demonstrate the cooperative tracking of x-and y-axes for the micromanipulator, a circular contouring test is carried out with different input rates and circle sizes within the workspace. For instance, with an input rate of 0.1 Hz, the contouring results for three circles with radii of 10 m, 20 m, and 40 m are illustrated in Fig. 15͑a͒ . It can be found that as the circle size increases, the tracking results get worse due to a constant input rate. Concerning a smaller circle with a 10 m radius, the tracking results are detailed in Figs. 15͑b͒-15͑d͒ . It is seen that the tracking errors in both the x-and y-axes are maintained within Ϯ0.44 m, which is almost the noise level of the adopted displacement sensing system. It is additionally obtained that the maximum peak-to-peak ͑p-p͒ contouring error is 0.96 m in twodimensional ͑2D͒ workspace, as implied in Fig. 15͑d͒ . Moreover, as the input frequency increases, the contouring is performed as well, and the statical comparisons of the control results are tabulated in Table 2 . In the table, the terms Max, Mean, and SD represent the maximum, mean, and standard derivation of the p-p contouring errors, respectively. Because of a fixed sampling frequency, the position control step size in a time interval increases as the circle size rises. Thus, it can be observed that for a specific input rate, the tracking performances get worse as the circle size increases. On the other hand, for a specified circular motion, the contouring errors get larger as well when the input frequency is increased. This is caused by the bandwidth limit of the implemented digital controller.
It is remarkable that the above tracking experiments for different amplitudes of input signal are conducted with the same set of PID control parameters ͑K p = 0.120, T i = 0.009 s, and T d = 0.044 s͒. Extra contouring results reveal that, with a specific value of input frequency and a larger circle size, better control performance can be obtained by tuning the PID parameters bigger. From this point of view, ideal PID parameters should be designed in accordance with the amplitude of the reference input, which is left as a future work for the research. It is also noticeable that no digital filter is used in the above experiments due to a relatively low level of the sensor noise. Better results may be obtained by filtering high-frequency noises out of the sensor output data. Furthermore, a better tracking result of the micromanipulator can be achieved with a faster sampling rate even with the same control algorithm proposed in this paper.
Conclusion
This research is focused on the hysteresis modeling and compensation for a piezo-driven XY parallel micromanipulator aiming at a precise positioning. It is found that PSO is an efficient method to identify the system model parameters, and the second-order Dahl model is capable of describing the nonsymmetric piezoelectric hysteresis more accurately than the Bouc-Wen model does. Experimental studies show that the combined inverse Dahl modelbased feedforward and PID feedback control can well compensate for the nonlinearity of the system than either of the stand-alone control schemes. Moreover, the back calculation antiwindup strategy improves the tracking performance of the controller in case of actuator saturation, and the plugged repetitive controller enhances the positioning accuracy of the micromanipulator when periodic reference signal is specified. The experimental results demonstrate the effectiveness of the proposed controller for both 1D and 2D positioning of the two-axis micromanipulator.
Due to a simple model and control structure, the proposed methodology is attractive from practical implementation point of view. The tracking performance of the micromanipulator can be further enhanced by implementing higher closed-loop sampling frequency with the real-time controller proposed in this paper. Moreover, the proposed methodology can be easily extended to other types of micro-or nanomanipulators with piezoelectric actuation as well.
