In this paper, we develop a spectral function method that allows L 2 projection of a operator onto a finite dimensional Hilbert space to solve heat equation numerically. Orthogonal basis are used to establish computational algorithm. Numerical results are presented. The accuracy and efficiency of proposed model are discussed.
Introduction
Finite difference and finite element methods have long been adopted as vital tools for efficient, accurate, and stable numerical solution of partial differential equations. In the last two decades however, spectral methods have emerged as a viable numerical schemes for the solution of partial differential equations because of its high accuracy. It has been extensively used in quantum mechanics [2] , [3] , fluid dynamics [1] , and weather prediction [11] . In this paper, we use spectral method to solve heat equation.
Let Ω = (0, L) be an open bounded set of R. Let us consider the following parabolic partial differential equation
where u is a function of x and t, T > 0,
The coefficient of u xx is chosen as unity. In this work, we develop a spectral function method that allows us L 2 projection of Laplace operator onto a finite dimensional Hilbert space spanned by a set of eigenfunctions of the operator. Such projection enables us to apply functional analytic theory as developed in [7] . The paper is organized as follows. In section 2, we present appropriate Hilbert spaces and establish eigenvalues and eigenfunctions of operator A = −∆. In section 3, we present weak formulation. Spectral method with computational algorithm is presented in section 4, and numerical results are presented in section 5.
Problem Setup
Let H = L 2 (Ω) be a Hilbert space with following inner product and norm
(Ω) be a Hilbert space with following inner product and norm
for all φ , ψ ∈ H 1 0 (Ω). The dual H is identified with H leading to V ⊂ H ⊂ V with compact, continuous, and dense injections [9] . Hence there exists a constant
Let < u, v > V, V denote the duality pairing between V and V . To use the variational formulation let us define the following bilinear form on
for all u ∈ D(A) and for all v ∈ V . Thapa [7] proved A as an isomorphism between D(A) and H. The operator A :
Enough to show that A is symmetric and
Hence A is symmetric bounded linear operator. Thapa [7] established R(A) = H. Therefore A is self adjoint operator. Since A is bounded self-adjoint operator with A −1 as an inverse, A −1 is self-adjoint. Now it remains to show that A −1 is compact. Let B be any bounded set in H. A −1 is bounded thus for any h ∈ H,
which shows that λ k and w k respectively are the nonzero eigenvalues and eigenfunctions for the operator A defined in V such that {w k } ∞ k=1 form an orthonormal basis in H.
Weak Formulation of the Problem
From now on the dependency on x is suppressed, and stands for the time derivative. Let
For details see [10] . Let {w j } ∞ j=1 be the eigenfunctions of the operator A. The weak solution of (1) is a function u ∈ W (0, T ) satisfying
where the equations in t are satisfied in the distributional sense. Since the span {w 1 , w 2 , w 3 , ...} is dense in V , (8) is satisfied for any
Thus
which is understood in the sense of distributions on (0, T ) with the values in V . For more details see [8] .
Spectral Method and Computational Algorithm
Let Ω = (0, L). To accommodate the boundary conditions in (1), non-normalized eigenfunctions w n = sin(nπx)/L, n = 1, 2, 3, ..., as a basis of H = L 2 (Ω). Let S N = span(w 1 , w 2 , ..., w N ) be a finite dimensional subspace of V . Since S N is closed subspace of Hilbert space, S N itself is a Hilbert space. Thus we define a natural projection P N from H onto S N in H. Let u N (t) = u N (., t) ∈ S N that satisfies
Now we can discuss the computational algorithm to find solutions u N . Let
that satisfies
Letḡ N = {g jN } N j=1 ∈ R N . We can rewrite (13) as the following vector differential equationḡ
with the initial data
Numerical Results
In this section, we present numerical results based on the method defined in section 4. The L 2 , and L ∞ errors are defined and given by
Example: Let u(x, 0) = x(1 − x), and f (x, t) = 0 in (1), 
Conclusion
In this paper, we used spectral method with orthogonal basis to solve heat equation. Numerical experiments showed that the result for N = 16 is relatively accurate than the other values of N . As expected, the spectral method is highly accurate on the order of 10 −16 for even small values of N . We found that the increase in N does not significantly and consistently affect the errors.
