Abstract: Heterogeneity in how some independent variables affect a dependent variable has become a major topic of study in econometrics and statistics. In this respect, this paper addresses the question of constant versus non-constant effect through quantile regression modeling. For linear quantile regression under endogeneity, it is often believed that the fittedvalue setting (i.e., replacing endogenous regressors with their exogenous fitted-values) implies constant effect (that is: the coefficients of the covariates do not depend on the considered quantile, except for the intercept). Here, it is shown that, under a weakened instrumental variable restriction, the fitted-value setting can allow for non-constant effect, even though only the constant-effect coefficients of the model can be identified. An application to food demand estimation in 2012 Egypt shows the practical potential of this approach.
Introduction

The issue
Heterogeneity in how some independent variables a¤ect a dependent variable has become a major topic of study in econometrics and statistics. Allowing for heterogeneity is potentially important because it may correct for misspeci…cations of regression models in studies where the scienti…c theory does not imply that di¤erent statistical individuals should be characterized by the same level of coe¢ cient (i.e., e¤ect) of a given independent variable. Allowing for heterogeneity also yields a much broader and more ‡exible set of models. Moreover, it generally contributes to explain a larger proportion of the variance of the dependent variable, notably through non-constant e¤ect of regressors. Finally, it opens possibilities of complex and subtle causality features, involving di¤erent subpopulations with distinct levels of e¤ects of variables (e.g., the 'treated', the 'untreated', the 'compliers'). We discuss in Sub-Section 1.2 some practical economic examples in which heterogeneity of e¤ect can be spelt out according to the constancy and non-constancy of some e¤ects.
In this respect, this paper addresses the question of constant versus non-constant e¤ect through quantile regression modeling. It exhibits a particular form of nonconstant e¤ect models through two-stage quantile regressions based on the …tted-value setting under endogeneity. The proposed approach can be regarded as intermediate between the constant e¤ect quantile model and the fully non-constant e¤ect quantile model. For this, the paper considers the identi…cation of a structural linear equation using quantile regression.
Since the seminal work by Koenker and Bassett (1978) , there are two trends in the literature on quantile regressions when dealing with endogeneity. The …rst one, 1 denoted the 'structural setting,'corresponds to models directly speci…ed in terms of the conditional quantile of the structural equation of interest. In that case, semiparametric restrictions needed for identi…cation are directly imposed on the structural errors terms, or on the structural model if there are no separable errors. The second trend, denoted the '…tted-value setting,' is based on the conditional quantile of the reduced-form equation. Accordingly, the restrictions are imposed on the reducedform errors when they can be separated. In this later setting, the analysts substitute the endogenous regressors with the …tted-values obtained from ancillary regressions based on some exogenous variables. The …tted-value setting corresponds to quantile restrictions on the reduced form. Beyond being a calculation device, examining the reduced form makes sense for several reasons. First, as noted in Blundell and Powell (2006) : "The reduced form for y t may be of interest if the values of instrumental variables are control variables for the policy maker."Second, the …tted-value setting also enjoys some algebraic and computational advantages. Thus, the reduced form can also be viewed as a convenient intermediary stage for calculations. pointed out that, while substitution of …tted values in nonlinear structural functions generally yields inconsistent estimates of the structural parameters, consistent estimation methods that substitute …tted values into the structural function can rely on linearity of the regression, when the model is based on the reduced-form error, with similar stochastic properties to the structural error.
However, even in the context of linear models for quantile regressions, it is believed that the …tted-value setting corresponds to constant e¤ect models, a little attractive characteristic. That is: it is believed that all coe¢ cients, except the intercept, must be the same for all quantiles, as discussed in Lee (2007 . 1 The latter corresponds 1 We quote: " 'the …tted value' approach, which is developed by Amemiya (1982) and Powell (1983) , replaces X with the …tted value of + Z 0 in the system: Y = X ( ) + Z 0 1 ( ) + U and 2 to the constant e¤ect case for the second stage of the estimated quantile regression model. This criticism has not been addressed in the recent literature, other than by falling back to the structural setting, or by assuming constant e¤ect for the true quantile process. We deal with this gap. In this paper, we exhibit a particular case of non-constant e¤ect (i.e., quantile-dependent coe¢ cients) for linear quantile regression with the …tted-value setting. However, we still require that the causal e¤ect of an endogenous regression is constant.
The literature on the structural setting for linear quantile regressions is abundant, 2 while it meets computation costs for correcting endogeneity issues. 3 In contrast, the …tted-value setting corresponds to a simple two-step quantile regression procedure, analogous to the 2SLS method, and has been readily employed by empirical researchers who are not always expert econometricians or programmers, thereby conveniently avoiding computation burden. 4 Namely, with the …tted-value setting, no control function nonparametric estimation, no simulation, no computation iteration or
To see how the …tted value approach works, consider the reduced-form
1 + , where = U + V . In order to estimate and consistently, the …tted value approach requires that Q jZ ( jz) be independent of z." on page 1138, and further "under the independence assumption, and are constant over " on page 1139. The correspondence with the notations we introduce later reads: "replaces Y In order to estimate and consistently, the …tted value approach requires that Q v t jx t ( jx t ) be independent of x t ." and "under the independence assumption, and are constant over 3 grid are necessary. Partial theoretical results had been obtained by Amemiya (1982) and Powell (1983) , who analyze the two-stage least-absolute-deviations estimators in simple settings, and by rede…ning the dependent variable. Chen and Portnoy (1996) and Muller (2004, 2015) investigate such two-stage quantile regressions with diverse …rst-step estimators -least squares (LS), least absolute deviation (LAD), and trimmed least squares estimators -and in general settings.
However, according to Lee (2007) 's claim, all these authors, under the …tted-value setting, deal with constant e¤ect speci…cations. In contrast, this paper focuses on the occurrence of non-constant e¤ect with the …tted-value setting, although heterogeneity will still not be allowed for some model coe¢ cients.
For this, it is …rst shown that any separable model can be made to satisfy a quantile restriction for any quantile ; provided it allows for an inconsistency term, which is characterized. Second, it is shown how the in ‡uence of the inconsistency term can be weakened in terms of its link with covariate e¤ects. This is done by assuming some weakened instrumental variable (IV) restrictions, which may even allow for endogenous regressors in the reduced form. Under these new IV restrictions, it is shown that non-constant e¤ect can arise in linear quantile regression even under endogeneity dealt with the …tted-value setting. However, in that case, only the constant e¤ect coe¢ cients can be identi…ed. Finally, it is shown that the constant effect (respectively, non-constant e¤ect) coe¢ cients of the reduced form can be simply transmitted to constant e¤ect (respectively, non-constant e¤ect) coe¢ cients in the structural equation. 
Practical examples
Let us now illustrate our re ‡ections with a few economic examples in which constant e¤ect may occur at least for some variables in the regressions. researchers. In that case, the reason for no heterogeneity of the causal e¤ect could stem from some 'social customs', rather than a legal obligation.
Another example is a structural wage equation for a labor market study for a sample of workers, in which the dependent variable (y t ) is the logarithm of individual wage rate, while the two independent variables in this equation are the industrial sector dummy (x 1t ) and the worker's education level (Y t ), and the regressors in the reduced form are the industrial sector dummy and the worker's birth quarter (x 2t ).
The birth quarter is used as an instrument for the education level that is typically suspected to be the sole endogenous independent variable in the structural model.
For example, Angrist and Krueger (1991) and Angrist and Pischke (2009) …nd constant e¤ect for this variable. Then, in that case the justi…cation for no heterogeneity of this e¤ect is empirical. However, one may expect the log wage rate to be positively correlated with the capital of the …rm, which is omitted from the model, and therefore should be included in the error v t , and furthermore is correlated with the industrial sector dummy. Then, x 1t and v t may be correlated, while x 2t and v t should be independent according to the usual justi…cation for using quarter of birth as an instrument in wage equations. 5 The proposed modeling approach in this paper will 5 Conditioning on the industrial sector might make the hypothesis of independence of the birth 6 somewhat mimic such independence setting.
A …nal illustration is the assessment of the contribution to total family expenditure of some unobserved expenses for a discrete good, or a discrete service, when its price is …xed (e.g., when provided by public institutions), which implies no heterogeneity in these public tari¤s. For example, access to a given public service with …xed characteristics might be observable in some survey data, while not its o¢ cially …xed price. Estimating the corresponding constant coe¢ cient for this spending in an equation for total expenditure would allow some inference about the unobserved price.
In all of these illustrations, we have constant e¤ect for a treatment variable of interest. Other exogenous variables x 1t that determine the studied outcomes may also be included. 6 In the considered examples, the coe¢ cients of these exogenous variables generally correspond to non-constant e¤ect. Indeed, the economic theory does not provide any reason for imposing constant e¤ect for these variables. Such nonconstancy is likely to generate a speci…cation bias in quantile regressions that would wrongly assume constant coe¢ cients for these variables. However, if the interest of the researcher is exclusively in the coe¢ cients of the structural endogenous regressors, the fact that the coe¢ cients of the structural exogenous regressors have non-constant e¤ect that cannot be identi…ed in the …tted-value setting is not an issue as long as constant e¤ect coe¢ cients can be identi…ed, which is what is shown in this paper.
Finally, some observed heterogeneity in the treatment e¤ect can easily be incorporated in these cases by interacting the treatment variable with some observed charquarter and the error more plausible if the sector was a common determinant of the latter two variables, although it is unclear why this should be the case. 6 We shall be able to relax the exogeneity assumption later on. acteristics, or by considering subpopulations de…ned in terms of these characteristics.
This is an easy way to relax too stringent speci…cations of constant e¤ect.
Supported by the relevance of such examples, this paper brings to the fore a new way of allowing for partially restricted heterogeneity of e¤ect through quantile regression modeling under endogeneity. The paper is organized as follows. Section 2 presents the model and the assumptions. Section 3 exhibits and analyzes a case of non-constant e¤ect for the …tted-value setting. Section 4 reports an empirical illustration. Finally, Section 5 concludes.
The Model
Assume that our interest lies in the parameter vector ( 0 ; 0 ) 0 in the following linear equation for T observations and an arbitrary quantile index 2 (0; 1) that will denote quantile restrictions introduced later on.
where
0 and u t is an error term.
Since we wish to study non-constant e¤ect models, we emphasize that the coe¢ -cient vector and the errors may vary with the considered quantile index . We denote by x 0 2t the row vector of the K 2 exogenous variables excluded from (1), and we assume K 2 G. We further assume that Y t can be linearly predicted from the exogenous variables through the following equation, which we assume to be correctly speci…ed.
] is an unbounded K-rows vector with K = K 1 + K 2 , is a K G matrix of unknown parameters, and V 0 t is a G-rows vector of unknown error terms.
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Again, some stochastic restrictions on the errors V t must be assumed so as to complete (2) for de…ning a correctly speci…ed model. For example, one may assume that the conditional expectation of V t is zero, as for ordinary least squares (OLS) estimation, thus ensuring the consistency of the …tted-value for Y t ; or alternatively some quantile restriction at a quantile as in Kim and Muller (2004) . To avoid absurdities, we assume that the columns in x t are linearly independent. Using (1) and (2), y t can also be expressed as:
and
Again here, we allow for the vector of coe¢ cients to vary with the quantile .
We …rst consider the following quantile restriction on the reduced-form errors for a given quantile 0 , which has been used in the literature in Amemiya (1982), Powell (1983), Chen and Portnoy (1996) , and Muller (2004, 2015) . Condition 1 imposes that zero is the given th 0 -quantile of the conditional distribution of v t 0 . It is associated with the …tted-value setting in which, …rst, the conditional quantile restriction is placed on the reduced-form error v t 0 , and second, the information set used for the conditional restriction exclusively consists of the exogenous variables x t .
9
One traditional advantage of the …tted-value setting is that it allows simpler algebraic analyses of the asymptotic representations of estimators, with decomposition of formulae into simple components corresponding to each estimation step. It has additional virtues when the reduced form has some interesting economic interpretation or use, for example as in Blundell and Powell (2006) who suggest that it can be used for policy simulations. This setting can also be seen as a convenient way to synthesize the information to deal with su¢ cient conditions for consistent estimation.
As a matter of fact, weaker su¢ cient conditions can be obtained by restricting the error v t 0 (e.g., v t 0 independent of x t ) in the reduced-form equation, than by trying to impose similar restrictions simultaneously on u t 0 and V t (for example, u t 0 and V t independent of x t ). Indeed, the latter would involve G + 1 conditions, to be compared with the more parsimonious unique condition imposed on the reduced-form error.
One issue is understanding how quantile restrictions for di¤erent quantiles come together so as to de…ne a unique quantile process for a single model; that is, so that all these restrictions are compatible. The analysis will clarify this point, which is central for clarifying the possible non-constancy of e¤ects. Condition 1 is not what is used to establish any results of the paper, but it is something we shall try to understand better, by weakening it in Assumption 2 below.
The link of structural and reduced-form parameters is described by (4) . Identi…-cation of the structural parameters is obtained, as often, from assuming that H( ) is of full column rank. A …rst-stage estimator of in (2) 
In the next section, we exhibit some non-constant e¤ect with the …tted-value setting.
3 Non-Constant E¤ect in the Fitted-Value Setting
Regularities and quantile restrictions
Let us start again with Equations (1) and (2), with possible non-constant e¤ect in structural and reduced-form equations, but without a priori imposing Condition 1. In order to deal with unique quantile values so as to simplify the discussion, we make the following continuity and monotonicity assumption, for a starting value 0 of the quantile index.
Assumption 1: For a given quantile index 0 , the cdf of v t 0 conditional on x t , denoted F v t 0 jxt , the cdf of v t 0 conditional on x 1t , denoted F v t 0 jx 1t , and the marginal cdf of x 2t , denoted F x 2t , are continuous and strictly increasing.
Under Assumption 1, an inverse cdf term can always be isolated in the reducedform equation, for 0 , by denoting:
As a consequence, one can always obtain a quantile regression restriction at , even distinct from 0 , for the reduced-form, provided one accepts a possible nuisance inconsistency term F 1 v t 0 jx t ( ) that can a¤ect all the coe¢ cients of the model. Note that v t depends both on and on 0 . In the next subsection, we weaken the quantile restriction at quantile index 0 , so as to allow enough ‡exibility for generating nonconstant e¤ect.
Generating non-constant e¤ect
It is easy to translate this assumption in terms of conditional quantiles. Under Assumption 1, Assumption 2 is equivalent to:
Note also that Assumption 2 is implied by the general assumption of independence of v t 0 with all the exogenous variables, x 1t and x 2t .
In this setting, Assumption 2 is akin to conditions in the control function literature, with here the control function known to depend on x 1t only. Complete exogeneity is not required, as discussed later. Assumption 2 is also related to the notion of 'conditional exogeneity'in White and Chalak (2010) . Note that the restriction in Assumption 2 implies that the OLS in the reduced form may be inconsistent in the allowed case where the x 1t are endogenous. One may also have E( (v t )jx 1t ) 6 = 0 under this hypothesis. This means that x 1t may be endogenous in the sense of the quantile regressions of quantile for equation (3) . In such situation, equation (3) no longer characterizes a typical 'reduced form'based only on exogenous regressors, although to simplify we still denote it the 'reduced-form equation.'
In order to present more clearly our point, consider the following simpli…ed model with x 1t = 1 and = = 1 for all , and only one endogenous regressor Y t . Assume that (u t ; V t ) are independent of x 2t and jointly normal centered with variances 1 and covariance . In this case, F v t jx 2t (v t jx 2t ) = Pr(v t 0jx 2t ) = Pr(u t V t jx 2t ) = Pr(u t V t ) = E ( (V t )) = 0:5 that does not depend on when conditioning only on x 2t . The reduced-form equation is then:
Pr (u t V t c 0jx 2t ) = , which de…nes the constant c . The variation in is clearly associated to terms where x 2t does not appear, here for the intercept.
Then, in this case it is possible to have a coe¢ cient of x 1t (the intercept) that varies with and coe¢ cients of x 2t that are constant, under the independence assumption that has been stated. A similar argument can be made by relaxing the restrictions on values of parameters, on variables x 1t , and on independence conditions. As a matter of fact, a su¢ cient independence condition for consistent estimation can be parsimoniously expressed in terms of the reduced-form error v t , as we shall show. Of course, similar points can be made about the standard single step quantile regression.
In the remainder of this section, we show how non-constant e¤ect can be obtained for conditional quantiles of the reduced-form, and then conveyed to the conditional quantiles of the structural form.
, Assumption 2 for all could be secured by assuming the stronger restriction that both u t and V t are independent of x 2t , conditionally on x 1t .
Thus, Assumption 2 can also be seen as the consequence of a natural, while strong, instrumental variable characterization of x 2t for the structural model.
We now show that Assumptions 1 and 2 imply that there is constant e¤ect in the quantile regressions of the reduced-form equation for x 2t , but not necessarily for x 1t . 
Identi…cation
Proposition 2: Under Assumptions 1 and 2, the components of in the reduced form (3) for any quantile index can be identi…ed, for the coe¢ cients of x 2t , 2 = 2 , while not necessarily for the coe¢ cients of x 1t , 1 .
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The proof is in the Appendix. The reason for the results in Proposition 2 is that under v t independent on x 2t conditionally on x 1t , only the coe¢ cient of x 2t can be identi…ed through solving these K 2 orthogonality conditions, even conditionally on
In these conditions, as discussed before, non-constant e¤ect is possible for the conditional quantiles of the reduced form for 1 for any , even though Assumption Note that a well-known feature of the …tted-value approach is that it assumes that the reduced form is well speci…ed. Misspeci…cation of (3) The proof is in the Appendix. When a …rst-stage estimation is performed based on (2), the independent variables x t consist of vectors x 1t and x 2t . If non-zero asymptotic inconsistency terms are present only in the coe¢ cients of x 1t in the reduced-form estimator^ , which is the case on which we focus, then the non-zero asymptotic inconsistency in the second-stage estimator^ = [^ 0 ;^ 0 ] 0 is exclusively con…ned to the coe¢ cients of x 1t ; that is, only is not identi…ed. Therefore, the coe¢ cient of the endogenous variables Y t in the structural equation can be identi…ed. In this setting, because 2 is characterized by constant e¤ect, and because is not connected to 1 , we have also constant e¤ect for . In contrast, a non-constant e¤ect may occur for .
Thus, allowing for the weakened IV condition in Assumption 2 has enabled us to introduce non-constant e¤ect on the vector , even though this parameter is not identi…ed. This alone is a generalization of the stricto sensu constant e¤ect structural quantile regression, which may be useful if the researcher's interest is concentrated on vector that is identi…ed and can be estimated consistently. Indeed, this setting avoids misspeci…cation of the quantile regression, if the true data generating process involves non-constant e¤ect for and constant e¤ect for .
What if the interest of the researcher is also in the e¤ect of exogenous regressors in the structural model? Assuming instead that v t 0 is independent of x 1t , conditionally on x 2t , and using the same proof technique, would deliver an identi…ed constant e¤ect for the exogenous variables, associated with a non-identi…ed non-constant e¤ect for the endogenous variables, which may respond to speci…c interests in the e¤ect of exogenous variables. However, a strong and simultaneous interest in all the coe¢ cients of the model would bring us back to the use of constant e¤ect for all variables. The next section reports a real data example with numerical results.
An Empirical Example
Let us now consider an application to the study of food household expenditure in Egypt. The data is taken from the 2012 Egypt HIECS and cover 7527 households (United Arab Republic, 2014). The structural model (7) is a linearization of the model in Blundell, Chen, and Kristensen (2007).
where 0 ; 1 and are parameters to estimate. Eq. (7) represents an Engel curve in which the household food budget share y t , for each household t, is determined by household log total expenditure Y t and by the number of children of age 14 years old or less within the household, x 1t . In these data, the food budget share We are interested in the conditional quantile of y t in (7). Hence, the error term u t should satisfy a conditional quantile restriction associated with a given quantile index . However, as mentioned before, this restriction is rather made through the reduced-form model, accordingly with the …tted-value setting.
With this empirical setting, Assumption A1 reads: v t is independent of male earnings, conditionally on the number of children. That is: the correlation of any exogenous shock on total expenditure with male income exclusively goes through a change in the number of children. This allows for example, that an exogenous increase in the number of children changes the household preferences in the direction of relatively more food spending (e.g., on milk) and simultaneously stimulates male economic activity (e.g., because a larger family implies more needs to satisfy). In contrast, the usual approach of merely assuming the exogeneity of male income (i.e., v t is independent of male earnings and of the number of children) does not allow such simultaneous causal channels. and two-stage quantile regressions (based on the …tted-value setting), for the deciles.
The standard errors, and the variance-covariance matrix of the quantile estimators across deciles, are computed using a bootstrap procedure, based on 300 replications.
The bootstrap procedure encompasses the two estimation stages. That is: it also 19 accounts for the imprecision in estimating the …tted-value of the log total expenditure.
The estimated coe¢ cients of total expenditure are signi…cantly negative, which is consistent with food being an inferior good, as expected. Also corresponding to common notions, the number of children is related to a higher budget share devoted to food. This should be partly a consequence of lower living standards in larger families with the same total expenditure. This result may also stem from di¤erent household preferences, when children are present, and a stronger taste for food, e.g. for milk.
The . By regrouping, we obtain
which in turn implies that
under Assumption 1, we have
where the latter equality is obtained using Assumption 2. Since there is no restriction on the e¤ect of the variables in x 1t , their coe¢ cients may vary with in that case. To be consistent with (8), we must also have (c), which is therefore a consequence of the hypotheses. QED.
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Proof of Proposition 2:
Recall that Assumptions 1 and 2 imply the linearity property (F 
while
which is typically assumed to be zero for quantile regressions under Condition 1, is now left undetermined.
As in usual settings of quantile regressions, these orthogonality restrictions with respect to x 2t , (9) , are satis…ed by the quantile regression estimator under Assumption 2. In contrast, the restrictions of orthogonality with respect to x 1t , (10), may or may not be satis…ed. Therefore, there is no full identi…cation of the usual quantile regression estimator under Assumption 2. A formal way to see this is that under Assumptions 1 and 2, we have: 
This is the 'linearity property'of F 1 v t 0 jx 1t ( ) that allows the de…nition of a nonconstant e¤ect ( 1 0 + 1F ). In contrast, the restriction (E(x t (y t x 0 t
)) = 0)
de…nes what is estimated. Eq. (11) shows that 2 0 and 1 0 + 1F are identi…ed for 28 quantile regression estimation at quantile . Therefore, 1 may be unidenti…ed. The issue is that, at that stage, one does not want to identify 1 0 but rather 1 .
The reduced form for quantile index is: y t = x 0 1t 1 + x 0 2t 2 + v t . There is no reason why 1 and 1 0 + 1F should coincide in that case. 1 0 + 1F is not necessarily the parameter one wants to estimate. Therefore, there may be an estimation bias in general for the coe¢ cients of x 1t . Similarly, there is no reason why we should equal v t and v t . QED.
Proof of Proposition 3:
We decompose the link of the reduced-form and the structural-form parameters, by splitting system (4) into two blocks of equations, partitioning = according to the partition of . We obtain:
and 2 = 2 ;
where 2 = 2 , which does not include any inconsistency term, is identi…ed and does not depend on , as seen before. If the system is exactly-identi…ed (i.e., K 2 = G), then can be directly expressed in terms of 2 and 2 , which implies that is identi…ed and does not depend on .
For the remaining over-identi…ed case (i.e., K 2 > G), there are more equations than are necessary to identify . However, similarly to the well-known analyzes of the two-stage least squares and the general method of moments, is still identi…ed, providing the hypotheses made are valid, and the considered models are well speci…ed.
In that case, for example, only G arbitrary equations in (13) may be kept to de…ne .
Also, when estimation is considered, one can enhance the asymptotic performance of 29 the resulting estimators by choosing appropriate weighting matrices to combine the equations in (13) . In either the exactly-identi…ed case or the over-identi…ed case, depends only on 2 and 2 . As a consequence, the properties of identi…cation and of constant e¤ect of 2 = 2 , which is without inconsistency term, are conveyed to . Since = results from (13) , and since 1 is given and does not depend on , (12) implies that = 1 1 includes the non-constant e¤ect from 1 , with exactly the same non-identi…cation problem and inconsistency term as for 1 . Indeed, since
1 includes an unknown inconsistency term, includes also this term and is not identi…ed, even though 1 and are identi…ed. QED. 
