In many circumstances, a pulse to a partial di erential equation (PDE) on the real line is accompanied by periodic wave trains that have arbitrarily large periods. It is then interesting to investigate the PDE stability of the periodic wave trains given that the pulse is stable. Using the Evans function, Gardner has demonstrated that every isolated eigenvalue of the linearization about the pulse generates a small circle of eigenvalues for the linearization about the periodic waves. In this article, the precise location of these circles is determined. It is demonstrated that the stability properties of the periodic waves depend on certain decay and oscillation properties of the tails of the pulse. As a consequence, periodic waves with long wavelengths typically destabilize at homoclinic bifurcation points at which multi-hump pulses are created. That is in contrast to the situation for the underlying pulses whose stability properties are not a ected by these bifurcations. The proof uses Lyapunov-Schmidt reduction and relies on the existence of exponential dichotomies. The approach is also applicable to periodic waves with large spatial period of elliptic problems on R n or on unbounded cylinders R with bounded.
Introduction
Spatially-periodic travelling waves arise in a wide variety of pattern-forming physical systems. Examples include reaction-di usion equations such as the FitzHugh-Nagumo equations or the Gray-Scott model, systems from nonlinear optics like the nonlinear Schr odinger equation as well as hydrodynamical equations like the Euler equations for free surface waves. In these systems, spatially-periodic standing or travelling patterns typically exist for a continuum of wavelengths. Often, this continuum extends to in nite wavelengths where the shape of the periodic pattern on a single periodicity interval approaches a pulse-like (solitonlike) pattern. The limit of in nite wavelength is described by a homoclinic bifurcation for the spatial dynamics in the underlying partial di erential equation (PDE). Two natural questions that one would like to answer are as to the existence of periodic patterns through such a homoclinic bifurcation and their stability with respect to the PDE. Concerning existence, a Lyapunov-Schmidt type approach to homoclinic bifurcations has recently been initiated that allows for a fairly systematic study of the creation of periodic as well as multi-pulse (N-soliton) patterns Lin90, VF92, San93] . One advantage of this approach is its immediate generalization to PDEs that are posed on multi-dimensional domains such as reaction-di usion equations on in nite cylinders PSS97, LPSS98] or the aforementioned Euler equations for free surface waves. Sandstede demonstrated that this approach, which is based on exponential dichotomies for the linearized problem and a careful Lyapunov-Schmidt type reduction procedure, is particularly well suited for analyzing the PDE-stability of bifurcating multi-pulse solutions San98a] . In this paper, we show that this approach allows us to systematically study the stability properties of long-wavelength periodic patterns that accompany pulses. The general idea is to use as much information as possible from the pulse to calculate the spectrum of the accompanying periodic patterns using a perturbation analysis. The arguments follow those given in San98a] closely. A major di erence, however, is that the spectrum of the periodic waves consists entirely of essential spectrum. This is in contrast to the situation for pulses and multi-pulses where stability is, in most applications, determined by point spectrum. The spectral stability of the limiting pulse or soliton has been established in many of the aforementioned examples. An important tool for this kind of analysis is the Evans function that was introduced by Evans in Eva72] and has since then been further developed, in a more systematic way, in AGJ90, PW92, GZ98, KS98]. Roughly speaking, the Evans function is an analytic complex-valued function of that is constructed in such a fashion that its zeros are in one-to-one correspondence with eigenvalues, counting multiplicity. Gardner generalized the construction of the Evans function to arbitrary spatially -periodic patterns Gar93]. Later, he studied the limiting scenario when the wavelength of the periodic pattern tends to in nity Gar97]; as mentioned above, this is the case we are interested in. The main tool in Gardner's analysis was a topologically robust bundle construction which allowed him to pass to the limit of in nite wavelength. The topological nature of the construction did, however, not allow for a precise description of the spectra of the periodic patterns in the sense of an expansion in the wavelength. In particular, the methods in Gar97] do not allow for proving stability of periodic patterns even when the limiting pulse is exponentially stable. In the remaining part of the introduction, we illustrate the problem at hands by means of an abstract reaction-di usion system. We then summarize the results obtained in Gar93, Gar97] and brie y explain our main theorem. Thus, consider a reaction-di usion equation of the form U t = U xx + F(U); A travelling-wave solution U(x; t) of (1.1) is a pattern whose time evolution is a translation, with constant speed c, along the x-axis. In other words, we have U(x; t) = Q(x ? ct) for some function Q. Here, and in the following, we allow for c = 0 in which case the pattern is a standing wave. Transforming the reaction-di usion system (1.1) into the moving coordinate frame ( ; t) = (x ? ct; t), we obtain U t = U + cU + F(U): Thus, once a 2L-periodic solution of the steady-state ODE (1.4) has been found, its spectrum as an equilibrium of the PDE (1.2) can be calculated by seeking solutions to the linearized ODE (1.9).
We focus on the situation where the steady-state equation (1.4) exhibits a homoclinic orbit h( ) so that, for some constant vector e 2 R 2N , we have h( ) ! e as j j ! 1. Such a homoclinic orbit corresponds to a pulse solution of the reaction-di usion system (1.2). Typically, the pulse is accompanied by long-wavelength periodic waves as described above.
In terms of the ODE (1.4), these periodic waves appear as a family of periodic solutions with large period close to the homoclinic orbit in the phase space R
2N
. More speci cally, there is a number L such that, for every L > L , there is a unique 2L-periodic solution p L ( ) close to h( ) for a wave speed c = c L that is close to the speed c = c 1 of the homoclinic orbit (in the case that c 1 = 0, we expect that c L = 0 for all L). Given that the pulse h( ) is stable with respect to the PDE (1.2), it is then of interest, and indeed the main focus of this article, to determine the stability properties of the accompanying periodic waves p L ( ). Typically, the pulse h( ) is stable provided = 0 is a simple eigenvalue and the rest of its spectrum is contained in the open left half-plane bounded away from the imaginary axis. Note that the eigenvalue at zero is inevitable due to the translation symmetry. Gardner Gar97, Theorem 1.2] demonstrated that the spectrum of the periodic waves p L ( ) that accompany the pulse h( ) contains a circle of eigenvalues near = 0 that shrinks to = 0 as L ! 1. He also showed that the rest of the spectrum is contained in the open left half-plane and bounded away from the imaginary axis uniformly in L. To demonstrate spectral stability or instability of the 2L-periodic wave trains p L ( ), it is then necessary to locate the circle of eigenvalues near zero. Based upon the discussion above, this is equivalent to solving the boundary-value problem (?L) for 2 C close to zero. Note that one solution to (1.10) is given by v = p 0 L , = 0 and = 0. This eigenvalue is again enforced by the translation symmetry. As announced above, the main result of this article is an expansion of the circle of critical eigenvalues of the long-wavelength periodic patterns in terms of their period. Under the assumption that the underlying pulse is stable, our main result demonstrates that the critical spectrum, and the associated eigenfunctions, about the 2L-periodic wave are, to leading order, given by We shall explain the quantities that appear in these expressions. The number represents again the purely imaginary Floquet exponent that appears in (1.10). The non-zero constant Thus, we see that the location of the circle of critical eigenvalues depends upon the decay properties of h( ) and ( ). Both of these are determined by the steady-state ODE (1.4).
The solution ( ) to the adjoint variational equation (1.12) has the following analytical and geometric properties. First, recall that we had assumed that = 0 is a simple eigenvalue of the linearization L(H) where h = (H; H ) denotes the pulse. Therefore, the adjoint operator L(H) also has a simple eigenvalue at zero, and we denote its eigenfunction by ( ).
A straightforward calculation shows that the solution (x) is related to this eigenfunction by
Geometrically, in the phase space R
of the steady-state ODE (1.4), the solution ( ) spans the orthogonal complement of the tangent spaces of stable and unstable manifolds of the asymptotic equilibrium e at the homoclinic point h( ): We have
for all , where e = lim j j!1 h( ). Note that the equilibrium e of (1.4) is hyperbolic since, by assumption, the essential spectrum of the pulse does not touch zero. Finally, in the particular case where the steady-state equation (1.4) is Hamiltonian with Hamiltonian function H(u), we have ( ) = rH(h( )).
We emphasize that it is not unexpected that the decay properties of both the homoclinic solution and the adjoint solution are important. It has been demonstrated in Lin90, San93] that scalar products of the form h (L); h 0 (?L)i and h (?L); h 0 (L)i enter the reduced bifurcation equations that determine the existence of periodic and multi-bump homoclinic orbits near h( ). In fact, roughly speaking, whenever the sign of these scalar products oscillates in L or their magnitude decays faster in L than expected, then 2-homoclinic orbits arise that follow the original orbit h( ) twice in phase space; see San93]. In particular, this is the case near Shilnikov homoclinic orbits and near inclination or orbit-ip bifurcations; see CDF90, HKK94, KKO93, San93, San98a, San98b, SAJ97] . In all these cases, the accompanying periodic orbits undergo saddle-node or period-doubling bifurcations. These bifurcations, however, should also lead to an instability with respect to the PDE. In the case of a period-doubling, for instance, (1.10) exhibits solutions for = 0 and = at = 0. While the solution with = 0 is enforced by the translation symmetry, the other eigenvalue that has = should cross the imaginary axis upon unfolding the period-doubling bifurcation. In that respect, a change of the stability properties of the periodic waves that accompany a pulse indicates a homoclinic bifurcation for (1.4), and hence the possible appearance of other pulses. This paper is organized as follows. We state the main reduction result in Section 2 and prove it in Section 3. In Section 4, we supply the necessary expansions and estimates for periodic waves that are needed to apply the reduction theorem. Section 5 contains various stability results for periodic waves under certain decay and oscillation assumptions on the pulse. These results are then applied in Section 6 to various PDEs on the real line. Finally, comments and generalizations are collected in Section 7.
2 Locating the spectrum of periodic waves with large spatial period
Consider the ordinary di erential equation u 0 = f(u; ); (u; ) 2 R n R p ;
where f is at least C 2 with f(0; ) = 0 for all . A comparison with the example given in the introduction shows that, for reaction-di usion systems, the dimension n = 2N of the phase space is twice the number N of species in the reaction-di usion system, and the parameter = c is given by the wave speed c so that p = 1. We assume that f u (0; 0) is hyperbolic. In other words, there are positive constants We assume that h(x) is a homoclinic orbit to (2.1) at = 0, that is, h 0 = f(h; 0) and
We assume that the intersection of stable and unstable manifolds of the origin is as transverse as possible:
Hypothesis (N1) The only bounded solution to the variational equation v 0 = f u (h(x); 0)v; x 2 R (2.2) of (2.1) about h(x) is given by h 0 (x), up to constant scalar multiples.
For the underlying reaction-di usion system, this assumption implies that = 0 has geometric multiplicity one as an eigenvalue of the PDE linearization. Next, consider the adjoint variational equation w 0 = ?f u (h(x); 0) w; x 2 R (2.3) with respect to the standard scalar product on R n . Hypothesis (N1) implies that (2.3) admits a unique, up to scalar multiples, bounded solution which we denote by (x). Indeed, a short calculation shows that the scalar product between solutions of the variational equation (2.2) and its adjoint (2.3) is independent of x. Therefore, bounded solutions of the adjoint variational equation have to be orthogonal to every solution of (2.2) that is bounded on either R + or R ? . In other words, any bounded solution of the adjoint variational equation lies in the orthogonal complement of the tangent spaces to stable and unstable manifolds at the homoclinic h(x) which, by Hypothesis (N1), is one-dimensional. It is a consequence of hyperbolicity of the linearization f u (0; 0) that the solution (x) decays exponentially: j (x)j Ce ? jxj ; x 2 R; see, for instance, Lemma 3.1 in Section 3.1 and the remarks thereafter.
We are interested in periodic solutions to (2.1) that are close to the homoclinic orbit h(x); in particular, their period is large. Thus, assume that p L (x) is a periodic solution of (2.1) close to h(x) with large period 2L for = L close to = 0. We shall see later in Sections 5 and 6 that, under quite general assumptions, such periodic solutions indeed exist. As explained in the introduction, the PDE spectrum associated with the periodic wave can be calculated as follows. A point 2 C is in the PDE spectrum of the periodic wave if, and only if, there is a 2 S 1 = R=2 Zand a solution v(x) to the boundary-value
Here, B is an n n matrix that is related to the type of the partial di erential equation. Recall that, for reaction-di usion equations, n = 2N and B is the block matrix given in (1.6). We concentrate on solutions of (2.4-2.5) for close to zero. The following theorem provides the crucial expansions that, together with expansions for the periodic waves, is used later to prove PDE stability or instability. Theorem 2.1 shows that it su ces to calculate solutions of the reduced system (2.6) to determine the spectrum of periodic waves with large period. To evaluate the terms that arise in the expansion (2.7), we have to derive expansions of the solutions h 0 (x) and (x) for large jxj and obtain estimates for the various terms that appear in (2.8). We address these issues in Section 5. Theorem 2.1 applies to situations where the eigenvalue = 0 that is contained in the PDE spectrum of the underlying pulse is simple. In some applications, the PDE possesses a gauge symmetry that enforces a higher geometric multiplicity of the eigenvalue at zero. One example is the complex Ginzburg-Landau equation that admits a phase invariance.
To include these PDEs, we give a more general theorem, Theorem 2.2, that is formulated in an equivariant set-up. We therefore assume equivariance of the underlying ODE with respect to a closed connected subgroup of the orthogonal group O(n). Theorem 2.1 is then obtained by restricting to the special case = fidg.
Hypothesis (H1) There is a closed connected subgroup of O(n) such that f( u; ) = f(u; ) for every (u; ) 2 R n R p and 2 .
We can then no longer expect that the homoclinic orbit h satis es the non-degeneracy condition stated in Hypothesis (N1) since h is part of the family h of homoclinic orbits. In fact, any element in the tangent space of the manifold h at h(x) corresponds to a bounded solution of the variational equation (2.2) about h(x). Thus, the appropriate nondegeneracy condition is that the only bounded solutions of the variational equation are those enforced by the symmetry. To be more speci c, we choose a basis in the tangent space of h in the following fashion. Let m = dim + 1 and choose a basis fS j g j=1;:::;m?1 of the Lie algebra alg( ) of . It follows that the functions h 0 (x) and S j h(x) for j = 1; :::; m ? 1 are bounded solutions of (2.2). Indeed, using Hypothesis (H1), we have d dx (exp(S j )h(x)) = exp(S j )h 0 (x) = f(exp(S j )h(x); 0) for every 2 R close to zero, where exp(S) is the exponential map from alg( ) into ; di erentiating the aforementioned equation with respect to at = 0, we obtain d
Non-degeneracy of the homoclinic orbit is then expressed in the following hypothesis.
Hypothesis (H2) The solutions h 0 (x) and S j h(x) for j = 1; :::; m ? 1 are linearly independent, and every bounded solution to (2.2) is a linear combination of these functions.
In terms of the underlying PDE, this means that the eigenvalue = 0 of the PDE linearization about the pulse h(x) has geometric multiplicity m, and the associated eigenspace is generated by the translation symmetry and the additional symmetry . Note that Hypothesis (H2) implies that the vectors S j h(0) with j = 1; :::; m? 1 are linearly independent. In particular, the only element 2 that is close to id and satis es h(0) = h(0) is = id.
Arguing as in the non-symmetric case, we see that the adjoint variational equation (2.3) exhibits precisely m linearly independent bounded solutions which we denote by j (x) for j = 1; : : :; m. All these solutions decay exponentially as jxj ! 1. Once more, we consider the boundary-value problem (2.4-2.5).
Theorem 2.2 Assume that the equivariance assumption (H1) and the non-degeneracy con- The theorem is proved in Section 3 below.
Proof of Theorem 2.2
We begin by outlining our proof which is carried out in several steps. In Section 3.1, we provide some useful decay estimates for particular solutions of the variational equation (2.2). Due to hyperbolicity of the equilibrium, the space R n can be written as a direct sum of two subspaces. These subspaces consists of all initial values with the property that the associated solutions of the variational equation about the homoclinic orbit decay exponentially in either forward or backward x-directions. This type of splitting is generally referred to as an exponential dichotomy and has been systematically exploited in Lin90, San93] to investigate homoclinic bifurcations; see also Remark 3.1. Afterwards, we reformulate the relevant boundary-value problem (2.4-2.5)
First of all, we consider the linear ODE separately on the intervals (?L; 0) and (0; L) rather than on (?L; L). We then have to match solutions at x = 0. It turns out that the resulting boundary-value problem can be solved in a unique fashion provided we relax the matching condition at x = 0: we require only that solutions for x > 0 and x < 0 can be patched together, at x = 0, on a certain (n ? m)-dimensional subspace of R n rather than on the entire space R n . The reduced equations (2.6) and (2.10) that arise in Theorem 2.1 and 2.2, respectively, are the remaining matching conditions on an mdimensional complement of the aforementioned (n ? m)-dimensional subspace of R n . In other words, using Lyapunov-Schmidt reduction, we invert a certain part of the relevant boundary-value problem and obtain reduced equations that describe the remaining unsolved part. To solve the invertible part of the boundary-value problem, we approximate the periodic solutions by the homoclinic orbit and then use perturbation arguments to obtain solutions to the correct problem.
The variational equation about the homoclinic orbit
In this section, we collect some useful properties of the variational equation Proof. See, for instance, San93, Lemma 1.1 and Lemma 1.2(ii)].
In the phase space R n of the ODE (2.1), the ranges of the projections P s + (0) and P u ? (0) are the tangent spaces to stable and unstable manifolds of the origin at the homoclinic point h(0):
We emphasize that an analogous lemma is true for the adjoint variational equation. Since we shall not make use of the corresponding estimates, we omit a precise formulation. Basically, the evolution operators to the adjoint equation are the inverses of the adjoint operators to . The corresponding projections are the adjoint projections. In particular, the exponential decay estimates of the bounded solutions k (x) of the adjoint variational equation (2.3) follow from this discussion. This is important since the arguments given here for ODEs carry then over to elliptic PDEs PSS97].
Notation. The subscripts + and ? correspond to x > 0 and x < 0, respectively. Di erent constants that are independent of L and the parameter are denoted by C. Also, the indices j and k take integer values between 1 and m. Finally, for any direct sum R n = Y rg Y ke , we denote by P(Y rg ; Y ke ) the projection with range Y rg and null space Y ke .
The reformulation
Recall that p L is a periodic solution, with period 2L, of u 0 = f(u; ) for = L so that j L j is close to zero, p L (x) is close to h(x) for jxj L, and L is large. We seek bounded solutions v of 
considered as equations over the complex eld.
We shall exploit that the functions j (x) = S j p L (x) for j = 1; :::; m ?1 and m (x) = p 0 L (x) satisfy (3.5) for ( ; ) = 0. Thus, we write Using the ansatz (3.6), we obtain the following equivalent formulation of the boundaryvalue problem (3.5): 
The reduction
In this section, we solve an approximation of the linear eigenvalue problem (3.7) that is obtained by replacing the terms The linear operator J 1 ( ) is an isomorphism for every since V a = R(P Having solved the entire boundary-value problem (3.9), it remains to verify the uniform estimates (3.16) and the expansion (3.17) together with the error estimate (3.18). We notice that, by (3.22), j@` A 2 j C:
Using this estimate together with (3.12) and the de nitions of B 2 and W 2 , we get j@` B 2 j + j@` W 2 j C:
This proves the uniform estimate (3.16). The expansion (3.17) is obtained from the expansion of (3.9)(iv) that we gave in (3.21) together with the estimates (3.22) for A 2 and (3.24) for a = A 2 (D; G). We omit the details. for every` 0.
In summary, we have demonstrated that w is a bounded solution of the (ALEP) (3.9) if, and only if, w is given by the variation-of-constant formula (3.10) where (a; b) are de ned by the bounded linear operators A 2 and B 2 that appear in (3.14); see Lemma 3. Proof. Throughout the proof, we choose (a; b; w) according to (3.14) and (3.15) from 
Small linear perturbations
We return to the original boundary-value problem (3.7-3.8) which we consider as a perturbation of the (ALEP) (3.9). In this section, we allow for arbitrary small linear perturbations This completes the proof of the lemma.
The substitution
To complete the proof of Theorem 2.2, we return to the original boundary-value problem (3.7). De ne the linear operators for a certain constant C that is independent of and L. A comparison of the original boundary-value problem (3.7) and the boundary-value problem (3.34) that we have studied in the previous section shows that they are identical once we set
where, by assumption,
Thus, we can apply Lemma 3.5. We obtain a solution w that is analytic in ( ; ), and the 
)j for j = 1; :::; m?1 and some constant C that does not depend upon L. On the other hand, exploiting the Taylor expansion of f, we get 
Existence of periodic waves with large period
In order to use Theorem 2.2 to determine the spectrum of the linearization about a periodic wave with large spatial period, we have to estimate, in particular, the terms 
Proof. It has been demonstrated in VF92 It is tedious but straightforward to establish the estimates (4.2) and (4.3) using the estimates jDj Ce ? L ; jHj C(e ? L + j j); jg(x) ? f (h(x); 0) j Cj j(e ? L + j j):
We omit the details.
Solving the reduced eigenvalue problem
In this section, we use Theorem 2.1 to determine the spectrum of the linearization about a periodic wave with large spatial period. We invoke Theorem 4.1 to express the reduced equation E( ; ) = 0 in terms of the homoclinic orbit h(x) and the associated adjoint solution (x).
In Section 5.1, we consider generic vector elds that have no symmetries at all. In Section 5.2, we assume that the vector eld is reversible; this situation often arises for standing pulses that have wave speed zero. In either case, the bifurcating periodic waves can be stable or unstable. The location of their spectrum depends crucially on whether the tails of the pulse converge to zero monotonically or in an oscillatory fashion. In the case of monotone tails, we have that the periodic waves are either stable for all large L or else unstable for all L. In the case of oscillatory tails, the periodic waves are alternatingly stable and unstable as a function of their spatial period L; the circle of critical eigenvalues crosses the imaginary axis periodically in L. Physically, we may interpret this phenomenon as a locking phenomenon between the decaying oscillatory tails of neighboring pulses.
Generic vector elds
Consider the ordinary di erential equation 
Proof. The existence part and the rst estimate had been established in Bey90, Lin90] .
The second estimate is a consequence of Theorem 4.1; see also San97, Section 5].
Substituting the estimates obtained in Proposition 5.1 into the reduced equations (2.6-2.7), see Theorem 2.1, we obtain the following result.
Theorem 5.1 Assume that (G1) and (G2) are met. The boundary-value problem (2.4-2. The theorem shows that the spectrum of the periodic waves that accompany the pulse h(x) depends upon the tails of the pulse, that is, on the behavior of h(x) for large jxj.
Before we proceed and calculate the spectrum depending on properties of the tails of the pulse, we assume that the rst-order term in is non-zero. 
Hypothesis (G3)
M
Real leading eigenvalues (saddle equilibria)
We assume that the eigenvalue of f u (0; 0) that is closest to the imaginary axis is real and simple. Without loss of generality, we may also assume that its real part is positive; otherwise, we change x to ?x.
Hypothesis (G4) There is a simple real eigenvalue This completes the proof of the corollary.
Non-real leading eigenvalues (saddle-focus equilibria)
The remaining generic case is that the eigenvalues of f u (0; 0) that are closest to the imaginary axis are complex conjugate and simple. Again, we may assume that their real part is positive. We omit the proof as it is analogous to the proof of Theorem 5.2. Arguing as in Corollary 5.1, we then see that
Hypothesis (G5)
Hence, if a 6 = 0, then the periodic waves change their stability periodically in L regardless of the sign of a and M.
Reversible vector elds
In many applications, the underlying partial di erential equation is invariant under re ec- . Furthermore, we assume that the xed-point space of R is n-dimensional and that h(0) 2 Fix(R).
Since h(0) 2 Fix(R), we have h(?x) = Rh(x), and the homoclinic orbit as a set is invariant under R. Any orbit of (5.11) that is invariant as a set under R is called symmetric or reversible. We again assume non-degeneracy of the intersection of stable and unstable manifolds. We emphasize that we do not need any parameters since reversible homoclinic orbits in reversible systems are a robust phenomenon. In addition, the long-wavelength periodic orbits that accompany the homoclinic orbit h(x) typically coexist with h(x); see VF92] or Phy98]. With respect to the underlying PDE, this means that the pulse as well as the periodic waves are stationary and symmetric in x. 
Hypothesis (R2)
Proof. The Note that the theorem shows that the spectrum is real to leading order. We would expect this since reversibility and self-adjointness of the linearized operator are related (though not the same). We again assume that the eigenvalue = 0 is simple.
Hypothesis (R3) M := R 1
?1 h (x); Bh 0 (x)i dx 6 = 0. Note that the spectrum of f u (0) is symmetric with respect to re ections across the imaginary axis. More precisely, it is invariant under multiplication with ?1 which can be seen by exploiting the identity Rf u (0) = ?f u (0)R that is an immediate consequence of the reversibility assumption (R1).
Real leading eigenvalues (saddle equilibria)
First, we consider the case that the eigenvalues of f u (0) that are closest to the imaginary axis are real and simple. Recall that, by reversibility, the spectrum of f u (0) is symmetric with respect to the imaginary axis. We omit the proofs of the theorem and the next corollary since they are analogous to the proofs in Section 5.1.
Corollary 5.2 In addition to the assumptions of Theorem 5.5, we assume that hv 0 ; w 0 i 6 = 0. The circle of critical eigenvalues then has a quadratic tangency at zero with the imaginary axis, and the periodic waves are spectrally stable if, and only if, Mhv 0 ; w 0 i > 0.
Non-real leading eigenvalues (saddle-focus equilibria)
Finally, we assume that the eigenvalues of f u (0) that are closest to the imaginary axis are simple and complex conjugate. , where the remainder term R( ) is real-valued for 2 f0; g and satis es (5.7).
We omit its proof since it is analogous to the proof of Theorem 5.2. It follows as in Section 5.1 that, if a 6 = 0, then the periodic waves change their stability periodically in L regardless of the sign of a and M.
Applications
In this section, we apply the results on the stability of periodic wave trains with large period from the previous section to the FitzHugh-Nagumo equation and a fourth-order equation that models the propagation of signals in optical bers with phase-sensitive ampli ers. Both equations support stable pulses, and we demonstrate that the accompanying periodic waves are also spectrally stable.
To illustrate the kind of arguments that are needed to invoke our stability results, we start with a straightforward application of these results to the real Ginzburg-Landau equation.
The real Ginzburg-Landau equation
We consider the scalar parabolic equation ). The two layers form a heteroclinic cycle that connects the equilibrium (1; 0) with (?1; 0) and vice versa. On account of Sturm-Liouville theory, the layer solutions are stable waves of the PDE; the linearized operator @ xx + 1 ? 3u 2 has a simple eigenvalue at zero and the rest of its spectrum is strictly contained in the left half-plane. The periodic waves that accompany the layers are unstable. This is most easily seen again by Sturm-Liouville theory. The eigenvalue problem is again a Sturm-Liouville problem and the eigenfunction to the zero-eigenvalue, induced by translation, possesses two zeroes. The leading eigenvalue with a strictly positive eigenfunction is therefore unstable. We give an independent proof that does not make use of the maximum principle and that, in addition, gives more detailed information on the leading unstable eigenvalue of the periodic waves. Our goal is to apply Corollary 5.2 which is concerned with reversible homoclinic orbits that have monotone tails. We argue that the signs of the constants that appear in the statements of Corollary 5.2 can be readily calculated by merely inspecting the phase portrait to the ODE (6.1). In order to view the two heteroclinic solutions as a homoclinic orbit, we consider the quotient space of the phase space R On the other hand, with this choice of (x), we have that v 0 = ?w 0 in Corollary 5.2. Indeed, for x ! 1, the adjoint solution (x) converges to the part of the unstable manifold of (1; 0) that is not included in the heteroclinic cycle. We conclude that Mhv 0 ; w 0 i < 0 and, by Corollary 5.2, the periodic waves are unstable. The most unstable eigenvalue corresponds to = . On account of the expansion (2.9) in Theorem 2.1, the associated eigenfunction v (x) is a concatenation of u 0 + (x) and ?u 0 ? (x), and both of these functions are positive. Thus, the eigenfunction v (x) that represents the most unstable mode is positive, at least to leading order. Physically, the resulting instability manifests itself in the following fashion: Upon adding a small constant positive multiple of v (x) to the periodic pattern, the layers u + (x) move to the left, while the layers u ? (x) move to the right. Therefore, as the instability develops, the distance between adjacent layers u + and u ? increases, while the distance between adjacent layers u ? and u + decreases. Adding a negative multiple of v (x) has the opposite e ect. In any case, the resulting instability is created by attracting and repelling forces between adjacent layers. That is in accordance with results on the interaction between nitely many layers; see CP89, FH89] and, for a more general theory, San99].
6.2 The FitzHugh-Nagumo equation ). This equation is a simpli cation of the Hodgkin-Huxley equation that models the propagation of impulses in nerve axons.
We are interested in travelling waves (u; w)(x; t) = (u; w)(x + ct). In the new variables ( ; t) = (x + ct; t), the FitzHugh-Nagumo equation (6.2) takes the form u t = u ? cu + f(u) ? w ). There exist a number = (a) such that the periodic waves that accompany the fast pulse to the FitzHugh-Nagumo equation are spectrally stable for every with 0 < < and every period L that satis es L > L for some large L that may depend upon a and .
Proof. It has been proved in Jon84, Yan85] that the fast pulse is stable. It therefore su ces to calculate the spectrum of the periodic waves near = 0.
Linearized stability of a wave (u; w) of (6. where F U is evaluated at the fast pulse h( ) = (u; v; w)( ). In the following, we collect various properties of (6.4) and (6.6) that can be found in the literature Jon84, Yan85] .
The spectrum of the linearization of (6.4) about the equilibrium U = 0 in the relevant parameter regime is given by three simple eigenvalues ss < 6.3 The PSA equation
As another application, we consider a fourth-order equation that arises when studying propagating pulses in optical bers. It has been proposed in KHKLK94] to utilize periodically spaced phase-sensitive ampli ers to compensate for the attenuation of pulses inherent in such bers. Each such ampli er exhibits an associated reference phase. The part of the signal in phase with this reference phase is ampli ed, while the out-of-phase component is attenuated; see again KHKLK94] for the details. In the last reference, it has also been shown that the dynamics of the in-phase component U of the pulse amplitude under the in uence of phase-sensitive ampli ers is governed by the fourth-order equation Note that the PSA equation exhibits multi-bump pulses for ?`> 0 that resemble equally spaced concatenated copies of the primary pulse Q. These multi-bump pulses are unstable; see SAJ97]. One would expect that the periodic waves that accompany the pulse Q would then also be unstable. Note, however, that Theorem 6.2 is only valid for su ciently large periods L. The multi-bump pulses that bifurcate at ?`= 0 have distances at ?`> 0 that are smaller than L . Hence, we expect that the periodic waves destabilize once their period gets too small.
Proof. We write (6.7) as @U @t + (U) = 0: The linearization about a wave U is then given by L(U) = U (U). Note, however, that the wave U is stable if, and only if, the spectrum of L(U) is in the right half-plane.
The steady-state equation (U) = 0 associated with (6.7) is a fourth-order ODE that can be written in the form u 0 = f(u); Let h = (Q; Q x ; Q xx ; Q xxx ) be the homoclinic orbit of (6.8) that corresponds to the pulse Q of (6.7). Equation (6.8) admits a reversibility operator R. It has been proved in AGJS97, SAJ97] that (6.8) and the pulse h(x) satisfy the Hypotheses (R1) and (R2). For ?`> 0, Therefore, (R3) is met, and we conclude from Theorem 5.5 that the circle of eigenvalues to the periodic waves that accompany the pulse h is contained in the right half-plane. In this context, that means that the periodic waves are stable; see above.
Discussion
We have presented a reduction method that allows us to explore the stability and instability mechanisms of long-wavelength periodic patterns in a systematic fashion. The reduction results in a bifurcation equation for the eigenvalue and the spatial Floquet exponent i ; in addition, we have derived the leading-order terms of the bifurcation equation. Utilizing these results, the critical spectrum of long-wavelength periodic waves can be calculated under quite minimal assumptions on the underlying PDE. Our main conclusions regarding the spectral stability of spatially periodic patterns that accompany a stable pulse can be summarized as follows. In general, the precise location of the critical spectrum near zero depends crucially on the decay properties of the tails of the pulse. If the tails decay in an oscillatory fashion, then locking occurs: The periodic patterns that exist for su ciently large periods 2L stabilize and destabilize alternatingly with increasing period 2L. This process of critical spectrum crossing the imaginary axis forth and back occurs periodically in 2L, and its frequency is given by the frequency of the oscillations in the tails of the pulse. If, on the other hand, the tails of the pulse decay monotonically, then the periodic patterns are either all stable or else all unstable regardless of their period 2L. Which of these two cases occurs depends on the sign of a certain coe cient in the expansion of the bifurcation equation. This coe cient can be calculated using spectral information for the primary pulse (for instance, from the Evans function associated with the pulse) and a geometric quantity that describes whether a certain bundle about the homoclinic orbit of the steady-state ODE is orientable or not. An interesting aspect of the results in Section 5 is that, in every case considered there, spectral stability of a periodic pattern with period 2L on the real line is equivalent to spectral stability of the same pattern considered on an interval of length 4L, that is twice the period, with periodic boundary conditions. Indeed, in any of the cases studied in Section 5, the Floquet exponent with = decides upon stability. The resulting eigenfunction is periodic with period 4L and is therefore visible once the underlying PDE is considered on an interval of length 4L with periodic boundary conditions. In the remaining part of this section, we shall explain a number of generalizations of our results and comment on some open problems.
Elliptic PDEs on cylinders with one unbounded direction
Consider the parabolic equation u t = u xx + u + f(u); (x; y) 2 R (7.1) on an unbounded cylinder R , where 2 R n is bounded and has a smooth boundary, and is the Laplace operator in the y-variable. We impose appropriate boundary conditions such as Neumann or Dirichlet conditions on @ , and assume that f is analytic. In a moving frame, travelling waves to (7.1) satisfy the elliptic problem u + u + cu + f(u) = 0; ( ; y) 2 R : (7.2) Suppose that (7.2) exhibits a pulse solution h( ; y). In LPSS98, Corollary 4], we demonstrated that, under appropriate assumptions, the pulse h is again accompanied by periodic wave trains of (7.2). Their spectral stability properties with respect to (7.1) are then determined by Theorem 2.2. Indeed, as emphasized in Remark 3.1, we utilized only exponential dichotomies for the proof of our results. In PSS97], we had demonstrated that elliptic problems such as (7.2) admit exponential dichotomies. We refer to SS99] for more details.
Modulated pulses
We were motivated to investigate the stability of periodic wave trains when we studied Hopf bifurcations of pulses in reaction-di usion systems U t = U xx + cU x + F(U; ); x 2 R: (7.3)
Suppose that h(x) is a pulse to (7.3) that experiences a super-critical Hopf bifurcation at = 0. Thus, for > 0, there exists a time-periodic modulated pulse h(x; t) to (7.3), possibly for a slightly di erent wave speed c. In particular, there is a T > 0 such that h(x; t + T) = h(x; t) for all t. Since we assumed that the Hopf bifurcation is super-critical, the solution h(x; t) is stable with respect to (7.3). Note that the pulse h(x) is accompanied by 2L-periodic wave trains p L (x) that satisfy p L (x+L) = p L (x) for all L. It is then natural to expect that the modulated pulses h(x; t) that bifurcate at the Hopf -bifurcation point are accompanied by modulated periodic waves p L (x; t) that satisfy p L (x + L; t) = p L (x; t) = p L (x; t + T) for all (x; t) with a suitably chosen c = c(L). Here, T is close to the Hopf period of the pulse, while L > L for some su ciently large L . Given that these modulated periodic waves exist, one would then like to investigate their stability. The existence and stability analysis of these waves is carried out in SS99] utilizing the results presented here. Note that such an analysis requires the investigation of the time-T map of (7.3) about a solution p L (x; t) that is periodic in space and time with periods L and T, respectively. It turns out, however, that, from a technical viewpoint, the spectral analysis of the time-T map associated with a modulated wave is quite similar to the spectral analysis for pulses in cylinders; we refer to the previous section and to SS99] for more details.
Homoclinic bifurcations and N-periodic waves
As pointed out in the introduction, our results demonstrate that periodic waves with large period typically destabilize at homoclinic bifurcation points. This is illustrated by Theorem 5.3: The periodic waves p L (x) that accompany a pulse h(x) to a saddle-focus destabilize and stabilize periodically in L. It is known that these periodic solutions undergo many saddle-node and period-doubling bifurcations as L increases. These are induced by the horseshoes that accompany the pulse.
At certain homoclinic bifurcation points, N-pulses are created that resemble many concatenated copies of the primary pulse h(x). Denote the distances between consecutive copies of h(x) that appear in the multi-bump orbit by 2L j . These multi-bump pulses are then also accompanied by periodic waves. Their spectrum is much harder to calculate since every N-pulse has N eigenvalues near zero instead of one simple eigenvalue at zero. In San98a], a method had been presented that can be used to calculate these critical eigenvalues near an N-pulse. Augmented with the results in this article, it is possible to compute the spectrum of the N-periodic waves that bifurcate near a homoclinic bifurcation point by combining and adapting the results given in San98a] and here appropriately. Note that the spectrum about a periodic pattern that accompanies, for instance, a 2-pulse is expected to behave in a quite peculiar way. Typically, such periodic waves can be parametrized by two distances L 1 and L 2 . As the periodic wave approaches the 2-pulse, one of these numbers, say L 2 , approaches in nity. On the other hand, as L 2 approaches L 1 , the periodic wave disappears in a period-doubling bifurcation. We observe that, in the limit L 2 ! 1, the critical spectrum of the periodic wave consists of two circles that are attached to the two critical discrete eigenvalues of the 2-pulse. In the limit L 2 ! L 1 , however, we recover the spectrum of the long-wavelength periodic wave that accompanies the primary pulse; see, for instance, Gar93]. Thus, while L 2 varies between L 1 and 1, the aforementioned two critical circles somehow have to merge.
Generalizations and open problems
It is possible to calculate the algebraic multiplicity of an eigenvalue associated with a periodic wave train. In fact, the algebraic multiplicity is equal to the multiplicity of as a zero of the function E( ; ). This is a consequence of the results in Gar93] and San98a, Lemma 4.2]. In Section 2, we had assumed that the geometric and the algebraic multiplicity of the eigenvalue = 0 of the pulse are equal. We emphasize that it is possible, and in fact not di cult, to extend our results to the case where the algebraic multiplicity is larger than the geometric multiplicity.
Localized patterns of a parabolic equation u t = u + f(u); x 2 R n are still accompanied by a family of long-wavelength periodic patterns LPSS98]. Periodicity, however, can be imposed successively in any of the n spatial directions. If the primary pattern is not rotationally symmetric, the stability of the accompanying periodic patterns might depend on the direction of periodicity. A detailed investigation of possible phenomena would be interesting and seems to be feasible. Note that Floquet theory is well developed for elliptic problems on R n that are periodic on a lattice. The relevant results make use of the so-called Bloch decomposition of L 2 (R n ); see Kuc93, Mie96, Mie97] . Another aspect of the stability problem is the relation between linear and nonlinear stability. In dissipative equations, linear stability of a pulse implies nonlinear stability with exponential rate and asymptotic phase. Nonlinear stability of periodic patterns, however, is a much more delicate question. Stability with respect to localized perturbations that exclude phase shifts has recently been established in a fairly general setting using renormalization group theory EWW, Sch96]. The convergence towards the periodic pattern is much slower: Perturbations typically decay like t ?1=2 instead of exponentially. It is an interesting issue that, in the limit of in nite wavelength, this di usive aspect of nonlinear stability seems to become less important and we expect that the exponential decay associated with the pulse takes over as the wavelength approaches in nity even though, for any nite wavelength, the approach should be polynomial. Finally, we remark that our results as well as those of Gardner apply only near isolated eigenvalues with nite multiplicity in the spectrum of the homoclinic orbit. The spectrum of the linearization about a pulse contains also essential spectrum. It is an interesting and important problem to determine the fate of the essential spectrum under truncation to periodic (or other) boundary conditions. The main di culty is that, near points in the essential spectrum, the exponential decay properties that we used are no longer available. Still, we believe that it should be possible to adapt our approach so that it can be used to calculate the spectrum of periodic wave trains with large periods near the essential spectrum of the underlying pulse.
