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Abstract
This investigation is a part of a research program aiming to characterize the extreme
behavior possible in hydrodynamic models by analyzing the maximum growth of certain
fundamental quantities. We consider here the rate of growth of the classical and fractional
enstrophy in the fractional Burgers equation in the subcritical and supercritical regimes.
Since solutions to this equation exhibit, respectively, globally well-posed behavior and
finite-time blow-up in these two regimes, this makes it a useful model to study the maxi-
mum instantaneous growth of enstrophy possible in these two distinct situations. First, we
obtain estimates on the rates of growth and then show that these estimates are sharp up
to numerical prefactors. This is done by numerically solving suitably defined constrained
maximization problems and then demonstrating that for different values of the fractional
dissipation exponent the obtained maximizers saturate the upper bounds in the estimates
as the enstrophy increases. We conclude that the power-law dependence of the enstrophy
rate of growth on the fractional dissipation exponent has the same global form in the sub-
critical, critical and parts of the supercritical regime. This indicates that the maximum
enstrophy rate of growth changes smoothly as global well-posedness is lost when the frac-
tional dissipation exponent attains supercritical values. In addition, nontrivial behavior is
revealed for the maximum rate of growth of the fractional enstrophy obtained for small
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values of the fractional dissipation exponents. We also characterize the structure of the
maximizers in different cases.
Keywords: Fractional Burgers equation; extreme behavior; enstrophy growth; numerical
optimization; gradient methods
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1 Introduction
One of the key questions studied in the mathematical analysis of evolutionary partial differential
equations (PDEs) is the existence of solutions, both locally and globally in time. The motivation
is that, in order to justify the application of different PDEs as models of natural phenomena,
these equations must be guaranteed to possess meaningful solutions for physically relevant data.
In addition, characterization of the extreme behavior which can be exhibited by the solutions
of different PDEs is also relevant for our understanding of the worst-case scenarios which can
be realized in the actual physical systems these PDEs describe. These two types of questions
can be investigated by studying the time evolution of suitable Sobolev norms of the solutions.
In particular, should a given Sobolev norm of the solution become unbounded at a certain time
due to a spontaneous formation of a singularity, this will signal that the solution is no longer
defined in that Sobolev space; this loss of regularity is referred to as “blow-up”.
An example of an evolutionary PDE model with widespread applications whose global-in-
time existence remains an open problem is the three-dimensional (3D) Navier-Stokes system
describing the motion of viscous incompressible fluids. Questions of existence of solutions to
this system are usually studied for problems defined on unbounded or periodic domains Ω, i.e.,
Ω = Rd or Ω = Sd, where d = 2, 3. Unlike the two-dimensional (2D) problem where smooth
solutions are known to exist globally in time [1], in 3D existence of such solutions has been
established for short times only [2]. Establishing global existence of smooth solutions in 3D is
one of the key open questions in mathematical fluid mechanics and, in fact, its importance for
mathematics in general has been recognized by the Clay Mathematics Institute as one of its
“millennium problems” [3]. Suitable weak solutions were shown to exist in 3D for arbitrarily
long times [4], however, such solutions may not be regular in addition to being nonunique.
2
3Similar questions also remain open for the 3D Euler equation [5]. While many angles of attack
on this problem have been pursued in mathematical analysis, one research direction which
has received a lot of attention focuses on the evolution of the enstrophy E(u) which for an
incompressible velocity field u(t, ·) : Ω → Rd at a given time t is defined as E(u(t)) :=
(1/2)
∫
Ω
|∇ × u(t,x)|2 dΩ = (1/2)‖∇u(t, ·)‖2L2(Ω), where “:=” means “equals to by definition”,
i.e., it is proportional to the square of the L2 norm of the vorticity ∇×u. The reason why this
quantity is interesting in the context of the 3D Navier-Stokes equation is due to a conditional
regularity result proved by Foias and Temam [6] who showed that the solution remains smooth
(i.e., stays in a suitable Gevrey regularity class) as long as the enstrophy remains bounded, i.e.,
for all t such that E(u(t)) <∞. In other words, a loss of regularity must be manifested by the
enstrophy becoming infinite. While there exist many different conditional regularity results, this
one is particularly useful from the computational point of view as it involves an easy to evaluate
quadratic quantity. Analogous conditional regularity results, although involving other norms of
vorticity, were also derived for the 3D Euler equation (e.g., the celebrated Beale-Kato-Majda
(BKM) criterion [7]).
In order to assess whether or not the enstrophy can blow up in finite time one needs to study
its instantaneous rate of growth dE/dt which can be estimated as [2]
dE
dt
< C E3, (1)
for some C > 0 (hereafter C will denote a generic positive constant whose actual value may
vary between different estimates). It was shown in [8, 9], see also [10], that this estimate is
in fact sharp, in the sense that, for each given enstrophy E¯ > 0 there exists an incompressible
velocity field u˜E¯ with E(u˜E¯) = E¯ , such that dE(u˜E¯)/dt ∼ E¯3 as E¯ → +∞. The fields u˜E¯ were
found by numerically solving a family of variational maximization problems for different values
of E¯ (details of this approach will be discussed further below). However, the corresponding
finite-time estimate obtained by integrating (1) in time takes the form
E(u(t)) ≤ E¯√
1− C
2
E¯2 t
, t ≥ 0, (2)
and it is clear that based on this estimate alone it is not possible to ensure a prior boundedness
of enstrophy in time. Thus, the question of finite-time blow-up may be recast in terms of
4whether or not it is possible to find initial data u0 such that the corresponding flow evolution
saturates the right-hand side of (2). We emphasize that for this to happen the rate of growth
of enstrophy given in (1) would need to be sustained over a finite window of time, rather than
just instantaneously, a behavior which has not been observed so far [10] (in fact, a singularity
may arise in finite time even with enstrophy growth occurring at a slower sustained rate of
dE/dt ∼ Eγ where γ > 2 [10]).
The question of the maximum enstrophy growth has been tackled in computational studies,
usually using initial data chosen in an ad-hoc manner, producing no evidence of a finite-time
blow-up in the 3D Navier-Stokes system [11, 12, 13, 14, 15]. However, for the 3D Euler system
the situation is different and the latest computations reported in [16, 17] indicate the possibility
of a finite-time blow-up. A new direction in the computational studies of extreme behavior
in fluid flow models relies on the use of variational optimization approaches to systematically
search for the most singular initial data. This research program, initiated in [8, 9], aims to
probe the sharpness, or realizability, of certain fundamental estimates analogous to (1) and (2)
and defined for various hydrodynamic models such as the one-dimensional (1D) viscous Burgers
equation and the 2D/3D Navier-Stokes system. Since the 1D viscous Burgers equation and the
2D Navier-Stokes system are both known to be globally well-posed in the classical sense [1],
there is no question about the finite-time blow-up in these problems. However, the relevant
estimates for the growth of certain Sobolev norms, both instantaneously and in finite time, are
obtained using very similar functional-analysis tools as estimates (1) and (2), hence the question
of their sharpness is quite pertinent as it may offer valuable insights about estimates (1)–(2).
An estimate such as (1) (or (2)) is declared “sharp”, if for increasing values of E (or E¯) the
quantity on the left-hand side (LHS) exhibits the same power-law dependence on E (or E¯) as
the upper bound on the right-hand side (RHS). What makes the fractional Burgers equation
interesting in this context is that it is a simple model which exhibits either a globally well-posed
behavior or finite-time blow-up depending on the value of the fractional dissipation exponent.
Therefore, it offers a convenient testbed for studying properties of estimates applicable in these
distinct regimes.
Assuming the domain I := (0, 1) to be periodic, we write the 1D fractional Burgers equation
5as
ut + uux + ν (−∆)αu = 0, t > 0, x ∈ I, (3a)
Periodic Boundary Conditions, t > 0, (3b)
u(0, x) = u0(x), x ∈ I (3c)
for some viscosity coefficient ν > 0 and with (−∆)α denoting the fractional Laplacian which
for sufficiently regular functions v defined on a periodic domain and α ≥ 0 is defined via the
relation
F [(−∆)αv] (ξ) = (2pi|ξ|)2αF [v](ξ), (4)
where F [·](ξ) represents the Fourier transform. We remark that in the special cases of α = 0
and α = 1 the fractional Laplacian reduces to, respectively, the identity operator and the
(negative) classical Laplacian. Is is interesting to note that in addition to
∫ 1
0
u dx the quantity∫ 1
0
(−∆)(1−α)u dx is also conserved during evolution governed by system (3). Furthermore, in
the periodic setting,
∫ 1
0
u dx = 0 also implies that
∫ 1
0
(−∆)(1−α)u dx = 0. We now define the
associated
(classical) enstrophy: E(u) := 1
2
∫ 1
0
|ux|2 dx, and (5a)
fractional enstrophy: Eα(u) := 1
2
∫ 1
0
∣∣∣(−∆)α2 u∣∣∣2 dx. (5b)
It should be noted that E(u) and Eα(u) become equivalent when α = 1, which is a consequence
of the relation ∫ 1
0
(−∆) 12u · (−∆) 12u dx =
∫ 1
0
u · (−∆)1u dx =
∫ 1
0
ux · ux dx (6)
following from the properties of the fractional Laplacian (4).
Evidently, when α = 1, system (3) reduces to the classical Burgers equation for which a
number of relevant results have already been obtained in the seminal studies [8, 9]. It was
shown in these investigations that the rate of growth of the classical enstrophy E(u) is subject
to the following bound
dE
dt
≤ 3
2
(
1
pi2ν
) 1
3
E 53 . (7)
6By considering a family of variational optimization problems
max
u∈H2(I)
dE(u)
dt
subject to E(u) = E¯
, (8)
parameterized by E¯ > 0, in which Hs(I), s ∈ R, is the Sobolev space of functions defined on the
periodic interval I and possessing square-integrable derivatives of up to (fractional) order s [18],
it was then demonstrated that estimate (7) is in fact sharp. Remarkably, the authors in [8, 9] were
able to solve problem (8) analytically in closed form (although the structure of the maximizers
is quite complicated and involves special functions). When using the instantaneously optimal
initial states u˜E¯ obtained for different values of E¯ as the initial data u0 for Burgers system (3)
with α = 1, the maximum enstrophy growth maxt≥0 E(u(t)) − E¯ achieved during the resulting
flow evolution was proportional to E¯ . The question about the maximum enstrophy growth
achievable in finite time was investigated in [19] where the following estimate was obtained
max
t>0
E(u(t)) ≤
[
E¯ 13 + 1
16
(
1
pi2ν
) 4
3
E¯
]3
E¯→∞−→ 1
4096
(
1
pi2ν
)4
E¯3. (9)
To probe its sharpness, a family of variational optimization problems
max
φ∈H1(I)
[E(u(T ))− E¯]
subject to E(φ) = E¯
, (10)
where φ is the initial data for the Burgers system, i.e., u0 = φ in (3c), was solved numerically
for a broad range of initial enstrophy values E¯ and lengths T of the time window. It was found
that the maximum finite-time enstrophy growth maxT>0 maxφ E(u(T )) − E¯ scales as E¯3/2 and
these observations were later rigorously justified by Pelinovsky in [20] using the Laplace method
combined with the Cole-Hopf transformation. In a related study [21], a dynamical-systems
approach was used to reveal a self-similar structure of the maximizing solution in the limit of
large enstrophy. This asymptotic solution was shown to have the form of a viscous shock wave
superimposed on a linear rarefaction wave. In that study similar maximizing solutions were also
constructed on the entire real line. The observed dependence of the maximum finite-time growth
of enstrophy maxT>0 maxφ E(u(T )) − E¯ on E¯ is thus significantly weaker than the maximum
growth stipulated by estimate (9) in the limit E¯ → ∞, demonstrating that this estimate is not
sharp and may be improved (which remains an open problem). The question how the maximum
7finite-time growth of enstrophy in the Burgers system may be affected by additive stochastic
noise was addressed in [22]. Using an approach based on Monte-Carlo sampling, it was shown
that the stochastic excitation does not decrease the extreme enstrophy growth, defined in a
suitable probabilistic setting, as compared to what is observed in the deterministic case.
The question of the extreme behavior in 2D Navier-Stokes flows was addressed in [23, 24].
Since on 2D unbounded and doubly-periodic domains the enstrophy may not increase, the rele-
vant quantity in this setting is the palinstrophy defined as the L2 norm of the vorticity gradient.
In [23] it was shown, again by numerically solving suitably defined variational maximization
problems, that the available bounds on the rate of growth of palinstrophy are sharp and that,
somewhat surprisingly, the corresponding maximizing vorticity fields give rise to flow evolutions
which also saturate the estimates for the palinstrophy growth in finite time. Thus, paradox-
ically, as far as the sharpness of the finite-time estimates is concerned, the situation in 2D is
more satisfactory than in 1D.
The goal of the present investigation is to advance the research program outlined above by
considering the extreme behavior possible in the fractional Burgers system (3) when α ∈ [0, 1].
The reason why this problem is interesting from the point of view of this research program
is that, as discussed in [25, 26, 27], the fractional Burgers system is globally well-posed when
α ≥ 1/2 and exhibits a finite-time blow-up in the supercritical regime when α < 1/2 (it was
initially demonstrated in [26] that the blow-up occurs in the Sobolev space Hs(I), s > 3/2−2α,
and this results was later refined in [27] where it was shown that under certain conditions
on the initial data the blow-up occurs in W 1,∞(I) for all α < 1/2; eventual regularization of
solutions after blow-up was discussed in [28]). Thus, the behavior changes fundamentally when
the fractional dissipation exponent α is reduced below 1/2 (this aspect was also illustrated in
[29]). Furthermore, there is also a certain similarity with the 3D Navier-Stokes system which is
known to be globally well-posed in the classical sense in the presence of fractional dissipation
with α ≥ 5/4 [30]. Our specific objectives are therefore twofold:
• first, we will obtain upper bounds on the rate of growth of enstrophy generalizing estimate
(7) to the fractional dissipation case with α ∈ [0, 1] in (3); this will be done separately for
both the classical and fractional enstrophy, cf. (5a) and (5b), and
• secondly, we will probe the sharpness, in the sense defined above, of these new estimates by
8numerically solving corresponding variational maximization problems; in this latter step
we will also provide insights about the structure of the optimal states saturating different
bounds.
Based on this, we will conclude how the maximum instantaneous growth of enstrophy changes
between the regimes with globally well-posed behavior and with finite-time blow-up.
The structure of the paper is as follows: in the next section we derive upper bounds on the
rate of growth of the classical and fractional enstrophy as functions of the fractional dissipation
exponent α, then in Section 3 we provide details of the computational approach designed to
probe the sharpness of these bounds, whereas in Section 4 we present numerical results obtained
for the two cases; discussion and final conclusions are deferred to Section 5.
2 Upper Bounds on the Rate of Growth of the Classical
and Fractional Enstrophy
In this section we first use system (3) to obtain expressions for the rate of growth of the classical
and fractional enstrophy (5a) and (5b) in terms of the state variable u. Next, we derive estimates
on these rates of growth in terms of the instantaneous enstrophy values E and Eα. These results
are stated in the form of theorems in two subsections below.
In order to obtain an expression for the growth rate dE/dt of the classical enstrophy (5a),
we multiply the fractional Burgers equation (3a) by (−uxx), integrate the resulting relation over
the periodic interval I and then perform integration by parts to obtain
dE
dt
=
1
2
d
dt
∫ 1
0
|ux|2 dx
=
∫ 1
0
uxxuux dx+ ν
∫ 1
0
uxx(−∆)αu dx
= −1
2
∫ 1
0
u3x dx− ν
∫ 1
0
[
(−∆)α2 ux
]2
dx
=: RE(u) .
(11)
Analogously, in order to obtain an expression for the growth rate dEα/dt of the fractional
enstrophy (5b), we multiply the fractional Burgers equation (3a) by (−∆)αu and after performing
9similar steps as above we obtain
dEα
dt
=
1
2
d
dt
∫ 1
0
∣∣∣(−∆)α2 u∣∣∣2 dx
= −
∫ 1
0
(−∆)αu · uux dx− ν
∫ 1
0
[(−∆)αu]2 dx
=: REα(u) .
(12)
2.1 Estimate of dE/dt
We begin by estimating the cubic integral in (11) which is addressed by
Lemma 2.1. For α ∈ (1
6
, 1] and a sufficiently smooth function u defined on the periodic interval
I, we have
‖u‖3L3(I) ≤ C1 ‖u‖
3− 1
2α
L2(I) ‖(−∆)
α
2 u‖
1
2α
L2(I) (13)
with some constant C1 depending on α.
Proof. In [8, 9] the following estimate was established
‖u‖3L3(I) ≤
2√
pi
‖u‖
5
2
L2(I) ‖ux‖
1
2
L2(I), (14)
from which it follows, upon noting that ‖ux‖L2(I) = ‖(−∆)
1
2u‖L2(I), that inequality (13) holds
when α = 1.
Since u is defined on the periodic interval, it has a discrete Fourier series representation
u(x) =
∑
k
ûk e
2piikx , (15)
where k ∈ N is the wavenumber and ûk the corresponding Fourier coefficient. In the case when
α > 1/2, we split the sum (15) at k = κ, so that
|u(x)| =
∣∣∣∣∣∑
k
ûke
2piikx
∣∣∣∣∣
≤
∑
|k|≤κ
|ûk|+
∑
|k|>κ
|ûk|
=
∑
|k|≤κ
1 · |ûk|+
∑
|k|>κ
(2pi|k|)−α(2pi|k|)α|ûk|
≤
√∑
|k|≤κ
12
∑
|k|≤κ
|ûk|2 +
√∑
|k|>κ
(2pi|k|)−2α
∑
|k|>κ
(2pi|k|)2α|ûk|2
≤ (2κ) 12‖u‖L2 +
(
2
2α− 1
) 1
2
(2pi)−ακ
−2α+1
2 ‖(−∆)α2 u‖L2 ,
(16)
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where κ is a parameter to be determined, and the Plancherel theorem, Cauchy-Schwarz inequal-
ity as well as the inequality∑
|k|>κ
(2pi|k|)−2α ≤ 2 (2pi)−2α
∫ ∞
κ
x−2α dx =
2 (2pi)−2α
2α− 1 κ
−2α+1, α >
1
2
were used to obtain the last inequality in (16). The upper bound in (16) is minimized by
choosing κ = (2α− 1) 12α‖(−∆)α2 u‖
1
α
L2/
(
2pi‖u‖
1
α
L2
)
which produces
‖u‖L∞(I) ≤ C ‖u‖
1− 1
2α
L2(I) ‖(−∆)
α
2 u‖
1
2α
L2(I), where C =
2α
(2α− 1)1− 14α√pi
.
Then, we finally obtain
‖u‖3L3(I) ≤ ‖u‖L∞(I)
∫ 1
0
u2 dx ≤ C ‖u‖3−
1
2α
L2(I) ‖(−∆)
α
2 u‖
1
2α
L2(I),
which proves that inequality (13) holds for 1/2 < α < 1.
When α = 1/2, we have for an arbitrary x0 ∈ I
u2(x0) ≤ 2
∫ x0
0
u(x)u′(x)dx
≤ 2
∫ 1
0
∑
k, j
2pi|k| ûk ûj e2pii(k−j)x dx
≤ 4pi
∑
k
|k||ûk|2
= 2‖(−∆) 14u‖2L2(I) ,
(17)
where the last equality is obtained by the Plancherel theorem. It then follows that the upper
bound on u is given by
‖u‖L∞(I) ≤
√
2 ‖(−∆) 14u‖L2(I)
and we have
‖u‖3L3(I) ≤ ‖u‖L∞(I)
∫ 1
0
u2 dx ≤
√
2 ‖u‖2L2(I) ‖(−∆)
α
2 u‖L2(I) .
When 1/6 < α < 1/2, the fractional Gagliardo-Nirenberg inequality established in [31] yields
‖u‖3L3(I) ≤ C ‖u‖
3− 1
2α
L2(I) ‖(−∆)
α
2 u‖
1
2α
L2(I), where C =
1√
2pi
[
Γ(1−α
2
)
Γ(1+α
2
)
] 1
2α
.
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We note that this fractional Gagliardo-Nirenberg inequality was originally obtained in [31] for
an unbounded domain Rd with some 0 < d ∈ N and here we restrict it to the periodic interval
I. As a result, the constant C may not be optimal.
The lemma is thus proved.
We remark that when I = R the generalized Gagliardo-Nirenberg inequality from [32, 33]
can be applied to deduce the same inequality as in Lemma 2.1, but without an explicit expression
for the prefactor. We are now in the position to state
Theorem 2.1. For α ∈ (1
4
, 1] the rate of growth of enstrophy is subject to the bound
dE
dt
≤ σ1 Eγ1 , where γ1 = 6α− 1
4α− 1 and
σ1 =

4α− 1
(2α− 1)2 2α+14α−1ν 14α−1pi 2α4α−1
, for
1
2
< α ≤ 1 ,
1
2ν
, for α =
1
2
,
4α− 1
2
8α+1
4α−1pi
2α
4α−1α
4α
4α−1ν
1
4α−1
[
Γ(1−α
2
)
Γ(1+α
2
)
] 2
4α−1
, for
1
4
< α <
1
2
.
(18)
Proof. Applying inequality (13) to estimate the cubic integral (11), we have
dE
dt
≤ C1
2
‖ux‖3−
1
2α
L2(I) ‖(−∆)
α
2 ux‖
1
2α
L2(I) − ν ‖(−∆)
α
2 ux‖2L2(I) , (19)
where C1 is defined in (13). Then, Young’s inequality is used to estimate the first term on the
RHS of (19) such that the second term is eliminated (we refer the reader to [8, 9] for details of
this step which is analogous to the case with α = 1). We note that this last step is valid only
when α > 1/4 and we finally obtain
dE
dt
≤ (4α− 1)
(8α)
4α
4α−1ν
1
4α−1
C
4α
4α−1
1 ‖ux‖
2(6α−1)
4α−1
L2(I) , α > 1/4
which is equivalent to (18). The theorem is thus proved.
As regards the range of applicability of estimate (18), we note that limα→(1/4)+ γ1(α) = ∞, so
1/4 represents a natural lower bound on α, cf. Figure 1(b).
2.2 Estimate of dEα/dt
As above, we begin by estimating the cubic integral in (12) which is addressed by
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Lemma 2.2. For α ∈ (3
4
, 1] and a sufficiently smooth function u defined on the periodic interval
I we have ∣∣∣∣∫ 1
0
(−∆)αu · uux dx
∣∣∣∣ ≤ Cα ‖(−∆)α2 u‖ 8α−32αL2(I) ‖(−∆)αu‖ 3−2α2αL2(I) (20)
with some constant Cα depending on α.
Proof. Based on the discrete Fourier series representation (4) of u, we have
|ux(x)| =
∣∣∣∣∣∑
k
(2piik)ûke
2piikx
∣∣∣∣∣
≤
∑
|k|≤κ
2pi|k||ûk|+
∑
|k|>κ
2pi|k||ûk|
=
∑
|k|≤κ
(2pi|k|)1−α(2pi|k|)α|ûk|+
∑
|k|>κ
(2pi|k|)1−2α(2pi|k|)2α|ûk|
≤
√∑
|k|≤κ
(2pi|k|)2−2α
∑
|k|≤κ
(2pi|k|)2α|ûk|2+
√∑
|k|>κ
(2pi|k|)2−4α
∑
|k|>κ
(2pi|k|)4α|ûk|2
≤
√
2(2pi)1−ακ
3
2
−α‖(−∆)α2 u‖L2(I) +
√
2
4α− 3(2pi)
1−2ακ
3
2
−2α‖(−∆)αu‖L2(I) ,
(21)
where κ is a splitting parameter to be determined, and the Plancherel theorem, Cauchy-Schwarz
inequality and as well as inequalities∑
|k|≤κ
(2pi|k|)2−2α ≤ 2κ(2piκ)2−2α = 2(2pi)2−2ακ3−2α , (22a)
∑
|k|>κ
(2pi|k|)2−4α ≤ 2(2pi)2−4α
∫ ∞
κ
x2−4αdx =
2(2pi)2−4α
4α− 3 κ
3−4α, α >
3
4
(22b)
were applied to obtain the last inequality in (21). The upper bound in (21) is minimized by
choosing κ = (4α− 3) 12α‖(−∆)αu‖
1
α
L2(I)/
(
2pi(3− 2α) 1α‖(−∆)α2 u‖
1
α
L2(I)
)
which yields
‖ux‖L∞(I) ≤ Cα ‖(−∆)
α
2 u‖
4α−3
2α
L2(I) ‖(−∆)αu‖
3−2α
2α
L2(I), where
Cα =
2α
√
pi(4α− 3) 6α−34α (3− 2α) 3−2α2α
.
(23)
We then finally obtain∣∣∣∣∫ 1
0
(−∆)αu · uux dx
∣∣∣∣ ≤ ‖ux‖L∞(I) ∣∣∣∣∫ 1
0
∣∣∣(−∆)α2 u∣∣∣2dx∣∣∣∣
≤ Cα‖(−∆)
α
2 u‖
8α−3
2α
L2(I) ‖(−∆)αu‖
3−2α
2α
L2(I),
13
which proves the lemma.
We are now in the position to state
Theorem 2.2. For α ∈ (3
4
, 1] the rate of growth of fractional enstrophy is subject to the bound
dEα
dt
≤ σα Eγαα , where γα =
8α− 3
6α− 3 and
σα =
2
4α−3
6α−3 (6α− 3)
pi
2α
6α−3ν
3−2α
6α−3 (3− 2α) 3−2α6α−3 (4α− 3)
.
(24)
Proof. Applying inequality (20) to estimate the cubic integral in (12), we have
dEα
dt
≤ Cα ‖(−∆)
α
2 u‖
8α−3
2α
L2(I) ‖(−∆)αu‖
3−2α
2α
L2(I) − ν‖(−∆)αu‖2L2(I) , (25)
where Cα is defined in (23). Then, Young’s inequality is used to estimate the first term on the
RHS of (25) such that the second term is eliminated and we finally obtain (24). The theorem
is thus proved.
As regards the somewhat narrow range of applicability of estimate (24), we remark that it is
a consequence of the limitations of the “spectral splitting” approach used to bound |ux(x)| in
(21), cf. inequality (22b).
2.3 Relation Between New Estimates (18) and (24) and Classical Es-
timate (7)
In estimates (18) and (24), assuming the viscosity coefficient ν is fixed, the exponents and
prefactors are functions of the fractional dissipation order α, i.e., γ1 = γ1(α), σ1 = σ1(α),
γα = γα(α) and σα = σα(α). Their dependence on α ∈ (1/4, 1] and α ∈ (3/4, 1], which are
the respective ranges of the fractional dissipation orders for which the estimates (18) and (24)
are valid, is shown in Figure 1. It is clear that γ1(α), γα(α) → 5/3 as α → 1, indicating
that our upper bounds (18) and (24) are consistent with the original estimate (7) obtained in
[8, 9]. Analogous property holds for the prefactor σ1(α), but not for σα(α). Sharpness of these
estimates will be assessed in Sections 4.1 and 4.2.
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Figure 1: Constant prefactors σ1, σα (a) and exponents γ1, γα (b) of upper bounds (18) (black
solid lines) and (24) (red dashed lines) as functions of the fractional dissipation exponent α.
The vertical dashed lines correspond to α = 1/4 and 3/4, whereas the horizontal dashed lines
represent the prefactors and exponents from estimate (7) corresponding to α = 1 [8, 9]. The
viscosity coefficient is ν = 0.01.
3 Methodology for Probing Sharpness of Estimates (18)
and (24)
In this section we discuss the approach which will allow us to verify whether or not the upper
bounds (18) and (24) on the rate of growth of the classical and fractional enstrophy are sharp.
An estimate of the type (18) or (24) is considered “sharp” when the upper bound on its right-
hand side can be realized by certain fields u with prescribed (classical or fractional) enstrophy. In
other words, in regard to estimate (18), if we can find a family of fields u˜E¯ such that E(u˜E¯) = E¯
and RE(u˜E¯) → σ1 E¯γ1 when E¯ → ∞, then this estimate is declared sharp (analogously for
estimate (24)). We note that, given the power-law structure of the upper bounds in (18) and
(24), the question of sharpness may apply independently to both the exponents γ1 and γα as well
as the prefactors σ1 and σα (with the caveat that if the exponent is not sharp, then the question
about sharpness of the corresponding prefactor becomes moot). A natural way to systematically
search for fields saturating an estimate is by solving suitable variational maximization problems
[8, 9, 19, 23] and such problems corresponding to estimates (18) and (24) are introduced below.
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3.1 Variational Formulation
For given E¯ > 0 and E¯α > 0 on the RHS in estimates (18) and (24), we define the respective
maximizers as
u˜E¯ = arg max
u∈SE¯
RE(u) ,
SE¯ =
{
u ∈ H1+α(I) : 1
2
∫ 1
0
|ux|2 dx = E¯
}
,
(26)
and
u˜E¯α = arg max
u∈SE¯α
REα(u) ,
SE¯α =

{
u ∈ H2α(I) : 1
2
∫ 1
0
∣∣∣(−∆)α2 u∣∣∣2 dx = E¯α} for α > 1
2
,{
u ∈ H1(I) : 1
2
∫ 1
0
∣∣∣(−∆)α2 u∣∣∣2 dx = E¯α} for α ≤ 1
2
,
(27)
where “arg max” denotes the state realizing the maximum, whereas SE¯ and SE¯α represent the
constraint manifolds. The choice of the Sobolev spaces in the definitions of these manifolds is
dictated by the minimum regularity of u required in order to make the expressions for RE(u)
and REα(u), cf. (11) and (12), well defined. While establishing rigorously the solvability of
optimization problems (26) and (27), especially for large values of E¯ and E¯α, is a difficult task
(which is outside the scope of the present study), the computational results reported in Section 4
indicate that the maxima defined by these problems are indeed attained. A numerical approach
to solution of maximization problems (26) and (27) is presented below.
3.2 Gradient-Based Solution of Problems (26) and (27)
To fix attention, we first focus on the solution of problem (26). For a fixed E¯ , its maximizers can
be computed as u˜E¯ = limn→∞ u(n), where the consecutive approximations u(n) are defined via
the following iterative procedure (in practice, only a finite number of iterations is performed)
u(n+1) = PS
(
u(n) + τn∇H1+αRE(u(n))
)
, n = 1, 2, . . . , (28a)
u(1) = u0 , (28b)
in which u0 is the initial guess chosen such that u0 ∈ SE¯ and
∫ 1
0
u0 dx = 0, ∇H1+αRE(u(n))
is the Sobolev gradient of RE(u) evaluated at the nth iteration with respect to the suitable
Sobolev topology, τn is the corresponding length of the step and PS : H1+α(I) → SE¯ is the
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projection operator ensuring that every iterate u(n) is restricted to the constraint manifold SE¯ .
For simplicity of presentation, in (28a) we used the steepest-ascent approach, however, in practice
one can use a more advanced maximization approach characterized by faster convergence, such
as for example the conjugate gradients method [34]. For the maximization problem (27) the
maximizer u˜E¯α can be computed with an algorithm similar to (28), but involving the constraint
manifold SE¯α , the gradient ∇H
2αREα (or, ∇H1REα) and the projection operator PSα, all of which
are defined below.
As regards evaluation of the gradients ∇H1+αRE and ∇H2αREα (or, ∇H1REα), the starting
point are the Gaˆteaux differentials of the objective functions (11) and (12), defined as
R′E(u; v) := lim
→0
RE(u+ v)−RE(u)

and R′Eα(u; v) := lim→0
REα(u+ v)−REα(u)

which can be evaluated as follows
R′E(u; v) =
∫ 1
0
[3uxuxx + 2ν(−∆)αuxx] v dx , (29a)
R′Eα(u; v) =
∫ 1
0
[
(−∆)αux · u− (−∆)α(u · ux)− 2ν(−∆)2αu
]
v dx , (29b)
where integration by parts has been used to factorize the “direction” v. Next, recognizing that,
for a fixed u and when regarded as functions of the second argument v, the Gaˆteaux differentials
(29a)–(29b) are bounded linear functionals on the given Sobolev spaces, we can invoke the Riesz
theorem [35] to obtain
R′E(u; v) =
〈
∇L2RE(u), v
〉
L2(I)
=
〈
∇H1+αRE(u), v
〉
H1+α(I)
, (30a)
R′Eα(u; v) =
〈
∇L2REα(u), v
〉
L2(I)
=
〈
∇H2αREα(u), v
〉
H2α(I)
, for α >
1
2
, (30b)
=
〈
∇H1REα(u), v
〉
H1(I)
, for α ≤ 1
2
, (30c)
where the Sobolev inner products are defined as
〈u, v〉H1+α(I) :=
∫ 1
0
u v + `21ux vx + `
2+2α
2 (−∆)
α
2 ux · (−∆)
α
2 vx dx , (31a)
〈u, v〉H2α(I) :=
∫ 1
0
u v + `21ux vx + `
4α
2 (−∆)α−
1
2ux · (−∆)α−
1
2vx dx , (31b)
〈u, v〉H1(I) :=
∫ 1
0
u v + `11uxvx dx (31c)
17
in which `1 and `2 are constants with the dimension of a length-scale (the significance of the
choice of these constants will be discussed below). In order to characterize the Sobolev gradients
defined in the spaces H1+α(I), H2α(I) and H1(I), cf. (26)–(27), we first derive expressions for
the L2 gradients from (29a)–(29b)
∇L2RE(u) = 3uxuxx + 2ν(−∆)αuxx , (32a)
∇L2REα(u) = (−∆)αux · u− (−∆)α(u · ux)− 2ν(−∆)2αu (32b)
and then invoke Riesz relations (30a)–(30c) which, upon performing integration by parts and
noting that v is arbitrary, yields[
1− l21∆− l2+2α2 (−∆)α∆
]∇H1+αRE(u) = ∇L2RE(u) , on I, (33a)[
1− l21∆− l4α2 (−∆)2α−1∆
]∇H2αREα(u) = ∇L2REα(u) , on I, (33b)[
1− l21∆
]∇H1REα(u) = ∇L2REα(u) , on I, (33c)
Periodic Boundary Conditions.
These boundary-value problems allow us to determine the required Sobolev gradients in terms
of the L2 gradients (32a)–(32b). We now return to the question of the choice of the length-scale
parameters `1 and `2. As is evident from the form of these expressions, for different values of `1
and `2 inner products (31a)–(31c) define equivalent norms as long as `1, `2 ∈ (0,∞). On the other
hand, as demonstrated in [36], computation of Sobolev gradients by solving elliptic boundary-
value problems (33a)–(33c) can be interpreted as application of spectral low-pass filters to the
L2 gradients with the parameters `1 and `2 defining the cut-off length-scales. Thus, while for
sufficiently “good” initial guesses u0 iterations of the type (28) with different values of `1 and
`2 lead to the same maximizer u˜E¯ , the actual rate of convergence usually depends very strongly
on the choice of these parameters [19, 23].
Since the constraints defining the manifolds in (26) and (27) are quadratic, the corresponding
projection operators are naturally defined in terms of the following rescalings (normalizations)
PS(u) :=
√
E¯
1
2
∫ 1
0
|ux|2 dx
u , (34a)
PSα(u) :=
√√√√ E¯α
1
2
∫ 1
0
∣∣(−∆)α2 u∣∣2 dx u (34b)
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which in the language of optimization on manifolds can be interpreted as “retractions” from
the tangent subspace to the constraint manifold [37]. The form of expressions (34a) and (34b)
is particularly simple, because the constraint manifolds SE¯ and SE¯α , cf. (26) and (27), can be
regarded as “spheres” in their respective functional spaces. Finally, the optimal step length τn
in (28) is found by solving an arc-minimization problem
τn := arg max
τ>0
{
RE
[
PS
(
u(n) + τ∇H1+αRS(u(n))
)]}
(35)
which is an adaptation of standard line minimization [34] to the case with quadratic constraints.
This step is performed with a straightforward generalization of Brent’s method [38] and an
analogous approach is also used to compute the step size when solving problem (27).
3.3 Tracing Solutions Branches via Continuation
Families of maximizers u˜E¯ corresponding to a range of enstrophy values E¯ = E (m), m = 0, 1, . . . ,
are obtained using a continuation approach where the solution u˜E(m) determined by the iteration
process (28) at some enstrophy value E (m) is used as the initial guess u0 for iterations at the
next, slightly larger, value E (m+1) = E (m) + ∆E for some ∆E > 0. By choosing sufficiently small
steps ∆E , one can ensure that the iterations at a given enstrophy value are rapidly convergent.
The same continuation approach is also used to compute the families of the maximizers u˜E¯α .
3.4 Rates of Growth of Enstrophy for α = 0
To close this section, we provide some comments about the rates of growth of the classical and
fractional enstrophy in the case when α = 0. As regards the first quantity, from (11) we see that
RE(u) ≤ 1
2
‖ux‖3L3(I) − ν‖ux‖2L2(I) (36)
which, in view of the property ‖v‖Lp(I) ≤ ‖v‖Lq(I) true for p ≤ q [18], implies that for u ∈ SE ,
RE(u) may not be bounded and hence the maximization problem (26) does not have solutions
when α = 0. Concerning the rate of growth of the fractional enstrophy, from (12) we obtain
dK(u)
dt
= −K(u), (37)
where K(u) := E0(u) = (1/2)
∫ 1
0
u2 dx is the kinetic energy and we used the property that∫ 1
0
uuux dx = 0. Then, the maximization problem (27) takes the form maxu, K(u)=K¯ [−K(u)] for
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some K¯ > 0, and it is clear that any function u ∈ H1(I) such that K(u) = K¯ is a solution.
Thus, when α = 0, the maximization problem (27) has infinitely many solutions.
4 Computational Results
In this section we present and analyze the results obtained by solving problems (26) and (27)
for a broad range of E¯ and E¯α and for different values of the fractional dissipation exponent
α ∈ [0, 1]. We begin by describing the numerical techniques employed to discretize the approach
introduced in Section 3.2 and then summarize the values of the different numerical parameters
used.
For a given field u, the gradient expressions (32a)–(32b) are evaluated using a spectrally
accurate Fourier-Galerkin approach in which the nonlinear terms are computed in the physical
space with dealiasing based on the 2/3 rule [39]. A similar Fourier-Galerkin approach is also
used to solve the boundary-value problems (33a)–(33c) for the Sobolev gradients. As will be
discussed in more detail below, the maximizers u˜E¯ and u˜E¯α corresponding to increasing values
of, respectively, E¯ and E¯α are characterized by shock-like steep fronts of decreasing thickness.
Resolving these regions accurately requires numerical resolutions (given in terms of the numbers
N of Fourier modes) increasing with E¯ and E¯α. In our computations we used the resolutions N =
512, . . . , 8388608 which were refined adaptively based on the criterion that the Fourier coefficients
corresponding to several largest resolved wavenumbers be at the level of the round-off errors,
i.e., |uˆk| ∼ O(10−14) for k / N . By carefully performing such grid refinement it was possible
to assert that in all cases the computed approximations converge to well-defined maximizers.
In all cases considered the viscosity was set to ν = 0.01. The length-scale parameters `1 and
`2 in the definitions of the Sobolev inner products (31) were chosen to maximize the rate of
convergence of iterations (28) for given values of α, E¯ or E¯α. The best results were obtained
for `1 ∈ [1, 10] and `2 ∈ [10−6, 1] with smaller values corresponding to larger E¯ and E¯α. Since
the gradient-based method from Section 3.2 may find local maximizers only, in addition to
the continuation approach described in Section 3.3, we have also started iterations (28) with
several different initial guesses u0 intended to nudge the iterations towards other possible local
maximizers (typically, u0(x) = A sin(2pikx) with k = 1, 2, . . . and A chosen so that E(u0) or
Eα(u0) was equal to a prescribed value). However, these attempts did not reveal any additional
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maximizers other than the ones already found using the continuation approach.
4.1 Maximum Growth Rate of Classical Enstrophy
We consider solutions to maximization problem (26) for α ∈ (1/4, 1], which is the range of
fractional dissipation exponents for which estimate (18) is valid. The maximum rate of growth
RE(u˜E¯) is shown as a function of E¯ for different values of α in Figure 2. In this figure we also
indicate the upper bounds from estimate (18). The corresponding maximizers u˜E¯ are shown both
in the physical and spectral space in Figure 3 for E¯ = 5, 50, 500 and α ∈ [0.5, 1]. It is evident
from this figure that the sharp fronts in these maximizers become steeper with increasing E¯
and this effect is more pronounced for smaller values of α. This aspect is further illustrated in
Figure 4 where the maximizers are shown for α = 0.3, 0.4 and small enstrophy values. Needless
to say, accurate determination of maximizers u˜E¯ for such small values of the fractional dissipation
exponent α requires a very refined numerical resolution, cf. Figure 4(d), making the optimization
problem (26) harder and more costly to solve. This also explains why for small values of α the
data for RE(u˜E¯) in Figure 2 is available only for small E¯ . The relation RE(u˜E¯) versus E¯ is
characterized by certain generic properties evident for all values of α — while for small E¯ the
quantity RE(u˜E¯) exhibits a steep growth with E¯ , for larger values of E¯ it develops a power-
law dependence on E¯ . This behavior can be quantified by fitting the relation RE(u˜E¯) versus E¯
locally with the formula σ˜1E¯ γ˜1 and determining the parameters σ˜1 and γ˜1 as functions of E¯ via
a least-squares procedure. The dependence of thus determined prefactor σ˜1 and exponent γ˜1
on E¯ is shown for different α in Figures 5(a,c,e) and 5(b,d,f), respectively. In these figures we
also indicate the values of σ1 and γ1 obtained in estimate (18). We observe, that as E¯ increases,
both the prefactor and the exponent obtained via the least-squares fit approach well-defined
limiting values. These limiting values are then compared against the relations σ1 = σ1(α) and
γ1 = γ1(α) from estimate (18) in Figures 6(a,b). It is clear from Figure 6(b) that there is a good
quantitative agreement between the exponent in estimate (18) and the computational results.
On the other hand, in Figure 6(a) we see that the numerically determined prefactors are smaller
than the prefactor derived in estimate (18), although they do exhibit similar trends with α
(except for the discontinuity of the latter at α = 1/2). This demonstrates that exponent γ1 in
estimate (18) is sharp, while prefactor σ1 might be improved. We add that we also attempted
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Figure 2: Dependence of the maximum enstrophy rate of growth RE(u˜E¯), obtained by solving
optimization problems (26), on E¯ for different values of α (solid lines). The dashed lines represent
the corresponding upper bounds from estimate (18).
to solve the maximization problem (26) for α ∈ (0, 1/4], however, we were unable to obtain
converged solutions. In agreement with the discussion of the case α = 0 in Section 3.4, this
indicates that dE/dt may be unbounded for α ≤ 1/4.
4.2 Maximum Growth Rate of Fractional Enstrophy
While estimate (24) was established for α ∈ (3/4, 1], in order to obtain insights about the
maximum growth rate of the fractional enstrophy for a broad range of fractional dissipation
exponents, in this section we solve the maximization problems (27) for α ∈ [0, 1]. The obtained
maximum growth rate REα(u˜E¯α) is shown as a function of E¯α in Figures 7(a) and 7(b) for
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Figure 3: Maximizers u˜E¯ obtained for E¯ = 5 (a,b), E¯ = 50 (c,d) and E¯ = 500 (e,f) and different
values of α. The fields are shown in the physical (a,c,e) and spectral (b,d,f) space.
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Figure 4: Maximizers u˜E¯ obtained for α = 0.4 (a,b) and α = 0.3 (c,d) and different values of E¯ .
The fields are shown in the physical (a,c) and spectral (b,d) space.
24
100 102 104
E¯
100
101
σ
1
,
σ˜
1
α=1.0
α=0.9
α=0.8
α=0.7
α=0.6
α=0.5
(a)
100 102 104
E¯
1.5
1.6
1.7
1.8
1.9
2
2.1
2.2
2.3
2.4
2.5
γ
1
,
γ˜
1
α=1.0
α=0.9
α=0.8
α=0.7
α=0.6
α=0.5
(b)
10-2 10-1
E¯
100
200
300
400
500
600
700
800
900
1000
σ
1
,
σ˜
1
α=0.4
(c)
10-2 10-1
E¯
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
γ
1
,
γ˜
1
α=0.4
(d)
0.8 1 1.2 1.4 1.6 1.8 2
E¯ ×10-3
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
σ
1
,
σ˜
1
×109
α=0.3
(e)
0.6 0.8 1 1.2 1.4 1.6 1.8
E¯ ×10-3
2
4
6
8
10
12
14
16
18
20
γ
1
,
γ˜
1
α=0.3
(f)
Figure 5: Prefactors σ˜1 (a,c,e) and exponents γ˜1 (b,d,f) obtained as function of E¯ via local
least-squares fits to the relations RE(u˜E¯) versus E¯ shown in Figure 2 (solid lines). The dashed
lines represent the corresponding prefactors σ1 and exponents γ1 from estimate (18).
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Figure 6: Prefactors (a) and exponents (b) in the power-law relation σ˜1E¯ γ˜1 describing the de-
pendence of RE(u˜E¯) on E¯ shown as functions of α: limiting (as E¯ → ∞, cf. Figure 5) values
obtained in the least-squares fits (symbols) and predictions of estimate (18) (solid lines).
α ∈ (3/4, 1] and α ∈ (1/10, 3/4], respectively. In the first figure we also indicate the predictions
of estimate (24). For small values of α and E¯α we also observed the presence of another branch
of maximizers characterized by negative values of REα(u˜E¯α) — this data is shown in Figure
8(a) using a restricted range of E¯α for clarity, whereas the positive branches obtained for the
same (small) values of α are presented in Figure 8(b). We thus see that for small α and E¯α the
maximization problem (27) admits two distinct families of local maximizers. The maximizers
u˜E¯α corresponding to the data in Figures 7(a,b) are shown both in the physical and spectral
space in Figure 9 for E¯α = 5, 50, 500 and α = 0.1, 0.2, . . . , 0.9. We observe that, interestingly,
as α decreases the sharp fronts in the maximizers disappear and are replaced with oscillations
(Figures 9(a,c,e)). This behavior is also reflected in the spectra of the maximizers which become
less developed as α→ 0 (Figures 9(b,d,f)). The maximizers u˜E¯α obtained at the same values of
α and E¯α, and corresponding to the positive and negative branches of REα(u˜E¯α), cf. Figures 8(a)
and 8(b), are shown in Figure 10. We see that the maximizers for which REα(u˜E¯α) < 0 have a
simpler structure and for all considered values of α and E¯α are essentially indistinguishable from
A sin(2pix) for some A > 0. The relation REα(u˜E¯α) versus E¯α (the upper branch shown in Figure
7(a,b)) reveals similar properties as observed in the case of the classical enstrophy discussed in
Section 4.1, namely, an initially steep growth followed by saturation with a power-law behavior
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when E¯α → ∞. Performing local least-squares fits to these relations with the formula σ˜αE¯ γ˜αα ,
as described in Section 4.1, we can calculate how the actual prefactors σ˜α and exponents γ˜α
depend on E¯α and these results are shown in Figure 11(a,b), where we have also indicated, for
α ∈ (3/4, 1], the predictions of estimate (24). We see that, as E¯α →∞, both σ˜α and γ˜α approach
well-defined values, which are in turn shown in Figure 12(a,b) as functions of α together with
the prefactors and the exponents obtained in estimate (24). We see in Figure 12(b) that for
0.9 / α / 1 the numerically obtained exponents γ˜α match the exponents γα from estimate (24)
and a difference appears for 0.8 / α / 0.9 which grows as α decreases. For 0.7 / α / 0.8
the numerically determined exponents γ˜α are a decreasing function of α which saturates at a
constant value of approximately 3/2 when α / 0.7. At the same time, the prefactors σ˜α obtained
numerically are by a few orders of magnitude smaller than the prefactors predicted by estimate
(24) over the entire range of α, although they do exhibit qualitatively similar trends with α. For
α ∈ [0, 3/4], which is outside the range of validity of estimate (24), the numerically obtained
exponents γ˜α are constant, indicating that, somewhat surprisingly, in this range REα(u˜E¯α) does
not depend on the fractional dissipation exponent α. The corresponding numerically obtained
prefactors σ˜α reveal a decreasing trend with α. We add that these trends are accompanied by
the maximizers u˜E¯α becoming more regular as α decreases (cf. Figure 9). We thus conclude that
the exponent γα in estimate (24) is sharp over a part of the range of validity of this estimate
and appears to overestimate the actual rate of growth of fractional enstrophy for smaller values
of α. Over the range of α where the exponent γα is sharp, the prefactor σα may be improved.
5 Summary and Discussion
While the estimates on the rate of growth of the classical and fractional enstrophy obtained
in Theorems 2.1 and 2.2 are not much different from similar results already available in the
literature [26, 27], the key finding of the present study is that these estimates are in fact sharp, in
the sense that for different α the exponents γ1 and γα in (18) and (24) capture the correct power-
law dependence of the maximum growth rates RE(u˜E¯) and REα(u˜E¯α) on E¯ and E¯α, respectively
(the second estimate was found to be sharp only over a part of the range of α for which it
is defined). This was demonstrated by computationally solving suitably defined constrained
optimization problems and then showing that the maximizers obtained under constraints on
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Figure 7: Dependence of the maximum fractional enstrophy rate of growth REα(u˜E¯α), obtained
by solving optimization problems (27), on E¯α (solid lines) for α ∈ (3/4, 1] (a) and α ∈ (1/10, 3/4]
(b). The dashed lines in panel (a) represent the corresponding upper bounds from estimate (24).
0 0.5 1 1.5 2 2.5 3 3.5 4
E¯α
-0.08
-0.07
-0.06
-0.05
-0.04
-0.03
-0.02
-0.01
0
R
E
α
(u˜
E¯
α
)
α=0.01
α=0.001
α=0.0001
(a)
10-2 100 102 104 106
E¯α
10-6
10-4
10-2
100
102
104
106
108
R
E
α
(u˜
E¯
α
)
α=0.01
α=0.001
α=0.0001
(b)
Figure 8: Dependence of the maximum fractional enstrophy rate of growth REα(u˜E¯α), obtained
by solving optimization problems (27), on E¯α for small values of α: negative branch (a) and
positive branch (b).
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Figure 9: Maximizers u˜E¯α obtained for E¯α = 5 (a,b), E¯α = 50 (c,d) and E¯α = 500 (e,f) and
different values of α. The fields are shown in the physical (a,c,e) and spectral (b,d,f) space.
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Figure 10: The maximizers u˜E¯α characterized by positive REα(u˜E¯α) (red dashed lines) and nega-
tive REα(u˜E¯α) (blue solid lines) obtained for (a) E¯α = 1, α = 0.01, (b) E¯α = 335, α = 0.001, and
(c) E¯α = 455, 000, α = 0.0001.
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Figure 11: Prefactors σ˜α (a) and exponents γ˜α (b) obtained as function of E¯α via local least-
squares fits to the relation REα(u˜E¯α) versus E¯α shown Figure 7 (solid lines). The dashed lines
represent the corresponding prefactors σα and exponents γα from estimate (24).
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Figure 12: Prefactors (a) and exponents (b) in the power-law relation σ˜αE¯ γ˜αα describing the
dependence of REα(u˜E¯α) on E¯α shown as functions of α: limiting (as E¯α → ∞, cf. Figure 11)
values obtained in the least-squares fits (symbols) and predictions of estimate (24) (dashed
lines). The insets represent magnifications of the neighborhood of α = 3/4 where estimate (24)
loses its validity.
E and Eα saturate the upper bounds in the estimates for different values of α. Therefore, the
conclusion is that the mathematical analysis on which Theorems 2.1 and 2.2 are based may not
be fundamentally improved, other than a refinement of exponent γα in (24) for 3/4 < α / 0.9
and an improvement of the prefactors in (18) and (24).
In regard to the maximum rate of growth of the classical enstrophy, it was found that
for α → (1/4)+ the exponent γ1 in estimate (18) becomes unbounded, cf. Figure 6(b), which
together with the computational evidence obtained for α ∈ [0, 1/4] suggests that dE/dt may be
unbounded for α in this range. This would indicate that for α ∈ [0, 1/4] system (3) is not even
locally well posed in H1(I).
Concerning the maximum rate of growth of the fractional enstrophy, a surprising result was
obtained for α ∈ [0, 3/4), where the exponent in the upper bound on dEα/dt was found to be
independent of α (cf. Figure 12(b)). This indicates that, unlike in the case of the classical
enstrophy, in this range of α the problem does not become more singular with the decrease of
α and this is in fact also reflected in the maximizers u˜E¯α becoming more regular as α → 0. In
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addition, this also suggests that it should be possible to obtain rigorous bounds on dEα/dt valid
for α ≤ 3/4, although they would likely need to be derived using techniques other than those
employed in the proof of Theorem 2.2.
It should be emphasized that although most of the individual inequalities used in the proofs
of Theorems 2.1 and 2.2 are known to be sharp, the fact that the upper bounds in (18) and
(24) were found to be sharp as well is not trivial. This is because, in general, these individual
inequalities may be saturated by different fields which may belong to different function spaces
and hence it is not obvious whether sharpness is preserved when these inequalities are “chained”
together to form estimates (18) and (24).
On the methodological side, it ought to be emphasized that gradient-based iterations (28)
may only identify local maximizers and in general it is not possible to ascertain whether these
maximizers are also global. However, our careful search based on the continuation approach
(cf. Section 3.3) and, independently, using several different initial guesses u0 did not reveal
any additional maximizers (other than the maximizers obtained via a trivial rescaling of the
solutions as discussed in detail in [19]). An exception to this was the solution of the maximization
problem (27) for small α and E¯α where a branch of maximizers such that REα(u˜E¯α) < 0 was
also found. The presence of this additional branch appears related to the degenerate nature of
the maximization problem (27) which for α = 0 has an uncountable infinity of trivial solutions
(cf. Section 3.4).
As regards the research program discussed in Introduction, the key finding of the present
study is that exponents γ1 in the upper bound on dE/dt have the same dependence on α and
remain sharp in the subcritical, critical and parts of the supercritical regime. Thus, the loss
of global well-posedness as α is reduced to values below 1/2 cannot be detected based on the
instantaneous rate of growth of enstrophy dE/dt. The most important open problem related to
the present study concerns obtaining the corresponding estimates for the finite-time growth of
E(u(t)) and Eα(u(t)) and verifying their sharpness. This question can be addressed using the
approach developed in [19] and will be investigated in future research.
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