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Abstract
The DIRHB package consists of three Fortran computer codes for the calcu-
lation of the ground-state properties of even-even atomic nuclei using the
framework of relativistic self-consistent mean-field models. Each code corre-
sponds to a particular choice of spatial symmetry: the DIRHBS, DIRHBZ and
DIRHBT codes are used to calculate nuclei with spherical symmetry, axially
symmetric quadrupole deformation, and triaxial quadrupole shapes, respec-
tively. Reflection symmetry is assumed in all three cases. The latest rela-
tivistic nuclear energy density functionals are implemented in the codes, thus
enabling efficient and accurate calculations over the entire nuclide chart.
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Nature of problem: Ground-state properties of even-even open-shell nuclei can
be calculated using the framework of self-consistent mean-field models based on
relativistic energy density functionals. The structure of arbitrary heavy nuclei
with spherical symmetry, axially symmetric quadrupole deformation, and triaxial
quadrupole shapes, is modeled using the latest zero- and finite-range relativistic
effective interactions. The particle-particle channel of the effective inter-nucleon
interaction is described by a separable finite-range pairing force.
Solution method: The current implementation of the model computes the mean-
field solution of the nuclear many-body problem for even-even open-shell spheri-
cal and quadrupole deformed nuclei. The codes are used to solve the stationary
relativistic Hartree-Bogoliubov equations in a self-consistent iteration scheme. At
each iteration the matrix elements of the equations are updated using the modified
Broyden method or the linear mixing method. The single-nucleon wave functions
are expanded in a basis of spherical, axially symmetric or triaxial harmonic oscil-
lator, depending on the assumed symmetry of the nuclear shape. For calculations
that constrain the shape to specific values of the deformation parameters, the aug-
mented Lagrangian method is used.
Restrictions: Time-reversal and reflection symmetries are assumed. Open-shell
even-even spherical and quadrupole deformed nuclei are considered.
Unusual features: none
Running time: Depends on the imposed symmetry and number of oscillator shells.
For the test cases it runs from few second (spherical) up to few hours (triaxial).
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1. Introduction
Energy density functionals (EDF) provide an accurate description of
ground-state properties and collective excitations of atomic nuclei, from rela-
tively light systems to superheavy nuclei, and from the valley of β-stability to
the particle drip-lines. The basic implementation is in terms of self-consistent
mean-field (SCMF) models, in which an EDF is constructed as a functional of
one-body nucleon density matrices that correspond to a single product state
of single-particle or single-quasiparticle states. This approach is analogous
to Kohn-Sham density functional theory (DFT), that enables a description
of quantum many-body systems in terms of a universal energy density func-
tional. Nuclear SCMF models effectively map the many-body problem onto
a one-body problem, and the exact EDF is approximated by simple function-
als of powers and gradients of ground-state nucleon densities and currents,
representing distributions of matter, spins, momentum and kinetic energy
[1, 2, 3, 4].
A particular class of SCMF structure models are those based on rel-
ativistic (covariant) energy density functionals. These models have been
successfully applied to the analysis of a variety of nuclear structure phenom-
ena, and the level of accuracy has reached a level comparable to the non-
relativistic Hartree-Fock-Bogoliubov approach based on Skyrme functionals
or Gogny effective interactions. Here we include the program package DIRHB
for the solution of the stationary relativistic Hartree-Bogoliubov equations
for even-even open-shell nuclei with spherical symmetry, axially symmetric
quadrupole deformation, and triaxial quadrupole shapes. Section 2 includes
a brief overview of covariant density functional theory the current implemen-
tation of the relativistic SCMF model is described in detail in section 3, and
the structure of the program is explained in section 4.
2. Covariant density functional theory
In conventional quantum hadrodynamics (QHD) [5, 6, 7, 8] a nucleus is
described as a system of Dirac nucleons coupled to exchange mesons through
an effective Lagrangian. The isoscalar-scalar σ meson, the isoscalar-vector ω
meson, and the isovector-vector ρmeson build the minimal set of meson fields
that is necessary for a description of bulk and single-particle nuclear prop-
erties. Of course, at the scale of low-energy nuclear structure, heavy-meson
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exchange is just a convenient representation of the effective nuclear interac-
tion. The behavior of the nucleon-nucleon (NN) interaction at long and in-
termediate distances is determined by one- and two-pion exchange processes.
The exchange of heavy mesons is associated with short-distance dynamics
that cannot be resolved at low energies that characterize nuclear binding
and, therefore, can be represented by local four-point (contact) NN interac-
tions,with low-energy (medium-dependent) parameters adjusted to nuclear
data. The DIRHB program package includes both the meson-exchange and
the point-coupling representations of the relativistic nuclear energy density
functional (NEDF).
2.1. Meson-exchange models
The meson-exchange model is defined by the Lagrangian density
L = LN + Lm + Lint. (1)
LN denotes the Lagrangian of the free nucleon
LN = ψ¯(iγµ∂µ −m)ψ, (2)
where m is the bare nucleon mass and ψ denotes the Dirac spinor. Lm is the
Lagrangian for the free meson fields and electromagnetic field
Lm = 1
2
∂µσ∂
µσ − 1
2
m2σσ
2 − 1
2
ΩµνΩ
µν +
1
2
m2ωωµω
µ
− 1
4
~Rµν · ~Rµν + 1
2
m2ρ~ρµ · ~ρµ −
1
4
FµνF
µν , (3)
with the corresponding masses mσ, mω, mρ, and Ωµν , ~Rµν , Fµν are field
tensors
Ωµν = ∂µων − ∂νωµ, (4)
~Rµν = ∂µ~ρν − ∂ν~ρµ, (5)
Fµν = ∂µAν − ∂νAµ. (6)
Arrows denote isovectors and boldface symbols are used for vectors in ordi-
nary space. The minimal set of interaction terms is contained in Lint
Lint = −gσψ¯ψσ − gωψ¯γµψωµ − gρψ¯~τγµψ · ~ρµ − eψ¯γµψAµ, (7)
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with the couplings gσ, gω, gρ and e.
From the Lagrangian density, one can easily obtain the Hamiltonian den-
sity (for details see Ref. [9]), which for the static case reads
H(r) =
A∑
i
ψ†i (αp+ βm)ψi
+
1
2
[
(∇σ)2 +m2σσ
2
]− 1
2
[
(∇ω)2 +m2ωω
2
]
− 1
2
[
(∇ρ)2 +m2ρρ
2
]− 1
2
(∇A)2
+
[
gσρsσ + gωjµω
µ + gρ~jµ · ~ρµ + ejpµAµ
]
. (8)
We have also introduced the isoscalar-scalar density, the isoscalar-vector cur-
rent, the isovector-vector current and the electromagnetic current
ρs(r) =
A∑
i=1
ψ¯i(r)ψi(r), (9)
jµ(r) =
A∑
i=1
ψ¯i(r)γµψi(r), (10)
~jµ(r) =
A∑
i=1
ψ¯i(r)~τγµψi(r), (11)
jpµ(r) =
Z∑
i=1
ψ†i (r)γµψi(r), (12)
where the summation is performed only over occupied orbits in the Fermi sea
of positive energy states, i.e. the no-sea approximation is used. Although
the contributions of the Dirac-sea are not small [10, 11, 12], they are in fact
taken into account by adjusting the model parameters to the experimental
data [13]. By integrating the Hamiltonian density (8) over the r-space we
obtain the total energy which depends on the Dirac spinors and the meson
fields
ERMF [ψ, ψ¯, σ, ω
µ, ~ρµ, Aµ] =
∫
d3rH(r). (13)
Already in the earliest applications of the relativistic mean-field (RMF)
framework it was realized, however, that this simple model with interac-
tion terms only linear in the meson fields does not provide a quantitative
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description of complex nuclear system [14, 15]. Therefore, an effective den-
sity dependence was introduced by replacing the quadratic σ-potential with
a quartic one [14]. This model has been used successfully in a number of
studies [16, 17, 18, 19], and the corresponding computer code for axial de-
formed systems has been published in Ref. [20]. Of course, implementation
of the covariant density functional with non-linear meson couplings has no
direct physical meaning. Therefore, is seems more natural to follow an idea
of Brockmann and Toki [21] and use density-dependent couplings. gσ, gω
and gρ are assumed to be vertex functions of Lorentz-scalar bilinear forms of
the nucleon operators. In most applications the meson-nucleon couplings are
functions of the vector density ρv =
√
jµjµ, with the nucleon four-current
jµ = ψ¯γµψ = ρˆuµ. uµ is the four-velocity, defined as (1 − v2)−1/2(1,v). In
the rest-frame of homogeneous nuclear matter: v = 0. Brockmann and Toki
derived the density dependence of the couplings in an ab-initio calculation
from the relativistic Brueckner-Hartree-Fock calculation in the infinite nu-
clear matter. Since there are no free parameters in this model, the results
of such a calculation are not very precise. Therefore, a phenomenological
ansatz is introduced for the density-dependence of the couplings with pa-
rameters adjusted to the experimental data in finite nuclei [22, 23, 24, 26].
The single-nucleon Dirac equation is derived by variation of the energy
density functional (13) with respect to ψ¯
hˆDψi = ǫiψi, (14)
with the Dirac Hamiltonian
hˆD = α(p−Σ) + Σ0 + β(m+ Σs). (15)
The nucleon self-energies Σ are defined by the following expressions
Σs(r) = gσσ(r),
Σµ(r) = gωωµ(r) + gρ~τ · ~ρµ(r) + eAµ(r) + ΣRµ (r). (16)
The density dependence of the vertex functions gσ, gω, and gρ produces the
rearrangement contribution to the vector self-energy
ΣRµ =
jµ
ρv
(
∂gσ
∂ρv
ρsσ +
∂gω
∂ρv
jνω
ν +
∂gρ
∂ρv
~jν · ~ρν
)
. (17)
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The variation of the energy density functional (13) with respect to the meson
fields leads to the Helmholtz equations for the meson fields[−∆+m2σ]σ = −gσρs, (18)[−∆+m2ω]ωµ = gωjµ, (19)[−∆+m2ρ] ~ρµ = gρ~jµ, (20)
and to the Poisson equation for the electromagnetic field
−∆Aµ = ejµp . (21)
Because of charge conservation, only the 3rd component of the isovector ρ-
meson contributes. In the ground-state solution for an even-even nucleus
there are no currents (time-reversal invariance), and the corresponding spa-
tial components of the meson-fields vanish. For simplicity, the surviving
components of the meson fields are denoted by ρ and ω. The Dirac equation
takes a simple form that includes only the vector potential V (r) and the
effective mass M∗(r) = m+ gσσ,
{−iα∇+ βM∗(r) + V (r)}ψi(r) = ǫiψi(r). (22)
The vector potential reads
V (r) = gωω + gρτ3ρ+ eA0 + Σ
R
0 , (23)
and the rearrangement contribution (17) is reduced to
ΣR0 =
∂gσ
∂ρv
ρsσ +
∂gω
∂ρv
ρvω +
∂gω
∂ρv
ρtvρ. (24)
ρtv denotes the isovector density, i.e. the difference between the proton and
the neutron vector density. The density dependence of the meson-nucleon
couplings is parameterized in a phenomenological way [22, 23, 24]. The
coupling of the σ-meson and ω-meson to the nucleon field reads
gi(ρ) = gi(ρsat)fi(x) for i = σ, ω, (25)
where
fi(x) = ai
1 + bi(x+ di)
2
1 + ci(x+ di)2
, (26)
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is a function of x = ρ/ρsat, and ρsat denotes the baryon density at saturation
in symmetric nuclear matter. The eight real parameters in Eq. (26) are not
independent. The five constraints
fi(1) = 1, f
′′
σ (1) = f
′′
ω(1), f
′′
i (0) = 0, (27)
reduce the number of independent parameters to three. Three additional
parameters in the isoscalar channel are: gσ(ρsat), gω(ρsat), and mσ – the mass
of the phenomenological σ-meson. For the ρ-meson coupling the functional
form of the density dependence is suggested by a Dirac-Brueckner calculation
of asymmetric nuclear matter [25]
gρ(ρ) = gρ(ρsat)e
−aρ(x−1). (28)
The isovector channel is parameterized by gρ(ρsat) and aρ. For the masses of
the ω and ρ mesons the free values are used: mω = 783 MeV and mρ = 763
MeV. The eight independent parameters (seven coupling parameters and the
mass of the σ-meson) are adjusted to reproduce empirical properties of sym-
metric and asymmetric nuclear matter, binding energies, charge radii, and
neutron radii of spherical nuclei. The DIRHB program package includes the
very successful density-dependent meson-exchange relativistic energy func-
tional DD-ME2 [26].
2.2. Point-coupling models
Point-coupling models represent an alternative formulation of the self-
consistent relativistic mean-field framework [27, 28, 29, 30, 31]. In complete
analogy to the meson-exchange phenomenology, in which the isoscalar-scalar
σ meson, the isoscalar-vector ω meson, and the isovector-vector ρmeson build
the minimal set of meson fields that is necessary for a quantitative description
of nuclei, an effective Lagrangian that includes the isoscalar-scalar, isoscalar-
vector and isovector-vector four-fermion interaction reads
L = ψ¯(iγ · ∂ −m)ψ
− 1
2
αS(ρ)(ψ¯ψ)(ψ¯ψ)− 1
2
αV (ρ)(ψ¯γ
µψ)(ψ¯γµψ)− 1
2
αTV (ρ)(ψ¯~τγ
µψ)(ψ¯~τγµψ)
− 1
2
δS(∂νψ¯ψ)(∂
νψ¯µψ)− eψ¯γ · A1− τ3
2
ψ. (29)
In addition to the free-nucleon Lagrangian and the point-coupling interaction
terms, the model includes the coupling of protons to the electromagnetic field.
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The derivative term in Eq. (29) accounts for leading effects of finite-range
interactions that are crucial for a quantitative description of nuclear density
distribution, e.g. nuclear radii. Similar interactions can be included in each
space-isospace channel, but in practice data only constrain a single derivative
term, for instance δS(∂νψ¯ψ)(∂
νψ¯ψ). The inclusion of an adjustable deriva-
tive term only in the isoscalar-scalar channel is consistent with conventional
meson-exchange RMF models, in which the mass of the phenomenological σ
meson is treated as a free parameter, whereas free values are used for the
masses of the ω and ρ mesons.
The couplings of the interaction terms in Eq. (29) are functionals of the
nucleon 4-current
jµ = ψ¯γµψ = ρˆuµ, (30)
where uµ is the 4-velocity defined as (1− v2)−1/2(1,v). In the rest-frame of
homogeneous nuclear matter: v = 0.
Following the procedure described in section 2.1 we can derive the Hamil-
tonian density H(r) and the EDF for the point-coupling model
ERMF [ψ, ψ¯, Aµ] =
∫
d3rH(r)
=
A∑
i=1
∫
d3rψ†i (αp+ βm)ψi −
1
2
(∇A)2 +
1
2
e
∫
d3rjµpAµ
+
1
2
∫
d3r
[
αSρ
2
s + αV jµj
µ + αTV~jµ ·~jµ + δSρsρs
]
. (31)
The variation of the EDF Eq. (31) with respect to the Dirac spinors ψ¯ leads
to the Dirac equation
{−iα∇+ βM∗(r) + V (r)}ψi(r) = ǫiψi(r), (32)
where we assume that the time-reversal invariance is valid. The Dirac effec-
tive mass is defined
M∗ = m+ Σs = m+ αSρs + δS△ρs, (33)
while the vector potential reads
V (r) = αV ρv + αTV τ3ρtv + eA0 + Σ
R
0 . (34)
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ΣR0 denotes the rearrangement contribution, arising from the variation of the
couplings αS, αV , and αTV with respect to the nucleon fields in the density
operator ρˆ
ΣR0 =
∂αS
∂ρv
ρ2s +
∂αV
∂ρv
ρ2v +
∂αTV
∂ρv
ρ2tv. (35)
The DIRHB program package includes recently developed density-dependent
point-coupling interaction DD-PC1. Here we only give brief description of
the procedure used to adjust the model parameters, whereas further details
can be found in Ref. [30]. Guided by the Hartree-Fock scalar and vector
self-energies of the Idaho next-to-next-to-next-to leading order (N3LO) po-
tential [32], we have chosen the following practical ansatz for the functional
form of the couplings
αi(ρ) = ai + (bi + cix)e
−dix, (i = S, V, TV ), (36)
where x = ρ/ρsat, and ρsat denotes the nucleon density at saturation in sym-
metric nuclear matter. Although we use different formulas for the density
dependence in the meson-exchange and point-coupling models, the scalar
and vector self-energies are similar in both models. We notice that the form
Eq. (36) is somewhat more convenient to use when adjusting the model pa-
rameters.
In the isovector channel the corresponding Hartree-Fock tree-level nucleon
self-energies, obtained by directly mapping microscopic nucleon-nucleon po-
tentials on a relativistic operator basis, were not available. Therefore, the
functional form of the coupling αTV (ρ) was determined from the results of
Dirac-Brueckner calculations of asymmetric nuclear matter [25], as was done
in the case of the finite-range meson-exchange interactions described in sec-
tion 2.1. Accordingly, for the isovector channel we set two parameters to
zero - aTV = 0 and cTV = 0 - and adjust bTV and dTV to empirical proper-
ties of asymmetric nuclear matter and to nuclear masses, together with the
parameters of the isoscalar channel.
In order to reduce the number of free parameters, we have set the value
cV = 0. The model parameters (aS, bS, cS, dS, aV , bV , dV bTV , dTV and
δS) were adjusted simultaneously to infinite and semi-infinite nuclear matter
properties and to the binding energies of 64 axially symmetric deformed
nuclei in the mass regions A ≈ 150− 180 and A ≈ 230− 250 .
The resulting energy functional DD-PC1, implemented in the DIRHB
program package, has been further tested in calculations of binding energies,
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charge radii, deformation parameters, neutron skin thickness, and excitation
energies of giant monopole and dipole resonances [30].
2.3. Covariant density functional theory with pairing
Relativistic energy density functionals have successfully been employed in
studies of properties of ground and excited states in spherical and deformed
nuclei. For a quantitative analysis of open-shell nuclei it is necessary to con-
sider also pairing correlations. Pairing has often been taken into account in
a very phenomenological way in the Bardeen-Cooper-Schrieffer (BCS) model
with the monopole pairing force, adjusted to the experimental odd-even mass
differences. In many cases, however, this approach presents only a poor ap-
proximation. The physics of weakly-bound nuclei, in particular, necessitates
a unified and self-consistent treatment of mean-field and pairing correlations.
This has led to the formulation and development of the relativistic Hartree-
Bogoliubov (RHB) model [33, 9], which represents a relativistic extension
of the conventional Hartree-Fock-Bogoliubov framework. The RHB model
provides a unified description of particle-hole (ph) and particle-particle (pp)
correlations on a mean-field level by using two average potentials: the self-
consistent mean field that encloses all the long range ph correlations, and
a pairing field ∆ˆ which sums up the pp-correlations. The ground state of
a nucleus is described by a generalized Slater determinant |Φ〉 that repre-
sents the vacuum with respect to independent quasiparticles. The quasipar-
ticle operators are defined by the unitary Bogoliubov transformation of the
single-nucleon creation and annihilation operators:
α+k =
∑
n
Unkc
+
n + Vnkcn , (37)
where the index n refers to the original basis, e.g. an oscillator basis, or the
coordinates (r, s, t) in space, spin and isospin. In addition, for the relativistic
case the index p = f, g will denote the large and small components of the
corresponding Dirac spinor. U and V are the Hartree-Bogoliubov wave func-
tions determined by the variational principle. In the presence of pairing the
single-particle density matrix is generalized to two densities [34]: the normal
density ρˆ and the pairing tensor κˆ
ρˆnn′ = 〈Φ|c†n′cn|Φ〉, κˆnn′ = 〈Φ|cn′cn |Φ〉. (38)
The RHB energy density functional thus depends on both densities
ERHB [ρˆ, κˆ] = ERMF [ρˆ] + Epair[κˆ] , (39)
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where ERMF [ρˆ] is the RMF-functional defined by Eqs. (13) or (31), and the
pairing part of the RHB functional reads
Epair[κˆ] =
1
4
∑
n
1
n′
1
∑
n
2
n′
2
κ∗n
1
n′
1
〈n1n′1|V pp|n2n′2〉κn
2
n′
2
. (40)
〈n1n′1|V pp|n2n′2〉 are the matrix elements of the two-body pairing interaction.
The RHB-coefficients U and V are obtained by the variational principle,
which yields the RHB equations:(
hˆD −m− λ ∆ˆ
−∆ˆ∗ −hˆ∗D +m+ λ
)(
Uk
Vk
)
= Ek
(
Uk
Vk
)
. (41)
In the relativistic case the self-consistent mean-field corresponds to the single-
nucleon Dirac Hamiltonian hˆD of Eqs. (22) or (32). m is the nucleon mass,
and the chemical potential λ is determined by the particle number subsidiary
condition such that the expectation value of the particle number operator in
the ground state equals the number of nucleons. The pairing field ∆ reads
∆n
1
n′
1
=
1
2
∑
n
2
n′
2
〈n1n′1|V pp|n2n′2〉κn
2
n′
2
. (42)
The column vectors in the eigenvalue problem Eq. (41) denote the quasipar-
ticle wave functions, and Ek are the quasiparticle energies. The dimension
of the RHB matrix equation is two times the dimension of the corresponding
Dirac matrix equation. Therefore, for each eigenvector (Uk, Vk) with posi-
tive quasiparticle energy Ek > 0, there exists an eigenvector (V
∗
k , U
∗
k ) with
negative quasiparticle energy −Ek. Since the baryon quasiparticle operators
satisfy fermion commutation relations, the levels Ek and −Ek cannot be oc-
cupied simultaneously, that is, one chooses either the positive or the negative
eigenvalue and the corresponding eigenvector [34]. In the Hartree-Fock case,
the choice of positive or negative value of the quasiparticle energy means that
the level is either occupied or empty. For the non-relativistic HFB the ground
state represents the minimum of the energy surface and, to form a vacuum
with respect to all quasiparticles, one chooses only the positive quasiparticle
energies
αk|Φ〉 = 0 for Ek > 0 or |Φ〉 =
∏
Ek>0
αk|−〉. (43)
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|Φ〉 denotes the quasiparticle vacuum, whereas |−〉 is the bare vacuum. |Φ〉
corresponds to the occupation of states with lowest energy, because all the
quasiparticle excitations have a positive excitation energy. The single-particle
density and the pairing tensor Eq. (38) that correspond to this state can be
expressed in terms of the quasi-particle wave functions:
ρnn′ =
∑
Ek>0
V ∗nkVn′k, (44)
κnn′ =
∑
Ek>0
V ∗nkUn′k. (45)
In the relativistic case one finds solutions in the Dirac sea (usually called neg-
ative energy solutions and denoted by the index a), and solutions above the
Dirac sea (usually called positive energy solutions and denoted by the index
p). In the Dirac equation without pairing they can easily be distinguished
by the sign of the corresponding eigenvalues. For the RHB equations (41)
this is no longer the case but, because of the large gap between the Dirac
and the Fermi sea (≈ 1200 MeV), one can easily distinguish the levels in the
Dirac sea |Ea| > 1200 MeV, from those above the Dirac sea (note that for
the Hamiltonian hˆ − m the positive energy continuum corresponds to zero
energy and the negative energy continuum corresponds to −2m). The no-sea
approximation means that we have to choose solutions with positive quasi-
particle energies Ep > 0 for the states above the Dirac sea, and solutions
with negative quasiparticle energies Ea < 0 for all the levels in the Dirac sea.
Therefore, the RHB ground state is given by
|Φ〉 =
∏
Ep>0
αp
∏
Ea<0
αa|−〉. (46)
Finally, we find for this wave function the following expressions for the single-
particle density and the pairing tensor:
ρnn′ =
∑
Ep>0
V ∗npVn′p +
∑
Ea<0
V ∗naVn′a, (47)
κnn′ =
∑
Ep>0
V ∗npUn′p +
∑
Ea<0
V ∗naUn′a. (48)
It should be noted that the coefficients Vna are negligible because of the large
Dirac gap and, therefore, the second term in Eqs. (47) and (48) is often
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neglected. In this case, however, the pairing tensor κˆ is only approximately
antisymmetric.
Pairing correlations in nuclei are restricted to an energy window of a few
MeV around the Fermi level, and their scale is well separated from the scale
of binding energies, that are in the range from several hundred to thousand
MeV. There is no empirical evidence for any relativistic effect in the nuclear
pairing field ∆ˆ and, therefore, a hybrid RHBmodel [35] with a non-relativistic
pairing interaction can be formulated. For a general two-body interaction,
the matrix elements of the relativistic pairing field read
∆ˆn1p1,n′1p′1 =
1
2
∑
n2p2,n′2p
′
2
〈n1p1, n′1p′1|V pp|n2p2, n′2p′2〉κn2p2,n′2p′2. (49)
The indices (p1, p2, p3, p4 ≡ f, g) refer to the large and small components of
the quasiparticle Dirac spinors:
Uk =
(
f
(U)
k
ig
(U)
k
)
(V )k =
(
f
(V )
k
ig
(V )
k
)
. (50)
In practical applications of the RHB model only the large components of the
spinors Uk and Vk are used to build the non-relativistic pairing tensor κˆ in
Eq. (44). The resulting pairing field reads
∆ˆn
1
f,n′
1
f =
1
2
∑
n
2
n′
2
〈n1f, n′1f |V pp|n2f, n′2f〉a κn2f,n′2f . (51)
The other components: ∆ˆfg, ∆ˆgf , and ∆ˆgg can be safely omitted [36].
For reasons of simplicity in many RHB calculations, in particular for those
which serve as a basis for investigations beyond mean field [4] a zero-range
pairing force has been chosen. However, this force shares with the monopole
force with constant G the problem of an ultraviolet divergence and requires
the use of a pairing window. Finite range forces avoid this. Therefore the
pairing part of the Gogny force D1S [37] has been used with great success for
many conventional RHB calculations for nuclear ground state properties [35],
for the study of rotational bands in the rotating frame [38], and for investi-
gations of giant resonances in the framework of the relativistic quasiparticle
random phase approximation (RQRPA) [2]. Since the calculations involving
the finite-range Gogny force in the pairing channel require considerable com-
putational effort, a separable form of the Gogny force has been introduced
14
for RHB calculations in spherical and deformed nuclei [39, 40, 41, 42]. The
force is separable in momentum space, and is completely determined by two
parameters that are adjusted to reproduce the pairing gap of the Gogny force
in symmetric nuclear matter. The gap equation in the 1S0 channel reads
∆(k) = −
∫ ∞
0
k′2dk′
2π2
〈k|V 1S0 |k′〉 ∆(k
′)
2E(k′)
, (52)
and the pairing force is separable in momentum space
〈k|V 1S0 |k′〉 = −Gp(k)p(k′) . (53)
By assuming a simple Gaussian ansatz p(k) = e−a
2k2 , the two parameters
G and a have been adjusted to reproduce the density dependence of the
gap at the Fermi surface, calculated with a Gogny force. For the D1S pa-
rameterization [37] of the Gogny force the following values were determined:
G = 728 MeVfm3 and a = 0.644 fm. When the pairing force Eq. (53) is
transformed from momentum to coordinate space, it takes the form:
V pp(r1, r2, r
′
1, r
′
2) = −Gδ (R−R′)P (r)P (r′), (54)
where R = 1√
2
(r1 + r2) and r =
1√
2
(r1 − r2) denote the center-of-mass and
the relative coordinates, respectively, and P (r) is the Fourier transform of
p(k):
P (r) =
1
(4πa2)3/2
e−r
2/2a2 . (55)
The pairing force has a finite range and, because of the presence of the factor
δ (R−R′), it preserves translational invariance. Even though δ (R−R′)
implies that this force is not completely separable in coordinate space, we
will show in the following sections that the corresponding antisymmetrized
pp matrix elements
〈n1n2|V pp|n′1n′2〉a = 〈n1n2|V pp|n′1n′2〉 − 〈n1n2|V pp|n′2n′1〉, (56)
can be represented as a sum of a finite number of separable terms in the
harmonic oscillator basis:
〈n1n2|V pp|n′1n′2〉a =
∑
N
WN∗n
1
n
2
WNn′
1
n′
2
. (57)
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In this case the pairing field ∆ takes the form
∆n
1
n
2
=
∑
N
PN W
N∗
n
1
n
2
with PN =
1
2
Tr(WNκ), (58)
and, finally, the pairing energy in the nuclear ground state is given by [39]:
Epair = −G
∑
N
P ∗NPN . (59)
It should be noticed that the procedure to adjust the EDF parameters for
the DD-ME2 and DD-PC1 sets has been performed by treating the pairing
correlations in the BCS constant-gap approximation with empirical pairing
gaps (5-point formula). This approximation is justified because pairing cor-
relations contribute only a very small portion to the total binding energy. In
nuclei there is a clear separation of scales between the bulk contributions to
the binding energies of the order of hundreds to more than thousand MeV,
and the pairing energy of the order of ten MeV. To take into account pairing
correlations in a calculation of the binding of nuclei close to β-stability, such
as those used to adjust the EDF parameters, it is sufficient to consider only
the monopole part of the effective pairing interaction adjusted to experimen-
tal pairing gaps. Of course, this is no longer true in studies of phenomena
determined by structure effects in the vicinity of the Fermi surface, such as
nuclear excitations or fission barriers, or in nuclei far from stability, where
detailed properties of the effective interaction in the pairing channel become
important.
3. Numerical implementation of the RHB equations
For nuclei with spherical symmetry the RHB equation in coordinate space
reduces to a simple set of radial integro-differential equations. In the case
of deformed nuclei, however, the solution of integro-differential equations in
coordinate space presents a numerically intensive and time-consuming task.
For an efficient implementation of the RHB model the DIRHB package uses
a method proposed by Vautherin [43], that combines the configurational
and coordinate space representations. The RHB equation is solved in the
configurational space of harmonic oscillator wave functions with appropriate
symmetry, whereas the densities are computed in coordinate space. The
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method can be applied to spherical, axially and non-axially deformed nuclei.
The RHB eigenvalue problem in configurational space reads [17]

A− λ B ∆ff 0
BT C − λ 0 0
∆ff 0 −A+ λ −B
0 0 −BT −C + λ




f (U)
g(U)
f (V )
g(V )

 = E


f (U)
g(U)
f (V )
g(V )

 . (60)
The diagonalization of the RHB matrix equation yields the wave functions
in configurational space. The resulting density matrix is computed in con-
figurational space
(
ρnn′ ρnn˜′
ρn˜n′ ρn˜n˜′
)
=
( ∑
f
(V )∗
n f
(V )
n′ i
∑
f
(V )∗
n g
(V )
n˜′
−i∑ g(V )∗n˜ f (V )n′ ∑ g(V )∗n˜ g(V )n˜′
)
. (61)
where n and n˜ denote the indices of an expansion of the large and small
components of the Dirac spinor in the oscillator basis. The density matrix
is then transformed to the coordinate space, and the resulting vector and
scalar densities are used to calculate the potentials.
The map of the energy surface as a function of quadrupole deformation
parameters is obtained by solving the RHB equation with constraints on the
axial and triaxial mass quadrupole moments of a given nucleus. The method
of quadratic constraints uses an unrestricted variation of the function
〈Hˆ〉+
∑
µ=0,2
C2µ(〈Qˆ2µ〉 − q2µ)2, (62)
where 〈Hˆ〉 is the total energy and 〈Qˆ2µ〉 denotes the expectation value of the
mass quadrupole operators
Qˆ20 = 2z
2 − x2 − y2 and Qˆ22 = x2 − y2. (63)
q2µ is the constrained value of the multipole moment and C2µ the corre-
sponding stiffness constant [34]. For a self-consistent solution the quadratic
constraint adds an extra force term
∑
µ=0,2 λµQˆ2µ to the system, where
λµ = 2C2µ(〈Qˆ2µ〉 − q2µ). Such a term is necessary to force the system to a
point in deformation space different from the stationary point. In general, the
values of the quadrupole moments 〈Qˆ2µ〉 for the self-consistent solution coin-
cide with the constrained values q2µ only at the stationary point. Moreover,
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the difference between the quadrupole moment 〈Qˆ2µ〉 and the constrained
value q2µ depends on the value of the stiffness constant, that is, smaller val-
ues of C2µ lead to larger deviations of the quadrupole moment from the cor-
responding constrained value. Increasing the value of the stiffness constant,
however, often destroys the convergence of the self-consistent procedure. This
deficiency can be resolved by using the augmented Lagrangian method [44],
and this approach has been implemented in the DIRHB package. In the it-
erative procedure that leads to the self-consistent solution, the intermediate
solutions can be combined by using either the linear or the Broyden mixing
procedure [45].
3.1. The spherically symmetric case
For systems with rotational invariance we employ the spherical coordi-
nates
x = r sin θ cosφ, y = r sin θ sinφ, z = r cos θ. (64)
The nucleon densities and meson fields depend only on the radial coordinate
r. The spinor is labeled by the nucleon angular momentum ji, its projection
mi, parity πi, and the isospin projection ti = ±1/2 for neutrons and protons,
respectively
ψi(r, s, t) =
(
fi(r)Φlijimi(θ, φ, s)
igi(r)Φl˜ijimi(θ, φ, s)
)
χti(t). (65)
The orbital angular momenta that correspond to the large (li) and small (l˜i)
spinor components are determined by the total angular momentum ji and
parity πi
l = j ± 1
2
, l˜ = j ∓ 1
2
, π = (−)j± 12 , κ = ±(j + 1
2
). (66)
χti denotes the isospin wave function, and Φljm is a two-dimensional spinor
with the angular momentum quantum numbers ljm
Φljm(θ, φ, s) =
[
χ1/2(s)⊗ Yl(θ, φ)
]
jm
(67)
The dependence on the angles is analytical and one is left with a coupled set
of ordinary differential equations in the radial variable r for the large and
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small components of the Dirac spinor
(M∗(r) + V (r)) fi(r) +
(
∂r − κi − 1
r
)
gi(r) = ǫifi(r), (68)
−
(
∂r +
κi + 1
r
)
fi(r)− (M∗(r)− V (r)) gi(r) = ǫigi(r), (69)
whereM∗(r) is the Dirac mass and the potential V (r) is defined by Eq. (23).
The large and small components of the Dirac spinors are expanded sep-
arately in terms of the radial functions Rnl(r, b0) of a spherical harmonic
oscillator potential with oscillator frequency ~ω0 and the corresponding os-
cillator length b0 =
√
~/mω0
1
fi(r) =
nmax∑
n=0
f (i)n Rnli(r, b0), gi(r) =
n˜max∑
n˜=0
g
(i)
n˜ Rn˜l˜i(r, b0). (70)
The radial oscillator wave functions read
Rnl(r, b0) = b
−3/2
0 Rnl(ξ) = b
−3/2
0 Nnl ξlLl+1/2n (ξ2)e−ξ
2/2, (71)
where ξ = r/b0 corresponds to the radial distance in units of the oscillator
length. n = 0, 1, 2, . . . counts the number of radial nodes. The associated
Laguerre polynomials Lmn (ξ
2) are defined in Ref. [46]. The normalization
factor is
Nnl = (2n!/(l + n + 1/2)!)1/2. (72)
The upper limits nmax and n˜max in Eq. (70) are determined by the corre-
sponding major shell quantum numbers Nmax = 2nmax + lmax and N˜max =
2n˜max + l˜max. The small components are expanded up to N˜max = Nmax + 1
to avoid spurious contributions to the solution of the RHB equation [20].
3.1.1. The Dirac Hamiltonian
In the following the generic notation for basis states reads: |α〉 = |nljm〉.
We use α for the expansion of the upper, and α˜ for the expansion of the
lower components of the Dirac spinor. The matrix elements of the Dirac
1
m is the bare nucleon mass
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Hamiltonian Eq. (60) for the case of spherical symmetry read
Aαα′ =
∫ ∞
0
dξ Rnl(x)Rn′l(ξ) [M
∗(b0ξ) + V (b0ξ)] , (73)
Cα˜α˜′ =
∫ ∞
0
dξ Rnl˜(x)Rn′ l˜(ξ) [M
∗(b0ξ)− V (b0ξ)] , (74)
Bα˜α′ = Nnl˜Nn′l
∫ ∞
0
dξe−ξ
2
ξ2lLl˜+1/2n L
l+1/2
n′ (2n
′ + l + 1 + κ− ξ2). (75)
3.1.2. The Coulomb interaction
The potential for protons includes the direct Coulomb field
VC(r) = e
2
∫
d3r′
ρp(r
′)
|r − r′| . (76)
The logarithmic singularity in the integrand at the point r = r′ can be
eliminated by using the identity [43]:
△r′|r − r′| = 2|r − r′| , (77)
that, together with an integration by parts, yields
VC(r) =
e2
2
∫
d3r′|r − r′|△r′ρp(r′). (78)
The angular part can be integrated analytically, while the remaining radial
factor has to be integrated numerically
VC(r) = πe
2
∫ ∞
0
dr′r′2
(
3r +
r′2
r
)
d2ρp(r
′)
dr′2
. (79)
3.1.3. Klein-Gordon equations
In spherical symmetry the Helmholtz equations for the meson fields φ =
σ, ω, ρ read (
− ∂
2
∂r2
− 2
r
∂
∂r
+m2φ
)
φ(r) = sφ(r). (80)
The solution of this equation is obtained by an expansion in a complete set
of basis states
φ(r) =
nb∑
n=0
φnRn0(r, b0), sφ(r) =
nb∑
n=0
sφnRn0(r, b0) . (81)
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The maximal radial quantum number nb in the expansion is determined by
the cut-off parameter NB = 2nb. Inserting the ansatz (81) into the Klein-
Gordon equation, one obtains a set of inhomogeneous linear equations,
nb∑
n′
Hnn′φn′ = sφn, (82)
with the matrix
Hnn′ = −b−20 δnn′ (2n+ 3/2)
+ b−20 δnn′+1
√
(n+ 1)(n+ 3/2) + b−20 δn′n+1
√
(n′ + 1)(n′ + 3/2). (83)
The set of equations (82) is solved by inversion.
3.1.4. Pairing matrix elements
The antisymmetric matrix elements of the pairing interaction Eq. (54)
can be separated into products of spin and coordinate-space factors
〈αβ¯|V pp|γδ¯〉a = −G〈αβ¯|δ (R−R′)P (r)(1− P σ)/2|γδ¯〉a. (84)
For the ground-state solution one only needs the two-particle wave functions
coupled to angular momentum J = 0. Starting from the basis
|α〉 = |nljm〉 = Rnl(r, b0)
[
χ1/2 ⊗ Yl(rˆ)
]
jm
, (85)
|α¯〉 = |nljm〉 = (−1)l+j−mRnl(r, b0)
[
χ1/2 ⊗ Yl(rˆ)
]
j−m , (86)
the two-particle wave function can be transformed from the jj- to the LS
coupling scheme. The projector (1 − P σ)/2, together with the condition
J = 0, restricts the spin and orbital quantum numbers to S = λ = 0,
respectively
|γδ¯〉S=0,J=0 = (−1)lδ jˆδ
sˆlˆδ
δlγ ,lδδjγ ,jδRnγ lγ (r1, b0)Rnδlδ(r2, b0)|λ = 0〉|S = 0〉,
(87)
with jˆ =
√
2j + 1. The expressions
|λ = 0〉 = [Ylγ(rˆ1)⊗ Ylδ(rˆ2)]0 and |S = 0〉 = [χ1/2 ⊗ χ1/2]0 (88)
denote the angular momentum and spin wave functions coupled to angular
momentum λ = 0 and spin S = 0. The spatial wave functions are expressed
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in laboratory coordinates, whereas the separable pairing interaction Eq. (84)
depends on the center-of-mass coordinate and the relative coordinate of a
nucleon pair. The transformation between the laboratory and center-of-mass
reference frames can be carried out by using the Talmi-Moshinsky brack-
ets [47, 48, 49]. In particular, the definition of Baranger [50] is used
|nγlγnδlδ;λµ〉 =
∑
NLnl
MNL nlnγ lγnδlδ |NLnl;λµ〉, (89)
with |λµ〉 =
[
YL(Rˆ)⊗ Yl(rˆ)
]
λµ
and |NLnl〉 = RNL(R, b0)Rnl(r, b0). MNL nlnγ lγnδlδ
are the Talmi-Moshinsky brackets, and the conservation of harmonic oscilla-
tor quanta yields the selection rule
2N + L+ 2n+ l = 2nγ + lγ + 2nδ + lδ. (90)
Finally, the pairing matrix elements of the interaction Eq. (84) can be ex-
pressed as a sum over the quantum numbers N , L, N ′, L′, n, l, n′ and l′.
The integration over the center of the mass coordinates R and R′ yields
N = N ′, L = L′. Furthermore, the sum contains the integrals over the
relative coordinates ∫
Rnl(r)Ylm(rˆ)P (r)d
3r, (91)
where P (r) is given by Eq. (55). This integral vanishes for l 6= 0. Since the
spherical harmonics YL(Rˆ) and Yl(rˆ) are coupled to λ = 0, the condition
l = 0 also implies L = 0. The quantum numbers n and n′ are determined by
the selection rule Eq. (90), that is, a single sum of separable terms over the
quantum number N is obtained
V J=0αβ¯γδ¯ = −G
∑
N
WN∗αβ¯ W
N
γδ¯ . (92)
The single-particle matrix elements read
WNγδ¯ = (−1)l
jˆ
sˆlˆ
MN0n0nγ lnδl
∫ ∞
0
Rn0(r, b0)P (r)r
2dr, (93)
with l ≡ lγ = lδ and j ≡ jγ = jδ. The radial integral over the relative
coordinate can easily be reduced to the following form∫ ∞
0
Rn0(r, b0)P (r)r
2dr =
1
b
3/2
0
1
21/4
Nn0
(4πα2)3/2
∫ ∞
0
η1/2L1/2n (η)e
− η
2
(
1+ 1
α0
)
dη,
(94)
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where the parameter α0 = a/b0 characterizes the width of the function P (r)
Eq. (55) in units of the oscillator length b0. The integral in Eq. (94) can
be computed analytically by using the generating function for the associated
Laguerre polynomials [46]
e
ηz
z−1
(1− z)3/2 =
∞∑
n=1
L1/2n (η)z
n. (95)
Finally,
WNγδ¯ =
(−)l
b
3/2
0
jˆ
sˆlˆ
MN0n0nγ lnδl
√
(2n+ 1)!
(2π)3/42nn!
(
1
1 + α20
)3/2(
1− α20
1 + α20
)n
, (96)
where the quantum number n is determined by the selection rule n = nγ +
nδ + l −N .
3.2. Nuclei with axially symmetric quadrupole deformation
In the case of quadrupole deformation with axialy symmetry, the third
component Jz of the total angular momentum is conserved and defines the
quantum number Ωi that labels the nucleon spinor
ψi(r, s, t) =


f+i (r⊥, z)e
iΛ−φ
f−i (r⊥, z)e
iΛ+φ
ig+i (r⊥, z)e
iΛ−φ
ig−i (r⊥, z)e
iΛ+φ

χti(t) , (97)
where Λ± = Ωi±1/2, and {r⊥, z, φ} are the standard cylindrical coordinates
x = r⊥ cosφ, y = r⊥ sin φ, z = z. (98)
Furthermore, the assumption is that parity and the third component of the
isospin are conserved. The nucleon wave functions are expanded in a basis
of eigenfunctions of a single-particle Hamiltonian for an axially deformed
harmonic oscillator potential:
Vosc(z, r⊥) =
1
2
mω2zz
2 +
1
2
mω2⊥r
2
⊥. (99)
Imposing volume conservation, the two oscillator frequencies ~ω⊥ and ~ωz
can be expressed in terms of a deformation parameter β0,
~ωz = ~ω0e
−
√
5
4pi
β0, ~ω⊥ = ~ω0e
1
2
√
5
4pi
β0 . (100)
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The corresponding oscillator length parameters are
bz =
√
~
mωz
, b⊥ =
√
~
mω⊥
. (101)
b2⊥bz = b
3
0 because of volume conservation. The basis is now determined by
the two constants ~ω0 and β0. The eigenfunctions of the deformed harmonic
oscillator potential are labeled by the set of quantum numbers
|α〉 = |nznrΛms〉, (102)
where nz and nr are the number of nodes in the z- and r⊥-directions, re-
spectively. Λ and ms are projections of the orbital angular momentum and
spin on the intrinsic z-axis, respectively. Making use of the dimensionless
variables
ξ = z/bz , η = r
2
⊥/b
2
⊥, (103)
the harmonic oscillator eigenfunctions read
Φα(r, s) = ϕnz(z, bz)ϕ
Λ
nr(r⊥, b⊥)
eiΛφ√
2π
χ(s), (104)
where
ϕnz(z, bz) = b
−1/2
z ϕnz(ξ) = b
−1/2
z NnzHnz(ξ)e−ξ
2/2, (105)
ϕΛnr(r⊥, b⊥) = b
−1
⊥ ϕ
Λ
nr(η) = b
−1
⊥ N Λnr
√
2η|Λ|/2L|Λ|nr (η)e
−η/2. (106)
Hnz(ξ) and L
|Λ|
nr (η) denote the Hermite and associated Laguerre polynomials,
respectively. The normalization factors are
Nnz = (
√
π2nznz!)
−1/2 and N Λnr = (nr!/(nr + |Λ|)!)1/2. (107)
The large and small components of a Dirac spinor are expanded indepen-
dently in terms of the oscillator eigenfunctions
fi(r, s, t) =
1√
2π
(
f+i (z, r⊥)e
iΛ−φ
f−i (z, r⊥)e
iΛ+φ
)
=
αmax∑
α
f (i)α Φα(r, s)χti(t), (108)
gi(r, s, t) =
1√
2π
(
g+i (z, r⊥)e
iΛ−φ
g−i (z, r⊥)e
iΛ+φ
)
=
α˜max∑
α˜
g
(i)
α˜ Φα˜(r, s)χti(t). (109)
To avoid the appearance of spurious states, the quantum numbers αmax and
α˜max are chosen in such a way that the corresponding major quantum num-
bers N = 2nr + |Λ|+nz are not larger than Nmax and Nmax+1 for the large
and small components, respectively.
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3.2.1. The Dirac Hamiltonian
The matrix elements of the Dirac Hamiltonian for the case of axially
symmetric quadrupole deformation are given by( Aαα′
Cαα′
)
= δΛΛ′δmsm′s
∫ ∞
−∞
dξ ϕnz(ξ)ϕn′z(ξ)×
×
∫ ∞
0
dη ϕΛnr(η)ϕ
Λ
n′r
(η) [M∗(bzξ, b⊥
√
η)± V (bzξ, b⊥√η)] (110)
Bαα˜ = δΛΛ˜δmsm˜sδnrn˜r(−1)1/2−ms
1
bz
(
δnzn˜z−1
√
n˜z
2
− δnzn˜z+1
√
nz
2
)
+ δΛΛ˜+1δmsm˜s−1δnzn˜z
N ΛnrN Λ˜n˜r
b⊥
∫ ∞
0
dηe−ηηΛ−1/2LΛnr(η)
(
L˜Λ˜n˜r(η)− ΛLΛ˜n˜r(η)
)
+ δΛΛ˜−1δmsm˜s+1δnzn˜z
N ΛnrN Λ˜n˜r
b⊥
∫ ∞
0
dηe−ηηΛ−1/2LΛnr(η)
(
L˜Λ˜n˜r(η) + Λ˜L
Λ˜
n˜r(η)
)
.
(111)
3.2.2. Coulomb interaction
The mean-field potential for protons includes the direct Coulomb field
VC(r) = e
2
∫
d3r′
ρp(r
′)
|r − r′| . (112)
The logarithmic singularity in the integrand at the point r = r′ can be
eliminated by using the identity [43]
△r′|r − r′| = 2|r − r′| , (113)
that, together with an integration by parts, gives
VC(r) =
e2
2
∫
d3r′|r − r′|△r′ρp(r′). (114)
After integrating over the azimuthal angle φ, one obtains the following ex-
pression
VC(r⊥, z) = 2e2
∫ ∞
0
r′⊥dr
′
⊥
∫ ∞
−∞
dz′d(r⊥, z)E
(
4r⊥r′⊥
d(r⊥, z)
)
△ρp(r′⊥, z′), (115)
with d(r⊥, z) =
√
(z − z′)2 + (r⊥ + r′⊥)2. The complete elliptic integral of
the second kind is approximated by the standard polynomial formula [46].
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3.2.3. Klein-Gordon equations
In the case of axial symmetry the Helmholtz equations for the meson
fields φ = σ, ω, ρ read(
− ∂
2
∂r2⊥
− 2
r⊥
∂
∂r⊥
+m2φ
)
φ(r⊥, z) = sφ(r⊥, z). (116)
The solution is obtained by expanding the fields in a complete set of basis
states:
φ(z, r⊥) =
NB∑
nznr
φnznrϕnz(z, bz)ϕ
0
nr(r⊥, b⊥). (117)
It is convenient to use the same deformation parameter β0 and oscillator
frequency ~ω0 as for the nucleon wave functions. Inserting the expansion
into the Klein-Gordon equation, one obtains an inhomogeneous set of linear
equations
NB∑
n′zn
′
r
Hnznrn′zn′rφn′zn′r = sφnznr , (118)
with the matrix elements
Hnznrn′zn′r = δnrn′rδnzn′z
(
1
b2z
(nz +
1
2
) +
1
b2⊥
(2nr + 1) +m
2
φ
)
− 1
2b2z
δnrn′r
(√
(nz + 1)n′zδnzn′z−2 +
√
nz(n′z + 1)δnzn′z+2
)
+
1
b2⊥
δnzn′z
(
n′rδnrn′r−1 + nrδnrn′r+1
)
. (119)
The set of equations (118) is solved by inversion.
3.2.4. The pairing matrix elements
Although the total angular momentum J is no longer a good quantum
number, Ωtot = 0 is still valid in the pairing channel. For the matrix element
of the pairing interaction Eq. (54) the operator (1−P σ)/2 projects onto the
S = 0 spin-singlet product space
|γδ¯〉S=0 = 1√
2
ϕnγz (z1, bz)ϕnδz(z2, bz)ϕ
Λγ
nγr
(r⊥,1, b⊥)ϕΛ
δ
nδr
(r⊥,2, b⊥)×
× 1
2π
eiΛ
γ(φ1−φ2)δΛγΛδδmγsmδs . (120)
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Since the separable pairing interaction is expressed in terms of the center-of-
mass coordinate R and the relative coordinate r of a pair, the two-particle
wave function is transformed to the center-of-mass frame:
|nγznδz〉 =
∑
Nznz
MNznz
nγz nδz
|Nznz〉, (121)
|nγrΛγnδrΛδ〉 =
∑
NrΛ
∑
nrλ
MNrΛ nrλ
nγrΛγ nδrΛ
δ |NrΛnrλ〉, (122)
where MNznz
nγz nδz
and MNrΛ nrλ
nγrΛγ nδrΛ
δ denote the one- and two-dimensional Talmi-
Moshinski transformation brackets, respectively [51, 52]. The selection rule
Λγ+Λδ = Λ+λ yields the constraint Λ+λ = 0. The pairing matrix element
can be expressed as a sum over the complete set of quantum numbers Nz,
nz, Nr, nr, Λ, λ, N
′
z, n
′
z, N
′
r, n
′
r, Λ
′ and λ′. However, the factor δ(R −R′)
in the pairing interaction restricts this sum to Nz = N
′
z, Nr = N
′
r, λ = λ
′,
Λ = Λ′. Furthermore, the angular part of the integral over the relative
coordinate vanishes for λ 6= 0, that is, Λ = λ = 0. Thus the matrix element
of the separable force Eq. (54) in the axially deformed oscillator basis can be
written as a sum over two quantum numbers: Nz and Nr,
〈αβ¯|V pp|γδ¯〉a = −G
∑
NzNr
WNzNr∗
αβ¯
WNzNr
γδ¯
, (123)
The summation over the quantum numbers nz, nr, n
′
z and n
′
r vanishes because
of the conservation of the harmonic oscillator quanta
nz = nz1 + nz2 −Nz, (124)
nr = nr1 + nr2 + |Λ1| −Nr. (125)
The single-particle matrix element WNzNr
γδ¯
can be factorized into two one-
dimensional integrals
WNzNr
γδ¯
= WNz
γδ¯
WNr
γδ¯
. (126)
For WNz
γδ¯
we find
WNz
γδ¯
=
1
b
1/2
z
MNznz
nγznδz
Inz(αz) , (127)
where αz = a/bz. The integral over the relative coordinate
In(α) =
1
α
∫ ∞
−∞
ϕn(ξ)e
−ξ2/2α2dξ, (128)
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vanishes for odd values of the quantum number n. The integration can be
performed using the generating function for the Hermite polynomials [46]
e2ξz−z
2
=
∞∑
n=0
1
n!
Hn(ξ)z
n. (129)
and one obtains
In(α) = δn,even
(−1)n/2
(2π)1/4
√
n!
2n/2(n/2)!
(
1
1 + α2
)1/2(
1− α2
1 + α2
)n/2
. (130)
The integral over the perpendicular coordinate with α⊥ = a/b⊥
WNr
γδ¯
=
1
b⊥
MNr0 nr0
nγrΛγnδr−Λγ
1
α2⊥
∫ ∞
0
ϕ0nr(η)e
−η2/4α2
⊥ηdη, (131)
can be evaluated using the generating function for the Laguerre polynomi-
als [46]
e−ηz/(1−z)
1− z =
∞∑
n=0
1
n!
Ln(η)z
n, (132)
with the resulting expression
WNr
γδ¯
=
1
b⊥
MNr0 n 0
nγrΛγnδr−Λδ
1
(2π)1/2
1
1 + α2⊥
(
1− α2⊥
1 + α2⊥
)nr
. (133)
3.3. Nuclei with triaxial quadrupole shapes
The Dirac single-nucleon spinors are expanded in a basis of eigenfunctions
of a three-dimensional harmonic oscillator in Cartesian coordinates [53, 54]:
V (x, y, z) =
1
2
mω2xx
2 +
1
2
mω2yy
2 +
1
2
mω2zz
2. (134)
Because of volume conservation, the three oscillator frequencies can be ex-
pressed in terms of the basis deformation parameters β0 and γ0,
~ωx = ~ω0e
−
√
5
4pi
β0 cos (γ0−2pi/3), (135)
~ωy = ~ω0e
−
√
5
4pi
β0 cos (γ0+2pi/3), (136)
~ωz = ~ω0e
−
√
5
4pi
β0 cos γ0 . (137)
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The corresponding oscillator lengths are bµ =
√
~/mωµ and, because of vol-
ume conservation, bxbxbz = b
3
0. The basis is completely determined by the
three constants ~ω0, β0, and γ0. The basis states are products of three one-
dimensional harmonic oscillator eigenfunctions and the spin factor:
Φα(r;ms) = ϕnx(x, bx)ϕny(y, by)ϕnz(z, bz)χms , (138)
The one-dimensional oscillator eigenfunctions read
ϕnµ(xµ, bµ) = b
−1/2
µ ϕnµ(ξµ) = b
−1/2
µ NnµHnµ(ξµ)e−ξ
2
µ/2 (µ ≡ x, y, z), (139)
where ξµ denotes the ratio between the Cartesian coordinate and the corre-
sponding oscillator length bµ =
√
~/mωµ . The normalization factor reads
Nn = (
√
π2nn!)−1/2, (140)
and the Hermite polynomial Hn(ξ) is defined in Ref. [46].
The spatial part of the wave function is labeled by the quantum numbers
α = {nx, ny, nz}. For each combination of these quantum numbers the spin
part is chosen in such a way that the basis state is an eigenfunction of the
x-simplex operator Sˆx = Pˆ e
−ipiJx, where Pˆ denotes the parity operator. The
positive and negative x-simplex operator [54] eigenstates read
|nxnynz; i = +〉 = |nxnynz〉 i
ny
√
2
[| ↑〉 − (−1)nx | ↓〉] , (141)
|nxnynz; i = −〉 = |nxnynz〉(−1)nx+ny+1 i
ny
√
2
[| ↑〉+ (−1)nx | ↓〉] , (142)
and are related by the time-reversal operator
|nxnynz; i = −〉 = Tˆ |nxnynz; i = +〉. (143)
For a Dirac spinor with a positive simplex eigenvalue, the large component
corresponds to positive eigenvalues and the small component to negative
eigenvalues. The large and small components are expanded in terms of the
basis states
fi(r,±) =
αmax∑
α
fαi Φα(r;±), gi(r,±) =
α˜max∑
α˜
gα˜i Φα˜(r;±). (144)
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In the present implementation of the model parity is also conserved, thus
allowing a further reduction of the basis to four simplex-parity blocks. To
avoid the appearance of spurious states, the quantum numbers αmax and
αmax are chosen in such a way that the corresponding major quantum number
N = nx + ny + nz does not exceed Nmax and N˜max = Nmax + 1 for large and
small components, respectively.
3.3.1. The Dirac Hamiltonian
In addition to x-simplex and parity, one assumes that the densities and
fields are reflection-symmetric with respect to the yz, xz and xy planes
V (−x, y, z) = V (x, y, z), (145)
V (x,−y, z) = V (x, y, z), (146)
V (x, y,−z) = V (x, y, z). (147)
The matrix elements of the Dirac Hamiltonian in Cartesian coordinates are
given by ( Aαα′
Cαα′
)
= (−1)(ny+n′y)/2δnx+n′x,evenδny+n′y,evenδnz+n′z ,even×
× 〈nxnynz|M∗(x, y, z)± V (x, y, z)|n′xn′yn′z〉 (148)
Bαα˜ = 1√
2bx
δny n˜yδnzn˜z(−1)nx+ny
[√
nxδnxn˜x+1 −
√
n˜xδnxn˜x−1
]
+
1√
2by
δnxn˜xδnzn˜z(−1)ny
[√
nyδny n˜y+1 +
√
n˜yδnyn˜y−1
]
+
1√
2bz
δnxn˜xδnyn˜y(−1)nx+ny
[√
nzδnzn˜z+1 −
√
n˜zδnzn˜z−1
]
. (149)
3.3.2. Coulomb interaction
The direct Coulomb potential is given by the three-dimensional integral
Uc(r) = e
2
∫
d3r′
ρp(r
′)
|r − r′| . (150)
Although a direct integration of the Poisson equation can easily be performed
in calculations when the problem is characterized by spherical or axial sym-
metry, the number of mesh points on the three dimensional grid can easily
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become prohibitively large. In this case the Poisson equation can be solved
using the conjugate gradient method [55], or the Coulomb interaction is re-
placed by an integral over Gaussian interactions [56, 57]. The DIRHB triaxial
code employs a method based on the Coulomb Green’s function, that is also
used in the non-relativistic HFODD code [58]. The direct Coulomb poten-
tial can be expressed through the Dirichlet Green’s function GD(r, r
′) in the
following way [59]
Uc(r) = e
2
∫
V
d3r′GD(r, r′)ρp(r′)− e
2
4π
∮
S
d2s′
∂GD(r, r
′)
∂n′
Uc(r
′). (151)
The first term is the volume integral over an arbitrary closed volume, whereas
the second integral is evaluated over the surface enclosing this volume. The
Dirichlet Green’s function presents a solution of the Poisson equation for
a point charge, and vanishes at the surface. The normal derivative in the
surface term is calculated with respect to the outward direction perpendicular
to the surface. The method proposed in Ref. [58] adopts the volume in the
form of the parallelepiped
−Dx ≤ x ≤ Dx, −Dy ≤ y ≤ Dy, −Dz ≤ z ≤ Dz. (152)
The Dirichlet Green’s function can be expressed in a separable form as
GD(r, r
′) =
4π
DxDyDz
∑
jxjyjz
f(Jxx)f(Jyy)f(Jzz)f(Jxx
′)f(Jyy′)f(Jzz′)
J2x + J
2
y + J
2
z
,
(153)
where the functions f ensure the Dirichlet boundary conditions,
f(Jixi) =
{
cos (Jixi) for ji even,
sin (Jixi) for ji odd,
with Ji =
(ji + 1)π
2Di
. (154)
The Coulomb potential on the surface of the parallelepiped is approximated
by the multipole expansion
Uc(r) =
∑
λµ
4πe2
(2λ+ 1)r2λ+1
Q
(p)
λµr
λYλµ(θ, φ). (155)
In practical calculations it suffice to retain the monopole, quadrupole and
hexadecupole term in the multipole expansion.
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3.3.3. The Helmholtz equation
In Cartesien coordinates the Helmholtz equations for the meson fields φ
= σ, ω, ρ read(
− ∂
2
∂x2
− ∂
2
∂y2
− ∂
2
∂z2
+m2φ
)
φ(x, y, z) = sφ(x, y, z). (156)
The solution is obtained by expanding the fields in a complete set of basis
states
φ(x, y, z) = ϕnx(x, bx)ϕny(y, by)ϕnz(z, bz). (157)
Also in this case the same deformation parameter βi is used as for the nucleon
wave functions. Inserting the expansion into the Klein-Gordon equation, one
obtains an inhomogeneous set of linear equations
NB∑
n′xn
′
yn
′
z
Hnxnynzn′xn′yn′zφn′xn′yn′z = sφnxnynz , (158)
with the matrix elements given by
Hnxnynzn′xn′yn′z = −
1
b2x
[√
(nx + 1)n′xδnxn′x−2 +
√
nx(n′x + 1)δnxn′x+2
]
δnyn′yδnzn′z
− 1
b2y
[√
(ny + 1)n′yδnyn′y−2 +
√
ny(n′y + 1)δnyn′y+2
]
δnxn′xδnzn′z
− 1
b2z
[√
(nz + 1)n′zδnzn′z−2 +
√
nz(n′z + 1)δnzn′z+2
]
δnxn′xδnyn′y
+
[
nx +
1
2
b2x
+
ny +
1
2
b2y
+
nz +
1
2
b2z
+m2φ
]
δnxn′xδnyn′yδnzn′z . (159)
The set of equations (158) is solved by inversion.
3.3.4. Pairing matrix elements
The antisymmetric matrix elements of the pairing interaction Eq. (54)
can be separated into a product of spin and coordinate space factors. The
operator (1− P σ)/2 projects onto the S = 0 spin-singlet product state
|γδ¯〉S=0 = −|δ¯γ〉S=0 = 1
2
in
γ
y+n
δ
y(−1)nδy+1
× δnγx+nδx,even [| ↑↓〉 − | ↓↑〉] |nγnδ〉, (160)
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and the problem reduces to the calculation of the spatial part of the matrix
element. This integral is separable in the x-, y- and z-coordinates. As an
example, the x component reads
Vx =
∫
ϕnαx (x1, bx)ϕnβx(x2, bx)P (x)δ(X −X ′)P (x′)
× ϕnγx(x′1, bx)ϕnδx(x′2, bx)dx1dx2dx′1dx′2. (161)
This integral is evaluated by making use of the 1D Talmi-Moshinsky trans-
formation and the generating function for the Hermite polynomials (see
Sect. 3.2.4). One finds that the pairing matrix element,
〈αβ¯|V pp|γδ¯〉a = −G
N0x∑
Nx=0
N0y∑
Ny=0
N0z∑
Nz=0
(
W
NxNyNz
αβ¯
)∗
W
NxNyNz
γδ¯
, (162)
can be represented as a sum of separable terms in a 3D Cartesian harmonic
oscillator basis with the single-particle matrix elements
W
NxNyNz
γδ¯
= δnγx+nδx,eveni
nγy−nδyWNx
nγxnδx
W
Ny
nγynδy
WNz
nγznδz
. (163)
The factors W
Nµ
n1n2 are given by
W
Nµ
nγµnδµ
=
1
b
1/2
µ
M
nNµ
nγµnδµ
In(αµ) with n = Nµ − nγµ − nδµ. (164)
where MnNnγnδ denotes the 1D Talmi-Moshinsky bracket, αµ = a/bµ, and the
integral In(α) is given in Eq. (130).
Because of reflection symmetry (145) of the potentials and corresponding
densities, only those matrix elements with even values for nγx + n
δ
x , n
γ
y + n
δ
y,
and nγz + n
δ
z contribute to P
NxNyNz = 1
2
Tr(WNxNyNzκ) and, therefore, Nx,
Ny, and Nz have to be even. As a consequence, only matrix elements of ∆γδ¯
with even values for nγx + n
δ
x, n
γ
y + n
δ
y, and n
γ
z + n
δ
z do not vanish.
4. Structure of the DIRHB program package
All three codes included in the DIRHB package (DIRHBS, DIRHBZ and
DIRHBT) consist of a Fortran program and two additional files: DIRHB.PAR
and DIRHB.DAT. The file DIRHB.PAR contains the relevant information about
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the dimension of the arrays, depending on the number of oscillator shells
selected for the expansion of nucleon spinors (N0FX) and boson fields (N0BX),
and the number of Gaussian mesh points. The file DIRHB.DAT includes the
data for the specific nucleus being calculated. The main program calls various
subroutines that read the data and perform the computation. The execution
essentially consists of three parts. The first part uses the file DIRHB.DAT to
start the program, initializes and generates all the relevant information. It
uses the subroutines DEFAULT, READER, FORCES, GAUSS, BASE, PREP, INOUT,
DINOUT, START, GAUPOL, SINGF and SINGD, GREEMES, and GREECOU.
The second part of the code carries out the self-consistent computation.
The iterative procedure is performed by the subroutine ITER. When the pa-
rameter IBROYD is set to 0, the intermediate solutions are combined using the
linear mixing procedure. In this case the program runs interactively. After
three iterations the user has to input the number of iterations, and the value
of the parameter xmix that determines the amount of mixing between the
new matrix elements and those calculated in the previous iteration
φn+1(r) = xmixφn+1(r) + (1− xmix)φn(r). (165)
For example maxit can be set to 100, and the value of xmix to 0.2. For
the parameter xmix to change automatically during the iteration procedure,
the value has to be input with a negative sign, that is, -100 instead of 100.
Setting the value of maxit to 0 stops the iteration immediately. When the
parameter IBROYD (predefined in the subroutine DEFAULT) is set to 1, the in-
termediate solutions are combined using the Broyden mixing procedure [45].
In this mode the program runs automatically with the mixing parameter
xmix = 0.5. At each iteration step the program prints out the iteration
number, the current level of accuracy (si) that corresponds to the maximal
difference between the matrix elements calculated in the previous and current
iteration, the current mixing parameter between the previous and fields from
the present iteration (xmix), the total energy per particle2 and the current
value of the mass distribution rms radius. For the DIRHBZ code the print-
out also contains the deformation parameter β and, correspondingly, both
deformation parameters β and γ for the DIRHBT code. The iteration proce-
dure stops when, for all mean-field and pairing matrix elements, the changes
2to speed up the calculation, the center-of-mass correction is computed only after con-
vergence is achieved
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Table 1: Program structure of the DIRHB computer codes.
Subroutine Task
-main
-default Initializes all variables.
-reader Reads parameters from the input data file dirhb.dat .
-prep Prepares variables according to the input data file.
-inout and dinout Reads initial fields (inin=0) and pairing tensor (inink=0).
-start Sets up the initial Woods-Saxon fields (inin=1) and
pairing tensor (inink=1).
-base Constructs the configuration space and the arrays of quantum
numbers.
-gaupol Calculates the HO basis functions at the Gaussian mesh points.
-singf Calculates the single-particle matrix elements.
-singd Calculates the pairing matrix elements .
-greecou Calculates the Coulomb Green’s function.
-greemes Calculates the meson Green’s function.
-iter Main iteration loop, repeated until convergence is reached.
-gamma Calculates the Dirac Hamiltonian matrix elements.
-delta Calculates and stores matrix elements of the pairing field.
-dirhb Diagonalizes the RHB equation
-denssh Calculates the density matrix and pairing tensor in the
oscillator space.
-densit Transforms the densities into coordinate space.
-gdd Calculates the density dependent couplings in coordinate
space.
-field Calculates the fields in coordinate space.
-coulom Calculates the Coulomb potential in coordinate space.
-expect Calculates various expectation values.
-cstrpot Calculates the constraining potential
(relevant only for the axial and the triaxial code).
-poten Calculates the potentials in coordinate space.
-itestc Verifies whether the convergency criterion is satisfied.
-canon Constructs the canonical basis.
-centmas Calculates the center-of-mass correction.
-resu Prints out the quasiparticle properties.
-inout Stores the final potentials for future use.
-dinout Stores the pairing matrix elements for future use.
-plot Prints out the densities in coordinate space.
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between two consecutive iteration steps become smaller than the parameter
epsi, predefined in the subroutine DEFAULT.
The third part of the code performs the remaining computations after con-
vergence is reached. The quasiparticle states and the single-particle states in
the canonical basis are printed out, the center-of-mass correction is evaluated,
and various expectation values are computed and printed.
4.1. Input and output data
The input data include:
• Number of oscillator shells for fermions and bosons (n0f, n0b). These
numbers must not exceed the values of the parameters n0fx and n0bx
in the file dirhb.par.
• β-deformation parameter of the harmonic oscillator basis (beta0 for
the axial and triaxial codes).
• γ-deformation parameter of the harmonic oscillator basis (gamma0 for
the triaxial code).
• β-deformation parameter for the initial Woods-Saxon potential (betai,
only for the axial and triaxial codes).
• γ-deformation parameter of the initial Woods-Saxon potential (gammai,
only for the triaxial code).
• The starting parameter for the potential (inin). If the parameter inin
is set to 1, the code starts from a default Woods-Saxon potential prede-
fined in the code. If the parameter inin is set to 0, the initial potential
is read from the file dirhb.wel.
• The starting parameter for the potential and pairing field (inink). If
inink is set to 1, the code starts with the diagonal pairing field with
equal matrix elements delta0. If in ink is set to 0, the initial pairing
matrix elements are read from the file dirhb.del.
• Neutron and proton initial pairing gaps (delta0).
• The nuclide to be computed: the element name (nucnam) followed by
the mass number (nama).
36
• Acronym of the parameter set of the selected energy density functional
(parname).
The following parameters, used to control the constrained calculation, are
used only by the DIRHBZ and DIRHBT codes. In the case of axial symmetry
only β is constrained.
• The quadrupole constraint control parameter icstr. If icstr is set to
0, the quadrupole constraint is not included, and the parameters betac,
gammac and cqad are not used. If icstr is set to 1, then betac and
gammac denote the constrained value of the quadrupole deformation in
the β − γ plane.
• Constrained value of the β-deformation parameter (betac).
• Constrained value of the γ-deformation parameter (gammac).
• Stiffness constant for the quadrupole constraint (cqad).
The output of the calculation is rather simple and we only briefly describe
the different sections of the output file dirhb.out.
• Header: The title of the code, date and time of execution, and the
name, mass, neutron and proton number of the nucleus, the acronym
of the effective interaction used in the calculation.
• Input data: Summary of the input data.
• Force: The acronym and parameters of the effective interaction used in
the particle-hole and particle-particle channels.
• Numerical: Summary of the numerical parameters and options.
• Iterations: Brief information for each iteration step.
• Canonical basis: Quantum numbers of the harmonic oscillator basis
state that corresponds to the largest component of the canonical wave
function, contribution of this basis state in the canonical wave function,
single-particle energies, pairing gaps and occupation probabilities in the
canonical basis.
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• Quasiparticle basis: Quantum numbers of the harmonic oscillator basis
state that corresponds to the largest component of the quasiparticle
wave function, quasiparticle energies, norms of the U and V coefficients.
If the norm of the coefficient V is larger than 0.5 the state is labeled
as a hole state (h), otherwise it is labeled as a particle state (p).
• Observables: Expectation values of various observables calculated for
the final RHB state.
The trace of the vector/scalar density is calculated by integrating the corre-
sponding density. The charge radius is calculated using the simple formula:
rc =
√
r2p + 0.64 (fm), (166)
where rp denotes the rms radius of the proton density distribution. The term
0.64 fm2 accounts for the finite size of the proton. The quadrupole moments
Q
(n,p)
20 and Q
(n,p)
22 are calculated using the expressions
Q
(n,p)
20 =
√
5
16π
〈3z2 − r2〉(n,p), Q(n,p)22 =
√
5
32π
〈x2 − y2〉(n,p). (167)
The following relations for the quadrupole moments expressed in terms of
the deformation parameters a20 and a22
Q
(n,p)
20 =
3A
4π
R20a
(n,p)
20 , Q
(n,p)
22 =
3A
4π
R20a
(n,p)
22 , (168)
determine the deformation parameters β and γ:
β =
√
a220 + 2a
2
22, γ = arctan
(√
2
a22
a20
)
, (169)
with R0 = 1.2A
1/3 (fm). The sign convention is that of Ref. [34]. For the
case of axial symmetry, the deformation parameter β is determined by the
quadrupole moment Q20:
Q20 =
√
9
5π
AR20β. (170)
Positive β values correspond to the γ = 00 axis (prolate shapes), and negative
values to the γ = 1800 axis (oblate shapes). The hexadecapole moment is
computed using the expression
Hn,p = 〈8z4 − 24z2(x2 + y2) + 3(x2 + y2)2〉n,p (171)
38
After the self-consistent solution of the RHB equations is reached, the
center-of-mass correction
Ecm = − P
2
cm
2AM
(172)
is subtracted from the total binding energy. Pcm is the total momentum of
a nucleus with A nucleons.
The densities in coordinate space are stored in the file dirhb.plo. The
details depend on the particular code:
• DIRHBS: prints out the total vector density as a function of the radial
coordinate.
• DIRHBZ: prints out the total vector density in the xz plane limited
to x > 0 because of axial symmetry. The first column denotes the
coordinate x, the second z, and the third column is the corresponding
value of the total vector density.
• DIRHBT: prints out the total vector density in the xy (dirhb-xy.plo),
xz (dirhb-xz.plo) and yz (dirhb-yz.plo) planes;
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