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ABSTRACT
We extend the formalism of a previous paper to include the effects of flybys and instantaneous
perturbations such as supernovae on the long-term secular evolution of hierarchical multiple
systemswith an arbitrary number of bodies and hierarchy, provided that the system is composed
of nested binary orbits. To model secular encounters, we expand the Hamiltonian in terms of
the ratio of the separation of the perturber with respect to the barycentre of the multiple
system, to the separation of the widest orbit. Subsequently, we integrate over the perturber
orbit numerically or analytically. We verify our method for secular encounters, and illustrate it
with an example. Furthermore,we describe a method to compute instantaneous orbital changes
to multiple systems, such as asymmetric supernovae and impulsive encounters. The secular
code, with implementation of the extensions described in this paper, is publicly available
within AMUSE, and we provide a number of simple example scripts to illustrate its usage
for secular and impulsive encounters, and asymmetric supernovae. The extensions presented
in this paper are a next step toward efficiently modeling the evolution of complex multiple
systems embedded in star clusters.
Key words: gravitation – celestial mechanics – planet-star interactions – stars: kinematics
and dynamics – supernovae: general
1 INTRODUCTION
Astrophysical systems tend to be arranged in hierarchical configu-
rations. Examples include multistar systems, and multiplanet sys-
tems around single and multiple stars. With the increasing number
of high-multiplicity stellar systems known (e.g., Tokovinin 1997,
2014a,b) and with the increasing number of exoplanets found, un-
derstanding the dynamical evolution of these systems is becoming
increasingly important. At the same time, these systems do not
live in isolation. In fact, most stars, if not all, are not born alone
(Lada & Lada 2003), and even stars in the field that have long dis-
sociated from their birth cluster still experience occasional flybys
with other stars.
Flybys can have important implications for the evolution of
stellar and planetary systems. In the field, stellar encounters can
drive wide binaries to high eccentricities, triggering strong tidal in-
teractions and/or stellar collisions (Kaib & Raymond 2014), desta-
bilizing planetary systems (Kaib et al. 2013), or producing low-
mass X-ray binaries (Michaely & Perets 2016; Klencki et al. 2017).
Similarly, flybys can excite comets in the Oort cloud, bringing them
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into the inner Solar system (Oort 1950, and, e.g, Heisler et al. 1987;
Duncan et al. 1987; Dybczyński 2002; Serafin & Grothues 2002;
Fouchard et al. 2011; Higuchi & Kokubo 2015), or, in the case of
exo-Oort clouds around evolved stars, trigger pollution of white
dwarfs (Veras et al. 2014).
In the context of the evolution of multiplanet systems, stel-
lar encounters can perturb the orbits of wide planets. Subsequently,
these perturbations can be propagated inwards through planet-planet
scattering or secular interactions (e.g., Zakamska & Tremaine
2004; Malmberg et al. 2011; Boley et al. 2012; Liu et al. 2013;
Hao et al. 2013; Zheng et al. 2015; Wang et al. 2015; Cai et al.
2017). Through this process, planets on close orbits can be strongly
perturbed by distant flybys that, in the absence of planetary com-
panions, would not affect tightly-bound planets.
Although N-body integrations offer the most straightforward
and accurate method to address the dynamics of hierarchical mul-
tiple systems with the inclusion of flybys, they are computation-
ally expensive, and do not allow for much insight into the fun-
damental physics. In a previous paper, Hamers & Portegies Zwart
(2016; hereafter Paper I), we presented a formalism and an al-
gorithm to compute the long-term secular evolution of isolated
hierarchical multiple systems with any number of bodies and hi-
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erarchy, provided that they are composed of nested binary orbits.
In a sense, this work constituted a generalization of the seminal
works of Lidov (1962); Kozai (1962) for hierarchical triple sys-
tems. Lidov-Kozai (LK) oscillations in triple systems have impor-
tant implications for a large range of systems (see Naoz 2016 for a
review), including, e.g., short-period binaries (Mazeh & Shaham
1979; Kiseleva et al. 1998; Eggleton & Kiseleva-Eggleton 2001;
Eggleton & Kisseleva-Eggleton 2006; Fabrycky & Tremaine 2007;
Naoz & Fabrycky 2014), and hot Jupiters (e.g.,Wu & Murray 2003;
Fabrycky & Tremaine 2007; Naoz et al. 2011, 2012; Petrovich
2015; Anderson et al. 2016; Petrovich & Tremaine 2016; Hamers
2017).
Here, we expand on Paper I and include the effects of stel-
lar flybys. Specifically, we introduce a method to model secular
encounters, which allows for an efficient computation of these ef-
fects coupled with the ‘internal’ secular evolution of the system,
and derive the equations of motion to arbitrary expansion order for
pairwise interactions. In a sense, our new contribution is a gen-
eralization of the work of Heggie & Rasio (1996), who considered
secular encounterswith binaries up to and including third order (‘oc-
tupole order’). We remark that secular encounters are a sub type of
more general few-body interactions, including binary-single scat-
tering (e.g., Hut & Bahcall 1983; Hut 1983; Heggie & Sweatman
1991), and scattering involving triple systems (e.g., Leigh & Geller
2012, 2015; Antognini & Thompson 2016)
In addition to stellar flybys, we include a different type of exter-
nal perturbations. Specifically, we implement a module within our
algorithm that can be used to compute the effects of instantaneous
perturbations associated with changes of the masses, positions and
velocities of the bodies in the system. Among the applications of this
module are the calculation of the effects of asymmetric supernovae,
and impulsive encounters.
Supernovae (SNe) play an important role in the evolution
of hierarchical multiple systems in which one or more of the
stars are sufficiently massive to produce neutron stars and/or black
holes. In addition to affecting the orbits through mass loss in the
SN (Blaauw 1961; Boersma 1961), there is compelling evidence
that the newly-formed compact object also receives a kick ve-
locity in a random direction (Shklovskii 1970; Gunn & Ostriker
1970; van den Heuvel & van Paradijs 1997). Formulae for the or-
bital changes due to SNe in hierarchical triple systems were given
by Pijloo et al. (2012), although the expressions for the eccentric-
ity changes were incomplete, and changes in the orbital orientations
(in particular, the mutual inclination) were not considered. Here, we
generalize the results of Pijloo et al. (2012) to compute asymmetric
SNe changes in hierarchical triples to hierarchical multiple systems,
and implement a routine in the secular code of Paper I, allowing to
easily combine the short-term effects of SNewith long-term secular
evolution. In addition, our implementation allows for any change in
the masses, positions and velocities of any of the bodies, making it
very general. For example, it can also be used to easily include the
effects of impulsive encounters.
Both implementations of stellar flybys and instantaneous per-
turbations presented in this paper are included within the code Sec-
ularMultiple, which is freely available and part of the AMUSE
framework1 (Portegies Zwart et al. 2013; Pelupessy et al. 2013).
1 At the time of submission of this manuscript, the updates presented here
are not yet part of SecularMultiple in the official release of AMUSE.
However, they are included in the GitHub version of AMUSE which is
available at https://github.com/amusecode/amuse.
Figure 1. Schematic depiction of an example 2+2 quadruple system per-
turbed by a fifth body on an ‘external’, unbound hyperbolic orbit. Top: a
representation of the system in a mobile diagram (Evans 1968). Bottom: top
view of the system in physical space (not to scale), for the simplest case that
all orbits in the quadruple system are circular and coplanar, and the perturber
is coplanar with respect to the quadruple system.
This paper is organized as follows. InSection 2,wedescribe our
formalism to model secular encounters with hierarchical multiple
systems. We verify the method, illustrate how to use the code in
practice, and give a brief example of how encounters can affect
the evolution of BH triples in globular clusters. In Section 3, we
discuss our treatment of instantaneous changes to the system, and
demonstrate its use for SNe and impulsive encounters. We briefly
apply the treatment of impulsive encounters to the evolution of wide
2+2 quadruples in the Solar neighborhood. We discuss our results
in Section 4 and conclude in Section 5. A detailed discussion on the
secular encounter methodology is given in Appendix A.
2 SECULAR ENCOUNTERS
2.1 Formalism and main approximations
Weconsider a hierarchicalmultiple systemwith an arbitrary number
of bodies and structure composed of nested binary orbits (the ‘inter-
nal’ system), which is perturbed by a more distant body with mass
Mper. An overview with descriptions of the most important sym-
bols used throughout this paper is given in Table 1, and a schematic
depiction for an example 2+2 quadruple system with an external
perturber is given in Fig. 1. The perturber is assumed to follow a
prescribed orbit, rper = rper(t), with respect to the barycentre of
the internal system. We describe the dynamics using a Hamiltonian
formalism. In Appendix A1, we derive the Hamiltonian of the sys-
MNRAS 000, 1–24 (2018)
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Symbol Description
G Gravitational constant.
Hint Hamiltonian associated with the internal sys-
tem.
Hper Hamiltonian associated with the perturber.
n Expansion order in the Hamiltonian.
mi Mass of body i in the internal system.
Mp Mass of binary p, i.e., sum of the masses of
all bodies contained within binary p.
Mper Mass of the perturber.
M(n)p Dimensionless mass ratio associated with bi-
nary p and expansion order n, defined in
equation (5).
Mp .Ci Themass of all bodies contained within child
i of binary p.
ap Semimajor axis of binary p.
n˜p Mean motion of binary p.
n˜per Mean hyperbolic motion.
Ûfper Time derivative of the true anomaly of the
perturber evaluated at periapsis.
Rw Angular speed ratio (see equation 1) defined
with respect to the widest orbit in the internal
system (binary w).
ep Eccentricity vector of binary p.
p Normalized angular-momentum vector of bi-
nary p; its norm is p =
√
1 − e2p .
ip Inclination of binary p.
ωp Argument of periapsis of binary p.
Ωp Longitude of the ascending node of binary p.
rper Position vector of the perturber relative to the
barycentre of the internal system.
eper Eccentricity of the perturber’s hyperbolic or-
bit (eper > 1).
qper Periapsis distance of the perturber’s hyper-
bolic orbit relative to the barycentre of the
internal system.
eper Eccentricity vector of the perturber’s orbit.
per Normalized angular-momentum vector of the
perturber’s orbit.
A(n)m Two-index dimensionless coefficient appear-
ing in the Legendre polynomials (see equa-
tion A3).
B(n,m)
i1, i2
(ep ) Four-index dimensionless function of the ec-
centricity of binary p (see equation A10).
D(n, i1, i2)
l1, l2, l3, l4
(ep, eper) Seven-index dimensionless function of the
eccentricities of binary p and of the hyper-
bolic orbit (see equation A17).
Ri Position vector of body i (relative to an arbi-
trary inertial frame).
V i Velocity vector of body i (relative to an arbi-
trary inertial frame).
r p Relative position vector of binary p.
vp Relative velocity vector of binary p.
A Mass ratiomatrix that relates binary andbody
coordinates (see equation 12).
Table 1. Description of important symbols used throughout this paper.
tem, which is given by the Hamiltonian associated with the internal
system, Hint, plus additional terms associated with the perturbing
body, Hper. Expressions for Hint, including its fully orbit-averaged
version, were given in Paper I. Note that in the simplest case of a
binary perturbed by a passing body, the internal system does not
evolve in the absence of the perturber.
If only pairwise interactions between orbits are taken into ac-
count, then Hper consists of terms that are applied to each of the
orbits in the internal system. This implies that the perturbations can
simply be added individually to each of the orbits in the internal
system. In Appendix A1, we show that the non-pairwise terms, i.e.,
terms that individually depend on three or more orbits, are typi-
cally small compared to the pairwise terms, even for systems with
equal component masses in the orbits. Note, however, that indi-
rect coupling between the orbits is still possible. For example, in
a strongly nested system such as a multiplanet system with widely
separated orbits, perturbations from the external body are typically
small on the innermost orbits, but larger on the outermost orbits.
Subsequently, secular interactions between the orbits of the planets
can ‘transmit’ the perturbations to the innermost system. This type
of evolution was examined by, e.g., Zakamska & Tremaine (2004).
We assume the ‘secular’ or ‘slow’ regime of perturbations, in
which the angular frequencies of the orbits in the internal system
are much larger than the angular frequency of the perturber. In this
regime, the energies of the bound orbits remain conserved, whereas
the eccentricities and orbital orientations do not. Quantitatively,
for hyperbolic perturbations the secular approximation implies that
Ûfper ≪ n˜w , where fper is the true anomaly of the orbit of the
perturber, evaluated at periapsis, and n˜w is the mean motion of
the orbit in the internal system with the longest orbital period2 .
Equivalently, for hyperbolic perturbations the ratio
Rw ≡
Ûfper
n˜w
=
[(
1 +
Mper
Mw
) (
aw
qper
)3 (
1 + eper
)]1/2 ≪ 1, (1)
where qper and eper are the periapsis distance and eccentricity of
the external hyperbolic orbit, respectively, and aw is the semimajor
axis of orbit w, the orbit in the internal system with the longest
orbital period. Owing to the definition in terms of the true and
mean anomalies, we will refer to the ratio in equation (1) as the
‘angular speed ratio’. Evidently, Ûfper ≪ n˜w for distant encounters
(qper ≫ aw) that are not highly eccentric, and with perturber masses
not much more massive than the internal system. In this regime, i.e.,
the secular regime, it is a good approximation to average over the
orbits in the internal system, at least as far as perturbations from the
external orbit are concerned.
In addition, we assume that rw/rper, where rw is the orbital
separation of the widest binary in the internal system, is sufficiently
small at all times compared to rper such that it is justified to expand
the Hamiltonian in terms of the small parameter rw/rper ≪ 1. This
approximation is also known as the ‘tidal’ approximation. Within a
factor of 1 to 2, the largest value of rw/rper is the same as aw/qper ,
showing that secular encounters ( Ûfper ≪ n˜w) are necessarily tidal,
but tidal encounters are not necessarily secular. In particular, a tidal
encounter may not be secular if Mper/Mw and/or eper are large.
We have derived expressions of the expanded Hamiltonian taking
into account pairwise interactions only, and valid for arbitrary order
n, i.e., H ∝ (aw/r)n . In the algorithm implementation, this was
restricted to n ≤ 5 for approach (1), and n ≤ 3 for approach (2)
(see Sections 2.2.1 and 2.2.2 below). In our experience, in most
practical situations it suffices to include the two lowest-order terms,
i.e., terms to the quadrupole (n = 2) and octupole (n = 3) order.
In our approximation, the perturber moves on a prescribed or-
bit with a fixed angular momentum vector Lper (note that with L we
do not denote the the angular momentum vector per unit mass, also
2 The mean motion is denoted with ‘n˜’ rather than just ‘n’; ‘n’ is reserved
below to indicate the Hamiltonian expansion order.
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known as the specific angular momentum vector). Strictly speak-
ing, this implies that the total angular momentum of the system,
Ltot = Lint + Lper (internal system + perturber), is not conserved,
since in reality the perturber’s orbit changes in response to the
angular-momentum exchange between the internal system and the
perturber, keeping Ltot constant. Our approximation is valid in the
limit that the perturber carries much more angular momentum than
the internal system, such that perturber’s angular momentum is not
much affected by the encounter. Since by construction the angular
momentum of the internal system is dominated by the widest orbit
w, this limit applies if Lw ≪ Lper, i.e., if
Lw
Lper
=
Mw.C1Mw.C2
MwMper
[(
1 +
Mper
Mw
) (
aw
qper
)
1 − e2w
1 + eper
]1/2
≪ 1. (2)
Here, Mw denotes the total mass of binary w, and Mw.Ci denotes the
mass of all bodies contained within child i of binary w. Equation (2)
somewhat resembles equation (1); if qper ≫ aw , then Lw ≪ Lper,
unless Mper ≫ Mw . In other words, secular encounters typically
satisfy the condition that the perturber’s angular momentum ismuch
larger than the internal system’s.
Note that Ûfper ≫ n˜w corresponds to impulsive encounters. In
the impulse approximation, the motion of the bodies in the internal
system is negligible compared to the fast passage of the perturber,
and the latter effectively imparts an impulsive kick to the bodies
in the internal system. This process in principle changes the or-
bital energies, angular momenta and orientations. The impulsive
regime is discussed in the context of instantaneous orbital changes,
in Section 3.3.
2.2 Computing the orbital changes
The secular approximation, Ûfper ≪ n˜w , implies that the passage
time-scale of the perturber is much longer than the orbital period of
any of the binaries in the internal system. Therefore, in the secular
approximation it is appropriate to average the Hamiltonian over the
internal orbits. From the result H = Hint +Hper (see Appendix A1),
it follows that the orbital vectors of all binaries p in the internal
system change according to
Ûep = Ûep; int + Ûep; per; (3a)
Ûp = Ûp; int + Ûp; per . (3b)
Here, ep and p are the eccentricity and (normalized) angular mo-
menta vectors, respectively, of binary p (with p =
√
1 − e2p). The
‘internal’ terms Ûep; int and Ûp; int depend on the orbital vectors of
other binaries in the internal system, and follow from the equations
given in Paper I. For pairwise interactions, the terms associated with
the perturber are given by
Ûep; per = n˜p
Mper
Mp
∞∑
n=2
(−1)nM(n)p
(
ap
rper
)n+1 n∑
m=0
A(n)m
×
∑
i1,i2 ∈N0
i1+i2≤m
r
−i1−i2
per
[
i2B(n,m)i1,i2 (ep)
× (ep · rper) i1 ( p · rper) i2−1 (ep × rper)
+
(
p · rper
) i2 {dB(n,m)i1,i2
dep
(
ep · rper
) i1 (
p × ep
)
+ i1B(n,m)i1,i2
(
ep · rper
) i1−1 (
p × rper
) }]
; (4a)
Ûp; per = n˜p
Mper
Mp
∞∑
n=2
(−1)nM(n)p
(
ap
rper
)n+1 n∑
m=0
A(n)m
×
∑
i1,i2 ∈N0
i1+i2≤m
r
−i1−i2
per B(n,m)i1,i2 (ep)
[
i2
(
ep · rper
) i1
×
(
p · rper
) i2−1 (
p × rper
)
+i1
(
ep · rper
) i1−1 (
p · rper
) i2 (
ep × rper
) ]
. (4b)
These expressions are written in terms of the mean motion of binary
p, n˜p ≡
[
GMp/a3p
]1/2
. For notational convenience, we introduced
the mass ratioM(n)p given by
M(n)p ≡
Mn−1
p.C2
+ (−1)nMn−1
p.C1

Mn−1p
, (5)
where Mp denotes the total mass of binary p, and Mp.Ci denotes
the mass of all bodies contained within child i of binary p. The
coefficient A(n)m and the function B(n,m)i1,i2 (ep) are defined in equa-
tions (A3) and (A10), respectively.
Based on equations (4), we proceed with the following ap-
proaches for computing the effects of the perturber on the internal
system.
1) Numerically integrating the equations of motion for the orbital
vectors assuming either hyperbolic (1a) or straight-line (1b)
orbits rper(t). The internal orbital vectors change progressively
in time as the perturber passes by.
2) Analytically integrating the equations of motion (assuming a
hyperbolic perturbation), assuming that the internal orbital vec-
tors do not change during the flyby.
A hyperbolic orbit represents the correct motion in the limit
that the perturber is unbound with respect to the internal system
and that its motion is not affected by the quadrupole (and higher)
moments of the internal system, i.e., the internal system is effectively
a point mass. In the limit of high perturber eccentricity (eper ≫ 1), a
hyperbolic orbit can be approximated by a straight line. The different
approaches are discussed in more detail below.
2.2.1 Approach (1)
For a binary perturbed by a passing third body, Ûep; int = Ûp; int = 0.
Nevertheless, even for a straight-line orbit, rper(t) = rper,0 + Ûrpert,
and taking into account only the lowest-order terms corresponding
to n = 2, the nonlinear differential equations (3) are not amenable
to analytic solutions. The same conclusion applies to hyperbolic or-
bits. Of course, it is possible to numerically integrate equations (4)
for a prescribed function rper(t). This is used in approach (1), for
both hyperbolic (1a) and straight-line orbits (1b). Note that a hy-
perbolic orbit is more general than a straight-line, but numerically
also slightly more demanding since it requires numerical solutions
to the Kepler equation.
2.2.2 Approach (2)
The right-hand-sides of equations (4) depend on the orbital vectors
themselves; the latter change instantaneously as the perturber moves
MNRAS 000, 1–24 (2018)
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along its specified path (and mostly at periapsis passage). In prac-
tice, for weak encounters, the changes of the orbital vectors during
the passage are small. Therefore, one can make a further approxi-
mation in which the equations of motion are integrated analytically
over the passage of the perturber, assuming that the orbital vectors of
the internal system, ep and p , do not change. The main advantage
of this (strictly inconsistent) approach is that the orbital changes can
be computed directly from analytic expressions, without having to
numerically integrate the equations of motion. This assumption was
also made by (Heggie & Rasio 1996) for encounters with binaries,
with the order of the expansion n ≤ 3. We derived formal expres-
sions for arbitrary order n ≥ 2 and assuming pairwise interactions.
They are given by
∆ep =
n˜p
n˜per
Mper
Mp
∞∑
n=2
(−1)nM(n)p
(
ap
qper
)n+1 (e2per − 1)3/2(
1 + eper
)n+1
×
n∑
m=0
A(n)m
∑
i1,i2 ∈N0
i1+i2≤m
∑
l1,l2,l3,l4∈N0
l1+l3≤i1
l2+l4≤i2
× f ∆ep (ep, p, eper, ˆper; n,m, i1, i2, l1, l2, l3, l4); (6a)
∆ p =
n˜p
n˜per
Mper
Mp
∞∑
n=2
(−1)nM(n)p
(
ap
qper
)n+1 (e2per − 1)3/2(
1 + eper
)n+1
×
n∑
m=0
A(n)m
∑
i1,i2 ∈N0
i1+i2≤m
∑
l1,l2,l3,l4∈N0
l1+l3≤i1
l2+l4≤i2
× f ∆ p (ep, p, eper, ˆper; n, m, i1, i2, l1, l2, l3, l4). (6b)
Here, n˜per ≡
[
G(Mper + Mint)/|aper |3
]1/2
is the mean hyper-
bolic motion, and |aper | = qper/(eper − 1). The functions f ∆ep
and f ∆ p are defined in terms of the functions B
(n,m)
i1,i2
(ep) and
D(n,i1,i2)
l1,l2,l3,l4
(ep, eper) in equations (A19). For reference, the coeffi-
cientA(n)m and the functions B(n,m)i1,i2 (ep) andD
(n,i1,i2)
l1,l2,l3,l4
(ep, eper) for
n = 2 and n = 3 and the cases when D(n,i1,i2)
l1,l2,l3,l4
(ep, eper) , 0 are
given in Table A1.
The lowest-order, or quadrupole-order terms (n = 2), are typ-
ically most important, unless ap/qper is relatively large and/or the
orbit p is close to circular, as pointed out by Heggie & Rasio (1996;
see also Section 2.3). The explicit expressions to this order are given
by equations (A20) in Appendix A2.2. In the latter appendix, we
also show that the eccentricity change implied by equations (A20) is
consistent with the corresponding result (for hyperbolic encounters
with binaries) by Heggie & Rasio (1996).
2.3 Verification
We verify our methods by computing the effect of a single flyby on
a binary system. We distinguish between the (secular) approaches
(1a), (1b) and (2) described in Section 2.2, and direct N-body inte-
gration. Asmentioned in Section 2.2, implementations (1a) and (1b)
are expected to reduce to the same result if eper ≫ 1, in which case
the hyperbolic trajectory is effectively a straight line. Furthermore,
the assumption made in implementation (2) is, strictly speaking,
inconsistent; evidently, in reality, the orbital vectors do change. For
small orbital changes, the error made with this inconsistency is
expected to be small.
We consider a binary with semimajor axes ap ranging between
1 and 103 AU, and various eccentricities ep . The binary component
masses are set to 1 and 0.8 M⊙ , respectively (Mp = 1.8M⊙); the
mass of the perturber is set to Mper = 1 M⊙ . The periapsis distance
of the perturber orbit is assumed to be qper = 10
4 au with an
eccentricity of eper ≃ 64.4. The passage is integrated for tend =
0.1Myr, with periapsis occurring at tend/2. This is longer than the
time-scale associated with periapsis passage, π/ Ûfper ≃ 0.037Myr.
For the N-body integrations, we use Sakura
(Gonçalves Ferrari et al. 2014), a code that uses a Keplerian-
based Hamiltonian splitting method to efficiently solve systems
with intrinsic hierarchies. Note that accuracy is important for the
N-body integrations, since the number of binary orbits can be
large, up to ∼ 105 for the smallest semimajor axis of 1 AU (for the
largest semimajor axis of 103 au, the number of orbital revolutions
is ∼ 4). Evidently, large errors in the orbit of the binary can result
in spurious changes of the orbital elements. In particular, spurious
precession will give incorrect changes of the argument of periapsis,
∆ωp .
In Figs. 2 and 3, we show the changes of the orbital elements
of the binary for ep = 0.4 and ep = 10
−4, respectively. We consider
changes of all orbital elements relevant in the secular regime, i.e.,
∆ep = eˆp · ∆ep , ∆ip (change of inclination), ∆ωp (change of
the argument of periapsis) and ∆Ωp (change of the longitude of the
ascending node). These changes are plotted as a function of ap/qper .
For reference, we show in Fig. 4 the simple relation between ap/qper
and Ûfper/n˜p (see equation 1) for our chosen parameters. We recall
that Ûfper/n˜p ≪ 1 characterizes the secular regime. In the figures, we
show results from the secular approximations with the quadrupole-
order terms only (n ≤ 2; crosses) and terms up and including
octupole order (n ≤ 3) and dotriacontupole order (n ≤ 5).
In the case of a somewhat eccentric binary (ep = 0.4; see
Fig. 2), the addition of higher-than-quadrupole-order terms does
not affect the results. There is generally good agreement between
the different secular approaches, and the direct N-body integrations.
There are noticeable differences for the smallest and largest ratios
ap/qper. For the largest ratios ap/qper (and hence Ûfper/n˜p), the
approximations start to break down. In particular, the ‘true’ eccen-
tricity and orbital orientation changes (i.e., according to the N-body
integrations) are larger than based on the secular approximations
alone; evidently, impulsive-like changes enhance the perturbations.
For the smallest ratio, ap = 1 au, and the number of orbits is largest.
The apparent discrepancy in ∆ip between the secular approxima-
tions and the direct N-body integrations is likely due to errors made
by the N-body code in the binary motion.
For a nearly circular binary (ep = 10
−4; see Fig. 3), the higher-
than-quadrupole-order terms are more important (this was pointed
out previously by Heggie & Rasio 1996). The secular changes of
the eccentricities and inclinations with n > 2 show a smooth transi-
tion from the quadrupole-order power-law dependence (ap/qper)3/2
for small ap/qper , to the octupole-order power-law dependence
(ap/qper)5/2 (note that the quadrupole and octupole-order results
are the same with regard to the inclination and the longitude of
the ascending node). For intermediate values of ap/qper , this de-
pendence is also produced in the N-body integrations. For small
ap/qper, there is a substantial discrepancy with regard to the ec-
centricities and arguments of periapsis. This is likely because the
changes of these quantities become so small that they are com-
parable to the precision with which the direct N-body code can
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Figure 2. Absolute values of the changes of orbital elements of a binary with eccentricity ep = 0.4 after a hyperbolic encounter with a star (discussed in
Section 2.3). Various binary semimajor axes ap are considered for a fixed periapsis distance of qper = 10
4 au. Shown are the changes of the eccentricity ep , the
inclination ip , the argument of periapsis ωp and the longitude of the ascending node Ωp , as a function of ap/qper. Different colors correspond to the different
secular approaches (see Sections 2.2.1 and 2.2.2). For the secular approaches, we include results with the quadrupole-order terms only (n ≤ 2; crosses) and
with terms up and including octupole order (n ≤ 3) and dotriacontupole order (n ≤ 5). Solid black lines show results from direct N -body integrations. The
dashed and dotted lines show a power-law dependence ∝ (ap/qper)3/2 and ∝ (ap/qper)5/2, respectively.
integrate the binary orbits. For large ap/qper , the orbital changes
according to the N-body integrations are larger than those of the sec-
ular approximations, again because of the breakdown of the secular
approximations.
2.4 Code usage
In Code Fragments 1, 2 and 3, we give a minimal working example
Python script of how to include encounters inSecularMultiple as
interfaced inAMUSE for the simplest case of a binary (the example
script is easy to extend to more complex systems). Here, we assume
that the user has installed AMUSE, and has some familiarity with
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Figure 3. Similar to Fig. 2, now with a nearly circular binary, ep = 10
−4. In this case, octupole-order terms are important for large ratios ap/qper.
Python and AMUSE; we refer to http://www.amusecode.org for
detailed installation instructions of AMUSE and examples.
In the first few lines of Code Fragment 1, the system is set
up. Both bodies and binaries are part of the particles set (with
length Nbodies + Nbinaries = Nbodies + Nbodies − 1 = 2Nbodies − 1),
and the hierarchy of the system is defined therein with the particle
properties is_binary (a Boolean), and child1 and child2 (sym-
bolic links within the particles set). Subsequently, the perturbers
(in this case, only one) are specified by means of another particle
set, named external_particles, which should be added to the
external_particles of the Python instance of SecularMul-
tiple. Generally, the following general properties should be set for
each external particle:
(i) mass: the perturber mass, Mper;
(ii) t_ref: the time of periapsis passage of the perturber in its
orbit with respect to the internal system;
(iii) mode: the secular approach used (integer value); set to ‘0’ to
numerically integrate over the perturber orbit (approach 1),
and to ‘1’ to analytically integrate over the perturber orbit
(approach 2);
(iv) path: the type of path assumed for the perturber (integer
value); set to ‘0’ for straight-line orbits, and to ‘1’ for hyper-
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Figure 4. The relation between ap/qper and Ûfper/n˜p (see equation 1) for our
chosen parameters in Figs. 2 and 3, i.e., eper ≃ 64.4 and Mper/Mp = 1/1.8.
bolic orbits; note that path=0 is currently not supported if
mode=1.
For straight-line orbits, rper = r0 + Ûr0 (t − tref), the following addi-
tional properties should be set:
(i) r0_vec_x, r0_vec_y, r0_vec_z: the x, y and z compo-
nents of r0;
(ii) rdot_vec_x, rdot_vec_y, rdot_vec_z: the x, y and z
components of Ûr0.
For hyperbolic orbits (as in the example script), the required prop-
erties are:
(i) periapse_distance: the perturber periapsis distance with
respect to the barybarycentre of the internal system, qper;
(ii) eccentricity: the eccentricity eper of the orbit of the per-
turber (the relation between eccentricity and speed at infinity,
V∞, is V2∞ = [eper − 1]G[Mper + Min]/qper);
(iii) e_hat_vec_x, e_hat_vec_y, e_hat_vec_z: the x, y and z
components of the unit eccentricity vector of the hyperbolic
orbit;
(iv) h_hat_vec_x, h_hat_vec_y, h_hat_vec_z: the x, y and
z components of the unit angular momentum vector of the
hyperbolic orbit.
In Code Fragment 2, approach (1) is adopted, i.e., the
hyperbolic orbit is integrated over numerically, and to com-
pute the perturbation a time loop should be used. In Code
Fragment 3, the fully analytic approach (2) is used, and
the perturbation is taken into account by calling the func-
tion apply_external_perturbation_assuming_integrated
_orbits() of the code instance of SecularMultiple.
For the parameters chosen in the example scripts, the perturba-
tion on the binary is small; the eccentricity changes by ≃ 4.7×10−5,
and the two approaches (1) and (2) give the same result within
≃ 0.08%. Note that by default, the n ≤ 5 terms are included for
approach (1), and the n ≤ 3 terms for approach (2).
In this example, only one perturber was included; more per-
turbers can be taken into account by adding more particles to the
external_particles particle set. We emphasize, however, that
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Figure 5. Red dashed line: the angular speed ratio R (defined with respect
to the outer binary; see also equation 1) as a function of qper. The solid hori-
zontal red line indicates R = 1. Solid black lines: the time-scales on which a
particular encounter will occur with periapsis distance qper (equation 7), for
different number densities n⋆ (refer to the legend). Horizontal blue dashed
lines: estimates of the LK time-scales (equation 8). Horizontal dotted green
line: the relativistic precession time-scale in the inner binary, assuming a
circular orbit.
each encounter is treated independently from each other, i.e., when
multiple perturbers are present in external_particles, their ef-
fect on the internal system is computed by adding the contributions
of each perturber separately.
2.5 Application: BH triples in globular clusters
We briefly discuss an application of the implementation of sec-
ular flybys within SecularMultiple. In particular, we consider
the effect of secular encounters on the evolution of BH triples
in globular clusters (GCs). Such triples can form in the cores of
GCs through dynamical interactions (e.g., Sigurdsson & Hernquist
1993; Kulkarni et al. 1993; Portegies Zwart & McMillan 2000),
and subsequent LK cycles can drive the BHs in the inner binary
to merge, producing strong gravitational wave signals detectable
by aLIGO and VIRGO (e.g., Miller & Hamilton 2002; Wen 2003;
Antonini et al. 2016). Antonini et al. (2016) modeled the dynami-
cal evolution of BH triples with direct N-body integrations, with
the initial conditions for the triple systems taken from the Monte-
Carlo simulations of Morscher et al. (2015). The rates were found
to be ∼ 1 yr−1, and semisecular evolution (Antonini & Perets 2012;
Antonini et al. 2014) was found to be important for these systems
once the inner orbit eccentricity is high.
Antonini et al. (2016) treated the triple systems as being iso-
lated, and integrated each system until a strong encounter would
disrupt the system, thereby bring a halt to the LK evolution. Weaker
(secular) encounters, however, were not taken into account, and
such encounters could potentially affect the triple system and the
LK evolution. Here, we briefly discuss the effects of secular en-
counters by simulating secular flybys coupled with LK evolution
within SecularMultiple. We consider systems that are not in the
semisecular regime (not highly eccentric in the inner binary).
We consider a triple withmasses m1 = 10M⊙ ,m2 = 8M⊙ (in-
ner binary) and m3 = 8M⊙ (tertiary). The inner and outer semima-
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jor axes and the (initial) eccentricities are ain = 0.1 au, aout = 2 au,
and ein = 0.01, eout = 0.7. The initial mutual inclination is set to
40◦, close to the critical inclination for LK evolution. First, we show
for this system in Fig. 5 with the red dashed line the angular speed
ratio R (defined with respect to the outer binary) as a function of
qper. Our interest is in the regime of secular encounters which do
not affect the semimajor axes, but can change the eccentricities.
The horizontal solid red line shows R = 1, which corresponds to
qper ≃ 2.9 au. Furthermore, we show in Fig. 5 with solid black lines
the time-scales on which a particular encounter will occur with pe-
riapsis distance qper, as a function of qper . This time-scale can be
estimated by (Binney & Tremaine 2008, S7.5.8)
1
Tenc
= 4
√
πn⋆σ
(
q2per +
G(m1 + m2 + m3 + Mper)qper
2σ2
)
, (7)
where n⋆ is the stellar number density, and σ is the one-dimensional
velocity dispersion. Here, we adopt a fixed σ = 10 km s−1, and plot
lines corresponding to different densities (refer to the legend in
Fig. 5). For n⋆ = 10
7 pc−3, Tenc ≃ 0.1Myr at qper corresponding to
R = 1. The horizontal blue dashed lines in Fig. 5 show estimates of
the LK time-scale (e.g., Kinoshita & Nakai 1999; Antognini 2015),
TLK ≃
P2out
Pin
m1 + m2 + m3
m3
(
1 − e2out
)3/2
, (8)
for different values of eout (indicated in the legend). Clearly, the LK
time-scale is much shorter than the encounter time-scale, indicating
that there will be a large number of LK oscillations before the triple
is disrupted, or at least its LK evolution is interrupted.
In our simulations, we sample encounters using the same
methodology and assumptions of Hamers & Tremaine (2017), but
reject encounters for which R ≤ 1 to restrict to secular encounters.
Specifically, we assume a locally homogeneous stellar background
with stellar number density n⋆ = 10
7 pc−3 and one-dimensional
velocity dispersion σ = 10 km s−1, independent of stellar mass.
The velocity distribution far away from the system is assumed to be
Maxwellian, which is corrected for gravitational focusing due to the
triple system. We introduce an ‘encounter sphere’ centered at the
barycentre of the triple, with radius Renc = 100 au ≫ aout. Stars
impinging on this encounters sphere are considered as perturbers,
and their hyperbolic orbit properties with respect to the outer or-
bit are computed from the perturber mass and velocity. For the
perturber mass, we assume a Salpeter distribution (Salpeter 1955),
dN/dMi ∝ M−2.35i , with lower and upper limits 10 and 100 M⊙
(the lower limit is set to a value representing a stellar-mass black
hole, to model more closely the stellar population within a highly
dense GC core, which is expected to be mass-segregated). Using
the SSE stellar evolution code (Hurley et al. 2000) as implemented
inAMUSE (Portegies Zwart et al. 2013; Pelupessy et al. 2013) and
assuming a metallicity Z = 0.001, the initial sampled mass is re-
placed by the mass after 5 Gyr of stellar evolution. The latter mass
is also corrected for gravitational focusing by the triple system.
We then compute the secular effect of the perturbers within the
encounter sphere within SecularMultiple using approach (1a)
(see Section 2.2); in addition to (secular) Newtonian gravity with
n ≤ 5, we include the first post-Newtonian corrections in the inner
and outer orbits (the inner orbit relativistic precession time-scale is
not much longer than the LK time-scale, see the horizontal green
dotted line in Fig. 5).We check for dynamical stability of the triple in
the simulations using the stability criterion of Mardling & Aarseth
(2001), which has recently been found to work well for a wide range
of parameters by He & Petrovich (2018).
We show an example in Fig. 6. In the absence of secular en-
counters, the triple is not strongly interacting; although the inclina-
tion is close to the critical LK angle, the amplitude of the eccentric-
ity oscillations is very small. However, when secular encounters are
taken into account, the mutual inclination is increased by several
degrees, thereby bringing the triple into a more active regime. An-
other possibility (not shown here) is that the outer orbit eccentricity
is increased, triggering a dynamical instability of the triple. Both
these processes can affect the number of merging BH binaries, by
either potentially increasing rates in the case of increasing the mu-
tual inclination, or decreasing the rates in the case of destabilizing
the triple. A more detailed investigation of these aspects is left for
future work.
3 INSTANTANEOUS PERTURBATIONS
In this section, we describe a method to compute the effects of
instantaneous perturbations on multiple systems with an arbitrary
number of bodies and hierarchy. The method allows for instanta-
neous changes in the positions, velocities and masses of any of the
bodies (not necessarily limited to a single body). In particular, it
can be used to compute the effects of SNe with kicks imparted
on bodies (in which case the masses and velocities of the bodies
change), or impulsive encounters (in which case only the velocities
of the bodies change) on these systems. We remark that instanta-
neous perturbations can change all properties of the hierarchical
system, in particular the semimajor axes, and even the hierarchy
itself (for example, bodies can be unbound from the system, trans-
lating to negative semimajor axes). In contrast, secular encounters
(Section 2) only affect the orbital angular momentum and eccentric-
ity vectors, keeping the semimajor axes (and the hierarchy) fixed.
First, we give general formulae for the new orbital semimajor
axes and eccentricities (Section 3.1); subsequently, we describe the
implementation in SecularMultiple, and illustrate the usage of
the code (Section 3.2). Lastly, we briefly discuss an application to
impulsive encounters, and show an example of impulsive encounters
with 2+2 quadruple systems (Section 3.3).
3.1 General formulae for orbital changes
3.1.1 General case
Consider a hierarchical N-body system composed of nested orbits.
Following the same notation as in Appendix A of Paper I, let the
mass of body i be denoted with mi , and the position and velocity
vectors with respect to an arbitrary origin with Ri and V i , respec-
tively. We assume that by some process, the masses and the position
and velocity vectors change instantaneously according to
m′i = mi + ∆mi;
R′i = Ri + ∆Ri ;
V ′i = V i + ∆V i, (9)
where ∆mi , ∆Ri and ∆V i are assumed to be known for each body.
The specific energy and (squared) angular momentum of each orbit
i are given by
Ei =
1
2
v2i −
GMi
ri
= −GMi
2ai
; (10a)
h2i = | |r i × vi | |2 = r2i v2i − (r i ·vi)2 = GMiai
(
1 − e2i
)
, (10b)
where Mi is the mass of all bodies contained within orbit i, and r i
and vi are the relative separation and velocity vectors, respectively.
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Figure 6. Example evolution of a triple in the center of a dense GC subject to external secular flybys, and internal LK evolution. In the left panel, the dashed
lines correspond to the semimajor axes, whereas the solid lines correspond to the periapsis distances. Encounters increase the mutual inclination, bringing the
triple into a more active regime. See the text in Section 2.5 for details.
The change in Mi is
∆Mi = M
′
i − Mi =
∑
j∈{i.C}
∆mj, (11)
where j ∈ {i.C} denotes the summation over the bodies in all
children of i, i.e., ∆Mi is the sum of all mass changes of the bodies
contained within orbit i. Let the changes in r i and vi be denoted with
∆r i and ∆vi , respectively. The latter quantities can be expressed in
terms of the mass ratio matrix, A. As explained in Appendix A
of Paper I, the system can be defined in terms of A such that the
relation between the position vectors of the bodies and the relative
separation vectors of the binaries is
r i =
N∑
j=1
AijR j, (12)
and similarly for the velocity vectors. ThematrixA is defined fully in
terms of mass ratios of bodies in the system; therefore, equation (9)
implies that A is affected by the instantaneous perturbation. Let the
new matrix, evaluated with the primed masses, be denoted with
A′, and let ∆A ≡ A′ − A. The changes in the relative position and
velocity vectors are then given by
∆r i =
N∑
j=1
[
Aij∆R j + ∆Aij
(
R j + ∆R j
) ]
; (13a)
∆vi =
N∑
j=1
[
Aij∆V j + ∆Aij
(
V j + ∆V j
) ]
. (13b)
Applying equations (11) and (13) for the mass and relative position
and velocity changes to equations (10), evaluated prior and after the
instantaneous change, we find that the semimajor axis of orbit i is
affected according to
a′
i
ai
=
(
1 +
∆Mi
Mi
) [
1 − 2 vi ·∆vi
v
2
c,i
−
∆v2
i
v
2
c,i
+ 2
ai
ri
(
1 − ri
r ′
i
Mi + ∆Mi
Mi
)]−1
,
(14)
and the eccentricity according to
1 − e′2i =
[
1 − 2 vi ·∆vi
v
2
c,i
−
∆v2
i
v
2
c,i
+ 2
ai
ri
(
1 − ri
r ′
i
Mi + ∆Mi
Mi
)]
×
(
Mi
Mi + ∆Mi
)2 [
1 − e2i +
1
GMiai
{
r2i
(
2 vi ·∆vi + ∆v2i
)
+ (vi + ∆vi)2
(
2 r i ·∆r i + ∆r2i
)
− 2 (r i ·vi) (r i ·∆vi + vi ·∆r i + ∆r i ·∆vi)
− (r i ·∆vi + vi ·∆r i + ∆r i ·∆vi)2
}]
. (15)
Here,
v
2
c,i ≡
GMi
ai
(16)
is the squared circular orbital speed associated with orbit i.
3.1.2 Example: hierarchical triple
To make the above formulae more concrete, we give an example for
a hierarchical triple in which the primary body in the inner binary
(labeled body number 1) loses mass by an amount of −∆m1 (with
∆m1 being negative), and receives a velocity kick given byV k. Here,
we show that our results are consistent with the equations given in
the Appendix of Toonen et al. (2016). For a triple, the matrix A can
be written as
A =
©­­­­­­­«
1 −1 0
m1
Min
m2
Min
−1
m1
M
m2
M
m3
M
ª®®®®®®®¬
, (17)
where Min ≡ m1 + m2 is the inner binary mass, and M ≡ Min +
m3 is the total system mass. With A defined as in equation (17),
equation (12) implies that r1 ≡ r in is the inner orbit separation
vector, r2 ≡ rout is the outer orbit separation vector pointing from
the barycentre of the inner orbit to the third body, and r3 ≡ rCM is
the centre of mass position vector (similar interpretations apply to
the relative velocity vectors vi). The new mass ratio matrix is given
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by
A′ =
©­­­­­­­«
1 −1 0
m1−∆m1
Min−∆m1
m2
Min−∆m1 −1
m1−∆m1
M−∆m1
m2
M−∆m1
m3
M−∆m1
ª®®®®®®®¬
, (18)
implying that
∆A = −∆m1
©­­­­­­­«
0 0 0
m2
(Min−∆m1)Min
−m2
(Min−∆m1)Min 0
m2+m3
M(M−∆m1)
−m2
M(M−∆m1)
−m3
M(M−∆m1)
ª®®®®®®®¬
.
(19)
Equations (13) then imply
∆r1 = 0; (20a)
∆r2 =
−∆m1
Min − ∆m1
m2
Min
r1; (20b)
∆v1 = V k; (20c)
∆v2 =
−∆m1
Min − ∆m1
[
m2
Min
v1 + V k
(
1 − m1
∆m1
)]
. (20d)
Equations (20b) and (20d) are consistent with equations (57)
and (61), respectively, of Toonen et al. (2016). Substituting equa-
tions (20) into equation (14), we find for the new semimajor axes of
the inner and outer orbits
a′
1
a1
=
(
1 − ∆m1
Min
) [
1 − 2 v1 ·V k
v
2
c,1
−
V 2
k
v
2
c,1
− 2a1
r1
∆m1
Min
]−1
;
a′
2
a2
=
(
1 − ∆m1
M
) [
1 − 2 v2 ·∆v2
v
2
c,2
−
∆v2
2
v
2
c,1
+ 2a2
r2 − r ′2
r2r
′
2
− 2a2
r ′
2
∆m1
M
]−1
,
(21)
which is consistent with equations (63) and (73) of Toonen et al.
(2016). Similarly, one can derive the eccentricity changes from
equation (15) (not given explicitly here), and find that they are
consistent with equations (70) and (78) of Toonen et al. (2016)3.
3 Note that there are two typographic errors in equation (78) of Toonen et al.
(2016). The correct expression is
1 − e′2out =
(
m1 +m2 +m3
m1 +m2 +m3 − ∆m1
)2 (
1 − 2aout
r ′out
∆m1
m1 +m2 +m3
+ 2aout
rout − r ′out
routr
′
out
− 2
(
vout · vsys
)
v2c,out
−
v2sys
v2c,out
) [(
1 − e2out
)
+
1
G(m1 +m2 +m3)aout
{
r2out
[
2
(
vout · vsys
)
+ v2sys
]
+
[
−2α (r in · rout) + α2r2in
] (
vout + vsys
)2
+ 2 (rout · vout)
[
α (r in · vout)
− (rout · vsys) + α (r in · vsys) ]−[−α (r in · vout) + (rout · vsys)
− α (r in · vsys) ]2}] .
The algorithm used to compute the effects of SNe in triples in the TrES
code of Toonen et al. (2016) does not rely on equation (78) of that paper.
Therefore, the typographic errors do not affect the SNe calculations in TrES.
3.2 Code implementation and usage
3.2.1 Implementation
In SecularMultiple, rather than using equations (14) and (15) di-
rectly, we adopt a slightly different and more general approach that
allows us to calculate the new orbital orientations in addition to the
scalar energy and angular-momentum changes. First, from the ec-
centricity vector, ei , the angularmomentumvector, hi , and themean
anomaly, we compute the relative position and velocity vectors of
each orbit i. Subsequently, the initial positions and velocities of all
bodies are calculated according to equation (12), and the instanta-
neous changes are applied as described by equation (9). The masses
of all orbits, Mi , are then updated, and the new eccentricity and an-
gular momentum vectors are calculated. From the latter vectors, the
new orbital elements are inferred, including the orbital angles. We
note that with this method, analytic expressions like equations (14)
and (15) could also be derived for changes in the orbital orientations
(in particular, the inclinations). Here, however, we instead calculate
such changes numerically within SecularMultiple.
The above is implemented within a new func-
tion of the SecularMultiple code, called ap-
ply_user_specified_instantaneous_perturbation(). This
function can be used independently of the part of the code that
models the secular evolution of the system.
3.2.2 Usage
We briefly illustrate the usage of the algorithm to compute instan-
taneous orbital changes within SecularMultiple. An example in
which one of the stars of a hierarchical sextuple system undergoes
an asymmetric SN is given in Code Fragment 4. The system consists
of six bodies in the configuration of a 2+2 quadruple orbited by a bi-
nary. First, the orbital elements are specified. The orbital phases are
necessary to compute the original positions and velocities of all bod-
ies. They can be supplied directly to each of the binaries through the
propertytrue_anomaly; alternatively, if for any binary theBoolean
parameter sample_orbital_phases_randomly is set toTrue (by
default False), then the orbital phase for that orbit is sampled ran-
domly (i.e., the mean anomaly is assumed to have a flat distribution).
The seed of the random number generator used can be set with
the code parameter orbital_phases_random_seed (e.g., with
the line code.parameters.orbital_phases_random_seed =
1 to set the seed to 1).
The mass changes of the bodies (in this case, the body
corresponding to particles[0]) are specified by setting
the instantaneous_perturbation_delta_mass attribute,
and the velocity kicks in the x-direction are specified with
instantaneous_perturbation_delta_velocity_x, and
similarly for the y and z-directions. Subsequently, channels are set
up, and the orbital changes are computed by calling the function
apply_user_specified_instantaneous_perturbation()
of the SecularMultiple Python instance. After a required
channel copy, the new orbital elements can be retrieved from the
particles set through the binaries subset.
3.3 Application to impulsive encounters
3.3.1 Formulae
Impulsive encounters can be considered as a type of instantaneous
orbital perturbations specified by equations (9). The methodology
described above can be used to include impulsive perturbations
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within SecularMultiple, and here we briefly discuss this appli-
cation. In the impulsive limit, the position vectors of all bodies are
assumed to be constant during the encounter, i.e., ∆Ri = 0 (further-
more, ∆mi = 0). We assume that the perturber is unaffected by the
multiple system and that no net force acts on it; therefore, it moves
on a straight line with respect to the other bodies with constant
velocity, i.e., the position vector of the perturber is given by
Rper(t) = b + V per t, (22)
where b is the impact parameter vector, and V per is the perturber’s
velocity. The perturber then imparts a velocity kick ∆V i on each
body i given by integrating the acceleration on body i, i.e.,
∆V i =
∫ ∞
−∞
dt GMper
b + V per t − Ri[
(b − Ri)2 + 2 (b − Ri)·V per t + V 2per t2
]3/2
= 2
GMper
Vper
bˆi
bi
, (23)
where we defined the impact parameter vector with respect to body
i,
bi ≡ b − Ri − Vˆ per
[(b − Ri)·Vˆ per] . (24)
Equation (23), combined with the module discussed in Section 3.2,
can be used to compute the effect of impulsive perturbations on
hierarchical multiple systems.
3.3.2 Code usage
We illustrate the use of equation (23) for impulsive encounters
within SecularMultiple with Code Fragment 5 for a hierarchical
quadruple system.
3.3.3 Example: impulsive encounters with 2+2 quadruple
systems
We briefly demonstrate the cumulative effect of impulsive encoun-
ters with a wide 2+2 quadruple system in the Solar neighborhood.
The quadruple system has two inner binaries ‘A’ and ‘B’ with semi-
major axes aA = 100 au and aB = 200 au; the superorbit ‘C’
has a semimajor axis of aC = 2 × 104 au. The masses in the ‘A’
subsystem are m1 = 1M⊙ and m2 = 0.8M⊙ ; for the ‘B’ we set
m3 = 1M⊙ and m4 = 0.9M⊙ . The initial eccentricities are as-
sumed to be eA = 0.01, eB = 0.01 and eC = 0.7, the individual
inclinations are iA = 55
◦, iB = 40◦ and iC = 0◦, the arguments
of periapsis are ωA = ωB = ωC = 0
◦, and the longitudes of the
ascending nodes are ΩA = ΩB = ΩC = 0
◦. These parameters im-
ply initial mutual inclinations of the binaries relative to their parent
orbits of iAC = 55
◦ and iBC = 40◦ (also, iAB = 15◦). The (ini-
tial) LK time-scales for the AB and AC pairs (see equation 7 of
Paper I) are of the same order of magnitude, i.e., TLK,AB ≃ 2.1Gyr
and TLK,BC ≃ 0.79Gyr, respectively, indicating that there could be
some weak coupling between the orbits (Hamers & Lai 2017).
We sample encounters using a similar methodology as in
Hamers & Tremaine (2017) and in Section 2.5, modified by as-
suming straight-line orbits for the perturbers (see equation 22).
In particular, from the sampled encounter sphere vector Renc and
the velocity Vper of the perturber relative to the barycentre of the
multiple system at the encounter sphere, we compute the impact
parameter according to b = Renc −
(
Vˆ per ·Renc
)
Vˆper. We set the
lowestmass of the perturbers to 0.1 M⊙ , and assumea stellar number
density of n⋆ = 0.1 pc
−3 and a one-dimensional velocity dispersion
of σ = 40 km s−1 to model encounters in the Solar neighborhood.
The perturber mass function is assumed to be a Salpeter function
(Salpeter 1955) corrected for gravitational focusing, the stellar age
in the initial-final mass relation is assumed to be 10Gyr, and we
assume a metallicity of Z = 0.01. The encounter sphere radius is set
to Renc = 1 × 104 au < aC, such that all sampled encounters with
respect to the C orbit are in the impulsive regime (here, we neglect
secular and ‘intermediate’ encounters). The impulsive encounters
are treated as instantaneous perturbations within SecularMulti-
ple; in between encounters, the system is treated as isolated and
only the secular interactions are modeled.
We show results of one realization of the simulations in Fig. 7.
In the top panels, the quadruple system is evolved in isolation (i.e.,
encounters were not taken into account), whereas in the bottom
panels, the system was embedded in the Solar neighborhood. In
the absence of encounters, the eccentricity of ‘A’ reaches a value
close to the expected value if ‘B’ is replaced by a point mass (as-
suming the test-particle limit), i.e., [1 − (5/3) cos(55◦)]1/2 ≃ 0.67.
For orbit ‘B’, the uncoupled expected maximum eccentricity is
[1 − (5/3) cos(40◦)]1/2 ≃ 0.15; the actual value attained, ≈ 0.2, is
slightly larger, likely due to weak coupling between the orbits.
When encounters are included, orbit C is significantly affected
in terms of its semimajor axis, eccentricity and orientation. The
A and B orbits now attain higher eccentricities; in particular, eA
approaches 0.8, whereas eB reaches 0.5, which can be attributed to
the encounter-induced mutual inclination between orbits B and C
of up to ≈ 48◦ (corresponding to [1 − (5/3) cos(48◦)]1/2 ≃ 0.50).
A more detailed investigation into the impact of encounters on
the evolution of 2+2 quadruple systems is left for future work.
4 DISCUSSION
4.1 Limitations of the encounter treatments
We discussed flybys in both the secular (Section 2) and impulsive
(Section 3.3) regimes. Depending on the situation, most encounters
might be of one particular type, and one can apply the results of this
paper to model both regimes. However, the intermediate regime,
R ∼ 1, is not well described by either approximations, and this
should be taken into account when using the SecularMultiple
code to treat encounters. To model the intermediate regime, one
would have to resort to direct N-body integrations; however, this
is straightforward to implement since SecularMultiple is part
of AMUSE, which has a large range of direct N-body integrators
available, and the positions and velocities of all the bodies in the
system can be easily obtained (see, e.g., Code Fragment 5).
In addition, our formalism only allows for encounters with
single stars, and not with higher-order multiple systems. Multiple-
multiple encounters are beyond the scope of thiswork, but they could
nonetheless be important. For example, Li & Adams (2015) showed
that binaries are substantially more efficient at perturbing planetary
systems compared to single stars due to their larger effective cross
section.
4.2 Breakdown of the orbit-average approximation
As in Paper I, we averaged over all orbits in the internal system,
whereas there are situations in which the averaging approach breaks
down. In particular, there can be evection-type resonances (e.g.,
Antognini et al. 2014; Luo et al. 2016), or, in the case of high ec-
centricities, the effective LK time-scale can be shorter than the
MNRAS 000, 1–24 (2018)
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Figure 7. Example evolution of a 2+2 quadruple experiencing impulsive flybys. In the top panels, the system is evolved in isolation, whereas in the bottom
panels, the system is embedded in the Solar neighborhood. In the left panels, the dashed lines correspond to the semimajor axes, whereas the solid lines
correspond to the periapsis distances. Refer to the text in Section 3.3.3 for details.
orbital time-scales (Antonini & Perets 2012; Katz & Dong 2012).
When using the SecularMultiple code, one should be aware of
these limitations.
5 CONCLUSIONS
We expanded upon Paper I by adding ‘external’ perturbations to
the ‘internal’ hierarchical multiple system, which can be composed
of an arbitrary number of bodies and structure, provided it consists
of nested binary orbits. The external perturbations included are
stellar encounters in the secular regime, and instantaneous orbital
changes such as asymmetric SNe and impulsive encounters. Our
main conclusions are listed below.
1. For encounters in the secular regime, we showed that the Hamil-
tonian can be composed of an ‘internal’ part associated with the
bound orbits (excluding the perturber), and an ‘external’ part asso-
ciated with the perturber. Non-pairwise terms (i.e., terms depending
on three or more orbits simultaneously) are typically not important.
If non-pairwise interactions are ignored, then the external Hamil-
tonian is obtained by summing pairwise terms associated with the
perturber over all binaries in the internal system. Following a similar
approach as in Heggie & Rasio (1996), we expanded the external
part of the Hamiltonian in terms of ratios of the separations of or-
bits in the internal system to the perturber, which are assumed to be
small. To compute the effects on the internal system, we averaged
over the internal orbits in the general case; if the orbital changes are
small, then it is a good approximation to also analytically integrate
over the perturber orbit, as in Heggie & Rasio (1996).
2. We derived general expressions for the pairwise terms in the
equations of motion for secular encounters at any order, and tested
our algorithm with direct N-body integrations. We illustrated the
usage of the algorithm within SecularMultiple in AMUSE, and
gave a brief example of secular encounters with BH triples in GCs.
3. We presented a method to include the effects of instantaneous
perturbations on the bodies in the multiple system. The method
is general; any of the bodies’ properties can be changed (mass,
position and velocity). It can be used to compute the effects of
asymmetric SNe and impulsive encounters, and is included within
SecularMultiple. We showed how to apply the method to SNe
and impulsive encounters in high-order multiple systems, and gave
an example of a wide 2+2 quadruple system perturbed by encounters
in the Solar neighborhood.
The extensions presented in this paper are a next step toward
efficiently modeling the evolution of complex multiple systems em-
bedded in star clusters.
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APPENDIX A: EXTERNAL SECULAR ENCOUNTERSWITH HIERARCHICAL MULTIPLE SYSTEMS
A1 General Hamiltonian
Consider a hierarchical multiple system consisting of N bodies arranged in binary orbits. This system is referenced to as the ‘internal’ system,
with the set of ‘internal’ binaries denoted with Bint. The simplest case of an internal system is a binary, but the method also allows for more
complicated systems such as hierarchical triple and quadruple systems. We model the dynamics of this internal system using the formalism
presented in Paper I, where an expansion was made in terms of ratios of binary separations, which were assumed to be small.
Perturbations to the internal system are taken into account by adding to the internal system an additional perturbing body on an ‘external’
orbit. The additional body is modeled as a point mass with mass Mper. Its orbit with respect to the internal system, rper(t), is assumed to be
known a priori. If the internal system were approximated by a point mass, this orbit would generally be parabolic or hyperbolic. We make
the tidal approximation, i.e., we assume that the distance rper of the perturber to the barycentre of the internal system is, at all times, large
compared to the largest binary separation in the internal system (the latter was labelled ‘rm’ in Paper I). This justifies an expansion of the
Hamiltonian of the system in terms of the small ratios rp/rper, where rp is any of the binary separations in the internal system.
Following similar derivations as in Appendix A of Paper I (in particular, see equation A101), the expanded (but unaveraged) Hamiltonian
of the system is given by
H = Hint + Hext, (A1)
where the Hamiltonian associated with the internal system is given by4
Hint =
∑
k∈Bint
[
1
2
Mk.C1Mk.C2
Mk
( Ûrk · Ûrk) −
GMk.C1Mk.C2
rk
]
+
∞∑
n=2
S′n; int . (A2)
Here, n is the expansion order of the binary separation ratios, Mk.Ci denotes the mass of all bodies contained within child i of binary k, and
rk is the separation vector of binary k. The disturbing function S
′
n; int
was given in Equation (A97) of Paper I, with the binary k now running
over all internal binaries Bint. The dominant terms in S
′
n are typically the terms associated with pairwise binary interactions, i.e., the terms
(see equation A99 of Paper I)
S′n;2; int = (−1)n+1
∑
k∈Bint
∑
p∈Bint
p∈{k.C}
Mp.C1Mp.C2
Mp
α(p.C1, k .C2; p)n
Mn−1
p.C2
+ (−1)nMn−1
p.C1
Mn−1p
GMk.CS(p)
rk
n∑
m=0
A(n)m
(
rp · rk
)m
rn−mp
rn+m
k
.
Here, α(p.C1, k .C2; p) = ±1 was defined in Appendix A1 of Paper I. The quantity A(n)m , an integer ratio, is the same as the coefficients
appearing in the Legendre polynomials, which can be obtained from Rodrigues’s formula, i.e.,
n∑
m=0
A(n)m xm =
1
2nn!
dn
dxn
[(
x2 − 1
)n]
. (A3)
The Hamiltonian associated with the external system is given by
Hext =
[
1
2
MintMper
Mint + Mper
( Ûrper · Ûrper) − GMintMper
rper
]
+
∞∑
n=2
S′n; ext, (A4)
where rper is the vector pointing from the barycentre of the internal system to the external body, and the total internal mass is
Mint ≡
∑
i∈Bint
mi, (A5)
i.e., the total mass of all bodies contained within the internal system. The pairwise terms in the external part of the perturbing potential S′n; ext
are given by
S′n;2; ext = (−1)n+1
∑
p∈Bint
Mp.C1Mp.C2
Mp
α(p.C1, ext; p)n
Mn−1
p.C2
+ (−1)nMn−1
p.C1
Mn−1p
GMper
rper
n∑
m=0
A(n)m
(
rp · rper
)m
rn−mp
rn+mper
. (A6)
The unaveraged Hamiltonian equation (A1) is exact in the limit that the expansion is taken to infinite order and that all interactions are
taken into account (pairwise, triple-wise, etc.). Concerning the external part, starting at the octupole order (n = 3), triple-wise terms appear
(i.e., terms that depend on three orbits simultaneously), provided that the internal system at least contains two orbits (i.e., at least a triple).
The triple-wise terms at the octupole-order are explicitly given by
S′3;3; ext =
3
2
∑
p∈Bint
∑
u∈Bint
p∈{u.C}
Mp.C1Mp.C2
Mp
α(p, ext.CS(p); ext)GMper
rper
α(p, ext.CS(p); u)Mu.CS(p)
Mu
(
rp
rper
)2 (
ru
rper
)
4 Note that the factor 1/2 in equation A101 of Paper I was unfortunately misplaced; it should only multiply the kinetic terms.
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×
[
5
(
rˆp · rˆext
)2 (
rˆu · rˆper
) − 2 ( rˆp · rˆper) ( rˆp · rˆu ) − ( rˆu · rˆper)] . (A7)
We estimate the importance of the triple-wise terms as follows. Consider a triple system, the simplest system in which the triple-wise terms
in the external part of the Hamiltonian appear, with separation ratios x = rin/rout, and let y = rout/rper . Assume that the system is highly
hierarchical such that x ≪ 1 and y ≪ 1, and assume x ∼ y. From equation (A7), S′
3;3; ext
∝ (rin/rper)2(rout/rper) = x2y3, whereas from
equation (A6), the dominant terms are S′
3;2; ext
∝ x3 and S′
3;2; ext
∝ y3, which are ≫ x2y3, i.e., S′
3;3; ext
≪ S′
3;2; ext
. This argument does not
apply if the masses in the inner binary are equal (Mp.C1 = Mp.C2), such that the pairwise octupole-order terms vanish. Nonetheless, in that
case, S′
4;2
∝ x4 and S′
4;2
∝ y4, which are still≫ x2y3, i.e., the pairwise hexadecapole-order terms, which do not vanish for equal masses in
the inner binary, still dominate over the triple-wise octupole-order terms.
In subsequent sections, we make several approximations by restricting to pairwise interactions and averaging over some or all of the
orbits, in order to gain more analytically tractable expressions and to speed up numerical calculations.
A2 Approximations
A2.1 Averaging over orbits in the internal system
First, we restrict to pairwise interactions and average the Hamiltonian over all orbits in the internal system. The internal Hamiltonian, apart
from constant binding energies, is then given by equation (A136) of Paper I. The external part is given by
S′n;2; ext = (−1)n+1
∑
p∈Bint
Mp.C1Mp.C2
Mp
M(n)p
GMper
rper
n∑
m=0
A(n)m
(
ap
rper
)n ∑
i1,i2 ∈N0
i1+i2≤m
B(n,m)
i1,i2
(ep) r−i1−i2per
(
ep · rper
) i1 (
p · rper
) i2
, (A8)
where
M(n)p ≡
Mn−1
p.C2
+ (−1)nMn−1
p.C1

Mn−1p
, (A9)
and the function B(n,m)
i1,i2
is defined implicitly by (see also section A5.3 of Paper I)∑
i1,i2 ∈N0
i1+i2≤m
r
m−i1−i2
per
(
ep · rper
) i1 (
p · rper
) i2 B(n,m)
i1,i2
(ep) =
(
1
2
)n+1
1
(n + 1)!
dn+1
dzn+1
[(
−ep z2 + 2z − ep
)n−m+1 ( C˜1
ep
z2 + C˜3z +
C˜2
ep
)m]
z=0
.
(A10)
Here, we defined the complex coefficients
C˜1 ≡
(
ep · rper
) − i√1 − e2p (±1) [e2pr2per − (ep · rper)2 − e2p
1 − e2p
(
p · rper
)2]1/2
; (A11a)
C˜2 ≡
(
ep · rper
)
+ i
√
1 − e2p (±1)
[
e2pr
2
per −
(
ep · rper
)2 − e2p
1 − e2p
(
p · rper
)2]1/2
; (A11b)
C˜3 ≡ −2
(
ep · rper
)
, (A11c)
where i =
√
−1.
The equations of motion for the orbital vectors follow from the Milankovitch equations (Milankovitch 1939),
d jp
dt
= − 1
Λp
[
jp × ∇jp H + ep × ∇ep H
]
; (A12a)
dep
dt
= − 1
Λp
[
ep × ∇jp H + jp × ∇ep H
]
. (A12b)
Here, Λp is the angular momentum of orbit p if it were circular,
Λp = Mp.C1Mp.C2
√
Gap
Mp
. (A13)
From H = Hint + Hext, it immediately follows that the equations of motion for the orbital vectors due to the external perturbation can
simply be added to those of the internal system, i.e.,
Ûep = Ûep; int + Ûep; per; (A14a)
Ûp = Ûp; int + Ûp; per, (A14b)
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where Ûep; int and Ûp; int follow from the internal Hamiltonian. Using equation (A8), the equations of motion due to the external perturbation
then read (again including only pairwise interactions)
Ûep; per = n˜p
Mper
Mp
∞∑
n=2
(−1)nM(n)p
(
ap
rper
)n+1 n∑
m=0
A(n)m
∑
i1,i2 ∈N0
i1+i2≤m
r
−i1−i2
per
[
i2B(n,m)i1,i2 (ep)
(
ep · rper
) i1 (
p · rper
) i2−1 (
ep × rper
)
+
(
p · rper
) i2 {dB(n,m)i1,i2
dep
(
ep · rper
) i1 (
p × ep
)
+ i1B(n,m)i1,i2
(
ep · rper
) i1−1 (
p × rper
) }]
; (A15a)
Ûp; per = n˜p
Mper
Mp
∞∑
n=2
(−1)nM(n)p
(
ap
rper
)n+1 n∑
m=0
A(n)m
∑
i1,i2 ∈N0
i1+i2≤m
r
−i1−i2
per B(n,m)i1,i2 (ep)
[
i2
(
ep · rper
) i1 (
p · rper
) i2−1 (
p × rper
)
+i1
(
ep · rper
) i1−1 (
p · rper
) i2 (
ep × rper
)]
. (A15b)
Here, n˜p ≡ [GMp/a3p]1/2 is the mean motion of orbit p.
A2.2 Integrating over the external orbit
In this approximation, with the equations already averaged over the internal orbits, we analytically integrate the equations of motion (A15)
over time (from −∞ to∞), assuming that the external body moves in a hyperbolic orbit with respect to the barycentre of the internal system.
Also, we assume that the changes of the orbital vectors ep and p during the encounter are small, such that they can be taken to be constant
on the right-hand-sides of equation (A15). A major advantage of this approach, which was also adopted by Heggie & Rasio (1996), is speed:
instead of having to numerically integrate over the orbit, the changes of the orbital vectors over the full encounter can be computed directly
from analytic expressions, without having to numerically resolve the encounter. Of course, the approach is valid only in the limit that the
changes of the orbital vectors are small.
Restricting to pairwise interactions, we find the following expressions for the time-integrated equations of motion, i.e., the changes of
the orbital vectors.
∆ep =
n˜p
n˜per
Mper
Mp
∞∑
n=2
(−1)nM(n)p
(
ap
qper
)n+1 (e2per − 1)3/2(
1 + eper
)n+1 n∑
m=0
A(n)m
∑
i1,i2 ∈N0
i1+i2≤m
∑
l1,l2,l3,l4∈N0
l1+l3≤i1
l2+l4≤i2
f ∆ep (ep, p, eper, ˆper; n, m, i1, i2, l1, l2, l3, l4);
(A16a)
∆ p =
n˜p
n˜per
Mper
Mp
∞∑
n=2
(−1)nM(n)p
(
ap
qper
)n+1 (e2per − 1)3/2(
1 + eper
)n+1 n∑
m=0
A(n)m
∑
i1,i2 ∈N0
i1+i2≤m
∑
l1,l2,l3,l4∈N0
l1+l3≤i1
l2+l4≤i2
f ∆ p
(ep, p, eper, ˆper; n, m, i1, i2, l1, l2, l3, l4).
(A16b)
Here, n˜per ≡
[
G(Mper + Mint)/|aper |3
]1/2
is the mean hyperbolic motion with |aper | = qper/(eper − 1). The functions f ∆ep and f ∆ p
are defined in terms of B(n,m)
i1,i2
(see equation A10) and the function D(n,i1,i2)
l1,l2,l3,l4
(ep, eper); the latter is defined implicitly via∑
l1,l2,l3,l4∈N0
l1+l3≤i1
l2+l4≤i2
D(n,i1,i2)
l1,l2,l3,l4
(ep, eper)
(
ep · eˆper
) l1 (
p · ˆper
) l2 (
ep · ˆper
) l3 (
p · eˆper
) l4 ≡ ∫ arccos(−1/eper)
−arccos(−1/eper)
d f
[
1 + eper cos( f )
]n−1
×
[
cos( f ) (ep · eˆper) + sin( f ) (ep · qˆper)] i1 [cos( f ) ( p · eˆper) + sin( f ) ( p · qˆper)] i2 , (A17)
where qˆper ≡ ˆper × eˆper. To derive D(n,i1,i2)l1,l2,l3,l4 (ep, eper) from equation (A17), the following vector identity can be used,(
qˆper · u
) (
qˆper · w
)
=
[(
ˆper × eˆper
)
· u
] [(
ˆper × eˆper
)
· w
]
= u · w − ( eˆper · u) ( eˆper · w) − ( ˆper · u) ( ˆper · w) , (A18)
where u and w are arbitrary vectors. The functions f ∆ep and f ∆ p read
f ∆ep (ep, p, eper, ˆper; n,m, i1, i2, l1, l2, l3, l4) ≡ B
(n,m)
i1,i2
(ep)D(n,i1,i2)l1,l2,l3,l4 (ep, eper)
[(
ep · eˆper
) l1 (ep · ˆper) l3
×
{
l2
(
p · ˆper
) l2−1 (
p · eˆper
) l4 (
ep × ˆper
)
+ l4
(
p · ˆper
) l2 (
p · eˆper
) l4−1 (
ep × eˆper
)}
+
(
p · ˆper
) l2 (
p · eˆper
) l4
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×
{
l1
(
ep · eˆper
) l1−1 (ep · ˆper) l3 ( p × eˆper) + l3 (ep · eˆper) l1 (ep · ˆper) l3−1 ( p × ˆper)}]
+
(
ep · eˆper
) l1 (
p · ˆper
) l2 (
ep · ˆper
) l3 (
p · eˆper
) l4
×

∂B(n,m)
i1,i2
(ep)
∂ep
D(n,i1,i2)
l1,l2,l3,l4
(ep, eper) + B(n,m)i1,i2 (ep)
∂D(n,i1,i2)
l1,l2,l3,l4
(ep, eper)
∂ep

(
p × eˆp
)
; (A19a)
f ∆ p
(ep, p, e, ˆper; n, m, i1, i2, l1, l2, l3, l4) ≡ B(n,m)i1,i2 (ep)D
(n,i1,i2)
l1,l2,l3,l4
(ep, eper)
[ (
ep · eˆper
) l1 (ep · ˆper) l3
×
{
l2
(
p · ˆper
) l2−1 (
p · eˆper
) l4 (
p × ˆper
)
+ l4
(
p · ˆper
) l2 (
p · eˆper
) l4−1 (
p × eˆper
)}
+
(
p · ˆper
) l2 (
p · eˆper
) l4
×
{
l1
(
ep · eˆper
) l1−1 (ep · ˆper) l3 (ep × eˆper) + l3 (ep · eˆper) l1 (ep · ˆper) l3−1 (ep × ˆper)}] . (A19b)
For reference, the coefficient A(n)m and the functions B(n,m)i1,i2 (ep) and D
(n,i1,i2)
l1,l2,l3,l4
(ep, eper) are tabulated in Table A1 for n = 2 and n = 3
and the cases when D(n,i1,i2)
l1,l2,l3,l4
(ep, eper) , 0. The explicit expressions to the quadrupole-order (n = 2) order are given by:
∆ep =
(
M2per
Mp(Mp + Mper)
)1/2 (
ap
qper
)3/2 (1 + eper)−3/2
2e2per
[√
e2per − 1
{
−6
(
ep × p
)
− 5
(
ep · ˆper
) (
p × ˆper
)
+ 2
(
p · eˆper
) (
ep × eˆper
)
+
(
p · ˆper
) (
ep × ˆper
)
+ 10
(
e2per − 1
) (
ep · eˆper
) (
p × eˆper
)
− 10 e2per
(
ep · ˆper
) (
p × ˆper
)
− 2 e2per
(
p · eˆper
) (
ep × eˆper
)
+ 2 e2per
(
p · ˆper
) (
ep × ˆper
) }
+3 e2per arcsec(−eper)
{
−2
(
ep × p
)
− 5
(
ep · ˆper
) (
p × ˆper
)
+
(
p · ˆper
) (
ep × ˆper
) }]
; (A20a)
∆ p =
(
M2per
Mp(Mp + Mper)
)1/2 (
ap
qper
)3/2 (1 + eper)−3/2
2e2per
[√
e2per − 1
{
−5
(
ep · ˆper
) (
ep × ˆper
)
+ 2
(
p · eˆper
) (
p × eˆper
)
+(
p · ˆper
) (
p × ˆper
)
+ 10
(
e2per − 1
) (
ep · eˆper
) (
ep × eˆper
) − 10 e2per (ep · ˆper) (ep × ˆper) − 2 e2per ( p · eˆper) ( p × eˆper)
+ 2 e2per
(
p · ˆper
) (
p × ˆper
) }
+3 e2per arcsec(−eper)
{
−5
(
ep · ˆper
) (
ep × ˆper
)
+
(
p · ˆper
) (
p × ˆper
) }]
. (A20b)
The scalar eccentricity change implied by equation (A20a) is
∆ep = eˆp · ∆ep = −5
2
ep
e2per
[
M2per
Mp(Mp + Mper)
(
ap
qper
)3 1 − e2p
(1 + eper)3
]1/2 [√
e2per − 1
{(
eˆp · ˆper
) [
eˆp ·
(
ˆp × ˆper
)]
− 2
(
e2per − 1
) (
eˆp · eˆper
) [
eˆp ·
(
ˆp × eˆper
)]
+ 2 e2per
(
eˆp · ˆper
) [
eˆp ·
(
ˆp × ˆper
)] }
+3 e2per arcsec(−eper)
(
eˆp · ˆper
) [
eˆp ·
(
ˆp × ˆper
)] ]
.
(A21)
We rewrite equation (A21) to show that it is consistent with Heggie & Rasio (1996). Using a number of vector identities and changing
the notation to that of Heggie & Rasio (1996), i.e., ∆ep → δe, ep → e, eper → e′, ap → a, qper → r ′p, Mper → m3, Mp → M12,
Mp + Mper → M123 , eˆp → aˆ, qˆp → bˆ, eˆper → Aˆ and qˆper → Bˆ (here, qˆp ≡ ˆp × eˆp and qˆper ≡ ˆper × eˆper), we find
δe = −5
2
e
e′2

m2
3
M12M123
(
a
r ′p
)3
1 − e2
(1 + e′)3

1/2
×
{(
aˆ · Aˆ
) (
bˆ · Aˆ
) [
3e′2arccos
(
− 1
e′
)
+
(
4e′2 − 1
) √
e′2 − 1
]
+
(
aˆ · Bˆ
) (
bˆ · Bˆ
) [
3e′2arccos
(
− 1
e′
)
+
(
2e′2 + 1
) √
e′2 − 1
] }
. (A22)
Equation (A22) is identical to equation (A4) of Heggie & Rasio (1996).
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n m i1 i2 l1 l2 l3 l4 A(n)m B(n,m)i1, i2 (ep ) D
(n, i1, i2)
l1, l2, l3, l4
(ep, eper)
2 0 0 0 0 0 0 0 − 1
2
1 + 3
2
e2p 2
[√
e2per − 1 + arcsec(−eper)
]
2 2 0 0 0 0 0 0 32
1
2
(
1 − e2p
)
2
[√
e2per − 1 + arcsec(−eper)
]
2 2 0 2 0 0 0 0 32 − 12 13 e−2per
(
1 − e2p
) [√
e2per − 1
(
1 + 2e2per
)
+ 3e2perarcsec(−eper)
]
2 2 0 2 0 0 0 2 3
2
− 1
2
2
3
e−2per
(
e2per − 1
)3/2
2 2 0 2 0 2 0 0 32 − 12 − 13 e−2per
[√
e2per − 1
(
1 + 2e2per
)
+ 3e2perarcsec(−eper)
]
2 2 2 0 0 0 0 0 3
2
5
2
1
3
e−2pere2p
[√
e2per − 1
(
1 + 2e2per
)
+ 3e2perarcsec(−eper)
]
2 2 2 0 0 0 2 0 32
5
2 − 13 e−2per
[√
e2per − 1
(
1 + 2e2per
)
+ 3e2perarcsec(−eper)
]
2 2 2 0 2 0 0 0 32
5
2
2
3 e
−2
per
(
e2per − 1
)3/2
3 1 1 0 1 0 0 0 − 32 − 58
(
4 + 3e2p
)
1
3 e
−1
per
[
2
√
e2per − 1
(
1 + 2e2per
)
+ 6e2perarcsec(−eper)
]
3 3 1 0 1 0 0 0 52 − 158
(
1 − e2p
)
1
3 e
−1
per
[
2
√
e2per − 1
(
1 + 2e2per
)
+ 6e2perarcsec(−eper)
]
3 3 1 2 0 1 1 1 5
2
15
8
1
15
e−3per
[√
e2per − 1
(
2 − 9e2per − 8e4per
)
− 15e4perarcsec(−eper)
]
3 3 1 2 1 0 0 0 52
15
8 − 130
(
1 − e2p
)
e−3per
[√
e2per − 1
(
2 − 9e2per − 8e4per
)
− 15e4perarcsec(−eper)
]
3 3 1 2 1 0 0 2 52
15
8
4
15 e
−3
per
(
e2per − 1
)5/2
3 3 1 2 1 2 0 0 52
15
8
1
30 e
−3
per
[√
e2per − 1
(
2 − 9e2per − 8e4per
)
− 15e4perarcsec(−eper)
]
3 3 3 0 1 0 0 0 52 − 358 − 110 e2pe−3per
[√
e2per − 1
(
2 − 9e2per − 8e4per
)
− 15e4perarcsec(−eper)
]
3 3 3 0 1 0 2 0 5
2
− 35
8
1
10
e−3per
[√
e2per − 1
(
2 − 9e2per − 8e4per
)
− 15e4perarcsec(−eper)
]
3 3 3 0 3 0 0 0 52 − 358 415 e−3per
(
e2per − 1
)5/2
Table A1. The coefficient A(n)m and the functions B(n,m)i1, i2 (ep ) and D
(n, i1, i2)
l1, l2, l3, l4
(ep, eper) for n = 2 and n = 3 and the cases when D(n, i1, i2)l1, l2, l3, l4 (ep, eper) , 0.
APPENDIX B: CODE FRAGMENTS
Code Fragment 1: Illustration of code usage within Python and AMUSE to compute the effect of a secular encounter with a binary (see also
Section 2.4). Here, the system is initialized. See Code Fragments 2 and 3 for the usage of approaches (1) and (2), respectively.
import numpy
numpy.random.seed(0)
from amuse.community.secularmultiple.interface import SecularMultiple
from amuse.units import quantities,units,constants
from amuse.datamodel import Particles
### Set up the hierarchical system ###
N_bodies = 2
N_binaries = N_bodies-1
masses = [1.0|units.MSun, 0.8|units.MSun]
semimajor_axes = [1.0|units.AU]
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eccentricities = [0.1]
inclinations = [numpy.random.rand()*numpy.pi for i in range(N_binaries)]
arguments_of_pericentre = [numpy.random.rand()*2.0*numpy.pi for i in range(N_binaries)]
longitudes_of_ascending_node = [numpy.random.rand()*2.0*numpy.pi for i in range(N_binaries)]
particles = Particles(N_bodies+N_binaries)
for index in range(N_bodies):
particle = particles[index]
particle.mass = masses[index]
particle.is_binary = False
particle.radius = 1.0 | units.RSun
particle.child1 = None
particle.child2 = None
for index in range(N_binaries):
particle = particles[index+N_bodies]
particle.is_binary = True
particle.semimajor_axis = semimajor_axes[index]
particle.eccentricity = eccentricities[index]
particle.inclination = inclinations[index]
particle.argument_of_pericenter = arguments_of_pericentre[index]
particle.longitude_of_ascending_node = longitudes_of_ascending_node[index]
if index==0:
particle.child1 = particles[0]
particle.child2 = particles[1]
elif index==1:
particle.child1 = particles[2]
particle.child2 = particles[3]
binaries = particles[particles.is_binary]
### Specify the perturber ###
external_particles = Particles(1)
external_particle = external_particles[0]
q_per, M_per = 100.0 | units.AU, 1.0 | units.MSun
t_char = numpy.pi*numpy.sqrt( q_per**3/(2.0*constants.G*(M_per+masses[0]+masses[1])) )
external_particle.mass = M_per
external_particle.periapse_distance = q_per
external_particle.eccentricity = 5.0
external_particle.t_ref = t_char
external_particle.e_hat_vec_x = 1.0
external_particle.e_hat_vec_y = 0.0
external_particle.e_hat_vec_z = 0.0
external_particle.h_hat_vec_x = 0.0
external_particle.h_hat_vec_y = 0.0
external_particle.h_hat_vec_z = 1.0
Code Fragment 2: The example of Code Fragment 1 continued, here adoping approach (1); see Code Fragment 3 for approach (2).
### Approach (1): numerically integrate over the perturber orbit ###
external_particle.path = 1 ### 1 for hyperbolic orbit (straight line: 0)
external_particle.mode = 0 ### 0 for approach 1
channel_from_particles_to_code.copy()
channel_from_external_particles_to_code.copy()
time, end_time, output_time_step = 0.0|units.yr, 2.0*t_char, t_char/100.0
while time <= end_time:
time += output_time_step
code.evolve_model(time)
channel_from_code_to_particles.copy()
print ’=’*50
print ’t/yr’,time.value_in(units.yr)
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print ’e’,binaries.eccentricity
print ’i/deg’,binaries.inclination*(180.0/numpy.pi)
print ’AP/deg’, binaries.argument_of_pericenter*(180.0/numpy.pi)
print ’LAN/deg’, binaries.longitude_of_ascending_node*(180.0/numpy.pi)
Code Fragment 3: The example of Code Fragment 1 continued, here adoping approach (2); see Code Fragment 2 for approach (1).
### Approach (2): analytically integrate over the perturber orbit ###
external_particle.path = 1 ### 1 for hyperbolic orbit (straight line: 0, not supported for approach 2)
external_particle.mode = 1 ### 1 for approach 2
channel_from_particles_to_code.copy()
channel_from_external_particles_to_code.copy()
code.apply_external_perturbation_assuming_integrated_orbits()
channel_from_code_to_particles.copy()
print ’e’,binaries.eccentricity
print ’i/deg’,binaries.inclination*(180.0/numpy.pi)
print ’AP/deg’, binaries.argument_of_pericenter*(180.0/numpy.pi)
print ’LAN/deg’, binaries.longitude_of_ascending_node*(180.0/numpy.pi)
Code Fragment 4: Illustration of code usage to compute the effect of an asymmetric SN on a hierarchical sextuple system (see also
Section 3.2.2).
import numpy
numpy.random.seed(0)
from amuse.community.secularmultiple.interface import SecularMultiple
from amuse.units import quantities,units,constants
from amuse.datamodel import Particles
### Set up the hierarchical system ###
N_bodies = 6
N_binaries = N_bodies-1
masses = [15.0|units.MSun, 8.1|units.MSun, 12.8|units.MSun, 11.2 | units.MSun,12.2 | units.MSun,10.2 | units.MSun]
semimajor_axes = [10.0|units.AU, 5.0|units.AU,100.0|units.AU, 20|units.AU, 1000.0|units.AU]
eccentricities = [0.1,0.2,0.3,0.1,0.4]
inclinations = [numpy.random.rand()*numpy.pi for i in range(N_binaries)]
arguments_of_pericentre = [numpy.random.rand()*2.0*numpy.pi for i in range(N_binaries)]
longitudes_of_ascending_node = [numpy.random.rand()*2.0*numpy.pi for i in range(N_binaries)]
true_anomalies = [numpy.random.rand()*2.0*numpy.pi for i in range(N_binaries)]
sample_orbital_phases_randomly = False
particles = Particles(N_bodies+N_binaries)
for index in range(N_bodies):
particle = particles[index]
particle.mass = masses[index]
particle.is_binary = False
particle.radius = 1.0 | units.RSun
particle.child1 = None
particle.child2 = None
for index in range(N_binaries):
particle = particles[index+N_bodies]
particle.is_binary = True
particle.semimajor_axis = semimajor_axes[index]
particle.eccentricity = eccentricities[index]
particle.true_anomaly = true_anomalies[index]
particle.inclination = inclinations[index]
particle.argument_of_pericenter = arguments_of_pericentre[index]
particle.longitude_of_ascending_node = longitudes_of_ascending_node[index]
particle.sample_orbital_phases_randomly = sample_orbital_phases_randomly
if index==0:
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particle.child1 = particles[0]
particle.child2 = particles[1]
elif index==1:
particle.child1 = particles[2]
particle.child2 = particles[3]
elif index==2:
particle.child1 = particles[6]
particle.child2 = particles[7]
elif index==3:
particle.child1 = particles[4]
particle.child2 = particles[5]
elif index==4:
particle.child1 = particles[8]
particle.child2 = particles[9]
### Specify the instantaneous changes ###
particles[0].instantaneous_perturbation_delta_mass = -4.0 | units.MSun
particles[0].instantaneous_perturbation_delta_velocity_x = 10.0 | units.km/units.s
particles[0].instantaneous_perturbation_delta_velocity_y = 2.0 | units.km/units.s
particles[0].instantaneous_perturbation_delta_velocity_z = 3.0 | units.km/units.s
### Initialize the code, add the particles, and set up channels ###
code = SecularMultiple()
code.particles.add_particles(particles)
channel_from_particles_to_code = particles.new_channel_to(code.particles)
channel_from_code_to_particles = code.particles.new_channel_to(particles)
binaries = particles[particles.is_binary]
binaries.sample_orbital_phases_randomly = False ### set to "True" to sample all orbital phases randomly
code.parameters.orbital_phases_random_seed = 0
channel_from_particles_to_code.copy()
### Print the pre-SN state ###
print ’=’*50
print ’pre SN’
print ’a/AU’,(binaries.semimajor_axis)
print ’e’,(binaries.eccentricity)
print ’TA/deg’,binaries.true_anomaly*(180.0/numpy.pi)
print ’i/deg’,binaries.inclination*(180.0/numpy.pi)
print ’AP/deg’, binaries.argument_of_pericenter*(180.0/numpy.pi)
print ’LAN/deg’, binaries.longitude_of_ascending_node*(180.0/numpy.pi)
### Compute the effect of the SN on the system and copy to user-level particles ###
code.apply_user_specified_instantaneous_perturbation()
channel_from_code_to_particles.copy()
### Print the post-SN state ###
print ’=’*50
print ’post SN’
print ’a/deg’, (binaries.semimajor_axis)
print ’e’, (binaries.eccentricity)
print ’TA/deg’,binaries.true_anomaly*(180.0/numpy.pi)
print ’i/deg’,binaries.inclination*(180.0/numpy.pi)
print ’AP/deg’, binaries.argument_of_pericenter*(180.0/numpy.pi)
print ’LAN/deg’, binaries.longitude_of_ascending_node*(180.0/numpy.pi)
Code Fragment 5: Illustration of code usage to compute the effect of an impulsive encounter with a hierarchical quadruple system (see also
Section 3.3.2).
import numpy
numpy.random.seed(0)
from amuse.community.secularmultiple.interface import SecularMultiple
from amuse.units import quantities,units,constants
from amuse.datamodel import Particles
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### Set up the hierarchical system ###
N_bodies = 4
N_binaries = N_bodies-1
masses = [10.0|units.MSun, 8.1|units.MSun, 12.8|units.MSun, 11.2 | units.MSun]
semimajor_axes = [10.0|units.AU, 50.0|units.AU,5000.0|units.AU]
eccentricities = [0.1,0.2,0.3]
inclinations = [numpy.random.rand()*numpy.pi for i in range(N_binaries)]
arguments_of_pericentre = [numpy.random.rand()*2.0*numpy.pi for i in range(N_binaries)]
longitudes_of_ascending_node = [numpy.random.rand()*2.0*numpy.pi for i in range(N_binaries)]
sample_orbital_phases_randomly = True
particles = Particles(N_bodies+N_binaries)
for index in range(N_bodies):
particle = particles[index]
particle.mass = masses[index]
particle.is_binary = False
particle.radius = 1.0 | units.RSun
particle.child1 = None
particle.child2 = None
for index in range(N_binaries):
particle = particles[index+N_bodies]
particle.is_binary = True
particle.semimajor_axis = semimajor_axes[index]
particle.eccentricity = eccentricities[index]
particle.inclination = inclinations[index]
particle.argument_of_pericenter = arguments_of_pericentre[index]
particle.longitude_of_ascending_node = longitudes_of_ascending_node[index]
particle.sample_orbital_phases_randomly = sample_orbital_phases_randomly
if index==0:
particle.child1 = particles[0]
particle.child2 = particles[1]
elif index==1:
particle.child1 = particles[2]
particle.child2 = particles[3]
elif index==2:
particle.child1 = particles[4]
particle.child2 = particles[5]
binaries = particles[particles.is_binary]
bodies = particles-binaries
code = SecularMultiple(redirection=’none’)
code.particles.add_particles(particles)
channel_from_particles_to_code = particles.new_channel_to(code.particles)
channel_from_code_to_particles = code.particles.new_channel_to(particles)
channel_from_particles_to_code.copy()
channel_from_code_to_particles.copy()
### Specify the (impulsive) perturber ###
M_per = 1.0 | units.MSun
b = 1.0e2 | units.AU
b_vec_unit = numpy.array([0.0,0.0,1.0])
b_vec = b*b_vec_unit
V_per = 50.0 | units.km/units.s
V_per_unit = numpy.array([0.0,1.0,0.0])
particles.add_vector_attribute("position", ["position_x","position_y","position_z"])
for index,particle in enumerate(bodies):
R_vec = particle.position
b_i_vec = b_vec - R_vec - V_per_unit*(b_vec - R_vec).dot(V_per_unit)
Delta_V_vec = 2.0*(constants.G*M_per/V_per)*b_i_vec/(b_i_vec.lengths_squared())
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particles[index].instantaneous_perturbation_delta_velocity_x = Delta_V_vec[0]
particles[index].instantaneous_perturbation_delta_velocity_y = Delta_V_vec[1]
particles[index].instantaneous_perturbation_delta_velocity_z = Delta_V_vec[2]
### Print the pre-encounter state ###
print ’=’*50
print ’pre SN’
print ’a/AU’,(binaries.semimajor_axis)
print ’e’,(binaries.eccentricity)
print ’TA/deg’,binaries.true_anomaly*(180.0/numpy.pi)
print ’i/deg’,binaries.inclination*(180.0/numpy.pi)
print ’AP/deg’, binaries.argument_of_pericenter*(180.0/numpy.pi)
print ’LAN/deg’, binaries.longitude_of_ascending_node*(180.0/numpy.pi)
### Copy the Delta V_i’s to particles in the code, and compute the orbital changes ###
channel_from_particles_to_code.copy()
code.apply_user_specified_instantaneous_perturbation()
channel_from_code_to_particles.copy()
### Print the post-encounter state ###
print ’=’*50
print ’post SN’
print ’a/deg’, (binaries.semimajor_axis)
print ’e’, (binaries.eccentricity)
print ’TA/deg’,binaries.true_anomaly*(180.0/numpy.pi)
print ’i/deg’,binaries.inclination*(180.0/numpy.pi)
print ’AP/deg’, binaries.argument_of_pericenter*(180.0/numpy.pi)
print ’LAN/deg’, binaries.longitude_of_ascending_node*(180.0/numpy.pi)
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