As one of the most important renewable energy, hydropower is often asked to satisfy the load demand of power system at peak periods. Thus, the optimal operation of hydropower system is modelled to minimize the standard deviation of the residual load series obtained by subtracting the total power outputs of all the involved hydropower plants from the original load curve. Hence, this paper develops an improved grey wolf optimizer (IGWO) to effectively address the complex constrained optimization problem. In the proposed method, the quasi-oppositional learning is used to enhance the convergence rate of the swarm; the elite mutation operator is used to increase the probability of escaping from local optima; the elastic-ball strategy and heuristic constraint handling method are used to help infeasible individuals rebound to feasible space. Numerical experiments of 12 classical test functions demonstrate the feasibility of the IGWO method in the global optimization problems. Then, the developed method is applied to solve the optimal operation of two cascade hydropower systems. The results indicate that the proposed method outperforms several traditional methods in smoothing the peak loads of power system. To sum up, an effective solution tool is provided for the hydropower system operation optimization problem. INDEX TERMS Hydropower system, grey wolf optimizer, quasi-oppositional learning, elite mutation, elastic-ball strategy, constraint handling method. He is the author of about 30 inventions and 50 articles in peerreviewed journals. His current research interests include hydropower and renewable energy operation optimization, machine learning, and decision support system development.
I. INTRODUCTION
Along with the growing load demand all over the world, hydropower is attracting more and more attention due to the merits of low environmental pollution and high operational flexibility [1] - [4] . In recent years, many hydropower bases are put into production and more hydropower reservoirs are in the pipeline [5] - [7] . In China, by the end of 2018, hydropower has provided about 20% power generation and installed capacity to support the healthy and orderly development of economy. As one of the most important renewable energies, hydropower is playing an irreplaceable role in The associate editor coordinating the review of this manuscript and approving it for publication was Yang Li . guaranteeing the real-time dynamic balance between energy supply and load demand [8] - [10] . However, due to the rapid expansion rate and system scale, the optimal operation of hydropower system has become a challenging optimization work for operator in power system [11] .
Generally, the goal of hydropower operation is to find out the feasible scheduling decisions (like water level or total outflow) to achieve the best operation benefit (like generation benefit or peak operation) while satisfying various kinds of physical constraints (like water balance equation or boundary constraints) [12] . Mathematically, the optimal operation of hydropower system is a typical highdimensional, multiple coupling constraints, nonlinear optimization problem [13] . In the past decades, many famous VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ methods have been used to resolve this type of problem, like linear programming [13] , nonlinear programming [17] - [19] , dynamic programming [20] - [22] , fuzzy methods [23] - [25] , network optimization [26] - [28] , decomposition-coordination method [29] - [31] , and evolutionary methods [32] , [33] . However, the above methods still suffer from different levels of defects in practice, like high computation overhead [33] - [35] , dimensionality problem [37] - [39] , duality gap [40] , parameter tuning [41] - [43] and premature convergence [44] - [47] . Thus, it is of importance to further find effective tools to address the studied problem. Grey wolf optimizer (GWO) is a new metaheuristic method developed to solve the global optimization problem. The biological foundation of the GWO method is the hunting behavior and coordination mechanism of grey wolves in nature [48] - [50] . In GWO, the population is divided into several components that oversee different tasks (like leader, adviser or soldier) during the evolutionary process, which can help converge to satisfying solutions for the optimization problem at hand. With the advantages of less computational parameters and higher execution efficiency, GWO has been applied in a variety of engineering problems, like parameter identification, machining learning and process control [51] . However, there are few reports about using GWO to address the hydropower operation problem by far. Thus, the authors try to refill the research gap, but it is found that the GWO method is easily tapped into local optima [52] . In order to further enhance the GWO method, this research develops a novel method called improved grey wolf optimizer (IGWO), where the quasi-oppositional learning strategy is employed to enhance the converge rate; the elite mutation operator is used to increase the swarm diversity; the elastic-ball strategy and heuristic constraint handling method are adopted to modify infeasible solutions. The practicability of the IGWO method is verified by the simulation results of numerical experiments and engineering problems.
The main contributions of this paper are summarized as below: (1) The standard GWO method is introduced to solve the hydropower system operation optimization problem, which may be the first report in this research field by far; (2) the IGWO method based on the elite mutation, quasioppositional learning and elastic-ball strategy is proposed to alleviate the premature convergence of the GWO method;
(3) the IGWO performances are superior to several conventional evolutionary methods in both numerical experiments and two hydropower operation problems. Thus, an effective method is provided for the complex engineering optimization problem.
The rest of this paper is organized as below: the details of the IGWO method is given in Section II; in Section III, 12 classical benchmark functions are used to testify the IGWO performance; the detailed information of IGWO for optimal operation of hydropower system is given in Section IV; the proposed method is used to address two hydropower systems in Section V; and finally the conclusions are given in the end. 
II. IMPROVED GREY WOLF OPTIMIZER (IGWO) A. STANDARD GREY WOLF OPTIMIZER (GWO)
GWO is a novel heuristic method based on the leadership and hunting mechanism of the grey wolves [53] - [55] . In GWO, it is believed that a wolf pack composed of several wolves obeys the strict social hierarchy (as showed in FIGURE 1), including x the alpha wolves (α) that are in charge of determining the social behaviors (like hunting, sleeping or waking); y the beta wolves (β) that collect information to help the alpha wolves make the scientific decision; z the delta wolves (δ) that obey the alpha and beta wolves and are responsible for the detection, protection and feeding; { the omegas wolves (ω) that belong to the lowest level in swarm.
For the target problem, the first three best individuals are respectively seen as the alpha, beta and delta wolves, while the rest of individuals are regarded as the omega wolves. For the sake of convenience, it is assumed that m wolves are involved in the search process of the J -variable optimization problem. The GWO method attempts to encircle the prey by the following model:
where • is the entry wise product of two vectors. |·| is the entry wise absolute value of the vector. X k p and X denotes the position vectors of the prey and wolf. λ and C are two intermediate vectors. r 1 , r 2 ∈ [0, 1] J are two random vectors. a is the coefficient vector to balance global exploitation and local exploration, and its jth element (a j ) can be obtained by
where a 0 is the initial value. k is the maximum iteration.
In the evolutionary process, the group search behaviors are mainly guided by three leader wolves (alpha, beta and delta) [56] - [58] . In other words, the wolves in the swarm update their positions by tracking the locations of the first three leader wolves, which can be mathematically expressed as below:
where X α , X β and X δ are the position vectors of the alpha, beta and delta wolves.
B. THE PROPOSED IGWO METHOD 1) QUASI-OPPOSITIONAL LEARNING
For most evolutionary methods, all the individuals may fail to jump out of local optima and it is necessary to find some methods to enlarge the hunting range of the swarm [59] - [61] . In recent years, the opposition-based learning comparing the performances of the current solution and its opposite solution at the same time is often used to improve the performance of evolutionary method [59] - [61] . For any one solution, Equation (13) can be used to obtain the quasi-opposite position. As showed in FIGURE 2, the quasi-oppositional learning forces the agent change to a new position in the problem space, which will increase the probability of finding better solutions. As a result, the global exploitation and local exploration of the population can be effectively enhanced.X
where X up j and X down j are the upper and lower limits of the ith dimension.X k ij is the quasi-oppositional position of the ith wolf in the jth dimension at the kth iteration. r 3 is the random number uniformly distributed in the range of [0, 1]. 
2) ELITE MUTATION OPERATOR
Generally, the global best-known solution found by the swarm can provide multiple search directions for the agents, while the mutation operator can increase the swarm diversity [65] - [67] . Inspired by this case, the elite mutation operator in FIGURE 3 is proposed to improve the global search ability of the population. Specially, the offspring swarms produced by the quasi-oppositional learning strategy and the GWO method are firstly merged to form a hybrid swarm with 2m wolves (m denotes the number of wolves for evolution); secondary, all the wolves in the hybrid swarm will be sorted by their fitness values; finally, the first p(p < m) individuals with better performances will directly enter the next generation, while the following m-p wolves are used to generate the mutant agents by Equation (15) . In this way, the elite individuals can be maintained while the distribution range of solutions in the space can be enhanced.
where E k i is the ith mutant agent at the kth iteration. List k p1 denotes the element randomly selected from the set of X α , X β and X δ . r 4 ∈ [−1, 1] J is the random vector.
3) ELASTIC-BALL STRATEGY
After the mutation operation, it is possible that some newly obtained agents violate the boundary constraints. Generally, the method in Equation (16) is often used to adjust infeasible agents. However, after this modification steps, many infeasible agents may gather around the boundary region in the later evolution stage, which will harm the global exploration ability of the swarm.
For alleviating this problem, this study introduces a new elastic-ball strategy to modify infeasible agents [68] . Specially, the infeasible agents are firstly changed to feasible zones by Equation (17)∼(18); by this time, some elements falling into the infeasible zone will be randomly generated in the feasible problem space. As showed in FIGURE 4, the elastic-ball strategy can effectively expand the distribution diversity of the solutions and benefit the global exploration of the swarm.
4) EXECUTION PROCEDURE OF IGWO
The main execution procedures of the IGWO approach are given as below:
Step 1: Define the values of all the necessary computation parameters, like maximum iterationk and swarm size m.
Step 2: Set the counter k = 1, and then randomly generate the initial swarm in the problem space.
Step 3: Evaluate the fitness values of all the wolves in the current swarm to obtain the new positions of three leader wolves (alpha, beta and delta), and then update the positions of all the wolves by Equations (9)∼(12).
Step 4: Use the quasi-opposition learning strategy in Equations (13)∼ (14) to increase the convergence rate of the swarm. Step 5: Use the elite mutation strategy in Equation (15) to improve the diversity of the swarm.
Step 6: Use the elastic-ball strategy in Equations (17)∼(18) to modify the positions of infeasible individuals.
Step 7: Set k = k+1. If k ≤k, go to Step 3 for the next cycle; otherwise, stop the iteration and the global best-known wolf is treated as the final solution of the target problem.
III. NUMERICAL EXPERIMENTS A. BENCHMARK FUNCTIONS
In this section, 12 famous test functions are chosen to test the performance of the proposed method, including the unimodal functions (F 1 ∼ F 8 ) with one global optimum and multimodal functions (F 9 ∼ F 12 ) with multiple optimal solutions. Generally, the unimodal functions and multimodal functions are used to test the global search and local exploration performances of evolutionary methods, respectively. As showed in TABLE 1, the global best objective values of almost all the functions (except for F 8 ) are 0. FIGURE 5 draws the 3-dimensional shape of 8 benchmark functions. It can be clearly seen that the selected functions have different distribution features (like concavity or convexity, unimodal or multimodal) in the three-dimensional space, and then the performance of the developed methods can be fully tested and compared.
B. PARAMETER SETTINGS
To show the superiority of the proposed method, the results of several methods are introduced for comparison, including the firefly algorithm (FA) [69] , whale optimal algorithm (WOA) [70] , differential search algorithm (DSA) [71] , backtracking search algorithm (BSA) [72] , harmony search algorithm (HSA) [73] , modified cuckoo search (MCS) [74] , differential evolution (DE) [75] , particle swarm optimization (PSO) [76] , sine cosine algorithm (SCA) [76] , [77] , gravitational search algorithm (GSA) [79] and GWO [48] .
To be mentioned, the results of 6 methods (DE, PSO, SCA, GSA, GWO and IGWO) are developed in JAVA language, while the other methods are taken from previous literature.
For the developed methods, the swarm size and maximum iterations are respectively set as 30 and 500, while the other parameters are set as follows:
DE: The scaling factor and crossover probability are set to 0.5 and 0.6, respectively.
PSO: The inertia weight is linearly decreased from 0.9 to 0.3, and two learning factor c 1 and c 2 are set as 2.0.
SCA: The constant a is set to 2.0. GSA: The initial gravitational constant G 0 is set to 100, the attenuation factor is set to 20, respectively.
GWO: The coefficient a 0 is set to 2.0. IGWO: The coefficient a 0 is set as 2.0, the number of the retained agents is set to 15.
C. COMPARISON WITH OTHER ALGORITHMS IN 30 DIMENSION PROBLEMS 1) RESULT COMPARISON ANALYSIS
To reduce the negative effect of random seeds, the developed methods are independently executed 30 times in the same operating environment. TABLE 2 shows the average and standard deviation (Std. for short) of the objective values obtained by 12 evolutionary methods. It can be found the IGWO method has better performances than the control methods. For instance, the proposed method can find the global optimal objective values of several functions (F 1 , F 3 , F 9 and F 11 ) while the other methods fail to make it. Besides, the develop method is smaller than 1 second, demonstrating its high execution efficiency. Thus, the proposed method can quickly find the near-optimal solutions for different functions.
2) CONVERGENCE PROCESS ANALYSIS FIGURE 6 shows the convergence trajectories of the developed methods. It can be found that the proposed method is able to quickly seek out solutions with better performances than the control methods. Taking the four unimodal functions (F 1 ∼F 4 ) as the example, the IGWO method can converge to the global optimal solution as the iterations is about 50, while the other methods take more iterations. Thus, three modified strategies (like quasi-oppositional learning and elite mutation) can effectively improve the convergence rate of the standard GWO method.
3) BOX AND WHISKER ANALYSIS
The Box and whisker plot is widely adopted to compare the distribution of different methods because it can provide abundant information of the studied data samples, including show the minimum, second quartile, median, third quartile, maximum. FIGURE 7 draws the Box and whisker of the solutions obtained by GWO and IGWO for 12 functions with 30 variables. It can be found that the IGWO method has a smaller scale distribution than GWO in all the test functions, demonstrating its superior performance.
4) WILCOXON NONPARAMETRIC TEST
The Wilcoxon nonparametric test is chosen to statistically compare the performances of different methods. TABLE 3∼4 show the detailed results between the IGWO method and other methods, where the average objective values are chosen as the samples of the target methods. It can be found that the proposed method has better performances due to the large number of the Win symbol as well as the smaller values of p and R − values. Therefore, it can be concluded that the IGWO method is statistically superior to the other methods.
D. COMPARISON WITH OTHER ALGORITHMS IN HIGH DIMENSION PROBLEMS 1) RESULT COMPARISON ANALYSIS
To further test the performance of the proposed method, 5 methods (DE, PSO, SCA, GSA and GWO) are employed to resolve 12 functions with 100 and 500 variables, respectively. and standard deviation of the proposed method are obviously smaller than that of the other methods; the IGWO time is smaller than GSA and slightly larger than the other methods, proving the practicability of the proposed modified strategies. TABLE 6 gives the statistical analysis results obtained by the Wilcoxon signed-rank test method. It can be found that the IGWO method always wins its competitor because the number of win symbol is equal to the number of functions; the IGWO method obtains higher R + value than R − value in all the comparisons, while all the p values are smaller than 0.05. Thus, it can be concluded that the developed method can generate better solutions than the other methods in all the benchmark functions.
2) WILCOXON NONPARAMETRIC TEST

IV. IGWO FOR THE OPTIMAL OPERATION OF HYDROPOWER SYSTEM A. MATHEMATICAL MODEL 1) OBJECTIVE FUNCTION
In this research, the goal is chosen to minimize the standard deviation of the residual load series obtained by subtracting the total power outputs of all the hydropower reservoirs from the original load curve, which can be expressed as:
2) PHYSICAL CONSTRAINTS 1) Inflow balance equations
2) Outflow balance equations
3) Water balance equations
4) Water head equations
6) Power output limits
7) Turbine discharge limits 
8) Total outflow limits
O down n,t ≤ O n,t ≤ O up n,t(27)
11) Nonlinear characteristic curves
     V n,t = f 1 i Z n,t d n,t = f 2 i O n,t P n,t = f 3 i Q n,t , H n,t(30)
B. WOLF STRUCTURE AND INITIALIZATION
Generally, the agent structure has an important effect on the execution efficiency of evolutionary algorithms. After deep consideration, the total outflow of each hydroplant is chosen as the decision variable, and then a wolf is composed of the outflow processes of all the reservoirs during the scheduling horizon. The ith wolf in the kth iteration can be expressed as:
During the initialization phase, the element will be randomly generated in the feasible search range by
where r 6 is the random number uniformly distributed in the range of [0, 1].
C. CONSTRAINT HANDLING METHOD
As mentioned above, a series of complicated inequality and equality constraints are involved in the hydropower operation problem, and a slight adjustment of the decision variable in the upstream reservoir may bring about significant changes of downstream reservoirs. Meanwhile, some newly generated wolves may violate one or more constraints or even the swarm fails to find feasible solutions in the end. Thus, a practical constraint handling method is proposed to address this problem, and the detailed procedures for the individual X k i are given as below:
Step 1: Set the reservoir index n =1 and start the constraint handling process.
Step 2: Set the counter l =1.
Step 3: Set l = l+1. Calculate the storage volumes of the nth reservoir during the scheduling horizon by Equation (33) and then obtain the violation value φ n of the final storage by Equation (34) .
Step 4: If |φ n | is smaller than the stopping precision ε or l is larger than the maximum iteration L, go to Step 5; otherwise, modify the total outflows of the nth reservoir by Equation (35) and then go to Step 3.
Step 5: Set n = n+1. If n > N , go to Step 6; otherwise, turn to Step 2 for the next cycle.
Step 6: Obtain the objective function f X k i and constraint violation viol X k i to calculate the fitness value F X k i for comparing the performances of different wolves, which can be expressed as below:
where g a X k i and c a are the value and penalty coefficient of the ath inequality constraint. e b X k i and c b are the value and penalty coefficient of the bth equality constraint. A and B are the number of inequality and equality constraints.
D. DETAILED EXECUTE PROCEDURE
The pseudocode of the IGWO method for the hydropower system peak operation problem is given as below:
//initialization For each individual i = 1:m //m and i are set and index of VOLUME Due to the complexity of engineering matter, it is assumed that the time spent on calculating the fitness value of each wolf is much larger than other calculating operations.
In IGWO, the swarm should calculate all the wolves in GWO optimizer and m-p newly-obtained wolves in the mutation operator. For a m-wolf swarm, the number of calculations is (2m-p) atk iterations. Considering the condition that p is smaller than m, the time complexity of the IGWO method is approximate to O mk ask and m go to infinity. Besides, for a N -plant and T -period hydropower system, each wolf in IGWO needs a vector of size NT to store it. Thus, the space complexity of IGWO with m wolves is O(NTm). From the above analysis, it can be found that the computation cost of the IGWO method shows a polynomial growth with the increase of swarm size, iteration and problem size. Thus, the proposed approach is computationally efficient to be used in the real system to be deployed.
V. CASE STUDIES
In this section, two hydropower systems are chosen to verify the IGWO performance. In the first hydropower system, to reduce the complexity, it is assumed that the outflow is used for generation (no spillage); the power output is linearly obtained by turbine discharge; no units are in the deduced variables. In the second hydropower system, all the nonlinear characteristic curves and physical constraints are considered in the modeling process.
A. CASE STUDY 1
In this section, the IGWO method is applied to a mature hydropower system consisted of 10 coupled reservoirs (Res. for short). Four cases are designed to testify the feasibility of the proposed method: the scheduling horizon has 20 periods with 1 hour per period; the initial storage volumes of 10 hydropower reservoirs are set as [6, 6, 3, 8, 8, 7, 15, 6, 5, 15] T ; four different kinds of final storages are given in TABLE 7; the other computational parameters are not given here to save space, which can be found in [48] . Then, five evolutionary methods are introduced for comparison, including DE, PSO, SCA, GSA and GWO. Five algorithms are independently executed in 30 times, while in each experiment, the number of maximum iteration and individuals are set to be 30 and 200, respectively.
1) ROBUSTNESS TESTING IN DIFFERENT CASES
To demonstrate the robustness of the proposed method, the statistical results of all the involved methods are given in 8, including the best, average and standard deviation of the objective values and the average time. As showed in TABLE 8, it can be clearly found that the variation ranges of the objective values by the IGWO method in four cases are obviously smaller than the control methods; while there are no obvious differences in the time of different methods. For instance, in case 1, the IGWO method makes about 58.9%, 49.5%, 70.8%, 29.7% and 0.5% improvements in the average objective values compared with DE, PSO, SCA, GSA and GWO, respectively. FIGURE 8 illustrates the box plots of GWO and IGWO for the mature hydropower system in different cases. It can be found that the variation ranges of the objective values obtained by the IGWO method is much smaller than GWO method. Thus, it can be concluded that three modified search strategies can effectively enhance the GWO performances in the changing environments, while the IGWO method is able to produce stable solutions that can satisfy the load change of electrical power system. TABLE 9 shows the detailed outputs of all the hydropower reservoirs obtained by the IGWO method in case 1. It can be found that all the hydroplants can increase the output at peak periods and reduce the generation at valley periods, which will help produce a smooth residual load series without peakvalley differences. Thus, the IGWO method can smooth the load demand by reasonably allocating the hydropower output, providing a valid tool for optimal operation of hydropower system.
2) DETAILED SCHEDULING RESULTS
B. CASE STUDY 2
In this section, the proposed method is applied to address the peak operation of the Wu hydropower system in southwest China. As one of the largest hydropower bases, the Wu hydropower system has effectively promoted the socialist modernization construction of the central and western region of China. FIGURE 9 shows the characteristic information and topological structure of 5 reservoirs, including HJD, DF, SFY, WJD and GPT. As mentioned in the above section, the same five methods are chosen for comparisons. as compared with DE, respectively. FIGURE 10 draws the distributions of objective values obtained by six methods. It can be found that although the results of five control methods are relatively stable, it is still possible for these methods to generate outliers; besides, the proposed method has the smallest undulations of the objective value, demonstrating its strong search performance. Thus, the IGWO method can quickly find stable scheduling schemes for the complicated multi-constrained hydropower operation problem regardless of the initial random seeds. TABLE 11 shows the statistical results of the best scheduling scheme obtained by 6 methods in Case 1, including peak load, valley load, peak-valley difference (PVD), and standard deviation. It can be found that the IGWO method has better performances than the control methods in terms of all the indexes. For instance, the reductions in standard deviation and peak-valley difference are obviously larger than other methods, demonstrating the effectiveness of the IGWO method. Hence, compared with the comparison methods, the developed method can generate better schemes to support the optimal operation of hydropower system. TABLE 12 gives the statistical indicators of the IGWO method in 12 scenarios with different operational conditions, including the peak load, peak-valley difference, standard deviation and load rate (LR) of the objective value as well as the computation time. FIGURE 11 shows the detailed scheduling results obtained by the IGWO method. From TABLE 12, it can be clearly found that in different cases, the IGWO method only needs about 18 seconds to produce satisfying scheduling results with obvious improvements in 5 evaluation indexes. For instance, the peak load, peak-valley difference, standard deviation and load rate are improved by about 30.4%, 86.1%, 21.4%, 86.4% and 12.9% on average, respectively. From FIGURE 11, it can be observed that the IGWO method can collect hydropower outputs to respond the load demand and produce smoother residual load curves compare with the original load curves. Thus, this case fully proves that even though the external environments are under dynamic change, the proposed method can effectively solve the complicated hydropower operation problem. 
1) ROBUSTNESS TESTING OF DIFFERENT METHODS
2) DETAILED SCHEDULING RESULTS
3) PERFORMANCE OF THE PROPOSED METHOD IN THE LONG RUN
VI. CONCLUSION
With the rapid economic development in recent years, the load demand grows sharply and more attention is paid to the peak operation of hydropower system. As a novel method inspired by the leadership and hunting behaviors of wolves, the grey wolf optimizer (GWO) has not been reported to solve the target problem by far. In practice, it is found that the standard GWO method still suffers from the premature convergence problem. Thus, this paper develops an improved grey wolf optimizer (IGWO) to enhance the performance of the standard GWO method. The developed method is applied to several benchmark functions and two hydropower systems. The significant conclusions obtained from the results include:
(1) even for the same optimization problem, the results of various methods often change with the adopted evolutionary mechanism, demonstrating the importance of search strategy. For instance, in multiple independent experiments for the mature hydropower system, the IGWO method bettered DE with about 99.9% lower values of the range of the objective values, respectively.
(2) due to the loss of swarm diversity, the traditional GWO method falls into local optima with a high probability, while the proposed method with three modified strategies (quasioppositional learning, elite mutation operator and elastic-ball strategy) can effectively improve the swarm diversity, search rate and individual feasibility. For instance, in the experiment for the real-world hydropower system, the IGWO method makes about 10.38% and 7.83% reductions in the peak-valley difference and standard deviation compared with the GWO algorithm, respectively.
(3) in the peak operation of power system, the hydroplant should increase the generations at peak periods and reduce the output at valley periods to produce satisfying residual load series left for other power plants.
Meanwhile, the future directions in this field can be deepened from the following aspects: one is to develop more effective strategies to enhance the GWO performance; the second is to parallelize the proposed method to take full advantage of the abundant computing resources in normal computers; the last is to verify the feasibility of the developed method in similar engineering problems (like coordinative operation between hydropower and other energies) under uncertainty.
NOMENCLATURE
The notations used in the mathematic model for hydropower operation are given as below:
Set of hydroplants. T Set of periods. N n Set of upstream reservoirs directly connected to the nth reservoir. Maximum total output of the hydropower system at period t in MW.
VARIABLES f
Value of objective function. P n,t Power output of the nth hydroplant at period t in MW.
I n,t
Total inflow of the nth reservoir at period t in m 3 /s. Q n,t turbine discharge of the nth reservoir at period t in m 3 /s.
S n,t
Spillage of the nth reservoir at period t in m 3 /s. O n,t Total outflow of the nth reservoir at period t in m 3 /s. V n,t Storage volume of the nth reservoir at period t in m 3 . Z n,t Forebay water level of the nth reservoir at period t in m. d n,t
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