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WhenparallelX-rays are considered in any finite setU of directions, switching components
with respect to U can be constructed. This is true for U ⊂ Rn, and also for any finite set
of lattice directions. R.J. Gardner raised the problem of looking for a characterization of
switching components. In 2001, L. Hajdu and R. Tijdeman gave an answer by proving that
a switching component is always the linear combination of switching elements. Though
splendid, this result fails to be a characterization theorem inside the class of convex bodies,
meaning that the switching element of the linear combination could be not convex even if
the switching component is convex. The purpose of this paper is to investigate the problem
in the plane, where a convex switching component with respect to U is a U-polygon. We
prove that a U-polygon can always be decomposed as a linear sum inside the class of
U-polygons.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
A basic problem in Geometric Tomography (see [5]), as well as in Discrete Tomography (see [10]), is to find the minimum
number of radiographies needed for the unique determination of a geometric object. Radiographies can be collected by
means of parallel or point X-rays. In this paperwe are only concernedwith parallel X-rays (see Section 2 for all terminology).
When parallel X-rays are considered in a set U of directions, the uniqueness problem is strictly related to the so called
switching components with respect to U (see Definition 1). The beginning of the story goes back to G. Lorentz. He proved
that for any finite set U of directions in R2 (more generally in Rn) there exists a switching component with respect to
U (see [8] or [5, Lemma 2.3.2]). Switching components can also be constructed in the integer lattice Z2 (more generally
in Zn), where discrete directions are employed. A simple modification of the above quoted result shows that, given any
finite set U of discrete planar directions, there exists a switching component with respect to U . It can be obtained through
iterated translations along the directions in U . Nevertheless, switching components that cannot be constructed with such a
recursive method also exist (see [1, Definition 3.2]). In 2001, L. Hajdu and R. Tijdeman obtained a characterization theorem
for switching components, so answering the problem raised by R. J. Gardner (oral communication) of understanding the
geometric structure of such sets [9]. Roughly speaking, they proved that a switching component can be characterized as a
linear combination of switching elements (see Theorem 3).
When the attention is turned to the class of convex bodies in R2, or convex lattice sets in Z2, the role of switching
components is replaced by U-polygons (see Definition 4). A regular polygon is a U-polygon with respect to the set U of the
directions of its edges. More generally this is true for any affinely regular polygon (see [3] for a clear treatment of affinely
regular polygons). However,U-polygonswhereU is properly contained in the set of directions of the edges also exist (see for
instance [2],where several constructions are provided). The importance ofU-polygons inGeometric Tomographywas earlier
highlighted for problems of verifications (see [7]), later in connection with uniqueness problems, when R. J. Gardner and
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P. McMullen proved that, in the Euclidean plane R2, no U-polygon exists if U consists of 4 directions with transcendental
cross-ratio. This means that such a set of four directions uniquely determines a convex body among all convex bodies in
R2 (see [4]). Later, R. J. Gardner and P. Gritzmann focused on convex lattice sets, employing the notion of U-polygon in this
context (see [6]). Theyproved that the non-existence of a latticeU-polygon is necessary and sufficient for the discrete parallel
X-rays in the directions in U to determine convex lattice sets (provided U contains at least two non-parallel directions). It is
easy to see that when |U| = 3, lattice U-polygons always exist. With tools from p-adic number theory, it was shown in [6]
that they do not exist for certain sets of four lattice directions and any set of at least seven lattice directions, but can exist
for certain sets of six lattice directions (see [6] and also [2]).
Understanding the geometric structure of U-polygons appears as the convex counterpart of the problem solved by L.
Hajdu and R. Tijdeman. Of course, their characterization theorem could also be applied to a U-polygon P , which is indeed a
convex switching component. Nevertheless, in this case the role of convexity seems to be lost, since the switching elements
whose linear combination determines P could be not convex (see Example 14). The purpose of this paper is to show an
alternative geometric approach leading to a convex characterization of U-polygons.
The material is organized as follows. In Section 2 we fix the necessary notations, and outline some known results. In
Section 3 some helpful properties on U-polygons are shown. In Section 4, through a few lemmas, we arrive to our main
result, stated in Theorem 12. It proves that, if |U| ≥ 2, a U-polygon is always the sum (in the sense of Definition 9) of
U-polygons, where at least one summand is a weak U-polygon. A few examples are discussed.
2. Definitions and preliminary results
The parallel X-ray of a bounded measurable set E ⊂ Rn, in a direction Eu ∈ Rn, gives the length of each chord of E parallel
to Eu. A discrete parallel X-ray of a finite subset S of Zn in the direction of a vector Ev ∈ Zn gives the number of points in S lying
on each line parallel to Ev.
Definition 1. Let U be a finite set of directions in R2. A union F ∪ G of disjoint non-empty finite sets F and G is called a
U-switching component if for each x ∈ R2 and each Eu ∈ U , |F ∩ (x+ λEu)| = |G ∩ (x+ λEu)| for all λ ∈ R.
This definition can be easily generalized to Rn, n ≥ 2 (see [5, Definition 2.3.1]).
A planar discrete direction is a direction Eu = (ux, uy) where uy/ux is a rational number. Such directions are of main
importance in the X-rays reconstruction problem of finite subsets of Z2.
Definition 2. Letm, n ∈ N and D = {(i, j) ∈ Z2 : 0 ≤ i < m, 0 ≤ j < n}. A set U = {(ad, bd) : d = 1, . . . , k} of k discrete
directions is called valid for D ifM =∑kd=1 ad < m and N =∑kd=1 |bd| < n.
Given a valid set of directions U for D = {(i, j) ∈ Z2 : 0 ≤ i < m, 0 ≤ j < n}, and a commutative ring R, there is
a canonical way to construct switching elements m(u,v;U) : D → R corresponding to U . By employing these functions the
following characterization theorem can be proved (see [9, Theorem 1]).
Theorem 3 (L. Hajdu and R. Tijdeman). Let m, n ∈ N, D = {(i, j) ∈ Z2 : 0 ≤ i < m, 0 ≤ j < n}, and U = {(ad, bd) : d =
1, . . . , k} be a valid set of directions for D. Let R be an integral domain such that R[x, y] is a unique factorization domain. Then
any function g : A → R with zero line sums along the lines corresponding to U can be uniquely written in the form
g =
m−1−M∑
a=0
n−1−N∑
b=0
ca,bm(a,b;U), (1)
with ca,b ∈ R. Moreover, every such function g has zero line sums along the lines corresponding to U.
Note that the functions g correspond to the switching components from Definition 1.
Let P be a convex polygonwith n vertices, labelled clockwise v1, . . . , vn, and let lk be the edgewith endpoints vk and vk+1,
where all the indices are considered mod n. The symbols li+j and li−j denote the edges obtained by counting j-steps from li,
clockwise or counterclockwise, respectively. The same for vi+j or vi−j. If s is a directed segment, we denote by Es the vector
parallel to s. We write Evi for the vector associated to a vertex vi of P . A chord of P is a segment connecting two non-adjacent
vertices. To each edgeElk = Evk+1 − Evk we associate the family of chords Fk = {Eckj} = {Evk+j+1 − Evk−j, j ∈ {0, 1, . . . , n2 − 1}},
namely, the collection of all the chords of P whose endpoints have equal distance from the endpoints ofElk.
Definition 4. Let U be a finite set of directions in R2. A non-degenerate convex polygon P is called U-polygon if, for any
vertex v ∈ P , and for any direction Eu ∈ U , the line through v parallel to Eu meets a different vertex v′ ∈ P . We say that P is
a weak U-polygon if v′ = v is allowed for some vertex v ∈ P and some direction Eu ∈ U , in which case the line through v
parallel to Eu supports P at v.
Of course, a U-polygon has an even number of vertices. A U-polygon is also a V -polygon for every V ⊆ U . Note that
Definition 4 allows a U-polygon to be also a (possibly weak) W -polygon if the property is preserved for some W ⊃ U . For
a given set U of directions, we denote by FU the family of all U-polygons (weak or not). Let Eu be a direction. If P is a {Eu}-
polygon, we simply denote by Ec(Eu) the family {Ecj(Eu), j = 0, . . . , n2 − 1} formed by the chords of P that are parallel to Eu (see
Fig. 1). The chord Edk = Evk+2 − Evk is said to be a diagonal of P .
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Fig. 1. A {Eu}-polygon (left) and two families of chords (right), Fk (continuous lines) and Ec(Eu) (dashed lines).
Fig. 2. The second edge ofDP lies on the line L.
3. A few general properties of U-polygons
Let P be a convex polygon, with vertices v1, . . . , vn, and edges l1, . . . , ln. For all k ∈ Zn, let Edk = Evk+2 − Evk. Note that∑
k∈Zn
Edk =
∑
k∈Zn
(Elk +Elk+1) = 2
∑
k∈Zn
Elk = E0,
since P is a polygon. Consequently, if we arrange consecutively the vectors Edk, we get a polygonDP . We callDP the diagonal
polygon of P .
Proposition 5. The diagonal polygon of a convex polygon is a convex polygon.
Proof. Let P be a convex polygon,with vertices v1, . . . , vn. Assume vk to be the origin for some k, so thatwe label the edges of
DP starting from Edk. Then, the second edge ofDP connects Evk+2 with the endpoint of Edk+Edk+1, so that the line L supporting
this edge leaves all the vertices of P in a same half-plane (see Fig. 2). Consequently, any other diagonal, namely, any other
edge ofDP , lies in the same half-plane. Since this is true for all k, thenDP is convex. 
For any integerm, we denote byDmP the diagonal polygon ofDm−1P , whereD0P = P andD1P = DP .
Theorem 6. Let U be a finite set of directions in R2, and let P be a U-polygon. Then
(i)DmP is a weak U-polygon if m is odd;
(ii)DmP is a U-polygon if m is even.
Proof. Let Eu ∈ U , and suppose that P has n vertices. Define labels (mod n) for the vertices of P such that Ev1 = Ev2 + γ0Eu
for some γ0 ∈ R. Then there exist constants γh ∈ R, h ∈ Z n2 , such that Evn−h+2 = Evh+1 + γh−1Eu. The vertices ofDP can be
labelledw1, w2, . . . , wn so that Ew1 = Ev1, Ew2 = Ev3, and in general, Ewk = Evk + Evk+1 − Ev2 for k ∈ Zn.
Consequently
Ewn−k+2 − Ewk = Evn−k+2 + Evn−k+3 − Evk − Evk+1
= Evn−k+2 − Evk+1 + Evn−(k−1)+2 − Evk.
If 1 < k < n2 + 1, then Ewn−k+2 6= Ewk, and we get Ewn−k+2 − Ewk = γk−1Eu + γk−2Eu, which shows that the vertices of DP ,
different fromw1 andw n2+1, lie pairwise on lines parallel to Eu. If k = 1 or k = n2+1, thenwn−k+2 = wk, and by the convexity
ofDP , the lines parallel to Eu through w1 or w n2+1 supportDP . Consequently,DP is a weak {Eu}-polygon. This proves (i) for
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m = 1, since Eu can be arbitrarily chosen in U . Consider now D2P = DDP , and denote by q1, . . . , qn its vertices. We can
assume Eq1 = Ewn, Eq2 = Ew2, and, in general Eqk = Ewk + Ewk−1 − Ew1 for k ∈ Zn. Consequently
Eqn−k+3 − Eqk = Ewn−k+3 + Ewn−k+2 − Ewk − Ewk−1
= Ewn−k+2 − Ewk + Ewn−(k−1)+2 − Ewk−1
= γk−1Eu+ γk−2Eu+ γk−2Eu+ γk−3Eu
= (γk−1 + 2γk−2 + γk−3)Eu.
This means that the vertices qn−k+3 and qk of D2P lie on a same line parallel to Eu. Since P is a U-polygon, n is even, then
n− k+ 3 6= k for all k ∈ Zn, and consequentlyD2P is a {Eu}-polygon. This holds for all Eu ∈ U , which proves (ii) for m = 2.
By iterating the above argument we get (i) and (ii) for allm. 
Theorem 7. Let U-be a finite set of directions in R2, |U| ≥ 2, and let Ec(Eu) = {Ecj(Eu), j = 0, . . . , n2 − 1} be the family of chords
of P parallel to some Eu ∈ U. If P is a U-polygon with n vertices, then
n
2−1∑
j=0
(−1)jEcj(Eu) = 0. (2)
Proof. Let Eu ∈ U , and select k ∈ {1, 2, . . . , n} such thatElk = Eu. Then Ecj(Eu) = Eckj for all j = 0, 1, . . . , n2 − 1. Therefore, there
exists some α ∈ R such that
S :=
n
2−1∑
j=0
(−1)jEcj(Eu) =
n
2−1∑
j=0
(−1)jEckj =
n
2−1∑
j=0
(−1)j(Evk+j+1 − Evk−j) = αEu.
Each vertex appears in the sum with the plus or with the minus sign, according as it is odd or even labelled, respectively.
Consequently, the sum S can be split as follows
S =
n
2−1∑
l=0
Evk+2l+1 −
n
2−1∑
l=0
Evk+2l. (3)
Now, let Ev ∈ U , Ev 6= Eu (being |U| ≥ 2, such a Ev surely exists), and consider the family Ec(Ev) = {Ecj(Ev), j = 0, 1, . . . , n2 − 1},
formed by the chords of P parallel to Ev. Select h ∈ {1, 2, . . . , n} such thatElh = Ev. Then Ecj(Ev) = {Echj} = {Evh+j+1 − Evh−j}, for
all j = 0, 1, . . . , n2 − 1. Therefore, there exists β ∈ R such that
S1 :=
n
2−1∑
j=0
(−1)jEchj = βEv. (4)
As above, we can split (4) as the difference between the sums of the odd and the even labelled vertices
S1 =
n
2−1∑
p=0
Evh+2p+1 −
n
2−1∑
p=0
Evh+2p. (5)
Since h 6= k, there exists s ∈ {1, 2, . . . , n − 1} such that h = k + s (mod n). Suppose first that s is even. Then s = 2q for
some q ≥ 1, and
n
2−1∑
p=0
Evh+2p+1 =
n
2−1∑
p=0
Evk+2(p+q)+1 =
n
2−1+q∑
l=q
Evk+2l+1
=
n
2−1∑
l=q
Evk+2l+1 +
n
2−1+q∑
l= n2
Evk+2l+1
=
n
2−1∑
l=q
Evk+2l+1 +
q−1∑
l=0
Evk+2l+1
=
n
2−1∑
l=0
Evk+2l+1, (6)
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n
2−1∑
p=0
Evh+2p =
n
2−1∑
p=0
Evk+2(p+q) =
n
2−1+q∑
l=q
Evk+2l
=
n
2−1∑
l=q
Evk+2l +
n
2−1+q∑
l= n2
Evk+2l
=
n
2−1∑
l=q
Evk+2l +
q−1∑
l=0
Evk+2l
=
n
2−1∑
l=0
Evk+2l. (7)
From (6) and (7) we get S1 = S, that is αEu = βEv. Since Ev 6= Eu, then α = β = 0, and (2) follows.
Suppose now that h = k+ s (mod n)with s odd. Then s = 2q+ 1, for some q ≥ 0, and consequently
n
2−1∑
p=0
Evh+2p+1 =
n
2−1∑
p=0
Evk+2(p+q+1) =
n
2+q∑
l=q+1
Evk+2l
=
n
2−1∑
l=q+1
Evk+2l +
n
2+q∑
l= n2
Evk+2l
=
n
2−1∑
l=q+1
Evk+2l +
q∑
l=0
Evk+2l
=
n
2−1∑
l=0
Evk+2l, (8)
n
2−1∑
p=0
Evh+2p =
n
2−1∑
p=0
Evk+2(p+q)+1 =
n
2+q∑
l=q+1
Evk+2l+1
=
n
2−1∑
l=q+1
Evk+2l+1 +
n
2+q∑
l= n2
Evk+2l+1
=
n
2−1∑
l=q+1
Evk+2l+1 +
q∑
l=0
Evk+2l+1
=
n
2−1∑
l=0
Evk+2l+1. (9)
From (8) and (9) we get S1 = −S, and (2) follows also in this case. 
Corollary 8. Let P be a U-polygon with n vertices and |U| ≥ 2. For each k ∈ {1, 2, . . . , n} we get
n
2−1∑
j=0
(−1)jEckj = E0. (10)
Proof. Fix k ∈ {1, 2, . . . , n}, consider the edge Elk of P , and select a direction Eu ∈ U . Since P is a U-polygon, for each
j ∈ {0, . . . , n2 − 1}, the vectors Eckj can be considered as the two opposite (not necessarily parallel) edges of a trapezium
whose bases have direction Eu (see Fig. 1). The result follows immediately from Eq. (2), once we note that, in each such
trapezium, the alternate sum of the skew edges equals the alternate sum of the bases, so that the left-hand side of (10) is
equal to the alternate sum of the chords of P parallel to Eu. 
4. Characterization of U-polygons
In this section we show that a U-polygon can be characterized as the sum of elements of the familyFU of all U-polygons.
First of all we need the following definition.
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Fig. 3. Two Eu-polygons whose alternate Minkowski sum produces a Eu-polygon.
Definition 9. Let P be a convex polygon obtained by theMinkowski sum of two convex polygons A and B, both with k edges.
We say that P is the alternate Minkowski sum of A and B, denoted by P = A ⊕a B, if P has n = 2k edges, and the vectors
corresponding to the edges of P belong, alternatively, to the sets of vectors representing the edges of A and B.
Lemma 10. Let Eu be a direction in R2, and let A, B be two convex polygons with k edges such that P = A⊕a B exists, and
(i) if k is even, either A or B is a {Eu}-polygon and the other is a weak {Eu}-polygon,
(ii) if k is odd A and B are both weak {Eu}-polygons.
Then P = A⊕a B is a {Eu}-polygon.
Proof. Label clockwise the vertices of A and B by a1, . . . , ak and b1, . . . , bk, respectively. Consider first the case (i), and
suppose that A is a {Eu}-polygon and B is a weak {Eu}-polygon. Up to relabel the vertices of A, we can always suppose that the
edge Ea2 − Ea1 has direction Eu. Then there exist constants α0, . . . , α k
2−1 ∈ R such that (see Fig. 3, left)
Eak+3−j = Eaj + αj−2Eu, j ∈
{
2, 3, . . . ,
k
2
+ 1
}
(mod k). (11)
Analogously, there exist constants β0, . . . , β k
2−2 ∈ R such that (see Fig. 3, right)
Ebk+2−s = Ebs + βs−2Eu, s ∈
{
2, 3, . . . ,
k
2
}
(mod k). (12)
Now, consider P = A⊕a B, and let v1, . . . , v2k be its vertices. We can assume Ev1 = Ea1 and Ev2 = Ea2, so that
Ev3 = Ev2 + Eb2 − Eb1 = Ea2 − Eb1 + Eb2,
Ev4 = Ev3 + Ea3 − Ea2 = Ea3 − Eb1 + Eb2,
. . .
and, in general
Evi =
{Ea i
2+1 + Eb i2 − Eb1 if i is even,Ea i+1
2
+ Eb i+1
2
− Eb1 if i is odd. (13)
Computing the differences Ev2k+3−p − Evp, from (11)–(13) we get
Ev1 − Ev2 = α0Eu,
Ev2k+3−p − Evp =

(
α p
2−1 + β p2−2
)
Eu if p is even,(
α p−3
2
+ β p−3
2
)
Eu if p is odd,
(3 ≤ p ≤ k),
Evk+2 − Evk+1 = α k
2−1Eu.
(14)
This shows that P = A⊕a B is a {Eu}-polygon.
Consider now the case (ii). As above, we can choose labels such that, for some real constants α0, . . . , α k−3
2
and
β0, . . . , β k−3
2
, we have
Eak+3−s = Eas + αs−2Eu, s ∈
{
2, 3, . . . ,
k+ 1
2
}
(mod k), (15)
for the vertices of A, and
Ebk+2−s = Ebs + βs−2Eu, s ∈
{
2, 3, . . . ,
k+ 1
2
}
(mod k), (16)
for the vertices of B. Consider P = A ⊕a B, and denote by v1, . . . , v2k its vertices. Assume, as above, Ev1 = Ea1, and Ev2 = Ea2.
Then, the first two equalities in (14) are still true, while the third becomes Evk+2−Evk+1 = β k−3
2
Eu. Therefore, P is a {Eu}-polygon
also in this case. 
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Fig. 4. Decomposition of a Eu-polygon in stacked parallelograms.
Lemma 11. Let U be a finite set of directions in R2, such that |U| ≥ 2, and let P be a U-polygon with n = 2k edges. Then there
exist two convex polygons A and B with k edges, such that P = A⊕a B. Further, for each Eu ∈ U
(i) either A or B is a {Eu}-polygon and the other is a weak {Eu}-polygon if k is even,
(ii) A and B are both weak {Eu}-polygons if k is odd.
Proof. Let Eu ∈ U , and define labels v1, . . . , vn for the vertices of P , such that Ev1 = Ev2 + γ0Eu for some γ0 ∈ R. This implies
that there exist constants γh ∈ R, h ∈ {1, 2, . . . , n2 }, such that Evn−h+2 = Evh+1 + γh−1Eu. Let Pk be the parallelogram with
vertices vk+2, vk+3, vn−k, and vn−k+1. For each k ∈ {0, 1, . . . , n2 − 2}, we have −γkEu +Elk+2 + γk+1Eu +Eln−k = E0, since the
left hand side equals the sum of the vectors corresponding to the edges of Pk. Since n is even, then n = 4s or n = 4s+ 2 for
some integer s. Summing on the even values of k, we get (see Fig. 4)∑ n
2
h=1El2h +
∑ n
2
h=1(−1)hγh−1Eu = E0, if n = 4s, and
∑ n
2
h=1El2h +
∑ n
2−1
h=1 (−1)hγh−1Eu =El2s+1, if n = 4s+ 2. Note that, in the
latter,El2s+1 =El n2 = Ev n2+1−Ev n2 = γ n2−1Eu. Consequently, for any n, we canwrite
∑ n
2
h=1El2h +
∑ n
2
h=1(−1)hγh−1Eu = E0. Replacing
h− 1 with j in the second sum, by Theorem 7 we obtain
n
2∑
h=1
(−1)hγh−1Eu =
n
2−1∑
j=0
(−1)j+1Ecj(Eu) = −
n
2−1∑
j=0
(−1)jEcj(Eu) = E0,
and consequently
n
2∑
h=1
El2h = E0.
This shows that the consecutive arrangement of the even labelled edges of P closes to form a polygon A, which is convex by
the convexity of P . Moreover, since
∑n
j=1 Elj = E0, also the consecutive arrangement of the odd labelled edges of P closes to
form a convex polygon B. This shows that P = A⊕a B.
Suppose that n = 4s. Then, the edges of A correspond to the pairs of opposite skew sides of P2j for j ∈ {0, . . . , s}, and the
edges of B correspond to the pairs of opposite skew sides of P2j+1 for j ∈ {0, . . . , s− 2} plus the two edgesEl1 andEl2s+1 (see
Fig. 5 left). Suppose now that n = 4s+ 2. Then, the edges of A are the pairs of opposite skew sides of P2j, j ∈ {0, . . . , s+ 1},
plus the edgeEl2s+2, and the edges of B are the pairs of opposite skew sides of P2j+1, j ∈ {0, . . . , s− 1}, plus the edgeEl2s+1(see
Fig. 5 right).
This shows that, if n = 4s, A is a weak {Eu}-polygon and B is a {Eu}-polygon, while, if n = 4s + 2 both A and B are weak
{Eu}-polygons, which completes the proof. 
We resume the results of Lemmas 10 and 11 in our main theorem.
Theorem 12. Let U be a finite set of directions in R2, such that |U| ≥ 2, and let P be a convex polygon. Then P is a U-polygon if
and only if P = A⊕a B, where A, B ∈ FU , A, B have k edges, and
(i) if k is even, then there exist V ,W ⊂ U such that U = V ∪W, A is a V-polygon and B is a W-polygon,
(ii) if k is odd, then A and B are both weak U-polygons.
Proof. Suppose first that P is a U-polygon. Then P has an even number of edges, say n = 2k edges, that we assume labelled.
Arrange the vectors corresponding to the even and to the odd labelled edges in two sets, Pe and Po, respectively. Consider
now a direction Eu ∈ U . From the proof of Lemma 11 we derive that the vectors of Pe and Po correspond to the edges of
polygons A, B such that P = A⊕a B, A, B have k edges, and one of the following holds:
(i) either A or B is a {Eu}-polygon and the other is a weak {Eu}-polygon if k is even.
(ii) A and B are both weak {Eu}-polygons if k is odd.
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Fig. 5. Producing (possibly weak) Eu-polygons from the collections of even and odd labelled edges of a Eu-polygon.
Letting Eu run through U we have P = A ⊕a B, with A, B ∈ FU . If k is odd, then A, B are both weak U-polygons. If k is even,
denote by V and W the subsets of U formed by the directions of the edges of P appearing in A and B, respectively. Then
U = V ∪W , A is a V -polygon, and B is aW -polygon.
Now, suppose that P = A⊕a B, and that A, B ∈ FU , where A, B have k edges and satisfy one of the assumptions (i) or (ii).
Since the edges of A and B appear alternatively in P , then P has n = 2k edges. Moreover, for each Eu ∈ U , at least one between
A and B is a weak {Eu}-polygon (otherwise, for some Eu ∈ U , both A and B have edges in direction Eu, so that P should have less
than 2k edges). Suppose that k is even. In this case assumption (i) holds. If Ev ∈ V , then A and B satisfy the condition (i) of
Lemma 10 with respect to Ev, and consequently P is a {Ev}-polygon. Analogously, if Ew ∈ W , the condition (i) of Lemma 10 is
satisfied with respect to Ew, so that P is also a { Ew}-polygon. Since U = V ∪W , P is a U-polygon. If k is odd, then assumption
(ii) holds, so that the polygons A and B satisfy the condition (ii) of Lemma 10 for each Eu ∈ U . Consequently, P is a U-polygon
also in this case. 
Remark 13. In the case (i), since U = V ∪W and A, B ∈ FU , the polygon A is a V -polygon and a weak W -polygon, while
B is a W -polygon and a weak V -polygon. If both V ,W 6= ∅, then A, B are also weak U-polygons. If either V or W is the
empty set, for instance W = ∅, then A is still a U-polygon, so that Theorem 12 can further be applied on A. Continuing in
this way we get decomposition of P in an increasing number of elements of FU . On the other hand, if both V ,W 6= ∅, then
Theorem 12 can still be applied on A or B (or both) if V or W (or both) contain at least two directions. The iteration of the
alternate Minkowski sum leads now to a more refined decomposition of P , with polygons belonging to FV and FW .
Example 14. Let P be the dodecagon represented on the left in Fig. 6. It is a U-polygon, where U is the set of the directions
of all its edges. The labels+ and− show the switching property of P with respect to U .
As a switching component, we can associate to P a polynomial p(x, y), obtained by replacing the point (a, b) with the
monomial xayb, with alternate coefficients±1, namely
p(x, y) = x4 − x2y+ xy2 − y4 + y5 − xy6 + x2y6 − x4y5 + x5y4 − x6y2 + x6y− x5.
Note that p(x, y) = (x − 1)(y − 1)(y2 − x)(y − x)(y − x2)(xy − 1). By Theorem 3, these factors can be collected
in switching components. For instance we could write P = S ⊕ T , where S and T are the pair of switching elements
corresponding to (x − 1)(y − 1)(y2 − x) = −x2y + x2 + xy3 − xy2 + xy − x − y3 + y2 and (y − x)(y − x2)(xy − 1) =
Fig. 6. A convex switching component P obtained as the linear sum of two non-convex switching elements S and T .
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Fig. 7. Convex decomposition of a U-polygon.
x4y−x3y2−x3−x2y2+x2y+xy3+xy−y2, respectively (see Fig. 6, right). Note that S and T are non-convex, since the convex-
hull of the + and − labelled vertices includes some of them in its interior. On the other hand, according to Theorem 12, a
convex decomposition of P is allowed, namely P = A⊕a B, where A and B are the weak U-polygons obtained by cutting the
edges of P , and re-pasting them alternatively. See Fig. 7.
Since P has 12 edges, case (i) in Theorem 12 occurs. Here V is the whole set of the direction of the edges of A, and W is
the whole set of the direction of the edges of B. Note, however, that in decomposing a U-polygon P as P = A⊕a B, V andW
could also be proper subsets of the sets of directions of the edges of A and B, respectively. See Fig. 8 for such an example.
Fig. 8. An example where V andW are properly contained in the sets of directions of the edges of A and B.
Example 15. Let P0 be a U-polygonwith n edges. By Theorem 6we know thatDP0 is a weak U-polygon. From the construc-
tion of DP0, it follows immediately that the alternate Minkowski sum P1 = P0 ⊕a DP0 always exists. Consequently, case
(i) of Theorem 12 holds, with V = U and W = ∅. It follows that P1 is a U-polygon with 2n edges. The same is true for any
alternate Minkowski sumDhP0 ⊕a DkP0, with h even and k odd. We can also iterate the above construction, so obtaining,
recursively, U-polygons Ps = Ps−1 ⊕a DPs−1 for all s ∈ N. Note also that such a Ps has 2s edges, so that the number of edges
can be made arbitrarily large. In the integer lattice Z2 this extends a previous result (see [2, Proposition 10]), concerning the
existence of lattice U-polygons with a number of edges arbitrarily large.
References
[1] E. Barcucci, A. Del Lungo, M. Nivat, R. Pinzani, X-ray characterizing some classes of discrete sets, Linear Algebra Appl. 339 (2001) 3–21.
[2] P. Dulio, C. Peri, On the geometric structure of lattice U-polygons, Discrete Math. 307 (19–20) (2007) 2330–2340, doi:10.1016/j.disc.2006.09.044.
[3] J.C. Fisher, R.E. Jamison, Properties of affinely regular polygons, Geom. Dedicata 69 (1998) 241–259.
[4] R.J. Gardner, P. McMullen, On Hammer’s X-ray problem, J. London Math. Soc. 21 (2) (1980) 171–175.
P. Dulio / Theoretical Computer Science 406 (2008) 80–89 89
[5] R.J. Gardner, Geometric Tomography, 1995-second edition, Cambridge University Press, New York, 2006. For update: http://www.ac.wwu.edu/
∼gardner/.
[6] R.J. Gardner, P. Gritzmann, Discrete tomography: Determination of finite sets by X-rays, Trans. Amer. Math. Soc. 349 (1997) 2271–2295.
[7] O. Giering, Bestimmung von Eibereichen und Eikörpen durch Steiner-Symmetrisierungen, Sber. Bayer. Akad. Wiss. München, Math.-Nat.Kl. (1962)
225–253.
[8] G.G. Lorentz, A problem of plane measure, Amer. J. Math. 71 (1949) 417–426.
[9] L. Hajdu, R. Tijdeman, Algebraic aspects of discrete tomography, J. Reine Angew. Math 534 (2001) 119–128.
[10] G.T. Herman, A. Kuba, Discrete Tomography: Foundations, Algorithms, and Applications, Birkhäuser, Boston, 1999.
