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Abstract 
With the increasing resolution of Earth observational sensors there is an increasing need for reli- 
able, frequent and accurate attitude knowledge. Typically, high accuracy attitude systems incur 
large mass and costs, limiting the potential missions to which small or inexpensive satellites may 
apply. A need therefore exists for low-mass, low-cost attitude systems capable of obtaining high 
accuracy attitude telemetry, especially during image capture and onboard small satellites. To- 
wards such ends, this research investigates the potential use of a narrow stereo angle between 
pushbroom sensors for determining the attitude of a spacecraft. The camera system and orbit is 
modelled on that of Surrey Satellite Technology Ltd. (SSTL) Disaster Monitoring Constellation 
(DMC) satellites. 
A stereo pushbroom model was created and used to estimate the shifts between imagery at nomi- 
nal attitude and given a series of simulated manoeuvres. Simulated results were used to create a 
model inversion scheme, such that attitude or attitude rates may be acquired through observation 
of registration shifts. Error analysis has shown that, with a stereo angle of 0.5° and a registration 
accuracy of 0.1 pixels (3(y), attitude and attitude rate accuracies of 0.03° and I arcsecond per sec- 
ond can be achieved, respectively. Actual attitude and rate manoeuvres performed along DMC 
image runs have helped validate the model and model inversion. This technique has also identi- 
fied a series of vibrations (<10 arcsecond amplitude) occurring along DMC image runs. 
The use of the narrow angle between DMC imagers for the purposes of cloud detection and cloud 
height estimation has also been investigated. Simulations have shown that with a suitable sub- 
pixel registration scheme the DMC is able to measure altitude to an accuracy of ±400m. Registra- 
tion-based height estimates extracted along DMC image scenes have helped to prove the viability 
of the technique. 
Email: d. bamber@surrey. ac. uk 
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Chapter 1 
Introduction 
1.1 Research Motivation 
Whether for purposes of communication, Earth observation or Navigation, satellites play a major 
role in our lives today. Every spacecraft carries a complement of instruments, usually called the 
payload, which must be pointed in a specific direction [1]. Knowledge of the orientation, or 
attitude, of a spacecraft in its orbit is therefore crucial to the success of the mission [2]. If the 
attitude system stops functioning for even a few minutes, the solar arrays may point away from 
the Sun and lead to total depletion of the batteries, sensitive instruments may point toward the Sun 
and become damaged, antennas will point away from the Earth and the entire spacecraft and 
mission may be lost. Thermal effects may also adversely affect the spacecraft. The proper 
alignment of the spacecraft will not only protect against total mission failure, but it will also 
ensure a long operational life of the spacecraft [3]. Inaccurate attitude knowledge or control of the 
spacecraft can lead to catastrophic results [4], [5], [6], [7]. Statistical analysis of past missions has 
shown that around a quarter of all Guidance Navigation and Control (GN&C) anomalies have 
been Attitude Determination and control Systems (ADCS) related, and that, for those missions 
that were a total loss, ADCS anomalies were the single most common cause [8], [9]. 
Attitude accuracy requirements vary widely, depending upon the nature of the mission. This may 
be as coarse as a few degrees for low data rate communications systems or a thousandth of a 
degree for high accuracy observations [10]. Space telescope and Earth observation typically have 
the highest attitude requirements. For a Low Earth Orbit (LEO) satellite a pointing error of one 
degree will result in a ground displacement of over 12 km. This effect is even more exaggerated 
for geostationary satellites. Hubble is the most precisely pointed device ever designed. This 
telescope is able to maintain a lock on a target for 24 hours without deviating more than 0.007 
arcseconds. 
1.1.1 Conventional Attitude Determination 
There arc 2 basic classes of attitude sensors. The first class measures absolute attitude while the 
second class measures relative attitude. Absolute measurement sensors measure the relative 
orientation of the body frame with respect to the inertial frame at a given point in time using one 
or more reference vectors which point to known celestial features. Relative measurement sensors 
measure changes in attitude and do not necessarily require reference to an external feature. 
A number of different attitude sensors currently exist, each measuring its orientation relative to a 
celestial reference. Typical attitude determination sensors include star camera, sun sensor, 
magnetometer, Earth horizon sensor, GPS and gyros. Attitude sensors are normally categorised 
according to the reference that they observe. A Sun sensor or star camera will therefore measure 
its orientation in respect to the Sun or star constellation, respectively. For inertial sensors, such as 
gyroscopes, the reference is inertial space itself and only a change in orientation may he observed. 
Attitude sensors vary widely in terms of cost, complexity and accuracy. The attitude 
determination and control system (ADCS) is often custom designed for specific spacecraft II1 
and typically one of the most expensive onboard systems. The process of measuring attitude is 
one of the major cost drivers for the spacecraft bus. Magnetometers are typically the least accurate 
but have the lowest cost. Coarse Sun sensors can also he extremely economical. Earth sensors are 
in moderate price range. Star sensors and gyroscopes give high accuracies but are extremely 
expensive. The general trade is between accuracy and cost. 
Typically, no one sensor will suffice and a combination of sensors is used. While gyros provide 
rapid rates and high accuracies they cannot determine absolute attitude and so must he used in 
conjunction with another sensor. Sun sensors, Earth horizon sensors and magnetometers will 
individually only provide 2-axis rotation knowledge. In combination however 3-axis knowledge 
of moderate accuracy may be obtained. For orbits about a planetary body other than Earth, only 
star sensors are able to provide absolute 3-axis attitude knowledge. They are expensive however 
and incur high processing, storage and mass requirements. In general, high accuracy sensors have 
large mass, complexity and costs. 
1.1.2 Recent Trends 
Since the early 1990s, when NASA first proposed the faster, better cheaper ethos, there has been a 
trend towards smaller satellites [121. Small satellite missions afford a number of advantages. 
Small satellites are often cheaper and can he manufactured more quickly 1131. This allows for 
1-2 
multiple spacecraft to he launched in place of just one, thereby giving increased redundancy. A 
decrease in size allows for significant reductions in launch cost. Small satellite constellations are a 
prime example of how small satellite missions may achieve goals that would he economically 
unviable otherwise 1141. The increasing number of small satellites being launched is illustrated in 
figure 1.1. This trend towards smaller and cheaper satellites places limitations on the performance 
of the mission however. 
Figure 1.1 - Number oI smaII sale I, iles 
launched beI%$ectt 19811 - 1999 [ 151 
The process of measuring attitude is one of the major cost drivers 
for the spacecraft bus I 111. The 
mass and cost constraint of small satellite missions limits the accuracy that the attitude system 
may attain. This reduces the scope of applications to which small satellites missions may apply. 
For applications such as Earth observation, the quality of the 
imagery is constrained by such 
attitude stability requirements. This is recognised by ESA whcre - 
For some types of cameras 
(high-resolution 'pushbrom' scanners in particular). instantaneous attitude changes of even less 
than one arcsecond result in significant image distortion and 
blurring' 1161. A need therefore 
exists for high stability, especially during image capture, for small satellites. 
In addition to the small satellite trend. which increasingly restricts the accuracy of the attitude 
system. there is also a trend towards higher resolution imagery 
in Earth observational missions 
1171. Figure 1.2 illustrates how the resolution of satellite imagery has continually improved with a 
timeline of high-profile satellite missions 1151. 
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Figure 1.2 - Trend of increasing resolution for Earth observation satellites 1171 
By sacrificing spectral resolution of the sensor and with the use of Timc Delay Intcgration (T1)I ) 
imaging, small and relatively inexpensive satellites arc able to achieve high spatial resolutions. 
The current craze or aspiration is for Earth observational missions to achieve Im level accuracy 
using small or inexpensive satellites. This boundary has been breached by satellites such as 
IKONOS and Quickhird but remains a challenge for smaller satellites. 
With the improving ground sampling distance space-borne image,, are beginning to compete with 
aerial images I1HI. At around Im ground resolution the use of satellite imagery with national 
mapping products (Digital Elevation Models (DEM), Digital Line Graphs (1)1. (i). and Digital 
Shorelines (DSL)) becomes more viable 1191. 
With the increasing resolution of Earth observational sensors there is an increasing need for 
platform stability, as small onhoard vibrations can severely degrade the quality of the image 
product. Since high resolution sensors typically have a limited swath there is also an increasing 
need for accurate attitude pointing systems. to prevent the target region being partially or 
completely missed. High accuracy attitude systems however, incur large mass and costs 1201. This 
limits the potential missions to which small or inexpensive satellites may apply. 
From the above it is clear that there is a conllict between the trend I'or increasing resolution and 
the trend towards smaller satellites. The attitude accuracies required by increasingly high 
resolution sensor are increasingly constrained by the trend towards smaller and cheaper satellites. 
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A need therefore exists for low-mass, low-cost attitude systems capable of obtaining high 
accuracy attitude telemetry, especially during image capture, onboard small satellites. Towards 
such ends, this research investigates the use of Earth observational imagery for the purposes of 
attitude determination. 
1.2 Previous and Current Research 
For Earth observation the quality of imagery is dependant upon the stability of the platform and 
accuracy of attitude telemetry. Small rotations of the satellite will result in large displacements for 
imager ground projections, while changes in rate of rotation will stretch or shorten pixels of 
pushbroom scanners. 
Accurate and timely attitude data is vital for applications such as image rectification, which can 
he sensitive to the geometric distortion that are induced by perspective based and vibration 
induced distortions [211. The accuracy and sampling rate of onboard attitude data is often 
insufficient for this task however. While onboard vibrations may be detected with gyroscopes, 
they typically incur large mass and cost constraints. 
Determining the orientation of the camera is a traditional problem for image rectification. 
Typically a series of features or Ground Control Points (GCP) are used to estimate the 
transformation from image to ground coordinates, from which, high accuracy orientation 
estimates may be determined. This method provides one of the most accurate bases of attitude 
knowledge and is commonly used to calibrate biases in onboard ADCS [22]. This high accuracy 
is mostly owing to the increasing sophistication and resolution of Earth observational sensors. A 
GSD of 3m from a LEO platform will correspond to less than an arcsecond angle. However, the 
acquisition of GCPs is traditionally performed manually and so can be a laborious and expensive 
task. For regions such as deserts where the terrain is relatively homogeneous there is often a lack 
of salient features for GCP selection. 
Should the ground surface be of varied elevation then, given only a single view angle and no 
Digital Terrain Model (DTM), an inordinate number of GCPs will be needed to accurately rectify 
the scene. Stereo imagery is typically used to determine surface elevation across a scene [23]. The 
additional perspective provided by stereo cameras can also give extra information concerning the 
orientation of the camera system, allowing the number of GCP points required for an accurate 
transformation to be reduced. 
For the georeferencing of stereo imagery, a number of different models exist, which allow the 
orientation parameters of a camera system to he determined 1241.1251. The orientation parameters 
are however typically solved through iteration, require calibration with (; ('l's, alien involve the 
use of 3 or more separate line scanners 1261 and have large baselines. The majority of such 
research is primarily concerned with the extraction of surface elevation data I'or Digital Elevation 
Model generation: with much less focus being placed upon the timely and accurate determination 
of attitude knowledge. 
At the Dresden University of Technology, Germany, an extensive amount of research has been 
conducted into the detection and correction of attitude induced distortions within imagery 1271. As 
opposed to using a stereo system with multiple camera view angles their methodology involve. 
the use of 2D area array CCD sensors, mounted alongside the main payload imaging system. 
which captures a series of successive images. By capturing the images at a high sampling rate an 
overlap between successive scenes is ensured. The high sampling rate allows for high frequency 
onboard vibrations to he measured. The image motion between frames is calculated using Fourier 
registration, such that no salient features need he present for GCP selection 1291. The attitude or 
changes in attitude that occurred between frames is then solved numerically through analysis of 
the image motion. Their research has concentrated more on the effects of attitude rate. than on the 
distortions resulting from an absolute attitude, with the camera orientation often assumed to he 
within I degree of nadir pointing. The primary goal of this system is to correct image distortions 
resulting from vibration motion. As such, the recent vein of the research has allowed for the 
calculation of attitude parameters to he bypassed, with image motion parameters being used in it% 
stead to calculate the corrections needed. Figure 1.3 illustrates the effect of vibration-induced 
distortions along an aerial image run and the resulting correction using image motion parameter.. 
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While a working prototype of Dresden University's camera system (SmartScan) has been 
successfully tested in real-time onboard aircraft, the system currently remains untested in space 
1161. Although this technique has proven the potential for onboard processing of image motion, it 
requires the installation of an additional sensor system, consisting of at least two area array CCD 
sensors, and processing system to be mounted alongside the main Earth observation payload. 
Despite this, such studies highlight the potential of using Earth-pointing cameras to determine 
attitude. 
1.3 Scope of Research 
The main aim of this research is to investigate the potential use of a narrow stereo angle between 
pushbroom sensors for determining the attitude of a spacecraft. The technique investigated does 
not require GCP or knowledge of any ground features, but rather estimates the orientation of the 
platform through analysis of the distortions between images. These distortions are assumed 
translational and affine in nature, with 2D shifts being extracted using a sub-pixel Fourier 
registration scheme. Across and along track changes in shift are considered by segmenting each 
scene into a series of tiles or windows prior to registration. 
For this study only two sensors are considered. These sensors are assumed to be linear-CCD array 
pushbroom imagers and have a small stereo angle, which may either be a result of misalignment 
or intentional. Area array CDD sensors, such as utilised by Dresden University, are not considered 
for this research. This is primarily due to the fact that most high resolution satellites employ linear 
array pushbroom sensors, with a large number of these being stereo. Since linear array pushbroom 
sensors are highly sensitive to attitude disturbances such sensors also offer a greater potential for 
attitude determination. The stereo angle, which projects one imager ahead of the other, is assumed 
to he less than 0.5 degrees in magnitude. Although such a small angle leads to a short baseline it 
also aids in the accuracy of the registration and the sampling rate of potential observations. 
For the purposes of this study the camera system and orbit is modelled on that of Surrey Satellite 
Technology Ltd. (SSTL) Disaster Monitoring Constellation (DMC) satellites. The technique 
proposed in this study may however be applied to any satellite with pushbroom sensors that have 
a discernable along track separation and sufficient overlap. Although the scope of this study is 
limited to attitude determination through post processing of image data, it is envisaged that with 
sufficient future research this technique may be applied onboard with real time processing. 
This research considers the use of an Earth observational imaging payload for determining the 
attitude of a spacecraft. This affords many advantages over conventional attitude sensors: 
" Reduced mass and cost 
" High accuracy 
"3 Axes knowledge 
" Earth reference highly visible 
" High sampling rate 
" Measured relative to focal plane 
Conventional high accuracy attitude sensors, such as star cameras and gyroscopes, incur large 
mass and cost constraints which can limits the scope of smaller or cheaper satellite missions. 
Large saving in mass and cost may therefore he realised by utilising an Earth observation 
satellite's existing imaging payload to acquire such attitude knowledge as such observations are 
essentially free. The high spatial resolution of existing Earth observation sensors ensures high 
accuracy attitude estimates. 
While most attitude sensors only provide knowledge of rotation about 2-axes the technique 
employed in this research affords 3-axes rotational knowledge. References such as the Earth 
horizon or Sun occupy only a small portion of the celestial sphere. Sensors which utilise such 
references are therefore either confined to operate within a narrow range of orientations or must 
use a large number of sensors in accordance with the sensor field of view. In contrast, for 
satellites in Low Earth Orbit (LEO), the Earth covers over 120° of the sky and so is visible for 
most orientations. 
The technique discussed in this research can be used to extract 3 axis orientation data whilst in 
orbit about any planetary body. The only conventional attitude sensor able to meet this claim is 
the star camera. They are expensive however and incur high processing, storage and mass 
requirements. 
The fast integration time employed by high resolution pushbroom sensors allows for high 
sampling rates such that onboard vibrations may be detected. Most Conventional attitude sensors 
are unable to sample attitude at high enough frequencies to detect the high frequency vibrations 
that often affect pushbroom imagery [29]. 
For Earth observation, mission objectives typically require an attitude in which the spacecraft 
payload is Earth-pointing. Owing to the nature of the technique employed in this research the 
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attitude estimates acquired measure the rotation of the imaging system focal plane relative to the 
Earth surface. This allows for the removal of bias errors that would normally occur as errors 
between the attitude, body and camera frames. 
1.4 Thesis Structure 
This thesis investigates the potential use of a narrow stereo angle between pushbroom sensors for 
the purposes of extracting attitude data. The current chapter discusses the motivation for this study 
and provides a basic review of previous research which has attempted to address this topic. The 
scope of the research activity and the novel aspects and contributions of this study are also 
identified. 
" Chapter 2, Literature Survey, This chapter introduces the concept of attitude 
determination, discussing the different ways in which attitude may be represented, 
the conventional attitude determination sensors that are typically used onboard 
spacecraft and the ways in which imaging payloads may be employed for the 
purposes of attitude determination. The concept and varied approaches of image 
registration are also discussed alongside the imaging and attitude capabilities of the 
DMC satellites, which are used as part of a test case to validate the approaches 
proposed in this study. 
" Chapter 3, Phase Correlation Image Registration, considers the use of the phase 
correlation registration algorithm for extracting attitude-induced distortions from 
between two pushbroom images. This chapter details the extraction of translational 
shifts from between imagery using the phase correlation registration algorithm to a 
pixel and then a sub-pixel level. In order to establish the viability and expected 
accuracy of using phase correlation with real imagery the technique is tested on a 
series of raw UK-DMC images with simulated shifts. 
" Chapter 4, Model, This chapter discusses the generation of a model to predict the 
effects of attitude and attitude rates on translational shifts viewed between imagery. 
A geometric model of a stereo pushbroom system is generated and rotated in 
accordance with the attitude and attitude rates of a satellite body relative to an 
orbital frame. Analysis of the separation between imager ground projections coupled 
with pixel ground track motion then allows for estimation of the translational shifts 
expected between the resulting imagery. The effect of Earth curvature, variable 
satellite altitudes and Earth rotation on the image-shift estimate is considered with 
possible extensions to the model to account for such disparities being suggested if 
deemed necessary. 
" Chapter 5, Simulations, uses the model generated in chapter 4 to create a series of' 
simulated manoeuvres and then analyses the effect of each manoeuvre on the row 
and column shifts between two images. This chapter aims at developing a better 
understanding of the link between satellite orientation and image shifts such that the 
process defined in chapter 4 may be inverted and viable attitude knowledge 
extracted from imagery. The magnitude of the effects of Earth curvature, variable 
satellite altitudes and Earth rotation on the image-shift estimates is simulated such 
that the viability of a non-rotating, flat Earth assumption may he addressed. 
" Chapter 6, Model Inversion, uses the relationships identified in the previous chapter 
to suggest a model inversion scheme such that absolute attitude or attitude rates may 
he acquired through observation of the registration shifts between imagery. 
" Chapter 7, Error Analysis, investigates the accuracy of such estimates given a 
known error in registration. This chapter describes the methodology by which 
image-based attitude errors are determined, given an error in registration, and details 
the derivation of absolute attitude errors and rate errors in terms of sensor geometry 
and mounting. 
" Chapter 8, Results, looks at the actual effect of attitude on imagery using a series of 
manoeuvres performed along DMC image runs. The extraction of registration shifts 
from the DMC imagery is discussed alongside the estimation of inter-imager 
separation angles. The translational shift patterns expected between imagery under 
nominal attitude and given varied manoeuvres are compared to real shifts extracted 
from DMC imagery. Shift-based attitude estimates are calculated using the model 
inversion, detailed in chapter 6, and compared to onboard attitude data. 
" Chapter 9, Altimetry, investigates the use of the narrow angle between DMC 
imagers for the purposes of cloud detection and cloud height estimation. The effect 
of different altitudes on image shifts is modeled through an extension of the model 
in chapter 4. A method for extracting altitude data using such shifts in conjunction 
with satellite telemetry is then proposed. The effect of attitude and inter-imager 
angles on the accuracy of altitude estimates is discussed. In order to verify the 
viability of the approach, altitude estimates extracted from DMC imagery are 
presented along scenes with variable cloud content. 
" Chapter 10, Conclusion, summarises the work undertaken and the novel results 
obtained from this research. 
1.5 Novel Work Undertaken 
In this work novel results have been produced in the following areas 
" Development of new concept and methodology for extracting high accuracy attitude 
data from Earth observational stereo imagery. 
" Conducted study into, and created model to describe, how translational shifts between 
stereo pushhroom imagery are affected by satellite attitude. 
" Demonstrated the viability of using Earth observational imagery to distinguishing the 
axis of rotation. 
" Development of novel analytic algorithms for extracting attitude from narrow-angle- 
stereo pushbroom imagery. 
" Testing and validation of approach using real data from Disaster Monitoring 
Constellation case study. 
" Proven the potential for acquiring high-accuracy attitude knowledge using a pair of 
pushbroom imagers with a narrow stereo angle. 
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Chapter 2 
Background and Literature Review 
This thesis investigates the potential for extracting attitude parameters from a pair of pushbroom 
imagers. As such, the first section of this chapter introduces the concept of attitude determination, 
discussing the different ways in which attitude may be represented, the conventional attitude 
determination sensors that are typically used onboard spacecraft and the ways in which imaging 
payloads may be employed for the purposes of attitude determination. 
The second section of this chapter discusses the concept and varied approaches of image 
registration. The approach proposed in this thesis is applicable to satellites such as those in the 
Disaster Monitoring Constellation, which have multiple pushbroom imagers offset by a narrow 
angle along track. The final section of this chapter therefore introduces this constellation of 
satellites, describing their imaging and attitude capabilities. 
2.1 Attitude Determination 
The attitude of a spacecraft refers to its orientation or pointing in space. Every spacecraft carries a 
complement of instruments, usually called the payload, that must be directed in some way, and 
the response of the payload depends in a fundamental way upon the attitude [30]. Acquiring 
knowledge of spacecraft attitude is referred to as attitude determination. The ability to command a 
desired attitude (attitude control) is dependant upon this knowledge. From the perspective of the 
end user attitude determination is critical as it answers the fundamental questions of where am I 
looking? Maintaining the correct attitude is essential. 
As identified by Wertz, if the attitude system stops functioning for even a few minutes, the solar 
arrays will typically point away from the Sun. antennas will point away from the Earth, sensitive 
instruments may point toward the Sun. and the entire spacecraft and mission may he lost. Whether 
for communications. scientific study or Earth observation mission objectives typically require an 
attitude in which the spacecraft payload is Earth-pointing. 
Attitude accuracy requirements vary widely depending upon the nature of the mission. This may 
he as coarse as a few degrees for low data rate communications systems or it thousandth of a 
degree for high accuracy observations 1101. The NASA Hubble space telescope was particularly 
sensitive to high frequency jitter and required ultra high accuracy (0.01 arescc) body pointing 
stability in the inertial reference frame 1311. Timely attitude data is also necessary for the 
rectification of Earth observational imagery, which can he sensitive to perspective based and 
vibration induced distortions 1321. 
2.1.1 Attitude Representation 
In order to better understand the attitude we must first consider how it might he represented. The 
attitude of a spacecraft describes the rotation between two co-ordinate frames. These frames are 
usually orthonormal and right handed. For satellite attitude the rotation of interest is typically 
between the body frame and the orbital frame. Each attitude sensor will also have its own co- 
ordinate frame. which will likely be rotated from the body frame. 
There are a variety of methods by which attitude may he represented 133.1As seen in table 2.1 the 
choice of method is often influenced by the application requirements. For some cases it is easier 
to describe the attitude with a3x3 matrix. For others it is easier to describe it in terms of 3 
angles. with a tour dimensional vector or by other more exotic choices. 
Iahlr _'. I \Itrrnatiýr nu"thoil. hN whirh auitudr may he represented 1I01 
Parameterization ('onunon applications 
Direction cosine matrix In analysis, 'I'll transform one reference 
frame to another 
Euler axis 
Quaternion 
Commanding slew manoeuvres 
Ontxiard inertial navigali(ai 
Gibbs vector Analytical studies 
Euler angles Analytical studies. (>nhoanl altituºlc 
control of i-axis stahiliscd spacecraft 
Roll, Pitch, Yaw Spacecraft control 
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This section will refer only to the most commonly used and accepted rotation systems, those 
being, the direction cosine matrix, Euler angles and Quaternions. 
2.1.1.1 Direction Cosine Matrix 
The separation between two frames can be described completely by specifying the coordinates of 
the bases of the rotated frame within the original frame. Thus, if the unit vectors z, y, z represent 
the bases of the rotated frame, then as measured in the original frame they will each have the 3 
components i, j, k, yielding a total of 9 elements. These elements can be written as the 
components of a3x3 orthogonal rotation matrix, A: 
A= 
X; Y; Z; 
xi Yi Zi 
Xk Yk Zk 
All 
A,,, 
A; 1 
A12 A1, 
A22 A23 
A32 A33 j 
(2.1) 
Most often the original bases will be fixed relative to orbit or inertial space and the rotated bases 
will be fixed to the satellite body. The elements of the rotation matrix A are usually called the 
direction cosines, as X; , which 
is equivalent to X"i, for example is the cosine of the angle 
between the two directions X and 
T. As such the rotation matrix A is normally called the 
direction-cosine matrix. 
If we know the components of a vector in the first frame, T,., I., ) , we can then use the 
direction- 
cosine matrix to express that vector within the second frame, 
r, 
Jk) : 
iii 
jk} =Arl,, z) 
(2.2) 
According to Euler's rotation theorem, the angular separation between any two co-ordinate frames 
can be represented as the rotation about a single axis. This axis, termed the Euler axis, will 
typically not correspond to the bases of either frame but can of course be measured in each. The 
direction-cosine matrix can therefore be represented as: 
A(ä, 0) = 
c+a; (1-c) a, a2(1-c)+a, s a, a; (1-c)-a2s 
a, a, (1-c) -a, s c+az(l -c) a2a, 
(1-c) +a, s (2.3) 
a3a, (1-c) +a, s a; a2(1-c)-a, s c+a; (1-c) 
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with 
u, 
G=a, 
Ci t 
(2.3) 
where ä is a unit vector that corresponds the Euler axis as measured in the original frame, 0 is the 
angle of rotation about this axis, c= cos 0 and s= sin 0. 
2.1.1.2 Euler Angles 
Euler angles were first developed by Leonhard Euler to describe the orientation of a rigid body in 
3 dimensional space. According to Euler's theorem, the rotation of an object or frame in 3- 
dimensional space can he described by a minimum of 3 parameters. Following from this, the 
concept of Euler angles is to split the complete rotation of the coordinate system into three 
constitutive rotations. With this, the complete rotation A(ä, O) can expressed as the product of 
three simpler matrices: 
A-A(ä1 .A 
)A(äz10z)A(ü3,0i) (2.4) 
where 0,, 02,0 .1 
to the Euler angles. The three axis of rotation ü,, ä, ü, arc 
individually chosen as one of the three orthogonal bases of a coordinate frame, allowing 
repetition: 
X= 
l 
0 
0 
Y= 
0 
i 
0 
Z= 
0 
0 (2.5) 
Thus, if ä, and ü; =2 then the three consecutive rotations will he expressed as: 
A= 
i00 
0 Cos 01 sin 
0 -sino, cost 
coS02 0 sin02 
010 
-sin02 0 COS 02 
cos sin0,0 
sin01 COSO0 0 
001 
(2.6) 
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The three Euler angle rotations are measured about the bases of the body axes of the satellite and 
are performed consecutively. For example, if we consider an orbital frame {i, j, k} and body 
frame {x, y, z} then the first rotation, which forms the initial separation between frames, may be 
about any one of the three available bases. The second rotation will then he about one of the 
remaining bases of the body frame in its new or intermediate orientation. The third rotation may 
be about the final and as yet unselected basis or about that which was first selected, ensuring it is 
measured about the body axis following two rotations. 
In general, two of the rotations may be performed about the same axis, so long as there is an 
intermediate rotation between them. This is due to the fact that following an intermediate rotation 
the initial rotation axis will be displaced from its previous position. 
From the above we can deduce that there are 12 possible permutations. Each of these 
combinations is labelled according to the order or axis of rotations. Thus, if ä, =X, äZ = Y, and 
a3 =Z then this is called a 3-2-1 sequence. For any sequence in which the indices are distinct, 
the Euler angles may he called roll, pitch and yaw [30]. For spacecraft, the roll axis nominally 
corresponds to the velocity vector, the yaw axis nominally points towards nadir or zenith and the 
pitch axis nominally corresponds to the orbit plane normal. 
Euler angles are non-commutative, such that, for a given rotation, a yaw in a 3-1-3 convention 
will not correspond to the yaw in 1-2-3 convention. Knowledge of the Euler convention is 
therefore vital for accurately representing the rotation between two frames. The error resulting 
from incorrect scheme identification is however dependant upon the magnitude of the angles, as, 
with small angle approximations Euler angles will become increasingly commutative. 
Though matrix multiplication, the direction-cosine matrix can be expressed in terms of Euler 
angles. For a 3-1-3 convention we find that: 
cO,, 3//,, c0,,, 
//,, 
- sO3cO2s0,,, 
//,, 
CO,, /, SO,, 
/, 
+ sO,, 
/, 
cO, 2/, c0, i/, s, O/,, s, 0/, 2 
A=- SY'ýcY'1 - coiCo2SY'1 - sY'; SY'1 + cY'3cY'2cY't cYFts5ý2 (2.7) 
sOzs1 - sO2C01 CO, 
where sin 01 is written as sO, and cos 0, as col , etc. 
For a 3-1-3 Euler angle convention the angles to,, 02,0,1 will result in the same rotation matrix 
as with to, + /I, - 02,01 -, T). As such, the three Euler angles are normally limited to the range: 
0 <_ ýý <_ 2, r, 05 02 S ir, 0: 5: _ 0, <_ 2ir, (2.8) 
An unfortunate property of Euler angles is that they contain singularities. This can he seen to arise 
from the indistinguishability of changes in first and final Euler angles when the second is at some 
critical value. For example, with the 3-1-3 sequence, when sin 02 =0 changes in 0, are the same 
as changes in 0; such that equation (2.7) becomes: 
cos(01 ±03) sin(0, ± 0a )0 
A= -sin(01 ±0; 
) 
±cos(0, ±0, ) 0 
00 ±1 
(2.9) 
Different Euler angle convention will experience singularities at different orientations. Thus, for a 
3-1-3 system the singularity occurs when 0 is 0 or it. Fora 1-2-3 convention however, there is a 
singularity when Q. = T/2. A popular strategy for dealing with this problem is to switch Euler 
convention whenever the rotation approaches a singularity 
Despite the singularity issue Euler angles remain a popular choice of attitude representation. The 
main advantage of Euler angles is ease with which they may he interpreted. Another advantage of 
Euler angles is that they contain only three parameters as opposed to four for a quaternion or nine 
for a direction-cosine matrix. 
2.1.1.3 Quaternions 
The Quaternion was first devised by the Irish mathematician William Rowan Hamilton (1805- 
1865) as a mathematical concept for representing the relationship between two vectors. 
Quaternions do not suffer from singularities, such as with Euler angles, and do not need the large 
number of elements associated with the direction-cosine matrix. 
The quaternion 4 can be defined as a4xI matrix: 
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9= 
where 
R= 
q, 
q2 q 
q3 qa 
Lg; J 
R, 
q2 
9, 
(2.10) 
= sin(0/2) ä (2. l 1) 
94 = cos(0/2) (2.12) 
with the unit vector ä representing the rotation axis and 0 being the rotation angle about that 
vector. q and q4 are referred to as the vector component and the scaler component of the 
quaternion, respectively. As can be seen from the above, the quaternion q must satisfy the 
following constraint: 
4T4=9i+9i+9s+9ä=1 
The rotation matrix R can he expressed in terms of quaternion components with: 
R= 
zzzz Ri -Rz -R; +Ra 
2(R2Ri - RaR3) 
2(RsRi + R492 ) 
(2.13) 
2(4241 + 4493) 2(4341 - 4442) 
- 4i +q22 - 43 + 4ä 2(4243 - 9441 
ý (2.14) 
2222 2(434, - 4441 - 41 -q2 + 43 + 44 
An advantage of expressing the rotation R in terms of Quaternions over that of Euler angles is 
that, instead of trigonometric functions, only a few simple multiplications or additions are used. 
The quaternion does require one more component than with Euler angles and so will require extra 
storage. In practice, this is a small price however. The main disadvantage of Quaternions is in the 
interpretation and use, which is less intuitive than the yaw, pitch and roll of Euler angle rotations. 
2.1.1.4 Attitude Representation Summary 
A variety of methods to represent attitude exist. The main advantages and disadvantages of the 
approaches discussed are summarised in table 2.2. 
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Table 2.2 - Strengths and weaknesses of common attitude representation approaches 
Attitude parameterisation Advantages Disadvantage 
Direction cosine matrix No singularities Six redundant parameters 
No trig functions 
Quaternions No singularities one redundant parameter 
No trig functions No obvious physical interpretation 
Euler angles or Yaw, Pitch, Roll No redundant parameters Uses trig functions 
Easily understood Singularities exist 
In common use Do not Commute 
Despite their disadvantages Euler angles, or more specifically yaw, pitch and roll remains one of 
the most popular choices for attitude representation. The main advantage of Euler angles is the 
ease with which they may he interpreted. An unfortunate property of Euler angles is that, at a 
given angular position, they will contain singularities. This problem can he averted however by 
selecting a Euler scheme which places the singularity outside the region of interest. 
2.1.2 Attitude Sensing 
Many different attitude sensors currently exist. They vary widely in terms of cost, complexity and 
accuracy [3]. Each sensor estimates their attitude in respect to some external reference direction or 
map. The accuracy of the attitude estimate will depend upon the sensor's ability to detect the 
reference, along with how well the reference and satellite position is known. Attitude sensors are 
normally categorised according to the reference that they observe. A Sun sensor or star camera 
will therefore measure its orientation in respect to the Sun or star constellation. For inertial 
sensors, such as gyroscopes, the reference is inertial space itself and only a change in orientation 
may be observed. 
This section is split into two parts. The first part describes attitude determination through the use 
of conventional attitude sensors, which are traditionally employed for such purposes. Following 
this, the second part will look at the application of image-based attitude determination whereby 
imaging sensors which normally constitute part of the payload are employed for the purposes of 
attitude determination. 
2.1.2.1 Conventional Attitude Sensors 
This section reviews the conventional attitude determination sensors currently in use onboard 
spacecraft. These sensors vary dramatically in terms of accuracy, cost and complexity. While 
most conventional attitude sensors give absolute pointing knowledge relative to a celestial 
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reference, for sensors such as gyros the reference is inertial space itself such that only changes in 
orientation may he observed. For references that are represented with a single vector, such as the 
sun, only 2-axes of rotation may be determined. Attitude sensors for spinning spacecraft are not 
considered here. 
Magnetometer 
Magnetometers are relatively inexpensive and have very low weight and power requirements. The 
strength of the magnetosphere, and therefore the accuracy of the magnetometer, falls off at 1/r3 
with distance from Earth. As a result, the magnetometer is normally only used in low-Earth orbit. 
Magnetometers are considered to have relatively poor accuracies when compared with other 
attitude determination sensors. This is not a result of the sensitivity of the instrument however, but 
more a consequence of inaccuracies in the magnetic field model of the Earth as well as 
interference from the ambient fields generated by the spacecraft itself. Magnetometers generally 
have an accuracy of between 0.5° and 3°. A magnetometer will measure the direction of the local 
magnetic (B) field relative to the satellite body. Since rotation about the B field will not cause any 
measurable change only 2 axes of rotation can be discerned. 
Sun Sensor 
For the purposes of power generation and protecting sensitive instrumentation it is vital to know 
the orientation of the spacecraft relative to the Sun. As a result of this, Sun sensors are one of the 
most commonly used attitude determination sensors. 
There are a number of different types of Sun sensor. These range from a simple cosine detector to 
high accuracy sun sensors. The cosine detector is merely a solar cell which, by measuring the 
intensity of the sunlight, is able to determine the cosine of the incidence angle relative to the 
normal of the cell. Due to the nature of this measurement the highest sensitivities will be found 
towards shallow angles. Even at the shallowest of angles the accuracy of cosine detector is rather 
poor and in the order of a few degrees. 
Most modem Sun sensors make use of a slit design with two or more sensors behind the slit. This 
allows the sensor to determine the unit vector which points toward the Sun. For coarse Sun 
sensors, the accuracy is limited to a moderate fraction of the Sun's angular diameter. With fine 
Sun sensors the solar disk is projected across two or more pixels such that the centroid of the disk 
may be calculated and used to estimate the Sun vector, often up to an accuracy of 0.005 degrees. 
Earth Horizon Sensor 
The Earth is one of the most easily identified objects in space, and in some respects. the most 
important as it is usually the object with respect which we will want to know the attitude. For the 
purposes of communications, scientific study or Earth observation a spacecraft must ensure that 
many of its components are Earth pointing. 
As listed in table 2.3 there are a multitude of Earth sensors, more in fact than any other type of 
attitude sensor. Earth sensors are designed to view the limb of the Earth and, from this, calculate a 
vector towards the centre of the Earth disk. As such, Earth sensors are typically used to determine 
the pitch and roll of a satellite. 
Table 2.3 - Typical Earth sensors for 3-axis stabilised spacecraft 1101 
Type Design 
Conical Scanner Rotates to provide 2 horizon crossings with a single sensor 
Dual scanner 
Dithering 
Field of view split to provide 4 horizon crossings per scan 
More limited scan range used primarily in geosynchronous orbit 
Mini-static Provides a single edge intersection at a fixed location 
Static Provides 6-8 edge intersection around the perimeter of the Earth 
Array Covers most or all of the Earth (typically low-cost visible sensors 
that work only on the daylight Earth) 
UV Array Provides an image of the Earth disk in the ultraviolet 
When viewed in the visible portion of the spectrum the Earth will have one light and one dark 
hemisphere, limiting the scope for detection. The fuzzy nature of the terminator further hampers 
observation in the visible hands. Being at a temperature of around 3(X)K. the Earth however does 
emit an approximately uniform glow in the near infrared. As a result of this, most Earth sensors 
are designed to work in the infrared portion of the spectrum. With this, the edge of the Earth disk 
may be determined to an accuracy of around ±0. I to ±0.2 degrees and for any portion of the orbit. 
Most Earth horizon sensors are equipped with a motor which with a scanning motion sweeps 
across the Earth disk and detects an incrossing and outcrossing as it goes from space to Earth and 
then Earth to space. The centre of these in and out crossings provides the azimuth direction 
towards the centre of the Earth disk. The spacing between the in and out crossings combined with 
angular size of the Earth provides the angular distance from the scan centre to the Earth disk 
centroid. This of coarse assumes knowledge of the satellite altitude. If we use either two scanners 
or a single scanner with two fields of view then we can obtain four crossings. Since only three 
points are required to define a circle these four crossings will he able to provide an Earth centroid 
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vector without any knowledge of the spacecrafts altitude. This process can he used from LEO or 
GEO. For GEO the scan angle can he much smaller, such that satellites at this altitude often use 2 
fields of view which dither back and forth to provide the 4 crossings. Typically these types of 
Earth sensor are able to estimate the position of the Earth disk centre to an accuracy of around 
±0.03 degrees. 
One alternative to the scanning Earth sensor is the static sensor which has a number of detectors 
mounted to the spacecraft with a fixed angle. This option is limited to circular orbits however. 
Earth sensors can also he modified to become planet sensors for use around bodies such as Mars 
or Venus. For planets without an atmosphere. such as the moon, the temperature extremes 
between night and day side can pose problems however. 
Star Sensors 
Owing to accuracy with which the star field is known stars sensors provide the most accurate 
attitude for spacecraft and are therefore used in nearly all systems which require high accuracy. 
Unlike most other attitude devices, star sensors are able to determine attitude over 3-axes. An 
example star sensor is illustrated in figure 2.1. 
; 'ý` 
Figure 2.1 -Iý pical star tracker 110] 
The basic concept of a CCD star tracker is fairly simple. The star field is first imaged with a CCD 
array and are typically defocused, such that each star is spread over several pixels. This allows for 
a more accurate estimate of the star centroid. Once identified, the stars are then compared to a star 
catalogue, such that the transformation matrix can he calculated. 
Substantial processing is required to do attitude determination with a star sensor. A key problem 
is the identification of the star grouping, which may involve complex identification and pattern 
recognition algorithms. 
Gyroscopes 
Gyroscopes sense a change in orientation with respect to inertial space. They are unable to 
measure the absolute attitude and so are often used in conjunction with other sensors. A typical 
combination is gyroscopes and star sensors. Gyroscopes dritt and lose accuracy with time, making 
them unacceptable as long-term sensors unless corrected on a regular basis by absolute attitude 
fixed points from a star sensor for example. 
As seen in table 2.4, a multitude of gyroscope types currently exist. In terms of gyroscope 
construction there are generally two types: mechanical and laser. The traditional mechanical 
gyroscopes use the torque required to maintain the motion of a rotating wheel to sense the change 
in orientation. Laser gyros use the interference between two laser beasts to determine the angular 
rate about the gyro axis. Ring laser and fibre optic gyros differ in teams of how the beam is 
contained. While the former uses mirrors the later uses fibre optics. 
Table 2.4 - Performances of various gyro types 1101 
System Drift (deg/hr) Weight (kg) F pccted Life (yrs) 
Traditional Mechanical Gyro -0.075 -0.15 1 
Dynamically Tuned Gyro 0.03 to 0.2 3.6 to 36 7 to 12 
Intcrferometric Fihcr Optic Gyro 0. (Xx)7 to 0.1 14 10(o20 
Hemispherical Resonator Gyro 00) 1 to 0. (X)2 >15 
Ring La. rrGýru 0.01 14 
GPS Receiver 
One of the most recent, and currently very popular, techniques for attitude determination is the 
use of a GPS receiver as an interferometer. In order to provide 3-axis attitude at least 3 GI'S 
antennas sensing 2 GPS spacecraft are needed. Although this leaves it bilateral ambiguity, as long 
as the antenna only has hemispherical coverage this can he resolved. 
The accuracy that can he achieved is dependant upon the distance between the (H'S antennas. 
termed the baseline. Unfortunately, large baselines are sensitive to (hernial bending and flexing. 
Consequently the baseline is normally designed to he relatively short relative to the wavelength. 
This typically limits the accuracy of (; PS attitude determination to around 0.5 degrees. 
Conventional Attitude Sensor Summary 
The advantage,, and disad\ant, wr. A' each attitude dctcrminatio n reference sources arc 
summarised in table 2.5. 
Table 2.5 - Benefits of using different attitude determination reference sources 1101 
Reference Advantages 
Sun -Bright, unambiguous 
-Sensors are low power and weight 
-Usually must he known for solar 
power generation and equipment 
protection 
Earth, or other -Always available for nearby 
Central body spacecraft 
-Bright, largely unambiguous (may 
be Moon interference) 
-Necessary for many types of 
sensors and antenna coverage 
-Analysis relatively easy 
Magnetic Field -Low-cost sensor 
-Light weight 
-Low-power requirements 
-Always available for low altitude 
spacecraft 
Stars (Including -High accuracy (--I0 ' dcg) 
distant planets) -Available anywhere in sky 
-Essentially orbit independent. 
except for velocity aberration 
Inertial Space -Requires no external sensor 
-Orbit independent 
-High accuracy for limited time 
intervals 
-Easily done onboard 
Disadvantages 
-May not he visible during parts of orbit around 
large central body 
-0.5 deg angular diameter (viewed from Earth) 
limits accuracy to -I arc min 
-Requires scan motion or multiple fields of view 
to sense horizon 
-Sensors must he protected from the Sun 
-Resolution limited to -0.1 deg because of 
horizon definition 
-Orbit and attitude strongly coupled 
-Poor resolution (>0.5 deg) 
-Good only near Earth 
-Limited by field strength/modelling accuracy 
-Orbit and attitude strongly coupled 
-Spacecraft must he magnetically clean (or 
inflight calibration required) 
-Sensitive to biases 
-Sensors heavy, complex and expensive 
-Identification of stars for multiple target sensors 
is complex, time consuming and may cause 
large errors 
-Sensors need protection from the Sun 
-Double and triple stars cause problems 
-Usually requires second attitude system for 
initial attitude estimates 
-Sense change in orientation only - no absolute 
measurement 
-Subject to drift 
-Some sensors have rapidly moving parts subject 
to wear and friction 
-Relatively high power and large mass 
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The process of measuring attitude is one of the major cost drivers for the spacecraft bus IIIJ. 
Costs and complexity between alternative sensitive mechanisms vary wildly. The basic 
performance parameters for conventional attitude determination sensors are summarised in table 
2.6. Of the sensors discussed, magnetometers are typically the least accurate hut have the lowest 
cost. Coarse Sun sensors can also be extremely economical. Earth sensors are in moderate price 
range. Star sensors and gyroscopes give high accuracies but can he extremely expensive. The 
general trade is between accuracy and cost 1201,134,1351. 
Table 2.6 - Typical attitude determination sensor parameters 1101 
Sensor Accuracy (deg) Weight (kg) Power (W) Approximate Cost (£) 
Magnetometer 3 to 0.5 1.2 to 0.3 <I . 
5000 
Sun Sensor 3 to 0. (X)5 2 to 0.1 3 to 0 50, (XM) 
Earth Sensor: 
Scanning 0.25to 0.03 4 to I 101o5 
Static I to 0.02 3 to 0.5 5 to 0.3 
2(x). tXxº 
Star Sensor 0.01 to 0. ()(X). l 5 to 2 20 to 5 5(X), (XX) 
Gyroscope O (X)I /h 25 to 1 2(X) to 10 2(X). (XX) 
GPS Receiver I to 0.3 3 to 1 10 to 5 I(X). (XX) 
Typically, no one sensor will suffice and a combination of sensors is used. While gyros provide 
rapid rates and high accuracies they cannot determine absolute attitude and so must he used in 
conjunction with another sensor. Sun sensors, Earth horizon sensors and magnetometers will 
individually only provide 2-axis rotation knowledge. In combination however 3-axis knowledge 
of moderate accuracy may be obtained. The exact combination will depend on the orbit planned 
and attitude accuracy requirements. Common combinations include IUD: 
" Magnetometer and coarse sun sensor (low accuracy, low cost) 
" Earth and Sun sensors (moderate accuracy, moderate cost) 
" Star sensors and gyros (high accuracy, high cost) 
Typically, very high accuracy systems have a narrow operating range and so must rely on lower 
accuracy systems, such as Earth sensors and coarse Sun sensors, for acquisition and fail-safe 
operations. For orbits about a planetary body other than Earth, only star sensors are able to 
provide absolute 3-axis attitude knowledge. 
Although many conventional attitude sensors do exist their accuracies vary dramatically. In 
general, high accuracy sensors have large mass, complexity and costs. Most sensors can only 
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provide satellite attitude over 2-axes unless used in combination. GPS can provide 3-axis attitude 
but the accuracies are limited, especially with small satellites, and the range is constrained to 
Earth orbits. Although star sensors are highly accurate and work anywhere within the solar system 
they are expensive and incur high processing, storage and mass requirements. 
As stated in the previous section, high accuracy attitude systems incur large mass and costs. This 
often limits the potential missions to which small or inexpensive satellites may apply. A need 
therefore exists for low mass low cost attitude systems capable of obtaining high accuracy attitude 
telemetry, especially onboard small satellites. 
2.1.2.2 Attitude Determination using Earth Imaging Payload 
This section reviews methodologies whereby a spacecraft's imaging payload is employed for the 
purposes of attitude determination. This potentially allows for great reductions in mass and cost. 
This also has the advantage that the attitude will be measured relative to the payload itself, such 
that biases induced by frame changes may be alleviated. 
Although much work has been done on image-based spacecraft pointing it is often related to 
rendezvous monitoring and flyby missions [36], [37]. For such missions the pose of the spacecraft 
is measured relative to that of a target satellite or approach vector. Without knowledge of the 
satellite's position and target's position however the spacecraft attitude, relative to an inertial 
frame, will normally remain unknown. In order to find the inertial attitude, the pointing of the 
spacecraft must be measured relative to a well mapped celestial reference. 
The Earth is one of the most easily identified objects in space, and in some respects, the most 
important as it is usually the object with respect which we will want to know the attitude. For 
LEO satellites the Earth covers almost 120° of the field of view. Conventional attitude sensors 
that use the Earth as a reference only concentrate on the Earth horizon. As a result of this they are 
unable to distinguish rotations about the Earth centroid vector, which normally correspond to a 
spacecraft's yaw. A number of recent approaches have investigated the potential of studying the 
Earth disk and the features upon it over that of the Earth-space horizon for the purposes of 
extracting attitude knowledge. 
Use of Earth Terminator 
In order to determine the attitude of a geostationary spacecraft Firpo [38] proposed the use of a 
video sensor to view the Earth. When viewed in the visible portion of the spectrum the Earth will 
have one light and one dark hemisphere such that the shape of the visible portion of the disk as 
viewed from the satellite will depend upon the angle 
between the Earth vector and the Sun vector. 
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By analysing the position and orientation of the sunlit portion of the Earth the attitude of the 
spacecraft can he found over 3-axes. Through comparison of the current picture with one from the 
past the changes in attitude may also be measured. This relies on the fact that although the Earth 
shadow does change shape over the course of the day it does so relatively slowly. For periods 
when the Earth disk is fully illuminated or in eclipse yaw information will not he available. For a 
geostationary satellite however such condition will only exist for 2"/rý of the time. For other orbits 
such as LEO the shape of the earth disk will vary rapidly making precise and timely attitude 
changes more difficult to detect. Another potential issue is that, due to atmospheric scattering, the 
Earth terminator appears diffuse, further hampering observation in the visible hands. The fuxry 
nature of the terminator is primarily owing to Rayleigh scattering with atmospheric gasses in the 
upper atmosphere, Mie scattering with pollen, dust, smoke and water droplets and non-selective 
scattering in the lower portion of the atmosphere. 
Rotational Motion of Earth 
Houghton M. B. at NASA Goddard 1391 identified a novel method whereby 3 axis attitude may he 
determined from a sequence of Earth images taken while in orbit about the stationary Lagrange 
point between the Earth and the Sun (LI). Two axes of information can be obtained simply by 
monitoring the Earth's position within the field-of-view of the camera. The third axis is obtained 
by correlating sequential Earth images in such a way as to detect the flow of the features within 
the Earth's disk over time. This allows the rotational pole to he identified such that rotations about 
the third axis, which corresponds to the Earth centroid vector, may he measured. This approach 
was designed for satellites at LI and requires long term observation of the Earth. For satellites in 
lower orbits the shifts between image sequences will become dominated by the along track- 
motion of the satellite making the rotational motion of Earth features increasingly difficult to 
detect. 
Use of Landmarks or Static Earth Features 
An alternative image-based approach for determining attitude is to use knowledge of Earth 
landmarks as viewed from a geostationary position )40). By comparing a template or base image, 
detailing the continents, to the received images the geographic displacements between the images 
may be found. These image displacements can then be used to compute the roll, pitch, and yaw 
attitude parameters. With this the pointing of the spacecraft may be calculated via post-prcx: essing 
to an appreciable accuracy. The positioning of the base image must be known to a very high 
accuracy however. This approach requires the base image to have minimal cloud cover to 
maximize the potential sites for the computation of image offsets. 
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In setting the base imagery, infrared images may be used such that it will be possible to navigate 
using both day and night-time templates. In addition to having day/night base images, different 
base images for each season must also be used to ensure sufficient inter-image correlation. If a 
base image is georegistered using the same image elements (pronounced features uniquely 
defined in the images) that will be present in the images to be navigated, then the process can be 
automated carrying out the accurate image navigation without the need for human intervention in 
the process. 
This approach is favoured for geostationary satellites as they will observe similar land features 
and from a similar perspective. For non-geostationary orbits this scheme become impractical as, 
for LEO, the terrain would change rapidly, topographic distortions would become exaggerated 
such that a DTM might be needed for an accurate comparison and, for onboard processing, a vast 
database of template imagery would be required. For such reasons this approach is likely too 
complex for a satellite below GEO. 
Use of Ground Reference Features 
The use of landmarks and ground features within imagery is one of the most common methods for 
determining the attitude of a camera system, and is traditionally employed in the rectification of 
satellite imagery. Typically, a series of features or Ground Control Points (GCP) are used to 
estimate the transformation from image to ground coordinates, from which, high accuracy 
orientation estimates may be determined. This method provides one of the most accurate bases of 
attitude knowledge and is commonly used to calibrate onboard ADCS biases. The high 
resolutions achievable with current Earth observational camera systems allows for high accuracy 
attitude estimation. This is demonstrated by the fact that a ground displacement of 3m will 
correspond to an attitude change of less than one arcsecond in angle. 
The acquisition of GCPs is traditionally performed manually and so can be a laborious and 
expensive task. For regions such as deserts where the terrain is relatively homogeneous there is 
often a lack of salient features for GCP selection. A large number is needed for complex terrain 
with varied surface elevation 
The additional perspective provided by stereo cameras can provide extra information concerning 
the orientation of the camera system and reduce the number of GCP points required for an 
accurate transformation. For the georeferencing of stereo imagery, a number of different models 
of varying complexity exist [24], [25]. One of the main approaches is that of the rigorous models. 
These try to describe the physical properties of the sensors acquisition and are based on 
collinearity equations, which may be extended in order to describe the specific geometry of 
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pushhroom sensors 1411.1421.1431. Other approaches are based on rational polynomial functions, 
affine models and direct linear transformations 1441,1451. For these models the orientation 
parameters are typically solved through iteration, require calibration with GC'Ps. often involve the 
use of 3 separate line scanners 1261 and have large baselines. 
For these models the transformation. rectification and extraction of Digital Elevation Models is 
the primary goal, with the performance of the models being measured in RMS pixel mis-lox: ation. 
Much less emphasis is placed upon the extraction of the attitude parameters themselves. Owing to 
the large stereo angles and resulting large baseline, the sampling rate of the attitude estimates is 
often poor, such that intermediate estimates must he interpolated. 
Use of Attitude-induced Distortions 
Attitude perturbations that are too small or too rapid for conventional attitude sensors to detect 
will often still he apparent within Earth observational imagery. Linear CCD systems are highly 
sensitive to perturbations in satellite attitude 1291. As seen in Figure 2.2 small changes in roll, 
pitch or yaw will distort the progress of the scan line from the first instance to the next. 
Figure 2.2 - Effect of attitude changes on pushbroom scan lines [46] 
In order to determine the changes in attitude that may cause such geometric distortions within the 
imagery Pleitner and Vincent suggested the use of a single 2D CCD sensor that captures a 
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sequence of images with a frequency that ensures a large level of overlap [46]. This 2D sensor is 
mounted in the same focal plane as the primary sensor, which may be a linear CCD sensor. A 
minimum of five features from the overlap of the two image scenes (from the 2D area array) are 
identified and registered to determine their relative displacements. The required change in 
orientation that would cause such distortions can then be found using a series of iterations. 
The Dresden University of Technology, Germany, has conducted an extensive amount of research 
into the detection and correction of attitude induced distortions. As with the above, their 
methodology involves the use of 2D area array CCD sensor alongside the main payload imaging 
system to extract attitude knowledge. Dresden University have advanced the approach however 
with several novel methodologies. 
In 1999 Janschek et al proposed the use of up to 8 area array sensors to determine attitude [27]. 
These sensors looking port. starboard, fore and aft of the flight path and are mounted in the focal 
plane of the onboard imaging system. Each sensor acquires imagery at a high data rate to ensure 
sufficient overlap and inter-image congruity between image sequences for registration. By 
analysing the image motion between different sensors the orientation of the camera system can be 
determined. An FFT approach to image correlation was suggested. The attitude solution was 
found numerically using an iterative optimisation technique. Once found, the attitude knowledge 
can he used to correct distortions in the main payload imagery or used to complement the onboard 
attitude measurements. The model proposed assumed a flat ground plane. As such systematic 
attitude errors will occur due to the sphericity of the planet. Earth rotation was also shown to 
produce systematic errors. The main advantage of this system is that is can be added to a payload 
observation camera without serious reconstruction. 
The high processing power requirements necessary to perform speedy correlations were found to 
pose difficulties. To solve this issue real-time image processing is performed by a hybrid opto- 
electrical system based on a Joint Transform Optical correlator [47]. This optical correlator uses 
the feature of a simple lens to produce the Fourier pattern at the speed of light such that the 
processing rate is limited only by the read/write operations of the opto-electronic components. 
The attitude knowledge that is extracted from imagery can either be used to complement the 
onboard attitude measurements or alternatively to correct the distortions in the main payload's 
imagery. Dresden University has investigated the potential of decoupling the focal plane motion 
from the disturbing satellite motion. This involves first the detection of image motion within the 
focal plane, using an auxiliary matrix imager and an onboard optical correlator, and then opto- 
mechanical compensation in a feedback loop [28]. 
Research at Dresden University has, of recent, 
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been focused towards detecting attitude induced image distortions. storing this data, and then 
correcting using post-processing. This again involves the use of auxiliary matrix image sensdxs. 
alongside a primary payload instrument which is assumed a linear CCD array. With the aid of an 
optical corrclator and a suh-pixel registration technique the image shifts can be calculated in real 
time. Once acquired. the image motion is sent to the ground station along with the image data. 
The ground computer can then perform the image correction on the basis of the image motion 
data. Dresden University has also identified and investigated how an image based approach to 
attitude determination is especially advantageous for planetary missions 14KI. 
This more recent approach assumes the camera orientation to he within I degree of nadir pointing 
and so focuses more on the effects of attitude rates that on the distortions resulting; from a given 
absolute attitude. In fact. the recent vein of research has allowed for the calculation of attitude 
parameters to be bypassed, with image motion parameters being used in its stead to calculate the 
corrections needed. 
Dresden University have thoroughly investigated the computational constraints of their system in 
terms of processing power and time. etc. Their work has ultimately resulted in the production of a 
working prototype camera system (SmartScan), which has been developed and manufactured 
under ESA contract 1161. Although this has been tested onboard aircraft the system currently 
remains untested in space. Despite this, such studies highlight the potential of using Earth- 
pointing cameras to determine attitude. 
Image-based Attitude Determination Summary 
A number of methods for extracting attitude from Earth observational imagery exist. Approaches 
which attempt to use Earth rotational motion. Earth terminator or knowledge of well mapped 
landmarks are not viable for orbits below geostationary. Attitude changes can be determined for 
Low Earth Orbits through analysis of the distortions that occur between a time-varying sequence 
of images. Dresden University have done an extensive amount of work in this field. specifically 
towards the automatic detection and correction of attitude induced-distortions. Their technique 
involves the use of at least two additional 2D area CCD arrays that are installed alongside the 
main payload imaging system. Their work has primarily concentrated on the image motion 
resulting from attitude rates rather than the effects of absolute attitude however. 
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2.2 Image Registration 
Image registration is the process of finding the most accurate match/transformation between two 
images of the same scene. These images may be taken from different viewpoints, at different 
times, under different lighting conditions or using different sensors. Image registration is a vital 
technique for all image processing tasks whereby an accurate comparison of data from a multitude 
of sources is required. As such, registration is commonly used for medical image analysis, 
computer vision and the processing of remotely sensed data. 
Many different registration methods exist. These methods vary in terms of accuracy, 
transformation and computational cost. Image registration methods can be classified in a number 
of ways. They may he classified according to the transformation model used to relate the two 
images. The transformation model may be linear or non-rigid. Linear transformations, such as 
with affine, are global in nature and include translation, rotation, scaling and shear. Non-rigid 
transformations allow local warping of image features and so are more versatile in their 
representation of the local distortions between imagery. Image registration methods may also be 
classified in terms of whether they operate in the spatial or frequency domain or whether they are 
search-based or acquire the translation using direct methods. Most commonly, image registration 
methods are categorised as being either area-based or feature-based. 
2.2.1 Area-Based Methods 
Area-based methods do not attempt to detect salient features within the images but rather attempt 
to find the translation between imagery using the intensity variations, across the whole image or 
within a specified window, in the spatial or frequency domain. These methods often assume the 
translation between imagery to be linear in nature. 
2.2.1.1 Correlation Methods 
One of the most common methods to find the shift between two images is to extract a window 
from the first image and then try to match its position onto the second according to a similarity 
measure. 
One of the most basic and standard similarity measures is that of cross-correlation. If we have a 
template image T, which is extracted from a reference image, and a reference image I then the 
translation shift between T over I can be found using a two-dimensional normalised cross 
correlation: 
C1,1 
T(x, yý (x- u, v- v) (u v) _ 
. "Y12 
(x-u, v-v) 
where u and v represent a series of row and column shift estimates. By computing C over all 
possible translations it is possible to find the peak correlation, the location of which corresponds 
to the correct shift. A variety of alternative similarity measures exist, from correlation coefficient 
[49], measured on a scale from -1 to 1, to simple sum squared error 1501, where the correct shift is 
located at the minimum error value. Sub-pixel accuracy can he found through interpolation. 
Correlation based methods are able to find the translation between scenes, even when slight 
rotation and scaling differences exist. Since correlation based methods attempt to match image 
intensity values they are sensitive to changes in intensity such as from noise, varying illumination 
or use of differing sensors. 
There are two main drawbacks to correlation based methods of registration. Firstly, the solution 
space is fairly multimodal with a maximum similarity measure that is normally fairly flat, creating 
potential ambiguities in the shift estimation. Secondly, there is a high computational cost involved 
with cross correlation like methods, especially when interpolation to sub-pixel accuracy is 
required. Despite these limitations correlation based registration methods remain popular, 
partially owing to their simplicity and ease of application. 
2.2.1.2 Mutual Information Methods 
The concept of Mutual Information (MI) originates from information theory and was first 
proposed as an image registration technique by Viola and Wells 1511. MI registration measures 
the statistical dependency between two datasets. MI between two random variables X and Y is 
given by: 
(2-16) MI(X, Y)=H(X)+H(Y)-H(X, Y) 
where H (X) = -EX (1og(P(X ))) represents entropy of random variable and P(X) is the 
probability distribution on X. By comparing a templates window from the first image to a series 
of locations on the second image the maximum MI and corresponding shift values can be 
obtained. 
MI registration is particularly suited to images of different modality and is most commonly used 
in the registration of medical imagery [52], [53], [54]. MI registration will however perform 
poorly in images with limited contrast content. 
2.2.1.3 Fourier Method 
With Fourier registration properties such as translation, rotation and scale are extracted from 
imagery within the frequency domain. One of the most popular Fourier registration methods is 
phase correlation. Phase correlation relies of the translation property or shift theorem of the 
Fourier transform and was originally designed by Kuglin and Hines [55] to measure translational 
shifts between two images. 
If we take the Fourier transform of two images, FA and F8 , which are translated from one another 
then they will have the same Fourier magnitude but with a phase difference which is directly 
related to their displacement. This phase difference is equivalent to the cross power spectrum: 
, Fe(wr"wr)FA(wrýwr) 
_ei(w, er+i,, e. V) I FB(wr. w )FA(wr, w,. )I 
(2-17) 
where Ax and dv represent the translational shifts and * corresponds to the complex conjugate. 
The inverse Fourier transform of the above cross power spectrum will yield a coherent peak that 
indicates the point of registration and incoherent peaks representative of noise power, which is 
normally distributed about a mean of zero. Rotation and scale changes can be determined in a 
similar manner to translation using phase correlation by representing such motion with log/polar 
coordinates [561. 
Through analysis of the cross power spectrum under various sub-pixel shifts an interpolation-free 
approach to phase correlation registration was found [57]. As the translational shift progresses 
from integer to sub-pixel level, the power in the correlation surface's coherent peak becomes 
shared with that of the neighbouring peaks. Through analysis of the ratio between neighbouring 
peaks this approach is able to quantify the sub-pixel offset between imagery 
Fourier based registration methods allows sub pixel accuracies with high computational speed. 
They are robust to variations in illumination and frequency dependant noise. The Phase 
correlation technique is relatively scene independent and useful for images acquired from 
different sensors [58], [59]. The accuracy of the technique will suffer however should scene 
features possess insufficient texture (e. g. ocean or ice laden images). 
2.2.2 Point Mapping Method 
In contrast to area-hased registration, feature hascd methods do not work directly tiith image 
intensity values. Rather, they require the identification of distinct features across the scene. 
Although such features were formerly selected manually by an expert. today automated methods 
of feature identification are preferred. 
These features. referred to as either control or tie points, may he points, lines or regions. The type 
of feature detection algorithm used is dependant upon the expected terrain types. More 
information on the identification of features or choice of control points is found in I60l. Once the 
control points of the first image have been found they can he matched to those of the second. 
Feature matching methods which concentrate on the shape of it region can he scale and rotation 
invariant 1611,1621. 
Once image features have been identified and matched a 2D polynomial function can then he used 
to approximate the spatial displacements across the scene. By mapping a series of features. which 
are well distributed across the scene, any manner of geometric distortions between the imagery 
may he mapped. This displacement map can then he used to effectively stretch the first image to 
better map the second, with intermediate values being calculated in accordance with the preferred 
interpolation scheme. 
2.3 Disaster Monitoring Constellation 
The Disaster Monitoring Constellation (DMC) comprises five micro-satellites that have been built 
by SSTL with funding from an international consortium of nations I(3I (see figure 2.3). The 
DMC spacecraft are spread about a Sun-synchronous chit at approximately hi{hkm altitude and 
98, inclination. The orbital plane of the Beijing-I satellite is shifted from that of the other four 
DMC. 
Figure 2.3 - Conceptual visualisation of Disaster Monitoring Constellation 1641 
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Through collaboration, the DMC is able to provide daily image coverage of any ground location 
with a 32m GSD and a 600km swath. The high temporal and spatial resolution coupled with the 
large swath of DMC is unique in allowing detailed coverage of events that would otherwise he 
mi.. cd. 
2.3.1 Sensor Configuration 
The DMC satellites each have a Multi-Spectral Imager (MSI) consisting of 6 channels and built 
by SSTL. Each imager has a Field of View (FOV) of 26° and a Eastman Kodak linear CCD array, 
IQ0(X) pixels in length. These sensors work on the pushbroom principle, such that each 
successive line is swept out using the satellite motion. The MSI is configured as 2 banks of 3 
channels pairs (Figure 2.4). 
Figure 2.4 - Dual bank DMC channel pairs [65] 
Each sensor pair is designed to view a specific wavelength, providing three spectral bands in the 
ranges: 0.52-0.62 [im, 0.63-0.69 pm, and 0.76-0.9 µm 1661. Each bank is mounted at an angle to 
the other such that the first three sensors look to port and the other three look to the starboard side 
of the (light path. This increases the effective Field of View and gives approximately 19,500 pixel 
swath to ensure daily revisit. 
The MSI is also designed to give an area of overlap of approximately 500 pixels between channel 
pairs. allowing continuity. In addition to the above, a small angular separation exists which allows 
features within the overlap to register at different times for different cameras. DMC images for 
each of the 6 channels are stored in a solid state data recorder in a hand-interlaced RAW format. 
2.3.2 Attitude Determination and Control System 
Each DMC spacecraft is three-axis momentum bias stahilised and uses aY momentum and Z 
reaction wheel, 3 orthogonal dual-wound magnctorquers and, for all DMC satellites except 
Beijing-1, a gravity gradient boom with 6-metre extendable tip mass for attitude control. The 
attitude determination sensors include 3-axis Iluxgate magnetometer and 4 Sun sensors 1671.1681" 
The Beijing-I DMC satellite is also equipped with a star camera. 
2.4 Chapter Summary 
This chapter has reviewed the various methods by which attitude may he represented and 
determined, the translations between images may be found and also has described the imaging and 
attitude capabilities of the DMC constellation. 
A variety of methods to represent attitude have been shown to exist. For the purposes of this 
thesis Euler angle have been chosen as a suitable attitude representation method owing to their 
case of interpretation and minimal parameters used. The singularity issue is avoided by selecting a 
1-2-3, roll-pitch-yaw scheme. While a number of conventional attitude sensors exist, there is often 
a sacrifice between accuracy and cost or complexity. A number of approaches that suggest the use 
of the imaging payload as an attitude sensor have been identified. One such method which is 
applicable to LEO is able to measure changes in attitude through analysis of distortions that occur 
between a time-varying sequence of images. This typically requires at least two additional 2D 
area CCD arrays to be installed alongside the main imaging payload however. Work in this field 
primarily concentrates on image motion resulting from attitude rates rather than the effects of 
absolute attitude. 
Several approaches to image registration have been discussed. Phase correlation was selected as 
the registration methodology of choice for extracting translational shifts from DMC satellite 
imagery. This is owing to the low computational cost, sub-pixel accuracies and ability to directly 
find the translation parameters without the need for distinct features in the image. 
Chapter 3 
Image Registration 
This chapter considers the use of the phase correlation registration algorithm for extracting 
attitude-induced distortions from between two pushbroom images. These images are assumed to 
be from two pushbroom sensors separated by a narrow angle along track. Sections 1 and 2 detail 
the extraction of translational shifts from between images using the phase correlation registration 
algorithm to both pixel and sub-pixel level, respectively. In order to establish the viability and 
expected accuracy of using phase correlation with real imagery the technique is then tested on a 
series of raw UK-DMC images with simulated shifts. 
3.1 Introduction 
As discussed in Chapter 2, a variety of approaches to image registration exist. The choice of 
method will depend on the source of mis-registration, the required accuracy and computation cost. 
Feature-based methods are able to represent a variety of complex transformations that can exist 
between imagery. These methods require distinctive and easily detectable objects and may 
therefore suffer from poor feature identification for satellite images with varied land cover types. 
Area-based methods do not require the presence of distinct features but merely some degree of 
texture within the imagery across the scene to correlate the shift parameters. 
Area-based registration methods such as Mutual Information and cross-correlation rely on a series 
of iterations to locate the shift parameters which yield the best similarity measure. Finding this 
minimum dissimilarity or maximum similarity is a multidimensional optimization problem, such 
that the correct shift values can be found using a convergence algorithm. If the solution-space is 
multimodal then an exhaustive search over the entire scene may be necessary in order to yield the 
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global optimum. This may be computationally expensive. especially il' sub-pixel accuracies an: 
required. 
Phase correlation does not require a search algorithm as the translational shift is extracted directly 
from the phase information. Extensions to phase correlation also allow for sub-pixel accuracies to 
he extracted without the need for interpolation 1571. The Phase correlation technique is relatively 
scene independent and useful for images acquired from different sensors 1581. In general. Fourier 
based methods such as Phase correlation allow sub pixel accuracies with high computational 
speed and are robust to variations in illumination and frequency dependant noise. For thew 
reasons phase correlation was selected as the registration methodology of choice for extracting 
translational shifts from Earth observational imagery. 
3.2 Phase Correlation 
Phase correlation is one of the most popular Fourier based methods of registration 1601. It was 
originally designed to measure translational shifts between two images 1551. Phase correlation 
relies of the translation property or shift theorem of the Fourier transform, which states that a shift 
in the coordinate frame of two functions will appear in the Fourier domain as a linear phase 
difference [571. Given two images, /A and /B, which differ only by translational shifts Cdr. dvl : 
IR(x, v)=! A(x-I. x, y-Av) 
Their corresponding Fourier transforms, FA and FR, will be related by: 
FB((Ur, w, ) FA(w,., CO, )e 
or equivalently 
Fe(wrw, ) iýry, e, +m, eýi -e FA(ývý, ývý 
(3-I) 
(3-2) 
(3-3) 
The two images will have a phase difference which is directly related to their displacement. This 
phase difference is equivalent to the cross power spectrum. Since we are only interested in phase 
shifts the cross power spectrum can he normalised, accounting for possible gain changes: 
Fn(wx, w,. ) 
=e- 1 FB(w''w, )F^(42? t'Wv )I 
(3-4) 
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where * corresponds to the complex conjugate. 
At and Jr can be extracted from (3-4) in either the frequency or spatial domain 169]. In the freq 
domain ox+ o), Ov =0 defines a plane that passes through the origin perpendicular to the 
vector (Ar, Jv). The slopes of this vector along the two frequency axis will specify the 
translational shifts. Extracting the shifts within the spatial domain is considered more practical 
and also more robust to noise 1571,1701. This is achieved by first inverting the normalised cross 
power spectrum to provide a correlation surface. This will yield a dirac delta function that takes 
the form of a coherent peak located at the point of registration. By finding the position of the 
coherent peak the translation between two images can be determined to an integer level. There 
will also be a series of incoherent peaks representative of noise power, which are normally 
distributed about a mean of zero. 
One of the main advantages of the phase correlation method over the classical cross correlation 
method is the ease and accuracy with which the peak of the correlation surface may he located. 
Figure 3.1 illustrates the correlation surface of two shifted aerial images using phase correlation 
and cross correlation. With phase correlation there is a distinct peak at the point of registration 
that can he easily identified. Cross correlation however yields a multimodal solution space with 
multiple broad peaks and a main peak with maximum that may not always correspond to the 
correct translation. 
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Figure 3.1 - Correlation surface using a) phase correlation and 
b) standard cross-correlation registration [Ill] 
Although phase correlation is primarily focused towards detecting translational shifts, rotation and 
scale differences can also he determined in a similar manner using phase correlation by 
representing such motion with log-polar coordinates 1711.1561. 
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3.3 Sub-Pixel Shift Estimation 
By finding the position of the coherent peak the translation between two images may he 
determined to an integer level. In order to estimate the translation between images to a non- 
integer. sub-pixel level some degree of interpolation is normally required. This will significantly 
increase the level of computation necessary to register the imagery. Through analysis of the cross 
power spectrum under various sub-pixel shifts an interpolation-free approach to phase correlation 
registration was found (57(. As the translational shift progresses from integer to sub-pixel level, 
the power in the correlation surface's coherent peak becomes shared with that of the neighbouring 
peaks. Through analysis of the ratio between neighbouring peaks this approach is able to quantify 
the sub-pixel offset between imagery. Thus, if the power of the coherent peak is shared between 
position C(1,0) and 00,0) on the correlation surface then: 
('(1.0) 
dr - (? -5) C(I, 0) + C(0,0) 
Where Axp is the sub-pixel displacement along the x-axis. 
3.4 Phase Correlation with DMC Imagery 
The accuracy of the phase correlation algorithm will depend on several factors, from potential 
differences in spectral coverage or perspective between cameras to the site, level of overlap and 
texture content of the imagery. In order to establish expected accuracy and viability of using 
phase correlation with real imagery, a series of UK-DMC images with simulated shifts were 
registered. 
3.4.1 Scene Selection 
The choice of scene will have a large affect on the registration accuracy. Scenes which posses an 
abundance of image texture will register more favourably than those without. Different land cover 
types will offer different degrees of texture, with homogenous terrain, such as ice-sheets and 
oceans, being more difficult to register. Therefore, in order to gain a viable measure of the 
expected accuracy when registering DMC imagery, a series of UK-DMC scenes with different 
land cover types were considered. From these, the four images DU(X)OI()Lsm. DUO(X)l9esm. 
DUOOOOd5sm and DUOOOOd5pm representing agricultural, rocky desert. cloudy and ice-laden 
areas, respectively, were selected. These four images arc shown below in figure 3.2. 
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Figures 3.2 - DMC images representing 
land cover types 
a) Agriculture, b) Rocky Desert, c) Cloud and d) Ice 
The NIR. hand 3. channel was extracted from the above images to create four greyscale images. 
3.4.2 Shifts Generation 
For each greyscale 
image a series of windows with sub-pixel level shifts were generated. The 
synthesised sub-pixel shifts were obtained by shifting the greyscale image and then down 
sampling. The rate of down sampling along each dimension was greater than that of the shift such 
that the resultant image contains sub-pixel shifts. The accuracy of the registration will he highly 
dependant upon the size of the image window being registered and the corresponding window 
overlap 1701. A window size of 2(x) x 200 pixels was selected to test the accuracy of the 
registration. 
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3.4.3 Results 
Each shifted window was registered with the non-shifted equivalent using the phase correlation 
methods described above. For each of the four images representing different land cover types, one 
hundred shifted windows, each with separate sub-pixel shifts, were generated and registered. 
Figure 3.3a shows an example of the correlation surface of two image windows shifted by 1.5 and 
1.5 pixels in x and y. Fig 3.3h illustrates a zoomed in extent of the region around the main peak. 
From this we can clearly see how the energy becomes shared between multiple coherent peaks 
with sub-pixel shifts. For comparison, figures 3.4a and 3.4h illustrate how two image window 
shifted by 2 and 2 pixels in x and y will exhibit a single coherent peak at the point of registration. 
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Figure 3.3 - Correlation surface given a stlb-pixel shift between 1)MC images 
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Figure 3.4 - Correlation surface given an integer level shift hetw"een 1)111(' images 
The incoherent peaks across the correlation surface are representative of noise 1701. As illustrated 
in figure 3.5 the incoherent peaks from the above correlation surface are distributed about a mean 
of zero with a Gaussian distribution. 
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Figure 3.5 - Gaussian distribution of incoherent peaks across correlation surface 
For each of the four images with different land cover types, one hundred shifted windows, with 
separate sub-pixel shifts, were generated and registered. A representative sample of the resulting 
shift estimates are displayed in table 3.1. 
Tahlr I- Phase correlation shift estimates for four different land cover types 
Scene (Ax, Ay) 
Agriculture 
Rocky Desert 
Cloud 
Ice 
Estimates 
(0.8.0.9) (0.799,0.903) 
(0.1.0.9) (0.092,0.898) 
(0.6.0.1) (0.591.0.105) 
(0.3.0.5) (0.282,0.491) 
(I, I) (1.023,1.016) 
(0.2. I) (0-195,1.022) 
(I. 0.5) (1.029,0.494) 
(0.8. I) (0.801.0.976) 
(0.4,0.9) (0.388.0.947) 
(0.8.1) (0.812.0.073) 
(0.7.0) (0.7(X), -0.029) 
(0.8.0.9) (0.790.0.882) 
(0.7.0.8) (0.657.0.737) 
(0.7.0.4) (0.825.0.294) 
(0.3.0.5) (-0.133,0.597) 
(0.8.0.1) (0.838. -0.043) 
The standard deviation of errors, taken from I(N) simulated shifts, for each land cover type is 
shown in table 3.2 and displayed in figure 3.6. As expected. the column and row shift emirs were 
found to be largest over the relatively homogenous icy terrain. For agricultural and rocky desert 
regions accuracies of around 0.01 pixel (Iß) were found to he achievable. 
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As the row shift accuracy degrades following decay in scene texture so too docs the accllI " of 
the column shift estimate. This is evident in figure 3.7 as it high correlation between the error 
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Figure 3.7 - Changes in row and column error given changes in scene texture 
The data-points for the above plot are taken from table 3.2. 
3.5 Chapter Conclusion 
This chapter has considered the use of the phase correlation registration algorithm for extracting 
attitude-induced distortions from between pushhroom imagery. The phase correlation registration 
approach was chosen owing to its inherent search strategy. sub-pixel accuracies and low 
computational expenditure. The extraction of translational shifts to pixel and sub-pixel level has 
been discussed. 
In order to establish expected accuracy and viability of using phase correlation with real imagery, 
a series of raw UK-DMC images with simulated shifts were registered. From this, we can assume 
that, for the majority of land cover types. registration accuracies of 0.1 pixels (36) are achievable 
when using the phase correlation algorithm with DMC imagery, even in the presence of cloud. 
This assumption does not extend to ice-laden regions of the globe however. The accuracies 
attained within this section assume the shifts between imagery to he translational in nature and 
constant across the 200x2(X) window of interest. 
Chapter 4 
Image Based Attitude Model 
This chapter models the effects of attitude on translational shifts as viewed between 2 pushbroom 
images. The model is based upon a DMC camera system, platform and orbit and is split into six 
sections. The first two sections detail a geometric model of DMC pushbroom imagers and 
describe how such sensors are mounted on the DMC body. In Section 3 the sensor model is 
rotated into the orbital frame, in accordance with yaw, pitch and roll values, such that chosen 
pixels can be projected towards the ground surface. The separation between imager ground 
projections coupled with pixel ground track motion then allows for the estimation of row and 
column shifts viewed between the resulting imagery. Section 4 uses a series of iterations with 
secant convergence to add the effects of attitude rates to the above model. Section 5 describes 
how surface motion due to Earth rotation affects the model. A method to compensate for such 
motion is suggested in accordance with an additional Earth surface motion vector. A method for 
finding the magnitude and direction of this vector is discussed along with its assimilation into the 
model. Section 6 considers two ways in which Earth curvature can affect the model's shift 
estimations. A method to compensate for one of these effects is suggested. 
4.1 Sensor Frame 
Each DMC satellite has six, linear CCD, pushbroom arrays which together comprise the DMC 
Multi-Spectral Imager (MSI). These cameras can be grouped into three pairs with each pair 
viewing a different band or wavelength (Green, Red, NIR). For each pair, the two cameras are 
mounted on separate banks, so as to establish different pointing. Each bank is denoted as port or 
starboard in accordance with the direction in which the sensors point. Figure 4.1 illustrates the 
dual bank tri-band configuration of the DMC MSI. 
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Figure 4.1 - Configuration of DMC Multi-Spectral Imager 
Each array is modelled as a pinhole camera system and has it own frame of reference. The camera 
frame is defined such that the negative i(. -axis points along the optical axis and the x(. -axis 
is 
normal to the plane of the imaging array and points in the direction that the pushhroom sensor 
sweeps. The yc-axis then corresponds to the linear CCD array and is found by completing the 
right-handed system. Figure 4.2 illustrates the orientation of the camera frame axis in relation to 
the imaging plane of an array. 
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Figure 4.2 - Camera frame pixel projections 
From the above, we can represent the optical axis, Xv, and CCD array, 
is 
, within the cameras 
frame as: 
Xv, _ 0 
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0 
0 
(4-1) 
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The projection of a port or starboard pixel, or more accurately pixel centroid, can be represented 
within the camera frame as a unit vector: 
00 
Pý = sin yP and 
Sý = sin ys 
-COS yp - COS yS 
(4-2) 
Where yp and ys represent angles across the plane of the port or starboard array, away from the 
optical axis, respectively. Pixel projections within the starboard camera are denoted by S while 
those of the port are represented as P. The projections P and S are bound by the field of view 
(FOV) of the optical system: 
FOV 
< 
FOV 
_2 y< 2 
The CCD element, q, that y refers to is an integer that can be found through: 
ý=2+ftany 
(4-3) 
(4-4) 
where f is the focal length of the camera system, N represents the total number of CCD elements 
across the array and n is bound by: 
0<U<N 
4.2 Satellite Body Frame 
(4-5) 
The satellite body coordinate system is aligned relative to the structure of the satellite. While the 
zB-axis points towards the tip mass of the gravity gradient boom, the xB-axis is normal to the plane 
defined by ZB and yc, where yc is a sensor coordinate axis and parallel to the CCD array. The yB- 
axis is then found by completing the right-handed system. The orientation of the body frame 
relative to the satellite structure is illustrated in figure 4.3. 
Figure 4.3 - Satellite body frame coordinate system 
The satellite body is assumed a point mass such that the satellite's centre of mass representing the 
origin for body and camera coordinate systems. 
4.2.1 Nominal Configuration 
Within the body frame, cameras from opposing DMC MSI banks are canted, such that for each 
hand, one imager is projected to the port and the other towards the starboard side of the DMC 
flight path. It is important to note that the designation of port hank or starboard hank merely 
relates to the general pointing direction of that sensor and hears no relation to the positional 
mounting. The port and starboard camera frames are therefore separated from the body frame by 
the cant angle ß, such that: 
XB =CXC 
with: 
00 
C= 0 cosß -sing 
0 sin 8 cos ß 
(4-6) 
(4-7) 
where X,. and XB represent a unit vector, as measured in the camera and body frames. 
respectively. For the starboard imagers the rotation angle Q is negative. As such, and 
in 
accordance with the design specifications of the DMC MSI, the orientation of a dual-hank single- 
hand sensor pair can he nominally modelled within the body frame with the following 
assumptions: 
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" The two CCD arrays arc both initially within the plane defined by XB =0 
" The normal of each CCD array initially makes the angle, 8 with the z-axis 
The orientation of a single-hand dual-hank sensor pair, as defined through the above assumptions, 
is illustrated in Figure 4.4. Sensors are mounted such that they share a common focal point, which 
is depicted below as the coordinate system origin. 
ZB 
Figure 4.4 - Orientation of dual-bank DMC sensor pair onboard satellite body 
The combined ground projection of the port and starboard imagers provides a large effective 
swath and a small region of overlap (depicted as the shaded region 
in figures 4.4 and 4.5). The 
magnitude of this region of overlap, between port and starboard arrays, can be calculated as: 
B=FOV-2)6 (4-8) 
where Sdefines the angular overlap between 
imagers (measured across the plane of the trailing 
array), outside which pixels of alternate arrays will not correspond to one another (see figure 4.5). 
Figure 4.5 - Projection of DMC imagers according to design specifications 
4.2.2 Actual Configuration 
Contrary to the design specification, analysis of the DMC imagery has revealed that. in addition to 
the above, there exists an along-track separation between the imager ground projections. These 
along-track displacements are the result of small angular misalignments that are most prominent 
between port and starboard cameras, with the latter being projected ahead of the former. The 
angular discrepancy between multi-hand cameras of the same hank is somewhat less in 
magnitude, but none the less apparent. Figure 4.6 gives an exaggerated account of the inter-sensor 
alignment. 
Figure 4.6 -Actual projection of sensors onboard DM(' 
In order to accurately depict the above misalignment an extra rotation, a, that is mcasured about 
the imager sensor, Xs, is introduced. This additional rotation creates an along track separation 
between imager ground projections, such that our previous condition, whereby one imager must 
he projected ahead of the other to allow extraction of attitude from such imagery, is satisfied. This 
further rotational displacement between imager and body frame leads to the following extension 
to the above assumptions: 
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The optical axis of array n is rotated about the camera x-axis by an angle a such that it crosses 
the XB -axis 
Where n is (p1, p2, p3, sl, s2, s3) and refers to band 1,2 or 3 on the port or starboard camera. 
Although the angle ais of small magnitude' the displacement effects are clear within the imagery, 
owing to the exaggeration arising from the orbital altitude of the DMC. 
From the above, we can now represent the angular separation between each camera frame and the 
satellite body frame, in terms of a, and ß,,: 
cos a 
C sin ß sin a,, 
cos ß, sin a,, 
0 -sin a 
cosß -cos a sing 
sin ß cosß Cosa 
(4-9) 
Where C represents the rotation matrix that translates a given vector from camera to body frame 
coordinates. As detailed above, the starboard array ß is negative, such that Qs = -ßp. Given the 
above, a vector in the port band- I camera frame, 
(X 
pl 
)c 
, can be represented in the port band-2 
camera frame, 
(P2 )C 
, as: 
\X P2 /C 
CP2CP1 
\X Pl /C (4-10) 
Since we are only concerned with distortions or shifts between any two DMC images, only two 
camera systems need be considered at any one time. For the purposes of this model, and unless 
otherwise stated, we will distinguish the two sensors of interest as a single-band dual-bank sensor 
pair from band I. For the port, band I sensor the angle a is assumed to be zero, such that the 
nominal rotation in equation (4-7) remains valid. As such, band reference n need not be used 
unless referring to alternate sensor pair combinations. Similarly, as, may be denoted as simply a 
The optical axis (Xv8) and CCD array 
(i5') of the front, or starboard, sensor can now be 
represented within the satellite body frame in terms of the following unit vectors: 
1 Assumed sub-degree. 
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sina 
XvB = CS Xv, = -sin, ßcosa 
-cosacosfl 
and 
(4-11) 
0 
Xs', = Cs Xs,. = cosß 
-sinß 
(4-12) 
A vector representative of the plane of the starboard array can be obtained through either the cross 
product of the above or rotation of camera x-axis: 
4e = Cs 
I 
0 
0 
cos a1 
(4-13) = XVB xXsB = sin fl sin a 
Lcos f3 sin a 
The projection of a chosen pixel along the port, or trailing, array can be represented in the body 
frame as: 
0 
PB=CPý= sin(, 6+yp) 
-COs(, 6 + r, ) 
(4-14) 
where y,, represents an angle across the plane of the port array, away from its optical axis. 
4.3 Absolute Attitude 
Let the orbital frame be defined such that the y-axis is normal to the orbit plane, the z-axis is away 
from the centre of the Earth and the x-axis is found by completing the right handed system. Under 
nominal attitude the attitude frame is in alignment with the satellite body frame. With changes in 
attitude, the body frame becomes separated from the orbital frame. As discussed in Chapter 2a 
variety of methods for representing the separation between two frames exist. For the purposes of 
this research Euler angles were chosen to represent the attitude of the spacecraft. 
Euler angles remain one of the most popular choices for attitude representation, partially owing to 
the ease with which they may he interpreted. They also have the advantage of only requiring three 
parameters as opposed to four for a quaternion or nine for a direction cosine matrix. An 
unfortunate property of Euler angles is that, at a given angular position, they will contain 
singularities. This problem can he averted however by selecting a Euler scheme which places the 
singularity outside the region of interest. This thesis therefore utilises a 3-2-1 Euler convention 
such that the singularity will not occur unless the second rotation is 7c/2. This will correspond to 
a pitch of 90°, which is outside the bounds of the technique as beyond 65° the sensors will no 
longer he able to view the Earth. The separation between the body frame and orbital frame can 
therefore be represented by yaw (p ), pitch (tr7 ) and roll (v ), such that: 
Xo = AXB (4-15) 
With: 
A= 
00 
0 cosy -sine 
0 sinv cos' J 
cos'ü 0 -sinC7 cow sing 0 
010 -sin, u cow 0 
sinü3 0 cosüT 001 
(4- 16) 
where X and XB represent position vectors in the orbital and body frame, respectively. With 
this, the projection of a pixel corresponding to yp on the port array can he expressed in the orbital 
frame as: 
Po -! v8 (4-17) 
For the purposes of simplicity, the Earth surface is assumed to he a plane whose normal is parallel 
with our orbital z-axis (See Figure 4.7). 
Figure 4.7 - Projection of sensor onto theorized ground plane with 
focus on vectors of interest 
With this, a port pixel projection I can be projected onto the ground surface: 
-h Po =ý Po 
Po"k 
(4-18) 
where Po is a non unit vector of magnitude 
IPI 
and h represents the altitude of the satellite 
platform above the plane of the Earth's surface. With knowledge of P,,, the distance between the 
ground projection of pixel 7, and the plane of the front array, as measured along its normal, can 
be calculated from: 
IqI= -qo. po (4-19) 
The velocity at which the projected pixel, p approaches the front imaging plane, as measured 
along q, can be calculated as: 
IV9I 
=lVr, 
l(Vc'9o) (4-20) 
where V, represents the velocity of the imaging planes ground projection. This runs parallel to 
our orbital frame x-axis and is equivalent to a rescaled satellite velocity vector: 
r V° - vs (r+h) (4-21) 
where r and VS represent the radius of the Earth 2 and the velocity vector of the satellite, 
respectively. The time taken for the pixel projection i, to meet the plane of the front array is 
therefore: 
AT= 
I91 
_I 
PI \ 
4e'Peý 
1 V4 Vc Vc ' 90 
2 Assuming a spherical Earth 
(4-22) 
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For a push-broom sensor, the size and separation between successive rows of pixels is a function 
of time. The delay AT can therefore be used to equate the expected row shift (y/R) for pixel yp 
as: 
AT 
WR 
Y' R-L 
D 
(4-23) 
where Lo represents the Line duration as specified by the camera. In order to determine the 
expected column shift we must find the starboard, or front, array pixel (St ), with which the pixel 
projection i will register. This is achieved by tracking po forwards along the ground plane with 
velocity t%; for the duration of the time delay AT, such that: 
sý = P,, +v,; eT (4-24) 
The pixel that So relates to along the starboard array can be found through: 
cos ys = 
So " Xvo 
ßs1 
(4-25) 
where ys represents an angle within the plane of the front array's projection, across from its 
optical axis. By then projecting the angles ys and yp up onto their sensors the corresponding 
pixels along each CCD array with which they relate can be found. A measure for the column shift 
(W, ) of pixel rp can be predicted by comparing the relative displacement, in pixels, across from 
the optical axis of each array: 
y/(. = x'-(/js -nP 
)= ir- f(tanys - tanyp ) (4-26) 
The above relationship, between port or starboard pixel projections and predicted column shift, 
yic, is illustrated below in figure 4.8. 
n, ot 
I 
_ uv " 
r, s Y. 
n, 
0 
L_L1_IIIiiiiiiri iii. i. iiii. iI 
Figure 4.8 - Estimation of column shift, (vc , using port and starboard pixel projections 
The focal length f is measured in pixels and is a function of the satellite field of view (FOV) and 
total number of CCD elements along each array (N): 
f= 
2 tan 
N 
CFOV1 
2 
(4-27) 
The parameter Kcan be seen as a correction factor that attempts to account for /Q and minimise the 
nominal column shift. The correction factor K is essentially an estimate of the number of pixels 
outside the overlap region S, and can be found through: 
x=N-2f(tanl 
FOV1-tanrF0ý-811 
2 
=N- 
2 sin CFOVI 2J 
cos( 
FOV jcosI FOV - 81 
l22) 
(4-28) 
Using equations (4-23) and (4-26) the expected row and column shifts between DMC images, 
given a yaw, pitch and roll, can be found. In order to accurately model the effects of attitude on 
pushbroom imagery however we must account for attitude rates in addition to absolute attitude. 
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4.4 Attitude Rates 
With the introduction of yaw rates, pitch rates and roll rates the velocity vector of a 
trailing array pixel projection, P,, will begin to vary from that of Vý , with the 
direction and 
magnitude of this divergence being functions of time. This, in turn, will result in a deviation of 
VqO and consequently AT from equations (4-20) and (4-22), respectively. The time varying speed 
and path of the pixel projection makes AT difficult to predict analytically. The time taken for a 
trailing pixel to reach some point along the front array can be found however by iteratively re- 
projecting Po over a series of time steps until it reaches some point along the starboard array and 
141 
converges to zero. 
For the first time step we assume rates to be nominal, such that equations (4-19) and (4-22) can be 
used to form an initial estimate, AT,, , of the catch up time, with the subscript n corresponding to 
the most recent estimate. The direction in which the trailing pixel projection points, after a time 
AT, and given rates of rotation, is found through: 
(PO )n 
- 
100 
0 cosy -sing 
0 sine Cos IV 
rs.. . a. 1 r ... . ... .. n 
i 010 11 sin, ü cos, Ü 0 
sine 0 cose 001 
Pe (4-29) 
with 
V =V+VOTn 
G7 = trT + ü7 oTn 
P- P+ IýAT 
where ('), is the direction that a trailing pixel points after a time AT, As seen in Figure 4.9, this 
unit vector is projected towards the ground plane using equation (4-18) and advanced in the 
direction of ground track motion, vG , 
for a time dT , such that: 
ýSo ýn 
- 
rPo I 
+VcAT. (4-30) 
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where 
(5, ) 
corresponds to the ground location of the trailing array pixel projection at time AT, 
and is equivalent to the most recent estimate of So . 
Figure 4.9 - Effect of attitude rates on pixel projections and ground track 
As seen in Figure 4.9, after a time AT a trailing array pixel projection P, will not necessarily 
meet a point along the front array, S, owing to the attitude rates. The remaining distance between 
(5, ),, 
and the plane of the front array, as measured along the normal can he calculated for time 
AT,, from: 
lyl" 
--y - 
(So) (4-31) 
Where Iql can be positive or negative, depending on the nature of the attitude rates. This 
remaining distance is equivalent to an error value, from which, a new and more accurate catch up 
time, JT+j, can be estimated: 
1 OT,,,, = AT,, +i1,, Vy 
(4-32) 
This may he greater or less than the previous estimate of AT. The above process is then iterated. 
such that the most recent estimate of the catch up time AT is used in equations (4-29) and (4-30) 
to find the location of the trailing array pixel projection for that time step (AT,,,, ). Equation (4-31) 
is then used to calculate the error or remaining distance, 14 I,, , 
between pixel projection and front 
array such that a more recent estimate of AT may then he made. 
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Although the above will approach convergence the progression will he slow, with the number of 
iterations required increasing rapidly for attitude rates of larger magnitude. This is mainly due to 
the effect of rates on V,; and consequently Vq(, not being appropriately accounted for in equation 
(4-32). In order to speed the convergence along, the secant method is therefore employed. 
The secant method is an iterative algorithm for finding the point at which a non-linear function 
converges to a given value. Unlike the Newton Raphson method the secant approach does not 
require the differential of a function. For example, suppose we have a function f(x) and need to 
know the point at which f(x)=0. If the current approximation is x, and the previous is x_, then we 
can derive the formula for a better approximation, x+,, with: 
_ 
(x. 
-X-i) f ýx, 
ýý x, -x (f (x) -f(x-, » 
For the purposes of the above model this takes on the following form: 
(AT -AT"-, ) AT,, - 90 
Il 9o I -I9oI-i 
(4-33) 
(4-34) 
As can he seen from the above recurrence relation, the secant method requires two initial guesses 
(AT, and AT,, , ). The convergence of AT using equation (4-34) 
is illustrated in figure 4.10. 
IQeI 
T, dT dT., 
AT 
Figure 3.10 - Secant convergence of catch up time AT 
This method essentially utilises the difference between two estimates in conjunction with the error 
in lyl to extrapolate the required shift in JT and reach a better or closer approximate, AT+,. 
Provided the initial guess is close enough, the convergence should be approximately quadratic 
with the number of correct digits roughly doubling with each step3. 
With the help of the secant method a suitable threshold can be reached within a few iterations as 
the error in AT, and consequently row shift, falls beyond the registration scheme accuracy. Given 
AT, the row shift and column shift can then be found through equations (4-23) to (4-26) ensures 
the most recent estimate of §,,, from equation (4-30), is used in place of that from equation (4- 
24). 
Through the use of the above model, the effects of absolute pointing and attitude rates on 
translational shifts between imagery can be determined. Two factors not accounted for however 
are those of Earth rotation and the effects of Earth curvature. 
4.5 Earth Rotation 
For the above model, the trailing pixel projection P is assumed to travel along the ground plane 
with velocity vector V,. After a time AT, this reaches a line that corresponds to the ground 
projection of the front imager as measured at time zero. In reality however, the ground plane, and 
corresponding front imager projection line, is in motion relative to the satellite orbit frame. The 
trailing pixel projections will therefore be seen to reach and register different pixels along the 
front array and at different times to expected, leading to errors in column shift and row shift, 
respectively. In order to compensate, a new ground velocity vector (t,, E) that accounts 
for Earth 
rotation is used. We can express the velocity vector VoE in terms of the satellite ground track 
velocity vector (VG) and the Earth surface rotation vector (VE) such that: 
VaE =VG -VE (4-35) 
Where VE corresponds to the velocity of a point on the ground plane as a result of the rotational 
motion of the Earth. Figure 4.11 illustrates how the ground track of pixel P changes in 
accordance to Earth rotation, as measured within the orbital frame. 
Provided the initial guess is close enough to the unknown zero. 
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Figure 4.11 - Effect of Earth rotation on ground track of pixel projection 
The magnitude and direction of the vector Ve can be seen as dependent upon the latitude of the 
pixel projections. 
4.5.1 Local Direction of Earth Rotation Vector 
In order to determine the direction of the Earth rotation vector, VE, within the orbital frame, we 
must first find its unit vector in an Earth-Centred Inertial (ECI) flame. In an ECI reference frame 
the x-axis points towards the vernal equinox, the z-axis points along normal to the rotational pole 
of the Earth and the y-axis completes the right-handed system. 
A vector indicative of surface motion (VE) in the ECI frame will have no z component, but an x 
and y components that are dependent upon the position of the satellite, or projected pixel. If we 
consider an inclined, circular orbit about a spherical Earth then the direction of the surface motion 
vector Vt can he seen as a function of latitude (L) or argument of latitude (u). In such an orbit, the 
sub-satellite point position vector, R, can he represented within the ECI frame as: 
I 001 
R= 0 cost -sinz 
0 sinz cos r 
rcosu 
rsin ucos z 
Lrsinusin T 
rcosu 
rsinu 
0 
(4-36) 
where r represents the radius of the Earth. r the inclination of the orbit. Figure 4.12 illustrates the 
above orbit along with the ground track and velocity vector of the sub-satellite point. Since a 
nominal rotation about the ECI z-axis does not affect the orbit-Earth rotation geometry the 
ascending node d2can be assumed as zero, such that the ECI frame x-axis aligns with the line of 
apsides. 
-i 
Figure 4.12 - Inclined circular orbit about spherical Earth 
As seen in Figure 4.12, the z-component of vector k can be used to form a relation between the 
argument of latitude, u, and Latitude, L, given the satellite inclination. 
sin L 
sinu = 
sin r 
(4-37) 
The argument of latitude can therefore be determined from the satellite latitude or z-component of 
the satellite position vector, R, given the inclination. In the ECI frame, the z-axis represents the 
axis about which the Earth rotates and so is orthogonal to the surface motion vector VE. The sub- 
satellite point h is normal to the local Earth plane and therefore, also forms a right angle with the 
surface motion vector. A vector representative of the direction in which the Earth surface rotates 
can therefore be found through the cross product of the ECI z-axis unit vector and the sub-satellite 
point, R. 
VE(EC! 
) =_Z ECi 
X R= i 
il 
1ZECi xR 0 
(4-38) 
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where VE, EC represents the velocity vector of 
the Earth as measured in the ECI frame and i, j and 
k represent the components of the sub-satellite position vector, such that: 
R= J 
k 
(4-39) 
The magnitude of the Earth rotation vector VE(EC, ) has not been accounted for or determined at 
this point. 
The sub-satellite point, k, and ECI frame x-axis vector, XEC, , both represent positions on the 
orbital plane. The normal to this plane, 
i, can therefore be found through the cross product of the 
previous two vectors: 
I =xscrxR - -k 
J 
o 
Equations (4-37) and (4-39) yield non-unit vectors owing to the magnitude of k. 
(4-40) 
The normal to the orbit plane is equivalent to and 
defines the orbital frame y-axis. If we can 
determine the angular separation between the orbit normal, 
i, and the Earth rotation vector, 
VE(EG) 
, 
in the ECI frame, then we will then have a measure of the Earth rotation vector that can 
be carried over to the orbital frame. This angle will 
be measured through the dot product of the 
negative orbital y-axis, - 
!, and the Earth surface rotation vector, VE(ECJ), as measured in the ECI 
frame: 
tRxxECiIZECr 
cos 
xRý 
IR 
x ZECº 
I IZECº 
X RI 
ik 
(4-41) 
j2+iz kz+j2 
where corresponds to the angle between the negative orbit normal, i, and the Earth rotation 
vector VE(Ec . If we take the square of equation (4-41) we find: 
cOS2 ý= 
i2 k2 
j2 +i2 k2 + j2 
I 
j4 
+2++ 
jý 2 1 
i2k2 i2 k2 
I 
1+2i 
k2 
(i2 
+ j2 +k2) 
I (4-42) 
I+ 1 1RL'2 
ý ik ) 
We can then express this in terms of the tangent of the angle ý: 
taný= lk 
J 
ik 
(4-43) 
With the use of equations (4-36) and (4-39) the angle, ý, between the negative orbital y-axis and 
the Earth rotation vector, can then be represented in terms of orbital components: 
tan r(rsin u cos Z) _- 
cot r 
rZ cos u sin u sin r cos u 
(4-45) 
Figure 4.13 shows how the Earth surface rotation vector 
VE deviates from the negative yo-axis by 
ý in the orbital or ECI frame. 
-Ecl 
Figure 4.13 - Earth surface motion vector in orbital frame 
The direction of Earth rotation within the orbital frame can therefore he represented as: 
Vt. - = 
[siný 
-cos J] = 
- I/ tan' rcos' u+I 
- tan r cos u/ tan' r cos' u+I 
0 
(4-46) 
0 
The angle 5 also represents the angle between the satellite ground velocity vector, V1, , and the 
local North. A unit vector corresponding to the direction of Earth surface rotation can now he 
determined in the orbital frame, given the orbital inclination and argument of latitude or latitude 
of the sub-satellite point. In order to complete the vector VF the magnitude lVF. l must also he 
found. 
4.5.2 Magnitude of Earth Rotation Vector 
The magnitude of the surface rotation velocity vector VE is independent of the orbital elements of 
the satellite. The scalar IVEI is a function of the pixel projection's latitude and the rotational 
period of the Earth. 
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In order to calculate the magnitude of surface motion below the satellite the rate at which the 
Earth rotates relative to the orbit plane of the DMC must be found. If we assume the DMC orbital 
plane to be stationary within inertial space then the Earth will rotate beneath this plane at a rate of 
I revolution per 23h 56m and 4.091 s or one sidereal day. 
The orbital frame of the DMC does not remain entirely stationary within the ECI frame, however. 
Due to the oblate shape of Earth, the right ascension of the ascending node (S2) increases over 
time at a constant rate S2. This rotation of the orbital frame about the ECI z-axis is a function of 
the orbit inclination (z ) and satellite altitude (h). A good approximation for the rotation or 
precession rate [72] is: 
z S2=-hz JZWcosr (4-47) 
Where W is the satellite's angular frequency in rads/s and J2 is the Earth's second dynamic form 
factor, used to represent the equatorial bulge. 
With the DMC, each satellite shares the same orbital plane, which has an inclination of 98° and 
orbital altitude of around 700km. As such, the DMC orbit falls into a special category of orbits 
termed sun-synchronous. Sun-synchronous orbits precess in a retrograde fashion at a rate of 360° 
per year. This means that the solar angle and surface illumination angles are kept constant 
throughout the year and that a DMC satellite will cross given lines of latitude at similar local solar 
times each day. The exact local overpass times and illumination angles for a given latitude will 
vary periodically through the year however, owing to the eccentricity of the Earth's orbit about 
the Sun and the consequent variability in Earth's orbital velocity. As a result of the sun- 
synchronous orbit, the Earth surface will be seen to rotate relative to the plane of the DMC orbit at 
the rate of 1 revolution per 24 hours, or 15° per hour. 
If the Earth is assumed a sphere of radius r, then the magnitude of surface motion due Earth 
rotation can be found from: 
1 VEI -eErE (4-48) 
Where 9E is the rate at which the Earth rotates beneath the DMC orbit plane, measured in rads/s, 
and rE corresponds to the effective Earth radius, measured across the plane defined by the 
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rotational pole of the Earth. Figure 4.14 illustrates how the effective radius, rE, remains 
orthogonal to the ECI frame z-axis. 
Figure 4.14 -Latitude dependence of Earth rotation 
Over the equator rE can be assumed equal to the Earth radius, r. If we take an Earth radius of 
6,378km then we find that the speed at which a point on the equator moves due to Earth rotation 
to he approximately 460m per second. With a 0.5 degrees alpha this would potentially correspond 
to a shift of 13 pixels. The effects of Earth rotation on image shifts is therefore significant. At 
higher latitudes the Earth surface will move at lower speeds as the effective radius, rE, diminishes 
with the cosine of the latitude, L: 
rE =rcosL (4-49) 
This motion will theoretically reach zero speed at either of the rotational poles. Since the orbit of 
the DMC has an inclination of 98°, the sub-satellite point and ground swath will typically not pass 
over either rotation pole. 
Using equations (4-46) and (4-48) the direction and magnitude of the Earth's rotation velocity 
vector, VE , can 
he found within the orbital frame, respectively. This vector can he used in 
conjunction with equation (4-35) to find a new velocity vector (V(; E) that more closely depicts the 
As measured from the Earth's axis of rotation or the ECI z-axis 
4-23 
motion of a trailing pixel projection (P) across the surface plane. The new ground velocity 
vector, VIE , can then used in place of in equations (4-22) and (4-24). 
4.6 Earth Curvature Effects 
So far, the model the Earth we have assumed is a flat plane whose normal coincides with our 
orbital z-axis. In reality however the Earth is more of a lumpy spheroid. For the purposes of 
extending the above assumption we shall assume it a sphere whose surface is curved, such that, 
for every mile travelled, there is a drop of approximately 8 inches 1731. Not accurately accounting 
for this curvature will lead to a number of aberrations and distortion errors within the model, 
should the pixels of interest be off-nadir pointing. 
4.6.1 Inter-Imager Curvature Error 
One effect not accounted for in the above model relates to the distance hetwccn ground 
projections P and S'. As seen in figure 4.15, this distance, as measured across the Earth surface 
(d, ) is larger than as estimated over a flat plane (d2). This will lead to a general underestimation of 
the catch up time for P to reach S and a corresponding error in row shift. 
Figure 4.15 - Effect of Earth curvature on separation between pixel projections 
If the angle between pixel ground projections P and .4, as measured 
from the centre of the Earth. 
is WE , then the curved ground distance , 
d,, between such pixels can he represented as: 
ýi=r Otr (4-50) 
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Where r is the radius of the Earth and 0E is measured in radians. The equivalent ground distance 
between P and j as measured across a flat plane, d2, can be found using the cosine rule: 
d2 = 2rsin(OE/2) (4-51) 
In order to gauge the scale of this discrepancy we must consider the angle OE. For a near nadir 
pointing case 0, can be approximated by: 
tan 0E =h tan 0 r (4-52) 
where 0 corresponds to the positive angle between P and S as measured from the satellite body. 
With an approximate DMC altitude of 700 km and Earth radius of 6,378km, the angle 0E can be 
seen from equation (4-52) as almost an order of magnitude less than that of 0, which is already 
assumed to be sub-degree. Given that the magnitude of the angle between DMC imagers, 0, is 
very small and from the above, we can justify the following small angle approximation for 0E : 
sin( 
OE )= OE 
22 
Such that, 
(4-53) 
d2 "ý rOE ' dl (4-54) 
where 0E is measured in radians. The error in the above assumption can be seen as: 
ad =dz-d, =2440E 
l-E1=2rý (_ 1), ýEl (z, +)) 
l `2 )2) ;ý 
(2i+1ý! 2J 
For a 0.5° 0 and corresponding 0.055°OE the error, 6d , resulting from the above small angle 
s 
approximation will be less than lmm on the ground. This proves d, and d2 to be, for the case of 
s Assuming nominal attitude 
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DMC imager projections, essentially equivalent. The above effects of Earth curvature between P 
and S are therefore deemed negligible. 
4.6.2 Projection Magnitude Error 
A second and more significant effect of Earth curvature that is not accounted for in the above 
model concerns the estimated distance between the satellite and pixel ground projections. As seen 
in figure 4.16 below, the actual magnitude of a chosen pixel projection, 
1/'J, 
can he far greater than 
as calculated from equation (4-18), given off-nadir pointing. The magnitude of the corresponding 
starboard pixel projection, §, will undergo similar underestimation as P. 
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Figure 4.16 - Effect of Earth curve on pixel projection magnitude 
Therefore, with a curved surface, pixels P and S must he projected a greater distance than 
previously calculated before meeting the ground plane. As seen in figure 4.17, this leads to an 
increased ground separation between such pixel projections. 
O. r, Ox, 
Figure 4.17 - Effect of new ground height 
This increase in ground separation between P and S leads to a catch up time, AT, and 
corresponding row shift, y'R, that is greater than estimated through the above model. The issue is 
most prominent for pixels towards the outer edge of the sensor FOV, even during nominal 
attitude, owing to the large swath of the DMC. 
In order to compensate for such effects the height of the ground plane must he recalculated, such 
that IPI and 
I. 
can he more closely approximated. To do this we must find the angle between the 
sub-satellite point6 and pixel projection 6 as measured from Earth centre: 
i sinyy(r+h) Äde =sin C, r 1-ý (4-55) 
Where Ko represents the angle that P points away from nadir; the cosine of which corresponds to 
the z-axis component of P 's unit vector: 
=P"ý ký coso (4-56) 
The distance between the satellite and the new ground plane, as measured along the orbital z-axis, 
is then found through: 
e The sub satellite point represents the point of intersection between a theoretical line joining the 
satellite centre of mass to the centre of the Earth. 
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This new ground plane height, h2, can then be inputted into equation (4-17) in place of h, allowing 
a closer approximation of IPI and Isl to be found. This in turn leads to a larger catch up time, AT, 
and corresponding increase in row shift. Since the FOV of the DMC is rather large, h2 must be 
recalculated for each y chosen across the array. This assumes the z component of P and S to be 
approximately equal. 
4.7 Conclusion 
A model capable of estimating translational image shifts according to absolute attitude and rates 
has been created. Attitude rates were calculated in the model with the use of an iterative 
convergence algorithm. The model is based upon a dual-bank single-hand DMC sensor pair and 
assumed in a circular orbit similar to that of the DMC. The effects of Earth rotation and Earth 
curvature have both been found sufficient to affect the model's image shift estimates. This chapter 
therefore includes extensions to the model to account for the latitude-varying effects of Earth 
rotation with the inclusion of an Earth surface motion vector. The off-nadir pointing effects of 
Earth curvature are also considered through an adjustment in the altitude of the satellite platform. 
Chapter 5 
Simulations 
In the previous chapter a model was proposed to predict inter-image shifts given a known attitude 
position and rotation rate. In order to invert this process and ultimately obtain viable attitude 
knowledge from imagery a better understanding of the link between orientation and image shifts 
must be realised. To such ends, this chapter uses the model to create a series of simulated 
manoeuvres and then analyse the effects on the row and column shifts between two images. 
In section 5.1 we define a series of assumptions, concerning the camera, satellite body its and 
orbit. Section 5.2 examines the initial pattern of row and column shift under nominal attitude and 
rates, from which a measure of across-track variability for each shift is then introduced in section 
5.3. The effects of non-nadir attitude are considered for rotations about a single body axes, and 
then for consecutive three-axes combinations in section 5.4. The effect of attitude rates on each 
shift measurement is then investigated in section 5.5. Once the effects of attitude and attitude rates 
have been determined, section 5.6 will consider the effects of the model extensions (as detailed in 
chapter 4), such as potential changes in satellite altitude, effects of Earth curvature and also Earth 
rotation. 
5.1 DMC Model 
Unless otherwise indicated, the satellite altitude (h) and velocity (Vs) are assumed constant and 
equivalent to a circular orbit approximating that of the DMC satellites. Each imaging sensor 
consists of 10,000 CCD elements (N) and a Line duration (Ld) of 0.0048 seconds allowing 
approximately 208 lines of N pixels to be scanned per second. The relative orientation of the 
camera pair is assumed an exaggerated equivalent of a single-band dual-bank sensor pair from the 
DMC Multi-Spectral-Imager (MSI), with a 0.5 degree a being assumed. The cant angle 8 is 
assumed equivalent to DMC MSI design specifications, which is approximately 12.6 degrees. 
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Unless otherwise stated, this chapter focuses upon the region of overlap between dual hank sensor 
pairs. As such, and due to the angle ß, the range of pixels across the array with obtainable shifts 
will he confined to an area of overlap. We assume a 26.6 degrees Field of View (FOV). from 
which we find the region of overlap. S to he approximately I degree in sue, or 5(X) pixels (see 
equation (4-8)). 
Unless otherwise stated, the Earth surface is assumed flat and motionless such that the effects of 
Earth curvature and Earth rotation can he ignored. These effects are analysed separately towards 
the end of the chapter. 
5.2 Nominal Attitude and Rates 
Before we consider the effects of' attitude on image shifts we mint first understand the initial 
pattern or variations in shift seen under nominal attitude and rates. Under such circumstances a 
pixel will he seen to exhibit a given row and column shift. This row shift and column shift will 
vary for each pixel across the overlap region (See Figures 5.1 and 5.2). 
5.2.1 Row Shift 
The row shift was calculated for each pixel across the overlap (between a dual-hank sensor pair) 
using equation (4-23). As seen in figure 5.1 the row shift exhibits a linear decrease across the 
region of overlap, from port to starboard. 
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Figure 5.1 - Across-track variation in row shirt within the region of overlap 
The linear decrease in row shift across the array is representative of the varying distances and 
consequent delays between the ground projection's of alternate imaging planes. This non-parallel 
relation is primarily a function of 8, with the angle between imager ground projections, B, under 
nominal attitude and rates being: 
j" kxqy. 
_ cos o= 
cosa 
Ik 
xqS sin' asin' ß+cos' a 
or more simply: 
(5-1) 
tan 0= tan a sin )6 (5-2) 
Where j and k are unit vectors along the x and y axis of the orbital frame and 
(kx4, ) is a vector 
that corresponds to the ground projection of the starboard imaging array. With a /angle of around 
12 degrees and an a angle of half a degree the actual magnitude of 0is merely a tenth of a degree 
in magnitude. The ability to resolve such a small discrepancy in ground separation is dependent 
upon the sub-pixel accuracy of the registration scheme. The effect of the initial angle 9becomes 
more perceptible as the sensor's orientation increasingly deviates from nadir pointing. 
5.2.2 Column Shift 
Equation (4-26) was used to calculate the column shift for each pixel across the overlap region. In 
contrast to the above, the column shift exhibits a non-linear variation across the region of overlap 
(See figure 5.2), peaking towards the centre of the overlap and decreasing non-linearly from this 
point outward. 
Variation in column shift across sensor 
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Figure 5.2 - Across-track variation in column shift within the region of overlap 
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The bowed appearance comes from equation (4-25) and related to the size of a pixel's 
Instantaneous Field Of View (IFOV) decreasing non-linearly with increasing distance from a 
CCD array's central element. 
As seen in figure 5.3 a point on the ground within the area of overlap can he projected up through 
the focal point and onto the port or starboard array. If this pixel projection points off-nadir by an 
angle, 0, then the magnitude of ys will normally he different to that of y,.. due to ß, as the point 
of interest is projected onto different sections of each array. 
Figure 5.3 - Magnitude of port and starboard IFOV for off-nadir ground location 
If, as above, we assume a pixel projection to he pointing off-nadir by an angle. B, then the 
corresponding magnitude of y, or y., can he seen as a function of B. 
Ir. sl =Q+e IrPI =# -e 
(5-3) 
The difference in magnitude between y, and y,, will therefore correspond to 20. Figure 
5.4 
illustrates how the above pixel projection will register at different distances along each 
CCD 
array, leading to variations in the size of a pixel's IFOV in accordance with the difference 
between Iysl and lypl. This is primarily a result of the pixel size (F)) remaining constant. 
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Figure 5.4 - Effect of 
lyl 
on IFOV 
As the magnitude of Id increases the IFOV diminishes such that pixels towards the outer edge of 
the CCD array view the ground through smaller angles and consequently view smaller areas of 
ground than pixels toward the centre of the array (assuming similar pixel sizes) as: 
IFOV =can-'(Id +f) -W (5-4) 
Therefore, as theta progresses across the area of overlap, from -82 to +d'2, the size of a port 
pixel's IFOV will reduce compared to that of the corresponding starboard pixel, which increases 
(see figure 5.5). As such the maximum IFOV for the port pixel will correspond to the minimum 
IFOV for the starboard, and visa versa (See figure 5.4). The extent to which the pixel sizes differ 
across the area of overlap has a non-linear dependence on theta. 
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Figure 5.5 - Across track column shift resulting from variable IFOV 
0 
Through equation (5-4), this negative correlation in pixel size between port and starboard arrays 
results in the bow shaped variation in column shift across the overlap, as seen in figure 5.2. At 
some point, yn, towards the centre of the overlap, jr I and I yP I will coalesce towards to ß, 
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allowing port and starboard pixels to view similar sized areas on the ground. Under nominal 
attitude, the pixel yn will represent the maximum column shift within the overlap region and will 
approximately correspond to nadir, or zero 9. 
5.3 Cross-Track Variation 
In order to better discern the effects of attitude, the observed cross-track variability in shift must 
be accounted for. As such, a measure for row shift variation, pR , and column shift variation, p,, 
is introduced: 
PR - 
Y'R(YB) 
VIR(YA) and Pc =vc(Ya)-vc(Yn) (5-5) 
iyc and WR are the column shift and row shift of pixels yA and yB , which represent pixel 
positions at opposing ends of the overlap region, from port to starboard, respectively, such that 
yA=-ß+g and ye=-ß-g with g=b. 2 
With pc and p, we can measure the cross-track gradients in shift observed in figures 5.1 and 
5.2. The accuracy of our new gradient measure is proportional to jr, -y'j and consequently 
limited by the size of the overlap. In addition to this gradient or gain factor, we will need a 
measure of the offset or bias to more accurately depict the variations seen in figures 5.1 and 5.2. 
For such purposes, the column shift and row shift of the pixel P(yn) along the trailing array, 
which nominally corresponds to nadir, is chosen. From the above we now have four measures of 
shift: pc , pR , Wc, 1UR" These can be used to describe the cross-track profile of shift values 
between imagery. 
5.4 Absolute Attitude 
From the above we can appreciate the nature of the cross-track shift patterns under nominal 
attitude and rates. Given a different attitude position these patterns will deviate from the above, 
with the level of change depending on the magnitude of rotation and axis about which the 
platform has pivoted. This section investigates how differing attitude positions affect the above- 
mentioned shift patterns, assuming zero rates. We begin by examining the effects of individual 
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rotations about the body axes of the satellite, such that a general understanding of the influence of 
each rotation axis might he formed. The effects of consecutive, yaw, pitch and roll rotations will 
he considered later. The suitability of each shift measurement as an indicator of attitude is then 
investigated. 
5.4.1 Single Rotations 
This section considers single rotations about the satellite body axis and investigates how such 
manoeuvres might affect the shifts seen between imagery. We first examine how the cross track 
shift pattern is altered by a set of rotations of fixed magnitude, such that a deeper understanding of 
the links between our shift measurements and yaw, pitch and roll can be formed. The potential for 
our four shift measurements for distinguishing each axis of rotation is then investigated. 
5.4.1.1 Cross-Track Pattern Changes 
In order to gauge the level of change in cross-track shift pattern caused by single rotations about 
the body axes we will first consider the effects of a 10° rotation about each of yaw, pitch and roll. 
These three attitude positions were simulated individually and assuming zero rates. For each 
position, the row shift and column shift was calculated for each pixel across the overlap region. 
Figure 5.6 illustrates the cross-track variation in row shift given a 10° yaw, 10° pitch or 100 roll. 
For comparison, nominal attitude is displayed as a dashed black line. 
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Figure 5.6 - Row shift of each pixel across overlap 
for 10° yaw, pitch or roll 
Yaw, pitch and roll all induce a general increase in row shift, with the highest increase being 
found under pitch. The cross track shift gradient appears invariant to both yaw and pitch 
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manoeuvres as seen by the fact that the green and blue curve arc parallel to the nominal curve in 
figure 5.6. Roll however can be seen to cause a variable level of increase in row shift across the 
array, leading to a change in row shift variation. p, and row shift. 'PR . 
For each rotation the cross 
track shift gradient in figure 5.6 appears linear. 
The effects of yaw. pitch and roll on the cross-track column shift pattern are shown in figure 5.7. 
Nominal attitude is once again shown as a black dashed line. but remains indistinguishable from 
that of a 10° roll manoeuvre. 
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Figure 5.7 - Column shirt or each pixel across overlap for 10° yaw. pitch or roll 
The effect of yaw is most pronounced, with a general increase in column shift appearing across 
the array. The yaw manoeuvre does not appear to affect the cross-track column-shift pattern. In 
contrast, a 10-degree pitch leads to a distinctive change in shale of cross track column shift 
variability, with the peak column shift shows a slight increase in magnitude alongside a subtle 
migration towards the port edge of the overlap region. This leads to an increase in column shift 
for pixels towards the port edge and decrease in column shift for those pixels towards the 
starboard, causing a pronounced change in column shift variation. The pixel position that 
nominally corresponds to nadir (yj is towards the centre of the overlap region and remains 
undisturbed by both pitch and roll, and appears invariant to such manoeuvres. 
The above changes in shift can be seen as a direct result of perspective based distortions that warp 
the relative alignment of imager ground projections. This relationship between platform 
orientation and geometric image distortions is reflected in Figure 5.8. 
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Figure 5.8 - Effect of attitude manoeuvres on ground projections of alternate imaging arrays 
Under nominal attitude the ground projection of alternate arrays, within the region of overlap, can 
he assumed near parallel. With this and given a certain time delay, a port pixel will he seen to 
reach a corresponding point along the starboard array. As the platform deviates from nominal 
attitude the relative distances between the ground projections of alternate imaging planes become 
distorted. These perspective-based distortions allow pixels of the trailing array to register at 
differing sections of the front array and at different times. Following image registration such 
distortions take the appearance of changes in row and column shifts as seen in the above figures. 
Each rotation will stretch the imager ground projections in a distinctive way allowing each 
manoeuvres to he clearly discerned. 
Given a yaw trailing pixels will be forced to take a different path, such that they reach a point 
further along the front array giving a change in column shift. The time taken for such pixels to 
reach the front array will also change as a result of the longer path length, leading to a small 
increase in AT and consequent change in row shift. Similar effects will he observed for each pixel 
across the array. With increasing levels of positive or negative pitch the front and trailing arrays 
will become projected further from nadir, allowing perspective-induced distortions to increasingly 
warp the relative displacement between imager ground projections. This will affect the inter- 
image shifts in two ways. Firstly, the separation between imager ground projections, as measured 
along the satellite velocity vector, becomes extended. This leads to a greater catch-up time, AT, 
and consequent increase in row shift (as observed in figure 5.6). The second effect is that the array 
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t'urthest from nadir will have an extended ground swath relative to that of the opposing array (see 
figure 5.8). This is a direct result of the extra distance that an off-nadir array must he projected to 
reach the ground surface and leads to a change in column shift variation (see figure 5.7). As with 
pitch, increases or decreases in roll cause perspective based distortion between imager ground 
projections. Such distortions warp the relative ground displacement between imagers and lead to a 
variable catch up time across the region of overlap that manifests as the change in row shift 
variation seen figure 5.6. In addition to the change in row shift variation there is also an observed 
increase in row shift for the pixel (y,, ) as it moves increasingly off-nadir following roll. 
5.4.1.2 Distinguishing the Axis of Rotation 
From the above we can see that in addition to the ocncral changes in row shift or colunui 'Iiilt 
there are also changes in the across track pattern of row shift and column shift following roll or 
pitch, respectively. Since we have a measure for the across track variability in shill we need not 
consider the shifts of every pixel across the array for each manoeuvre. Rather, the row and 
column shift, along with the across-track variation in row and column shift should suffice for 
determining the nature of the rotation. To test this, the effects of yaw, pitch and roll on row shift. 
column shift, column shift variation and row shift variation were simulated, the result of which 
arc plotted in figure 5.9 and 5.10. The x and v axes of both plots correspond to column shift 
variation and column shift, respectively. Figures 5.9 and 5.10 differ in their choice of r-axis, with 
the former using row shift and the later row shift variation. 
100 
Figure 5.9 - Effect of ±200 yaw, pitch or roll on column shift, 
column shift variation and row shift 
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Figure 5.10 - Effect of ±20° yaw, pitch or roll on column 
shift, column shift variation and row shift variation 
The row shifts and column shifts were determined using the pixel, yn, along the port array that 
under nominal attitude corresponds to nadir. Each attitude position was simulated individually, 
assuming nominal rates. Successive markers depicts an extra degree in yaw, pitch or roll, running 
from -20 to +20 degrees maximum. The point of intersection between each line corresponds to 
nominal attitude. The shadow of each line is projected down onto the x-y plane and displayed in 
grey in order to better discern the 3D nature of the above plots. Since figures 5.9 and 5.10 share 
the same. r and y axes the shadows are identical in both plots. 
The near orthogonal nature of Figure 5.10 and, to a lesser extent, figure 5.9 help to prove that the 
effects of individual yaw, pitch or roll are indeed separable using such axes. Yaw and pitch can he 
determined through study of column shift and column shift variation, respectively. Roll however 
can he discerned through either analysis of row shift or row shift variation. In order to gauge 
which of these two shift measurements are most suitable for determining roll, we must compare 
figures 5.9 and 5.10. 
As seen in figure 5.9. the effects of yaw, pitch and roll are fairly separable around nominal 
attitude. With increasing levels of rotation however, there is less divergence, such that the precise 
axis of rotation becomes more difficult to distinguish. This is primarily a result of row shift being 
almost equally sensitive to rotations in yaw, pitch or roll. A second point of concern relates to the 
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non-linear response of row shift to changes in attitude. Although the sensitivity is high for large 
attitude angles (as evident in the scale of the z-axis for figure 5.9), towards nominal attitude row 
shift proves a poor measure of rotation. The non-linear progression also hampers computation and 
interpolation of intermediate value. In contrast, the effects of yaw, pitch and roll in figure 5.10 
increase at a fairly linear rate and remain near orthogonal aiding computation and allowing such 
manoeuvres to he more easily distinguished. A third point towards the inevitable demise of row 
shift over row shift variation as a suitable measure of attitude relates to the bilateral ambiguity 
about nadir for roll, such that negative roll angles yield similar row shift values to positive. 
For these reasons the axes in figure 5.10 are deemed a preferable combination of shift 
measurements for determining attitude, albeit, about one axis. It is easy to imagine a coordinate 
system being mapped around these axes, but aligned with the effects of yaw, pitch and roll, such 
that for a given set of shift measurements we might find the attitude over three- axes. Figure 5.11 
depicts such a YPR coordinate frame and illustrates how an attitude estimate might he 
extrapolated from a given shift combination. 
Figure 5.11 - Extrapolation of attitude estimate using YPR coordinate system 
Such a task is aided by the fact that only a small angular separation exists between the YPR 
coordinate system and the shift-based coordinate system of figure 5.10. As seen in following 
section, the effect of yaw, pitch and roll combinations on image shifts is more complex than the 
effects of a single rotation about a fixed axis however, such that a more complex transform would 
he needed extrapolate the yaw, pitch and roll position given a set of shill values. 
5.4.2 Consecutive Rotations 
We have looked at the effect of individual rotations around our yaw, pitch or roll axis. It is more 
likely however that we will need a combination of rotation angles to viably represent the 
spacecraft attitude. Three consecutive Euler angle rotations are necessary to accurately depict the 
orientation of an object within a given reference frame. As such, we will now look at the effects 
of two-axis and then three-axis Euler combinations. 
In order to determine the effect of consecutive rotations on image shifts a series of yaw, pitch and 
roll positions, extending from -20° to 20°, were simulated and plotted using the axes of Figure 
5.10. Figure 5.12 illustrates the effect of two consecutive rotations on column shift, column shift 
variation and row shift variation. The central set of dotted orthogonal lines are taken from figure 
5.10 and represent a set of initial rotation about one axis, reaching from -20° to 20°. The 
remaining set of non-dotted lines represent/indicate the effects of a second set of rotations, from - 
20° to 20°, following an initial rotation of ±20°. The three planes formed by this second set of 
lines are representative of all possible attitude positions/combinations (within the prescribed 
range) using two Euler angle rotations. 
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Figure 5.12 - Effect of two consecutive rotations on column shift, 
column shift variation and row shift variation 
From the skewed shape of figure 5.12 we can see that predicting the attitude from image shifts 
following two rotations is more difficult than earlier supposed. The effects of a pitch manoeuvre, 
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following an initial yaw, are not necessarily in alignment with the effects of a single rotation 
about the pitch axis. This skew is mainly a result of pitch becoming increasingly sensitive to row 
shift variation following an initial yaw. 
Figure 5.13 illustrates the effect of three consecutive rotations upon image shifts. In keeping with 
the above, the effect of an initial yaw, pitch, or roll are taken from figure 5.10 and plotted as a set 
of dotted lines, intersecting at the point of nominal attitude. The second set of non-dotted lines 
represents the effect of a third rotation; following two initial rotations of ±20° in yaw, pitch or 
roll. 
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Figure 5.13 -Effect of three consecutive rotations on 
column shift, column shift variation and row shift variation 
The eight corners of this cuhoid structure correspond to angular deviations of ±20" yaw, ±20° 
pitch and ±20° roll. The volume within the box that is defined by the non-dotted lines is 
representative of all possible yaw, pitch and roll combinations using three rotations. 
The skewed nature of the above plots can he primarily attributed to a change in sensitivity of row 
shift variation to pitch following a yaw. As such, it is difficult to define a YPR coordinate frame, 
about which we might extrapolate consecutive attitude rotations from shift data. A skewed YPR 
frame could account for the above distortions however with a rotation of the P axis about the 
column shift axis by an angle that is dependant upon the preceding yaw. This skew can he seen to 
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reflect the commutative nature of Euler angle rotations as given a large yaw, the new pitch axis 
will operate close to the original roll axis. 
5.4.3 Suitability of each Shift as Attitude Indicator 
The above figures help to demonstrate which shifts are most sensitive to each individual rotation, 
thus allowing us to decide which shifts might form the most optimal indicator of yaw, pitch or 
roll. The relationship between attitude and image shifts is somewhat more complex however as 
each attitude rotation may affect multiple or all of the shift measurements used above, but to 
differing scales of magnitude. This level of detail is difficult to discern with the above 3D plots, 
even with the assistances of projection shadows. In order to better understand and quantify the 
effects of attitude we will therefore consider how each individual shift is influenced by yaw, pitch 
and roll combinations. 
5.4.3.1 Column Shift 
As discussed above, column shift refers to the across track shift, as measured from the port 
pixel Y,, . 
This pixel is defined as the trailing or port array projection that points nadir under 
nominal attitude. Figure 5.14 illustrates how a series of yaw positions, from -20° to 20°, affects 
the column shift. 
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Figure 5.14 - Effect of -20° to + 20° yaw on column shift 
For nominal yaw the column shift is approximately zero owing to the correction factor applied in 
(4-28). The rate of increase in column shift, given successive yaw positions, is fairly linear, with a 
gradient sufficient as to render an approximate 3-pixel shift per degree change in yaw. When we 
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scale this with the registration scheme accuracy (0.1 pixels) we begin to realise the high 
sensitivity of column shift to yaw. 
The pixel along the starboard array that will correspond to pixel P(y,, 
) 
after a catch up time AT, 
is referred to as S(ys, 
). As reflected in the above figure the angle y,,, which defined pixel 
S(ysn) is dependant upon the yaw position. The calculation of y,,, under nominal attitude and 
given a yaw is detailed in Appendix A. 
But what of pitch and roll you may ask. Although a series of yaw, pitch and roll combinations 
were simulated, the column shift of the nominally nadir pixel was found to he invariant to pitch 
and roll and remain solely depend on the yaw. Proof of this relationship is given in Appendix B. 
From the above we can conclude that column shift is a good indicator of yaw position, regardless 
of pitch or roll combinations. 
5.4.3.2 Column Shift Variation 
Column shift variation, p( , 
is it measure of the difference in column shift between alternate edges 
of the overlap region (see equation (5-5)). Figures 5.10 through to 5.13 indicate column shift 
variation to have a primary dependence upon pitch, but from the shadow information in figure 
5.10 we see that yaw also influences, to a lesser degree, this shift measurement. The effect of 
pitch on column shift variation is a result of the different distances that each array must project 
giving variable ground swaths, as illustrated in figure 5.8. The reason for the effect of yaw on this 
shift measurement is not immediately apparent, but can he seen as a function of ß3 or H. As seen in 
figure 5.15, a given yaw will cause a variable level of column shift along the array owing to the 
non-linear alignment of imager ground projections. 
Port array 
Figure 5.15 - Across-track variation in column shift as a result of the 
angular offset between imager ground projections on variation 
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Figure 5.16 helps to quantify the influence of increasing attitude positions on column shift 
variation. 
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Figure 5.16 - Effect of attitude on column shift variation 
The three lines without markers indicate individual yaw, pitch or roll manoeuvres. If we consider 
a registration scheme accuracy of 0.1 pixels then, from the above-observed gradient, we can 
discern pitch or yaw to within 1.5 degrees or 5 degrees, respectively. Since column shift variation 
is easily most sensitive to pitch, we will consider this shift as a potential indicator of rotation 
about the pitch axis. 
The two blue lines, one dotted and one with crossed markers, signify the effect of pitch following 
a 20° yaw or -20° yaw, respectively. Given a preceding yaw manoeuvre of -20° or +20° there is a 
noticeable change in gradient along with a bias, such that the sensitivity of column shift to 
subsequent pitch manoeuvres is improved. The level of enhancement is negligible however. 
The attainable accuracy in pitch can he considered poor when compared with the effects of yaw 
on column shift. This is primarily a result of the region of overlap between a single-band dual- 
hank sensor pair being relatively small. If we consider an increase in overlap, such as between a 
single-hank dual-hand sensor pair, then the sensitivity of column shift variation to pitch will 
become greatly enhanced. This is illustrated in figure 5.17. 
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Figure 5.17 - Sensitivity of column shift variation to size of overlap (S) 
The black line in the above plot represent the effect of an individual pitch on column shill and is 
taken from figure 5.16. The blue line in figure 5.17 assumes an equivalent aand ßto he minimal, 
such that the ground projection of alternate imagers approach parallel alignment. This is 
equivalent to a dual-bank single-hand sensor pair with a given roll. 
Column shift variation is invariant to any roll manoeuvre, whether performed alone or in 
combination with yaw and pitch. This lack of sensitivity in column shift variation to roll rotations 
allows us to more easily distinguish the rotation axis. 
5.4.3.3 Row Shift Variation 
Row shift variation is calculated through equation (5-5) and is a measure of the ratio of catch up 
times from different edges of the overlap region. As seen in figure 5.8 changes in row shift 
variation mainly relates to perspective-induced distortions that exaggerate the distances between 
imager ground projections, given a change in attitude position. 
Figures 5.10 to 5.13 indicate how row shift variation is primarily a function of roll. For individual 
rotations (see figure 5.10), row shift variation is invariant to pitch or yaw. With multiple rotations 
however, yaw and pitch begin to influence the row shift variation, hampering the use of this shift 
measurement as an indicator of roll. The effect of individual roll is plotted in figure 5. I8 
alongside the effects of roll given various preceding yaw and pitch combinations. The blue and 
green lines indicate roll manoeuvres with a preceding pitch or yaw of ±20°, respectively. The 
convergence of these lines around zero roll reflects the inability of a single yaw or pitch rotation 
to affect the row shift variation. The change in gradient suggests that row shift variation is more 
sensitive to roll following a pitch. The overall effect of a preceding yaw or pitch is small relative 
to the magnitude of change in row shift variation caused by roll. 
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Figure 5.18 - Effect of roll on row shift variation given a preceding yaw and pitch 
While the black dotted line indicates the effect of roll following a± 20° yaw and a+ 20° pitch, 
the black crossed line illustrates the effect of roll given a± 20° yaw and ± 20° pitch. The level of 
disturbance caused by two preceding rotations can be seen as far greater than as with one, such 
that a constant bias in row shift variation is formed, but with no notable change in gradient or 
sensitivity. 
As with column shift variation, the sensitivity of row shift variation is dependant upon the size of 
the overlap. Figure 5.19 illustrates the potential level of enhancement achievable with ß equal to 
zero degrees. 
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Figure 5.19 - Sensitivity of row shift variation to size of overlap (8) 
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Whilst the black line is equivalent to the red line in figure 5.1 K, the red line represents an 
increased overlap region. It is clear from the above that increasing the overlap region allows for 
vast improvements in attainable accuracy. 
5.4.3.4 Row Shift 
For the purposes of this thesis, new shift, V/,. relates to the catch up time for pixel P(y,, ). that 
nominally points nadir, to reach the corresponding pixel along the front array. Figure 5.20 shows 
the effect of individual yaw, pitch or roll rotations on row shift. Row shift is sensitive to rotations 
in roll, yaw, and to a slightly larger degree, pitch. The sensitivity at nominal attitudes is poor. such 
that only changes in attitude of around I. 5" degrees register. This sensitivity improves 
dramatically with increasing attitude however, with a 0.04° pitch and 0.06" degree roll or yaw 
being measurable at around 20°. 
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Figure 5.20 - Effect of yaw, pitch or roll on row shift 
As discussed earlier. there is a bilateral ambiguity such that positive and negative rotations cannot 
be distinguished. The high sensitivity of row shift to each attitude change also makes 
distinguishing the axis of rotation rather dili'icult. Since pitch shows the highest sensitivity 
however, we will assume row shift to be a potential indicator of pitch. 
Figure 5.21 illustrates how different yaw and roll combination affect the sensitivity of row shift to 
pitch position. For reference, the effect of an individual pitch rotation, as seen in figure 5.20, is 
carried over and displayed in figure 5.21 as a blue line for reference. 
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Figure 5.21 -Effect of ±20° pitch on row shift given a preceding yaw and pitch manoeuvre 
A ±20` yaw or roll prior to pitch will result in a notable bias in row shift. A ±20° yaw and roll will 
cause an even greater bias however. Positive roll positions induce the same row shift bias as 
negative rolls. The magnitude of bias produced by positive yaw is not quite that of negative yaw 
however, owing to the angle B. As such, figures 5.22 and 5.23 illustrate zoomed in extents of the 
above plot. 
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Figure 5.22 -Effect of i5° pitch on row shift given a preceding yaw or pitch manoeuvre 
3 -2 -1 012 
Pitch position (Degrees) 
Figure 5.23 - Effect of ±5° pitch on row shift given a preceding yaw and pitch nwnoeuvre 
Although the sensitivity away from nominal attitude is substantial the +/- ambiguity along with 
the inability to discern the precise axis of rotation makes row shift a poor indicator of attitude. 
5.4.4 Absolute Attitude Summary 
With all four shift measurements the effects of yaw, pitch and roll can easily he distinguished. 
Column shift and column shift variation are primarily affected by yaw and pitch, respectively. 
Roll can then he discerned through analysis of row shift variation or row shift. 
Column shift, column shift variation and row shift variation form the optimum indicators of yaw. 
pitch and roll, respectively. Row shift is a poor indicator of attitude owing to its indiscriminate 
non-linear sensitivity to each rotation and it's inability to discern positive rotations from that of 
negative. Also, with consecutive rotations, and away from nominal attitude. the effects of yaw. 
pitch and roll become less separable when using row shift. 
The sensitivity of each shift to yaw. Pitch and roll is summarised in tahle 5.1. While 
. 0 
and " indicate high, medium and low sensitivity, x signifies the shift to he invariant to the given 
rotation. 
Table 5.1 - Sensitivity of shift to yaw. pitch and roll 
Yaw Pitch Roll Max Sensitivity (Effect of I degree) 
Column shift 
XX3.3 Pixels 
Column shift variation "X1.5 
Pixels 
Row shift variation ""0.005 (Dimensionless) 
Row shift 002 Pixels 
As seen above, column shift makes an ideal indicator of yaw position. Column shift variation and 
row shift variation form good measures of pitch and roll position, respectively. The excessive 
sensitivity of row shift to each rotation makes this shift a ambiguous measure of orientation. 
Rather, row shift proves useful as more of a general gauge of deviation from nominal attitude, 
irrespective of the axis of rotation. 
The column shift of pixel y,, appears to he invariant to any pitch or roll combination, and remains 
directly proportional to yaw position, aiding in the determination of rotation along this axis. Also, 
column shift variation depends merely upon yaw and pitch such that, given the initial yaw, the 
pitch may he calculated. Roll can then theoretically he found with row shift variation, making sure 
to account for the preceding two rotations. 
5.5 Attitude Rates 
With yaw. pitch or roll rates, the ground velocity of trailing pixel projections is altered such that 
they meet different points along the front array and at differing times. This leads to changes in 
row and column shift that will vary across the array. This section looks at how attitude rates affect 
the shifts seen between imagery. From this, we are able to gauge the potential of such shift 
measurements for distinguishing the axis and scale of rotation. Absolute attitude is assumed 
nominal, such that rates are applied from a zero yaw, pitch and roll standpoint. 
5.5.1 Distinguishing the Axis of Rotation 
In order to discern the pattern of change induced by attitude rates a series of yaw, pitch and roll 
rates were simulated individually from nominal attitude position. The effect of each rate on the 
row shift, column shift, row shift variation and column shift variation is illustrated in figure 5.24 
and figure 5.25. 
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Figure 5.24 - Effect of ±20 arcsec per sec yaw rate. pitch rate or 
roll rate on row shift, row shift variation and column shift 
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Figure 5.25 - Effect of ±20 arcsec per sec yaw rate, pitch rate or roll 
rate on row shift, row shift variation and column shift variation 
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Each successive marker represents an extra arcsccond per second in yaw rate, pitch rate or roll 
rate, reaching from -20 to +20 arcseconds per second. The near orthogonal alignment illustrated in 
Figures 5.24 and 5.25 reflects the degree to which each rotational rate can he discerned using such 
axis. 
Through analysis of row shift and row shift variation the pitch rate and yaw rate can he discerned, 
respectively. The roll rate however, can be distinguished through observation of either column 
shift or column shift variation, with the prior being more preferable due to the scales of 
sensitivity. The effect of a given yaw rate on image geometry is small relative to the observable 
effects of roll rate or pitch rate. 
5.5.2 Suitahilit of each Shift as Attitude Rate Indicator 
The above figures help to demonstrate the ease by which different axes of rotation can he 
discerned. The precise patterns and extents of the 3D plots are difficult to gauge however. In order 
to better understand and quantify the effects of rates we will therefore consider how such rates 
influence each shift in turn. 
5.5.2.1 Column Shift 
Figure 5.26 illustrates the effect of)aw, pitch and roll rates on column shift. The column shift is 
unaffected by yaw rate or pitch rate. With roll rate however the trailing pixel P(yJ is swept 
across track such that, after a time AT. it meets a pixel further along the front array, leading to a 
column shift. The sensitivity of this shift to roll rate 
is fairly linear and with sufficient gradient as 
to detect a roll rate to within 1.5 arcsecond per second given a 0.1 pixel registration accuracy. 
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Figure 5.26 - Effect of yaw rate. pitch rate and roll rate on column shift 
From (fie ahow %%c can see that column shift makes an 
ideal indicator of roll rate. 
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5.5.2.2 Columns Shift Variation 
Figure 5.27 illustrates the effect of yaw, pitch and roll rates on column shift variation. As with 
column shift, column shift variation is invariant to pitch rates and yaw rates. As a result of # roll 
rates do impose a change in shift, the effects of which are linear. 
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Figure 5.27 -Effect of yaw rate, pitch rate and roll rate on column shift variation 
From the y-axis of figure 5.27 we can see that the sensitivity of column shift variation to roll rates 
is poor relative to that of column shift. 
5.5.2.3 Row Shift 
As seen in figure 5.28, there is a strong relation between row shift and pitch rate. This is to he 
expected as a change in pitch rate will cause the projection of pixel 1(y) to accelerate along the 
ground and alter the catch up time AT. 
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Figure 5.28 - Effect of yaw rate, pitch rate and roll raft on row shift 
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The gradient seen above allows pitch rate changes of around one arcsecond per second to he 
measured. Row shift is invariant to roll rate and yaw rate. 
5.5.2.4 RoH Shift Variation 
Figure 5.29 illustrates the effect of attitude rates on row shift variation, as measured between port 
and starboard imagers. With increasing levels of yaw rate, one side of the overlap region is swept 
forward such that it reaches the opposing array more quickly, reducing the catch up time. At the 
other side of the overlap region the opposite is true such that the catch up time is increased. This 
results in the sensitivity of row shift variation to yaw rate seen below. 
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Figure 5.29 - Effect of yaw rate, pitch rate and roll rate on row shift variation 
The effect of )aN rate on row shift variation is linear but with a poor level of sensitivity, as 
evident in the scale of figure 5.29. Pitch rate and roll rate do not affect the row shift variation. 
5.5.3 Attitude Rate Summary 
The effects of rotation rate.. along the pitch, roll or yaw axis can be readily separated. Row shift 
and row shift variation are dependant upon pitch and yaw, respectively. Roll however, can he 
discerned through analysis of either column shift or column shift variation. Row shift variation, 
row shift and column shift. form the optimum indicators of yaw, pitch and roll rates, respectively. 
Column shift variation is discounted as a potential indicator of roll owing to its poor sensitivity. 
The sensitivity of each shift to yaw, pitch and roll rates is summarised in table 5.2. While 
, O 
and " indicate high, medium and low sensitivity, respectively, x 'ignitics the shift as invariant to 
the given rotation. 
Table 5.2 - Sensitivity of shift to yaw rate. pitch rate and roll rate 
Yaw rate Pitch rate Roll rate : Nat Sensitivity (f? ffuct of I arcmitt/sec) 
Column shift XX0 Pixels 
Column shift variation XX0 
t) -'5 Pixels 
Row shift variation 0XXO. I N) I (Dimensionless) 
Row shift XX5.5 Pixels 
As seen above, column shift and row shift make ideal indicators of roll rate and pitch rate. The 
sensitivity of row shift variation and column shift variation is hampered somewhat by the sue of 
the overlap region. Column shift variation is further confounded by the near parallel alignment of 
imager ground projections. 
5.6 Model Extensions 
The effects of absolute attitude and rates on image shifts have been investigated using sections I 
to 4 of the image-based attitude model in chapter four. This has allowed for a deeper 
understanding of the links between platform orientation and inter-image translation to he formed. 
The above assumes however that the surface of the Earth is a flat motionless plane at fixed height. 
h. below the satellite. In following with chapter 4, sections 4.5 through to 4.6. this section 
examines the effect and influence of Earth rotation, Earth curvature and variable satellite altitude 
on the shifts as seen between imagery. 
5.6.1 Changes in Altitude 
If we consider the eccentricity of the DMC orbit coupled with the magnitude of the equatorial 
bulge of the Earth, then we find that the distance between satellite and ground surface, as 
measured along nadir, can vary by up to 40 km. In order to determine how this might affect the 
inter-image shifts a series of satellite heights were simulated with nominal attitude and rates. At 
each height the row shift, column shift, row shift variation and column shift variation was found. 
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The column shift, column shift variation and row shift variation were all found to be invariant to 
satellite altitude, h, regardless of satellite attitude or rates. This is owing to the fact that such shifts 
are representative of the relative shape formed between imager ground projections, which is 
invariant to satellite altitude. The row shift however, is more a measure of the scale of 
displacement between imager ground projections, and so increases with altitude, h. Figure 5.30 
shows the effect of increasing altitude, from 666 km to 706 km, on row shift. 
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Figure 5.30 - Effect of satellite altitude on row shift 
With increases in altitude. DMC imaging arrays must he projected further towards the ground, 
allowing the angular separation between arrays to have more effect in creating an along-track 
ground separation. As seen above, there is a fairly linear relationship between satellite altitude and 
row shift. 
If we consider a registration accuracy of 0.1 pixels then a height error of 400m would he 
sufficient to perturb our shift measurements. A good estimate of satellite altitude above the earth 
surface is therefore needed prior to use of row shift for attitude determination. 
5.6.2 Earth Curvature 
As discussed in chapter ->" - section 6, the spherical nature of the Earth surface can distort and warp 
the alignment and separation, between imager ground projections. Such distortions can he seen as 
a function of the increased distance between platform and ground surface resulting from off-nadir 
pointing. These Earth curvature effects are compensated for within the model, to some degree, by 
the addition of an adapted height estimate, h., which is re-calculated for each pixel across the 
array. 
In order to gauge the effect of Earth curvature, inter-image shifts were simulated first assuming a 
flat plane and then with a curved surface. Attitude position and rates were assumed nominal. The 
level of change in row shift resulting from Earth curvature is plotted for each pixel across the 
array in figure 5.31. As discussed in the previous section, column shift, column shift variation and 
row shift variation are invariant to changes in height. As such, these shifts remained unaffected by 
the adaptations to the model that accounts for Earth curvature. 
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Figure 5.31 - Change in row shift as a result of Earth curvature for each pixel across array 
With Earth curvature there is a non-linear increase in row shift across the array such that pixels 
towards the outer edge of the overlap experience peak shift. The magnitude of change in shift 
does not reach detectable levels within the region of overlap (In terms of registration accuracy ). 
Under nominal attitude pixel I (y7 ), at the centre of the overlap region, corresponds to nadir, such 
that no Earth curvature effects are felt. With a change in attitude however, the pattern of across- 
track sensitivity to Earth curvature will modify in accordance with the angular separation from 
nadir. 
5.6.3 Earth Rotation 
As explained in chapter 4, the velocity vector of a trailing pixel projection can be altered by Earth 
rotation; with the degree of deviation being a function of latitude. In order to determine the level 
of change in inter-image shift imposed by Earth rotation, a series of latitude positions were 
simulated under nominal attitude and rates. At each latitude, the changes in row shift, column 
shift, row shift variation and column shift variation resulting from Earth rotation were calculated. 
Figure 5.32(a, b& c) illustrates these changes in shift for latitudes from -75° to 75°. In general, 
Earth rotation can be seen to cause a reduction in row shift, column shift and column shift 
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variation. Although the effects of Earth rotation on row shift variation were simulated, no changes 
in shift were detected. 
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Figure 5.32 -Effect of Earth rotation on column shift, row shift and column shift variation 
Although the scales of sensitivity vary, there is a similarity in the pattern of effects experienced at 
differing latitudes. Peak sensitivity is found at zero latitude, away from which the effects 
diminish, approaching zero influence for column shift and column shift variation towards the 
poles. There is a bilateral ambiguity in sensitivity about zero latitude, such that the effects of the 
northern hemisphere are mirrored in that of the southern. This general pattern is to be expected, as 
the magnitude of surface motion due to earth rotation varies with the cosine of the latitude (see 
equation (4-49)). 
Although the latitude-dependent magnitude of Earth surface motion dominates the shape of 
figures 5.32 a, b and c, the direction of surface motion, relative to the satellite orbital frame, can 
be seen to play a part in influencing the scales of sensitivity to latitude. 
As seen in figure 5.33, while at equatorial regions surface motion predominately acts in the 
across-track direction (B), towards the poles such motion runs along-track (A). As such, the 
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effects of Earth rotation on column shift are enhanced towards the equator, where the magnitude 
of surface motion is maximum, and minimised towards the poles, where such motion is already 
minimal. 
Figure 5.33 -Direction of surface motion 
(VE) 
relative to satellite velocity 
(V,; ) 
at 
varying portions of DMC orbit 
The above causes the column shift to have a high sensitivity to latitude (as observed in the scale 
of figure 5.32-a). For row shift however, the reverse it true, with the effects of Earth rotation 
being dampened at the equator and exaggerated somewhat towards the poles (see figure 5.32-b). 
As a result, the magnitude of effect of Earth rotation on row shift is generally less than that of 
column shift and also shows less latitude dependence. 
Although the magnitude of the effect is minimal, Earth rotation does appear to influence column 
shift variation. This influence is a result of the non-parallel alignment between imager ground 
projections and therefore increases as a function of Ali. This is illustrated in figure 5.34 as pixels 
towards the starboard edge of the array experience a greater increase in column shift (Col-1) than 
those towards the port edge (Col-2), given earth rotation (7 ). 
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Figure 5.34 - Sensitivity of column shift variation to Earth rotation as a result 
of non-parallel alignment between imager ground projections 
Since Earth rotation changes the velocity vector of the trailing pixel it's effects will appear 
equivalent to a change in yaw position, or alternatively, a combined pitch rate and roll rate 
manoeuvre. The effects of Earth rotation must therefore he accounted for to prevent such 
misinterpretation. 
5.7 Chapter Summary 
Differing attitude positions can he seen to create perspective-based distortions between the ground 
projections of alternate imagers. Attitude rates alter the path and motion of pixels along the 
trailing array. Through analysis of the resulting inter-image shifts, attitude position or rates may 
he determined. Table 5.3 details the axis of rotation that can he discerned from each image shift. 
Table 5.3 - Discernable shifts in 
image geometry given attitude or rates 
Image offsets Rotation 
Row offset Pitch. Pitch rate 
Column offset Yaw, Roll rate 
Row offset variation Roll, Yaw rate 
Column offset variation Pitch, Roll rate 
The observable variations in scale illustrate how this technique is far more sensitive to rates than 
attitude position. 
Earth curvature, Earth rotation and changes in altitude can 
he seen to affect different shifts and to 
differing scales of magnitude, potentially hampering any image-based attitude estimates. The 
level of influence that these factors impose on each shift measurement is summarised in table 5.4. 
Such influence is deemed significant if the magnitude of disturbance exceeds the registration 
scheme accuracy (0.1 pixel accuracy is assumed -36) and negligible if 
it does not. 
Table 5.4 - Effect of Altitude, Earth curvature and Earth rotation on image shifts 
Image offsets Altitude (h) Earth curvature Earth rotation 
Row offset Significant Negligible Significant 
Column offset None None Significant 
Row offset variation None None None 
Column offset variation None None Negligible 
Column shift, column shift variation and row shift variation were all found to be invariant to 
satellite altitude, h, regardless of attitude position or rates. Row shift however shows a linear 
dependence on altitude that is sufficiently sensitive as to detect DMC orbit eccentricity, Earth 
oblateness and even surface relief. As such, if row shift is to be used as a measure of attitude or 
rates, the effects of surface altitude must first be accounted for. 
The effects of Earth curvature were simulated with an adaptive height estimate that varies in 
accordance with the off'-nadir look-angle. As such only row shift is affected by Earth curvature, 
with the level of influence increasing non-linearly towards the outer edge of the overlap region. 
Although the magnitude of change in shift does not reach detectable levels for a single-hand dual- 
hank sensor pair, with a larger overlap, such as with a single-hank, dual-hand sensor pair, the 
effects of Earth curvature would he greatly increased. 
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Chapter 6 
Model Inversion 
In the previous chapter the effects of absolute attitude and rates on image shifts were simulated, 
allowing for a better understanding of the links between satellite pointing and image registration. 
This chapter uses these links to invert the model in chapter 4 such that absolute attitude or rates 
may be obtained from image shifts. 
This chapter is divided into two main sections. In the first we shall investigate the extraction of 
absolute yaw, pitch and roll using column shift, column shift variation and row shift variation, 
with attitude rates being assumed nominal. In the second section we describe a method whereby 
the rate data may be extracted from image shifts, given an initial absolute attitude. 
6.1 Determination of Absolute Attitude 
As seen in chapter 5, yaw, pitch and roll affect image shifts in a sufficiently separable manner as 
to allow 3-axis attitude determination. This section illustrates how column shift, column shift 
variation and row shift variation can be used to extract yaw, pitch and roll from imagery, 
respectively. The rotations are extracted in the sequence - yaw, pitch and then roll, such that, in 
accordance with table 5-1, the least ambiguous rotations are extracted first. In an attempt to 
simplify the extraction of the first two rotations we will first consider the method by which 
column shift is derived. We will then consider the extraction of attitude from a single-band dual- 
bank and from a dual-band single-bank camera pair. Finally, we will investigate how such yaw, 
pitch and roll estimates are affected by Earth rotation. Attitude rates are assumed nominal for the 
duration of this section. 
6.1.1 Derivation of Column Shift 
In order to determine yaw and pitch we must consider the column shill of pixel P. According to 
equation 4-24 the starboard pixel, S, with which pixel P will register, can he found by projecting 
the port pixel along the vector V, for the duration AT, such that: 
So = P, +OTVo = Po +Vo `- 
90 ' Po 
ý 
Vc " 9n 
This can also he expressed as: 
(6-1) 
S' - PýAP +V. `-AgBAPB 
ý 
(6-2) 
o -I 
Ieý, 
Vc ' A"9H 
Figure 6.1 illustrates the main vectors of interest within the above equations for greater 
clarification. 
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Figure 6.1 - Representation of front and trailing pixel ground projections 
along with satellite velocity vector and front imager normal 
With each rotation the complexity of the derivation of equation 6-2 is increased. Since the angle 
between the unit vectors P and q is unaffected by a common rotation we can more simply 
represent 
(- A48 " A. 
PA) from equation 6-2 as such that only two rotations, applied to 
PR 
and qe , remain 
in equation 6-2. If we consider how the complexity of the camera projections 
PR 
and qe surpasses that of the ground velocity vector, V,; , then 
it will seem preferable to rotate the 
latter vector into the body frame, rather than the former into the orbital frame, such that: 
So = 
1ý 
A. r 
1s1 
Where: 
Pa+A'VG lPe^-4e 
A -VG 9a 
(6-3) 
(6-4) 
With the above, the velocity vector 
V6 experiences an inverse rotation such that it is then 
measured within the camera frame, whereby: 
I coslTCOs/[ -sinvsin. ri7cos, u+sinE[cosv cosvsinAcos, u+sinvsin, U 
A-' _ -cosG7sin, u sinvsinG7sing +cosucosv -cosvsinG7sinE[+cos, usinv 
(6-5) 
-sina7 -sinvcost7 cosvcost7 
This inverse rotation greatly simplifies the derivation of the above starboard pixel S' . Using 
equation 6-3 we can represent the magnitude of vector 
9 in terms of PP : 
Isl=l0i 
as: 
ISI So = PI Ir'I A. r 
With this, equation 6-3 can be further simplified to: 
(6-6) 
(6-7) 
So = A. r? and consequently SB = r" (6-8) 
From the above it is clear that F is merely a rescaled equivalent of SB. Further, if we take r from 
equation 6-4 and rescale this vector by a factor of 
(A-'V0.4B) 
we find that: 
i(A-IV c . 4j, 
)= PB (A 'Va ' 9a 
)+ A 'Vc (I'e . -4») (6-9) 
or equivalently: 
A, SR=APR +A2(A-'VG) (61()) 
Where X, represent scalar values. As seen in equation 6-9, the magnitudes of X, and X, relate to 
the angles between A-'V0 and qe , or 
Pa and -4,, respectively. The form of equation 6-I(1 is 
such that it describes the relationship between three coplanar vectors. The projection of the 
starboard pixel, S, is therefore within the plane defined by the chosen port pixel, f' . and the 
rotated ground velocity vector, V,; '. In fact, this is true for body or orbital frame. so long as each 
vector is measured in a common frame. 
As detailed above, the starboard pixel projection, S, , 
is within both the plane defined by P and 
A-'VG , and also the plane 
defined by q, 
. 
As such, S, must represent the intersection between 
these two planes and can therefore also be found through the cross product of their normal 
vectors, 
(A 'Vc, x P, 
) 
and q, : 
AY, xP8x9e 
The transformation from equation 6-9 to equation 6-11 is a result of the identity: 
(6-11) 
(6-12) 
(äxb')xc'=b(ä"c) 
-ä(b"c') 
The magnitude of the scaling factor, 2_,, can be found by considering the angular relationship of 
the above vector triple product (see Appendix C): 
A, = 1-ýPB"q Vcl -tpaxA-ýýc'9s1 (6-13) 
The starboard pixel, 9, that corresponds to the chosen port pixel, 15, can now be more easily 
derived with equations 6-11 and 6-13. With this, and using equation 4-25, the angle ys can then 
be found, as: 
1 This is not the case with attitude rates 
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(2, SB"3 
) 
COSTS = (6-14) 
6.1.2 Dual-Bank Single-Band Sensor Pair 
If we assume the two sensors of interest to be a dual-bank single-band sensor pair from the DMC 
MSI then, from the above, the angle ys can be expressed in terms of satellite attitude and inter- 
imager angles (see Appendix D): 
cos' y, = 
(cos pcostlcos(ß+O))2 (6-15) 
(cos p cos¬rcos(ß + O))2 + (sin a(sin to sin O+ sin p cos o costal) - cos acostrT cos p sin(ß + O))' 
where o= (fi+ y,, ) and, for the purposes of simplification: 
cosGlcospcosasin(ß+0)-sina(sinl7sinO+sinýtcosOcos[J) 
tan Y' 
cospcosCTcos(ß+O) 
(6-16) 
Equation 4-26 can then be used in conjunction with the above to calculate the expected column 
shift, given a yaw (p), pitch (ei) and roll (v): 
=j cosatan(ß+O)-sina(tanGJsinO+sin, 
ucosO)-tanyP (6-17) 
( 
cospcos(, 8 +O) 
The above illustrates how any column shift measurement will remain independent of roll, v, and 
satellite altitude, h. If we choose the port pixel projection, y7 , that nominally corresponds to 
nadir, then y, and 0 will reach -ß and zero, respectively. This allows the column shift, yip, to 
become independent of pitch, ff, such that the yaw position can then be derived: 
tanft= S°nä(tan/3(cosa+l)- 
fJ (6-18) 
Once the yaw angle has been determined, the pitch can then be found through analysis of the 
column shift variation, pc : 
_ Pr- 
f sin(2g)cosacosp-cos-sin a(tantTcosß+sinpsinß)) (6-19) 
cosp cost 6- sine g 
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such that: 
2l 
tan k7 = 
Cos, u I Cosa - 
PR 
(cos 2#- sin sin ,u tan 
B (6-20) 
sin acosß 
(f 
sin(2g) 
L. 1 
where g=(ß+yA)=-(ß+yB), with y,, and yB representing pixels from opposite extremities of 
the inter-imager overlap, and 2g being approximately equivalent to the angular overlap 5. 
Changes in roll will skew the alignment between inter-imager ground projections. As detailed in 
table 5-1, this causes a variation in row shift across the array that is proportional to the level of 
roll. Through the use of equation 4-23 we can express the row shift of a given pixel as: 
IPI(APa'_A9a) 
ýR-IVcIYc'A9a 
D 
h Pe''_9e1 
The inverse rotation in equation 6-5 can be applied to the above such that the ground plane and 
velocity vector are rotated in place of the camera projection vectors: 
IU_ c -. - 
ýR ýPB 
-A-'k Vc, 
(A-VG 
" 4e Ln 
as: 
(6-21) 
(6-22) 
h_h (6-23) 
PB"-A'k APB- 4 
Where k is a unit vector that is parallel to our orbital z-axis and therefore representative of the 
ground plane. From equation 6-22 in conjunction with equation 5-5, the row shift variation, as 
measured between pixels at alternate edges of the inter-imager overlap, can then be found: 
PR - 
(P(YA)B -9a )(P(YB )B " -Al 
PýYe )B ' -9e P(Ya )a ' -A-ý% 
ý 
(6-24) 
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As seen in the above, row shift variation PR does not depend on knowledge of the satellite 
altitude, h, velocity vector, VG , or even camera 
line duration, Lo. Equation 6-24 is merely a 
geometric representation of the perspective-based distortions caused by attitude. 
Through expansion, the row shift variation can be expressed in terms of attitude and inter-imager 
angles: 
_ 
cos(ý+gý[cosgcosQ-sing (sin Qsin, u-cos, utanv)] (6-25) PR 
cos(fi -g1cosgcost7+sing 
(sin ülsin, u-cos, utanv)] 
The derivation of equation 6-25 is detailed in Appendix E. From this, given yaw, pitch and inter- 
imager shifts, the roll can then be calculated: 
tan v= cos w(pR cos(ýi - g)-cos(/3+ 
g)) 
tan 9 cosP(PR cosß-9)+ cos(, ß+ 9)) 
+sinG7tang (6-26) 
6.1.3 Single-Bank Dual-Band Sensor Pair 
Equations 6-15 to 6-26 detail how yaw, pitch and roll can be extracted from shifts observed 
between a dual-bank single-band sensor pair. Alternatively, we can consider a single-bank dual- 
band DMC sensor pair by first allowing the cant angle ý8 to be minimal, such that imager ground 
projections approach parallel alignment, and then assuming an initial roll that is equivalent in 
magnitude to our original ,B (12.6448°). With this, the attitude can then 
be simply extracted from 
equations 6-18,6-20 and 6-26 as: 
tan y= 
Vc 
f sin a 
tan tJ -cos cos a -1- 
Pc 
sina( 2f tang 
(6-27) 
(6-28) 
COS OPR -1) +sinü; tan, u -ý3 (6-29) v=tan tan g cos, u(PR + 1) 
where a is the rotation angle between two sensors on the same bank. As such, if the sensors of 
interest are band 1 and band 2 cameras from the port bank then a= aPl + aP2. For starboard 
6-7 
sensors P is negative, such that ps = -ß . 
The angle g corresponds to half the area of overlap 
between imagers. For a dual-band single-hank sensor pair this is somewhat extensive as the area 
of overlap is roughly equivalent to the sensor FOV. 
A- 
As seen above, when using a dual-band single-bank sensor pair the derivation of yaw, pitch and 
roll becomes greatly simplified. Equations 6-27 and 6-28 need not account for the apparent roll 
produced by the port-starboard cant as column shift is invariant to such manoeuvres. 
It is worth noting that due to the tangent function in equations 6-18,6-20 and 6-26 to 6-29, there 
will be a 180° ambiguity in any yaw, pitch or roll estimate. This is not an issue for pitch and roll 
however, as beyond 60° from nominal attitude the imaging sensors will no longer view the Earth 
disk. The yaw ambiguity is a potential issue as a 0° yaw and a 180° yaw will result in similar 
column shift values. This issue can be resolved however through analysis of the row shift, which 
will give indication of which sensor is fore and which is aft, resolving the above uncertainty. 
6.1.4 Accounting for Earth Rotation 
As identified in chapter 5 and highlighted in table 5-4, Earth rotation has a significant effect on 
column shift and column shift variation. Earth rotation therefore needs to be accounted for in the 
above equations to acquire accurate estimates of attitude. 
According to chapter 4, section 5, the effects of Earth rotation can be accounted for by adding an 
Earth surface motion vector (VE) to the satellite ground track velocity vector (V,, ). The resulting 
velocity vector, VGE, has a different magnitude and direction to the original velocity vector V,;. 
The column shift does not depend on the speed that a trailing pixel approaches the front array but 
rather the path that this pixel takes. As such, we need only consider the change in direction of 
which is represented by the angle ýE, where: 
COS ýE = VG - VGE (6-30) 
This angle, ýE, is measured about zenith and therefore equivalent to a rotation about our orbital 
z-axis. As such, it might seem that we can account for Earth rotation by simply subtracting 4 
from our yaw estimate. The yaw that is measured in the above equations will not necessarily he 
measured about the orbital z-axis however. Since the Euler convention selected for this research is 
that of 1-2-3, the yaw axis will be dictated by the preceding pitch and roll, such that yaw is only 
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about the orbital z-axis when pitch and roll are zero. In order to compensate, the above attitude 
estimates are converted into a 3-2-1 convention [33]: 
tan ycosp +sintisin p 
tan vz21 = 
cosm 
(6-31) 
tan _ 
tan p cos y+ sin t7 sin y (6-32) ; Z' cost; 
sinß'i21 =cosvcosflsin&-sinvsin, u (6-33) 
From the above, yaw will now be measured about the orbital z-axis. The effects of Earth rotation 
can then be accounted for by subtracting the angle ýE from the yaw estimate in equation 6-32, 
such that: 
/1321(E) 
- /u321 -4 (6-34) 
where P32uE) is an estimate of yaw, with 3-2-1 Euler convention, that accounts for Earth rotation. 
Equations 6-31 and 6-33 need not account for Earth rotation as the angle ýE is measured about 
the orbital z axis, which corresponds to yaw alone in the 321 frame. 
Following the Earth rotation correction in equation 6-34, the above yaw, pitch and roll values may 
then be converted back to 1-2-3 Euler convention, where: 
cos V321 tan f421 - sin V321 sin äT321 tan ýt = cos Q321 
tan v= 
COsP321 tanV321 -S1nQg21 sin, u, 21 
cosÜfi21 
(6-35) 
(6-36) 
sin t7 = sin v321 sin p121 + COS 
v321 sin tT321 cos p321 (6-37) 
6.2 Determination of Attitude Rates 
This section details how, given an initial attitude, rates may be extracted from row and column 
shifts. Attitude rates are inherently simpler to extract from imagery than attitude position as the 
column and row shifts dictate where each pixel projection will be and at what time, respectively. 
The time taken, AT,, for the nominally nadir pixel projection, P(y,, ), to reach and register the 
corresponding point along the ground projection of the starboard array, can he derived 
directly from the row shift of that pixel, with: 
AT', =WeV,, 
ýo (6-38) 
The point yt7 across the starboard array, where pixel y,, will register after a time AT, 7. can be 
seen as a function of the pixel's column shift: 
Ysý = tan-' .% 
tan(Y, )^W,. (Yo) (6-39) 
) f 
The velocity vector, V,,, that defines the path of a projected pixel along the ground plane can 
therefore be found from: 
ý_ 
S(Yq(s))-P(Yq) 
q 
AT, 
(6-40) 
The above equations can be used to find the velocity vectors V,, and V., which correspond to 
pixels yA and Y. from opposite extremities of the overlap (6), respectively. If these vectors are 
projected along the ground for a duration ATn then the orientation of the port imaging plane's 
ground projection can be mapped out for that time. If the satellite position is also projected along 
its velocity vector for the equivalent duration then the plane of the port array at time AT,, can be 
defined with the coplanar pixel projections p(yA),, 
T,, and 
p(y, )A. 
', 
where: 
P(YA)A,,, _ &, )+OTV,, 
and 
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(6-41) 
ara), =ar)+ATvB (6-42) 
Figure 6.2 illustrates the port pixels yA and yB, from alternate edges of the overlap, at time zero: 
P(YA) PýYBý and after a time AT,,: P(Ya ern PýYB 
)eT, 
Figure 6.2 - Motion of port imager's projection after time AT,, 
Since VGE is used in place of VG the effects of Earth rotation can be considered accounted for. 
From this, the direct cosine matrix (A), that separates Xc from Xo at time 4TA, can be determined: 
i xc 
A= )"1 
i Zc 
Xý. j Xý"k 
}'ý. 
", 
j Yý k 
Zc", j Zc"k 
(6-43) 
With: 
Zý" _ -P(y, ý 
)eT7 
X c= P(ya 
ýerý x P(ya ýerý 
Yý- =XC X2, 
(6-44) 
(6-45) 
(6-46) 
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where 
X,, Y. and Z, are orthogonal unit vectors that represent the orientation of the camera 
coordinate system in the orbital coordinate frame. 
The yaw, pitch and roll at time AT,, can then he found through the paramcterisation of the above, 
with: 
G7,,, 
l =sin-'(X, . k) 
(6-47) 
Lý. kl 
, ýý=COs' I Cos . r^ ) 
Cos '\X`1 
lCOSQ%ef J 
(6-48) 
(6-49) 
The rate of rotational displacement along each axis can then be quantified from the observed 
changes in q, Gland vthat occurs over the duration u Tn. 
As V,, increasingly deviates from V. , primarily as a result of yaw rate, increasing levels of 
extrapolation will ensue as the row shift of such pixels are representative of differing time frames. 
6.3 Chapter Summary 
Yaw, pitch and roll can be calculated from column shift, column shift difference and row shift 
variation, respectively. Each of these measurements is independent of the satellite altitude and 
velocity magnitude. By representing S as vector triple product and allowing an inverse rotation, 
such that the ground plane is rotated relative to the satellite, the derivation of a pixel's column 
shift is greatly simplified. Extraction of attitude data from single-bank and dual-bank DMC 
imager pairs has been considered. For the single-bank sensor pair case, the derivation of yaw, 
pitch and roll is deemed much simpler. 
Earth rotation has a significant effect on column shift and column shift variation, such that, unless 
accounted for, attitude errors may form. This is compensated for with a rotation about the orbital z 
axis, following conversion of attitude estimates into a 3-2-1 Euler convention. 
Attitude rates have proven inherently simpler to extract from imagery than attitude position as the 
column and row shifts essentially dictate where each pixel projection will be and at what time, 
respectively. With this, rates are found by determining the initial and final orientation, after a time 
AT, of the plane of a trailing array. 
Chapter 7 
Error Analysis 
Chapter 6 detailed the inversion of the model described in chapter 4, such that absolute attitude 
and rate estimates may be extracted from image shifts. This chapter investigates the accuracy of 
such estimates given a known error in registration. 
Section 1 describes the methodology by which image-based attitude errors are determined, given 
an error in registration. Section 2 and 3 then detail the derivation of absolute attitude errors and 
rate errors, respectively, in terms of sensor geometry and mounting for a dual-bank and single- 
bank case. 
7.1 General Error Equations 
Chapter 5 has illustrated how yaw rate, pitch rate and roll rate are primarily a function of row shift 
variation, row shift and column shift, respectively. In contrast, column shift, column shift 
variation and row shift variation can be used to calculate yaw, pitch and roll, respectively. The 
error of these image-based attitude estimates will be dependant upon the accuracy of the 
registration scheme, such that: 
6R 
z- 
Y 
Vl...: l - 
6R 
ýs"ý, Y ý+V` %J 
61_, _ 
6v 
`ý ` Pc (m) 
7-1 
(7-1) 
(7-2) 
(7-3) 
af, N aý ý.. N l= I-- 
Pk (v"'O 
(7-4) 
Where QR represents the accuracy of the registration in pixels and the denominators correspond to 
the differential of the shift relative to the rotation of interest. a,,,, and a,, represent the errors in 
row shift variation and column shift variation which can measured as a function of aK: 
i? 
6p = QR 
ýPc 
(wýlß))ý + (P. 
'wAJ) 
2 ok (7-5) 
(ß) 
+ WR(A) 
_ 
ý( ý1ý_ ýR ýR22 
6pk -aR 
ýP(' 
lýR(R))ýý +(rVR(A))ýý ? 
WR(ß) 
(7-6) 
where pc1(wc) is the differential of column shift variation relative to column shift, OR0(tIR) is 
the differential of row shift variation with respect to row shift. A&B correspond to pixels at 
alternate edges of the overlap with the registration errors being assumed equal across the imager. 
The derivation of equation 7-5 and 7-6 is detailed further in Appendix F. 
7.2 Attitude Error 
This section will consider the expansion of equations 7-1 to 7-4 relative to absolute attitude such 
that they may he represented in terms of initial attitude and sensor alignment. For the camera 
angles we will first consider the case of a dual-bank sensor pair and then that of a single-hank 
sensor pair, such as mounted onboard a DMC platform. Rates are assumed nominal. 
7.2.1 Dual-Bank Sensor Pair 
For a dual-bank case the two sensors of interest are separated from the body frame and 
consequently from each other by the angles aand ß. 
By using equation 6-18 with the above we can determine the yaw accuracy a : 
Q.. = 
6R COSZ, UCOS, 8 
"f sina 
(7-7) 
where the discernable across-track Instantaneous Field of View (IFOV), as measured across the 
plane of the imaging array, is represented by the ratio QR/f . 
The yaw error appears to he highly 
dependant upon the initial yaw position, with larger yaw values rapidly yielding higher yaw 
accuracies. 
As explained above, pitch can be determined through analysis of column shift variation. Through 
the differential of equation 6-20 we therefore find: 
_" 
"6R cos2 Qcos, U(cos2 ß-sin2 gý 
f sinacos, 8sin(2g) 
(7-8) 
where or, is the error in pitch given a registration error 6R and g corresponds to half the overlap 
region S, such that g =(ß+ y., )=-(ß+ yB). The accuracy is primarily dependant upon g, such that 
vast improvements in accuracy may be attained with larger overlap regions. The pitch accuracy 
also shows high sensitivity to initial attitude position, with smaller errors being found away from 
nominal attitude. 
As the roll position deviates from nadir the separation between imager ground projections and 
consequent row shifts become increasingly exaggerated and varied across the array. Through 
analysis of the resulting row shift variation the roll may be calculated. The roll accuracy (a) can 
therefore be defined through the differential of equation 6-26, such that: 
2costicos(ß- g)cos(/3+ g)cos2 v 
6, - 6°x tan 9 cos, u(pR cos(, ß - g)+ cos(# + g))2 
or equivalently: 
(7-9) 
_ 
cost ycos(#-g)(cosoi+tan g(sint7sinp-cos, utan y))2 
(7-10) 2 sin g cos, u cos M cos(# + g) 
The first term of the above is the error in row shift variation as a result of registration error 6R . 
This is found through equation 7-6 and can be approximated, assuming WR(A) = Y'R(a), by: 
7-3 
6_ 
QR 
NN 
WR 
(7-II) 
The second term in equation 7-10 dictates how the size of the overlap and initial attitude affects 
the discernable level of change in roll. From this we see that the accuracy of a roll measurement is 
highly dependant upon the overlap restrictions imposed by ß in conjunction with the initial roll 
position. 
7.2.2 Single-Bank Sensor Pair 
With a single hank camera pair the sensors of interest are separated by an angle a and then both 
rotated relative to the body frame such as with a roll of magnitude ß. As a result of this, the 
derivation of yaw, pitch and roll from column shift, column shift variation and row shift variation 
is simpler. From this, and using equations 7-I to 7-6 in conjunction with 6-27 to 6-29, the errors 
in yaw, pitch and roll estimation for a single-bank sensor pair can he simply represented as: 
6R COsZ u 
Qu = 
f sina 
6--J 
UR COS, UCOS2 tV 
2f sin a tang 
2cosoicos2(v+ß) 6V 
P" tangcosp(pR +1)2 
where, for a single-bank sensor pair: 
(PR + 02 _4 cos 
2 t7 
(cost? 
-cos9tang (tan(v+ 8)-sinITtan p))2 
(7-12) 
(7-13) 
(7-14) 
(7-15) 
It is important to note that with a single-bank sensor pair g, which corresponds to half the angular 
overlap between imagers, is much larger than with a dual-bank case. This allows for enhancement 
of roll and pitch estimate accuracies. 
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7.3 Attitude Rate Error 
This section will attempt to represent yaw, pitch and roll rate errors in terms of camera mounting 
and inter-sensor alignment. We will first consider the case of a dual-bank sensor pair and then that 
of a single-bank sensor pair, such as mounted onboard a DMC platform. 
7.3.1 Dual-bank Sensor Pair 
As detailed above, yaw, pitch and roll rates are primarily a function of row shift variation, row 
shift and column shift. The potential error of an image-based rate estimate can be found through 
analysis of the angular discrepancy that corresponds to the smallest perceivable shift, after a catch 
up time AT. 
If we assumed to be small then the row shift of pixel yn can be approximated as: 
WR(n) 
AT, 
(7-16) 
where 
AT, = 
VcVRLo 
VG +VtV 
and 
Lo 
(7-17) 
Vý, =htantJ (7-18) 
In the above, AT,, and Y'R() correspond to the catch up time and row shift, respectively, when 
considering pitch rates. WR is the row shift of pixel y,, assuming zero rates and can be calculated 
using equation 6-22. While the numerator in equation 7-17 represent the ground separation 
between front and trailing pixel projections the denominator represents the ground velocity of the 
trailing pixel projection as a result of satellite motion and pitch rate. 
An estimation of the pitch rate can be formed from the above: 
tan t? =VG 
WR 
-1 {t WRi, ii 
(7-19) 
where 
WR 
represents the ratio of expected row shift (assuming no rates) to observed row shift. 
WR(ý 
The pitch rate error can then he found through the differential of the above: 
rI&r7_ ý(V(I .+h 
tan ti7)` cos` tý7 6M - QK rl 
RIn) 
K 
hVcWK 
where QR is the accuracy of the registration scheme. 
(7-20) 
The column shift, Wc(n), that results from a given attitude position and roll rate can he found 
through: 
Ylc(n) =Wc +f[tan (Y. c +AT,, v)-tan Ys]" (7-21) 
The first term, yic , from equation 7-21 is the expected column shift, given no rates. and the 
second term corresponds to the extra shift that is caused by rotation rate V, following a timespan 
AT". 
Through the derivation of the above we find that: 
8v Qfl = UR 
45V/CYn 1 
where, in accordance with equation 6-16: 
= Q. 
Cos, ('vs +ATnV) 
fATn 
(7-22) 
Ys = tan-'cosasin/3-sinatanp 
l 
(7-23) 
cosß 
J 
From this. the roll rate accuracy can he seen as primarily dependant upon the duration over which 
a measurement is made in addition to the discernable across-track resolution 
(CrR/ f) of the 
camera system. 
With increasing yaw rates the difference in magnitude between the ground velocities of pixels at 
opposing edges of the array will increasingly diverge. This will result in a change in row shift 
variation. If we assume l yRl =ly, l and /1 or AT to be small then the row shift for pixel yB 
or y, , given attitude and rates, can 
be approximated: 
_ 
VGwR(B. A) WRI. AIInI v+Y +v 
(7-24) 
G 
V. 
-N 
with 
V,, =h tan g tan ü (7-25) 
where VF1 is the velocity of the trailing pixel as a result of yaw rate, Y'R(A R) is expected row shift, 
assuming no rates and as calculated from equation 6-22. From this, the row shift variation 
pR(,, I) which accounts for rates. can he calculated: 
_ 
ýVR(B)(VG +Vý +Vý, ) 
PRJn) 
WR(A) VG +V. -V, 
) (7-26) 
Through differentiation of the above we obtain an expression for the error in our yaw rate attitude: 
ýu 
_ 
VýRýAý (cosftcosg(Vý+Vý, ý-hsingsin, üý2 
lTp=aP, ýRln) _ýv, 
ýVR1s) hsin(2gXVc+Vmý 
(7-27) 
where C,, is found through equation 7-6 ensuring that WR(A)n and Y'R(B)n from equation 7-24 is 
used in place of i'R(A) and iVRiaý The second term in equation 7-27 represents the inverse of the 
expected row shift variation PR , given an 
initial attitude. The final term illustrates the high 
dependence of the above error on yaw rate, pitch rate and, to a larger extent, overlap size g. 
Enhancements in yaw rate accuracy can therefore be realised through increases in 6. 
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7.3.2 Single-Bank Sensor Pair 
With a single-hank sensor pair the imagers are modelled such that there is an initial angular 
separation alpha, projecting one array ahead of the other but keeping the ground projections 
parallel, and then the two arrays are canted by the angle beta in manner similar to that of a roll. 
For a single bank sensor pair the pitch rate and roll rate errors can be seen as: 
li7 
Qk 
(V,; +h tan a)' cos' 6ý = hV,; Vln 
and 
U, = or. cosz(ys +OTy) 
(7-28) 
(7-29) 
fOT" 
The above errors are equivalent to equations 7-20 and 7-22 but with AT,, , y,. and WWR 
being 
calculated under the assumption that 83 =0 and V=V+ the cant angle that separates the camera 
y-axis from the body y-axis (assumed to be 12.6448° for the DMC). 
For a single-bank sensor-pair pixel yA is projected further from nadir than pixel Y,,. As such 
equation 7-25 no longer holds true and must be rewritten as: 
VN(A) =h tan(ß+ g)tan, U (7-30) 
(7-31) V;, (8) =htan(ß-g)tanP 
with this, and through differentiation of equation 7-26, we find the error in yaw rate for a single- 
bank sensor pair: 
a- -a 
wR(A) (cosfl(VG 
+V, 7 ) -htan(, ß-g) sin, i[)Z N PR YfR(g) h(tan(ý+g)+tan(#-gýXVG +Var) 
(7-32) 
where ß is the cant angle that separates the sensor y-axis from the satellite body y-axis and g is 
half the angular overlap, which is equivalent to half the swath for a single-bank case. 
7.4 Chapter Summary 
From the above we can see that for image-based attitude or rate estimates the error is dependant 
upon the separation between imagers. the mounting of the cameras and the initial attitude or rate 
of the platform. 
Figure 7.1 illustrates how image-based attitude errors are affected by initial platform orientation. 
Yaw, pitch and roll errors are illustrated for a dual-hank case in section A and a single-hank case 
in section B. For this. a is assumed to he 0.5°, c is 0.1 pixels (representing 3a) and initial 
attitude positions range from -20° to 20°. 
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The accuracy of the technique can he seen to noticeably improve as the orientation of the imager- 
pair increasingly deviates from nominal attitude. This is not always true for roll errors however, as 
minimum roll sensitivity will occur where imager ground projections approach parallel alignment. 
The level of improvement, for an image-based attitude estimate, that results from a 20° 
manoeuvre is generally around 10% to 2017. 
For pitch and roll there is a substantial reduction in error when considering the single-hank case 
over that of the dual-hank. The level of* improvement is approximately x20, which can he seen as 
proportional to the increase in overlap size & The yaw error however, experiences a slight 
increase when moving from a dual-hank to single-hank case. For case A and case B the yaw error 
is invariant to roll or pitch position and the pitch error is invariant to roll position. 
The above increases in accuracy will however come at the cost of a corresponding loss in 
sampling frequency. Although telemetry can be estimated at a rate equivalent to the line duration 
(Lo), each observation will represents data collected over a time frame of AT. The sampling 
frequency (W.. ) in Hz can therefore he expressed as: 
UJti. = 
I 
4Tj,, ) 
(7-42) 
where ATEý is the catch up time for a trailing pixel to reach some point along the front array. This 
must consider attitude and rates and so is calculated as L,, y/R(, MI,,, with equation 
7-24. 
Enhanced position and rate accuracy without consequent loss in sampling rate can he achieved 
however through improved alon-track (L) and across track (fl resolution of the imaging system 
in conjunction with registration scheme accuracy (6R). 
The expected attitude and rate errors for a single hank and dual hank case, as calculated from the 
above equations, are displayed in tables 7.1 and 7.2 below. For this, ais assumed to he 0.5°, (FR is 
0.1 pixels (representing 3c). While the rate accuracies assume rotation from a nominal standpoint 
the attitude accuracies assume nominal rates. 
Table 7.1- Absolute attitude error for single-hank and dual-hank sensor pair (Nigeria DMC) 
Accuracy Yaw (degrees) Pitch (degrees) Roll (degrees) 
Dual-Bank 0.0303 1.89 
Single-Bank 0.031 0.093 
1.97 
0.086 
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Chapter 8 
Results - Case Study: DMC 
In chapter 5 we used a series of simulated manoeuvres to investigate the effect of attitude on 
image shifts. This chapter looks at the actual effect of attitude on imagery using a series of 
manoeuvres performed along DMC image runs. Shift-based attitude estimates are calculated using 
the model inversion, detailed in chapter 6, and compared to onboard attitude data. 
While section 1 discusses the registration methodology, section 2 details the estimation of inter- 
imager separation angles. Section 3 then analyses the shift patterns expected between imagery 
under nominal attitude. The remaining section detail the different manoeuvres performed and 
attitude anomalies detected along DMC image runs. 
8.1 Approach 
In order to test the model, inversion and verify the simulated results the registration shifts from a 
series of UK-DMC images, some captured during attitude manoeuvres, were extracted and 
analysed. For each image run, a raw image pair was extracted from the port to starboard overlap 
between band 3 sensor pairs. Band 3 was chosen owing to the large inter-imager separation with 
this band pair. 
Each image was then split into a series of windows extending across the width and along the 
length of the image run (Figure 8.1). Each window was registered, port to starboard, using the 
phase correlation registration scheme. The peak power of the cross power spectrum is dependant 
upon the size of each image window registered and available scene texture. Although increasing 
the window size will aid the inter-image congruence, high frequency data will become dampened. 
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Optimal window sizing is therefore difficult and, in some cases, scene dependant. Unless 
otherwise stated a window size of 2(X)x2(X) pixels was used. 
FrrrF-CC CCC11- EEEILE 
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Figure 8.1 - Registration of mI(' image windows 
Following registration, the resulting row and column shill values may he compared to simulated 
shifts or converted into image-based attitude estimates, using the model inversion, for comparison 
with onboard attitude data. 
8.2 Calibration of Inter-Imager Angles 
In order to utilise the model or model inversion to simulate the expected shifts or generate attitude 
estimates we must first acquire a reasonable estimate of the inter-imager separation angles. To 
achieve this we took a series of UK-DMC images and used their row shifts to calculate . 
1/' values. 
In conjunction with the onhoard ADCS these catch up times were then used to calculate a series 
of a angle estimates. From this, the mean was taken and assumed to he a suitable estimate of the 
angle a. For the hand 3 dual hank sensor pair of the UK-DM(' this was found to he 0.047. The 13 
angle was assumed equal to the design specifications at 12.6448''. 
8.3 Nominal Attitude and Rates 
In chapter 5, section 3 the model was used to predict the nominal across track variations in row 
and column shift. In order to test the viability of these across track shill patterns a UK-I)MC 
image with approximately nominal attitude was analysed. Using it series of registration windows 
the true cross-track shift patterns between the hand 3 dual hank sensor pair were calculated. 
Figure 8.2 shows the how pattern of across-track changes in column shift that is predicted using 
the model in chapter 5. This assumes nominal attitude and inter imager angles for it liK-l)M(' 
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hand 3. dual bank sensor pair. As seen in figure 8.2 the actual across-track variation in column 
shift also exhibits a how shape across the overlap region which is of a similar magnitude to the 
simulated across-track column shifts. 
Figure 8.2 - Simulated and actual variation in column shift 
across l K-D\IC dual-bank band 3 overlap region 
The observed how shape is a result of the dual hank geometry and explained further in chapter 5, 
section 3. The above discrepancies, between simulated and actual shifts, are predominately within 
the expected bounds as defined by observed registration accuracies. 
Figure 8.3 show the simulated and actual across track changes in row shift generated from the 
model in chapter 4 using the aho%e inter-imager parameters. 
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Figure 8.3 - Simulated and actual variation in row shift 
across I'K-D\IC dual-bank band 3 overlap region 
ton 11 () 400 450 
The magnitudes of the actual row shift values approximately match those of the simulated 
equivalents. The linear decrease in row shill across the overlap region that is predicted in the 
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simulated data is clearly evident in the real UK-I)MC data. The gradient of this decrease is 
somewhat larger than expected however. The above errors. between actual and simulated shifts, 
are likely a result of a small yaw rate, which would cause a change in across-track row shift 
gradient such as seen in the above plot. The above errors may also he result of small discrepancies 
between the estimated and actual inter-imager angles, reflecting the difficulty in representing 
inter-imager separations using only two angles. 
8.4 Yaw Nlanoeuvres - Dt'000232 
In urdcr to test the ell'crt ul attitude on image rcgistration , hills at 2 k1cpce \; i%% in, mOCu\R %%a" 
performed along the UK-DMC image run DU(KX)232. The resulting imagery was then registered 
to extract the changes in column shill that occur along the scene for each pixel across the array. 
Figure 8.4(A) and 8.4(B) illustrate the actual and simulated effect of such a yaw manoeuvre on 
the column shift for each pixel across the overlap region. 
so 
A 1; 
Figure 8.4 - Actual 1 A) and simulated (lt) effects of Yaw on 
column shifts across dual-bank overlap region 
The real and simulated across track variation in column shift both display a bowed appearance 
that is induced by the Qangle between port and starboard sensors. The decrease in column shift. 
of approximately 0.6 pixels, that was predicted in the simulated manoeuvre was also observed 
along the actual image run. 
As seen in figure 8.5 a small degree of error was found between the real and simulated shill seen 
above. As seen in figure 8.5 (A) the error in the along track direction was equivalent in magnitude 
to the expected registration error. The error in the across track direction was of a higher 
magnitude and exhibited a bowed shape (figure 8.5 (B)). This is likely a result of a small 
discrepancy between the real and simulated Bangle. 
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Figure 8.5 -Along-track (A) and across-track (B) error between real and simulated shifts 
8.5 Pitch Rate Manoeuvre - DU000013 
In order to test the ability of the model to detect and discern attitude rates, the UK-DMC image 
DU((XX)13. which was captured during a pitch rate manoeuvre, was analysed. This manoeuvre 
gave the satellite a pitch rotation of approximately 0.3 degrees per second, allowing the ground 
projection of alternate imaging planes to progress at approximately half normal pace. This 
mantcu%re was performed prior to UK-DMC boom deployment. The imagery captured during 
this manoeuvre was registered and processed using the above registration technique. 
For a typical UK-DMC image run, the row shift between the hand 3 dual-hank sensor pair is 
approximately 17 pixels. Figure 8.6 shows how, as a result of the high pitch rate, the row shift 
along the DU(XXX)13 image run is clearly higher than as expected in a normal image run. In fact, 
the shift is over twice the expected value for this hand pair. For the purposes of comparison, the 
row shift from a control image run, which was taken under nominal attitude, is illustrated 
alongside that of the DU(XXX) 13 image run data. 
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Figure 8.6 - Effect of pitch rate manoeuvre on row shift 
The above illustrates that a pitch rate can easily he detected through analysis of row shifts. 
The pitch rate manoeuvre takes the satellite from +6.6 to -5.3 degrees pitch over the course of the 
image run. The resulting perspective distortions lead to changes in row shift that exhibit a how 
shape across the DU(XXX)13 image run. The minimum row shift value, which is found towards the 
centre of the image run, thus corresponds to the minimum pitch angle or approximately nadir. 
This time correlates with the minimum pitch angle seen in the onboard ARCS data. 
In addition to the how shape pattern, a number of fluctuations in row shill were found to occur 
along the control and pitch rate manoeuvre image runs. Whilst the majority of Iluctuations were 
within the expected hounds of the registration accuracy it number of perturbations in image run 
DU(XX))13 were outside these hounds. These perturbations were found to have it fairly periodic 
structure and are likely the result of a small onboard vibration. 
In order to prove that rates can he quantified as well as detected, the model inversion was used to 
extract the pitch rate from the above shits values. Each estimate assumed absolute attitude to he 
known for that point in time. These estimates were then compared to onhoard rate data as seen in 
figure H. 7. 
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Figure 8.7 -1 mage based estimate and AD('S pitch rate data along image run D1T000013 
As explained prc\iously. while the small scale fluctuations seen in the above figure correspond to 
registration error, the larger scale perturbations are likely a result of a small onhoard vibration. 
While the onhoard data was sampled at 0.2 Hz the registration-based attitude estimates are 
sampled at 14 Hi. The low sampling frequency of the onhoard attitude systems make more 
lengthy or detailed comparisons difficult. By interpolating intermediate values between onhoard 
attitude data values and subtracting these from the image-based estimates the variations in error 
across the scene was found (as seen in figure 8.8). 
Figure 8.8 - Pitch rate errors along DI'000013 
The errors between onhoard data and image-based estimates arc very small. The mean error along, 
the image run is less than 2 areseconds per second. This is much smaller than the expected pitch 
rate accuracy which. for a UK-DMC sensor configuration, was predicted by the error analysis 
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within chapter 7 to be approximately 13 arcseconds per second. The level of variation in the error 
along the image run was somewhat larger than expected however, with a standard deviation of 
errors corresponding to approximately 30 areseconds per second (3(7). These larger scale errors do 
not appear to fluctuate randomly hut rather show a steady oscillation across the image. These 
variations likely represent onboard fluctuations in attitude that were too small or frequent to be 
discerned by the UK-DMC sensors. Such perturbations in attitude are investigated and explained 
further within section 9.7. 
The above has shown that attitude rates can he easily discerned through analysis of translational 
shifts between pushbroom imagery. Pitch rates estimates were found to match onboard AIR'S 
data to a high degree of accuracy. proving the potential of such it system for attitude rate 
estimation. 
8.6 Yaw Manoeuvre - D00002be 
An image of' interest that ýýa, taken Irmn the UK-DMC archive is I)LU(NI? he (tier Inure ?;. `)I. 
This scene had been noted by DM('ii as a prohlrm image which had proven difficult to rectify. 
Figure 8.9 -1 K-U\1(' image D1; 0002be 
Upon further analysis the image was found to have shift values that were outside the normal 
range. Typically, there is a 9433.7 pixel shift between the hand 3 dual-hank sensors onhoard UK- 
DMC. For DU(XX)2be however, the shift was around 9409 pixels. This is over 35 pixels higher 
than expected. As discussed previously, changes in column shift are primarily it function of yaw 
K-K 
angle. The model inversion was therefore used to convert these shifts into attitude estimates. 
According to the inter-imager shifts, there was a 61.5 degree yaw at the start of the image run, 
which, towards the end of the run, diminished to approximately 57 degrees yaw. As seen in figure 
8.10, these estimates were then compared against onboard ADCS data. 
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Figure 8.10 - Image based and ADCS based estimated of yaw along UK-DMC run D00002be 
The line drop-outs represent areas within the images that, due to insufficient texture, failed to 
register. Onboard attitude data confirmed the presence of such a large yaw angle and a gradual 
decline in yaw across the scene. According to ADCS data, the gradual decrease in yaw 
corresponded to -0.068 degrees per second yaw rate. 
Image-based attitude estimates showed a 
general agreement with this figure, with a yaw rate of -0.075 degrees per second. The 
disagreement in gradient seen above therefore corresponds to a yaw rate error of 0.007 degrees 
per second or approximately 25 arcseconds per second. This error is easily within the bounds 
predicted by the error analysis section in chapter 7 which, for a UK-DMC sensor configuration, 
equates to approximately 10 arcseconds per second. A bias of approximately 1.5 degrees was also 
found between onboard data and image-based estimates. This bias was observed for the duration 
of the image run and was far larger than the rate accuracies predicted in chapter 7 (0.3 degrees). 
Alongside the observed bias from real data the yaw estimates showed an oscillation that was not 
apparent in the onboard data. The magnitude of the oscillation was approximately 0.5 degrees. 
The magnitude of the image-based attitude errors along image run DO0002be are partially due to 
the lack of scene texture which would have hampered the registration of the imagery. Such errors 
are also likely the result of inter-imager separation angles not being appropriately accounted for, 
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as evident in figure 8.3. It is worth noting that the magnitude of the above yaw is way outside the 
range considered within our simulations and that the effect of a small discrepancies in ß and a 
will be exaggerated at large yaw angles. Despite the above, the model inversion is able to predict 
reasonable estimates of the yaw position. Onboard data was found to correlate well against image- 
based attitude estimates, with a correlation coefficient of O. 94 along the image run. 
8.7 Onboard Vibrations 
The re_ii, uatiom meth dolop ha, , o, tar been tested on a hot of DM(' I"uur inot OI the 
images that were registered a periodic fluctuation in row and column shift was detected along the 
scene (Figure (S. I I). 
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Figure 8.11. Row Shift Oscillation across I K-I)NI(' image Scene 
According to the image-based attitude model such oscillating shifts infer a periodic change 
primarily in pitch rate with a lesser flux in roll rate, indicative of a small onboard vibration. Such 
disturbances are common and often seen during the rectification or calibration of satellite 
pushhroom imagery 1741,1751. 
Figure 8.12 illustrates the variations in pitch rate as extracted from UK-I)M(' scene I)t11NK)l99. 
which exhibited such fluctuations in row shift, using the model inversion. ('onsecutive 
observations were sampled at an interval of 208 Hi by progressing the registration window along 
the image scene in steps of I pixel. Each measurement corresponds to an average that is taken 
H-IU 
over a time period an order of magnitude larger however, owing to the size of the registration 
window used. In order to ensure that the observed oscillation was not the aliased equivalent of a 
different frequency vibration a series of different sized registration windows were initially used. 
The frequency of the oscillation was not found to alter significantly following a decrease in 
window size. According to the UK-DMC's inter-imager geometry and given the phase-correlation 
registration accuracies, the accuracies of Figure 8.12 can he seen as approximately 5 arcseconds 
per second. 
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Figure 8.12 - Vibration Observed along DNIC Image Run 
The rate and scales of motion are respectively an order of magnitude too frequent and several 
orders too slight for DMC onhoard ADCS to register. Despite this, the motion is easily observed 
through analysis of along-scene inter-imager geometry. Geo-rectification of the imagery has 
helped to corroborate the presence of this vibration with such onhoard motion being observed as 
periodic changes in the velocity of each imaging plane 1761. 
In order to better understand the nature of this vibration and its effect on DMC imagery a host of 
imagery. primarily from UK-DMC was registered and analysed. The UK-DMC vibration was 
found to have a frequency of approximately 0.6 Hz. This remained relatively consistent between 
scenes. varying with a standard deviation of 0.03 Hz. Curiously, for Algeria-DMC and Nigeria 
DMC the vibration was at the slightly lower frequency of approximately 0.5 Hz. 
The amplitude of the oscillation was found to vary between scenes. For the UK-DMC the mean 
amplitude was found to he 0.3 pixels or 30 arcseconds per second in pitch rate. This correcponds 
to approximately 15 arcseconds in absolute rotational displacement along the pitch axis, given the 
vibration frequency. For most cases the amplitude remained consistent along the scene. As seen if 
figures 8.13 and figure 8.14 however, some select image runs were found to exhibit variable 
amplitudes along the scene. 
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Figure 8.14 - Variations in row shift along Image 1)1'111111248 
While figure 8.13 illustrate, the formation of it \ibration in figure 8.14 their appears to he it 
second vibration of a smaller frequency within the signal that is affecting the row shift. Following 
further analysis, a relation was found between the amplitude of the row shift oscillation and the 
DMC platforms or sensor pairs being used. In general, the amplitude, as measured in pixel,, is 
smallest with UK-DMC, largest with Nigeria DMC and of intermediate amplitude within Algeria 
DMC imagery. For comparison, figure 8.15 illustrates the oscillation in row shift for it typical 
Nigeria DMC and UK-DMC image run. 
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Figure 8.15 - Rom- shift oscillations along typical Nigeria and UK DMC images 
The phase of the ahoy vibrations will of course not match as they represent separate image runs. 
In a similar manner to the above, the amplitude of the row shift vibration was found to vary 
between sensor pairs. Figure 8.16 illustrates the variations in row shift that occurs along the 
Nigeria DMC image run DNO00120, as measured first, with a dual-hank single-hand image pair, 
and then v, ith a single-hank dual-hand sensor pair. 
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Figure 8.16 - Row shift oscillation as measured using different 
sensor pairs along Nigeria DMC image run DN000120 
From the above it appears that the effect of the vibration is more pronounced when measured in 
the area of overlap between a dual-hank sensor pair. The difference in amplitude that is observed 
above is a result from the different separation angles that exist between different sensor pairs. The 
dual-hank sensor pair has it much a larger separation angle. a. than that of the single-hank. With a 
larger separation angle the front imager will he projected further ahead of the trailing, increasing 
the time delay and enhancing the sensitivity of the technique to attitude disturbance. A sensor pair 
with twice the separation angle will show approximately twice the sensitivity to attitude rates. 
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This increased sensitivity comes at the cost of a reduction in sampling frequency however. Thus, 
if we use the model inversion to convert the shifts from image run UN000120 into rates we will 
find that the vibration and vibration amplitudes predicted using data from either sensor pairs will 
now match (See figure 8.17 ). 
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Figure 8.17 -Pitch rate oscillation as measured using different 
sensor pairs along Nigeria 1)\1(' image run DN111111120 
The two vibration predictions were found to correlate well, with a correlation coefficient of O. 91. 
This is illustrated in figure 8.18 where the estimated rates are plotted against onhoard data. 
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Figure 8.18- Correlation between attitude rate estimates as made using 2 different sensor pairs 
Attitude rate data can therefore he extracted from any sensor pair, or potentially, for the purposes 
of enhancing the signal to noise ratio, from multiple sensor pairs. As mentioned above, however. 
the sensitivity and consequent accuracy of each sensor pair will vary in accordance with the 
corresponding angular separations. Relatively large angles will incur a reduction in sampling 
frequency alongside an increase in sensitivity however. 
The angular separations between Nigeria-DMC. Algeria-DMC and UK-DMC imagers varies 
dramatically. In fact, if we convert the above large-amplitude row shift oscillations observed in 
Nigeria-DMC or Algeria-DMC imagery into rate data then we will see that the amplitude of 
vibration is in fact of the same order as with UK-DMC vibrations. Thus. the variations in scale of 
row shift oscillations that arc observed between platforms are primarily a result of the different 
angular separations and consequent different sensitivities of different platform's sensor pairs. 
8.8 Momentum Wheel Activation (Y-Axis) - DU000373 
In an attempt to initiate the \ihratiom observed in previous imagery the platform's y-axis 
momentum wheel was switched off and then reactivated part way along DMC imaging run 
DU(XX)373. The imagery from alternate hanks was then registered using the above-mentioned 
techniques and inversions in order to extract the rate data. As seen in Figure 8.19, a vibration, 
operating primarily along the pitch axis, was observed subsequent to wheel activation. 
Observations are sampled at a frequency of 200Hz to better discern the nature of the vibration. 
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Momentum Wheel Activation 
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The frequency remained relatively constant at approximately 0.6 Hr and so coincided with that of 
vibrations from previous DMC imagery. The amplitude of the vibration initially registered higher 
than any previously recorded and then dissipated to levels beyond the sensitivity of this technique 
to detect over a period of approximately 3(X) second. The evolution and gradual decay of the 
vibration is clearly evident in Figure 9.19, with low-level fluctuations of it few aresec per second 
in pitch rates remaining discernable after 250 seconds. It is important to recognise that these 
results are unfiltered. There is therefore great potential to further enhance the accuracies of the 
technique with future post-processing. 
8.9 Momentum Wheel Deactivation (Z-Axis) - D11111111373 
Prior toy and during the ahme mentioned I)t'O(H)373 imaiiinee run the UK-DM(' / am" nuomertturtt 
wheel was kept inactive. This resulted in a drift in yaw that, according to onhoard sensors, 
reached 8 degrees over the length of the scene. The column shifts were extracted Item the port to 
starboard overlap and, in accordance with the above model inversions, used to calculate the yaw 
position along the image scene. Figure 8.20 illustrates the image-based yaw estimates alongside 
ADCS data for the duration of the imaging run. It is important to note that the onboard AI)CS 
data shown in figure 8.20 is not necessarily the actual attitude but rather an estimate hased upon 
onboard sensors measurements and Kalman filtering. ADSC estimates will vary from the actual 
attitude in accordance with CCD sensor noise (quantisation error, dark current. shot noise). 
mounting error between attitude sensors and spacecraft body, inaccuracies in the magnetic field 
model or solar geometry model and thermal distortions over the spacecraft body. Due to these 
errors and the lack of high accuracy sensors (e. g. star cameras or gyroscopes) onboard the above 
mentioned DMC satellites it is hard to validate the accuracies detailed in the error analysis 
chapter. 
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A periodic fluctuation of image-based estimates was observed alongside the general increase in 
yaw. The frequency of such perturbations was found to match that of the above mentioned 
momentum wheel induced vibration. The fluctuations are therefore likely a result of the above 
mentioned vibration acting. to some degree, along the satellite roll axis, as column shift is 
sensitive to roll rate in addition to yaw. 
In general. the increase in yaw estimates was found to match that of onboard data, proving the 
potential of image registration for attitude determination. As seen in Figure 8.21, a high degree of 
correlation was found between estimated and real data points, reaching 0.96-correlation 
coefficient. 
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Figure 8.21 - Correlation between image -based estimates and onboard ADCS Yaw Data 
The yaw accuracies fell short of the expected levels detailed in chapter 7 however (0.3° for UK- 
DMC sensor configuration), with a 0.6-degree standard deviation of errors, partially owing to the 
difficulty of decoupling rates and attitude. 
8.10 Chapter Summary 
This chapter has investigated the actual effect of attitude on imagery using a series of manoeuvres 
performed along DMC image runs. Actual attitude and rate manoeuvres created similar shifts to 
simulated equivalents, proving the viability of the model in chapter 4. Image based attitude 
estimates were calculated using the model inversion, detailed in chapter 6, and compared with 
onboard attitude data. The image-based estimates showed a high degree of correlation with the 
real data with high accuracies being apparent across the image run. 
As predicted in the chapter 5, the image shifts are highly sensitive to changes in attitude rates. 
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An onboard vibration was detected along the majority of DMC image runs using the model 
inversion. The rate and scales of motion are respectively an order of' magnitude too frequent and 
several orders too slight for onboard ADCS to register. This vibration was later verified by SSTL 
during a detailed georectification & geometric characterisation study. The nature of this vibration 
and its effect on inter-image shift values is studied. Unless accounted for, such rate-induced 
oscillations in shift will degrade the accuracy of any image-based attitude estimates. 
Chapter 9: 
Cloud Detection and Height Estimation 
This chapter investigates the use of the narrow angle between DMC imagers for the purposes of 
cloud detection and cloud height estimation. The effect of different altitudes on image shifts is 
modeled through an extension of the model in chapter 4. A method for extracting altitude data 
using such shifts in conjunction with satellite telemetry is then proposed. The effect of attitude 
and inter-imager angles on the accuracy of altitude estimates is discussed. In order to verify the 
viability of the approach, altitude estimates extracted from DMC imagery are presented along 
scenes with variable cloud content. 
9.1 Introduction 
As a result of their high albedo, global abundance and variable distribution, clouds play a major 
role in governing the Earth's energy balance. Determining longwave cooling to space and total 
liquid or ice-water content require knowledge about cloud heights. Cloud detection and cloud 
height estimation are therefore important tools for acquiring a better understanding of the Earth's 
climate system [771. Conventionally, cloud height estimates are measured indirectly using thermal 
infrared brightness temperatures together with temperature-pressure profiles from objective 
analysis of meteorological data. Such traditional radiance-based measurements of cloud heights 
have difficulty detecting the presence of clouds over arctic regions however, as liquid and ice- 
water cloud particles often have similar scattering properties to the particles that compose the ice 
and snow covered surfaces. More recent, stereoscopic observations have been able to provide an 
independent and more direct means of obtaining cloud height data from space, without having to 
make assumptions concerning the state of the atmosphere. 
The Multi-angle Imaging SpectroRadiometer (MISR) onboard the National Aeronautics and 
Space Administration (NASA) Terra satellite is able to provide images of the Earth as captured 
from nine different viewing angles. This allows for retrieval of cloud parameters such as cloud top 
heights using purely geometric stereo-based techniques that involve locating parallax-induced 
cloud feature displacements [781. Such techniques have been tested on MISR imagery over arctic 
region with results confirming the viability of such sensors for distinguishing cloud from snow 
and ice. A statistical approach to cloud recognition that is based upon correlation changes 
resulting from altitude induced shift discrepancies has also been proposed for such regions 1791. 
Due to the magnitude of inter-sensor angles, it takes MISR approximately 7 min to make the 
entire set of nine angular measurements of a given cloud top. During this time the cloud may 
move substantially, or not at all. Also this large time interval allows for significant changes in 
attitude to occur. Unless accounted for, such motion can lead to significant errors in cloud height. 
MISR is able to estimate and correct for cloud motion but this requires a large number of its 
camera views for such compensation. The large angles between sensors also hamper the inter- 
image congruity, reducing the efficiency of the registration algorithms as pattern matching at 
oblique views becomes progressively harder. MISR cloud-top height data is obtained on a l. lkm 
grid with an accuracy of ± 562m, as confined by it spatial resolution (275m). 
This chapter investigates the use of a single-band dual-bank sensor pair from the Disaster 
Monitoring Constellation (DMC) Multi-Spectral Imager (MSI) for the purposes of altimetry/cloud 
height determination. The proposed technique uses the narrow angle that exists between imagers 
to discern altitude in a manner comparable to stereo imaging but able to distinguish absolute cloud 
height without reference to the ground surface, using satellite telemetry. Although the nature of 
the angle is dependant upon the DMC platform and sensor pairs selected, the magnitude of the 
narrow stereo angle does not exceed 0.5 degrees. The accuracy of the height estimates is limited 
by the size of the stereo angle and as such, is unsuitable for topographic analysis but remains 
sufficient for cloud detection or cloud height analysis. The ability to obtain viable height 
accuracies without a large inter-camera view angle is partially owing to the high spatial resolution 
of DMC imagery and the sub-pixel registration technique utilised. The small angles involved also 
aid in inter-image pattern matching and allow little time for cloud motion between images. The 
24-hour revisit time of the DMC allows for a rapid response to current events and increased 
versatility when considering ancillary data source collection [63]. 
9.2 Altitude Estimation Model 
This section details the extraction of altitude data using registration shifts. In chapter 6 we 
discussed how column shift, column shift variation and row shift variation may be used to 
determine the absolute attitude of the platform. These shift parameters are independent of height 
h, such that yaw, pitch and roll may he determined without knowledge of the distance between 
satellite platform and observed features. If we assume the absolute attitude to be known and 
attitude rates as nominal then the row shift of different pixels across the array may then he used to 
equate the altitude of the platform. 
The sensor geometry is modelled on a single-hand dual-hank camera pair from the DMC multi- 
spectral payload. The overlap region defines the area of interest for modeling the effects of 
altitude on image shifts. Figure 9.1 illustrates the projection of a trailing array pixel relative to the 
imaging plane of the front array in the orbital frame, with the main vectors of interest highlighted. 
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Figure 9.1 - Orientation of DMC imager projections 
With a push-broom camera the size and separation between successive rows of pixels is a function 
of time. As detailed in equation 4-23 for a chosen pixel y,, the expected row shift (WR) between 
the front and trailing arrays can he represented by: 
AT 
VR - LD 
(9-1) 
Where L is the Line duration as specified by the camera. According to equation 4-22 the time 
AT, for pixel yp to meet the plane of the front array, is found from the distance jgoI and projected 
velocity Vq,, 
l, such that: 
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Where %2 represents the velocity of the imaging planes ground projection and is coincident with 
the orbital frame X-axis. The unit vector is normal to the imaging plane of the front array and 
has a positive x component. The vector P represents the projection of pixel 7p from satellite 
platform to ground surface, the magnitude of which can he represented as: 
I P° I_-P, 
h" 
-1c 
(9-3) 
Where h represents the separation between satellite platform and pixel ground projection as 
measured along the orbital z-axis. 
If we assume the row shift to be known, then Equation (9-2) and (9-3) can be used to find the 
absolute vertical distance (h) between the ground projection of pixel yP and the satellite platform: 
h_ 
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For the purposes of simplifying the derivation the above can also be expressed as: 
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(9-4) 
(9-5) 
Such that the i and k bases are rotated by the inverse attitude matrix A-', as defined in equation 
6-5, in place of the more complex camera vectors P. and qe being rotated by the attitude matrix 
A. 
The position of the satellite platform is known to a high degree of accuracy. The altitude of the 
pixel yP ground projection can therefore be determined using the distance h in conjunction with 
satellite telemetry data. 
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9.3 Error Analysis 
The error of any image regist ation-based altitude estimate will he directly proportional to the 
expected level of mis-registration between image scenes. Such mis-registration can occur as a 
result of poor inter-image congruency or insufficient texture. With the phase correlation 
registration scheme such errors will take the form of a reduced peak signal power within the cross 
power spectrum and be normally distributed about zero. Potential errors in altitude can therefore 
he determined through the differential of equation (9-4) in respect to row shift: 
31 
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(9-6) 
Where 6R represents the error of the registration, as measured in pixels. The I" term in equation 
(9-6) represents the discernable separation between the ground projections of alternate arrays, as 
measured along . 
7( 
. 
The numerator of the 2"' term relates to the perspective-induced distortions 
between imager ground projections caused by variable attitude positions. The effect of attitude on 
the above height error is illustrated in figure 9.2 through a series of simulated pitch and roll 
positions. 
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Figure 9.2 - Effect of Pitch or Roll on altitude error 
While the above simulated height errors assume the satellite velocity (Vs) as constant and 
equivalent to a DMC orbit 1141, the relative orientation of the camera pair is an exaggerated 
equivalent reaching 0.5 degrees a. The ß angle is assumed equivalent to the angle between 
alternate DMC MSI banks. The registration accuracy is assumed to he 0. l pixels (3(; ). 
The row shift can he sensitive to changes in attitude 1801,1811. Changes in pitch or roll will both 
improve the accuracy of the altitude estimate, with the former maneuver allowing for more 
optimal measurements to he made. The reduction in height error is a result of the separation 
between imager ground projections becoming exaggerated with increasing deviation from 
nominal attitude. The scale of improvement however remains relatively small. With the above 
DMC inter-imager angles the accuracy of altitude estimation through this technique is around 
400-metres. This is likely insufficient for topographic analysis but potentially viable for cloud 
detection or cloud height analysis. 
If we assume the attitude to be nominal then the expansion of equation (9-6) can be simplified to: 
rr. = 
LnIVcI a1P cos(Y+ß) 
(9-7) 11 tan acos(y+ 2/3) 
From this we see how the vertical resolution of the technique is primarily dependent upon the 
inter-imager separation angle a with the choice of pixel projection (yr) allowing somewhat less 
substantial enhancements to be made. This is illustrated in figure 9.3 and 9.4 with simulated 
altitude accuracies plotted under varying a angles and for different pixels across the array. The 
region of interest is confined to the area of overlap as confined by the magnitude of Pin relation 
to the imager swath. 
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Figure 9.3 - Across track variation in altitude error 
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Figure 9.4 - Effect of angle a on altitude error 
Figure 9.3 & 9.4 illustrates how small increases in acan substantially reduce the errors in altitude 
and that optimal accuracies are attainable along the port edge of the imaging array. The reductions 
in error resulting from increases in a can be seen as a direct result of the increased separation 
between ground projections of alternate imaging arrays, as measured along the velocity vector. 
The variation in error for different pixels across the array is similarly representative of the varying 
distances and consequent delays between the ground projections of alternate imaging planes. This 
non-parallel relation is a function of ß and a, with the angle between imager ground projections 
(9j under nominal attitude being: 
tan 0= tan a sing (9-8) 
As the sensor's orientation increasingly deviates from nadir the effect of the angle B becomes 
more perceptible. 
While equations (9-6) & (9-7) depict the vertical resolution in respect to changes in attitude and 
inter imager configuration, they do not account for, or detail, the resultant changes in horizontal or 
ground resolution. Since each observation is representative of data collected over a time frame 
equivalent to AT the ground resolution ((Fc) of each sample is equivalent to the ground segment 
traversed in such time, or: 
Q, = AT 
Or, under nominal attitude: 
a. = 
Vý; 
Vc ' 9ýý 
l1 tan acos(y+ 2ß) 
- 1, 
l'Oti(i+Y) 
(9-9) 
(9-10) 
From this, and equation (9-7), a relation between vertical and horizontal resolution can he formed, 
such that: 
_IV`IL, 
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(9-II) 
Improvements in vertical resolution will therefore often incur a corresponding sacrifice in ground 
resolution. Enhancements in altitude accuracy without such sacrifice may still he reached however 
through advancement of the camera system, registration technique or a slowing ol* the imaging 
planes ground velocity 
IVG relative to h. such as with a pith rate maneuver. 
9.4 Preliminary Results 
In order to test the above model. a series of DMC images, with distinct hands of cloud along the 
image scene, were identified. The overlap region was then subset from a dual hank, single hand 
image pair. Both subsets were segmented into a series of overlapping windows running along the 
scene (See tigure 9.5). 
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Figure 9.5 - Registration of windows fron overlap region 
Port and starboard windows were then registered to one another using the phase correlation 
technique to extract the variations in row shift along the image run 1571. 
After the dual-hank single-band row shift had been extracted along each image scene equation (9- 
4) was then used, along with DMC inter-imager angles, to calculate the distance h. Satellite 
telemetry was then used to determine the altitude of the surface under observation along each 
image scenes. Figures 9.6 (A & B) illustrate two DMC imager-based altitude estimates along 
cloudy scenes. 
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Figure 9.6 - Registration-based altitude estimates along DMC image run 
Large banks of cloud are detected along each image scene as sharp changed in elevation. Equation 
(9-4) places the clouds at approximately 3 to 5 km above the ground surface. For the purposes of 
this study the ground surface is assumed to he the mean Earth ellipsoid. Although the accuracy of 
this method is somewhat coarse the technique does not require reference between cloud and 
ground as shifts in elevation are measured relative to the satellite platform. Errors resulting from 
inappropriate inter-imager angle estimation will likely occur and skew the above results. Cloud 
motion. a serious issue in cloud height estimation 1821, may affect the above results such that, if 
the along track component of the wind velocity is sufficiently strong, the altitude estimates will 
become exaggerated or reduced. depending on the motion. 
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The small magnitude of a and resulting short time-delay AT restricts the amount of change in 
attitude that can occur. The short time delay also limits the drift rate error that would occur when 
using a gyroscope. If attitude rate sensors are unavailable or the attitude rates are undetermined to 
the required accuracy then such rates and the resulting motion of the imager ground projections 
will confuse the altitude estimation and lead to erroneous results. Two possible methods by which 
the effects of rates may he separated from that of altitude are detailed in the next section. 
9.5 Separation of Attitude Rates from Altitude Estimates 
As seen in equation (9-7), the sensitivity of any altitude estimate is highly dependant upon the 
magnitude of the velocity vector 
IVII. Since the orbital ephemeris of a satellite is usually known 
to a high degree of accuracy such information should he easily derived. The absolute velocity of 
the imager ground projection is highly susceptible however to rotation rates. This is particularly a 
problem with pitch rates, as the ground projection of the imaging arrays are made to accelerate or 
decelerate along the satellite velocity vector, allowing the trailing array to meet the front array 
projection under a different delay, AT, to that expected for a given height. Unless the satellite is 
suited with adequate attitude determination sensors, the absolute altitude h will therefore be 
difficult to obtain, with variations in sensitivity being observed along the scene in accordance with 
changes in attitude rate over time. 
One possible way to compensate for variable pitch rates along a scene is to observe the relative 
across track variation in h: 
h(Y, ) WR(Y, ýý P(Yý)o ký-9e'p(Yzýel 
h(Y2ý WR(TjP(Yzio -9R'p(MR 
(9-12) 
Where h(y, ) and h(r2) represent the distances between satellite platform and pixel ground 
projection, as measured along the satellite z-axis, for two different pixels along the array. Since 
the above row shifts will correspond to a similar time frame, such measurements are irrespective 
of IV1I. This allows cross track height changes to be measured irrespective of pitch rate. Each line 
of data would require calibration before absolute measurements could he extracted however. 
Alternatively, unknown pitch rates may be separated from the height estimates within the data 
with the use of two pushbroom sensor pairs. This technique requires a 2nd pushbroom pair to he 
projected ahead of the first pair. This setup is illustrated in figure 9.7 and can be realized with the 
DMC multispectral payload owing to the variable alignment of its six sensors. 
Figure 9.7 - Suggested configuration of two pushbroom sensor pairs 
For each camera pair, the row shift will contain information concerning both the attitude rates and 
the altitude of the satellite platform. Observed changes in row shift may therefore either be a 
result of varying topography or fluctuations in attitude rate. Since the front sensor pair will 
register topographic changes before the trailing however, the topographic component of the two 
row shift signals will be shifted in phase. Changes in attitude will affect the projection path of 
both sensor pairs simultaneously such that the attitude-related component of the two row shift 
signals will be in phase with one another. If we take the Fourier transform of the two row shift 
signals then the shifted frequencies can be extracted and deconvoluted to give a signal which is 
representative of changes in surface altitude. 
9.6 Chapter Conclusion 
The use of a narrow angle (<0.5 degree) between pushbroom imagers to determine absolute 
altitude has been proposed. The technique is applicable to the DMC, which, through analysis of 
row shift variations between imagery in conjunction with satellite ephemeris, is able to determine 
absolute distances between satellite platform and the surface under observation. The effects of 
altitude on DMC inter-imager registration shift have been modeled and inverted, detailing a 
method by which altitude may be extracted from such imagery. Registration-based height 
estimates extracted along DMC image scenes with partial cloud coverage help to prove the 
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viability of the technique, with clear recognition and reasonable quantification of cloud to ground 
separation. 
Despite the sub-degree angles between sensor pairs, with a suitable sub-pixel registration 
algorithm such as that of phase correlation, the DMC is able to measure altitude to an accuracy of 
±400m, partially owing to the high spatial resolution of DMC imagery. As proven by MISR 
onboard Terra, such vertical accuracies are highly suited to cloud detection and cloud height 
analysis. Use of DMC imagery does not afford any of the oblique-angled image disparity 
problems that results from the magnitude of MISR view angles however. The 24-hour revisit time 
of the DMC also affords for a more rapid response solution to user needs and increased versatility 
in respect to ancillary data comparison. 
Through the application of more recent extensions to the phase correlation registration scheme 
[58J there exists the potential for height accuracies an order of magnitude higher that those posed 
in this paper. As with MISR however the accuracy of any registration-based altitude estimate is 
limited by the available image texture and therefore scene dependant. With further study the 
potential for using a pair of imagers with a narrow angular displacement for the purposes of cloud 
detection, cloud height estimation or altimetry may be realised. 
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Chapter 10 
Conclusion & Future work 
10.1 Summary and Conclusion 
This thesis has reviewed the conventional methods/approaches by which the attitude of a 
spacecraft may be determined and identified a number of trends. With the increasing resolution of 
Earth observational sensors there is an increasing need for platform stability and accurate attitude 
pointing systems. While a number of conventional attitude sensors exist, there is often a trade 
between accuracy and cost or complexity. Typically, high accuracy attitude systems incur large 
mass and costs. This limits the potential missions to which small or inexpensive satellites may 
apply. A need therefore exists for low-mass, low-cost attitude systems capable of obtaining high 
accuracy attitude telemetry, especially during image capture and onboard small satellites. 
This research has investigated the potential application/use of an Earth observational imaging 
payload to determine the attitude of the spacecraft. Through the modelling, simulation and 
analysis of real data this research has proven that high accuracies are attainable with the use of a 
narrow stereo angle between Earth-pointing pushbroom sensors. 
This research has considered the use of an Earth observational imaging payload for determining 
the attitude of a spacecraft. This affords many advantages over conventional attitude sensors: 
" Reduced mass and cost - Large saving in mass and cost may be realised by 
utilising an Earth observation satellite's existing imaging payload to acquire attitude 
knowledge as such observations are essentially free. 
" High accuracy - The high spatial resolution of existing Earth observation sensors 
ensures high accuracy attitude estimates. 
"3 Axes knowledge - While most attitude sensors only provide knowledge of 
rotation about 2-axes the technique employed in this research affords 3-axes rotational 
knowledge 
" Earth reference highly visible - References such as the Earth horizon or Sun 
occupy only a small portion of the celestial sphere. Sensors which utilise such 
references are therefore either confined to operate within a narrow range of orientations 
or must use a large number of sensors in accordance with the sensor field of view. In 
contrast, for satellites in Low Earth Orbit (LEO), the Earth surface covers over 120' of 
the sky and so is visible from most orientations. 
" High sampling rate - The fast integration time employed by high resolution 
pushbroom sensors allows for high sampling rates such that onboard vibrations may he 
detected. Most Conventional attitude sensors are unable to sample attitude at high 
enough frequencies to detect the high frequency vibrations that often affect pushbroom 
imagery. 
" Measured relative to focal plane - For Earth observation, mission objectives 
typically require an attitude in which the spacecraft payload is Earth-pointing. Owing to 
the nature of the technique employed in this research the attitude estimates acquired 
measure the rotation of the imaging system focal plane relative to the Earth surface. This 
allows for the removal of bias errors that would normally occur as errors between the 
attitude, body and camera frames. 
" May be used outside Earth orbit - The technique discussed in this research can 
he 
used to extract 3 axis orientation data whilst in orbit about any planetary body. The only 
conventional attitude sensor able to meet this claim is the star camera. They are 
expensive however and incur high processing, storage and mass requirements. 
The imaging payload considered in this research is assumed to consist of a pair of linear-CCD 
array pushbroom sensors that are separated by a narrow stereo angle. This stereo angle, which 
projects one imager ahead of the other, is assumed to be less than 0.5 degrees in magnitude and 
may either be a result of misalignment or intentional. 
For the purposes of this research the camera system and orbit are modelled on that of Surrey 
Satellite Technology Ltd. (SSTL) Disaster Monitoring Constellation (DMC) satellites. The 
technique proposed in this study may however be applied to any satellite with pushhroom sensors 
that have a discernable along track separation and sufficient overlap. 
The technique investigated does not require GCP or knowledge of any ground features, but rather 
estimates the orientation of the platform through analysis of the distortions between a pair of 
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stereo images. These distortions are assumed to be translational in nature and can be extracted 
through registration of stereo imagery. The phase correlation registration scheme was selected as 
the registration methodology of choice for extracting translational shifts from Earth observational 
imagery for the purposes of attitude determination. This is owing to the low computational cost, 
sub-pixel accuracies and ability to directly find the translation parameters without the need for 
distinct features in the image. In order to establish the expected accuracy and viability of using 
phase correlation with real imagery a series of raw UK-DMC images with simulated shifts were 
registered. A registration accuracy of 0.1 pixels (3a') was found to be achievable with simulated 
shift in DMC imagery, over a 200x200 window, for the majority of land cover types, even in the 
presence of cloud. In practice the registration accuracy is likely lower than this when considering 
non-simulated DMC shifts and will vary across and between imagery in accordance with the 
available texture. This is evident across a number of image runs with apparent errors occasionally 
reaching 0.3 pixels along scenes with little texture. 
In order to better understand the effects of attitude on imagery a geometric model of a stereo 
pushbroom system was generated and rotated in accordance with the attitude and attitude rates of 
a satellite body. Analysis of the separation between imager ground projections coupled with pixel 
ground track motion allowed the translational shifts expected between the resulting imagery to be 
estimated. The effects of Earth rotation and Earth curvature on the model were also considered. 
The latitude-dependent effects of Earth rotation have been accounted for with the inclusion of an 
Earth surface motion vector in the model. The off-nadir pointing effects of Earth curvature have 
been resolved with the use of an altitude rescaling factor. 
In order to develop a better understanding of the link between satellite orientation and image 
shifts the above model was used to estimate the shifts between imagery at nominal attitude and 
given a series of simulated manoeuvres. For each attitude position or rate the row shift, column 
shift and across track variations in row shift and column shift were monitored. Rotations about the 
yaw, pitch or roll axis were found to cause distinct changes in shift that are easily separable. 
Through analysis of the inter-image shifts, attitude position or rates may therefore be determined. 
The magnitude of the effects of Earth curvature, variable satellite altitudes and Earth rotation on 
the image-shift estimates was also simulated. Whilst the effects of Earth rotation were deemed of 
sufficient magnitude to require the inclusion of an Earth surface motion vector the effects of Earth 
curvature are deemed negligible, primarily owing to the small size of the stereo angle. Variations 
in satellite altitude were found to have a significant affect on the row shift, such that orbit 
eccentricity, Earth oblateness and surface relief may affect the results. Column shift, column shift 
variation and row shift variation were found to be invariant to the altitude and speed of the 
satellite platform, suggesting these shifts to be a preferable indicator of satellite attitude. 
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The relationships identified within the simulation chapter were used to create a model inversion 
scheme such that absolute attitude or attitude rates may he acquired through observation of the 
registration shifts between imagery. With this, Yaw, pitch and roll can he calculated from the 
column shift, column shift variation and row shift variation, respectively. Each of these 
measurements was found to be independent of satellite altitude and velocity magnitude. Attitude 
rates have proven inherently simpler to extract from imagery than attitude position as the column 
and row shifts essentially dictate where each pixel projection will he and at what time, 
respectively. 
Error analysis in chapter 7 has shown how competitive accuracies are obtainable through 
registration of Earth observational imagery. For registration-based attitude or rate estimates the 
error is dependent upon the separation between imagers, the mounting of the cameras and the 
initial attitude or rate of the platform. According to the error analysis. with a stereo angle of 0.5° 
and a registration accuracy of 0.1 pixels (3a) absolute attitude and attitude rate accuracies of 
approximately 0.03° and I arcsecond per second can be achieved. Contrary to most conventional 
attitude determination sensors, the highest absolute attitude accuracies are seen in yaw. The 
accuracy of the technique was found to noticeably improve as the orientation of the imager-pair 
increasingly deviates from nominal attitude. The pitch and roll error was found to he highly 
dependent upon the size of the FOV within the overlap region. Whilst increased accuracy may he 
realised by increasing the stereo baseline between imagers such improvements will come at the 
cost of a corresponding loss in sampling frequency. With increased stereo baseline the registration 
accuracy will also become reduced owing to temporal and perspective-based distortions. With 
improved registration, sensor mounting or resolution further enhancements in attitude and rate 
accuracy can he realised without correspond loss in sampling frequency. 
In order to verify the effect of attitude on imagery a series of real manoeuvres were performed 
along DMC image runs. Actual attitude and rate manoeuvres were found to create similar shifts 
between imagery as simulated equivalents, proving the viability of the model in chapter 4. Image 
based attitude estimates were calculated using the model inversion, detailed in chapter 6, and 
compared with onboard attitude data. The image-based attitude estimates showed a high degree of 
correlation with the real data with high accuracies being apparent across the image runs. As 
predicted in chapter 5, the translational shifts between imagery were found to he highly sensitive 
to changes in attitude rates. The attitude and rate errors between UK-DMC ADCS data and 
image-based estimates typically corresponded to approximately 0.6° and 30 areseconds per 
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second, respectively. Such error varied widely in accordance with scene content. With more data 
and further research the source and nature of such errors may be more accurately defined. 
Through analysis of DMC imagery and with the use of the model inversion an onboard vibration 
was detected, and found to occur along the majority of DMC image runs. The rate and scales of 
motion were respectively an order of magnitude too frequent and several orders too slight for 
onboard ADCS to register. Unless accounted for, such rate-induced oscillations in shift will 
degrade the quality of the imagery and increase the complexity of the geo-rectification procedure. 
The image-based attitude estimation techniques detailed in this research were consequently 
employed by DMCii and SSTL to allow for the detection of the vibration and to aid in the 
understanding, characterization and compensation of the disturbance. Such results have helped to 
prove the viability of the technique proposed in this research for detecting vibrations onboard 
spacecraft. 
Chapter 9 investigates the use of the narrow angle between DMC imagers for the purposes of 
cloud detection and cloud height estimation. The effect of different altitudes on image shifts is 
modelled through an extension of the model in chapter 4. A method for extracting altitude data 
using such shifts in conjunction with satellite telemetry is determined through inversion of the 
registration based altitude model. Through analysis of the row shifts between imagery in 
conjunction with satellite telemetry the technique is able to determine absolute distances between 
satellite platform and the surface under observation. 
Registration-based height estimates extracted 
along DMC image scenes with partial cloud coverage 
have helped to prove the viability of the 
technique, with clear recognition and reasonable quantification of cloud to ground separation. 
10.2 Future Work 
One of the interesting aspects/main advantages of using an imaging payload to determine the 
orientation of a platform is that it allows 3 axis attitude 
data to be extracted whilst in orbit about 
any planetary body. This is an ability shared with only one other attitude system - the star camera, 
which often incurs high processing, storage and mass requirements. An interesting route for 
further study would be in investigating the use of the technique proposed in this research for use 
about another planetary body, such as mars or the moon. With planetary bodies which have a 
lower mass than Earth, such as the Moon or Mars, a spacecraft can orbit at much lower altitude or 
lower velocity. This allows for large improvements in the resolution of the imaging system and 
consequent improvements in attitude accuracy. 
Although the scope of this study is limited to attitude determination through post processing of 
image data, it is envisaged that with sufficient future research this technique may he applied to 
onboard systems with real time processing. The development of imaging systems such as Dresden 
University's optical-correlator [831 has proven the viability of' rapid real-time image registration 
using similar Fourier based registration schemes. 
For the purposes of this study the area of ground corresponding to a pixel is modelled aID line 
segment which is progressed along the ground in accordance with the satellite velocity, rotation 
rate and the line duration of the imaging system. In reality however the IFOV of a pixel will 
correspond to a projected area on the ground rather than a line segment. This projected area may 
become distorted by different attitude positions and lead to some level of overlap or gaps between 
subsequent rows. In order to accurately depict how such effects might influence the shifts between 
imagery the IFOV of each pixel must he accounted for within the model. 
This research has found that with a registration accuracy of 0.1 pixels and a GSD of 32m 
competitive attitude accuracies of 0.03 degrees may he realised. Enhanced absolute attitude and 
rate accuracy can he achieved through either: 
" Improving the resolution of the imaging system 
" Improving the registration scheme accuracy 
More optimal registration accuracies may be achieved by fitting a sine function to the cross power 
spectrum or with the use of iterative hill-climbing schemes to achieve maximum correspondence 
between images [841, [701,1851. With such methods registration accuracies of 0.01 pixels or 
better can he achieved. This x10 improvement in registration accuracy coupled with a sensor GSD 
of 3m would increase the attitude accuracy of this technique by a factor of approximately xlOO 
and give absolute attitude and rate accuracies in the order of I aresec and 0.01 arcsec/s, 
respectively. Optimisation of the registration technique and the potential use of higher resolution 
imaging systems are therefore important considerations for future study. As the accuracy of the 
shift-based attitude estimates increases however, effects such as Earth rotation, orbit eccentricity 
and Earth curvature, will need to be reconsidered, likely resulting in an increase in model 
complexity. 
The inter-imager calibration discussed in section 8.2 was found to form a good approximation of 
the separation between UK-DMC camera frames, as evident in the high attitude accuracies 
obtained. The actual separation between imagers is likely more complex however. Further 
improvements in accuracy may therefore he found with a refinement in the inter-imager 
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separation calculations. A preliminary investigation along such lines has been conducted, helping 
to prove the complexity of the transformation between each camera frame, as detailed in appendix 
G. This investigation details the calculation of the transformation between body and camera frame 
for each UK-DMC sensor and illustrates the variable alignment of imager ground projections for 
differing DMC platforms. If such variability can be better accounted for in future work then this 
would allow for more accurate attitude estimates to be made. 
Analysis of onboard vibrations has shown that the technique used in this research is capable of 
detecting attitude rates of less than 10 arcsec/s amplitude. It is important to recognise that these 
results are unfiltered however. There is therefore great potential to further enhance the accuracies 
of the technique with the use of post-processing and techniques and Kalman filters. 
Chapter 11 
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APPENDIX A 
Columns shift (/U) refers to the across track shift, as measured from the port pixel yn . This pixel 
is defined as the projection that nominally points nadir on the trailing or port array. This pixel is 
defined through yP = Band approximately corresponds to the mid-overlap region that exhibits 
maximum column shift, where lysl =I yol . 
We can find the starboard pixel, ys,,, which nominally corresponds to y,,, by considering the 
projection of a starboard pixel: 
sin acos ys 
sinyscosß -cosyssinßcosa 
-sin ßsin ys -cost's cosßcosa 
The angle ys,, can be solved by placing the j component of S equal to zero, such that: 
(A-1) 
tan ys,, = tan 8cosa (A-2) 
The above identifies the starboard pixel ys, that will correspond to y,,, under nominal attitude. 
With a change in yaw, pitch or roll y,, will likely to vary from the above, causing a consequent 
change in column shift. 
The new y,, angles that result from a given yaw manoeuvre and produces the changes in column 
shift can be equated by through: 
So "J= 
cosy sin Al 0 
-sinft cosp 0 
9B")=0 
001 
(A-3) 
Such that, 
tan y,,, 
cosß 
(tan, tsina+sinßcosa) 
(A-4) 
APPENDIX B 
The column shift of the nominally nadir pixel was found to he invariant to pitch and roll and 
remain solely depend on yaw. In order to test this finding we consider the projection of both a 
nadir pointing pixel along the port array, Pß(yn), and the corresponding pixel, SB(7 ), along the 
starboard array: 
PB(Yg)- 
0 
0 
-1 
sin' 
0 
-cos' 
(B-1) 
Where ý corresponds to the angle between arrays, as measured from the port pixel, yn , across 
the orbital frame x-axis under nominal attitude. This angle can be equated by first finding the 
cosine of ysn from equation (5A-2) and substituting this into the i component of equation (5A-1), 
such that: 
cos Ys = 
or 
I 
sB(rn)= 
sin t' =3. 
i= sin a ! R_71 
4 1+tan2 Qcos2 of 1+tan2ýl3cos2a 
tan ý= tan acos, ß (B-3) 
If we rotate the vectors PB and SB , with a pitch, and then extend their projections toward the 
ground, we find that: 
Po (Y,, ý_ 
Cosw 
0 
sin w 
0 -sinw 
10 
0 cos to 
ý h/Pa \Yry 
ýý 
__ Pa 1Y,, 
ýý k 
l hSa(Y)) 
Se&I,, )'k 
cosw 0 -sines 
010 
sin w0 cos w 
h tan w 
0 
-h 
h(sin ý cos w+ swcos ý) 
(coswcosý 
-siný sinw) 
0 
-h 
(B-4) 
(B-5) 
The important thing to note from the above is that the j components of both pixel ground 
projections are equal after rotation. As such, the trailing pixel, P'(y), will meet the same front 
pixel. S(y), and yield no change in column shift. If we consider a similar case, but with a roll 
rotation in place of pitch then: 
PU (r,, )= 
sý, (r,, )_ 
I00 
0 cos v -sin v 
0 sin v cosy 
(- hPe(Y,, )) 
Pe(Y,, )'k 
ý- hSe (Y,, 
Se(Y)'k ` 
Fo 
Ihtanvl 
L-hJ 
h tan ý 
cos V 
h tan v 
-h 
(B-6) 
(B-7) 
As above, the j components remain equal, proving column shift to be invariant to individual pitch 
or roll manoeuvre. If we then consider pitch and roll combinations with the above pixel 
projections, then we find a similar result: 
P, (Yq )= 
So 
(Y,, )= 
10 
0 cos v -sin v 
0 sin v coos v 
I00 
0 cosy -sin v 
0 sin v cos v 
cosw 0- sines 
010 
sin w0 cos to 
l00 cosw 0 -sines 
0 cos v- sin v010 
0 sin v cos v sin w0 cos w 
(B-9) 
(- hffPe(Y, 
I)) _ 
Pe1YJ- k 
(-hSa(Y,, )) 
SeýYý"k 
h tan w 
cos V 
htan v 
-h 
h(sin C cos w+cosC sin w) 
cos v(cos wcos ý- sin ý cos w) 
h tan v 
-h 
(B-8) 
As with individual roll or pitch the j components are equal such that no column shift ensues. 
If we consider an initial yaw alongside pitch and roll then we find that although the column shift 
is affected by yaw position, it remains independent of subsequent pitch or roll combinations. In 
fact, introducing yaw into equations (B4) to (B-9) merely serves to alter the angle 5, as: 
tan 
tan ; cos 0 tan a cos ,8 cos 
O (B-10) 
cos(9+p) cos(B+, u) 
Where ýu represents the angle between pixel projection P and the corresponding pixel along the 
starboard array, given a yaw position, u, and B signifies the angle between imager ground 
projections. This relationship is depicted in figure B. I where: 
AB=h 
CE = 
htan ý sin p 
l'Os(Btp) 
BC =htan! ý 
EB - 
htanýcos B 
cos(B +, U) 
(B1l) 
Figure B. 1 - Increased separation between imagers, as 
measured along the velocity vector, given a yaw 
APPENDIX C 
As described in section 6.11 the starboard pixel SB can be represented as in equation 6-11 as: 
. ýSB=PBxA-'VGxgB 
In order to determine the magnitude of A the above may be more simply represented as: 
ýSB=äxbxc 
=d xc 
(C-1) 
(C-2) 
The magnitude of A., can then be represented in terms of the angles between the above vectors: 
A., =ldxcl=sin 9, 
Idxd 
=sin B, sin 0, 
where 
(C-3) 
IdI=Iaxbl=sing, or cos =(a-L) (C-4) 
and 
cos B. = 
äxb c 
(C-5) sin B, 
This can then be expanded out to find the value of the scalar A.,: 
ýi; =sin'9, sin'B: =I 1-ýä"br 
äxb"c ý 
1-ýä"br 
=-(a"br-(aXb"ý' (C-6) 
. ý= 1-(ä 
0-(äxb 4 (C-7) 
APPENDIX D 
This section investigates the determination of the angle ys, given a yaw pitch and roll. The main 
unit vectors of interest can be summarised as: 
P. 
0 
Sln(ß + yp 
ý 
- COS16 + rp 
ý 
XrR = 
sina 
- si nßcosa 
-cosacosß 
4B = 
cos a 
sinýsina 
cos,! >'sin a 
(D-1) 
(D-2) 
where A-"V is the satellite velocity vector, PB is the port or trailing pixel projection, qB is the 
normal of the starboard array and 
XvB corresponds to the y-axis of the starboard imager, with all 
vectors being measured in the body frame. 
The angle ys can he found from equation 6-14 where: 
TSB ' XVB 
cos Ys - A3 
(D-3) 
In order to express the above in terms of inter-imager angles and satellite attitude we will first 
consider the numerator 
(44B 
" 
Xv3). From equations 6-11 and 6-13 we find that: 
, ýSB = A- VG xPB xgB 
A-'Vc x PB x 9e 
SB = ýz (z 
1-ýPB A-Y, l-lPsxA Yc ' 4a 
ý 
cosG7cos, u 
-cosG7siný[ 
- sin [iT 
(D-4) 
Equation D-4 can be further derived as: 
cosGlsin, ucos(, ß+yP)+sin tusin(ß+ yPý 
xPe)= cos(ß+yP)cosk7cosft (D-5) 
cost<7 cos ýt sin (ß + r, ) 
I cos u cosA sin a cos(2l3 + Y. ) (A-'VxPB 
< s)= cost<Tcospsin(ß+yp)cosa-cos)6 sina(cosGTsinpcos(ß+y)+sinwsin(ß+yp)) 
si nß sin a(cos t7 si np cos(ß + yp) + sin GT si n (ß + yr )) - cos(ß + y,, ) cos a cos p cos W 
... (D-6) 
The numerator of equation D-3 can then be determined if we dot product the result of equation D- 
6 with 
XvB: 
Xº'J= cosiTcosN(sin' acos(2ß+ y,, )+cos'' acos(2ß+ r,, )) 
=cost7cospcos(2ß+y,, ) 
In order to determine the angle ys the denominator of equation D-3 must he found: 
(D-7) 
Aý; =I-1Pe'A-Ycy -1PexA'Vc"9gr (D-8) 
(Ax PB )= cos o sin w- sin ocos wsin u (D-9) 
(A 'Vý xPB) 9a =cosa(cosQsinpcos(ß+y, )+sincasin(ß+Y,, )) (D-10) 
+sin acosGicospsin(2ß+ y,, ) 
. Z; =1-(Cos (ß+y)sintJ-sin(ß+y)costr7sinp)2 
-(Cos a(costrTsinpcos(ß+y)+sinGTsin(ß+y))+cosGJcospsinasin(2ß+y))2 
The angle ys may now be found by incorporating the results from equation 6-63 and equation D- 
10 into equation D-3 such that: 
COS 'y,. = (cý(ý + y)sin m- sin 
66 I- (6 + Y)cosmsinp)'-(cos a(cos[dsinpcos(, 8 +y)+sinlosin(, 8 +y))+cosmcoapsinasin(2p +y))' 
cos' y, = 
(cospcosldcos(2Q+y))` 
(cospcosiVcos(2fi+ y))j + (sina(sin67sin(, O+ y)+sinpcos(, 6+ y)cosQi)- cosQTcospcosasin(2/i+ y))' 
cos y, = I 
+ 
(sin a(sinttTsin(ß+ y)+sin pcos(ß+ y)cosld )- cosldcospcosasin(2ß+ y))' 
(cospcos4cos(2ß+ y))' 
(D-12) 
D-2 
This may be further simplified as: 
fan v= ..... /S 
--- -- ---- /,.,, _\ cos p cosw cosk2p + y/ 
or 
tan y,. = cos atan+ y) - 
sin a(tan t7 sin(ß + y)+ cos(ß + y)sin u) 
cos, u cos(2ß+ y) 
(D-13) 
cos[icos, ucosasin(2/3+ y)-sin a(sinQsin(/j+ y)+sin u cos(, 8+ y)cosG7) 
APPENDIX E 
This section expands equation 6-24 such that it may be represented in terms of inter-imager 
separation angles and spacecraft attitude. As detailed in equation 6-24 the row shift variation, 
PR , can 
be represented as: 
ý P(Ya )e -qe P(Ye s" -A k PR - p(Ys )R ' -4a PýYn ýe -A 'k 
This can be broken down into: 
and 
1Ps ' -9aý= sin a(cosßcos(ß+ yP 
)-sin(ß+ yP )sin ß) 
= sin acos(2ß+ yP ) 
(PB 
"-A-'k)=sin(, g +yPXcosvsinü7sinu -cos, usinv)+cos(ß+yP)cosvcosü7 (E-3) 
The results from equation E-2 and E-3 may then be substituted into equation E-1 to allow the row 
shift variation to be found: 
PR - ( COSw-g^cOSgCOSVCOSWtSill 81cwvsul Wsuiu -wsusiuv)) 
or more simply 
cos(# +g Xcos g cos vcos w- sin g 
(cos y sin w sin u- cos u sin v)) 
(E-1) 
(E-2) 
(E-4) 
_ 
cos(ß +g Xcos g cos w -sin g 
(sin w sin u- cos u tan v)) 
PR 
cos(ß- gXcos g cos w+sin g(sin wsin u -cosu tan v)) 
(E-5) 
By rearranging the above equation the roll position, v, of the satellite may be represented in terms 
of the inter-imager angles and the row shift variation, pR : 
cos(ß -g Xcos g cos w+ sing (sin w sin u- cos u tan v))pR = cos(ß +g 
Xcos g cos w- sing (sin w sin u- cos u tan v)) 
... 
(E-6) 
tan "Sin g cos u(pR cos(ß -g )+ cos(ß+ 9))= PR cos(, 8- g Xcos g cos w+ sing sin w sin u) 
+ cos(ß +g Xsin g sin w sin u- cos g cos w) 
(E-7) 
pR cos(ß - gXcos g cos w+ sing sin wsin u)+ c(ý3 + g)(sin g sin wsin u- cos g cos w) tan = 
cosu sin g(cos(Q + g)+ pe cos(Q- g)) 
(E-8) 
APPENDIX F 
As detailed in equation 5-5 the column shift variation (pr. ) can be defined as: 
Pc = VC(B) - VIc(A) (F-1) 
where ipc is the column shift with A and B representing pixel positions at opposing ends of the 
overlap region. For simplicity the above may be represented as: 
z=x+y (F-2) 
The error in z is dependant upon the change in z imposed by an error in x and the change in z 
imposed by the error in y: 
( lz ( 1z 
QZ -\ýýa) +dZ 
y 
QZ =Q2 +6Z 
(F-3) 
(F-4) 
where QZ , Q,. , and Q,. represent one standard 
deviation of error in z, x and y respectively. If we 
revert back to equation F-I then we find that 0 and 0 are each equal to 6R such that: 
orPr = 6R +a 
R 
20 
In a similar manner to the above we may represent the row shift variation pR : 
_ WR(Y8) PR 
V/R(YA) 
as: 
(F-5) 
(F-6) 
F-1 
x z=- 
V 
(F-7) 
As seen in equation F-3 the error in z is dependant upon the change in z imposed by an error in x 
and the change in z imposed by the error in y. This may he expanded out to: 
Q7 = 
, - 
v- 
I x` z 
ti,; 
(T 
_2+ x2 Q2 
V, y( 
l}ý 
,`6t 
The above equation may then he used to find the row shift variation error 
(Q,, 
k): 
a,,. =, ... ýVR(R) 
as, 
(TR WR(ý) +WR(A) 
C_ = _ QR 
(F-x) 
(F-9) 
(F-IO) 
. aPPN: 
tiI)I. l" G 
The inter-imager angles estimated in section 8.2 form a good approximation of the separation 
between UK-DMC imagers, as is evident in the high attitude accuracies achieved in chapter 8. 
The actual/exact angular separation between DMC sensors may however he more complex than 
assumed. Sonic of the discrepancies seen between simulated and real results, such as the 
difference in gradient between figures 8.3A and figure 8.3B, may he attributed to inaccuracies in 
the camera orientation parameters. 
In addition to the above, the inter-imager alignment will he seen to vary for each DMC satellite. 
This is illustrated in figure G. I, which shows the relative alignment of the imager ground 
projections for port and starboard banks. 
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Figure G. 1 - Alignment of DMC imager ground projection for port and starboard banks 
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The above separations are an approximate measure of the relative alignment of sensors as 
calculated through observation of row shift values across DMC sensors and measured relative to 
hand 1, port and starboard. Figure I shows the large degree of variability in alignment when 
considering a port sensor pair or starboard sensor pair. As evident in the key, the ground 
separation between Nigeria DMC sensor projections is approximately 4 times that of the other 
DMC satellites. Whilst there is a large degree of variability in the alignment of imager ground 
projections it is important to recognise than the magnitude of angles in the above figure are 
G-1 
hugely exaggerated, as the x-axis and y-axis represent approximately 300km and, at most, 2.5km, 
respectively. 
As seen in chapter 7, the accuracy of a pitch or roll estimate can he improved dramatically by 
using a single-bank dual-band sensor pair, owing to the large region of overlap between such 
sensors. In order to optimally utilise a single-bank sensor pair for attitude determination the 
variable separation and alignment portrayed in figure I must first he accounted for however. 
For the above reasons a preliminary investigation to more accurately estimate the angles between 
cameras was initiated. A series of Ground Control Points (GCP) were first identified across a port 
and starboard hand-3 UK-DMC image. These two images corresponded to an image run with 
relatively stable attitude. The GCPs were selected on opposite extents of the imager swath and 
corresponded to similar row locations (and hence similar capture times) within the image. The 
GPS position of the satellite at the corresponding time was then calculated and coupled with the 
GCPs such that the orientation of the port and starboard band 3 imagers could be determined, as 
measured within the ECEF coordinate system. The satellite velocity and nadir vector then allowed 
for the orientation of the band 3 imagers to be determined relative to the orbital frame. Finally, 
using onboard attitude data, the orientation parameters of the hand-3 sensors were determined 
relative UK-DMC body frame. 
For the remaining sensors (hand I and hand 2) the ground projections were estimated through 
analysis of the row shift values as measured across the track and relative to hand 3 within the 
imagery. This was deemed more accurate than locating further suitable GCPs, partially owing to 
the sub-pixel accuracies of the registration technique. With this and the above, the rotations 
between each camera frame and the satellite body frame was calculated. The resulting Direct 
Cosine Matrices are displayed in table G. 1. 
Table G. 1 - Direct cosine matrix describing camera to body rotations for each UK-DMC sensor 
Port 
Band I 0.99966 
0.016947 
-0.01971 
-0.0122 0.022955 
0.9754 
-0.21981 
0.22012 0.97527 
Band 2 0.99966 -0.0124 0.022805 
Starboard 
0.99961 -0.02336 0.015484 
0.01 9662 0.97824 0.20656 
-0.01997 -0.20617 0.97831 
0.99962 -0.02264 0.015521 
G-2 
0.017142 0.97502 -0.22146 
Band 3 
-0.01949 0.22177 0.9749 
0.99968 -0.01219 0.022343 
0.016817 0.97529 -0.22027 
-0.01911 0.22057 
0.97518 
0.018955 0.97834 0.20615 
-0.01985 -0.20578 0.9784 
0.99963 -0.02203 0.015683 
0.018328 0.97834 0.20617 
-0.01989 -0.20581 0.97839 
With the above rotation matrix the rotations between camera frames may be more accurately 
depicted in future work. This will be of particular importance when considering attitude 
estimation using single-bank DMC sensor pairs, owing to the complexity of alignment 
(see figure 
I ). 
