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THE THEORY OF BESOV FUNCTIONAL CALCULUS:
DEVELOPMENTS AND APPLICATIONS TO SEMIGROUPS
CHARLES BATTY, ALEXANDER GOMILKO, AND YURI TOMILOV
Abstract. We extend and deepen the theory of functional calculus for
semigroup generators, based on the algebra B of analytic Besov func-
tions, which we initiated in a previous paper. In particular, we show
that our construction of the calculus is optimal in several natural senses.
Moreover, we clarify the structure of B and identify several important
subspaces in practical terms. This leads to new spectral mapping the-
orems for operator semigroups and to wide generalisations of a number
of basic results from semigroup theory.
1. Introduction and preliminaries
The theory of functional calculi is an indispensable building block of oper-
ator theory. Its application to unbounded operators, in particular generators
of C0-semigroups, paved its way into various areas of analysis ranging from
the theory of partial differential equations to ergodic theory.
Developing work by Peller [35], White [42], Vitse [41], Haase [26] and
many others, we constructed in [5] a new functional calculus for the gener-
ators of bounded semigroups on Hilbert and Banach spaces. The calculus
is based on a Banach algebra B, sometimes known as the analytic Besov
algebra, which is canonically isomorphic to the classical holomorphic Besov
space B0∞,1(C+). The functional caclulus was called the B-calculus in [5],
and it allowed us to find a unified framework for a number of operator-norm
estimates in the literature, and to obtain several completely new ones. A
discussion of the B-calculus from a historical perspective can be found in
[5]. Here we just recall the very basic steps of its construction and clarify
the ideas around them. For a thorough and detailed treatment of various
issues around the B-calculus one may consult [5].
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Let A be a closed operator on a Banach spaceX, with dense domainD(A).
We assume that the spectrum σ(A) is contained in C+ := {z ∈ C : Re z ≥ 0}
and that
(1.1) sup
α>0
α
∫
R
|〈(α+ iβ +A)−2x, x∗〉| dβ <∞
for all x ∈ X and x∗ ∈ X∗. By the Closed Graph Theorem, there is a
constant c such that
(1.2)
2
π
α
∫
R
|〈(α + iβ +A)−2x, x∗〉| dβ ≤ c‖x‖ ‖x∗‖
for all α > 0, x ∈ X and x∗ ∈ X∗. We let γA be the smallest value of c such
that (1.2) holds. At first glance, (1.2) might look artificial. But it is easy to
show that it is satisfied if either −A generates a bounded C0-semigroup and
X is a Hilbert space or −A generates a bounded holomorphic semigroup on
a Banach space X. Moreover, as we showed in [5], (1.2) leads in a natural
way to the choice of B as a function algebra operating on those classes of
semigroup generators.
Indeed, (1.2) says that the weak resolvents gx,x∗ : z 7→ 〈(z+A)−1x, x∗〉 of
A all belong to the Banach space E given by
(1.3) E :=
{
g ∈ Hol(C+) : ‖g‖E0 := sup
α>0
α
∫
R
|g′(α+ iβ)| dβ <∞
}
with the norm ‖ · ‖E := ‖g‖E0 + | limRe z→∞ g(z)|. (See [5, Section 2.5] for
comments on E , in particular concerning the existence of the limit).
Hoping to define f(A) in a correct way and having in mind the Cauchy
integral formula (and the classical Riesz-Dunford calculus), it is natural to
try to pair gx,x∗ with functions from the dual space of E . This appeared to
be a proper approach, but there was a number of difficulties to overcome
while realising it. Observing that by Green’s formula one has
(1.4)
∫ ∞
0
α
∫
R
g′(α− iβ)f ′(α + iβ) dβ dα = 1
4
∫
R
g(−iy)f(iy) dy
for f and g, holomorphic in C+ and decaying sufficiently fast, together with
their first derivatives in C+, we introduced (formally) a partial duality 〈·, ·〉B
given by
(1.5) 〈g, f〉B :=
∫ ∞
0
α
∫
R
g′(α− iβ)f ′(α+ iβ) dβ dα.
As in [5, Section 2.2], let B be the algebra defined by
(1.6) B :=
{
f ∈ Hol (C+) : ‖f‖B0 :=
∫ ∞
0
sup
β∈R
|f ′(α+ iβ)| dα <∞
}
.
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One can easily show that every f ∈ B belongs toH∞(C+), and B is a Banach
algebra with the norm
(1.7) ‖f‖B := ‖f‖∞ + ‖f‖B0 .
Then E can be paired with B via 〈g, f〉B, in the sense that 〈g, f〉B induces
B →֒ E∗ (and E →֒ B∗) contractively. However, the spaces B and E are
neither the dual or the predual of each other with respect to 〈g, f〉B. It is
instructive to remark here that the choices of B and of 〈g, f〉B were equally
important in [5], and a different duality would be of no use for our purposes.
Setting g = rz where rz(λ) = (z + λ)
−1 for z ∈ C+ and choosing good
enough f ∈ B in (1.4), one observes that the duality (1.5) recovers the
classical Cauchy integral formula:
(1.8)
2
π
〈rz, f〉B = 1
2π
∫
R
f(iy)
z − iy dy =
1
2πi
∫
iR
f(λ)
λ− z dλ = f(z), z ∈ C+.
Cauchy’s formula on the right-hand side of (1.8) imposes stringent assump-
tions on f and cannot hold for all f ∈ B. However, the left-hand side of
(1.8) requires less from f , and it suggests the following reproducing formula
for B-functions f proved in [5, Proposition 2.20]:
f(z) = f(∞) + 2
π
〈rz, f〉B(1.9)
= f(∞)− 2
π
∫ ∞
0
∫
R
αf ′(α+ iβ)
(z + α− iβ)2 dβ dα, z ∈ C+.
The formula was of major importance in [5], and it will be crucial for us in
this paper as well.
The algebra B is quite large. It properly contains the Hille-Phillips alge-
bra LM of Laplace transforms of bounded measures on [0,∞). The Hille-
Phillips calculus is given by
(Lµ)(A)x =
∫ ∞
0
T (t)x dµ(t), x ∈ X,
where (T (t))t≥0 is the bounded C0-semigroup generated by −A.
To study B efficiently it is convenient to resort to its (non-closed) subal-
gebra
G :=
{
f ∈ H∞(C+) : supp(F−1f b) is a compact subset of (0,∞)
}
,
(1.10)
where f b denotes the boundary value of f and F stands for the (distri-
butional) Fourier transform. Note that G consists of entire functions of
exponential type, and moreover its norm-closure in B is
G = {f ∈ B : f(∞) = 0} =: B0.
Thus G plays a similar role to that of the polynomials in the study of spaces
of holomorphic functions on the unit disc. Given a mere definition (1.6) of
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B, the density of G in B0 is a rather non-trivial fact, and the proof given in
[5, Proposition 2.10] relies on fine properties of (holomorphic) semigroups
and (isometric) groups of shifts associated to B.
The formula (1.9) suggests the following definition of the functional cal-
culus for A based on the algebra B. For f ∈ B and A as above, set
〈f(A)x, x∗〉
(1.11)
= f(∞)〈x, x∗〉 − 2
π
∫ ∞
0
α
∫
R
〈(α− iβ +A)−2x, x∗〉f ′(α+ iβ) dβ dα
= f(∞)〈x, x∗〉+ 2
π
〈gx,x∗ , f〉B,
for all x ∈ X and x∗ ∈ X∗. Then one infers that f(A) is a bounded linear
mapping from X to X∗∗, and that the linear mapping
ΦA : B → L(X,X∗∗), f 7→ f(A),
is bounded. Such a definition leads to the following fundamental theorem
on the existence and basic properties of the B-calculus. The theorem was
one of the main results in [5].
Theorem 1.1. Let −A be the generator of either a bounded C0-semigroup
on a Hilbert space X or of a (sectorially) bounded holomorphic C0-semigroup
on a Banach space X. Then the following hold.
a) The formula (1.11) defines a bounded algebra homomorphism
ΦA : B → L(X), ΦA(f) := f(A),
and
‖f(A)‖ ≤ γA‖f‖B.
b) The B-calculus defined in a) (strictly) extends the Hille-Phillips (HP-)
calculus, and it is compatible with the holomorphic functional calculi for
sectorial and half-plane type operators.
c) The spectral inclusion (spectral mapping, in the case of bounded holomor-
phic semigroups) theorem and a Convergence Lemma holds for ΦA.
In the case of holomorphic semigroups the estimate (a) can be given
a different, more explicit form (see [5, Corollary 4.8]). The improvement
is accomplished via a trick employing the integrability of (· + A)−2 along
vertical lines in the uniform operator topology.
We underline that in contrast to other calculi considered in the literature,
the B-calculus is a Banach algebra homomorphism. Thus it is the calculus
in a sense adopted in classical operator theory, and this is a rare case when
one deals with unbounded operators.
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The algebra B can also be defined in a standard way via an appropriate
Littlewood-Paley decomposition of its boundary values on iR, see [5, Ap-
pendix] for more details. The main advantage of (a) with ‖ · ‖B defined by
(1.7) is that as a rule we are given a function f ∈ B and not a Littlewood-
Paley decomposition of f . So it is very convenient to estimate the norm
‖f‖B and thus ‖f(A)‖ in terms of the comparatively simple bound for f ′ in
the right half-plane. A number of concrete examples in [5, Section 5], in-
cluding functions such as (z−1)n(z+1)−n (where n ∈ N), z2(z+1)−2e−1/z,
(log(z + 2))−2, and also those in the present paper, justify this point. At
the same time, the estimates for ‖f(A)‖ by means of Littlewood-Paley de-
compositions of f are rather involved, and they often rely on the Fourier
multiplier theory even for comparatively simple f .
The route from (1.9) to Theorem 1.1 is not straightforward, and a formal
insertion of A instead of z in (1.9) requires several steps of independent
interest. Roughly, one extends ΦA from LM where it coincides with the
Hille-Phillips calculus, to the whole of B using the weak topology induced
on B by (1.5) and applying several approximate unit arguments. An essential
point on the way is that LM appears to be dense in B in the E-weak topology
(see [5, Lemmas 2.13 and 2.19]).
Once a general structure of the B-calculus is established and its value has
become clear, it is natural to clarify its particular aspects and to reveal the
relations between them. This is the aim of the present paper. The first
natural question we address here is whether Theorem 1.1 is a really optimal
result (for the corresponding classes of semigroup generators). In Section
6, we complement Theorem 1.1 by proving a) the necessity of the resolvent
condition (1.1) for the existence of ΦA; b) the uniqueness of ΦA; and c) the
(pointwise) multiplier algebra of B0 is B, so ΦA cannot be extended beyond
B by multiplier methods.
As we mentioned above, the reproducing formula (1.9) was a crucial mat-
ter in [5], and it was obtained in [5] by means of the E-weak topology and
an involved approximation procedure. However, in the literature, one gets
similar formulas by extending a “standard” duality on iR into the right half-
plane by Green’s formula, as in (1.8). We establish a new version of Green’s
formula for f ∈ H1(C+) and g ∈ B0, and we show in Theorem 2.3 that
the formula implies (1.5). Moreover, we obtain several other reproducing
formulas. This clarifies (1.5) in our context, and enlightens the construction
of the B-calculus.
So far, the only practical way to construct B-functions was to resort to
LM ⊂ B. Thus, the advantages of a larger algebra B were hardly feasible.
In Proposition 3.1 and Remark 3.2, we give a recipe for constructing B-
functions and show, in particular, that any pair of functions g1 ∈ L1(R+)
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and g2 ∈ L∞(R) gives rise to a function f ∈ B given by
f(z) = − 2
π
∫ ∞
0
∫
R
αg1(α)g2(β)
(z + α− iβ)2 dβ dα, z ∈ C+.
This approach yields also several useful statements on approximation of B-
functions by means of their truncations, as in Propositions 3.3 and 4.2. In
turn, those results allow us to identify in Theorem 4.4 the closures of LM
and of its important subspaces in the B-norm. By combining our function-
theoretic considerations with the B-calculus, we prove a new spectral map-
ping theorem (Theorem 7.3) for the HP (and then B)-calculus, involving
singular measures. Such a spectral mapping theorem is the first result of
this kind in the literature (to our knowledge). It is instructive to recall that
the well-known failure of the spectral mapping theorem for C0-semigroups
is a failure within the HP-calculus for delta-measures.
Since the extension of the HP-calculus to B is not isometric, it is es-
sential to understand the gap between the two calculi in several situations
of interest. The gap can be substantial, of polynomial growth, for simple
families of functions, see Section 5 for more details. Hence the B-calculus
offers an essential improvement over the HP-calculus, at least as far as the
norm-estimates are concerned.
Finally, we extend several classical results from semigroup theory on
Hilbert spaces into the setting of the B-calculus. With some exaggeration,
the theory of C0-semigroups can be considered as the study of properties
of exponential functions within appropriate functional calculi. We make a
major step towards justifying this point of view. Recall that the semigroup
generator −A is (initially) defined as the right-hand side derivative of the
exponential function [0,∞) ∋ t 7→ e−tA on its natural domain. We prove
in Theorem 8.9 that if −A generates a bounded C0-semigroup on a Hilbert
space, then −A can be identified in precisely the same way by replacing
(e−tA)t≥0 with any one-parameter family (f(tA))t≥0, where f ∈ B is such
that f ′ ∈ B and f ′(0) = −1. Moreover, the famous norm-continuity and
exponential stability resolvent criteria for Hilbert space semigroups can be
extended to a similar general form. Our general form of the norm-continuity
criterion given in Theorem 8.8 seems to be especially revealing. We also
obtain a version for functions in B of the complex inversion formula for
C0-semigroups. The functional calculus ideology in the study of semigroup
properties is clearly seen in those results and also in the treatment of spec-
tral mapping properties in Section 7. We expect it will be useful in other
similar instances.
Notation. Throughout the paper, we shall use the following notation:
R+ := [0,∞),
C+ := {z ∈ C : Re z > 0}, C+ = {z ∈ C : Re z ≥ 0},
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Σθ := {z ∈ C : z 6= 0, | arg z| < θ} for θ ∈ (0, π),
Ra := {z ∈ C : Re z > a}.
For f : C+ → C, we write
f(∞) = lim
Re z→∞
f(z), ‖f‖∞ = sup
z∈C+
|f(z)|
whenever these exist in C.
For a ∈ C+, we define functions on C+ by
ea(z) = e
−az, ra(z) = (z + a)−1.
We use the following notation for spaces of functions or measures, and trans-
forms, on R or R+:
S(R) denotes the Schwartz space on R,
Hol(Ω) denotes the space of holomorphic functions on an open subset Ω
of C+,
H∞(C+) and H1(C+) are the standard Hardy spaces on the (right) half-
plane.
M(R+) denotes the Banach algebra of all bounded Borel measures on R+
under convolution. We identify L1(R+) with a subalgebra of M(R+) in
the usual way. We write Lµ for the Laplace transform of µ ∈M(R+).
For a Banach space X, L(X) denotes the space of all bounded linear op-
erators on X. The domain, spectrum and resolvent set of an (unbounded)
operator A on X are denoted by D(A), σ(A) and ρ(A), respectively.
Properties of B. Here we recall from [5, Section 2] a few basic facts about
the analytic Besov algebra B and its norms defined in (1.6) and (1.7).
Every function f ∈ B is bounded and uniformly continuous on C+, and
f(∞) := lim
Re z→∞
f(z)
exists. Moreover, f extends to a uniformly continuous function (also denoted
by f) on C+, and we denote by f
b the boundary function:
f b(s) = f(is) := lim
t→0+
f(t+ is) = lim
z∈C+,z→is
f(z), s ∈ R.
The pair (B, ‖ ·‖B) is a Banach algebra containing the constant functions.
We shall also consider
B0 := {f ∈ B : f(∞) = 0},
which is a closed ideal of B.
For f ∈ B,
(1.12) ‖f‖∞ ≤ |f(∞)|+ ‖f‖B0 .
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Hence |f(∞)| + ‖f‖B0 is an equivalent norm on B, but it is not an algebra
norm.
Since B ⊂ H∞(C+), we have standard Cauchy formulas for f ∈ B:
f(z) =
f(∞)
2
− 1
2π
∫
R
f(is)
is− z ds, f
′(z) = − 1
2π
∫
R
f(is)
(is − z)2 ds,
where the first integral is a principal value integral, and the second integral
provides the estimate
(1.13) |f ′(z)| ≤ ‖f‖∞
2Re z
, z ∈ C+.
Thus f ′(∞) = 0 for all f ∈ B. We also have the Poisson reproducing
formula:
(1.14) f(x+ iy) =
1
π
∫
R
P (x, y − s)f(is) ds, P (x, y) = x
π(x2 + y2)
.
We recall from [5, Lemmas 2.6 and 4.6] some properties of shifts and
rescalings on B.
Lemma 1.2. Let
(TB(a)f)(z) := f(z + a), f ∈ B, a ∈ C+, z ∈ C+.
1. For each f ∈ B,
‖TB(a)f‖B ≤ ‖f‖B, lim
a∈C+,a→0
‖TB(a)f − f‖B = 0.
2. The family (TB(a))a∈C+ is a holomorphic semigroup of contractions on
B.
3. Let −AB be the generator of the C0-semigroup (TB(t))t≥0 on B. Then
D(AB) = {f ∈ B : f ′ ∈ B}, ABf = −f ′.
4. The generator of the C0-group (TB(−is))s∈R is iAB.
5. σ(AB) = R+, and the range of AB is dense in B0.
6. The family (tABTB(t))t>0 is uniformly bounded in L(B0), and it converges
in the strong operator topology to 0 as t→ 0+ and as t→∞.
7. Let f ∈ B and (SB(b)f)(z) = f(bz), b > 0. Then SB(b)f ∈ B and
‖SB(b)f‖B = ‖f‖B.
Proof. Most of these statements are proved in [5, Lemmas 2.6 and 4.6].
The density of the range of AB is shown in the proof of [5, Proposition
2.10]. In the sixth part, the boundedness is a standard fact about bounded
holomorphic semigroups, the convergence to 0 as t → 0+ follows from the
boundedness and the density of the domain of AB, and the convergence as
t→∞ follows from the boundedness of (t2A2BTB(2t))t>0 and the density of
the range of AB. 
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2. Reproducing formulas
In this section we give further results relating to the reproducing formula
(1.9), including an alternative proof of (1.9) and some variants. We begin
by recalling from [5, Section 2] some basic facts about the analytic Besov
algebra B and its norms defined in (1.6) and (1.7).
Let E be the space of holomorphic functions on C+ defined in (1.3), and
let ‖ · ‖E0 and ‖ · ‖E be as defined there. Note the partial duality 〈g, f〉B
defined in (1.5), and the reproducing formula defined in (1.9), for g ∈ E and
f ∈ B.
In [5, Proposition 2.16] we showed that H1(C+) ⊂ E . Proposition 2.2
provides details of a simpler form of (1.5) which is valid when g ∈ H1(C+).
We shall use that to give a more direct proof of (1.9) in Theorem 2.3. We
will need the following simple properties of functions from H1(C+) and B.
Proposition 2.1. 1. Let g ∈ H1(C+), ω > 0. Then
(2.1) lim
|z|→∞,z∈Rω
(|g(z)| + |g′(z)|) = 0.
2. Let f ∈ B. Then
(2.2) lim
x→0
x sup
y∈R
|f ′(x+ iy)| = 0, lim
x→∞ x supy∈R
|f ′(x+ iy)| = 0.
Proof. The property (2.1) follows from the integral representations
g(z) =
1
2π
∫
R
g(is)
z − is ds, g
′(z) = − 1
2π
∫
R
g(is)
(z − is)2 ds, z ∈ C+,
and the dominated convergence theorem.
To prove (2.2), it suffices to note that the function x 7→ supy∈R |f ′(x+iy)|
is decreasing on (0,∞), by the maximum principle, so that
x sup
y∈R
|f ′(x+ iy)| ≤ 2
∫ x
x/2
sup
y∈R
|f ′(t+ iy)| dt→ 0
as x→ 0 or x→∞. 
For 0 < a < b <∞ and 0 < c ≤ ∞, let
R(a, b; c) := {(x, y) : x ∈ [a, b], |y| ≤ c}.
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If F ∈ C2(R[a, b; c]) where c is finite, then by Green’s formula,
∫
R(a,b;c)
x∆F (x, y) dx dy
(2.3)
= −
∫
R(a,b;c)
∂F
∂x
(x, y) dx dy − a
∫ c
−c
∂F
∂x
(a, y) dy + b
∫ c
−c
∂F
∂x
(b, y) dy
+
∫ b
a
x
∂F
∂y
(x, c) dx −
∫ b
a
x
∂F
∂y
(x,−c) dx
=
∫ c
−c
F (a, y) dy −
∫ c
−c
F (b, y) dy − a
∫ c
−c
∂F
∂x
(a, y) dy
+ b
∫ c
−c
∂F
∂x
(b, y) dy +
∫ b
a
x
∂F
∂y
(x, c) dx −
∫ b
a
x
∂F
∂y
(x,−c) dx.
The following proposition partially generalises [40, Lemma 17] where the
result was proved for harmonic functions g and f on C+ with f ∈ Hp(C+)
and g ∈ Hp′(C+), where 1 < p < ∞, 1/p + 1/p′ = 1. It was remarked
in [40] that the lemma can be extended to the case when g ∈ H1(C+)
and either f b ∈ C0(R), or f b is bounded and uniformly continuous and
{t ∈ R : |f b(t)| > ε} has finite Lebesgue measure for every ε > 0. Our
statement goes beyond these assumptions, as some functions in B, such as
ea, a ∈ C+, satisfy neither of the conditions from [40]. Other, less general,
versions of Taibleson’s result can be found in [19].
Proposition 2.2. Let g ∈ H1(C+) and f ∈ B0. Then
(2.4) 〈g, f〉B = 1
4
∫
R
g(−iy)f(iy) dy.
Proof. We apply Green’s formula (2.3) to
F (x, y) := g(x− iy)f(x+ iy), x+ iy ∈ C+.
Note that
∆F (x, y) = 4g′(x− iy)f ′(x+ iy),
and
(2.5)
∫ ∞
0
x
∫
R
|g′(x− iy)f ′(x+ iy)| dy dx <∞
since g ∈ E and f ∈ B. Using (2.3) and∣∣∣∣
∫ c
−c
g′(r − iy)f(r + iy) dy
∣∣∣∣
≤ |g(r − ic)f(r + ic)| + |g(r + ic)f(r − ic)|+
∫ c
−c
|g(r − iy)f ′(r + iy)| dy
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for r = a and r = b, we obtain
∣∣∣∣∣4
∫
R[a,b;c]
xg′(x− iy)f ′(x+ iy) dxdy −
∫ c
−c
g(a− iy)f(a+ iy) dy
∣∣∣∣∣
(2.6)
≤
∫ c
−c
|g(b − iy)f(b+ iy)| dy + 2a
∫ c
−c
|g(a− iy)f ′(a+ iy)| dy
+ 2b
∫ c
−c
|g(b− iy)f ′(b+ iy)| dy + a|g(a− ic)f(a+ ic)|
+ a|g(a+ ic)f(a− ic)| + b|g(b − ic)f(b+ ic)|+ b|g(b+ ic)f(b− ic)|
+
∫ b
a
x
(|g′(x− ic)f(x+ ic)| + |g(x− ic)f ′(x+ ic)|) dx
+
∫ b
a
x
(|g′(x+ ic)f(x− ic)| + |g(x+ ic)f ′(x− ic)|]) dx.
Now let c→∞ in (2.6). By our assumptions,
(2.7) f ∈ H∞(C+), f ′ ∈ H∞(Ra) and g ∈ H1(C+), g′ ∈ H1(Ra).
From this and Proposition 2.1(1), it follows that
lim
c→∞
∫ b
a
x
(|g′(x± ic)f(x∓ ic)| + |g(x± ic)f ′(x∓ ic)|) dx = 0,
and
lim
c→∞ |g(r − ic)f(r + ic)| = limc→∞ |g(r + ic)f(r − ic)| = 0, r = a, b.
Using (2.7) again, and also (2.5), we conclude that∣∣∣∣∣4
∫
R[a,b;∞]
xg′(x− iy)f ′(x+ iy) dxdy −
∫
R
g(a− iy)f(a+ iy) dy
∣∣∣∣∣(2.8)
≤
∫
R
|g(b − iy)f(b+ iy)| dy + 2a
∫
R
|g(a− iy)f ′(a+ iy)| dy
+ 2b
∫
R
|g(b− iy)f ′(b+ iy)| dy.
Next, since f(∞) = 0 and g ∈ H1(C+),
lim
b→∞
∫
R
|g(b− iy)f(b+ iy)| dy = 0.
Moreover, in view of Proposition 2.1(2),
lim
a→0
a
∫
R
|g(a − iy)f ′(a+ iy)| dy ≤ ‖g‖H1 lim
a→0
a sup
y∈R
|f ′(a+ iy)| = 0,
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and
lim
b→∞
b
∫
R
|g(b − iy)f ′(b+ iy)| ≤ ‖g‖H1 lim
b→∞
b sup
y∈R
|f ′(b+ iy)| = 0.
So, letting a→ 0 and b→∞ in (2.8), the assertion (2.4) follows. 
Using the duality formula (2.4), we now give an alternative proof of the
reproducing formula (1.9) for B from [5, Proposition 2.20].
Theorem 2.3. Let f ∈ B. Then the reproducing formula holds:
f(z) = f(∞)− 2
π
∫ ∞
0
α
∫
R
f ′(α+ iβ)
(z + α− iβ)2 dβ dα, z ∈ C+.
Proof. We may assume that f(∞) = 0. For z ∈ C+, r2z ∈ H1(C+) and by
Proposition 2.2 and Cauchy’s theorem,
−2
∫ ∞
0
α
∫
R
f ′(α+ iβ)
(z + α− iβ)3 dβ dα =
1
4
∫
R
f(iβ)
(z − iβ)2 dβ = −
π
2
f ′(z),
for every z ∈ C+. Integrating both sides of the above equality with respect
to z along horizontal lines to ∞, we obtain
−
∫ ∞
0
α
∫
R
f ′(α+ iβ)
(z + α− iβ)2 dβ dα =
π
2
f(z).
By the dominated convergence theorem, the reproducing formula gives a
continuous function of z on C+, so the formula holds on C+. 
The following representations are variants of (1.9).
Proposition 2.4. If f ∈ B0, then
f(z) = − 4
π
∫ ∞
0
α
∫
R
Re f ′(α+ iβ)
(z + α− iβ)2 dβ dα
= −4i
π
∫ ∞
0
α
∫
R
Im f ′(α+ iβ)
(z + α− iβ)2 dβ dα, z ∈ C+.
Proof. By the reproducing formula (1.9) for B,
(2.9) f(z) = − 2
π
∫ ∞
0
α
∫
R
f ′(α+ iβ)
(z + α− iβ)2 dβ dα,
for every z = x+ iy ∈ C+. Moreover, by Cauchy’s theorem,∫
R
f ′(α+ iβ)
z + α+ iβ
dβ = 0, α > 0.
Hence
(2.10) 0 = − 2
π
∫ ∞
0
α
∫
R
f ′(α+ iβ)
(z + α− iβ)2 dβ dα.
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Since
f ′ + f ′ = 2Re f ′, f ′ − f ′ = 2i Im f ′,
the formulas follow. 
Moreover, we can derive a reproducing formula for functions from B using
their second derivatives instead of the first derivatives.
Proposition 2.5. Let f ∈ B0, and z = x+ iy ∈ C+. Then
(2.11) f(z) =
4
π
∫ ∞
0
α(x+ α)
∫
R
f ′′(α+ iβ)
(x+ α)2 + (y − β)2 dβ dα.
Proof. Using (2.9) and (2.10), we see that
f(z) = − 2
π
∫ ∞
0
α
∫
R
f ′(α+ iβ) dβ
(z + α− iβ)2 dα−
2
π
∫ ∞
0
α
∫
R
f ′(α+ iβ) dβ
(z + α+ iβ)2
dα
= − 4
π
∫ ∞
0
α
∫
R
(
Re
1
(z + α− iβ)2
)
f ′(α+ iβ) dβ dα.
Now
Re
1
(z + α− iβ)2 =
(x+ α)2 − (y − β)2
((x+ α)2 + (y − β)2)2 = −π
∂
∂α
(P (x+ α, y − β)),
where P is the Poisson kernel. Hence,
f(z) = −4
∫
R
∫ ∞
0
P (x+ α, y + β)
(
f ′(α+ iβ) + αf ′′(α+ iβ)]
)
dα dβ
= −4
∫ ∞
0
∫
R
P (x+ α, y + β)f ′(α+ iβ) dβ dα
− 4
π
∫ ∞
0
α(x+ α)
∫
R
f ′′(α+ iβ)
(x+ α)2 + (y − β)2 dβ dα
= −4
∫ ∞
0
f ′(x+ 2α+ iy) dα
− 4
π
∫ ∞
0
α(x+ α)
∫
R
f ′′(α+ iβ)
(x+ α)2 + (y − β)2 dβ dα
= 2f(z)− 4
π
∫ ∞
0
α(x+ α)
∫
R
f ′′(α+ iβ)
(x+ α)2 + (y − β)2 dβ dα,
using (1.14) in the penultimate equality. This yields (2.11). 
3. Constructing and approximating Besov functions
In this section we first show how all functions in B can be constructed
from a class W of measurable functions on C+. Later in this section we
use this procedure to approximate functions in B in various ways, by lifting
cut-off operators on W to the space B.
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For ϕ ∈ Lp(R), 1 ≤ p ≤ ∞, and α > 0, we define
(3.1) Gα,ϕ(z) :=
∫
R
ϕ(β)
(z + α− iβ)2 dβ, z ∈ C+.
Let W be the space of all (equivalence classes of) measurable functions
g : C+ → C such that
(3.2) ‖g‖W :=
∫ ∞
0
ess sup
β∈R
|g(α + iβ)| dα <∞,
with the norm given by (3.2). Clearly,
W ∩Hol(C+) = {f ′ : f ∈ B}.
For g ∈ W, let
(Qg)(z) : = − 2
π
∫ ∞
0
α
∫
R
g(α + iβ)
(z + α− iβ)2 dβ dα,
= − 2
π
∫ ∞
0
αGα,ϕα,g (z) dα, z ∈ C+,
where ϕα,g(β) = g(α + iβ).
If f ∈ B, the reproducing formula for f given in [5, Proposition 2.20],
(1.9) and Theorem 2.3 can now be written as
(3.3) f = f(∞) +Q(f ′).
The following result shows that Q maps the whole of W into B0.
Proposition 3.1. 1. Let ϕ ∈ L1(R), and α > 0. Then Gα,ϕ ∈ B0 and
(3.4) Gα,ϕ =
∫
R
ϕ(β)r2α−iβ dβ,
where the right-hand side exists as a B-valued Bochner integral.
2. Let ϕ ∈ L∞(R), and α > 0. Then Gα,ϕ ∈ B0 and
(3.5) ‖Gα,ϕ‖B0 ≤
4
α
‖ϕ‖L∞ , ‖Gα,ϕ‖B ≤
(
4 + π
α
)
‖ϕ‖L∞ .
3. The operator Q ∈ L(W,B0) and
(3.6) ‖Qg‖B0 ≤
8
π
‖g‖W , ‖Qg‖B ≤ 2
(
1 +
4
π
)
‖g‖W .
Moreover Q maps W ∩Hol(C+) onto B0.
Proof. 1. First recall that rλ ∈ B0 for each λ ∈ C+ and from Lemma 1.2
the translation group (TB(−iβ))β∈R is strongly continuous on B. Hence the
function R ∋ β 7→ r2α−iβ ∈ B0 is continuous and bounded for each α > 0.
So the right-hand side of (3.4) exists as a Bochner integral. Since the point
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evaluations are continuous in the B-norm, the value of the right-hand side
at z ∈ C+ is ∫
R
ϕ(β)rα−iβ(z)2 dβ = Gα,ϕ(z).
2. Let z = x+ iy and note that Gα,ϕ(∞) = 0. Since
G′α,ϕ(z) := −2
∫
R
ϕ(β)
(z + α− iβ)3 dβ, z ∈ C+,
we have
|G′α,ϕ(x+ iy)| ≤ 2‖ϕ‖L∞
∫
R
dβ
((x+ α)2 + (β − y)2)3/2
≤ 2‖ϕ‖L∞
(x+ α)2
∫
R
dτ
(1 + τ2)3/2
=
4‖ϕ‖L∞
(x+ α)2
,
so
‖Gα,ϕ‖B0 ≤ 4‖ϕ‖L∞
∫ ∞
0
dx
(x+ α)2
=
4
α
‖ϕ‖L∞ .
Moreover,
‖Gα,ϕ‖∞ ≤
∫
R
‖ϕ‖∞
α2 + β2
dβ =
π
α
‖ϕ‖L∞ .
3. It is clear that Q is linear.
Let g ∈ W. If x > 0, then
|(Qg)(x + iy)| ≤ 2
π
∫ ∞
0
α sup
β∈R
|g(α + iβ)|
∫
R
dβ
(x+ α)2 + (y − β)2 dα
= 2
∫ ∞
0
α
x+ α
sup
β∈R
|g(α + iβ)| dα ≤ 2‖g‖W .
Hence
(3.7) ‖Qg‖∞ ≤ 2‖g‖W ,
and (Qg)(∞) = 0 by the monotone convergence theorem. Moreover,
(Qg)′(z) = − 2
π
∫ ∞
0
αG′α,ϕα,g (z) dα, z ∈ C+,
and
sup
y∈R
∣∣(Qg)′(x+ iy)∣∣ ≤ 2
π
∫ ∞
0
α sup
y∈R
∣∣G′α,ϕα,g (x+ iy)∣∣ dα.
From this and (3.5), it follows that
‖Qg‖B0 ≤
2
π
∫ ∞
0
α
∫ ∞
0
sup
y∈R
∣∣G′α,ϕα,g(x+ iy)∣∣dx dα(3.8)
≤ 2
π
∫ ∞
0
α
4
α
sup
β∈R
|g(α + iβ)| dα = 8
π
‖g‖W .
By combining (3.7) and (3.8) we obtain (3.6).
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For f ∈ B0, f ′ ∈ W ∩Hol(C+) and f = Q(f ′) by (3.3). 
Remarks 3.2. a) If g(x + iy) = g1(x)g2(y), where g1 ∈ L1(R+) and g2 ∈
L∞(R), then Proposition 3.1 implies that Qg ∈ B0.
b) Proposition 3.1 shows that B0 is isomorphic as a Banach space to the
quotient W/KerQ. The argument in the proof of Proposition 2.4 shows
that KerQ contains f
′
for every f ∈ B. More generally, if g1 ∈ L∞(R+) and
g(x+ iy) = g1(x)f ′(x+ iy), then g ∈ KerQ.
For g ∈ W, we may approximate g in various ways, and then we can
lift those mappings to operators on B which approximate the identity map
(modulo constant functions). First, we consider cut-off operators Km, m ≥
2, on W defined by
(Kmg)(z) :=
{
g(z), 1/m ≤ Re z ≤ m,
0, otherwise.
Clearly Km is a contraction on W, and limm→∞ ‖g−Kmg‖W = 0. Then we
consider the operator K△m on B defined by K△mf = Q(Kmf ′), so that
(3.9) (K△mf)(z) := −
2
π
∫ m
1/m
α
∫
R
f ′(α+ iβ)
(z + α− iβ)2 dβ dα, z ∈ C+.
Proposition 3.3. For every f ∈ B, and every m ≥ 2, the following hold:
(3.10) (K△m f)(z) =
∫ 2m
2/m
tf ′′(t+ z) dt,
(3.11) ‖K△mf‖B0 ≤
8‖f‖∞
π
logm,
and
(3.12) ‖f −K△mf‖B0 ≤
8
π
Rm(f),
where
(3.13) Rm(f) :=
{∫ 1/m
0
+
∫ ∞
m
}
sup
β∈R
|f ′(α+ iβ)| dα→ 0, m→∞.
Proof. Let z = x+ iy ∈ C+. By Cauchy’s theorem,∫
R
f ′(α+ iβ)
(z + α− iβ)2 dβ =
∫
R
f ′(α+ iβ)
(2α + z − (α+ iβ))2 dβ = −2πf
′′(2α + z),
so
(K△m f)(z) = 4
∫ m
1/m
αf ′′(2α+ z) dα =
∫ 2m
2/m
tf ′′(t+ z) dt.
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Using (1.13), we have
|(K△mf)′(z))| ≤
4
π
∫ m
1/m
α
∫
R
|f ′(α+ iβ)|
|z + α− iβ|3 dβ dα
≤ 2‖f‖∞
π
∫ m
1/m
∫
R
dβ
|z + α− iβ|3 dα
=
4‖f‖∞
π
∫ m
1/m
dα
(x+ α)2
,
so that
‖K△mf‖B0 ≤
4‖f‖∞
π
∫ ∞
0
∫ m
1/m
dα
α
=
4‖f‖∞
π
∫ m
1/m
dα
α
=
8‖f‖∞
π
logm.
From (3.3) and Proposition 3.1, we have
‖f −K△mf‖B0 = ‖Q(f ′ −Kmf ′)‖B0 ≤
8
π
‖f ′ −Kmf ′‖W = 8
π
Rm(f). 
Remark 3.4. Using integration by parts, (3.10) may be written as
(K△mf)(z) = f(a+ z)− f(b+ z)− af ′(a+ z) + bf ′(b+ z),
where a = 2/m, b = 2m. In the notation of Lemma 1.2, this gives
(3.14) K△m = TB(a)− TB(b) + aABTB(a)− bABTB(b).
As a→ 0+ and b→∞, TB(b) converges in the strong operator topology to
the identity on B0 from the definition of ‖ · ‖B0 , and the other three terms
converge to 0, from Lemma 1.2. Thus K△m converges to the identity. This is
also a consequence of (3.12) and (3.13).
In addition, it follows from (3.14) that any closed subspace of B which is
invariant under horizontal shifts TB(a), a ≥ 0, is invariant under Kopm.
Next we consider cut-off operators Vn, n ≥ 1, on W defined by
(Vng)(z) :=
{
g(z), | Im z| ≤ n,
0, otherwise.
Clearly Vn is a contraction on W. We also consider the operators QVn :
W → B0, given by
(QVng)(z) := − 2
π
∫ ∞
0
α
∫ n
−n
g(α + iβ)
(z + α− iβ)2 dβ dα, z ∈ C+.
Proposition 3.5. For every g ∈ W and z ∈ C+,
(3.15) |(QVng)(z) − (Qg)(z)| ≤ 8
π
Sn(g), n > 2| Im z|,
where
Sn(g) :=
∫ ∞
0
α
α+ n/2
sup
β∈R
|g(α + iβ)| dα→ 0, n→∞.
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Proof. Let z = x+ iy ∈ C+. Then∣∣(Qg)(z) − (QVng)(z)∣∣ ≤ 2
π
∫ ∞
0
α
∫
|β|>n
|g(α + iβ)|
|z + α− iβ|2 dβ dα
≤ 2
π
∫ ∞
0
α sup
s∈R
|g(α + is)|
∫
|β|>n
dβ
|z + α− iβ|2 dα.
If n > 2|y|, we have∫
|β|>n
dβ
|z + α− iβ|2 ≤ 2
∫ ∞
n
dβ
(x+ α)2 + (β − |y|)2
≤ 2
∫ ∞
n/2
dβ
α2 + β2
≤ 4
∫ ∞
n/2
dβ
(α+ β)2
=
4
α+ n/2
.
It follows that (3.15) holds. By the monotone convergence theorem, Sn(g)→
0, n→∞. 
4. Comparison of the algebras LM and B
The Hille-Phillips algebra LM is well understood and important in semi-
group theory. It is a subalgebra of B and a Banach algebra in the norm
‖Lµ‖HP := ‖µ‖M(R+),
Then ‖Lµ‖B ≤ 2‖L‖HP, but the norms are not equivalent (see Section 5).
Thus estimates in terms of ‖ · ‖B are generally sharper than estimates in
terms of ‖ · ‖HP, as well as being applicable to a larger class of functions.
On the other hand, LM is neither closed nor dense in B [5, Lemma 2.14],
and this leads to substantial complications in the theory of the B-calculus.
Consequently it may be of value to identify the situations when a function
from B can be approximated by functions from LM in a weaker sense, and to
identify the closures of LM and its subspaces in B, where practical. Several
results in these directions are given in this section, and they are potentially
useful for applications of the B-calculus to semigroup theory; see Theorem
7.3 for example.
4.1. Density of LM in other topologies. In [5, Lemma 2.14] we showed
that LM is dense in B in the topology of uniform convergence on compact
subsets of C+. We now show density in a slightly stronger sense, using the
approximating operators Kn and Vn from Propositions 3.3 and 3.5.
Proposition 4.1. Let g ∈ W and assume that g is supported by [a,∞) ×
[−b, b], where a > 0 and b > 0. Then Qg ∈ LM and
‖Qg‖HP ≤ 4b
πa
‖g‖W .
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Proof. Since
1
(z + α− iβ)2 =
∫ ∞
0
te−(z+α−iβ)t dt, z ∈ C+,
we have Qg = Lh, where
h(t) = −2t
π
∫ ∞
a
αe−αt
∫ b
−b
g(α + iβ)eiβt dβ dα.
Thus Qg ∈ LM and
‖Qg‖HP =
∫ ∞
0
|h(t)| dt ≤ 2
π
∫ ∞
0
t
∫ ∞
a
αe−αt
∫ b
−b
|g(α + iβ)| dβ dα dt
≤ 4b
π
∫ ∞
0
t
∫ ∞
a
αe−αt sup
s∈R
|g(α + is)| dα dt
=
4b
π
∫ ∞
a
α−1 sup
s∈R
|g(α + is)| dα ≤ 4b
πa
‖g‖W . 
For f ∈ B and n > 1, define Q△nf = QVnKnf ′, so that
(Q△nf)(z) := −
2
π
∫ n
1/n
α
∫ n
−n
f ′(α+ iβ)
(z + α− iβ)2 dβ dα, z ∈ C+.
Proposition 4.2. For every f ∈ B0,
Q△nf ∈ LM, n ∈ N,
and
lim
n→∞ |(Q
△
nf)(z)− f(z)| = 0,
uniformly for all z ∈ C+ with | Im z| ≤ c, for any c > 0.
Proof. Since f ′ ∈ W and VnKnf ′ is supported by [1/n, n] × [−n, n], it is
immediate from Proposition 4.1 that Q△nf ∈ LM. By Proposition 3.5,
sup
| Im z|≤c
|(QKnf ′)(z) − (Q△nf)(z)| ≤
8
π
Sn(Knf
′) ≤ 8
π
Sn(f
′), n > 2c.
Since QKnf
′ − f ∈ B0, it follows from (1.12) and (3.12) that
‖QKnf ′ − f‖∞ ≤ ‖QKnf ′ − f‖B0 ≤
8
π
Rn(f).
Hence,
sup
| Im z|≤c
|f(z)− (Q△nf ′)(z)| ≤
8
π
Sn(f
′) +
8
π
Rn(f), n > 2c.
The conclusion follows. 
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4.2. Closures of subspaces of LM in B. Let L1, Md and Ms stand for
the subspaces of absolutely continuous, discrete, and singular non-atomic
measures in M(R+), respectively. For each of these spaces N , we let
LN = {Lµ : µ ∈ N}.
We show in this section that the closure of LN in B for the B-norm is the
same as the closure in the H∞-norm. Note first that in each case LN is
invariant under shifts, since if f = Lµ then TB(a)f = Lµ˜a, where dµ˜a(t) =
e−atdµ(t).
For a subspace Y of B0, let Y B0 denote the closure of Y in B0, and Y H
∞
denote the closure of Y in H∞(C+). Then B0 ∩ Y H
∞
is the closure of Y in
B0 with respect to the H∞-norm.
Theorem 4.3. Let Y be a shift-invariant subspace of B0. Then
(4.1) Y
B0 = B0 ∩ Y H
∞
.
Let Z be a shift-invariant subspace of B containing the constant functions.
Then
Z
B
= B ∩ ZH∞ .
Proof. Let Y ⊂ B0 be shift-invariant. Then Y B0 is closed in B0 and shift-
invariant, so it is invariant under K△n by (3.14). Fix f ∈ B0 ∩ Y H
∞
. For
every n ∈ N there exists fn ∈ Y such that ‖fn − f‖∞ ≤ 1/n. Set
f˜n := K
△
n fn ∈ Y B0 .
By (3.11) and (3.12), we infer that
‖f − f˜n‖B0 ≤ ‖f −K△n f‖B0 + ‖K△n (f − fn)‖B0 ≤
8
π
Rn(f) +
8
πn
log n.
Hence
lim
n→∞ ‖f − f˜n‖B0 = 0,
and so f ∈ Y B0 . This proves (4.1).
The statement about Z follows from (4.1) for Y = B0 ∩ Z. 
Let R0 be the space of rational functions which vanish at infinity and
have no poles in C+. Let J0 be the space of entire functions of exponential
type which belong to H∞(C+) ∩ C0(C+).
Theorem 4.4. Let Y be any of the spaces LM, LL1, LMd, LMs, R0 and
J0. Then the closure of Y in B with respect to the B-norm coincides with
the closure of Y in B with respect to the H∞-norm.
If Y is any of the spaces LL1, R0 and J0, then the closure of Y in B is
B ∩ C0(C+).
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Proof. The first statement follows from Theorem 4.3 since each space Y is
shift-invariant and either contains constants or is contained in B0.
It is shown in [24, Appendix F, Proposition F.3] that
R0H
∞
= H∞(C+) ∩C0(C+),
Moreover the exponential functions ea span a dense subset of L
1 and their
Laplace transforms generate the algebra R0, so
LL1H
∞
= R0H
∞
.
Since functions of compact support are dense in L1 and their Laplace trans-
forms are in J0,
LL1 ⊂ J0H
∞ ⊂ H∞(C+) ∩C0(C+),
and then
J0H
∞
= H∞(C+) ∩ C0(C+).
Now Theorem 4.4 implies all of the claims. 
Remark 4.5. The results in Theorem 4.3 also hold when Y is a subspace of
B0 which is K△m-invariant for some arbitrarily large m ≥ 2.
The spaces LM, LL1, LMd and LMs are all invariant under K△m for all
m ≥ 2, as K△mLµ = Lµm, where
µm(dt) := t
2
(∫ 2m
2/m
se−stds
)
dµ(t) =
(∫ 2mt
2t/m
se−sds
)
dµ(t).
5. Comparison of norms on LM
Recall that the B-calculus coincides with the HP-calculus on LM. Since
the HP-calculus plays a crucial role in various applications of semigroup
theory, for example in norm-estimates for functions of semigroup generators,
it is important to understand the advantages of the B-calculus over the HP-
calculus arising from the different norms. To this aim, we provide precise
asymptotics for ‖ϕs‖HP/‖ϕs‖B with respect to s →∞, where s is a real or
integer parameter, for several families (ϕs) ⊂ LM. Thus, the gap between
the norm-estimates within the two calculi becomes visible. The families (ϕs)
considered below are related to notable problems in semigroup theory. A
discussion of operator-theoretic aspects and motivations for their study can
be found in [5].
5.1. Cayley transforms. Let
fn(z) =
(
z − 1
z + 1
)n
, z ∈ C+, n ∈ N.
In [5, Lemma 3.7] we obtained the following upper bound
(5.1) ‖fn‖B ≤ 3 + 2 log(2n), n ∈ N,
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by estimating a precise formula. We now obtain the following lower bound.
Lemma 5.1. One has
‖fn‖B ≥ 1 + e−1 log n, n ∈ N.
Proof. Near the end of the proof of [5, Lemma 3.7] we showed that
‖fn‖B = 3 + n(n− 1)
(n−1)/2
(n+ 1)(n+1)/2
log
bn
an
−
(
1− an
1 + an
)n
−
(
bn − 1
bn + 1
)n
,
where
bn = n+
√
n2 − 1, an = 1
bn
= n−
√
n2 − 1.
Hence
‖fn‖B ≥ 1 + 2n(n− 1)
(n−1)/2
(n+ 1)(n+1)/2
log bn ≥ 1 + 2n(n− 1)
(n−1)/2
(n+ 1)(n+1)/2
log n(5.2)
≥ 1 +
(
n− 1
n+ 1
)(n−1)/2
log n.
It is easily seen that
(1− 1/x)x ≥ e−(1+1/x), x ≥ 2,
so we also have(
n− 1
n+ 1
)(n−1)/2
=
[(
1− 2
n+ 1
)(n+1)/2]n−1n+1
≥ e−(n+3)(n−1)/(n+1)2 ≥ e−1,
for n ≥ 3. Hence,
‖fn‖B ≥ 1 + e−1 log n, n ≥ 3.
Moreover, ‖f1‖B = 3, and ‖f2‖B > 1 + e−1 log 2 from (5.2). 
Next we obtain two-sided estimates of fn in the Hille-Phillips norm.
Lemma 5.2. There are constants c0, c1 > 0 such that
c0n
1/2 ≤ ‖fn‖HP ≤ c1n1/2, n ∈ N.
Proof. As in [23, Section 9],
fn(z) = 1− 2
∫ ∞
0
e−zte−tL(1)n−1(2t) dt,
where L
(1)
n (·) are the first order Laguerre polynomials. Moreover
c0n
1/2 ≤
∫ ∞
0
e−t/2|L(1)n−1(t)| dt ≤ c′1n1/2, n ∈ N,
for some constants 0 < c0 < c
′
1 <∞ (see [4] for details of this). Thus
‖fn‖HP = 1 + 2
∫ ∞
0
e−t|L(1)n−1(2t)| dt = 1 +
∫ ∞
0
e−t/2|L(1)n−1(t)| dt
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and
1 + c0n
1/2 ≤ ‖fn‖HP ≤ 1 + c′1n1/2, n ∈ N. 
Combining (5.1), Lemma 5.1 and Lemma 5.2, we get the following as-
ymptotic relation.
Corollary 5.3. One has
‖fn‖HP
‖fn‖B ≍
n1/2
log n
, n→∞.
5.2. The exponent of a reciprocal. Let
gt(z) = e
−t/(z+1), z ∈ C+, t > 0.
By [5, Lemma 3.4],
(5.3) ‖gt‖B =
{
2− e−t, t ∈ (0, 1],
2− e−1 + e−1 log t, t > 1.
Lemma 5.4. There are constants C1, C2 > 0 such that
1 + C1t
1/4 ≤ ‖gt‖HP ≤ 1 + C2t1/4, t ≥ 0.
Proof. First, recall from [12] that
gt(z) = 1−
√
t
∫ ∞
0
e−zse−s
J1(2
√
ts)√
s
ds, z ∈ C+,
where J1 is the first-order Bessel function of the first kind. Since
|J1(x)| ≤ c1√
x
, x > 0,
we obtain
‖gt‖HP = 1 +
√
t
∫ ∞
0
e−s
|J1(2
√
ts)|√
s
ds
≤ 1 + c1√
2
t1/4
∫ ∞
0
e−s
s3/4
ds = 1 +
c1√
2Γ(1/4)
t1/4.
On the other hand, by [2, § 4.8], we have∫ t
0
|J1(s)| ds ≥ c0
√
t, t > 0,
and then
√
t
∫ ∞
0
e−s
|J1(2
√
ts)|√
s
ds =
∫ ∞
0
e−τ/t
|J1(2
√
τ)|√
τ
dτ ≥ e−1
∫ t
0
|J1(2
√
τ)|√
τ
dτ
= e−1
∫ 2√t
0
|J1(s)| ds ≥
√
2e−1c0t1/4, t > 0.
This completes the proof of the lemma. 
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By combining (5.3) and Lemma 5.4, we obtain the next asymptotic rela-
tion.
Corollary 5.5. One has
‖gt‖HP
‖gt‖B ≍
t1/4
log(t+ 1)
, t→∞.
5.3. Regularised exponent. We consider an example of deLaubenfels [12].
Let
ϕt(z) =
z
z + 1
e−t/z , z ∈ C+, t > 0.
Lemma 5.6. One has
e−1 log(1 + t/4) ≤ ‖ϕt‖B ≤ 3 + 2e−1/2 log(t+
√
t2 + 1), t > 0.
Proof. Note first that ‖ϕt‖∞ = 1 and
ϕ′t(z) = ψ1,t(z) + ψ2,t(z), ψ1,t(z) =
e−t/z
(z + 1)2
, ψ2,t(z) =
te−t/z
z(z + 1)
.
Moreover, ∫ ∞
0
sup
y∈R
|ψ1,t(x+ iy)| dx ≤
∫ ∞
0
dx
(x+ 1)2
= 1.
Using the estimate |ψ2,t(x+ iy)| ≤ t/x2, we obtain∫ ∞
t
sup
y∈R
|ψ2,t(x+ iy)| dx ≤ t
∫ ∞
t
dx
x2
= 1.
Next,
|ψ2,t(x+ iy)| = te
−tx/(x2+y2)√
(x2 + y2)((x + 1)2 + y2)
≤ tρa(x2 + y2),
where
a := tx > 0, ρa(τ) :=
e−a/τ√
τ(τ + 1)
, τ > 0.
We have
ρ′a(τ) =
(
a
τ5/2(τ + 1)1/2
− 1
2τ3/2(τ + 1)1/2
− 1
2τ1/2(τ + 1)3/2
)
e−a/τ
=
2a(τ + 1)− τ(τ + 1)− τ2
2τ5/2(τ + 1)3/2
e−a/τ = −2τ
2 − τ(2a− 1)− 2a
τ5/2(τ + 1)3/2
e−a/τ .
Let τ0 = τ0(a) be the positive zero of the equation 2τ
2− τ(2a− 1)− 2a = 0,
so that
τ0 =
(2a− 1) +√(2a− 1)2 + 16a
4
∈ [a, 2a].
Then
sup
τ>0
ρa(τ) = ρa(τ0) ≤ e
−1/2√
a(a+ 1)
.
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Hence
|ψ2,t(z)| ≤ t sup
τ>0
ρa(τ) ≤ e
−1/2√t√
x(tx+ 1)
.
Therefore,∫ t
0
sup
y∈R
|ψ2,t(x+ iy)| dx ≤ e−1/2
√
t
∫ t
0
dx√
x(tx+ 1)
= e−1/2
∫ t2
0
dx√
x(x+ 1)
= 2e−1/2 log
(
t+
√
t2 + 1
)
.
Combining the estimates above, it follows that
‖ϕt‖B ≤ 3 + 2e−1/2 log(t+
√
t2 + 1), t > 0.
To get the lower bound for ‖ϕt‖B it suffices to note that
|ϕ′t(x+ i
√
tx)| = |(x+ i
√
tx)(1 + t) + t|
|x+ i√tx|(1 + x)2 + xte
−t/(x+t) ≥ e
−1t
(1 + x)2 + xt
,
and ∫ ∞
0
t
(1 + x)2 + xt
dx ≥
∫ ∞
1
t
x(4x+ t)
dx = log(1 + t/4). 
Lemma 5.7. There are constants C1, C2 > 0 such that
C1(1 + t) ≤ ‖ϕt‖HP ≤ C2(1 + t), t ≥ 0.
Proof. Let
G(s) :=
J1(2
√
s)√
s
, s > 0,
where J1 is the first-order Bessel function of the first kind. Then, as in [12,
p.17] and [22, Sections 3 and 4],
|G(s)| ≤ c
1 + s3/4
, G(0) = 1, G′ ∈ L1(R+),
and
e−t/z = 1− t
∫ ∞
0
e−zsG(ts) ds, z ∈ C+.
Hence
(5.4) ze−t/z − z = −zt
∫ ∞
0
G(ts)e−zs ds = −t− t2
∫ ∞
0
e−zsG′(ts) ds,
and
t
∫ ∞
0
e−zsG′(ts) ds = −1 + (1− e−t/z)z
t
, z ∈ C+ \ {0}.
Letting z → it/π, it follows that
t
∫ ∞
0
e−its/piG′(ts) ds = −1 + (1− eipi) i
π
= −1 + 2i
π
,
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so∫ ∞
0
|G′(s)| ds = t
∫ ∞
0
|G′(ts)| ds ≥ t
∣∣∣∣
∫ ∞
0
e−its/piG′(st) ds
∣∣∣∣ =
∣∣∣∣−1 + 2iπ
∣∣∣∣ ,
and
(5.5) ‖G′‖L1 ≥
√
1 +
4
π2
> 1.
From (5.4), the formula
e−zs
1 + z
= es
∫ ∞
s
e−zτe−τ dτ,
and Fubini’s theorem, we conclude that
ϕt(z) =
z
z + 1
− t
z + 1
− t2
∫ ∞
0
e−zτe−τ
∫ τ
0
esG′(ts) ds dτ.
Therefore,
ϕt(z) = 1−
∫ ∞
0
e−zτKt(τ) dτ,
where
Kt(τ) = (1 + t)e
−τ + t2e−τ
∫ τ
0
esG′(ts) ds.
Now
‖ϕt‖HP = 1 +
∫ ∞
0
|Kt(τ)| dτ
≤ 2 + t+ t2
∫ ∞
0
e−τ
∫ τ
0
es|G′(ts)| ds dτ
= 2 + t+ t2
∫ ∞
0
|G′(ts)| ds
= 2 + (1 + ‖G′‖L1)t, t > 0.
On the other hand,
‖ϕt‖HP = 1 +
∫ ∞
0
|Kt(τ)| dτ ≥ 1 + t2
∫ ∞
0
e−τ
∫ τ
0
es|G′(ts)| ds dτ − (1 + t)
= c1t, t > 0.
for c1 = ‖G′‖L1 − 1 > 0, by (5.5). Since ‖ϕt‖HP ≥ 1, t > 0, it follows that
‖ϕt‖HP ≥ C1(1 + t), t > 0 for C1 = 1− ‖G′‖−1L1 . 
Combining Lemma 5.6 and Lemma 5.7, we get the following asymptotic
relations.
Corollary 5.8. One has
‖ϕt‖HP
‖ϕt‖B ≍
t
log t
, t→∞.
BESOV FUNCTIONAL CALCULUS 27
6. Functional calculus: necessity and uniqueness
The B-calculus defined in [5] is an efficient tool, and in this section we
show that it is optimal in two natural senses. Firstly, the resolvent assump-
tion in (1.1) is optimal, and secondly, the B-calculus for a given operator A
is uniquely defined, so that it is necessarily given by the reproducing for-
mula (1.11). Thus the construction of the B-calculus in [5] appears to be
essentially unique.
Let A be a closed operator on a Banach space X, with dense domain.
Recall that A is sectorial of angle θ ∈ [0, π/2] if σ(A) ⊂ Σθ and
(6.1) MA,θ′ := sup
{‖z(z +A)−1‖ : z ∈ Σpi−θ′} <∞, θ′ ∈ (θ, π/2].
Moreover, −A is the generator of a (sectorially) bounded holomorphic C0-
semigroup if and only if A is sectorial of angle θ ∈ [0, π/2). In that case we
let
(6.2) MA :=MA,pi/2 = sup
{‖z(z +A)−1∥∥ : z ∈ C+}.
In this paper we adopt the common convention that a “bounded holomorphic
semigroup” is sectorially bounded, i.e., bounded on a sector.
Let A be an operator on X with dense domain, and assume that σ(A) ⊆
C+. Following an established pattern for defining a functional calculus in
operator theory, a (bounded) B-calculus for A is a bounded algebra homo-
morphism Φ : B → L(X) such that Φ(rz) = (z +A)−1 for all z ∈ C+.
We make the following observations about this definition:
(1) The functions {rz : z ∈ C+} form a resolvent family, so {Φ(rz) : z ∈ C+}
form a pseudo-resolvent. Hence if Φ(rz) = (z + A)
−1 for some z ∈ C+,
then the same equation holds for all z ∈ C+.
(2) The existence of Φ, the property (1) above and the fact that ‖rz‖B0 =
1/Re z, imply that ‖(z + A)−1‖ ≤ ‖Φ‖/Re z. Hence A is sectorial of
angle at most π/2. Since A is densely defined, lima→0+ a(a+A)−1x = x
for all x ∈ X [24, Proposition 2.2.2c)]. From this it follows that the
idempotent Φ(1) is the identity operator on X.
6.1. Necessity. In [5] the resolvent assumption (1.1) was shown to be suf-
ficient for the construction of a B-calculus. Now we show that if A admits
a B-calculus then (1.1) is satisfied, so that the main result in [5] is optimal
as far as the resolvent assumptions are concerned.
Theorem 6.1. Let A be an operator on X with σ(A) ⊆ C+, and assume
that A admits a B-calculus. Then the resolvent assumption (1.1) holds.
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Proof. Let ϕ be a continuous function on R with compact support, and let
Gα,ϕ be given by (3.1). If Φ is a B-calculus for A, then (3.4) gives
Φ(Gα,ϕ) =
∫
R
(α − iβ +A)−2ϕ(β) dβ,
and for all x ∈ X and x∗ ∈ X∗ such that ‖x‖ = ‖x∗‖ = 1,∣∣∣∣
∫
R
〈(α − iβ +A)−2x, x∗〉ϕ(β) dβ
∣∣∣∣ = |〈Φ(Gα,ϕ)x, x∗〉| ≤ ‖Φ‖ ‖Gα,ϕ‖B,
since the calculus is bounded. Now, by Proposition 3.1,
α
∣∣∣∣
∫
R
〈(α− iβ +A)−2x, x∗〉ϕ(β) dβ
∣∣∣∣ ≤ (4 + π)‖Φ‖ ‖ϕ‖∞
for any ϕ as above. It then follows, from standard arguments around the
Riesz representation theorem, that the estimate (1.1) holds. 
6.2. Uniqueness. Next we consider the question of uniqueness for the B-
calculus. The precise question is:
If an operator A admits a B-calculus Φ, then does the following hold
〈Φ(f)x, x∗〉 = f(∞) + 2
π
〈gx,x∗ , f〉B
for all f ∈ B, x ∈ X and x∗ ∈ X∗?
Here gx.x∗(z) = 〈(z +A)−1x, x∗〉, gx,x∗ ∈ E , and 〈·, ·〉B is as in (1.5).
In combination with Theorems 1.1 and 6.1, the following result shows
that this question has a positive answer.
Theorem 6.2. Let A be an operator on X with σ(A) ⊆ C+. If A admits a
B-calculus Φ, then Φ is unique.
Proof. Let (T (t))t≥0 be the C0-semigroup generated by −A. Since the func-
tions ea for a > 0 span a dense subspace of L
1(R+) and Φ(Lea) = (a+A)−1,
Φ is uniquely determined on LL1 = {Lg : g ∈ L1(R+)}. Let f ∈ G, as de-
fined in (1.10), and g ∈ L2(0, τ) ⊆ L1(R+). By [5, Lemma 2.13], fLg ∈ LL1.
Thus Φ(Lg) and Φ(f)Φ(Lg) are both determined uniquely. It follows that
Φ(f) is uniquely determined on the range of Φ(Lg). In particular this implies
that Ψ(f) is uniquely determined on vectors of the form∫ n
0
e−tT (t)x dt
and hence on the range of (1 + A)−1. Since A is densely defined, it follows
that Φ(f) is uniquely determined for all f ∈ G. By the density of G in B0,
Φ is uniquely determined on B0. Since Φ(1) is the identity operator, Φ is
uniquely determined on B. 
BESOV FUNCTIONAL CALCULUS 29
In the light of Theorems 6.1 and 6.2 we may say that A admits the B-
calculus when a B-calculus Φ for A exists, or equivalently when (1.1) holds.
We may then write f(A) for Φ(f) and e−tA for Φ(et). Then
(
e−tA
)
t≥0 forms
a bounded C0-semigroup with generator −A, as was established in [22] and
[38], in combination with [5, Section 4.1]. Letting KA = supt≥0 ‖e−tA‖, the
following standard Hille-Yosida estimate holds:
(6.3) ‖(α + iβ +A)−n‖ ≤ KAα−n, α > 0, β ∈ R, n ≥ 1.
6.3. Extensions. Another important problem is whether the B-calculus
can be extended to a larger algebra than B for all operators A satisfying
(1.1). Results of Peller [35] in the discrete case, and White [42] for bounded
holomorphic semigroups, suggest that there may be such an extension, but
it may be technically complicated. A discussion of later advances in the
discrete setting of [35] can be found in [36, pp. 120-123].
A standard approach to extending homomorphisms on commutative Ba-
nach algebras is to consider multiplier algebras. For a commutative Banach
algebra A with a bounded approximate identity (en), let M(A) denote its
Banach algebra of multipliers. If H : A → L(X) is a homomorphism such
that the set {H(a)x : a ∈ A, x ∈ X} is dense in X, then H can be extended
uniquely to a homomorphism H˜ : M(A) → L(X). The extension can be
defined by the formula:
(6.4) H˜(M)x := lim
n→∞H(Men)x, M ∈ M(A),
where the limit on the right-hand side exists in the strong topology ofX. For
details, see [7, Theorem 2.4] or [17, Proposition 2.5], both of which seem to
be based on an idea from [27]. The standard HP-calculus can be considered
as an extension of the same calculus initially defined on L1(R+) and then
extended to M(R+) =M(L1(R+)).
The standard HP-calculus can be considered as an extension of the same
calculus initially defined on L1(R+) and then extended toM(R+) =M(L1(R+));
see [7, Theorem 3.2]. Thus it is natural to try to identify the multiplier alge-
bra of the Banach algebra B0 hoping to produce an extension Φ˜ :M(B0)→
L(X) of our B-calculus. Note that B0 is semisimple, and it is well-known
that for a semisimple Banach algebra A any multiplier M ∈ M(A) can be
identified with a multiplication operator by a bounded continuous function
in the Gelfand image of A (see [31, Theorem 1.2.2]). Unfortunately, the
maximal ideal space of B0 (and of much simpler algebras such as H∞(C+))
has a complicated structure, and thus we consider the following substitute
for M(B0). Let
(6.5) Ms(B0) := {m ∈ Hol(C+) : mf ∈ B0 for all f ∈ B0}
be the space of pointwise multipliers of B0, a standard notion considered in
the complex analysis literature (see [8, Chapter 6], for example). Using the
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Closed Graph Theorem, one infers that each m ∈ Ms(B0) defines a bounded
multiplication operator Mm : f 7→ mf on B0, and Mm ∈ M(B0). In what
follows, we identify m withMm. It is easy to show thatMs(B0) is a Banach
subalgebra of L(B0) with identity, containing B. Using (6.4) one can extend
Φ from B0 to Ms(B0). If Ms(B0) strictly contains B, then we would obtain
a proper extension of the B-calculus.
The following statements of independent interest show that the above
method for extension of Banach algebra homomorphisms cannot be applied
to Φ : B0 → L(X). Firstly, B0 does not admit any approximate identities,
let alone bounded ones. Secondly, the algebra of pointwise multipliers of B0
is trivial in the sense that Ms(B0) = B.
Theorem 6.3. 1. There exist no sequences (fn) ∈ B0 such that
lim
n→∞ ‖fng − g‖B0 = 0.
for all g ∈ B0.
2. If Ms(B0) is defined by (6.5), then Ms(B0) = B.
Proof. 1. It suffices to show that ‖fe1 − e1‖B0 ≥ 1 for all f ∈ B0, where
e1(z) = e
−z.
Suppose that f ∈ B0 and ‖fe1 − e1‖B0 = δ ∈ (0, 1), so that∫ ∞
0
sup
β∈R
|1− f(α+ iβ) + f ′(α+ iβ)| e−α dα = δ.
Then there exists α0 ≥ 0 such that
sup
β∈R
|1− f(α0 + iβ) + f ′(α0 + iβ)| ≤ δ,
and by the maximum principle
|1− f(z) + f ′(z)| ≤ δ, Re z ≥ α0.
From this it follows that
|f(z)− f ′(z)| ≥ 1− δ, Re z ≥ α0.
However f(∞) = f ′(∞) = 0, since f ∈ B0, so this is a contradiction, and
the first statement is proved.
2. Clearly, if f ∈ B and g ∈ B0, then fg ∈ B0 since B0 is an ideal in B.
Thus, it suffices to prove that Ms(B0) ⊂ B.
If M ∈ Ms(B0), then M is identified with a bounded multiplication
operator Mm on B0 where m is a holomorphic function on C+:
Mmf(z) = m(z)f(z), f ∈ B0, z ∈ C+.
Let rn(z) := (n + z)
−1, z ∈ C+, n ∈ N. Observe that ‖nrn‖B0 = ‖r1‖B0 =
1, n ∈ N, and
(6.6) ‖nmrn‖B0 ≤ ‖Mm‖.
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Moreover,
(6.7) nm(z)rn(z)→ m(z), n→∞,
for every z ∈ C+. Now using a result of Fatou type for B [5, Lemma 2.3(1)],
saying that if a pointwise limit of a bounded sequence from B exists on C+,
then it belongs to B, we infer from (6.6) and (6.7) that m ∈ B. 
One might consider other subalgebras of B. For example, the Hardy-
Sobolev algebra H1 := {f ∈ Hol(C+) : f ′ ∈ H1(C+)} with the norm
‖f‖H1 := ‖f‖∞ + ‖f ′‖H1 , f ∈ H1,
embeds continuously in B [5, Lemma 2.4]. ThenH01 := {f ∈ H1 : f(∞) = 0}
is an ideal in H1 but not in B, so its pointwise multiplier algebra Ms(H01 )
(defined similarly to (6.5)) does not contain B. Nevertheless, one may con-
sider whether Ms(H01 ) contains any functions outside B. However, arguing
in a similar way to Theorem 6.3(2), one can show that Ms(H01 ) = H1.
6.4. Generators of C0-groups. In order to understand the limitations of
the B-calculus, we will show that many generators of C0-groups do not admit
the B-calculus.
Similarly to the abstract definition of the B-calculus above, we say that
a closed densely defined linear operator A admits the C0(iR)-calculus if
σ(A) ⊂ iR and there exists a bounded algebra homomorphismH : C0(iR)→
L(X) such that H(rz) = (z + A)
−1 for every z ∈ C \ iR. Since the closed
linear span of {rz : z ∈ C \ iR} is dense in C0(iR) (for example,by the
Stone-Weierstrass theorem), any such homomorphism H is unique.
Theorem 6.4. Let −A be the generator of a bounded C0-group on a Banach
space X. Then A admits the B-calculus if and only if A admits the C0(iR)-
calculus.
Proof. Assume that −A generates a bounded C0-group (T (t))t∈R on X.
Then by the spectral inclusion theorem for C0-semigroups and the bound-
edness of (T (t))t∈R we have σ(A) ⊂ iR. Let
∆(α, β,A) := (α+ iβ +A)−1 − (−α+ iβ +A)−1, α > 0.
Assume in addition that A admits the B-calculus. We will prove that
there is a bounded homomorphism H : C0(R) → L(X) such that H(ρz) =
(z +A)−1 where ρz(β) = (z + iβ)−1, z ∈ C \ iR.
By Theorem 6.1, (1.1) holds. By [9, Lemma 3.4] and the Closed Graph
Theorem it follows that
(6.8) sup
α>0
∫
R
|〈∆(α, β,A)x, x∗〉| dβ ≤ CA
for some CA > 0 and all x ∈ X, x∗ ∈ X∗ such that ‖x‖ = ‖x∗‖ = 1.
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For a Schwartz function g ∈ S(R), let (Fg)(t) := ∫
R
e−istg(s) ds be the
Fourier transform of g. By Parseval’s identity, for all α > 0,
(6.9)
∫
R
g(β)∆(α, β,A)x dβ =
∫
R
e−α|t|(Fg)(t)T (t)x dt, x ∈ X.
Define linear operators Aα : S(R)→ L(X), α > 0, as
Aα(g)x :=
1
2π
∫
R
g(β)∆(α, β,A)x dβ, x ∈ X,
and note that ‖Aα(g)‖L(X) ≤ CA2pi ‖g‖∞ for every α > 0. By (6.9), the limit
(6.10) (Hg)x :=
1
2π
lim
α→0+
Aα(g)x =
1
2π
∫
R
(Fg)(t)T (t)x dt
exists in X, Hg ∈ L(X), and
(6.11) ‖Hg‖L(X) ≤
CA
2π
‖g‖∞, g ∈ S(R).
Moreover, for all g, h ∈ S(R), and x ∈ X,
H(gh)x =
1
2π
∫
R
F(gh)(t)T (t)x dt = 1
4π2
∫
R
(F(g) ∗ F(h))(t)T (t)x dt
=
1
4π2
∫
R
(Fg)(t)T (t)x
(∫
R
(Fh)(s)T (s)x ds
)
dt = H(g)H(h)x.
Since S(R) is dense in C0(R), the map H extends by continuity to a
bounded algebra homomorphism H from C0(R) to L(X). Replacing g by
Fg in (6.10), we have
(6.12) H(Fg)x =
∫
R
g(−t)T (t)x dt
for g ∈ S(R), and then by continuity for g ∈ L1(R). For z ∈ C+, taking
g(t) = e−tz, t ≥ 0 (extended by 0 on (−∞, 0)), we obtain
H(ρz)x =
∫
R
e−ztT (t)x dt = (z +A)−1x,
as required. The case when Re z < 0 is similar.
Now assume that A admits the C0(iR)-calculus. When ϕ is continuous
on R with compact support, the functions Gα,ϕ, as in (3.1), are in C0(iR).
Then the proof of Theorem 6.1 can be applied to show that (1.1) holds. 
There is an alternative way to show that a C0(iR)-calculus H for a C0-
group generator induces a B-calculus. As discussed in Section 6.3, H can
be extended to the multiplier algebra of C0(iR), which is the algebra of
bounded continuous functions on iR. Since B is continuously and injectively
embedded in that algebra by f 7→ f b, one obtains a B-calculus.
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Remark 6.5. For (negative) generators A of C0-groups, Theorem 6.4 shows
that there are many cases when A does not admit the B-calculus. On the
other hand, the operator −A2 admits the B-calculus as it is the negative gen-
erator of a bounded holomorphic C0-semigroup on X [3, Corollary 3.7.15].
The fact that (6.8) implies the existence of a bounded C0(iR)-calculus
for A was proved some time ago under various other assumptions (see [11,
Theorem 3.6, Corollary 3.5] and references therein). Both (6.8) and (6.12)
can be found explicitly in [34, Lemma 2.4.3] and [16, p.284]. For versions of
(6.8) and (6.12) in a more general setting of vector-valued functions see [3,
Theorem 4.8.1] and [37, Proposition 0.5].
Theorem 6.4 allows one to provide very simple examples of operators not
admitting the B-calculus. The example below has essentially been given in
[30, Example 3.3], see also [11, Example 3.27].
Corollary 6.6. Let −D be the generator of the C0-group of right shifts on
X = Lp(R), 1 ≤ p < ∞. Then D admits the B-calculus on X if and only if
p = 2.
Proof. Clearly, it is enough to prove the ‘only if’ part. Let p ∈ [1, 2), p 6= 2
be fixed. If D admits the B-calculus, then by Theorem 6.4 it admits C0(iR)-
calculus. Fix a non-zero g ∈ X. Using (6.11) and (6.12), we infer that there
exists C > 0 such that
(6.13) ‖g ∗ f‖Lp(R) ≤ C‖Ff‖∞
for all f ∈ L1(R). However, as remarked in [30, p.252] (see also [11, Example
3.27]), this contradicts [20].
If 2 < p < ∞ and p′ is the conjugate exponent, and D admits the B-
calculus, then by Theorem 6.1 its adjointD∗ admits the B-calculus on Lp′(R)
as well. Since D∗ generates the C0-group of left shifts on Lp
′
(R), which are
similar to the right shifts under the change of variable t 7→ −t, we again get
a contradiction. 
A discussion of issues around (6.13) and its various generalisations can be
found in [31, Sections 4.6 and 5.5].
An alternative approach to Corollary 6.6 could rely on the fact that D
is not spectral on Lp(R) when 1 ≤ p < ∞, p 6= 2 (see [18]). One may then
use the abstract results from [11]. Moreover, if p 6= 2 then all differential
operators with constant coefficients on Lp(Rn) are not spectral, apart from
the trivial case of the constant symbol (see [1]). The question when such
operators generate C0-semigroups has been studied in the literature (see
[3, Chapter 8]). Thus, it is possible that other, more general, examples of
differential operators not admitting the B-calculus can also be provided.
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Note that if A admits the B-calculus, then A− iβ admits the B-calculus
for every β ∈ R. Thus the class of operators on Banach spaces admitting the
B-calculus contains vertical shifts of the generators of bounded holomorphic
semigroups, and those operators do not generate bounded holomorphic C0-
semigroups. A complete description of operators with the B-calculus is still
out of reach.
7. Spectral mapping theorems
In this section we show how the theory of the B-calculus allows us to
obtain spectral mapping theorems for parts of the classical HP-calculus
given by Rajchman measures and by absolutely continuous measures on
R+. While the latter result is known and not surprising, we are not aware of
any spectral mapping theorems for the Rajchman measures in the context
of semigroup generators (the situation for groups is essentially different).
Our results arise as direct applications of the B-calculus, and we expect
that more statements of a similar nature can be proved using the B-calculus
theory.
Recall from Theorem 1.1 the spectral inclusion theorem for the B-calculus
proved in [5, Theorem 4.17]. It shows that, if A admits the B-calculus, then
for every f ∈ B one has the inclusion
(7.1) f(σ(A)) ⊂ σ(f(A)),
and this will be used in Corollary 8.12. In general, the inclusion may be
far from being an equality, even for f(z) = e−z. Below, we identify certain
f ∈ B for which the inclusion becomes (essentially) equality.
The following statement was given in [39, Lemma 6.1] in a slightly less
general form. The same proof works in this case. As in Theorem 4.4, R0
denotes the space of rational functions which vanish at infinity and have no
poles in C+.
Proposition 7.1. Let A be a closed densely defined operator with non-empty
resolvent set on a Banach space X. If (fn)n≥1 ⊂ R0 satisfies fn(A) → B
in L(X) as n →∞, then (fn)n≥1 converges uniformly on σ(A) ∪ {∞} to a
function f ∈ C0(σ(A)) and
σ(B) ∪ {0} = f(σ(A)) ∪ {0}.
In [39], the limit operators B in Proposition 7.1 were not identified. We
shall identify cases where B = f(A) in the B-calculus. First we recall a
spectral mapping theorem given in [10, Theorem 8.2.11]. In fact, the the-
orem is a direct corollary of Proposition 7.1 and the density of the span of
exponential functions in L1(R+
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Proposition 7.2. Let (T (t)t≥0 be a bounded C0-semigroup on a Banach
space X, with generator −A. If g ∈ L1(R+), f = Lg and
f(A) :=
∫ ∞
0
g(t)T (t) dt,
where the integral is defined in the strong operator topology, then
σ(f(A)) ∪ {0} = f(σ(A)) ∪ {0}.
In the version of Proposition 7.2 in [10] it is also shown that if A is
unbounded, in addition to the assumptions above, then 0 ∈ σ(f(A)).
In the next result we extend Proposition 7.2 for bounded C0-semigroups
on Hilbert spaces. A measure µ ∈M(R+) is said to be a Rajchman measure
if its Fourier transform belongs to C0(R). We denote the set of Rajchman
measures on R+ by M0(R+). They were studied intensively (sometimes
under different names) in the 1970s and 1980s. See [29] and [32], and the
references therein.
Theorem 7.3. Let (e−tA)t≥0 be a bounded C0-semigroup on a Hilbert space
X. If f ∈ B ∩ C0(C+), then
(7.2) σ(f(A)) ∪ {0} = f(σ(A)) ∪ {0}.
In particular, if µ ∈M0(R+) then
σ(Lµ(A)) ∪ {0} = Lµ(σ(A)) ∪ {0}.
Proof. If f ∈ B ∩ C0(C+), then by Theorem 4.4 there exists (fn)n≥1 ⊂ R0
such that
lim
n→∞ ‖fn − f‖B = 0.
This implies that f(A) is well-defined within the B-calculus, and
lim
n→∞ ‖fn(A)− f(A)‖L(X) = 0.
By Stafney’s Proposition 7.1, we have
σ(f(A)) ∪ {0} = f(σ(A)) ∪ {0}.
If f = Lµ for µ ∈M0, then f ∈ B ∩ C0(C+), by the maximum principle,
so the second claim follows. 
Remarks 7.4. a) Theorem 7.3 is also true if A is an operator on a Banach
space which admits the B-calculus. The proof is the same. It would be
interesting to know whether the result holds for all generators of bounded
semigroups on Banach spaces even if A does not admit the B-calculus.
b) The proof of Theorem 7.3 relies essentially on the use of spectral conti-
nuity in commutative Banach algebras in [39]. A slightly neater but very
similar argument was proposed in [14, Theorem 2.1] in the framework of
l1(Z+)-calculus for power-bounded operators on a Banach space. It was
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also based on the uniqueness of the limit of sets in the Hausdorff metric
and it can probably be adjusted to our purposes as well. The idea seems to
originate from Kato’s proof [28, p.218] of Wiener’s theorem on invertibility
of absolutely convergent Fourier series.
We illustrate Theorem 7.3 by a simple example.
Example 7.5. Let (St)t≥0 be the C0-semigroup of right shifts on L2(R+) with
generator −D, and let µ ∈M0(R+). Then by Plancherel’s theorem,
σ(Lµ(D)) = σ(Cµ) = Lµ(C+) ∪ {0},
where Cµ(f) := µ ∗ f, f ∈ L2(R+), is a convolution operator on L2(R+).
8. Properties of the B-calculus with respect to rescalings
In this section we consider properties of the function t 7→ f(tA) for f ∈
B, t ≥ 0. In the special case when f(z) = e−z, they become known properties
of the C0-semigroup generated by −A. By Lemma 1.2(7), the B-norm is
invariant under the rescalings z 7→ tz, and correspondingly the rescalings
are neutral for the B-calculus in the sense that γtA = γA where γA is defined
after (1.2). This enables us to establish some estimates which are uniform
in t.
Note that the operator f(tA) can be interpreted in two ways: either by
applying the function f to the operator tA, or by applying the function
f(z) = f(tz) to the operator A. The outcomes coincide, as can be seen by a
very simple change of variables in (1.11).
In some proofs in this section we use the validity of Plancherel’s theorem
for L2-functions with values in a Hilbert space. Suppose that −A generates
a bounded C0-semigroup (T (t))t≥0 on a Hilbert space X, and let KA =
supt≥0 ‖T (t)‖. For x ∈ X, Plancherel’s theorem gives
(8.1)
∫
R
∥∥(α+ iβ +A)−1x∥∥2 dβ = 2π ∫ ∞
0
e−2αt ‖T (t)x‖2 dt ≤ πK
2
A
α
‖x‖2.
The same estimate holds with A replaced A∗, by considering the dual semi-
group. For n ≥ 2, using the Hille–Yosida estimate (6.3) and Cauchy-
Schwarz, we obtain∫
R
∣∣〈(α + iβ +A)−nx, y〉∣∣ dβ(8.2)
≤
∫
R
‖(α + iβ +A)−(n−1)x‖ ‖(α − iβ +A∗)−1y‖ dβ
≤ KA
αn−2
∫
R
‖(α+ iβ +A)−1x‖ ‖(α − iβ +A∗)−1y‖ dβ
≤ πK
3
A
αn−1
‖x‖ ‖y‖.
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When n = 2, K3A can be replaced by K
2
A, and the estimate shows that A
satisfies (1.1) and so admits the B-calculus (see [5, Example 4.1(1)]).
Similarly Cauchy-Schwarz gives
(8.3)
∫
R
|α− iβ|−1‖(α − iβ +A)−1x‖ dβ
≤
(∫
R
|α− iβ|−2 dβ
∫
R
‖(α − iβ +A)−1x‖2 dβ
)1/2
≤ πKA
α
‖x‖.
There is an estimate of the same form as (8.3) when A is sectorial of angle
less than π/2 on a Banach space X. Then
(8.4)
∫
R
|α− iβ|−1‖(α − iβ +A)−1x‖ dβ ≤ πMA
α
‖x‖.
8.1. Convergence Lemma. Some of our arguments will use the Conver-
gence Lemma established in [5, Corollary 4.14]. The proof in [5] was for-
mulated for operators, and that would suffice for our main results in this
section, but first we establish a result which resembles [5, Theorem 4.13] but
is formulated in the context of B.
Lemma 8.1. Let (fn)n≥1 ⊂ B be such that supn≥1 ‖fn‖B < ∞. Assume
that for every z ∈ C+ there exists
(8.5) f0(z) := lim
n→∞ fn(z) ∈ C,
and for every r > 0 one has
(8.6) lim
δ→0+
∫ δ
0
sup
|β|≤r
|f ′n(α+ iβ)| dα = 0,
uniformly in n. Let g ∈ B with lim|z|→∞ g(z) = 0, and let gn(z) :=
fn(z)g(z), n ≥ 0. Then f0 ∈ B, gn ∈ B0, n ≥ 0, and
lim
n→∞ ‖gn − g0‖B = 0.
Proof. By [5, Proposition 2.3(1)], f0 ∈ B. Replacing fn by fn − f0, we may
assume that f0 = 0. Moreover gn ∈ B0, n ≥ 0, since g ∈ B0. We have
‖gn‖B0 ≤
∫ ∞
0
sup
Re z=α
|f ′n(z)g(z)| dα +
∫ ∞
0
sup
Re z=α
|fn(z)g′(z)| dα
=: In + Jn.
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Let C = supn≥1 ‖fn‖∞. For fixed δ ∈ (0, 1) and r ≥ 0,
Jn ≤ C
(∫ δ
0
+
∫ ∞
1/δ
)
sup
β∈R
|g′(α+ iβ)| dα +C
∫ 1/δ
δ
sup
|β|≥r
|g′(α+ iβ)| dα
+ sup
Re z≥δ
|g′(z)|
∫ 1/δ
δ
sup
|β|≤r
|fn(α+ iβ)| dα.
Now let n → ∞. Since fn(z) → 0 as n → ∞ for any z ∈ C+, Vitali’s
theorem implies that the final integral tends to zero, so
lim sup
n→∞
Jn ≤ C
(∫ δ
0
+
∫ ∞
1/δ
)
sup
β∈R
|g′(α+iβ)| dα+C
∫ 1/δ
δ
sup
|β|≥r
|g′(α+iβ)| dα.
Next let r → ∞. Since g′(z) → 0 as |z| → ∞,Re z ≥ δ, the final integral
tends to zero. Hence
lim sup
n→∞
Jn ≤ C
(∫ δ
0
+
∫ ∞
1/δ
)
sup
β∈R
|g′(α+ iβ)| dα.
Finally let δ → 0+. Since g ∈ B, the two integrals tend to zero. Hence
limn→∞ Jn = 0.
Next, let r ≥ 1 and δ ∈ (0, 1). We have
In ≤ ‖g‖∞
∫ r
0
sup
|β|≤r
|f ′n(α+ iβ)| dα + sup
|Im z|≥r
|g(z)|
∫ r
0
sup
|β|≥r
|f ′n(α+ iβ)| dα
+ sup
Re z≥r
|g(z)|
∫ ∞
r
sup
β∈R
|f ′n(α+ iβ)| dα
≤ ‖g‖∞ sup
k≥1
∫ δ
0
sup
|β|≤r
|f ′k(α+ iβ)| dα + ‖g‖∞
∫ r
δ
sup
|β|≤r
|f ′n(α + iβ)| dα
+ sup
|z|≥r
|g(z)| sup
k≥1
‖fk‖B.
Let n →∞. By Vitali’s theorem applied to (f ′n), the second term tends to
zero, so
lim sup
n→∞
In ≤ ‖g‖∞ sup
k≥1
∫ δ
0
sup
|β|≤r
|f ′k(α+ iβ)| dα + sup
|z|≥r
|g(z)| sup
k≥1
‖fk‖B.
Now let δ → 0+. By (8.6), the first term tends to zero. Then let r → ∞,
and the second term tends to zero. Hence limn→∞ In = 0. 
Remark 8.2. In [5, Theorem 4.13], we assumed that g′ ∈ H1(C+) and
g(∞) = 0. By [5, Proposition 2.4], this implies the assumption in Lemma
8.1 that g ∈ B and lim|z|→∞ g(z) = 0. Moreover, the function g(z) =
(1 + z)−1e−z satisfies the assumption in Lemma 8.1, but g′ /∈ H1(C+).
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Corollary 8.3. Let A be an operator which admits the B-calculus, and let
fn and f0 be as in Lemma 8.1. Then fn(A)→ f0(A) in the strong operator
topology.
If A ∈ L(X), then the convergence is in operator-norm.
Proof. Let g(z) = (1+z)−1. By Lemma 8.1 and continuity of the B-calculus,
gn(A) = fn(A)(1 +A)
−1 → f0(A)(1 +A)−1
in operator-norm. Since (fn(A))n≥1 is uniformly bounded and D(A) is
dense, the first statement follows. IfA ∈ L(X), then fn(A) = gn(A)(1+A)→
f0(A) in operator-norm. 
8.2. Continuity. Now we apply the Convergence Lemma to the function
t 7→ f(tA).
Theorem 8.4. Let A be an operator which admits the B-calculus, and let
f ∈ B. Then t 7→ f(tA) is continuous from R+ to L(X) with the strong
operator topology.
If A ∈ L(X), then the map is continuous with respect to the norm topology
on L(X).
Proof. We consider the functions ft(z) = f(tz), t ≥ 0. Then ft ∈ B and
‖ft‖B = ‖f‖B, and t 7→ ft(z) is continuous for each z ∈ C+.
Let r > 0, τ ∈ R+, t ∈ [0, τ + 1] and δ > 0. Then∫ δ
0
sup
|β|≤r
|f ′t(α+ iβ)| dα ≤
∫ δ
0
t sup
β∈R
|f ′(t(α+ iβ))| dα
≤
∫ δ(τ+1)
0
sup
β∈R
|f ′(α+ iβ)| dα→ 0,
uniformly for t ∈ [0, τ + 1], as δ → 0+.
It follows that, for every sequence tn converging to τ in R+, the functions
(ftn)n≥1 satisfy the assumptions of Lemma 8.1 with f0 = fτ , so Corollary
8.3 implies both statements. 
If A is sectorial of angle θ ∈ [0, π/2), and z ∈ Σpi/2−θ, then zA is sectorial
of angle less than π/2, and f(zA) is defined for all f ∈ B, by the B-calculus.
We can then obtain a stronger result than in Theorem 8.4.
Proposition 8.5. Let A be a sectorial operator of angle θ ∈ [0, π/2), and let
f ∈ B. Then z 7→ f(zA) is holomorphic on Σpi/2−θ. In particular, t 7→ f(tA)
is C∞ on (0,∞).
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Proof. For θ′ ∈ (θ, π/2) and z ∈ Σθ′−θ, we have, from [5, Corollary 4.11],
f(zA) = f(∞)− 2
π
∫ ∞
0
∫
R
α(α− iβ + zA)−2f ′(α+ iβ) dβ dα.
The z-derivative of the integrand is
2αA(α − iβ + zA)−3f ′(α+ iβ)
=
2α
z
(
(α− iβ + zA)−2 − (α− iβ)(α − iβ + zA)−3) f ′(α+ iβ).
For z ∈ Σθ′−θ with |z| > δ > 0, the norm of this is dominated by
4α
δ
M3A,θ′(α
2 + β2)−1 sup
s∈R
|f ′(α + is)|,
which is integrable over C+. This proves the claim. 
If a C0-semigroup with generator −A is norm-continuous on (0,∞), then
the Riemann–Lebesgue lemma implies that
lim
|β|→∞
‖(α+ iβ +A)−1‖ = 0,
for some α ∈ R. A longstanding open question was whether the converse
holds. On Hilbert spaces, a positive answer was initially given in [44], fol-
lowed by simpler proofs and related results in [15] and [21]. Negative answers
on general Banach spaces were given in [6] and [33]. See also [3, Section 3.13].
In Theorem 8.8 we will place the norm-continuity theorem for semigroups
on Hilbert spaces in the framework of our B-calculus. The result is very much
in the spirit of Section 7, where spectral mapping theorems for semigroups
were extended to spectral mapping theorems for functions from B. For the
proof we need the following result establishing compatibility between the
approximating operators in Section 3 and the B-calculus.
Lemma 8.6. Suppose that A admits the B-calculus on a Banach space X,
let f ∈ B, and let K△mf be as defined in (3.9). Then, for x ∈ X and x∗ ∈ X∗,
〈(K△mf)(A)x, x∗〉 = −
2
π
∫ m
1/m
α
∫
R
〈(α− iβ +A)−2x, x∗〉f ′(α+ iβ) dβ dα.
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Proof. Using (1.11) and differentiating (3.9), we have
〈(K△mf)(A)x, x∗〉
= − 2
π
∫ ∞
0
t
∫
R
〈(t− is+A)−2x, x∗〉(K△mf)′(t+ is) ds dt
= − 4
π2
∫ ∞
0
∫
R
t〈(t− is+A)−2x, x∗〉∫ m
−1/m
∫
R
α(α − iβ + t+ is)−3f ′(α+ iβ) dβ dα ds dt
= − 4
π2
∫ m
1/m
∫
R
αf ′(α+ iβ)∫ ∞
0
∫
R
t〈(t− is+A)−2x, x∗〉(α− iβ + t+ is)−3 ds dt dβ dα
= − 2
π
∫ m
1/m
α
∫
R
〈r2α−iβ(A)x, x∗〉f ′(α+ iβ) dβ dα
= − 2
π
∫ m
1/m
α
∫
R
〈(α− iβ +A)−2x, x∗〉f ′(α+ iβ) dβ dα. 
Remark 8.7. In Lemma 8.6 the cut-off operator Km on W corresponding to
the vertical strip {z : m−1 ≤ Re z ≤ m} can be replaced by any S ∈ L(W).
Let S△ ∈ L(B) be defined by S△f = Q(Sf ′). Then
〈(S△f)(A)x, x∗〉 = − 2
π
∫ ∞
0
α
∫
R
〈(α − iβ +A)−2x, x∗〉(Sf ′)(α + iβ) dβ dα.
This can be applied to the cut-off operators considered in Propositions 3.3
and 4.2.
Theorem 8.8. Let −A be the generator of a bounded C0-semigroup on a
Hilbert space X, and let f ∈ B. Suppose that for some α > 0,
(8.7) lim
|β|→∞
‖f(α+ iβ)(α − iβ +A)−1‖ = 0.
Then f(·A) ∈ C((0,∞), L(X)).
In particular, f(·A) ∈ C((0,∞), L(X)) for all f ∈ B if
(8.8) lim
|β|→∞
‖(α − iβ +A)−1‖ = 0.
Proof. We may assume that f(∞) = 0. Let
ft(z) := f(tz), t > 0, z ∈ C+.
Let τ > 0 be fixed. We need to prove that
(8.9) lim
t→τ ‖ft(A)− fτ (A)‖ = 0.
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We consider the approximating operators K△m for m > 1, as in (3.9). From
Lemma 8.6 and Proposition 3.3 we obtain
∥∥ft(A)− (K△mft)(A)∥∥ ≤ 8π
{∫ t/m
0
+
∫ ∞
tm
}
sup
β∈R
|f ′(α+ iβ)| dα→ 0
as m → ∞, uniformly for t in compact subsets of (0,∞). Thus, it suffices
to prove that for fixed m > 1 and τ > 0,
(8.10) lim
t→τ
∥∥(K△m(ft − fτ ))(A)∥∥ = 0.
Take x, y ∈ X with ‖x‖ ≤ 1 and ‖y‖ ≤ 1, and take n ≥ 1 and t ∈ [τ/2, 2τ ].
Using integration by parts, which is justified by finiteness of the integral in
(8.2) for n = 2, we obtain
〈(K△m(ft − fτ ))(A)x, y〉
= − 2
π
∫ m
1/m
α
∫
R
〈(α− iβ +A)−2x, y〉(f ′t(α+ iβ)− f ′τ (α+ iβ)) dβ dα
= − 4
π
∫ m
1/m
α
∫ n
−n
〈(α − iβ +A)−3x, y〉(ft(α+ iβ)− fτ (α+ iβ)) dβ dα
− 4
π
∫ m
1/m
α
∫
|β|≥n
〈(α − iβ +A)−3x, y〉(ft(α+ iβ)− fτ (α+ iβ)) dβ dα
=: I ′mn + J
′
mn.
We will treat I ′mn and J ′mn separately.
We start with J ′mn. Note that both the resolvent (z + A)−1 and f(z)
are bounded in each half-plane Rε, ε > 0. Using (8.7) and applying Vitali’s
theorem to the family of holomorphic functions {f(z)(z±n+A)−1 : n ≥ 1}
on the rectangle {(α+ iβ : α ∈ (a, b), β ∈ (−1, 1)} we conclude that
‖f(α+ iβ)(α − iβ +A)−1‖ → 0, |β| → ∞,
uniformly for α ∈ [a, b] for any b > a > 0.
Let t0 := min(τ/2, 1) and t1 := max(2τ, 1), and
cmn := sup
{
‖f(α+ iβ)(α − iβ +A)−1‖ : α ∈ [t0/m, t1m], |β| ≥ t0n
}
.
Applying the paragraph above with a = t0/m, b = t1m, we conclude that
limn→∞ cmn = 0. Using (8.2), we obtain
|J ′mn| ≤
8cmn
π
∫ m
1/m
α
∫
R
∣∣〈α− iβ +A)−3x, y〉∣∣ dβ dα
≤ 8cmn
π
∫ m
−1/m
πK3A
α
dα
= 16K3Acmn logm→ 0, n→∞,
uniformly for t ∈ [τ/2, 2τ ], ‖x‖ ≤ 1 and ‖y‖ ≤ 1.
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Now it suffices to show that, for fixed m,n, I ′mn → 0, uniformly for
‖x‖ ≤ 1 and ‖y‖ ≤ 1, as t → τ . Using (6.3) for n = 3 and the bounded
convergence theorem,
|I ′mn| ≤ KA
∫ m
1/m
α−2
∫ n
−n
|ft(α+ iβ)−fτ (α+ iβ)| dβ dα→ 0, t→ τ,
uniformly for ‖x‖ ≤ 1 and ‖y‖ ≤ 1. So, we have (8.10), and then (8.9)
follows. 
Open question. Let us assume that A and f are as in Theorem 8.8, so
that f(·A) ∈ C((0,∞), L(X)). If (8.8) holds and f(z) = e−z, then (f(tA))
is an immediately norm-continuous C0-semigroup, and it is well-known that
the spectral mapping theorem then holds in the form of (7.2). We raise the
question:
If f ∈ B and f(·A) ∈ C((0,∞), L(X)), does (7.2) hold for f(tA), t > 0?
8.3. Short-time behaviour. It is a starting point of semigroup theory that
one defines the generator −A of a C0-semigroup as the right-hand derivative
(at t = 0) of the semigroup on its natural domain. Below we show that, when
A admits the B-calculus, one can recover A as the right-hand t-derivative
of f(tA)x for any function f from the domain of the generator of the shift
semigroup on B, with f ′(0) 6= 0. Thus, in the defining relation for A the
exponential function can be replaced by a rich supply of functions from B.
Theorem 8.9. Let −A be the generator of either a bounded C0-semigroup
on a Hilbert space X, or a (sectorially) bounded holomorphic C0-semigroup
on a Banach space X. Let f ∈ D(AB), so f ∈ B and f ′ ∈ B. Then, for all
x ∈ D(A),
(8.11) lim
t→0+
t−1(f(tA)x− f(0)x) = f ′(0)Ax.
Conversely, if f ′(0) 6= 0 and
lim
t→0+
t−1(f(tA)x− f(0)x)
exists for some x ∈ X, then x ∈ D(A) and (8.11) holds. Thus, if f ′(0) = 1,
then A coincides with the right-hand derivative of f(·A) at 0, in the strong
operator topology, on its natural domain.
Proof. In both cases, A admits the B-calculus. Since f ′ ∈ B and f ′(∞) = 0,
the reproducing formula (1.9) (see also Theorem 2.3) gives
(8.12) f ′(0) = − 2
π
∫ ∞
0
α
∫
R
f ′′(α+ iβ)
(α− iβ)2 dβ dα.
Define a family (Ft)t>0 ⊂ L(X) as
Ftx := t
−1(f(tA)x− f(0)x), t > 0, x ∈ X.
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If x ∈ D(A) and y ∈ X, then
〈Ftx, y〉
(8.13)
= − 2
πt
∫ ∞
0
α
∫
R
(
〈(α− iβ + tA)−2x, y〉 − 〈x, y〉
(α− iβ)2
)
f ′(α+ iβ) dβ dα
=
2
πt
∫ ∞
0
α
∫
R
(
〈(α− iβ + tA)−1x, y〉 − 〈x, y〉
α− iβ
)
f ′′(α+ iβ) dβ dα
= − 2
π
∫ ∞
0
α
∫
R
〈(α− iβ + tA)−1Ax, y〉
α− iβ f
′′(α+ iβ) dβ dα.
Here the integration by parts is justified, because
lim
|β|→∞
∣∣(α− iβ)−1〈(α− iβ + tA)−1Ax, y〉f ′(α+ iβ)∣∣ = 0,
and the final double integral is absolutely convergent. Indeed, using either
(8.3) or (8.4), we obtain
|〈Ftx, y〉| ≤ 2
π
‖y‖
∫ ∞
0
α
∫
R
‖(α− iβ + tA)−1Ax‖
|α− iβ| |f
′′(α+ iβ)| dβ dα
≤ 2
π
‖y‖
∫ ∞
0
α sup
s∈R
|f ′′(α+ is)|
∫
R
‖(α − iβ + tA)−1Ax‖
|α− iβ| dβ dα
≤ 2
π
‖y‖
∫ ∞
0
α sup
s∈R
|f ′′(α+ is)| πCA
α
‖Ax‖ dα
≤ 2CA‖f ′‖B‖Ax‖ ‖y‖,
where CA = KA or MA. Hence
(8.14) ‖Ftx‖ ≤ 2CA‖f ′‖B‖Ax‖, t > 0, x ∈ D(A).
For x ∈ D(A2) and y ∈ X or y ∈ X∗, (8.12) and (8.13) give
〈Ftx− f ′(0)Ax, y〉 = − 2
π
∫ ∞
0
α
∫
R
Kt(α, β;x, y)f
′′(α+ iβ) dβ dα,
where
Kt(α, β;x, y) = (α− iβ)−1〈(α − iβ + tA)−1Ax, y〉 − (α− iβ)−2〈Ax, y〉
= −t(α− iβ)−2〈(α− iβ + tA)−1A2x, y〉.
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Using both these representations for Kt, and (8.3) for Ax and A
2x, we have,
for every δ > 0,
|〈Ftx− f ′(0)Ax, y〉|
≤ 2
π
‖y‖
∫ δ
0
α
∫
R
(‖(α− iβ + tA)−1Ax‖
|α− iβ| +
‖Ax‖
|α− iβ|2
)
|f ′′(α+ iβ)| dβ dα
+
2t
π
‖y‖
∫ ∞
δ
α
∫
R
‖(α− iβ + tA)−1A2x‖
|α− iβ|2 |f
′′(α+ iβ)| dβ dα
≤ 2
π
‖y‖
∫ δ
0
α sup
s∈R
|f ′′(α+ is)|
∫
R
‖(α− iβ + tA)−1Ax‖
|α− iβ| dβ dα
+
2
π
‖Ax‖‖y‖
∫ δ
0
α sup
s∈R
|f ′′(α+ is)|
∫
R
|α− iβ|−2 dβ dα
+
2t
π
‖y‖
∫ ∞
δ
sup
s∈R
|f ′′(α + is)|
∫
R
‖(α− iβ + tA)−1A2x‖
|α− iβ| dβ dα
≤ (2KA + 2) ‖Ax‖‖y‖
∫ δ
0
sup
s∈R
|f ′′(α+ is)| dα
+ 2KAt‖A2x‖‖y‖
∫ ∞
δ
α−1 sup
s∈R
|f ′′(α+ is)| dα.
Letting first t→ 0+ and then δ → 0+, we obtain that
(8.15) lim
t→0+
‖Ftx− f ′(0)Ax‖ = 0, x ∈ D(A2).
Then, by (8.14) and (8.15), since D(A2) is a core for A,
(8.16) lim
t→0+
‖Ftx− f ′(0)Ax‖ = 0, x ∈ D(A).
For the converse result, we may assume that f ′(0) = 1. Define the oper-
ator B by
D(B) :=
{
x ∈ X : lim
t→0
Ftx exists
}
, Bx := lim
t→0+
Ftx.
Let
Unx = n
∫ 1/n
0
e−tAx dt ∈ D(A), n ≥ 2.
From the result already proved, Unx ∈ D(B) and AUnx = BUnx. If x ∈
D(B), then FtUnx = UnFtx → UnBx as t → 0+, so BUnx = UnBx. As
n → ∞, Unx → x and AUnx → Bx. Since A is closed, x ∈ D(A) and
Ax = Bx as required. 
8.4. Long-time behaviour. In this section we bring the characterisation
of exponential stability for operator semigroups on Hilbert spaces into the
framework of the B-calculus, and we derive the famous Gearhart–Pru¨ss the-
orem as an easy corollary of our more general result.
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Theorem 8.10. Let A be a linear operator on a Banach space X such that
σ(A) ⊂ C+ and
(8.17) sup
α>0
(α+ 1)
∫
R
|〈(α + iβ +A)−2x, x∗〉| dβ <∞
for all x ∈ X and x∗ ∈ X∗. Then, for every f ∈ B0,
(8.18) lim
t→∞ ‖f(tA)‖ = 0.
Consequently, there exist constants M and ω > 0 such that
(8.19) ‖e−tA‖ ≤Me−ωt, t ≥ 0.
Proof. By the closed graph theorem, there exists C > 0 such that
(α+ 1)
∫
R
|〈(α+ iβ +A)−2x, x∗〉| dβ ≤ C‖x‖‖x∗‖, α > 0,
for all x ∈ X and x∗ ∈ X∗. By (1.11) for f(tz), we have
〈f(tA)x, x∗〉 = − 2
π
∫ ∞
0
α
∫
R
〈(α − iβ +A)−2x, x∗〉tf ′(t(α+ iβ)) dβ dα,
and then
|〈f(tA)x, x∗〉| ≤ 2C
π
‖x‖‖x∗‖
∫ ∞
0
α
α+ 1
t sup
β∈R
|f ′(t(α + iβ))| dα
=
2C
π
‖x‖‖x∗‖
∫ ∞
0
s
s+ t
sup
β∈R
|f ′(s+ iβ)| ds.
Since
lim
t→∞
∫ ∞
0
s
s+ t
sup
β∈R
|f ′(s+ iβ)| ds = 0,
by the monotone convergence theorem, the first statement follows.
For the second statement, take f(z) = e−z. Then limt→∞ ‖e−tA‖ = 0,
and (8.19) follows by basic semigroup theory. 
We now give two corollaries of the result above. The first one is a B-
calculus version of the Gearhart–Pru¨ss theorem which characterises expo-
nential stability of operator semigroups on Hilbert spaces in resolvent terms,
see the final statement of the following.
Corollary 8.11. Let −A be the generator of a bounded C0-semigroup on
a Hilbert space X such that (z + A)−1 ∈ H∞(C+, L(X)). Then for every
f ∈ B0,
lim
t→∞ ‖f(tA)‖ = 0.
In particular, there exist constants M and ω > 0 such that
‖e−tA‖ ≤Me−ωt, t ≥ 0.
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Proof. For the first statement, it suffices to establish that (8.17) holds, and
this is a standard argument in proofs of the Gearhart-Pru¨ss theorem (see [3,
Theorem 5.2.1], for example). Note first that (8.1) and (8.2) hold for α > 0.
By the resolvent identity,
(α+ is+A)−1x = (1 + is+A)−1x+ (1− α)(α+ is+A)−1(1 + is+A)−1x.
The assumption on the resolvent of A implies that there are constants C1
and C2 such that
‖(α + is+A)−1x‖ ≤ C1‖(1 + is+A)−1x‖,
and hence∫
R
∥∥(α+ iβ +A)−1x∥∥2 dβ ≤ C2‖x‖2, 0 < α < 1, x ∈ X.
Using also the same estimate for A∗, it follows that (8.2) holds for 0 < α < 1
and n = 2, with πK2Aα
−1 replaced by C2. Now (8.17) follows. 
Corollary 8.12. Let −A be the generator of a bounded holomorphic C0-
semigroup on a Banach space, and let f ∈ B0 with f(0) 6= 0. Then (8.18)
holds if and only if 0 6∈ σ(A).
Proof. Recall that if −A generates a bounded holomorphic semigroup, then
σ(A) ⊂ C+ ∪ {0}.
Assume that 0 6∈ σ(A). Then iR∩σ(A) = ∅ and (z+A)−1 is holomorphic
near zero. From (6.2) we have
sup
α>0
α
∫
R
‖(α+ iβ +A)−2‖ dβ ≤ πM2A,
and
sup
0<α≤1
∫
R
‖(α + iβ +A)−2‖ dβ
≤
∫
|β|≥1
M2A
β2
dβ + 2 sup
α∈[0,1],|β|≤1
‖(α+ iβ +A)−2‖ <∞.
So, (8.17) holds and hence (8.18) holds.
Now assume that 0 ∈ σ(A). By the spectral inclusion given in (7.1),
‖f(tA)‖ ≥ sup
z∈σ(A)
|f(tz)| ≥ |f(0)| > 0
for every t ≥ 0. Hence (8.18) does not hold. 
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8.5. Complex inversion formula. The complex inversion formula
(8.20) e−tAx = lim
N→∞
1
2πi
∫ N
−N
etz(σ − iβ +A)−1x dz, σ > 0,
for (bounded) C0-semigroups (e
−tA)t≥0 on Banach spaces is one of the basic
tools in the theory of operator semgroups, in particular in the study of their
asymptotics. In general, the limit exists in the classical sense for x ∈ D(A)
and in the Cesa`ro sense for x ∈ X. Further improvements require additional
assumptions either on X or on A. It was discovered in [43] that the formula
converges for all x ∈ X if X is a Hilbert space, and this was later extended
to UMD spaces [13] and to the more general framework of solution families
of integral equations [25]. See also [3, Section 3.12].
Here we show that (8.20) has a counterpart for functions f from the
domain of the generator AB of the shift semigroup on B (compare Theorem
8.9). We formulate the result below for f ′(A) but the formula for f ′(tA) can
be obtained by replacing f(z) by f(tz), or A by tA.
Proposition 8.13. Let f ∈ B be such that f ′ ∈ B, and let A be an operator
admitting the B-calculus on a Banach space X. Then for any σ > 0, x ∈ X
and x∗ ∈ X∗,
(8.21) 〈f ′(A+ σ)x, x∗〉 = − 1
2π
∫
R
〈(σ − iβ +A)−2x, x∗〉f(iβ) dβ.
Moreover,
(8.22) f ′(A+ σ)x = lim
N→∞
1
2π
∫ N
−N
(σ − iβ +A)−1xf ′(iβ) dβ.
Proof. Using the B-calculus, integration by parts and Proposition 2.2, we
have
〈f ′(A+ σ)x, x∗〉 = − 2
π
∫ ∞
0
α
∫
R
〈(σ + α− iβ +A−2)x, x∗〉f ′′(α+ iβ) dβ dα
=
4
π
∫ ∞
0
α
∫
R
〈(σ + α− iβ +A)−3x, x∗〉f ′(α+ iβ) dβ dα
= − 1
2π
∫
R
〈(σ − iβ +A)−2x, x∗〉f(iβ) dβ.
Thus (8.21) is proved and the uniform boundedness principle implies that
sup
N∈N
∥∥∥∫ N
−N
(σ − iβ +A)−2f(iβ) dβ
∥∥∥ <∞.
By the resolvent identity,
lim
N→∞
∫ N
−N
(σ − iβ +A)−2(σ +A)−2xf(iβ) dβ
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exists for every x ∈ X. Since D(A2) is dense in X, it follows that
lim
N→∞
∫ N
−N
(σ − iβ +A)−2xf(iβ) dβ
exists for all x ∈ X, and in view of (8.21),
f ′(A+ σ)x = − lim
N→∞
1
2π
∫ N
−N
(σ − iβ +A)−2x f(iβ) dβ
for all x ∈ X. We obtain (8.22) by a further integration by parts, noting
that (σ+ iβ+A)−1x is the Fourier transform of e−σte−tAx and applying the
Riemann-Lebesgue lemma. 
Setting f(z) = e−tz in Proposition 8.13, we obtain the following statement
which is an inversion formula covering both Hilbert space semigroups and
bounded holomorphic semigroups.
Corollary 8.14. Let A be an operator admitting the B-calculus on a Banach
space X. Then, for all σ > 0 and t > 0,
〈e−tAx, x∗〉 = e
σt
2πt
∫
R
eitβ〈(σ + iβ +A)−2x, x∗〉 dβ
=
1
2πit
∫ σ+i∞
σ−i∞
etz〈(z +A)−2x, x∗〉 dz.
Moreover, (8.20) holds for all x ∈ X.
Concluding remarks. For a sectorial operator A and appropriate holo-
morphic f , the families (f(tA))t>0 appear frequently in the theory of func-
tional calculi as an auxiliary tool providing an approximation technique for
holomorphic functions (see [24, Section 5.2]). The emphasis in our studies
of such families is quite different. Given a generator −A, we concentrate
on characterising the properties of (f(tA))t>0 as a function of t and thus
revisiting some of the main statements in semigroup theory, i.e., the results
for f(z) = e−z. As we have shown above, somewhat surprisingly, those
statements have valid B-calculus versions, although the arguments become
much more involved.
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