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Abstract
We prove a result for the spin-1/2 quantum Heisenberg ferromagnet on d-dimensional boxes
{1, . . . , L}d ⊂ Zd. For any n, if L is large enough, the Hamiltonian satisfies: among all vectors
whose total spin is at most (Ld/2)− n, the minimum energy is attained by a vector whose total
spin is exactly (Ld/2)− n.
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1 Introduction
In this article, we prove an asymptotic result for the ferromagnetic Heisenberg model on boxes. We
prove that the ferromagnetic ordering of energy levels (FOEL) property holds up to some level, if
the box is large enough.
The FOEL condition at level n means the following. Consider a d-dimensional box Bd(L),
defined to be {1, . . . , L}d ⊂ Zd. The ferromagnetic Heisenberg Hamiltonian on Bd(L) commutes
with total spin, and the ground state subspace is the total spin subspace for the maximum possible
spin s = 12L
d. For any n, we may restrict the Hamiltonian to the subspace spanned by total spin
eigenvectors whose total spin satisfies s ≤ 12Ld − n. Then the minimum energy eigenvalue among
vectors in this subspace is attained by an eigenvector whose total spin is s = 12L
d − n. Roughly
stated: lower energies are attained at higher spin. We prove that, for fixed n and d in {1, 2, . . . },
there exists L0(n, d) ∈ {1, 2, . . . } such that FOEL-n holds on Bd(L) for each L ≥ L0(n, d).
Discussion
This property was proposed in [24] as a ferromagnetic version of a famous theorem by Lieb and
Mattis for antiferromagnets and ferrimagnets [20]. Moreover, the authors proved that FOEL holds
at level n for all n ∈ {0, 1, . . . }, for any d = 1 dimensional box/chain of sidelength L ≥ 2n. This is
an optimal result because total spin can never be less than 0. The proof from [24] did not extend to
periodic boundary conditions. It relied on a special basis, called the “Hulthe`n bracket basis,” defined
and studied in the context of Bethe ansatz solvable models by Temperley and Lieb [28]. Due to the
basis considered by Temperley and Lieb, the result generalized to the XXZ model on 1-dimensional
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boxes, which possesses symmetry of the quantum group Uq(sl2). It also could be proved for higher
spin SU(2) models, as in [26], as well as higher-spin Uq(sl2)-symmetric models, generalizing the XXZ
model in 1-dimension. The latter was carried out in [23]. The FOEL property in 1d also has some
applications, such as a detailed study of droplets in the thermodynamic limit for the XXZ chain [25].
In higher dimensions, or even for periodic boundary conditions, the argument based on the
Hulthe`n bracket basis does not work. In fact, if L is even, and L > 4, and one considers the 1-
dimensional torus of length L (i.e., the ring), then there is numerical evidence that FOEL is violated
when one takes the level to be n = (L/2) − 1. See, for example, [27].
On the other hand, a deep and interesting result of Caputo, Liggett and Richthammer [5] showed
that FOEL at level n = 1 holds for all graphs. This had been conjectured, previously, by Aldous, with
some evidence by Diaconis. Before [5], Handjani and Jungreis wrote an important paper including
historical perspective [18]. Caputo, Liggett and Richthammer proved Aldous’s conjecture. It is
interesting to ask how one may generalize their results for n > 1, in a general way for all graphs? We
do not address that question in this article, but there is important work in this direction [6, 1, 2, 13].
Before their major advance there were two closely related papers by Conomos and one of the
authors [10] and Morris [22] essentially proving Aldous’s conjecture for large boxes. These papers
built on an earlier inductive argument idea of Koma and Nachtergaele [19], who had calculated the
exact spectral gap for the XXZ model on 1-dimensional boxes/chains, and Handjani and Jungreis
[18], who had considered examples of graphs for which Aldous’s conjecture was provable at that
time. The argument in [10] and [22] is easier than Caputo, Liggett and Richthammer’s proof in [5].
In the present paper we generalize this argument from n = 1 to n > 1. On large boxes with few
spin deviations n a kinetic energy term forces the low energy states to “spread out.” Then, for such
states, the model is well approximated by an ideal Bose gas of “magnons.”
Two years ago, a major advance was made by Correggi, Giuliani and Seiringer [11, 12]. They
proved that the free energy at low temperature is asymptotically the same as for the non-interacting
Bose gas on the lattice. One motivation for their work is the important open problem of proving
SU(2) symmetry breaking at low temperature for the Heisenberg ferromagnet. See
http://web.math.princeton.edu/~aizenman/OpenProblems.iamp/9901.HeisenbergFerr.html.
There is a relation between our result and theirs. A lemma in their paper establishes that the
minimum energy among all eigenvectors with total spin s = 12L
d − n is at least Cn for some C > 0,
uniformly in L and n (relative to the ground state energy 0). Their constant C is not sharp for small
n, but their bound is uniform in n. We will obtain a sharp bound for small n, but not uniformly.
2 Set-up and Statement of the main result
Consider the Heisenberg model on a finite graph G = (V ,E ) with vertex set V and edge set E . We
denote a reference Hilbert space H ∼= C2 for a single spin with orthonormal basis |↑〉, |↓〉. Relative
to this basis, the Pauli spin matrices σ(1), σ(2), σ(3), and raising/lowering operators are
σ(1) =
[
0 1
1 0
]
, σ(2) = i
[
0 −1
1 0
]
, σ(3) =
[
1 0
0 −1
]
, σ+ =
[
0 1
0 0
]
, σ− =
[
0 0
1 0
]
.
The spin-1/2 spin matrices are S(a) = 12 σ
(a), for a ∈ {1, 2, 3}, and S± = σ± = S(1) ± iS(2).
Remark 2.1 For each a ∈ {1, 2, 3}, we have (σ(a))∗ = σ(a). Also, (σ+)∗ = σ−.
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For each x ∈ V , there is an isomorphic copy Hx ∼= H. The total Hilbert space for the Heisenberg
model on V is HV =
⊗
x∈V Hx. For each x ∈ V , and a ∈ {1, 2, 3}, we let S(a)x denote the operator
on HV such that, for simple tensor product vectors,
⊗
y∈V ψy (where ψy ∈ Hy for each y ∈ V ),
S(a)x
⊗
y∈V
ψy =
⊗
y∈V
ψ′y for ψ
′
y =
{
S(a)ψx for y = x,
ψy for y ∈ V \ {x}.
We define S±x = S
(1)
x ± iS(2)x , consistently. The Heisenberg Hamiltonian HG is the operator on HV :
HG =
∑
{x,y}∈E
hxy , where hxy =
1
4
1−
3∑
a=1
S(a)x S
(a)
y =
1
4
1− S(3)x S(3)y −
1
2
S+x S
−
y −
1
2
S−x S
+
y , (1)
where 1 denotes the identity operator on HV . The model is SU(2) invariant. We may define
S
(a)
V
=
∑
x∈V
S(a)x , for a = 1, 2, 3, and S
±
V
=
∑
x∈V
S±x = S
(1)
V
± iS(2)
V
, (2)
Then [HG , S
(a)
V
] = 0 for a ∈ {1, 2, 3} which also implies [HG , S±V ] = 0.
We recall basic SU(2) theory to state the main result. By Remark 2.1 and the definitions
(S
(a)
V
)∗ = S
(a)
V
for a ∈ {1, 2, 3}, and (S+
V
)∗ = S−
V
. Let ΩV (∅) ∈ HV be the simple tensor product
vector, which is the product of |↑〉 ∈ Hx, for each x ∈ V . Hence, ΩV (∅) ∈ ker(S(3)x − 121) for each
x ∈ V . For each n ∈ {1, 2, . . . } and each (x1, . . . , xn) ∈ V n, let
Ω
(n)
V
(x1, . . . , xn)
def
:= S−x1 · · · S−xnΩV (∅) . (3)
Then, for any π ∈ Sn, we have Ω(n)V (xπ1 , . . . , xπn) = Ω(n)V (x1, . . . , xn) since S−x1 ,. . . ,S−xn commute.
Given any subset X ⊆ V , let us define ΩV (X) as follows: if |X| = n for some n ∈ {1, . . . , |V |} and
X = {x1, . . . , xn}, then we define ΩV (X) to be Ω(n)V (x1, . . . , xn). Then we may easily deduce:
• For x, y ∈ V , [S(3)x , S±y ] = ±δx,yS±y and [S+x , S−y ] = 2δx,yS(3)x .
• Summing, [S(3)
V
, S±x ] = ±S±x for each x ∈ V . Also, [S(3)V , S±V ] = ±S±V and [S+V , S−V ] = 2S(3)V .
• ForX ⊆ V and x ∈ V , S+x ΩV (X) = 1X(x)ΩV (X\{x}) and S−x ΩV (X) = 1V \X(x)ΩV (X∪{x}).
For each m ∈ R, we define the m-magnon subspace,
Hmag
V
(m)
def
:= ker(S
(3)
V
−M · 1) , for M = 1
2
|V | −m. (4)
We denote the Casimir operator by the symbol CV =
∑3
a=1(S
(a)
V
)2 = (S
(3)
V
)2 + 12S
+
V
S−
V
+ 12S
−
V
S+
V
.
This is also called the total-spin operator, S2
V
. For n ∈ R, we define the n-spin deviate subspace
Hspin
V
(n) = ker(CV − s(s+ 1)1) , for s = 1
2
|V | − n. (5)
A calculation shows [CV , S(a)V ] = 0 for a ∈ {1, 2, 3}. So we can consider simultaneous eigenspaces:
HV =
⊕
(m,n)∈AV
HV (m,n) , where
∀(m,n) ∈ R2 , HV (m,n) def:= HmagV (m) ∩HspinV (n) , and
AV def:= {(m,n) ∈ R2 : HV (m,n) 6= {0}} .
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Since CV is in the subalgebra generated by S(a)V , for a ∈ {1, 2, 3}, we see that HG also commutes with
CV . Hence, HV (m,n) is an invariant subspace for HG for each (m,n) ∈ AV . Also note that since
[CV , S
(a)
V
] = 0 for a ∈ {1, 2, 3}, then [CV , S±V ] = 0, by 2). The following lemma gives the structure of
the SU(2) representation on HV . We will not prove this lemma, which is standard. (See, e.g., [16].)
Let P(V ) denote the power set of V and let
∀m ∈ {0, . . . , |V |} , Pm(V ) def:= {X ∈ P(V ) : |X| = m} . (6)
Lemma 2.2 (1) For m ∈ {0, . . . , |V |}, we have Hmag
V
(m) = span({ΩV (X) : X ∈ Pm(V )}), and
〈ΩV (X),ΩV (Y )〉 = δX,Y for X,Y ∈ Pm(V )}). In particular, dim(HmagV (m)) =
(|V |
m
)
.
(2) For m ∈ {0, . . . , |V | − 1}, we have S−
V
Hmag
V
(m) ⊆ Hmag
V
(m+ 1), and S−
V
Hmag
V
(|V |) = 0.
(3) Define A′(V ) to be {(m,n) ∈ Z2 : m ≥ 0 , n ≥ 0 , n ≤ m, m + n ≤ |V |}. For each
(m,n) ∈ A′(V ), define H′
V
(m,n) ⊂ HV as H′V (m,n) = (S−V )m−n
(Hmag
V
(n) ∩ ker(S+
V
)
)
, where
(S−
V
)0 = 1. Then H′
V
(m,n) ⊆ HV (m,n).
(4) For each (m,n) ∈ A′(V ), we have H′
V
(m,n) ⊆ ker(S+
V
S−
V
− (s + M)(s − M + 1)1) where
s = 12 |V | − n, M = 12 |V | −m.
(5) For each (m,n) ∈ A′(V ), we have dim(H′
V
(m,n)) =
(|V |
n
)− ( |V |n−1), where (|V |−1) is set to 0.
(6) The combinatorial identity
∑
(m,n)∈A′(V ) dim(H′V (m,n)) = dim(HV ) is true. So A(V ) is A′(V ).
And, for each (m,n) ∈ A(V ), we have that HV (m,n) is H′V (m,n).
The following is key for us.
Proposition 2.3 min spec(HG ) = 0. Moreover, if G is connected, then ker(HG ) = HspinV (0).
Proposition 2.3 is one small part of a famous result of Lieb and Mattis on “ordering of energy levels,”
[20]. We will not reprove Proposition 2.3. But the reader is strongly recommended to consult [20] if
not already acquainted with that article. It provides the main motivation for the present article.
Corollary 2.4 For any finite graph G = (V ,E ), we have that HG is positive semi-definite.
Proof: From Proposition 2.3 all eigenvalues are nonnegative. 
For operators, A ≥ B means A−B is positive semi-definite. Hence, for later reference, we record:
HG ≥ 0 . (7)
We may denote by ℓ2(V ) the finite dimensional Hilbert space of all functions F : V → C with
‖F‖2 = ∑x∈V |F (x)|2. Then the graph Laplacian is an operator −∆G on ℓ2(V ), given by the
formula
−∆GF (x) = 1
2
∑
y∈N (E ,x)
(F (x)− F (y)) , (8)
for each x ∈ V , where we define the neighborhood of x as
N (E , x)
def
:= {y ∈ V : (x, y) ∈ E } . (9)
Then, for any F ∈ ℓ2(V ),
〈F,−∆GF 〉 = 1
2
∑
{x,y}∈E
|F (x)− F (y)|2 . (10)
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This is related to (7) as it seems was first observed by Toth [30], because for each n ∈ {0, . . . , |V |}
there is a graph derived from G such that HG ↾ Hmag(n) is unitarily equivalent to the Laplacian for
that graph, if one restricts to symmetric tensors, as one does for a Bose gas.
Let us now explain the ferromagnetic ordering of energy levels property, which we call FOEL,
for short. For each n ∈ {0, . . . , ⌊12 |V |⌋}, we define En(G ) as the minimum energy among n-spin
deviates:
En(G ) = min spec
(
HG ↾ HspinV (n)
)
= min
{
λ ∈ R : Hspin
V
(n) ∩ ker(HG − λ1) 6= {0}
}
. (11)
Then Proposition 2.3 may be restated as follows: 0 = E0(G ) ≤ En(G ) for all n ≥ 0, and there is a
strict inequality for all n > 0 if G is connected.
Definition 2.5 Given G = (V ,E ) and n ∈ {0, . . . , ⌊12 |V |⌋}, we say G satisfies FOEL-n (strict
FOEL-n) if En′(G ) ≥ En(G ) for all n′ ≥ n (En′(G ) > En(G ) for any n′ > n).
By Proposition 2.3 every graph G satisfies FOEL-0, and it satisfies strict FOEL-0 if G is connected.
The FOEL property was introduced in [24] as a ferromagnetic analogue of Lieb and Mattis’s “ordering
of energy levels” property [20], which they proved for antiferromagnets and ferrimagnets on bipartite
lattices.
It is of interest to verify FOEL for a collection of graphs arising in physical models. We note that
Z
d has a natural graph structure. Denoting an element of Zd as r = (r1, . . . , rd), the graph distance
to the origin corresponds to the ℓ1-norm ‖r‖1 = |r1|+ · · ·+ |rd|. Setting V = Zd, then {r, r′} is an
edge in E (Zd) for r, r′ ∈ Zd if and only if ‖r − r′‖1 = 1. Given any subset Λ ⊆ Zd, we will write
G (Λ) for the graph where V (Λ) = Λ and E (Λ) is the edge set induced from Zd: in other words,
E (Λ) =
{{r, r′} ⊆ Λ : {r, r′} ∈ E (Zd)} . (12)
When Λ ⊂ Zd is finite, we will write HΛ in place of HG (Λ) when no confusion arises from this
notation. Similarly, we write En(Λ) in place of En(G (Λ)). We will say that Λ satisfies (strict)
FOEL-n if G (Λ) does.
For each d and L in {1, 2, . . . } we define the d-dimensional box of sidelength L
B
d(L) =
{
r = (r1, . . . , rd) ∈ Zd : r1, . . . , rd ∈ {1, . . . , L}
}
.
This is a subset of Zd. We will prove the FOEL properties for boxes.
Theorem 2.6 (Main Result) For each choice of n, d ∈ {1, 2, . . . }, there exists a finite integer
L0n,d ∈ {1, 2, . . . } such that Λ = Bd(L) satisfies strict FOEL-n for all L ≥ L0n,d.
In Figure 1 we have plotted the numerical eigenvalues of HG against the spin s =
1
2 |V | − n, for
two examples of graphs: a chain {1, . . . , 8} (i.e., B1(8)) viewed as a subgraph of Z, and a 3× 3 box
(i.e., B2(3)) viewed as a subgraph of Z2. The figure shows that they both satisfy FOEL-n for all n.
These are both boxes, one of dimension d = 1 and one of dimension d = 2. Our theorem applies to
sufficiently large boxes.
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Figure 1: We have plotted the eigenvalues for HBd(L) for two graphs. On the left is B
1(8). On the
right is B2(3). (The graphs are indicated on the sides.) On the horizontal axes, we have plotted
the spin parameter s = 12L
d − n. In each vertical column above this, we have plotted all the
energy eigenvalues E ∈ spec(HBd(L) ↾ HspinBd(L)(n)). The lowest energy eigenvalue in each column
is En(B
d(L)). We have plotted a dotted line to aid the eye in comparing these values for different
values of s = 12L
d − n. In both of these graphs En(Bd(L)) is an increasing function of n (decreasing
function of s). That property is FOEL. A related property is Lieb and Mattis’s antiferromagnetic
ordering of energy levels. The Lieb-Mattis line is dashed.
2.1 Outline for the rest of the paper
In Section 3, we state the two key steps for the proof of Theorem 2.6: an inductive argument for
proving FOEL, and an approximate analysis of low energy eigenvectors of the Hamiltonian. In
Section 4, we then give the conditional proof of the main theorem, conditional on the two key steps.
The rest of the paper is dedicated to proving the two key steps.
In Section 5, we prove the first key step, which is an inductive argument for the proof of FOEL.
It relies on some important information for the low energy eigenvectors of the Hamiltonian: not
just one one graph, but on an increasing sequence of graphs. This is what the second key step is
devoted to proving. In Section ?? we prove the second key step. This is a partial verification of
the linear spin wave approximation, at very low energies. In turn the proof in Section ?? relies on
two discrete analogues of Sobolev inequalities, which are proved in the following two sections. The
first discrete Sobolev inequality is a trace theorem type bound, proved in Section ??. The second
discrete Sobolev inequality is an extension theorem, which is proved in ??. A number of elementary
results are relegated to appendices, which appear at the end of the paper.
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3 The two key steps of the proof
The proof of Theorem 2.6 relies on two main ideas. The first key idea is an inductive argument for
FOEL. To obtain the induction step for that argument, we need some asymptotic approximation
to the low energy spectrum. The second main idea is a method to obtain that asymptotic approxi-
mation. It is a mathematical verification of part of the physicists’ linear spin wave approximation.
This follows by using some discrete versions of Sobolev type inequalities to show that states with
low energy are spread out, which seems to be a key physical assumption.
3.1 Step I: An Inductive Argument for Establishing FOEL
The main idea for an inductive proof of FOEL is the following.
Proposition 3.1 Suppose that G = (V ,E ) is a finite graph, and that G ′ = (V ′,E ′) is a graph such
that V ′ = V ∪ {x′} for a single vertex x′ not in V , and such that E ⊆ E ′. Suppose that G satisfies
FOEL-n, for some n ∈ {0, 1, . . . , ⌊12 |V |⌋}. Suppose, further that the following condition is satisfied
En(G
′) ≤ En(G ) .
Then G ′ also satisfies FOEL-n.
This proposition was originally proved in [19] for the special case of n = 1. In [24], the present
authors gave the argument generalizing the proof to higher n. In Section 5 we will state and prove
a generalization of this fact. The argument from [19] was also, independently, rediscovered in [18],
slightly later.
Corollary 3.2 For any n ∈ N and for any N ∈ {n+1, n+2, . . . }, suppose that G2n,G2n+1, . . . ,GN
forms a family of graphs, satisfying the following conditions.
(i) For each k ∈ {2n, . . . ,N}, we have that Gk = (Vk,Ek) satisfies |Vk| = k.
(ii) For each k ∈ {2n, . . . ,N − 1}, we have that
(a) Vk ⊂ Vk+1,
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(b) Ek ⊂ Ek+1,
(c) |Vk+1 \ Vk| = 1.
(iii) For each k ∈ {2n, . . . ,N − 1}, we have that En(Gk+1) ≤ En(Gk).
Then Gk satisfies FOEL-n for each k ∈ {2n, . . . ,N}.
Proof: According to Definition 2.5, the graph G2n trivially satisfies FOEL-n, since
1
2 |Vn| = n so
that the only choice for n′ greater than or equal to n (and less than or equal to 12 |Vn|) is n, itself.
But then, using Proposition 3.1, we may establish that Gk satisfies FOEL-n for all k ∈ {2n, . . . ,N},
with k = 2n just established as the initial step. 
This corollary was used in [24, 26] and [23] to prove FOEL-n for all n in one-dimensional models.
Let us say that graphs G2n,G2n+1, . . . ,GN satisfying conditions (i) and (ii) from the hypotheses of
Corollary 3.2 are a “growing family of graphs.”
Proposition 3.3 Suppose n ∈ N and N ∈ {n+ 1, n+ 2, . . . } are fixed. Suppose G2n,G2n+1, . . . ,GN
are a growing family of graphs. In place of condition (iii), suppose that the following holds:
(iii’) min{En(Gk) : k ∈ {2n, . . . ,N}} = En(GN ).
Then
En(GN ) ≤ min{Er(Gk) : k ∈ {2n, . . . ,N} , r ∈ {n, . . . , ⌊12 |Vk|⌋} . (13)
In particular, GN satisfies FOEL-n.
We will prove this result in Section 5. For the special case of n = 1, the analogous result was proved
in [10]. It was also, independently, and slightly later, proved in [22] for the special case of n = 1.
The present extension to n > 1, follows immediately by the same argument. A key part of the
idea is to introduce coupling constants (known as “rates” in the probability and stochastic processes
community) for the purpose of diluting the graphs. The idea of including rates in such arguments
can be traced back at least to Handjani and Jungreis [18].
The hypothesis of Proposition 3.3 is weaker than that of Corollary 3.2 because the condition
(iii’) is weaker than the condition (iii). But the conclusion is also weaker since we only conclude
FOEL-n for the final graph GN , as opposed to all graphs Gk, for k ∈ {2n, . . . ,N}. For a certain
family of graphs, verifying condition (iii’) is easier than trying to verify condition (iii). Let us define
the family of graphs, now.
Definition 3.4 Given d ∈ N and for each N ∈ N, define L(d,N) = ⌊N1/d⌋ and L+(d,N) = ⌈N1/d⌉.
Let Λ(d,N) ⊂ Zd be defined as follows. If L+(d,N) = L(d,N), then Λ(d,N) def:= BdL(d,N). Otherwise,
let ≺d denote the lexicographic ordering on Zd, and let Λ(d,N) def:= BdL(d,N) ∪ S(d,N) where S(d,N)
is the set of cardinality N − (L(d,N))d, consisting of points in BdL+(d,N) \BdL(d,N) which are smallest
with respect to ≺d.
3.2 Step II: Analysis of low energy wave-functions
We continue to consider a general finite graph G = (V ,E ). For any n ∈ {0, . . . , |V |}, we may
consider the action of HG , restricted to HmagV (n), in some coordinates.
From definition (1) we know HG is a self-adjoint operator on HV . For any E1, E2 ∈ R with
E1 ≤ E2, let LG (E1, E2) denote the subspace
LG (E1, E2) =
⊕
λ∈spec(HG )∩[E1,E2]
ker(HG − λ1) . (14)
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Note that by Proposition 2.3, if E1 ≤ 0 ≤ E2, then LG (E1, E2) = LG (0, E2).
Now we state the approximate eigenvectors.
Definition 3.5 Recalling the definition in (3), we define T
(n)
V
: ℓ2(V n)→HV by
T
(n)
V
F =
1√
n!
∑
(x1,...,xn)∈V n
F (x1, . . . , xn)Ω
(n)
V
(x1, . . . , xn) .
Definition 3.6 For each ξ ∈ R define the function f(ξ, ·) : Z → R as follows: for ξ ∈ R \ {0},
define f(ξ, r) = 21/2 cos(πξ[r − 12 ]) for all r ∈ Z; and f(0, r) = 1 for all r ∈ Z.
We denote an element of {0, 1, . . . }d as κ = (κ1, . . . , κd). Sometimes we need several vectors, such
as κ1, . . . ,κn ∈ {0, 1, . . . }d. In this case, the coordinates will be expressed as κk = (κk,1, . . . ,κk,d)
for each k ∈ {1, . . . , n} (and similarly for similar cases).
Definition 3.7 Fix d, n ∈ N. For κ1, . . . ,κn ∈ {0, 1, . . . }d, and each N ∈ N, we define a function,
F
(n)
d,N (κ1, . . . ,κn; ·) ∈ ℓ2(Λ(d,N)n), by the formula
F
(n)
d,N (κ1, . . . ,κn; r1, . . . , rn) = [L(d,N)]
−nd/2
∑
π∈Sn
n∏
k=1
d∏
j=1
f
(
[L+(d,N)]−1κk,j, rπk,j
)
, (15)
which is in the range of S
(n)
Λ(d,N) because of the averaging over the action of Sn. Then we define a vec-
tor, Ψ˜
(n)
d,N (κ1, . . . ,κn) ∈ HmagΛ(d,N)(n), by the formula Ψ˜
(n)
d,N(κ1, . . . ,κn) = T
(n)
Λ(d,N)F
(n)
d,N (κ1, . . . ,κn; ·).
We put the tilde over the vector because these are not actual eigenvectors. But we will see that they
are “approximate eigenvectors.” One immediate corollary of the definition is this:
Lemma 3.8 Fix d, n ∈ N. For any choice of κ1, . . . ,κn ∈ {0, 1, . . . }d,
S−Λ(d,N)Ψ˜
(n)
d,N (κ1, . . . ,κn) = [L(d,N)]
d/2 Ψ˜
(n+1)
d,N (κ1, . . . ,κn,0) . (16)
Proof: For a general graph G = (V ,E ), we have T
(n+1)
V
Ŝ
(n,n+1)
V
= S−
V
T
(n)
V
, where Ŝ
(n,n+1)
V
:
ℓ2(V n)→ ℓ2(V n+1) is the linear transformation such that
Ŝ
(n,n+1)
V
F (x1, . . . , xn+1) = F (x1, . . . , xn) + F (x2, . . . , xn+1) +
n∑
k=2
F (x1, . . . , xk−1, xk+1, . . . , xn+1) .
But then, from (15), we see that this is equivalent to (16). 
For any π ∈ Sn, we have
Ψ˜
(n)
d,N (κπ1 , . . . ,κπn) = Ψ˜
(n)
d,N(κ1, . . . ,κn) , (17)
which we see directly by inspection of Definition 3.5 and Definition 3.7. For d, n ∈ N, let
K(d, n) def:= ({0, 1, . . . }d)n = {(κ1, . . . ,κn) : κ1, . . . ,κn ∈ {0, 1, . . . }d} .
Given any (κ1, . . . ,κn) ∈ K(d, n), define
[(κ1, . . . ,κn)]Sn = {(κπ1 , . . . ,κπn) : π ∈ Sn} ⊂ K(d, n) .
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Let us define
K˜(d, n) = {[(κ1, . . . ,κn)]Sn : (κ1, . . . ,κn) ∈ K(d, n)} , (18)
which is the quotient space K(d, n)/ ∼, where the equivalence relation is: (κ1, . . . ,κn) ∼ (κ′1, . . . ,κ′n)
if and only if [(κ1, . . . ,κn)]Sn = [(κ
′
1, . . . ,κ
′
n)]Sn .
An easy variational calculation follows. Let us define a quantity (related to the spectral gap)
γ
def
:= π2/2 . (19)
Then we have the following:
Proposition 3.9 Fix d, n ∈ N. For any choice of κ1, . . . ,κn ∈ {0, 1, . . . }d,
lim
N→∞
∥∥∥∥(γ−1[L(d,N)]2HΛ(d,N) − n∑
k=1
d∑
j=1
κ2k,j
)
Ψ˜
(n)
d,N (κ1, . . . ,κn)
∥∥∥∥ = 0 . (20)
Moreover, for any additional choice of κ′1, . . . ,κ
′
n ∈ {0, 1, . . . }d,
lim
N→∞
〈
Ψ˜
(n)
d,N (κ1, . . . ,κn), Ψ˜
(n)
d,N (κ
′
1, . . . ,κ
′
n)
〉
= n!
∑
π∈Sn
n∏
k=1
1{κπk = κ′k} . (21)
We will prove this in Appendix D. It is easy, using the explicit formulas for the eigenvectors.
From (17) and (21), we see that the appropriate labeling of approximate eigenstates is given
by elements of K˜(d, n) from (18). But from (20), we also see that the appropriate energy for
Ψ˜
(n)
d,N (κ1, . . . ,κn), modulo the scale γ · [L(d,N)]−2, is
∑n
k=1
∑d
j=1 κ
2
k,j for (κ1, . . . ,κn) ∈ K(d, n).
For each m ∈ {0, 1, . . . }, let us define
K(d, n,m) def:=
{
(κ1, . . . ,κn) ∈ K(d, n) :
n∑
k=1
d∑
j=1
κ2k,j = m
}
. (22)
Let us also define, for each m ∈ {0, 1, . . . },
K˜(d, n,m) = {[(κ1, . . . ,κn)]Sn : (κ1, . . . ,κn) ∈ K(d, n,m)} . (23)
Finally, let us define the number R(d, n,m) ∈ {0, 1, . . . },
R(d, n,m) = |K˜(d, n,m)| , (24)
which is supposed to enumerate the linearly independent (indeed orthogonal) eigenvectors whose
eigenvalues, modulo the scale γ · [L(d,N)]−2, are all near to m. Now we state the main theorem for
the linear spin wave approximation that we will use.
Theorem 3.10 Fix d, n ∈ N. For each N ∈ N, we may define vectors Ψ(n)d,N (m, r), for each m ∈
{0, 1, . . . } and each r ∈ {1, . . . , R(d, n,m)}, which are all orthogonal, and such that, for each m ∈
{0, 1, . . . } and each ǫ ∈ (0, 1/2), there is an integer N1(d, n,m, ǫ) ∈ N such that for all N ≥
N1(d, n,m, ǫ) the following properties hold.
(i) For each m1 ∈ {0, . . . ,m} and each r ∈ {1, . . . , R(d, n,m1)}, the vector Ψ(n)d,N(m1, r) is an
eigenvector of γ−1[L(d,N)]2HΛ(d,N) with associated eigenvalue E
(n)
d,N (m1, r) ∈ (m1− ǫ,m1+ ǫ).
(ii) The vectors {Ψ(n)d,N (m1, r) : m1 ∈ {0, . . . ,m} , r ∈ {1, . . . , R(d, n,m1)}} are an orthonormal
basis for LΛ(d,N)(0, γ
−1[L(d,N)]2(m+ ǫ)) ∩HmagΛ(d,N)(n), using the definition from (14).
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4 Conditional Proof of the Main Theorem
The following easy result is the first step to a calculation technique.
Lemma 4.1 For any finite graph G = (V ,E ) and any n ∈ {0, . . . , ⌊12 |V |⌋}:
(1) for each choice of E1, E2 ∈ R with 0 ≤ E1 ≤ E2, we have
dim(LG (E1, E2) ∩HmagV (n)) ≥ dim(LG (E1, E2) ∩HmagV (n− 1)) ;
(2) moreover, we may calculate En(G ) from (11) as
En(G ) = min({E ∈ [0,∞) : dim(LG (0, E) ∩HmagV (n)) > dim(LG (0, E) ∩HmagV (n− 1))}) .
Proof: By Lemma 2.2, we know that S−
V
is an isomorphism of HV (m,n) onto HV (m+1, n) for each
m ∈ {n, . . . , |V | − n− 1}. Since this operator commutes with HG , we may simplify the definition of
En(G ) from (11):
En(G ) = min spec
(
HG ↾ HV (n, n)
)
.
But, then we see that, again by Lemma 2.2,
HV (n, n) = HmagV (n) ∩
(
S−
V
(Hmag
V
(n− 1)))⊥ .
Also, by Lemma 2.2, we know that S−
V
is an isomorphism of Hmag
V
(n − 1) onto S−
V
(Hmag
V
(n − 1)).
So, again, since S−
V
commutes with HG , we may conclude both facts stated in the lemma. 
Corollary 4.2 Fix d, n ∈ {1, 2, . . . }. Define m(d, n) ∈ {1, 2, . . . } as
m(d, n)
def
:= min({m ∈ {1, 2, . . . } : R(d, n,m) > R(d, n− 1,m)}) .
For any ǫ > 0, and N ≥ N1(d, n,m(d, n), ǫ) (as in Theorem 3.10), we have∣∣γ−1[L(d,N)]2En(Λ(d,N)) −m(d, n)∣∣ ≤ ǫ .
Before proving this simple corollary of Theorem 3.10 and Lemma 4.1, let us note this formula:
Lemma 4.3 For each d, n ∈ {1, 2, . . . }, we have
m(d, n) = n . (25)
Proof: For anym < n, choose an element of K˜(d, n,m). We may find some (κ1, . . . ,κn) ∈ K(d, n,m)
such that the chosen element is [(κ1, . . . ,κn)]Sn . But then ‖κ1‖2+ · · ·+ ‖κn‖2 = m. The minimum
nonzero value for ‖κj‖2 is 1 for each j. Thus, m < n. So κj = 0 for some j ∈ {1, . . . , n}. Without
loss of generality (due to the permutation symmetry), we may assume that the (κ1, . . . ,κn) that
we found had κn = 0. This means that [(κ1, . . . ,κn−1)]Sn−1 is an element of K˜(d, n − 1,m). Since
we have merely removed one zero element, and we mod out by the action of the symmetric group
in the quotient space, this mapping is a bijection. So R(d, n − 1,m) = R(d, n,m) for each m < n.
More generally, even for m ≥ n, there is always a bijection between the set of elements of K˜(d, n,m)
having at least one 0 part and the set of elements of K˜(d, n − 1,m) But, on the other hand, for
δd,1
def
:= (1, 0, . . . , 0) ∈ {0, 1, . . . }d, we may see that [(δd,1, . . . , δd,1)]Sn is an element of K˜(d, n, n) not
equal to [(κ1, . . . ,κn−1,0)]Sn for any choice of [(κ1, . . . ,κn−1)]Sn−1 in K˜(d, n − 1,m). So K˜(d, n, n)
is not bijective to K˜(d, n− 1,m). Rather, R(d, n, n) > R(d, n− 1, n). 
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Proof of Corollary 4.2: Let L̂Λ(d,N)(E1, E2) = LΛ(d,N)(γ · [L(d,N)]−2E1, γ · [L(d,N)]−2E2). Let
m = m(d, n) (which is n). We know, by Theorem 3.10, that for any m1 ∈ {1, 2, . . . } with m1 < m,
we have
dim
(
L̂Λ(d,N)(0,m1 + ǫ) ∩HmagΛ(d,N)(n)
)
=
m1∑
m2=0
R(d, n,m2) .
But since m1 < m, we have that this is also equal to
∑m1
m2=0
R(d, n− 1,m2). Therefore, we have
dim
(
L̂Λ(d,N)(0,m1 + ǫ) ∩HmagΛ(d,N)(n)
)
= dim
(
L̂Λ(d,N)(0,m1 + ǫ) ∩HmagΛ(d,N)(n− 1)
)
.
So γ−1 · [L(d,N)]2En(Λ(d,N)) > m1 + ǫ, by Lemma 4.1. By Theorem 3.10, we also know that
dim(L̂Λ(d,N)(m− 1 + ǫ,m− ǫ) ∩HmagΛ(d,N)(n)) equals 0. Hence, γ−1 · [L(d,N)]2En(Λ(d,N)) ≥ m− ǫ.
But we also know, by Theorem 3.10,
dim
(
L̂Λ(d,N)(0,m + ǫ) ∩HmagΛ(d,N)(n)
)
=
m−1∑
m1=0
R(d, n,m1) +R(d, n,m)
=
m−1∑
m1=0
R(d, n − 1,m1) +R(d, n,m)
>
m−1∑
m1=0
R(d, n,m1) +R(d, n− 1,m)
= dim
(
L̂Λ(d,N)(0,m+ ǫ) ∩HmagΛ(d,N)(n− 1)
)
.
So γ−1[L(d,N)]2En(Λ(d,N)) ≤ m+ ǫ. 
Combining Corollary 4.2 and Lemma 4.3, we conclude the following.
Corollary 4.4 Fix d, n ∈ {1, 2, . . . }. Then,
En(Λ(d,N)) ∼ γ · [L(d,N)]−2 · n , as N →∞.
Proof: Corollary 4.2 and equation (25) from Lemma 4.3 imply that, for each ǫ > 0, we have
En(Λ(d,N))/(γ · [L(d,N)]−2 · n) is in the interval [1− ǫ, 1 + ǫ] for sufficiently large N : specifically,
N > N1(d, n, n, ǫ), from Theorem 3.10. That is the definition of asymptotic equivalence. 
Recall from Definition 3.4 that L(d,N) = ⌊N1/d⌋. In particular, this means L(d,N) ∼ N1/d, as
N →∞. So, Corollary 4.4 may be rewritten as
En(Λ(d,N)) ∼ nγN−2/d , as N →∞. (26)
We will use (26). We also need the following:
Lemma 4.5 Suppose that (ta, ta+1, . . . ) is a sequence of strictly positive numbers such that tN ∼
CN−p for some C ∈ (0,∞) and some p > 0. Let us define a function ν : {a, a + 1, . . . } →
{a, a+ 1, . . . } ∪ {∞} by the formula
ν(N) = inf{N ′ ∈ {N,N + 1, . . . } : tN ′ = min{ta, . . . , tN ′}} .
Then tν(N) ∼ CN−p.
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This is an exercise in advanced calculus. For completeness we include its proof in Appendix A. Now
we may give the conditional proof of our main theorem.
Proof of Theorem 2.6: This follows from Corollary 4.4, as rewritten in equation (26), as well
as Lemma 4.5, and Proposition 3.3. For each n, let νn be defined as
νn(N) = inf{N ′ ∈ {N,N + 1, . . . } : En(Λ(d,N ′)) = min{En(Λ(d, 2n)), . . . ,En(Λ(d,N ′))}} . (27)
Then we know that En(Λ(d, νn(N))) ∼ CnN−p by (26), where Cn = nγ and p = 2/d. The hypotheses
of Proposition 3.3 are satisfied for n and the finite sequence of graphs
(Λ(d, 2n), . . . ,Λ(d, νn(N))
by (27). So we know that
min
N ′∈{2n,...,νn(N)}
min
n′∈{n,...,⌊N ′/2⌋}
En′(Λ(d,N
′)) = En(Λ(d, νn(N))) .
In particular, since νn(N) ≥ N , we have
min
n′∈{n,...,⌊N/2⌋}
En′(Λ(d,N)) ≥ En(Λ(d, νn(N))) .
But as we already established, En(Λ(d, νn(N))) ∼ CnN−p. Therefore, defining a new quantity
Eminn↑ (Λ(d,N)) as
E
min
n↑ (Λ(d,N)) = min
n′∈{n,...,⌊N/2⌋}
En′(Λ(d,N)) , (28)
we actually have lim infN→∞ E
min
n↑ (Λ(d,N))/(CnN
−p) ≥ 1. But also, Eminn↑ (Λ(d,N)) ≤ En(Λ(d,N))
because En(Λ(d,N)) is one of the terms in the minimum on the right hand side (28). So since
En(Λ(d,N)) ∼ CnN−p, as N →∞, we also have
lim sup
N→∞
Eminn↑ (Λ(d,N))
CnN−p
≤ 1 .
In other words, putting these two inequalities together,
Eminn↑ (Λ(d,N)) ∼ CnN−p , as N →∞.
But now this allows us to get the result we want, because this is true for all n. In particular, fixing
n, it is also true for n+ 1. So
Eminn+1↑(Λ(d,N)) ∼ Cn+1N−p .
But Cn+1 = (n+ 1)γ is strictly greater than Cn = nγ. From the definition (28) again,
E
min
n↑ (Λ(d,N)) = min{En(Λ(d,N)),Eminn+1↑(Λ(d,N))} .
But En(Λ(d,N)) ∼ CnN−p and Eminn+1↑(Λ(d,N)) ∼ Cn+1N−p. The strict inequality Cn < Cn+1
implies that the former is strictly smaller than the latter for sufficiently large N . So
E
min
n↑ (Λ(d,N)) = En(Λ(d,N)) , and E
min
n↑ (Λ(d,N)) < E
min
n+1↑(Λ(d,N)) ,
for sufficiently large N . Decoding the definition (28) again, this gives the desired result. 
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5 Proof of Key Step I: Inductive argument for FOEL
In this section we will prove Proposition 3.1 and Proposition 3.3. For Proposition 3.1 we will actually
prove a generalization, where the generalization is that we do not consider just the Heisenberg model
on general graphs with all coupling constants equal to 1. But we allow the coupling constants,
themselves, to be variable.
Definition 5.1 Given a graph G = (V ,E ), let us say that J is a “valid choice of coupling coefficients
for G ” if J denotes a function J : E → R, such that J({x, y}) is nonnegative for each {x, y} ∈ E .
We sometimes say “J is valid for G .”
Then we define the Heisenberg Hamiltonian H(G , J) on HV as
H(G , J) =
∑
{x,y}∈E
J({x, y})hxy , (29)
where hxy is just as in the original definition (1). We define En(G , J) as
En(G , J) = min spec
(
H(G , J) ↾ Hspin
V
(n)
)
, (30)
analogously to the definition in (11).
Definition 5.2 We say that (G , J) satisfies FOEL-n if En(G , J) ≤ Er(G , J) for all r ≥ n, i.e., for
all r ∈ {n, . . . , ⌊12 |V |⌋}.
We note that Lemma 2.2 remains true if we replace H(G ) by H(G , J) for a valid choice of
couplings. The analogue of Proposition 2.3 is as follows. Given (G , J) with J valid for G , define
a new graph GJ = (V ,EJ) with EJ = {{x, y} ∈ E : J({x, y}) > 0}. Then (G , J) satisfies strict
FOEL-0 if GJ is connected. Lieb and Mattis prove all of their results in [20] including this one using
general couplings. We merely stated Proposition 2.3 for the special case that all couplings are equal
to 1 for ease of exposition in the introduction. In particular, the analogue of equation (7) is true: if
J is a valid choice of coupling coefficients for G , then
H(G , J) ≥ 0 . (31)
The following lemma is a key to the inductive proof of FOEL. In order to simplify notation, let
us begin to use the following natural convention:
Definition 5.3 If n ∈ {1, 2, . . . } satisfies n > ⌊12 |V |⌋, then let us define En(G , J) to be +∞, inter-
preting the empty minimum in (30) as +∞. Similarly, for the case of constant coupling coefficients
1, we also define En(G ) to be +∞, in this case that n is larger than the maximum possible value to
get Hspin
V
(n) different than {0}.
Lemma 5.4 Suppose that G = (V ,E ) is a finite graph, and that G ′ = (V ′,E ′) is a graph such that
V ′ = V ∪{x′} for a single vertex x′ not in V , and such that E ⊆ E ′. Let J be a valid choice of coupling
coefficients for G , and let J ′ be a valid choice of coupling coefficients for G ′. Suppose, moreover,
that J ′({x, y}) ≥ J({x, y}) for all edges {x, y} ∈ E . Then En(G ′, J ′) ≥ min{En(G , J),En−1(G , J)}
for each n ∈ {1, . . . , ⌊12 |V ′|⌋}.
Proof: Note that there is a canonical isomorphism HV ′ ∼= HV ⊗C2, because the last spin site x′
also has spin Hilbert space equivalent to C2. By addition of angular momenta, using the definition
in Lemma 2.2, and the formula for addition of angular momenta in SU(2)
Hspin
V ′
(n) ⊆ (Hspin
V
(n)⊕Hspin
V
(n− 1)) ⊗ C2 , (32)
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for each n ∈ {0, . . . , ⌊smax(V ′)⌋}, and where we defineHspinV (−1) = {0} for consistency, and we define
Hspin
V
(n) = {0} if n > ⌊12 |V |⌋. See for example [16] for a proof of “addition of angular momenta”
for SU(2) representations.
Now we may choose a vector ψ ∈ Hspin
V ′
(n) with ‖ψ‖ = 1 and such that H(G ′, J ′)ψ = En(G ′, J ′)ψ
because En(G
′, J ′) is the minimum of the spectrum of H(G ′, J ′) restricted to the subspace Hspin
V ′
(n).
Moreover, by (32), we may find two orthogonal vectors ψ1 ∈ HspinV (n)⊗C2 and ψ2 ∈ HspinV (n−1)⊗C2
such that ψ = ψ1 + ψ2. Furthermore, since J
′({x, y}) ≥ J({x, y}) for all {x, y} ∈ E (and since
J ′({x, y}) ≥ 0 for all {x, y} ∈ E ′ \ E ), we have, in part using equation (31),
H(G ′, J ′) ≥ H(G , J)⊗ 1C2 ,
again, viewing HV ′ as equivalent to HV ⊗ C2. Therefore, we have
En(G
′, J ′) = 〈ψ,H(G ′, J ′)ψ〉 ≥ 〈ψ, (H(G , J)⊗ 1C2)ψ〉 . (33)
But both of the subspaces, Hspin
V
(n)⊗C2 and Hspin
V
(n−1)⊗C2, are invariant subspaces for H(G , J)⊗
1C2 . Hence, we may actually write
〈ψ, (H(G , J)⊗ 1C2)ψ〉 = 〈ψ1, (H(G , J)⊗ 1C2)ψ1〉+ 〈ψ2, (H(G , J)⊗ 1C2)ψ2〉 . (34)
But by the definition of En(G , J) as the minimum of the spectrum of H(G , J) restricted to the
subspace Hspin
V
(n) and similarly for En−1(G , J), we have
〈ψ1,
(
H(G , J)⊗ 1C2
)
ψ1〉 ≥ En(G , J)‖ψ1‖2 , 〈ψ2,
(
H(G , J)⊗ 1C2
)
ψ2〉 ≥ En−1(G , J)‖ψ2‖2 .
Therefore, combining this with (34), we have
〈ψ, (H(G , J)⊗ 1C2)ψ〉 ≥ min{Er(G , J),Er−1(G , J)}(‖ψ1‖2 + ‖ψ2‖2) . (35)
By orthogonality, ‖ψ1‖2 + ‖ψ2‖2 = ‖ψ‖2 = 1. So combining (33) with (35) gives the result. 
Proposition 5.5 Suppose that G = (V ,E ) is a finite graph, and that G ′ = (V ′,E ′) is a graph such
that V ′ = V ∪ {x′} for a single vertex x′ not in V , and such that E ⊆ E ′. Let J be valid for G , and
let J ′ be valid for G ′.
Suppose for some n ∈ {0, 1, . . . , ⌊12 |V |⌋}, that (G , J) satisfies FOEL-n. Suppose, further that the
following two conditions are satisfied:
(1) J ′({x, y}) ≥ J({x, y}) for all edges {x, y} ∈ E .
(2) En(G
′, J ′) ≤ En(G , J).
Then (G ′, J ′) satisfies FOEL-n.
Proof: Suppose r ≥ n+ 1 is fixed. Applying Lemma 5.4 (with n in that lemma replaced by r),
Er(G
′, J ′) ≥ min{Er(G , J),Er−1(G , J)} .
But by the assumption that (G , J) satisfies FOEL-n, we know that
min
r≥n+1
min{Er(G , J),Er−1(G , J)} ≥ En(G , J) .
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Therefore, we conclude
min
r≥n+1
Er(G
′, J ′) ≥ min
r≥n+1
min{Er(G , J),Er−1(G , J)} ≥ En(G , J) ≥ En(G ′, J ′) .
But this is a restatement of FOEL-n from Definition 5.2. 
Obviously, the proof of Proposition 3.1 follows.
Proof of Proposition 3.1: Use Proposition 5.5, with J({x, y}) = 1 for all {x, y} ∈ E and
J ′({x, y}) = 1 for all {x, y} ∈ E ′. It is easy to see that the hypotheses of Proposition 5.5 are
satisfied for these choices, given the hypotheses of Proposition 3.1. 
We can also, immediately prove the following corollary
Corollary 5.6 For any n ∈ N and for any N ∈ {n+1, n+2, . . . }, suppose that G2n,G2n+1, . . . ,GN
forms a family of graphs, and for each k ∈ {2n, . . . ,N} that Jk : Ek → R is a valid choice of couplings
on Gk, satisfying the following conditions.
(i) For each k ∈ {2n, . . . ,N}, we have that Gk = (Vk,Ek) satisfies |Vk| = k.
(ii) For each k ∈ {2n, . . . ,N − 1}, we have that
(a) Vk ⊂ Vk+1,
(b) Ek ⊂ Ek+1,
(c) |Vk+1 \ Vk| = 1, and
(d) Jk+1({x, y}) ≥ Jk({x, y}) for each {x, y} ∈ Ek.
(iii) For each k ∈ {2n, . . . ,N − 1}, we have that En(Gk+1, Jk+1) ≤ En(Gk, Jk).
Then (Gk, Jk) satisfies FOEL-n according to Definition 5.2 for each k ∈ {2n, . . . ,N}.
Proof: The proof is just like the proof of Corollary 3.2, except that now we use Proposition 5.5
everywhere that the old proof used Proposition 3.1. 
Next we will prove Proposition 3.3. It follows from Corollary 5.6.
Definition 5.7 Suppose that Gn, . . . ,GN is an ordered chain of graphs, then we say that a valid
choice of coupling constants Jk : Ek → [0,∞) for each k = n, . . . ,N is a “diluted system” if
(i) Jk ≤ 1Ek , pointwise, for each k ∈ {n, . . . ,N − 1}, and JN = 1EN ;
(ii) Jn ≤ · · · ≤ JN in the sense of Proposition 5.5 condition (1).
Lemma 5.8 If G2n, . . . ,GN is an ordered chain of graphs, and if N is a new low of the sequence
(En(Λk))
N
k=2n, then there is a “diluted system” J2n ≤ · · · ≤ JN such that (En(Gk, Jk))Nk=2n is mono-
tone non-increasing, and JN = 1EN . In other words, H(GN , JN ) = H(GN ).
Proof of Lemma 5.8: We will actually construct a diluted system J2n, . . . , JN satisfying
En(Gk, Jk) = min{En(Gi) : i = 2n, . . . , k} , (36)
for each k = 2n, . . . ,N .
The proof is by induction. For the initial step, we let J2n = 1E2n . Then (36) follows, trivially.
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Suppose that some diluted system J2n, . . . , Jk has been constructed up to k, for some k ∈
{2n, . . . ,N − 1}, satisfying (36). For each t ∈ [0, 1], we define a choice of valid coupling constants
J
(t)
k+1 : Ek+1 → [0,∞) as follows:
J
(t)
k+1({x, y}) =

(1− t)Jk({x, y}) + t for {x, y} ∈ Ek,
t for {x, y} ∈ Ek+1 \ Ek,
0 for {x, y} 6∈ Ek+1.
Note that J
(0)
k+1 is Jk viewed as a function on Ek+1, as one can see from the formula. The couplings
are pointwise non-decreasing in t. Also, J
(1)
k+1 = 1Ek+1 .
Because of the last fact, viewing HVk+1 as being canonically isomorphic to HVk ⊗ C2, we have
H(Gk+1, J
(0)
k+1) = H(Gk, Jk)⊗ 1C2 .
We may choose a vector φ ∈ HVk(n, n) such that ‖φ‖ = 1 and H(Gk, Jk)φ = En(Gk, Jk)φ. Then we
may take ψ = φ ⊗ |↑〉 in HVk+1 . This will be in HVk+1(n, n), and H(Gk+1, J (0)k+1)ψ = En(Gk, Jk)φ.
These facts are non-trivial. But we leave them to the reader as an exercise in the definitions of
magnetization and spin, and an application of “addition of angular momentum.” This proves that
En(Gk+1, J
(0)
k+1) ≤ En(Gk, Jk) . (37)
There are two cases to consider.
In Case 1, we have the condition En(Gk+1) ≤ En(Gk, Jk). Then we take Jk+1 = J (1)k+1. In other
words, in that case, we choose t = 1. This means Jk+1 = 1Ek+1 in this case. That means that
En(Gk+1, Jk+1) = En(Gk+1).
In Case 2 we have En(Gk+1) > En(Gk, Jk). Then we know the following. The mapping t 7→
En(Gk+1, J
(t)
k+1) is non-decreasing and continuous in t. At t = 0 we get a number at most equal to
En(Gk, Jk) according to (37). At t = 1 we get En(Gk+1), a number strictly greater than En(Gk, Jk).
Therefore, there is at least one intermediate value t ∈ [0, 1) with En(Gk+1, J (t)k+1) = En(Gk, Jk). We
let T be the set of all such t’s, and we let t∗ = sup(T ). By continuity of the mapping, t∗ ∈ T . We
let Jk+1 = J
(t∗)
k+1. In this case, we have En(Gk+1, Jk+1) = En(Gk, Jk).
In Case 1, we assumed En(Gk+1) ≤ En(Gk, Jk) and obtained Jk+1 such that En(Gk+1, Jk+1) =
En(Gk+1). In Case 2, we assumed En(Gk+1) > En(Gk, Jk) and obtained Jk+1 such that
En(Gk+1, Jk+1) = En(Gk, Jk) .
Therefore, in either case, we have
En(Gk+1, Jk+1) = min{En(Gk, Jk),En(Gk+1)} .
By the induction hypothesis and (36) we see that in fact
En(Gk+1, Jk+1) = min{En(G2n), . . . ,En(Gk+1)} .
But this is precisely (36) with k replaced by k + 1. So the induction step is proved. 
Proof of Proposition 3.3: By Lemma 5.8 we know that there exists a diluted system J2n, . . . , JN
such that H(GN , JN ) = H(GN ). Then, by Corollary 5.6, we see that (Gk, Jk) satisfies FOEL-n, for
each k = 2n, . . . ,N . Therefore, we have, for any k ∈ {2n, . . . ,N},
min
r≥n
Er(Gk, Jk) ≥ En(Gk, Jk) .
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But since (En(Gk, Jk))
N
k=2n is non-increasing, this means
min
r≥n
Er(Gk, Jk) ≥ En(Gk, Jk) ≥ En(GN , JN ) = En(GN ) , (38)
where the last equality holds because H(GN , JN ) = H(GN ). Moreover, since Jk ≤ 1Ek , we know
that as operators H(Gk, Jk) ≤ H(Gk), meaning the difference is positive semi-definite. This is the
type of ordering which leads to inequalities for the Rayleigh quotients. Therefore, we also have
Er(Gk, Jk) ≤ Er(Gk) for all r. Putting this together with (38), we obtain
En(GN ) ≤ Er(Gk, Jk) ≤ Er(Gk) ,
for each k ∈ {2n, . . . ,N} and each r ∈ {n, . . . , ⌊k/2⌋}.
That is what we wanted to prove. 
6 Proof of Key Step II – Part A: Linear Spin Wave Approximation
We now wish to prove Key Step II, meaning Theorem 3.10. We also needed Proposition 3.9 in
the conditional proof of the main theorem. But we will prove Proposition 3.9 in Appendix ??. It
will be easy, but it will follow a direct calculation using the explicit formula for the approximate
eigenvectors.
Theorem 3.10 and Proposition 3.9 give an approximation for the low-energy spectrum of the
ferromagnetic Heisenberg Hamiltonian HΛ(d,N) in the limit N →∞. This approximation is part of
the linear spin wave approximation: it is the specialization of the linear spin wave approximation
at lowest energies, which are energies bounded by a finite multiple of the spectral gap. We will
complete this part in several steps.
• In this section, Part A, we introduce the transformation needed to compare to an ideal Bose
gas. We also state the main results about this transformation and an approximate inverse,
showing that these transformations do not distort low-energy trial wave functions, too much.
This relies on two important types of bounds.
• In Part B, we give variational arguments, combined with Chebyshev’s inequality, to apply
this comparison to prove Theorem 3.10. To apply Chebyshev’s inequality, we will also need
Proposition 3.9. But this proposition will be proved in Appendix ??
• In Part C, we prove one of the two important types of bounds, which is a trace-theorem type
bound. It shows that, relative to the ideal Bose gas, a variational trial wave vector with low
energy does not lose much norm in the contraction transformation to the quantum spin system.
• In Part D, which is an extension theorem, we prove a complementary result: given a low energy
trial wave vector for the quantum spin system, we may extend it to a wave vector for the ideal
Bose gas such that we raise the energy only by a bounded factor.
The linear spin wave approximation goes back to Bloch [3], who used the unproven hypothesis to
derive a non-rigorous formula for the low temperature pressure. There were further developments
by Dyson in [14, 15] who showed there must be corrections to the naive approach. The first rigorous
analysis was initiated by Conlon and Solovej who obtained one-sided bounds for the pressure [7,
8]. The bounds were improved by Balint Toth [30]. Improtantly, Toth also introduced a new
representation for the quantum Heisenberg ferromagnet in terms of the interchange process1.
1The interchange process is also known as the stirring process in [21], where it is discussed especially as the graphical
representation for the symmetric exclusion process. Also, coincidentally, Larry Thomas had noted a relation between
the Heisenberg model and the symmetric exclusion process in [29], although he did not capitalize on this observation.
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More recently, the linear spin wave approximation was reconsidered by Correggi, Giuliani and
Seiringer who improved Conlon and Solovej’s and Toth’s bounds, to verify Bloch’s original ansatz
for the asymptotic formula for the free energy at low temperatures [11]. Their article is a good
reference for the linear spin wave approximation.
For n ∈ {0, 1, . . . }, let ℓ2(V n) denote the vector space (of dimension |V |n) of functions F : V n →
C, with the usual ℓ2 norm ‖F‖2 = ∑(x1,...,xn)∈V n |F (x1, . . . , xn)|2. Then, for each k ∈ {1, . . . , n},
we denote the kth particle graph Laplacian as H
(n)
G ,k : ℓ
2(V n)→ ℓ2(V n), where, for each F ∈ ℓ2(V n)
and each (x1, . . . , xn) ∈ V n,
H
(n)
G ,kF (x1, . . . , xn) =
1
2
∑
y∈N (E ,xk)
(F (x1, . . . , xn)− F (x1, . . . , xk−1, y, xk+1, . . . , xn)) . (39)
Given any π ∈ Sn, we may define the operator UV (π) : ℓ2(V n)→ ℓ2(V n) such that
UV (π)F (x1, . . . , xn) = F (xπ−1(1), . . . , xπ−1(n)) ,
for each F ∈ ℓ2(V n) and each (x1, . . . , xn) ∈ V n.
Lemma 6.1 (a) For each π ∈ Sn, the operator UV (π) is unitary.
(b) For each k ∈ {1, . . . , n} and each π ∈ Sn,
UV (π)
∗H
(n)
G ,kUV (π) = H
(n)
G ,π−1(k)
.
We will prove this easy lemma in Appendix C.
The total n-particle Hamiltonian for n free particles on G is H
(n)
G
: ℓ2(V n)→ ℓ2(V n), given by
H
(n)
G
=
n∑
k=1
H
(n)
G ,k .
Since this is the uniform sum, H
(n)
G
commutes with UV (π) for each π ∈ Sn. We denote the sym-
metrization projection as S
(n)
V
: ℓ2(V n)→ ℓ2(V n),
S
(n)
V
=
1
n!
∑
π∈Sn
UV ,π .
Hence, H
(n)
G
commutes with S
(n)
V
.
Remark 6.2 Given the graph G = (V ,E ), we may define two different graph structures on V n.
Let Φn(E ) denote the set of all two-element sets {(x1, . . . , xn), (x1, . . . , xk−1, y, xk+1, . . . , xn)} for all
possible choices of (x1, . . . , xn) ∈ V n, k ∈ {1, . . . , n} and y ∈ N (E , xk). Then the graph Laplacian
for (V n,Φn(E )) is H
(n)
G
, using the definition as in (8).
Considering the remark, there is another important edge set. Let
In(V ) = {(x1, . . . , xn) ∈ V n : ∃i, j ∈ {1, . . . , n} s.t. i 6= j and xi = xj} . (40)
Then we may define Θn(E ) to denote the set of all edges in Φn(E ) satisfying the additional condition
that neither endpoint is in In(V ). Then the graph (V
n \ In(V ),Θn(V )) has a Laplacian closely
connected HG ↾ HmagV (n).
If we restrict H
(n)
G
to S
(n)
V
(ℓ2(V n)), then this is the Hamiltonian for n particles in an ideal Bose
gas on G . Part of the linear spin wave approximation states that this is a “good” approximation for
the ferromagnetic Heisenberg Hamiltonian HG restricted to HmagV (n), in a certain sense.
Recall the mapping T
(n)
V
: ℓ2(V n)→ HV , from Definition 3.5. The following is easy to prove.
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Lemma 6.3 (a) For each n ∈ {1, . . . , |V |}, and each F ∈ ℓ2(V n),
‖T (n)
V
F‖ ≤ ‖F‖ .
(b) For each n ∈ {1, . . . , |V |}, the operator H(n)
G
on ℓ2(V n) is positive semi-definite, and
T
(n)
V
H
(n)
G
(
T
(n)
V
)∗ ≥ (HG ↾ HmagV (n)) .
We will also prove this easy result in Appendix C, since it follows a similar type of argument as the
proof of Lemma 6.1. Part (b) will follow from the fact already expressed in Remark 6.2, as well as
the fact, which will be used several more times, that the mapping from G to −∆G , as defined in
equation (8), is increasing, relative to the cone of positive semi-definite operators, as we increase
edges. (This was also a key to the arguments in Section 5.) When we speak about this fact, now,
we are usually thinking of the edge set as being Φn(E ) or Θn(E ), as opposed to the edge set of the
original graph.
To prove a part of the linear spin wave approximation, we need some complementary results, as
well. For these inequalities, we revert to considering the special family of graphs from before.
Definition 6.4 Fix, d, n ∈ {1, 2, . . . }. For each N ∈ {1, 2, . . . }, define T˜ (n)d,N : ℓ2(Bd(L+(d,N))) →
HmagΛ(d,N)(n) such that for any F ∈ ℓ2(Bd(L+(d,N))), we first take the restriction F ↾ (Λ(d,N))n,
restricting to the domain of T
(n)
Λ(d,N), and then we take T˜
(n)
d,NF = T
(n)
Λ(d,N)
(
F ↾ (Λ(d,N))n
)
.
A trivial corollary of Lemma 6.3 is this
Lemma 6.5 For any d, L ∈ {1, 2, . . . } and n ∈ {0, 1, . . . }, we have that ‖T˜ (n)d,N‖ ≤ 1 and
T˜
(n)
d,NH
(n)
Bd(L+(d,N))
(
T˜
(n)
d,N
)∗ ≥ (HΛ(d,N) ↾ HmagΛ(d,N)(n)) . (41)
Once again, we will prove this simple lemma in Appendix C. But the idea is just to use the fact, again,
that increasing edges of a graph G increases the graph Laplacian −∆G , relative to the psd cone.
There are clearly at least as many edges in Bd(L+(d,N)) as in Λ(d,N) since Λ(d,N) ⊆ Bd(L+(d,N)).
Proposition 6.6 Fix, d, n ∈ {1, 2, . . . }. Then there is an N1(d, n) ∈ {1, 2, . . . } and two constants
C1(d, n), C2(d, n) such that, for any N ≥ N1(d, n) and for any F ∈ S(n)Bd(L+(d,N))(ℓ2(Bd(L+(d,N))n)),
we have
‖T˜ (n)d,NF‖2 ≥
(
1− C1(d, n)
L+(d,N)
)
‖F‖2 − C2(d,N)L+(d,N)〈F,H(n)Λ(d,N)F 〉 . (42)
We will prove Proposition 6.6 in Section 8.
Proposition 6.7 Fix d, n ∈ {1, 2, . . . }. There exists an N2(d, n) ∈ {1, 2, . . . } and a constant
C3(d, n) such that, for each N ∈ {1, 2, . . . } satisfying N ≥ N3(d, n), there is a linear mapping
Ξ
(n)
d,N : HmagΛ(d,N)(n)→ S
(n)
Bd(L+(d,N))
(
ℓ2
((
B
d(L+(d,N))
)n))
,
such that T˜
(n)
d,N · Ξ(n)d,N is the identity on HmagΛ(d,N)(n) and such that〈
Ξ
(n)
d,NΨ,H
(n)
Bd(L+(d,N))
Ξ
(n)
d,NΨ
〉 ≤ C3(d, n)〈Ψ,HΛ(d,N)Ψ〉 , (43)
for each Ψ ∈ HmagΛ(d,N)(n).
We will prove this proposition in Section 9.
In the next section, we will explain how to prove Theorem 3.10. We do thi by combining Propo-
sition 3.9, Proposition 6.6, Proposition prop:extension0, the Rayleigh-Ritz variational approach and
Chebyshev’s inequality.
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7 Proof of Key Step II – Part B: Variational Argument
Let us begin by noting the formula for the spectrum of the non-interacting Bose gas.
Definition 7.1 For d, L ∈ {1, 2, . . . }, let O(d, L) denote the set of all “occupation functions,” de-
fined to be functions ν : {0, . . . , L − 1}d → {0, 1, . . . }. For n ∈ {0, 1, . . . } let On(d, L) be the set of
ν ∈ O(d, L) such that ∑
κ∈{0,...,L−1}d
ν(κ) = n .
For each choice of ν ∈ On(d, L), let us define Kd,L(ν) to be a subset of ({0, . . . , L− 1}d)n, defined as
the set of all (κ1, . . . ,κn) such that
∀κ ∈ {0, . . . , L− 1}d : |{k ∈ {1, . . . , n} : κk = κ}| = ν(κ) .
Definition 7.2 For each ν ∈ On(d, L), define a function F˜ (n)d,L (ν; ·) ∈ ℓ2((Bd(L))n) by the formula
F˜
(n)
d,L (ν; r1, . . . , rn) = L
−nd/2|Kd,L(ν)|−1/2
∑
(κ1,...,κn)∈Kd,L(ν)
n∏
k=1
d∏
j=1
f(L−1κk,j, rk,j) , (44)
for each (r1, . . . , rn) ∈ (Bd(L))n, where f(ξ, r) for ξ ∈ R and r ∈ Z is given by Definition 3.6.
The spectrum of H
(n)
Bd(L)
restricted to the invariant subspace S
(n)
Bd(L)
(ℓ2((Bd(L))n)) may then be
summarized, as follows.
Lemma 7.3 For d, L ∈ {1, 2, . . . } and n ∈ {0, 1, . . . }, an orthonormal basis of S(n)
Bd(L)
(ℓ2((Bd(L))n))
is
(
F˜
(n)
d,L (ν; ·) : ν ∈ On(d, L)
)
, and
H
(n)
Bd(L)
F˜
(n)
d,L (ν; ·) =
∑
κ∈{0,...,L−1}d
ν(κ)
d∑
j=1
2 sin2
(πκj
2L
)
F˜
(n)
d,L (ν; ·) , (45)
for each ν ∈ On(d, L).
This easy lemma will also be proved in Appendix B. This calculation is well-known, since it is the
spectrum of a non-interacting ideal Bose gas on a finite box in a lattice. But we will include it for
completeness.
We may now prove part of Proposition 3.9. First, given (κ1, . . . ,κn) ∈ K(d, n), if L is sufficiently
large that κk ∈ {0, . . . , L − 1}d for each k ∈ {1, . . . , n}, then let us define ν(κ1,...,κn) to be the
associated point of On(d, L):
ν(κ1,...,κn)(κ) =
n∑
k=1
1{κk=κ} , (46)
for each κ ∈ {0, . . . , L− 1}d. A calculation then shows
Ψ˜
(n)
d,N (κ1, . . . ,κn) = n!|Kd,L+(d,N)(ν(κ1,...,κn))|−1/2T˜ (n)d,N F˜ (n)d,L+(d,N)(ν(κ1,...,κn); ·) . (47)
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Next we want to establish variational upper bounds, and then lower bounds using Chebyshev’s
inequality. For the variational upper bounds we will use the following: For a self-adjoint operator
A on a d-dimensional Hilbert space H, we have that
λk = min
{
max
v∈span({v1,...,vk})\{0}
〈v,Av〉
‖v‖2 : v1, . . . , vk ∈ H are linearly independent
}
, (48)
for each k ∈ {1, . . . , d}, where the eigenvalues of A are enumerated in non-decreasing order λ1 ≤
· · · ≤ λd, repeating according to multiplicity. With this, we may prove the first part of the arguments.
Lemma 7.4 Let S be a finite subset of K˜(d, n). Let |S| denote the cardinality of S, as usual. But
also let us introduce a new notation
‖S‖2 = max
{ n∑
k=1
d∑
j=1
κ2k,j : [(κ1, . . . ,κn)]Sn ∈ S
}
.
(The sum is permutation independent, so the definition does not depend on which representatives
of each equivalence class are chosen.) Recall the definition of the spectral subspaces from (14). For
each ǫ > 0, there exists an N0(S, ǫ) such that
dim
(
LΛ(d,N)
(
0, γ · [L+(d,N)]−2(‖S‖2 + ǫ))) ≥ |S| .
Proof: We consider the associated vectors Ψ˜
(n)
d,N (κ1, . . . ,κn), one chosen for each [(κ1, . . . ,κn)]Sn ∈
S (and noting that the definition is permutation independent, so that the choice of which represen-
tative we choose is not important). By equation (21), we know they are linearly independent, for
sufficiently large N . For any element of the span, we have some c : S → C such that the vector is
Φ =
∑
[(κ1,...,κn)]Sn∈S
c([(κ1, . . . ,κn)]Sn)Ψ˜
(n)
d,N (κ1, . . . ,κn)
Let us also define
G =
∑
[(κ1,...,κn)]Sn∈S
c([(κ1, . . . ,κn)]Sn)F˜
(n)
d,L+(d,N)
(ν(κ1,...,κn); ·) .
Then, using equation (21) from Proposition 3.9, that for any ǫ > 0 and sufficiently large N we have
1 ≥ ‖Ψ‖
2∑
[(κ1,...,κn)]Sn∈S
|c([(κ1, . . . ,κn)]Sn)|2(n!)2|Kd,L+(d,N)(ν)|−1
≥ 1− ǫ , (49)
The denominator in the middle expression is equal to ‖G‖2. The bounds in (49) are both upper and
lower bounds for the denominator term in (48).
But for the numerator, we have just upper bounds, so far. Using (41) in Lemma 6.5, and using
(47), we have
〈Ψ,HΛ(d,N)Ψ〉 ≤ 〈G,H(n)Bd(L+(d,N))G〉
=
∑
[(κ1,...,κn)]Sn∈S
|c([(κ1, . . . ,κn)]Sn)|2(n!)2|Kd,L+(d,N)(ν)|−1
n∑
k=1
d∑
j=1
κ2k,j .
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Then the result follows by a max-norm bound of the final sum on the right-hand-side using ‖S‖2 to
replace
∑n
k=1
∑d
j=1 κ
2
k,j (and (49) for the denominator). 
Now we may complete the proof of Theorem 3.10.
Proof of Theorem 3.10: We now use Proposition 6.7. Suppose that m is fixed, as well as
a small parameter ǫ ∈ (0, 1/2), and that we have R orthonormal eigenvectors of HΛ(d,N), called
Φ1, . . . ,ΦR ∈ S(n)Bd(L+(d,N))(ℓ2((Bd(L+(d,N)))n)), with energy eigenvalues equal to γ · [L+(d,N)]−2λr
for each r ∈ {1, . . . , R}. And suppose that the rescaled eigenvalues satisfy λ1, . . . , λR ∈ [0,m + ǫ].
Let Gr = Ξ
(n)
d,NΦr for each r ∈ {1, . . . , R}. Then by Proposition 6.7, we know that〈
Gr , H
(n)
Bd(L+(d,N))
Gr
〉 ≤ γ · [L+(d,N)]−2(m+ ǫ)C3(d, n) , (50)
where C3(d, n) is a large but fixed constant, independent of N . We also know that T˜
(n)
d,NGr = Φr for
each r. In particular, this means that
‖Gr‖2 ≥ ‖T˜ (n)d,NGr‖2 = ‖Φr‖2 = 1 ,
by equation (41). Then, using Lemma 7.3 and Chebyshev’s inequality, we may write
Gr =
∑
ν∈On(d,L+(d,N))
cr(ν)F˜
(n)
d,L+(d,N)
(ν; ·) ,
and we may bound the coefficients of ν’s for which F˜
(n)
d,L+(d,N)
(ν; ·) has a large eigenvalue. More
precisely, let us use the bound sin(θ) ≥ 2θ/π for θ ∈ [0, π/2], and let us define, for a given M ,
SM =
{
ν ∈ On(d, L+(d,N)) :
∑
κ∈{0,...,L−1}d
ν(κ)
d∑
j=1
κ2j ≤M
}
.
Then we can say that∑
ν∈On(d,L+(d,N))\SM
|cr(ν)|2 ≤ γ · [L
+(d,N)]−2(m+ ǫ)C3(d, n)
2[L+(d,N)]−2M
=
γ(m+ ǫ)C3(d, n)
2M
.
Let us define the truncated function, where we cut-off the coefficients in energy modes higher than
the natural cutoff related to M :
G˜r,M =
∑
ν∈SM
cr(ν)F˜
(n)
d,L+(d,N)
(ν; ·) .
Then we have shown that ‖Gr− G˜r,M‖2 ≤ C ′3(d, n)(m+ ǫ)/M for some constant C ′3(d, n). Moreover,
by (41), again, this implies
‖Φr − T˜ (n)d,N G˜r,M‖2 = ‖T˜ (n)d,N (Gr − G˜r,M )‖2 ≤ ‖Gr − G˜r,M‖2 ≤
C ′3(d, n)(m+ ǫ)
M
.
So we first choose M to be a sufficiently large, but fixed, multiple of m so that this fraction is small.
In particular, then we may assume that the vectors T˜
(n)
d,N G˜r,M are approximately orthonormal, where
each inner product deviates from δr,s by an amount not larger than O((m+ ǫ)/M). Then we notice
that SM is still finite, and in particular the energy of F˜ (n)d,L+(d,N)(ν; ·) for any ν ∈ SM is actually
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bounded by γ · [L+(d,N)]−2M . So, if we assume that N is large, then T˜ (n)d,N does not deform each
G˜r by very much. Another way of saying this is as follows. We have
T˜
(n)
d,N G˜r =
∑
ν∈SM
cr(ν)Ψ˜
(n)
d,N (κ1(ν), . . . ,κn(ν)) ,
where we pick one element (κ1(ν), . . . ,κn(ν)) ∈ Kd,L+(d,N)(ν) for each ν ∈ SM .
Now, using the fact that Φr is an exact eigenvector, we have, for each ν ∈ SM ,
λr〈Ψ˜(n)d,N (κ1(ν), . . . ,κn(ν)) , Φr〉 = 〈Ψ˜(n)d,N (κ1(ν), . . . ,κn(ν)) , γ−1L2HΛ(d,N)Φr〉
= 〈γ−1L2HΛ(d,N)Ψ˜(n)d,N (κ1(ν), . . . ,κn(ν)) , Φr〉
= ‖ν‖2 · 〈Ψ˜(n)d,N (κ1(ν), . . . ,κn(ν)) , Φr〉
+ 〈(γ−1L2HΛ(d,N) − ‖ν‖2)Ψ˜(n)d,N (κ1(ν), . . . ,κn(ν)) , Φr〉 .
So we see that , assuming ‖ν‖2 6= λr, we have
|〈Ψ˜(n)d,N (κ1(ν), . . . ,κn(ν)) , Φr〉|2 ≤
∣∣∣〈(γ−1L2HΛ(d,N) − ‖ν‖2)Ψ˜(n)d,N (κ1(ν), . . . ,κn(ν)) , Φr〉∣∣∣2
|λr − ‖ν‖2|2
≤ ‖(γ
−1L2HΛ(d,N) − ‖ν‖2)Ψ˜(n)d,N (κ1(ν), . . . ,κn(ν))‖2
|λr − ‖ν‖2|2 ,
by Cauchy-Schwarz. But we have already established in Proposition 3.9 that the numerator is
vanishingly small as L → ∞. Therefore, since λr < m + ǫ, if ν ∈ SM \ Sm, then we can establish
that |〈Ψ˜(n)d,N (κ1(ν), . . . ,κn(ν)) , Φr〉|2 is small.
But since Φr is close to T˜
(n)
d,N G˜r in norm, this implies that cr(ν) is small for such ν’s. So, defining
Φ˜r,m =
∑
ν∈Sm
cr(ν)Ψ˜
(n)
d,N (κ1(ν), . . . ,κn(ν)) ,
we have that ‖Φr − Φ˜r‖ is small for each r. But Φ1, . . . ,ΦR are orthonormal, while each Φ˜r is in
a subspace spanned by |Sm| vectors. Therefore, this requires R ≤ Sm. Combined with Lemma
7.4, this establishes the correct dimensions for the spectral subspaces. By Proposition 3.9, we have
the correct number of trial wavefunctions which are also approximate eigenvectors. Once this is
established, the remainder of the proof immediately follows. 
8 Proof of Key Step II – Part C: Trace theorem type bound
In this section we prove Proposition 6.6. We consider F ∈ S(n)
Bd(L+(d,N))
(ℓ2(Bd(L+(d,N))n)). Let us
allow ourselves to abbreviate L+(d,N) as L. Then
‖F‖2 − ‖T˜ (n)d,NF‖2 =
∑
(r1,...,rn)∈Bd(L)n
(1− 1Λ(d,N)n\In(Λ(d,N))(r1, . . . , rn))|F (r1, . . . , rn)|2 .
Note that the first factor in the summation selects only those points (r1, . . . , rn) ∈ Bd(L)n in the
complement of Λ(d,N)n \In(Λ(d,N)). This set is the union of Bd(L)n \Λ(d,N)n and In(Λ(d,N)).
So
‖F‖2 − ‖T˜ (n)d,NF‖2 =
∑
(r1,...,rn)∈Bd(L)n\Λ(d,N)n
|F (r1, . . . , rn)|2 +
∑
(r1,...,rn)∈In(Λ(d,N))
|F (r1, . . . , rn)|2 .
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We will consider these two sums, separately. But both will use the same elementary inequality which
is a discrete version of the trace theorem inequality (as it is called in the theory of PDE’s):
Lemma 8.1 Suppose that f : {1, . . . , L} → C is a function. Then
|f(1)|2 ≤ 2L
3
L−1∑
ℓ=1
|f(ℓ)− f(ℓ+ 1)|2 + 2(L− 1)
L2
L∑
ℓ=1
|f(ℓ)|2 . (51)
Proof: Let φ(ℓ) = (L− ℓ)/(L− 1). Then, we have
f(1) = f(1)φ(1) − f(L)φ(L) =
L−1∑
ℓ=1
[f(ℓ)φ(ℓ)− f(ℓ+ 1)φ(ℓ+ 1)] .
Then we may rewrite
f(ℓ)φ(ℓ)− f(ℓ+ 1)φ(ℓ + 1) = φ(ℓ)[f(ℓ)− f(ℓ+ 1)] + [φ(ℓ)− φ(ℓ+ 1)]f(ℓ+ 1)
= φ(ℓ)[f(ℓ)− f(ℓ+ 1)] + 1
L− 1 f(ℓ+ 1) .
So
f(1) =
L−1∑
ℓ=1
φ(ℓ)[f(ℓ)− f(ℓ+ 1)] + 1
L− 1
L−1∑
ℓ=1
f(ℓ+ 1) .
Note that we can make the second sum slightly more symmetric, by including f(1) to obtain
L
L− 1 f(1) =
L−1∑
ℓ=1
φ(ℓ)[f(ℓ)− f(ℓ+ 1)] + 1
L− 1
L∑
ℓ=1
f(ℓ) .
Then, by the triangle inequality and Cauchy-Schwarz,
L
L− 1 |f(1)| ≤
[ L−1∑
ℓ=1
φ(ℓ)2
]1/2[ L−1∑
ℓ=1
|f(ℓ)− f(ℓ+ 1)|2
]1/2
+
1√
L− 1
[ L−1∑
ℓ=1
|f(ℓ)|2
]1/2
.
Note that
∑L−1
ℓ=1 φ(ℓ)
2 = (L−1)−2∑L−1ℓ=1 ℓ2 and performing the sum, this is bounded by L3/[3(L−1)2].
Squaring and using the inequality (a+ b)2 ≤ 2a2 + 2b2 gives the result. 
Now we return to the problem of bounding∑
(r1,...,rn)∈Bd(L)n\Λ(d,N)n
|F (r1, . . . , rn)|2 , and
∑
(r1,...,rn)∈In(Λ(d,N))
|F (r1, . . . , rn)|2 .
Given a point (r1, . . . , rn) ∈ Bd(L)n\Λ(d,N)n, there is at least one k0 such that rk0 ∈ Bd(L)\Λ(d,N).
(We choose k0 to be the minimal element in case the number of possible choices is greater than
1.) Then, there is also some j0 ∈ {1, . . . , d} such that rk0,j0 = L. (Again, in case of multiple
choices we choose the minimal one.) Now we will consider a chain of points (r˜1(ℓ), . . . , r˜n(ℓ)) for
ℓ ∈ {0, . . . , ⌊L/2⌋ − 1}, as follows. We let r˜k0,j0(ℓ) = L− ℓ and r˜k,j(ℓ) = rk,j for all (k, j) 6= (k0, j0).
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Let us actually refer to these points as (r˜1(ℓ; r1, . . . , rn), . . . , r˜n(ℓ; r1, . . . , rn)), for later reference.
By Lemma 8.1, we then know∑
(r1,...,rn)∈Bd(L)n\Λ(d,N)n
|F (r1, . . . , rn)|2
≤ L
3
∑
(r1,...,rn)∈Bd(L)n\Λ(d,N)n
⌊L/2⌋−1∑
ℓ=1
|F (r˜1(ℓ; r1, . . . , rn))− F (r˜1(ℓ− 1; r1, . . . , rn))|2
+
2
⌊L/2⌋
∑
(r1,...,rn)∈Bd(L)n\Λ(d,N)n
⌊L/2⌋−1∑
ℓ=0
|F (r˜1(ℓ; r1, . . . , rn))|2
(52)
Now, let us count the number of times any given edge in Φn(B
d(L)), say going from (r′1, . . . , r
′
n) to
(r′′1, . . . , r
′′
n), will occur as an edge, from (r˜1(ℓ; r1, . . . , rn)) to (r˜1(ℓ− 1; r1, . . . , rn)), for some point
(r1, . . . , rn) ∈ Bd(L)n \ Λ(d,N)n. Note that r′kj = r′′kj except for one choice (k0, j0). But then we
may determine that we must have (r1, . . . , rn) being the point such that rk0,j0 = L and rkj = r
′
kj
for all (k, j) 6= (k0, j0). So it can only occur at most one time. Thus, since each (r′1, . . . , r′n) is an
endpoint for 2dn edges (at most), we deduce that∑
(r1,...,rn)∈Bd(L)n\Λ(d,N)n
|F (r1, . . . , rn)|2 ≤ 2L
3
〈F,H(n)
Bd(L)
F 〉+ 4nd⌊L/2⌋ ‖F‖
2 . (53)
Let us choose this point to declare that we are proving the proposition
Proof of Proposition 6.6: All that remains is to bound the second sum∑
(r1,...,rn)∈In(Λ(d,N))
|F (r1, . . . , rn)|2 .
We use a similar argument as before. If (r1, . . . , rn) is in In(Λ(d,N)), then we must have some
1 ≤ k1 < k2 ≤ n such that rk1 = rk2 . Now we will make (r˜1(ℓ), . . . , r˜n(ℓ)) for ℓ ∈ {0, . . . , ⌊L/2⌋−1},
as follows. If rk1,1 ∈ {1, . . . , ⌊L/2⌋} then we take r˜k1,1(ℓ) = rk1,1 + ℓ, and we let r˜k,j(ℓ) = rk,j for
all (k, j) 6= (k1, ℓ). Otherwise, we have rk1,1 ∈ {⌊L/2⌋ + 1, . . . , L} and we let r˜k1,1(ℓ) = rk1,1 − ℓ.
We again have the same type of bound as in (52), except now we have In(Λ(d,N)), instead of
B
d(L)n \ Λ(d,N)n.
We must again ask, for an arbitrary edge, going from (r′1, . . . , r
′
n) to (r
′′
1, . . . , r
′′
n), how many
times will it occur as an edge, from (r˜1(ℓ; r1, . . . , rn)) to (r˜1(ℓ − 1; r1, . . . , rn)), for some point
(r1, . . . , rn) ∈ In(Λ(d,N)). Note that there is exactly one k1 ∈ {1, . . . , n} such that r˜′k1 6= r˜′′k1 .
There is also exactly one j ∈ {1, . . . , d} such that r′k1,j 6= r′′k1,j. If j 6= 1, then the number of times the
edge occurs is 0. But if j = 1 then we may do the following. Consider r′′′(ℓ) = (ℓ, rk1,2, . . . , rk1,n).
Whenever we obtain that r′′′(ℓ) = r′k for some k 6= k1 and ℓ ∈ {1, . . . , L} then we may consider
the n-tuple where, starting with (r′1, . . . , r
′
n), we replace r
′
k1
by r′′′(ℓ). Then this is a possible
starting point (r1, . . . , rn). But these are the only possible starting points, and there are only n− 1
possibilities because we must have k ∈ {1, . . . , n} \ {k1}.
Therefore, as before, we obtain∑
(r1,...,rn)∈In(Λ(d,N))
|F (r1, . . . , rn)|2 ≤ 2(n − 1)L
3
〈F,H(n)
Bd(L)
F 〉+ 4n(n− 1)d⌊L/2⌋ ‖F‖
2 .
Putting this together with (53) gives the desired result. 
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9 Proof of Key Step II – Part D: Extension theorem type bound
We will now prove Proposition 6.7. Suppose that we have F ∈ ℓ2(Bd(L)n) which is supported on
Λ(d,N)n \In(Λ(d,N)). Let us define
H˜
(n)
Λ(d,N)F (r1, . . . , rn)
=
∑
(r′
1
,...,r′n)Λ(d,N)
n\In(Λ(d,N))
1{1}(‖(r1, . . . , rn)− (r′1, . . . , r′n)‖)[F (r1, . . . , rn)− F (r′1, . . . , r′n)] .
(54)
Then the goal is to prove that there is an extension F˜ of F to all of Bd(L)d, such that
(i) F˜ (r1, . . . , rn) = F (r1, . . . , rn) for each (r1, . . . , rn) ∈ Λ(d,N)n \In(Λ(d,N)),
(ii) there exists some fixed C3(d, n) (not depending on F ) such that
〈F˜ ,H(n)
Bd(L)
F˜ 〉 ≤ C3(d, n)〈F, H˜(n)Λ(d,N)F 〉 . (55)
Given any (r1, . . . , rn) 6∈ Λ(d,N)n \ In(Λ(d,N)), let ρ(r1, . . . , rn) be the minimum distance to
Λ(d,N)n \In(Λ(d,N)):
ρ(r1, . . . , rn)
def
:= min{‖(r1, . . . , rn)− (r′1, . . . , r′n)‖1 : (r′1, . . . , r′n) ∈ Λ(d,N)n \In(Λ(d,N))} .
Then, given (r1, . . . , rn) ∈ Bd(L)n satisfying (r1, . . . , rn) 6∈ Λ(d,N)n \ In(Λ(d,N)), we define
(r˜1, . . . , r˜n) ∈ Λ(d,N)n \ In(Λ(d,N)) to be the point such that ‖(r1, . . . , rn) − (r˜1, . . . , r˜n)‖1 =
ρ(r1, . . . , rn) and such that (r˜1, . . . , r˜n) is minimal in the lexicographic ordering in case more than 1
such point exists. For later reference, let us denote these points as (r˜1(r1, . . . , rn), . . . , r˜n(r1, . . . , rn)).
Note that
(r1, . . . , rn) ∈ Λ(d,N)n \In(Λ(d,N)) ⇔ (r˜1(r1, . . . , rn), . . . , r˜n(r1, . . . , rn)) = (r1, . . . , rn) .
Then we define, for every (r1, . . . , rn) ∈ Bd(L),
F˜ (r1, . . . , rn)
def
:= F (r˜1(r1, . . . , rn), . . . , r˜n(r1, . . . , rn)) . (56)
This does satisfy F˜ (r1, . . . , rn) = F (r1, . . . , rn) if (r1, . . . , rn) is in Λ(d,N)
n\In(Λ(d,N)), condition
(i). So we just have to check condition (ii), namely equation (55).
Now, the key point is the following: suppose that (r1, . . . , rn) and (r
′
1, . . . , r
′
n) are neighbors in
B
d(L)n, then we have
F˜ (r1, . . . , rn)− F˜ (r′1, . . . , r′n)
= F (r˜1(r1, . . . , rn), . . . , r˜n(r1, . . . , rn))− F (r˜1(r′1, . . . , r′n), . . . , r˜n(r′1, . . . , r′n)) . (57)
The question is how to bound the right hand side, using 〈F, H˜(n)Λ(d,N)F 〉. We are somewhat motivated
by the argument of Section 8. We will construct a chain connecting (r˜1(r1, . . . , rn), . . . , r˜n(r1, . . . , rn))
to (r˜1(r
′
1, . . . , r
′
n), . . . , r˜n(r
′
1, . . . , r
′
n)) within Λ(d,N)
n \ In(Λ(d,N)) and then we will use a tele-
scoping sum.
We combine these two lemmas:
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Lemma 9.1 There is a constant ρmax(n, d) such that for any (r1, . . . , rn) ∈ Bd(L), we have
ρ(r1, . . . , rn) ≤ ρmax(n, d) .
Lemma 9.2 There is a constant c3(d, n) such that the following holds. If (r1, . . . , rn) and (r
′
1, . . . , r
′
n)
are two points in Λ(d,N)n \In(Λ(d,N)) satisfying
‖(r1, . . . , rn)− (r′1, . . . , r′n)‖ ≤ 2ρmax(n, d) + 1 ,
then, for some τ ≤ c3(d, n), there are points (rˆ1(t), . . . , rˆn(t)) ∈ Λ(d,N)n \ In(Λ(d,N)), for t ∈
{0, . . . , τ}, satisfying
• (rˆ1(0), . . . , rˆn(0)) = (r1, . . . , rn),
• (rˆ1(τ), . . . , rˆ2(τ)) = (rπ1 , . . . , rπn), for some permutation π ∈ Sn, where π equals the identity
if d > 1, and
• for each t ∈ {1, . . . , τ},
‖(rˆ1(t), . . . , rˆ2(t))− (rˆ1(t− 1), . . . , rˆ2(t− 1))‖1 = 1 .
These lemmas are not difficult. But they require detailed descriptions. We wish to state their
implication, first, which is the proof of Proposition 6.7.
Proof of Proposition 6.7: Suppose that (r1, . . . , rn) and (r
′
1, . . . , r
′
n) are two points in B
d(L)n
satisfying
‖(r1, . . . , rn)− (r′1, . . . , r′n)‖1 ≤ 1 .
Then by Lemma 9.1 and the triangle inequality, we see that
‖(r˜1(r1, . . . , rn), . . . , r˜n(r1, . . . , rn))− (r˜1(r′1, . . . , r′n), . . . , r˜n(r′1, . . . , r′n))‖1 ≤ 2ρmax(n, d) + 1 .
Then, by Lemma 9.2, there is a chain (rˆ1(t), . . . , rˆn(t)) ∈ Λ(d,N)n \In(Λ(d,N)), for t ∈ {0, . . . , τ}
linking (r˜1(r1, . . . , rn), . . . , r˜n(r1, . . . , rn)) and (r˜π1(r
′
1, . . . , r
′
n), . . . , r˜πn(r
′
1, . . . , r
′
n)), for some π ∈
Sn. The fact that there is a permutation, does not concern us because F is a symmetric function.
In other words, we then have, by (57) a telescoping sum
F˜ (r1, . . . , rn)− F˜ (r′1, . . . , r′n) ≤
τ∑
t=1
F ((rˆ1(t), . . . , rˆn(t))) − F ((rˆ1(t− 1), . . . , rˆn(t− 1))) .
Then, by the Cauchy-Schwarz inequality, we obtain
|F˜ (r1, . . . , rn)− F˜ (r′1, . . . , r′n)|2 ≤ τ
τ∑
t=1
|F ((rˆ1(t), . . . , rˆn(t)))− F ((rˆ1(t− 1), . . . , rˆn(t− 1)))|2 .
But by Lemma 9.2, we know that τ ≤ c3(d, n). So we obtain
|F˜ (r1, . . . , rn)−F˜ (r′1, . . . , r′n)|2 ≤ c3(d, n)
τ∑
t=1
|F ((rˆ1(t), . . . , rˆn(t)))−F ((rˆ1(t−1), . . . , rˆn(t−1)))|2 .
(58)
Now let us begin to enumerate how many times a given edge will be chosen in some term such as
the right hand side above, when we apply this bound to every summand of the formula
〈F˜ ,H(n)
Bd(L)
F˜ 〉 = 1
2
∑
{(r1,...,rn),(r′1,...,r
′
n)}∈Φn(B
d(L))
|F˜ (r1, . . . , rn)− F˜ (r′1, . . . , r′n)|2 , (59)
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We do not seek a reasonable bound, just a finite one. Therefore, given any pair
(r
(1)
1 , . . . , r
(1)
n ), (r
(2)
1 , . . . , r
(2)
n ) ∈ Λ(d,N)n \In(Λ(d,N)) ,
of distance 1 apart, we see that if it is in a chain then there are at most
N(d, n)
def
:=
c3(d,n)∑
τ=2
(τ − 1)(nd)τ−1 ,
choices for how the chain continues to the left and the right (since at each step, the chain has
at most (nd) choices for how to take its next step, and the length of the left and right sides
of the chain emanating from our initial edge must be (k, τ − 1 − k) for some k ∈ {0, . . . , τ −
1}). Given ((rˆ1(0), . . . , rˆn(0))) and ((rˆ1(τ), . . . , rˆn(τ))), there is still a choice of the two points
(r1, . . . , rn), (r
′
1, . . . , r
′
n) ∈ Bd(L)n such that
(r˜1(r1, . . . , rn), . . . , r˜n(r1, . . . , rn)) = ((rˆ1(0), . . . , rˆn(0)))
and
(r˜1(r
′
1, . . . , r
′
n), . . . , r˜n(r
′
1, . . . , r
′
n)) = ((rˆ1(τ), . . . , rˆn(τ))) .
But, no matter what value of τ we have, we may just use Lemma 9.1 to say that ‖(r1, . . . , rn) −
((rˆ1(0), . . . , rˆn(0)))‖1 and ‖(r′1, . . . , r′n) − ((rˆ1(τ), . . . , rˆn(τ)))‖1 are bounded by ρmax(n, d). Since
((rˆ1(0), . . . , rˆn(0))) and ((rˆ1(τ), . . . , rˆn(τ))) have been already chosen, this implies that there are
at most (2ρmax(d, n) + 1)
nd choices for each of the points. But there is also a possibility of a
permutation π ∈ Sn. So, we have determined that the pair of points (r(1)1 , . . . , r(1)n ), (r(2)1 , . . . , r(2)n ) ∈
Λ(d,N)n \In(Λ(d,N)) can come from at most
N′(d, n)
def
:= (2ρmax(d, n) + 1)
2nd(n!)N(d, n)
terms in the right hand side of (58) when we use these to bound all the summands in (59). Thus,
combining all this, we obtain
〈F˜ ,H(n)
Bd(L)
F˜ 〉 ≤ 1
2
c3(d, n)N
′(d, n)〈F, H˜(n)Λ(d,N)F 〉 .

One clear fact is that our bounds are quite large. This will also be the case in the proof of
Lemma 9.1 and Lemma 9.2.
Proof of Lemma 9.1: Let us write R for (r1, . . . , rn), in order to simplify notation. Given
R = (r1, . . . , rn) ∈ Bd(L)n we will find a τ and a sequence Rˇ(t) = (rˇ1(t), . . . , rˇn(t)) ∈ Bd(L)n for
t ∈ {0, . . . , τ}, which is a chain (so that ‖Rˇ(t) − Rˇ(t − 1)‖1 = 1 for each t ∈ {1, . . . , τ}) such that
Rˇ(0) = R and Rˇ(τ) ∈ Λ(d,N). Then if we find a uniform bound on τ , that will give ρmax(d, n).
Given R, we will call this a point-vector. We will call each r1, . . . , rk the points. Sometimes we
just refer to k as point index. We refer to j ∈ {1, . . . , d} as a coordinate index, since those index the
coordinates rk = (rk,1, . . . , rk,d) for some point rk.
Step 1: First let τ1 =
∑n
k=1
∑d
j=1 1{L}(rk,j). We want to push all coordinates of all points back from
L, so that at the end no point of Rˇ(τ1) is in B
d(L). I.e., we enumerate those pairs (k, j) such that
rk,j = L. At each t ∈ {1, . . . , τ1}, we choose the tth pair (k, j) and we let rk,j(t) = L− 1, whereas,
we had rk,j(t− 1) = L.
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Note that we can only move 1 coordinate of 1 point at each step. So it suffices to say which one
of these changes and how it changes (by going up or down by 1 step).
So, in the end, Rˇ(τ1) has rˇk,j(τ1) = min{L− 1, rk,j} for each (k, j). Note, τ1 ≤ nd.
Step 2: This is the last step for this proof. It is harder. It involves a procedure we call “clustering”
and “spreading apart.”
Let us define ≈ to be a symmetric relation on {1, . . . , n} (although not transitive) wherein
k1 ≈n k2 if ‖rˇk1(τ)− rˇk2‖1 < 2n− 1. The reason for the choice of the distance, 2n− 1, will become
more apparent, later. Then we define an equivalence relation ∼ wherein k1 ∼ k2 if and only if there
is some m and some sequence k̂0, . . . , k̂m such that k̂0 = k1, k̂m = k2 and k̂p ≈n k̂p−1 for each
p ∈ {1, . . . ,m}. We define the equivalence classes of ∼ to be the “clusters.”
Now we will only focus on the first coordinate j = 1, in this proof. (But in the proof of Lemma
9.2, we will need an algorithm similar to this applied to all the coordinates.) Our goal is to find τ2
and to extend Rˇ(τ1 + t) for t ∈ {1, . . . , τ2} so that rˇ1,1(τ1 + τ2), rˇ2,1(τ1 + τ2), . . . , rˇn,1(τ1 + τ2) are all
distinct. I.e., we want the points of Rˇ(τ1 + τ2) to have distinct 1st coordinates.
Suppose K1, . . . ,Km are the clusters of {1, . . . , n}. For each p ∈ {1, . . . ,m}, we enumerate the
cluster Kp as {kp,1, . . . , kp,|Kp|} for some r(p), where we choose the ordering such that
rˇkp,r ,1(τ1) ≤ rˇkp,s,1(τ1) ,
for each pair r, s with 1 ≤ r < s ≤ |Kp|. (In case the 1st coordinate of some point indices in Kp
coincide, we may choose the ordering for those coinciding point indices in any arbitrary way, such
as the usual order.)
Now, if rˇkp,1,1(τ1) ∈ {⌊L/3⌋, . . . , L− 1}, then we say that p enumerates a high cluster, or Kp is a
high cluster. If this fails to happen, but rˇkp,|Kp|,1(τ1) ∈ {1, . . . , L−⌊L/3⌋}, then we say p enumerates
a low cluster.
Now, also, note that since kp,1 ∼ kp,|Kp|, this means that
kp,|Kp| − kp,1 ≤ (|Kp| − 1)(n − 1) ≤ (n− 1)2 .
Therefore, if Kp is not a high cluster, then kp,1 < ⌊L/3⌋, and that means kp,|Kp| ≤ ⌊L/3⌋+(n−1)2−1.
So, in this case Kp is a low cluster, as long as we have
L− ⌊L/3⌋ ≥ ⌊L/3⌋ + (n − 1)2 − 1 ⇔ L− 2⌊L/3⌋ ≥ (n− 1)2 − 1 = n(n− 2)
In turn, this is insured if L ≥ 3n(n− 2). So, henceforth, we assume L satisfies this lower bound. We
also always assume L ≥ 3n (in case n− 2 ≤ 1).
High cluster case: Recursively, for each p ∈ {1, . . . ,m}, we define τ2,p and Rˇ(τ1 + τ2,1 + · · · +
τ2,p−1 + t) for t ∈ {1, . . . , τ2,p} in order to do the following. If Kp is a high cluster, then we take
τ2,p =
|Kp|∑
r=1
rˇkp,r,1(τ1 + τ2,1 + · · ·+ τ2,p−1)−
|Kp|∑
r=1
[
rˇkp,r ,1(τ1 + τ2,1 + · · ·+ τ2,p−1) + r − 1
]
.
This is the minimum number of steps needed to send the coordinates rˇkp,r,1(τ1 + τ2,1 + · · ·+ τ2,p−1)
to
[
rˇkp,r ,1(τ1 + τ2,1 + · · · + τ2,p−1) + r − 1
]
. That is how we prescribe Rˇ(τ1 + τ2,1 + · · ·+ τ2,p−1 + t)
for t ∈ {1, . . . , τ2,p}.
Actually, now we will be more precise about a particular order for the updates (because this will
be useful in the proof of Lemma 9.2). Let us say that kp,r is a “left-mover” if
rˇkp,r ,1(τ1 + τ2,1 + · · ·+ τ2,p−1) >
[
rˇkp,r,1(τ1 + τ2,1 + · · ·+ τ2,p−1) + r − 1
]
,
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Figure 2: Left-movers are 1st, 2nd, 6th particles, and right-movers are the 3rd, 4th and 5th.
and say it is a “right-mover” if the strict inequality is reversed. We say it is stationary if there is
equality instead of a strict inequality. See Figure 2.
We move the left-movers first, and then the right-movers, second. Moreover, we move the left-
movers, starting the the left-most one, and proceeding to the right. Then since the final point
coordinates are ordered (in the same order), we can see that no left mover collides with a right-
mover which is staying still, since any right-mover to the left of the left-mover initially, also ends up
to the left of the left-mover finally, and it starts even more to the left than that (while it is staying
still). Also, no left mover collides with any right mover to its right, because the left-mover is moving
right. By the time the left-mover moves, all the left-movers to its left have moved to their final
positions, which is to the left of its final positions. So it does not collide with any of those, and it
also does not collide with any of the left-movers to its right, because they stay stationary during its
moves, and they are to its right (like the right-movers to the right). A similar argument applies to
the right-movers when it is their turn to move. (One could do reflection and time-reversal to flip
the roles of left- and right-movers, to see this, if one so desired.)
This focus on non-collision will be more important during the proof of Lemma 9.2.
Low cluster case: If Kp is a low cluster, then it will be clear by symmetry what we do, based on
the high cluster case. We take
τ2,p = −
|Kp|∑
r=1
rˇkp,|Kp|+1−r ,1(τ1 + τ2,1 + · · ·+ τ2,p−1) +
|Kp|∑
r=1
[
rˇkp,|Kp|,1(τ1 + τ2,1 + · · · + τ2,p−1) + 1− r
]
.
This is the minimum number of steps needed to send the coordinates rˇkp,|Kp|+1−r ,1(τ1 + τ2,1 + · · · +
τ2,p−1) to
[
rˇkp,|Kp|,1(τ1 + τ2,1 + · · · + τ2,p−1) + 1− r
]
for each r ∈ {1, . . . , |Kp|}.
We do it in the same way as before, non-colliding. We will not repeat the details, here.
Conclusion: We know that the 1st coordinate of all the points in a given cluster are now spread
apart, so they are not intersecting. We still need to check that points from distinct clusters did not
move their first coordinates so as to now intersect. But in the high case, we moved the points at
most |Kp| − 1 points to the right (for example if they all began intersecting at the coordinate of the
left-most point). We did not move them to the left of the left-most point. So they are within n−1 of
the original left-most-point. Similarly, in the low case, they are within n−1 of the right-most-point.
But, initially, points from distinct clusters have their first coordinates separated by at least 2n−1.
So after the final time, we do not have any points from distinct clusters with 1st coordinate smaller
than 1 apart. Thus we have achieved the desired goal of moving all the 1st coordinates apart at
time τ1 + τ2, where τ2 = τ2,1 + · · · + τ2,m.
Now we want to bound τ2. Note that in each cluster, initially the diameter is at most (n −
1)(2n−2). So some thought shows that each point moves at most max{n−1, (n−1)(2n−2)}. Since
there are n points to move, we can bound τ2 by nmax{n− 1, (n − 1)(2n − 2)}. (We assume n > 1,
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otherwise there was no need for Step 2.) Since we already had a bound on τ1, we have a bound on
τ = τ1 + τ2. We call this bound ρmax(n, d). It is nd+ nmax{n− 1, (n − 1)(2n − 2)}. 
Proof of Lemma 9.2: We will construct a path as follows. We will construct 2 paths, Rˆ(t)
and Rˆ
′
(t) starting from R and R′, respectively, ending in the same point. Then we may join them
there, to get a chain that goes from R to R′.
To begin with, we are going to perform the same algorithm for the two point-vectors R and R′,
independently of each other. I.e., initially, the algorithm for R will be done independently of what
R
′ happens to be, and vice-versa. We call this initialization.
Initialization: The first part of the initialization step involves fixing for the fact that Λ(d,N) may
not be a perfect box, since this will obstruct some later steps. There are two possiblities due to the
construction of Λ(d,N). Either no point of Λ(d,N) has the first coordinate equal to L. Or else, for
every point, if we replace its dth coordinate by L, then that new point is in Bd(L). That is because
of the lexicographic order we used.
In case 1, we perform the STEP2 algorithm from the proof of Lemma 9.2, first on coordinate 1.
Note that on the first coordinate, every point already has that coordinate in {1, . . . , L − 1}, as it
also was in the proof of Lemma 9.2. After this, we have coordinate 1 for all points distinct.
Then we do the STEP1 algorithm for all coordinates 2 to d. This moves all the coordinate away
from L. We do not cause any collisions because all points had the first coordinate distinct. Then
we do STEP2 from the proof of Lemma 9.2 for each coordinate 2 to d, in turn.
In case 2, we perform the STEP2 algorithm from the proof of Lemma 9.2 on coordinate d,
modified to replace L by L + 1 (because now the dth coordinate may be in {1, . . . , L} instead of
{1, . . . , L− 1}. Then we perform the STEP1 algorithm for each of the coordinates 1, . . . , d− 1. This
does not create any collisions because all points have distinct dth coordinate. Then we perform
STEP2 algorithm for each of the coordinates 1, . . . , d − 1, in turn. Then we perform the STEP1
algorithm for the dth coordinate, in order to reduce its range to {1, . . . , L−1}. This does not create
any intersections because for each j ∈ {1, . . . , d − 1} all points have distinct jth coordinate. Then
we perform STEP2 again for coordinate d, to get all of the points to have distinct dth coordinate.
The initialization step is over. Let us say that our new points are R(2) and R(3), in place of R
and R′, respectively.
Lining up coordinate sets: We point out that there is some bound bd(d, n) for the number of
steps we have made, which depends only on d and n. For example, we may see that we could take
2dN′′. This means that we have moved each coordinate of each point at most bd(d, n). But initially,
each coordinates of each point of R is within 2ρmax(d, n)+1 from the corresponding coordinate and
point of R′. So, now, what is true is that they are within 2ρmax(d, n) + 1 + 2bd(d, n). We call this
bd(1)(d, n).
We now do the following. For each coordinate index j, we order the set of coordinates of the
points of R(2) and the set of coordinate of the points of R(3). Then we move the former set to the
latter set using the left-mover/right-mover algorithm to avoid collisions. Note that each point moved
at most bf(1)(d, n) because those were the distances between the points initially, and ordering only
makes distances decrease (of the corresponding points, in the order). This gives us a new R(4). For
each coordinate index j, the set of jth coordinates of the points of R(4) is the same set as the jth
coordinates of the points of R(3). But there may be a permutation, induced.
We note that we have now done at most ndbd(1)(d, n) more steps. Therefore,
‖R(4) −R(3)‖ ≤ (nd+ 1)bd(2)(d, n) def=: bd(3)(d, n) . (60)
Conclusion for d = 1: If d = 1, then we cannot necessarily get rid of the permutation. In this
case, we terminate. We permute all the point indices of the second point and path by the inverse of
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the permutation. Then this will result in πR′ going to πR(4) and we choose π so that πR(4) = R(3).
Then doing the steps to go from R to R(3) and then undoing the steps of the other chain goes from
πR(4) to πR′. This is what was claimed.
Conclusion for d > 1:
Coordinate, by coordinate fix the permutation. If we are fixing the permutation in coordinate j,
then this will cause collisions in coordinate j. But since all the other coordinates have all distinct
points, this does not cause us to enter In(Λ(d,N)). Draw the permutation and perform nearest
neighbor transformations one at a time as they appear on the diagram, stretching the vertical
direction if necessary to remove degeneracies. This will diminish distance at each stage because we
are permuting to the correct order. After a permutation is done in coordinate j, we end again with
all distinct points. Then move on to the next coordinate. 
Appendices
A Proof of advanced calculus fact for “new lows”
Proof of Lemma 4.5: For any ǫ ∈ (0, 1), we know that there exists n0 such that for n ≥ n0, we
have
(1− ǫ)Cn−p ≤ tn ≤ (1 + ǫ)Cn−p .
We let n1 be defined as
n1 = min{n ∈ {n0, n0 + 1, . . . } : (1− ǫ)Cn−p < min{ta, . . . , tn0}} .
Note that min{ta, . . . , tn0} is strictly positive, and (1 − ǫ)Cn−p converges to 0. So there is an n in
{n0, n0 + 1, . . . } such that (1− ǫ)Cn−p < min{ta, . . . , tn0}.
Then we know that for all n ≥ n1 we have
min{ta, . . . , tn} ≥ (1− ǫ)Cn−p .
On the other hand we know that for any m ∈ {n0, n0 + 1, . . . },
tm ≤ (1 + ǫ)Cm−p .
So defining A(ǫ;n) = min{k ∈ Z : k ≥ [(1 + ǫ)/(1 − ǫ)]1/pn}, which is an integer bigger than 1, we
know that for n ∈ {n1, n1 + 1, . . . } and m ∈ {A(ǫ;n), A(ǫ;n) + 1, . . . },
tm ≤ min{ta, . . . , tn} .
Now let k∗ = min{k ∈ {a, a+1, . . . } : tk ≤ tA(ǫ;n)}. Note that with this choice we have k∗ ≤ A(ǫ;n).
But by the last displayed equation for m = A(ǫ;n) we also have k∗ ≥ n. Moreover, for any k < k∗
we have tk > tA(ǫ;n) ≥ tk∗ . So tk∗ = min{ta, . . . , tk∗}. So k∗ is a “new low” in the interval
{n, . . . , A(ǫ;n)}.
So Nlow(n) ≤ A(ǫ;n) since this is the smallest new low in {n, n+ 1, . . . }.
By hypothesis, we know that tNlow(n) ≤ tn ≤ (1 + ǫ)Cn−p. But now we also know
tNlow(n) ≥ C(1− ǫ)[Nlow(n)]−p ≥ C(1− ǫ)[A(ǫ;n)]−p .
Hence we see that
(1− ǫ)2(1 + ǫ)−1 = (1− ǫ) lim inf
n→∞
[A(ǫ;n)/n]−p ≤ lim inf
n→∞
tNlow(n)
Cn−p
≤ lim sup
n→∞
tNlow(n)
Cn−p
≤ 1 + ǫ .
Since ǫ ∈ (0, 1) is arbitrary, and the bracketing quantities both converge to 1 as ǫ → 0, this proves
the claim. 
B PROOF OF SUMMARY OF SPECTRUM OF H
(N)
BD(L)
34
B Proof of summary of spectrum of H
(n)
Bd(L)
The full spectrum of H
(n)
Bd(L)
may be calculated as products of functions
∏n
k=1
∏d
j=1 f(L
−1κk,j, rk,j),
unsymmetrized. This may be seen in d = 1. But then it follows from separation of variables for
higher d. Then symmetrization is what is necessary to restrict to the range of S
(n)
Bd(L)
.
C Proofs of easy facts about the graph Laplacians
We leave these lemmas as an exercise. They can be done using the fact that HG ↾ H(n)V is unitarily
equivalent to H˜
(n)
G
restricted to the range of S
(n)
V
, and properties of graph Laplacians: such as
monotonicity relative to the psd cone under the action of adding edges.
D Proof of Proposition 3.9
Based on the results of Appendix C, what we must prove is the following. Suppose that we have
(κ1, . . . ,κn) ∈ ({0, 1, . . . }d)n. For some L0, we have (κ1, . . . ,κn) ∈ ({0, . . . , L0 − 1}d)n. Then
we consider only values of L with L ≥ L0. We define ν(κ1,...,κn) ∈ On(d, L). Then, considering
F˜
(n)
d,L (ν(κ1,...,κn); ·), we know by Lemma 7.3 that
H
(n)
Bd(L)
F˜
(n)
d,L (ν(κ1,...,κn); ·) = λ(n)d,L(κ1, . . . ,κn)F˜ (n)d,L (ν(κ1,...,κn); ·) ,
where
λ
(n)
d,L(κ1, . . . ,κn) =
n∑
k=1
d∑
j=1
2 sin2
(πκk,j
2L
)
. (61)
Therefore, for any (r1, . . . , rn) ∈ Λ(d,N)n \In(Λ(d,N)), we have(
H˜
(n)
Λ(d,N)
− λ(n)d,L(κ1, . . . ,κn)
)
F˜
(n)
d,L (ν(κ1,...,κn); r1, . . . , rn)
=
(
H˜
(n)
Λ(d,N) −H
(n)
Bd(L)
)
F˜
(n)
d,L (ν(κ1,...,κn); r1, . . . , rn) .
Since everything is symmetric, this implies that∥∥∥(HΛ(d,N) − λ(n)d,L(κ1, . . . ,κn)) Ψ˜(n)d,N (κ1, . . . ,κn)∥∥∥2
=
∑
(r1,...,rn)∈Λ(d,N)n\In(Λ(d,N))
∣∣∣(H˜(n)Λ(d,N) − H(n)Bd(L)) F˜ (n)d,L (ν(κ1,...,κn); r1, . . . , rn)∣∣∣2 .
We may also rewrite this formula as(
H˜
(n)
Λ(d,N) − H
(n)
Bd(L)
)
F˜
(n)
d,L (ν(κ1,...,κn); r1, . . . , rn)
=
1
2
∑
(r′1,...,r
′
n)
‖(r′
1
,...,r′n)−(r1,...,rn)‖=1
(
1− 1Λ(d,N)n\In(Λ(d,N))(r′1, . . . , r′n)
)
(F (r1, . . . , rn)− F (r′1, . . . , r′n)) ,
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where we have written F for F˜
(n)
d,L (ν(κ1,...,κn); ·) in this formula to reduce notation. The number of
terms in this sum is always bounded by 2nd (the degree of (Zd)n ∼= Znd). Therefore, by Cauchy-
Schwarz, and a sup-norm bound, we may bound∥∥∥(HΛ(d,N) − λ(n)d,L(κ1, . . . ,κn)) Ψ˜(n)d,N (κ1, . . . ,κn)∥∥∥2
≤ nd max
(r1,...,rn),(r′1,...,r
′
n)∈(B
d(L))n
‖(r′1,...,r
′
n)−(r1,...,rn)‖=1
|F (r1, . . . , rn)− F (r′1, . . . , r′n)|2 · N ,
whereN equals the number of edges in Φn(Bd(L))\Θn(Λ(d,N)). For any pair (r1, . . . , rn), (r′1, . . . , r′n) ∈
(Bd(L))n with ‖(r′1, . . . , r′n) − (r1, . . . , rn)‖ = 1, we note, by the fundamental theorem of calculus
(and Cauchy-Schwarz), that
|F (r1, . . . , rn)− F (r′1, . . . , r′n)|2 ≤
∫ 1
0
∥∥∥ d
dt
F (tr1 + (1− t)r′1, . . . , trn + (1− t)r′n)
∥∥∥2dt ,
where we exted the definition of F from (Bd(L))n to Rdn by the same formula as in Definition 7.2.
We note that only one coordinate k ∈ {1, . . . , n} has rk 6= r′k, and in this case there is only one
j ∈ {1, . . . , d} such that rkj 6= r′kj. Then direct calculation shows∥∥∥ d
dt
F (tr1 + (1− t)r′1, . . . , trn + (1− t)r′n)
∥∥∥2 ≤ L−nd|Kd,L(ν)|−12nd · π2κ2kj
L2
.
So, what we see is that∥∥∥(HΛ(d,N) − λ(n)d,L(κ1, . . . ,κn)) Ψ˜(n)d,N (κ1, . . . ,κn)∥∥∥2 ≤ nd2nd max
k∈{1,...,n}
j∈{1,...,d}
κ2kj
L2
· N
Lnd
.
But we claim that there is some constant C(n, d) such that
N
Lnd
≤ C(n, d)
L
,
because at least one of the points (r1, . . . , rn), (r
′
1, . . . , r
′
n) ∈ (Bd(L))n must be in (Bd(L))n \
In(Λ(d,N)). Assume it is (r′1, . . . , r′n). Then this means that at least one of the two scenarios
must occur. The first possibility is that for some k ∈ {1, . . . , d} we have r′k ∈ Bd(L) \ Λ(d,N),
meaning that for some j ∈ {1, . . . , d} we must have r′kj = L. This restricts that choice of that
coordinate. Or, the second possibility is that for some pair 1 ≤ k1 < k2 ≤ n we have r′k1 = r′k2 .
This restricts all j coordinates r′k2,j once we have chosen r
′
k1
. So this proves the claim. Putting this
all together, we obtain∥∥∥(HΛ(d,N) − λ(n)d,L(κ1, . . . ,κn)) Ψ˜(n)d,N (κ1, . . . ,κn)∥∥∥2 ≤ C ′(d, n) max
k∈{1,...,n}
j∈{1,...,d}
κ2kj
L3
.
Multiplying through by γ−1 · L2, we obtain∥∥∥(γ−1 · L2HΛ(d,N) − γ−1 · L2λ(n)d,L(κ1, . . . ,κn)) Ψ˜(n)d,N (κ1, . . . ,κn)∥∥∥2 ≤ C ′(d, n) max
k∈{1,...,n}
j∈{1,...,d}
κ2kj
L
.
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The right hand side does converge to 0 as L→∞. Moreover, by (61), we do have the simple formula
lim
L→∞
L2λ
(n)
d,L(κ1, . . . ,κn) = limL→∞
n∑
k=1
d∑
j=1
2L2 sin2
(πκk,j
2L
)
=
n∑
k=1
d∑
j=1
π2
2
κ2k,j = γ
n∑
k=1
d∑
j=1
κ2k,j .
This proves (20).
In principle it is easier to prove (21) since one is operating at the level of ℓ2 not energy. In
fact, the main difference is that there will not be any need for the fundamental theorem of calculus.
Everything follows from sup-norm bounds on the functions f (which is akin to a type of near
equipartition of the ℓ2 energy) along with the fact that the relative fraction of bad set of vertices is
still bounded by N/Ld = O(L−1). We leave the details to the reader.
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