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The exotic phenomenon of time translation symmetry breaking under periodic driving - the time
crystal - has been shown to occur in many-body systems even in clean setups where disorder is
absent. In this work, we propose the realization of time-crystals in few-body systems, both in the
context of trapped cold atoms with strong interactions and of a circuit of superconducting qubits.
We show how these two models can be treated in a fairly similar way by adopting an effective spin
chain description, to which we apply a simple driving protocol. We focus on the response of the
magnetization in the presence of imperfect pulses and interactions, and show how the results can be
interpreted, in the cold atomic case, in the context of experiments with trapped bosons and fermions.
Furthermore, we provide a set of realistic parameters for the implementation of the superconducting
circuit.
Introduction. Recent developments in theory and ex-
periments with time-dependent quantum mechanical set-
ups have consolidated the concept of the discrete time
crystal, a system that presents spontaneous breaking of
time-translation symmetry. The original proposals, both
in the quantum [1] and classical [2] regimes, suggested
the possibility of a system exhibiting a periodic dynami-
cal behavior in its lowest energy state [3]. This possibility
seems to have been ruled out by subsequent discussions
[4, 5], including no-go theorems for a broad class of sys-
tems [6, 7].
Surprisingly, it was later shown that systems in the
presence of periodic driving, generally described by Flo-
quet theory, can indeed self-organize and present a sub-
harmonic response in the observables [8–10]. The phase
which exhibits the features of spatiotemporal order now
recognized in time crystals was also classified as the pi
spin glass [11], and since then a precise definition has
been put forward [12]. The properties of these systems
have been studied in radically different configurations,
such as atoms bouncing off an oscillating mirror [13] or
spin chains in the presence of disorder and many-body
localization [14]. The latter proved to be an ideal start-
ing point for experiments and resulted in the first two
observations of time crystals. While these experiments
dealt with two rather distinct arrangements (one explor-
ing nitrogen vacancies in diamonds [15] and the other a
chain of trapped ions [16]), both had as a major feature
the presence of disorder.
Other studies have shown, however, that disorder is
not a crucial requirement for the realization of discrete
time crystals [17]. Cold atomic systems, for instance,
can sustain a time crystal phase even in a “clean” set-
up where disorder is absent [18]. Experimentally, time
crystal phases have been observed in ordered spin sys-
tems with nuclear magnetic resonance techniques [19, 20].
In these studies, the presence of interactions between
atoms or spins is the decisive factor leading up to self-
FIG. 1. Schematic depiction of the two few-body systems un-
der consideration: a) an ensemble of cold atoms in a harmonic
trap, where the strong interactions allow for a mapping of the
system to a spin chain with position-dependent exchange co-
efficients, and b) a superconducting circuit consisting of five
superconducting islands, each corresponds to a spin (see the
Supplemental Material [22] for a detailed representation of
the circuit in a chip). The driving protocol can be realized by
applying spin-flip pulses (represented by the gray arrows on
the left panel). In the case of the superconducting circuit, the
pulses can be introduced as Rabi oscillations acting on each
island through the white control lines.
organization and symmetry breaking. The manifestation
of quasi-crystalline order and its transition to a time crys-
tal has been observed with Bose-Einstein condensates un-
der the action of periodically-driven magnetic fields [21].
These developments raise the question of how simple
a system that exhibits a time crystal phase can be. To
address this matter, we present a proposal for the realiza-
tion of time crystals in few-body systems, which can be
realized in two ways (see Fig. 1 for a schematic depiction
of each case). The first one involves a small ensemble
of cold trapped atoms, where the interactions between
different components can be tuned by means of Fesh-
bach or confinement induced resonances [23]. In the limit
of strong interactions, the system can behave as a spin
chain, where the exchange coefficients are determined by
the shape of the trapping potential [24, 25]. Periodi-
cally driving the system with spin-flip pulses [26] then
results in a response in the magnetization which depends
highly on the choice of interaction parameters. More-
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2over, we show that realizing the system with fermionic
or bosonic atoms - the latter case assuming that inter-
actions between identical particles can be tuned - yields
very distinct results.
The second realization is based on a circuit consist-
ing of five superconducting islands coupled via Josephson
junctions and inductors [27–30]. Superconducting cir-
cuits can be used as platforms for simulations in atomic
physics and quantum optics [31, 32]. Under certain con-
ditions, such a system can also be interpreted as a spin
chain [33, 34]; more importantly, by detuning the fre-
quencies of the spins in our model and employing the
rotating wave approximation (RWA), we get a Hamilto-
nian described only by Ising couplings. By then applying
a strong external field to the islands for a short period
of time, Rabi oscillations can be induced to each spin,
causing them to flip.
System description We consider a general XXZ spin
chain described by the following Hamiltonian:
H =
N−1∑
i=1
(
η0i + η
x
i σ
x
i σ
x
i+1 + η
y
i σ
y
i σ
y
i+1 + η
z
i σ
z
i σ
z
i+1
)
− 1
2
N∑
i
Ωiσ
z
i (1)
where we take a set of inhomogeneous exchange coef-
ficients ηi. The values of these coefficients will be de-
termined next, according to the model under considera-
tion. We also include a site-dependent constant η0i and
the possibility of an inhomogeneous external field act-
ing with a frequency Ωi. Contrary to some theoretical
approaches [35, 36] and paradigmatic experimental real-
izations of time crystals [15], our model has no need for
long-range interactions. We focus on a small system of
N = 5 spins and our protocol for the external driving
is fairly simple: we choose an initial antiferromagnetic
state, such as |ψ(0)〉 = |↑↓↑↓↑〉, which is not an eigen-
state of the spin chain under any non-trivial parameter
configuration. We then proceed to realize a sequence of
spin-flip operations (with period TD) at each site, ro-
tating all spins by an angle θ. We consider initially an
instantaneous rotation, but we extend our results in su-
perconducting circuits to the case of finite-time rotations,
which are more realistic from an experimental viewpoint.
By keeping track of the time-evolution of the magnetiza-
tion m(t) = 〈ψ(t)|∑Ni=1 σzi |ψ(t)〉, we are able to register
the response of the system with respect to the external
driving. For perfect (θ = pi) pulses, we can expect the
magnetization to have a trivial periodicity of Tm = 2TD.
However, for imperfect rotations described by θ = pi − ,
we may obtain a different response, which is strongly de-
termined by the presence and nature of the interactions
between the spins.
Two-component trapped cold gases. Our first appli-
cation of the protocol described above is an interacting
system of trapped cold atoms. Up to this point, most
proposals for the realization of time-crystals with ultra-
cold atoms involve the many-body problem of interacting
identical bosons in the presence of a periodic Hamilto-
nian [37, 38], which is generally described by the Gross-
Pitaevskii equation. In the present case, we focus on
the few-body problem of bosonic atoms with two inter-
nal components, which we label as the pseudospin states
|↑〉 and |↓〉. We consider contact interactions given by
g
∑
i<j δ(xi−xj) for atoms in different internal states and
κg
∑
i<j δ(xi − xj) for atoms in the same internal state.
All atoms are confined by an effectively one-dimensional
harmonic trap described by V (x) = 12mω
2x2. For sim-
plicity, we assume the atoms to have the same mass
m = 1, and define the trapping frequency as ω = 1.
In the limit of strong interactions (g  1), it has been
established that this system can be described, up to lin-
ear order in 1/g, by an effective XXZ spin chain [24, 39]
(see Supplemental Material [22]), which can be obtained
from Hamiltonian (1). In this description, we make the
substitutions η0i = − 12 αig
(
1 + 2κ
)
, ηxi = η
y
i =
1
2
αi
g and
ηzi =
1
2
αi
g
(
1− 2κ
)
, where g and κ have the meaning de-
fined above, and αi are position-dependent exchange co-
efficients, which are determined solely by the geometry
of the trap. These coefficients have been calculated for
traps of different shapes and systems of up to N ≈ 30
[40, 41]. Particularly, for the case of N = 5 in a har-
monic trap with trapping frequency ω = 1, we have
α1 = α4 ≈ 2.16612 and α2 = α3 ≈ 3.17738, where the
symmetry of the coefficients in guaranteed by the parity
invariance of the trap. With this mapping (and consid-
ering Ωi = 0), Hamiltonian (1) can now be written as
H = − 12
∑N−1
i
αi
g
[
1
2 (1− σi · σi+1) + 1κ
(
1 + σzi σ
z
i+1
)]
,
where the magnitude of the Ising term on the right side
is now directly determined by the value of the intraspecies
interaction parameter κ. While this Hamiltonian de-
scribes a system of strongly interacting bosons (due to
the presence of interactions between identical compo-
nents), we can reproduce a fermionic system by taking
the limit κ→∞. Then, we obtain H = −∑N−1i=1 αig (1−
Pi,i+1), where Pi,i+1 =
1
2 (1 + σi · σi+1) is the permuta-
tion operator that exchanges neighboring spins. We now
focus on initializing the system in the state described
above and calculating the time-evolution of the magneti-
zation under the periodic action of the spin-flip operator
O = exp (−i θ2
∑N
i=1 σ
x
i ).
In Fig.2 a), b) and c) we show, respectively, the re-
sults for the time-evolution of the magnetization m(t),
the overlap probability of the wave function with the ini-
tial state F (t) = |〈ψ(0)|ψ(t)〉|2 and the spectral density
S(f) = |mˆ(f)|2, where m(f) is the Fourier transform of
the magnetization, given by S(f) = |∫ dt e−2piiftm(t)|2.
We initially assume a periodic pulse that rotates the spins
3FIG. 2. Time evolution of observables in a system of N = 5
harmonically trapped atoms. The parameter κ defines the
atomic species (fermionic or bosonic) and the value of  deter-
mines the presence of imperfections in the driving (for  = 0
we have a perfect pi-pulse). Panels a), d) and g) show the
time evolution of the magnetization, while panels b), e) and
h) present the analogous results for the overlap with the ini-
tial state F (t). In these figures, the black dashed curves show
the results for F (t) in the absence of driving. Panels c), f)
and i) show the spectral density obtained through the Fourier
transform of m(t).
by an angle of θ = pi at times t = nTD with n being an
integer. We find that the magnetization is accordingly
switched between +0.5 and -0.5 with a period twice as
large as the driving, which results in a peak in f = fD/2
where fD is the driving frequency. While this quantity
only registers the global behavior of the system, the over-
lap with the initial state F (t) describes its underlying
spin dynamics. When all spin are rotated by pi with
respect to the initial state, we have F (t) = 0. In the re-
maining times, we observe that the time-evolution of the
spin distribution is described by the exact results in the
absence of periodic driving, which is shown as as black
dashed curve.
If we consider an imperfect pulse defined by the angle
θ = pi − , we observe two different results. In the case
of fermions (Figs. 2 d), e) and f)), the magnetization
now exhibits a beating pattern that destroys the subhar-
monic peak at f = fD/2. The overlap F (t) is no longer
described by the result in the absence of driving. For
bosons (Figs. 2 g), h) and i)), on the other hand, the pres-
ence of a dominating interaction between identical spins
- defined by the small value of κ - locks back the magne-
tization response peak at f = fD/2, even for  6= 0. This
robustness of the system’s response in the presence of im-
perfect pulses is a defining feature of a time crystal phase
[14]. In fact, here we find that it arises under fairly sim-
ple conditions, without the need of switching interactions
on and off as part of the driving protocol. Moreover, it
presents the possibility of studying the “melting” of time
crystals as interactions are dynamically changed. This
could be implemented, for instance, by taking a bosonic
system and tuning κ from small to large. It is important
to point out that experiments with only a small number
of trapped cold atoms are available and that interactions
can indeed be manipulated over wide ranges [42]. More-
over, the driving protocol employed here can be also used
in the case of systems with more than two internal com-
ponents, as long as Ising-type interactions are dominant
in the Hamiltonian. By periodically switching between
different pseudospin states, it is possible to expect a frac-
tional response frequency given by f = fD/ν where ν is
the number of internal states available. Multi-component
cold atomic gases, such as fermionic systems with SU(N)
symmetry, have been theoretically explored [43, 44], and
can be realized in the lab [45, 46]. A recent proposal
for realizing time-crystals in SU(N) systems explores the
ladder of internal states as a synthetic dimension [18]. In
a more extreme example, systems where the response fre-
quency is much smaller than the driving frequency have
been obtained in the framework of atoms bouncing off an
oscillating mirror [37].
Superconducting circuits. As a second implementa-
tion, we apply the formalism described above to the case
of a superconducting circuit. The circuit consists of five
C-shunted flux qubits [47], which are particularly inter-
esting for experimental realization due to their long deco-
herence time, but other types of superconducting qubits
can be used as well [48]. The qubits are connected pair-
wise with Josephson junctions and inductors, and the
outer islands are also connected through capacitors (see
Fig. 3 for a lumped circuit model). An external driving
field is further applied to each node, in order to drive the
rotation of spins.
FIG. 3. Circuit diagram for a superconducting circuit of
N = 5 qubits. The C-shunted flux qubits are connected by
Josephson junctions and inductors, and the outer qubits are
also connected by capacitors. An external driving field is ap-
plied to each node.
By applying Devoret’s quantum treatment of electro-
magnetic circuits [49, 50], we find the Hamiltonian of the
system, which can again be taken as a particular case
of Eq. 1 (see the Supplemental Material [22] for details
on this derivation). Due to the anharmonicity of the
Josephson junctions we can truncate our description into
4Site i 1 2 3
Ωi/2piGHz 17.000(48) 35.60(21) 43.361(48)
Jzi /2piMHz 168.9(11) −29.07(18) -
TABLE I. Spin model parameters used in our simulations.
For the non-interacting cases, we make Jzi = 0. The numbers
between parenthesis are the uncertainty related to the numer-
ical values of the circuit parameters (see [22] for details).
the two lowest energy levels, which leaves us with an ef-
fective spin model. By requiring a detuning of the spin
frequencies, we use the RWA to remove all interaction
terms but the Ising couplings Jzi σ
z
i σ
z
i+1, where J
z
i = η
z
i
in Eq. (1). In order to realize the rotations between in-
ternal states we apply a strong driving to the the circuit
for a short period of time. In our truncated spin model,
using ladder operators, the driving can be described by
Hd = iA
N∑
i=1
cos(ωit)(σ
+
i e
iΩit − σ−i e−iΩit), (2)
where A is the amplitude of the external fields, ωi is the
driving frequency and Ωi is the qubit frequency. For the
driving to cause Rabi oscillations between |↑〉 and |↓〉 we
must require ωi = Ωi and A Ji. The driving period is
thus given by ∆t = (pi−)/A, which, for large A, is a very
short time. Choosing realistic variables for the circuit, we
obtain a set of experimentally achievable parameters for
our spin model. In Table I we show the relevant values
for the frequencies Ωi and the exchange coefficients J
z
i
used in the interacting cases.
We then run simulations for the driving described in
this section using QuTip [51], both with and without de-
phasing and relaxation noise ζ. The result of these simu-
lations are presented in Fig. 4. It shows that the different
driving in each qubit leads to an interference pattern in
the magnetization which is not due to imperfections in
the pulse. An interesting effect of this interference is that
it can cause the absolute value of the magnetization to
be larger than 0.5 during the driving period. In this par-
ticular case, we find the interference to be constructive,
but destructive interference patterns are also possible.
In the presence of imperfect pulses ( 6= 0), we now have
two sources of interference acting on the system - the im-
perfect pulse itself and the driving inhomogeneities. This
again leads to a splitting of the half-frequency peak, both
in the ideal and inhomogeneous case. It turns out, how-
ever, that the addition of a strong Ising coupling fixes
both of these effects at once, without any need of fine
tuning of the parameters. An important feature of our
superconducting circuit model is that the interactions be-
tween qubits can be different as long as there is symmetry
across the center.
Conclusions. We have presented a proposal for the re-
alization of discrete time crystals in few-body spin chains
FIG. 4. Time evolution of the magnetization in circuits with
a), d) and g) ideal driving and b), e) and h) inhomogeneous
driving. In all plots, the colored curves show the results with
an added relaxation noise of ζ = 0.05, while the gray back-
ground curves depict the results without losses. The non-
interacting cases assume Jzi = 0, while in the interacting cases
the parameters are given by Table I. Plots c), f) and i) show
the spectral density of the magnetization, where the colors
correspond to the cases of ideal (blue) and inhomogeneous
(orange) driving shown on the left.
in the presence of external driving, which can be realized
in two distinct ways. In the first case, we apply our
formalism to a system consisting of strongly interacting
harmonically trapped atoms. We show how a time crys-
tal regime can arise under the action of a periodic spin-
flip driving, provided that the intraspecies repulsion is
smaller than the remaining interactions. This leads to
the possibility of studying time crystallization in bosonic
as opposed to fermionic systems, or even the dynami-
cal “melting” of the time-crystal as the intraspecies in-
teractions are tuned from weak to strong. Our second
realization shows how a similar result can be achieved
in a superconducting circuit, where our parameters can
be manipulated to achieve an effective spin chain descrip-
tion. In this case, we can introduce the effect of losses and
inhomogeneous driving in addition to the imperfection in
the pulses. The possibility of a periodic response which
is robust against such imperfections and inhomogeneities
is an interesting feature for the implementation of quan-
tum devices based on superconducting circuits [29]. We
also present a set of parameters for our quantum model
which arise from a choice of realistic parameters for the
circuit model. We stress the fact that in neither of these
approaches we have to introduce disorder, which is a com-
mon features in previous studies. Naturally, the results
described in our study can be generalized to larger chains
5or systems with more internal degrees of freedom.
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