Random variables
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A random variable is a rule that assigns a numerical value to each possible outcome of an experiment. Outcomes of an experiment form the sample space .
Definition:
A random variable on a sample space is a function that assigns a real number to each sample point .
We define the event space to be the subset of to which the random variable assigns the value .
(1)
Image of a rv is the set of all values taken by . Inverse image is .
Example: Take 3 Bernoulli trials. Sample space has 8 possible outcomes: 000, 001, 010, 100, 011, 110, 101, 111. But if we only interested in the number of successes, then 001, 100, 010 sample points map to the value 1 (for number of 1s within the three trials). Similarly, 011, 110, 101 map to 2. The event space has only 4 outcomes 0, 1, 2, 3 instead of the original sample space which has 8 points.
Typically, we are only interested in the event space rather than in the whole sample space if our interest lies only in the experimental values of the rv .
Discrete random variables:
A random variable is discrete if it can take on values from a discrete set of numbers.
Probability mass function (pmf):
Probabiltiy distribution function or Cumulative distribution function (cdf):
Often we will see the statement, "X is a discrete rv with pmf " with no hint or mention of the sample space.
Know the pmf, cdf, mean (expected value) and variance for the following types of discrete random variables:
1. Bernoulli -one parameter (of success)
2. Binomial -count number of successes in independent trials with as probability of success of each trial -two parameters and .
3. Geometric -count number of trials upto 1st success (while binomial counts number of successes) -one parameter and (4)
4. Negative binomial -count number of trials until th success -two parameters and .
5. Poisson -approximation of binomial if is large and is small. One parameter .
6. Hypergeometric -sampling without replacement while binomial is sampling with replacement; N components of which are defective. In a sample of components what is the probability that are defective.
7. Uniform -one parameter -range .
8. Constant -one parameter 9. Indicator -one parameter .
Continuous random variables:
Probability density function (pdf): .
In general (14)
2. Independent events
3. Bayes rule 
Memoryless property:
Two distributions, the exponential continuous r.v. distribution and geometric discrete r.v. distribution enjoy this property.
Let be the lifetime of a component. Suppose we have observed that the system has been operational for time . We would like to know the probability that it will be operational for more hours. Say . We will show that
, in other words, how long it lasts beyond some time is independent of how long the component has been operational so far, i.e. .
(22)
Exponential distribution:
(23)
Geometric distribution:
Let be a rv with a geometric distribution and . We will show that .
Note: has the same distribution as because is a constant. See the stat lecture to see distributions of functions of random variables.
Relation between exponential distribution (for continuous rv) and geometric distribution (for discrete rv): [2]
If is an exponential random variable with parameter , then is a geometric random variable with parameter . 
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