LISA for Cosmologists: Calculating the Signal-to-Noise Ratio for
  Stochastic and Deterministic Sources by Smith, Tristan L. & Caldwell, Robert
LISA for Cosmologists: Calculating the Signal-to-Noise Ratio for Stochastic and
Deterministic Sources
Tristan L. Smith1 and Robert Caldwell2
1Department of Physics & Astronomy, Swarthmore College, Swarthmore, PA 19081 USA
2Department of Physics & Astronomy, Dartmouth College, Hanover, NH 03755 USA
(Dated: August 5, 2019)
We present the steps to forecast the sensitivity of the Laser Interferometer Space Antenna (LISA)
to both a stochastic gravitational wave background and deterministic wave sources. We show how to
use these expressions to estimate the precision with which LISA can determine parameters associated
with these sources. Tools are included to enable easy calculation of the signal-to-noise ratio and
draw sensitivity curves. Benchmark values are given for easy comparison and checking of methods in
the case of two worked examples. The first benchmark is the threshold stochastic gravitational wave
background ΩGWh
2 that LISA can observe. The second is the signal-to-noise ratio that LISA would
observe for a binary black hole system identical to GW150914, radiating 4 years before merger.
I. EXPLANATION
This document is intended to be used as a set of instructions for calculating the sensitivity of the Laser Interferometer
Space Antenna (LISA) [1] to a stochastic gravitational wave background (SGWB) or a continuous wave source under
idealized circumstances. By idealized we specifically mean that all noise is Gaussian, stationary, and that there are no
foregrounds. Many of the results presented are well known, and have a long presence in the literature (e.g. Refs. [2–
8]). However, we perceive that an accessible introduction is lacking. Moreover, we are unaware of any literature that
gives a complete, end-to-end derivation of the signal-to-noise ratio for LISA in its current design. Our goal is to
facilitate sensitivity calculations, in the hope that more theorists will be able to properly evaluate the ability of LISA
to detect and distinguish their favorite sources. We have tried to write the type of document that we wish we had
when we started our investigations. In order that these tools are not just a black box, we have included some basic
derivations which allows for an extension to other interferometric designs. The calculation of the sensitivity presented
here gives a straight-forward accounting for the standard time-delay interferometry (TDI) signals and explains how
the monitoring of the instrumental noise using the Sagnac signal leads to a significant increase in sensitivity. For
the impatient reader who wants to evaluate the signal-to-noise ratio or forecast parameter sensitivity for a stochastic
background, here are the key results.
The signal-to-noise ratio (SNR) for a SGWB is given in Eqs. (60) and (63) as
SNR2 = T
∫ ∞
0
df
Ω2GW
Σ2Ω
, ΣΩ = ΣI
4pi2f3
3H20
, ΣI '
√
2
20
3
[
SI(f)
(2pif)4
+ SII(f)
][
1 +
(
f
4f∗/3
)2]
,
where ΣΩ, ΣI are the inverse-noise weighted sensitivity to the spectral density and intensity for two TDI modes, T
is the observation time, where the nominal mission lifetime is 4 years, f∗ = c/(2piL), L = 2.5× 106 km, and SI , SII
are given in Eqs. (53) and (54). The last expression is made under a low-frequency assumption. A worked example
is provided in Sec. VII A.
The signal-to-noise ratio for a deterministic source such as an inspiraling binary is given in Eqs. (86) and (87) as
SNR2 =
∫ ∞
0
df
h¯2(f)
Σh(f)
, Σh(f) ' 1
2
20
3
[
SI(f)
(2pif)4
+ SII(f)
]
R(f),
where Σh is the inverse-variance weighted waveform sensitivity for two TDI modes, h¯ is the sky-, polarization-, and
orientation-averaged waveform amplitude as defined in Eq. (83), and R(f) = 1 + (f/f2)
2 and f2 = 25 mHz. The last
expression is again made under a low-frequency assumption. A worked example is provided in Sec. VII C.
The layout of the article is as follows. In Sec. II we introduce our notation. In Sec. III we introduce the form of
the signal and noise for the TDI modes, and calculate the detector response. In Sec. IV we present the calculation of
the optimal statistic for a stochastic background, and in Sec. V we introduce the LISA noise model. In Sec. VI we
present the calculation of the optimal statistic for a sky- and polarization-averaged deterministic point source. Two
examples are presented in Sec. VII. We wrap up in Sec. VIII. Finally, we also provide a Mathematica notebook to
enable easy calculations1.
1 https://doi.org/10.5281/zenodo.3341817
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2II. GRAVITATIONAL WAVES
We begin by establishing our notation and conventions. We expand the gravitational-wave metric perturbation in
plane waves with respect to a coordinate system at rest relative to the Solar System barycenter:
hab(~x, t) =
∫ ∞
−∞
df
∫
d2nˆ
∑
P
h˜P (f, nˆ)e
P
ab(nˆ)e
i2pif(t−nˆ·~x/c), (1)
where ePab is the polarization tensor. For a P = +, × polarized plane wave propagating in the nˆ direction, the
polarization tensors may be written
nˆ = (cosφ sin θ, sinφ sin θ, cos θ) (2)
e+ab(nˆ) = mˆamˆb − nˆanˆb (3)
e×ab(nˆ) = mˆanˆb + nˆamˆb (4)
mˆ ≡ (sinφ,− cosφ, 0) (5)
nˆ ≡ (cosφ cos θ, sinφ cos θ,− sin θ) (6)
so that ePab(nˆ)e
P ′ab(nˆ) = 2δPP ′ and mˆ, nˆ are basis (Newman-Penrose) vectors that define the coordinate system in
the plane transverse to the direction of propagation.
We assume that the SGWB is Gaussian-distributed and has zero-mean so that its properties are characterized in
terms of the variance or power spectrum (i.e., the spectral density). Considering the possible polarization states, we
express the covariance in terms of Stokes parameters, as( 〈h∗+(f, nˆ)h+(f ′, nˆ′)〉 〈h∗+(f, nˆ)h×(f ′, nˆ′)〉
〈h∗×(f, nˆ)h+(f ′, nˆ′)〉 〈h∗×(f, nˆ)h×(f ′, nˆ′)〉
)
=
1
2
δD(f − f ′)δ
(2)(nˆ− nˆ′)
4pi
(
I +Q U + iV
U − iV I −Q
)
. (7)
The overall intensity, I, and circular polarization, V , are scalar quantities, and hence can be measured through the
monopole of the stochastic background; the Q and U are spin-4 quantities and hence do not contribute to an isotropic,
stochastic, background. Since we are considering the intensity of an isotropic background, for the rest of this discussion
we will take V = Q = U = 0. Note that the intensity is related to the spectral density of the SGWB,
ΩGW ≡ d ln ρGW
d ln f
=
(
4pi2
3H20
)
f3I(f). (8)
Our notation agrees with Refs. [3, 5], where a signal power is defined such that Sh(f) = I(f). We caution that in
Refs. [6–8], a signal power Sh = 2I is defined; this alternate convention is offset by another factor of two, elsewhere
in those references.
III. THE SIGNAL AND COVARIANCE
The measured phase difference at a vertex of the interferometer, Φ, can be written in terms of the gravitational
response in terms of an interferometer phase at that vertex, ∆ϕ, as well as the noise, n,
ΦABC (t) = ∆ϕABC (t) + nABC (t). (9)
The subscript ABC indicates the signal at the interferometer consisting of arms AB and AC, as shown in Fig. 1. It
is straightforward but tedious to show that the phase difference measured at that vertex is given by [5]
∆ϕABC (t) =
∫ ∞
−∞
df
∫
d2nˆ
∑
P
h˜P (f, nˆ)e
i2piftFPABC (nˆ, f ; t), (10)
where
FPABC (nˆ, f ; t) =
1
2
e−i2pifnˆ·~xA(t)/cePab(nˆ)
[
Fab(ˆ`AB(t) · nˆ, f)−Fab(ˆ`AC(t) · nˆ, f)
]
(11)
Fab(ˆ`· nˆ, f) = 1
2
W (f, f∗)ˆ`a ˆ`b
(
sinc
[
f
2f∗
(1− ˆ`· nˆ)
]
e−i
f
2f∗ (3+
ˆ`·nˆ) + sinc
[
f
2f∗
(1 + ˆ`· nˆ)
]
e−i
f
2f∗ (1+
ˆ`·nˆ)
)
(12)
3gives the gain of a detector vertex. The vector ˆ`AB points from vertex A to B, f∗ = c/(2piL), and nˆ is the direction
of gravitational wave propagation. When W = 1, the above expressions fully account for the round trip paths ABA
and ACA as illustrated in the left panel of Fig. 1. To mitigate additional sources of noise, TDI uses longer paths,
which are illustrated in the right panel of Fig. 1. The phase accumulated by these additional paths are given by the
same expressions, but with the time offset by a factor t→ t− 2L/c. The offset in time results in a phase shift in the
time-series Fourier transform. Hence, the factor W (f, f∗) = 1− e−2if/f∗ accounts for the full round trips of the TDI
signal.
To detect the irreducible hum of a SGWB we correlate the response between the different vertices of the constellation
of detectors. Assuming that the SGWB and the noise are uncorrelated, the full response is a sum of the gravitational
wave signal and noise:
〈ΦABC (t) ΦXY Z (t′)〉 =
1
2
∫ ∞
−∞
dfei2pif(t−t
′) [RABC ,XY Z (f ; t, t′)I(f) +NABC ,XY Z (f)] , (13)
where the SGWB intensity response function R for a given detector geometry is given by
RABC ,XY Z (f ; t, t′) =
∫
d2nˆ
4pi
[
F+ABC (nˆ, f ; t)F
∗+
XY Z
(nˆ, f ; t′) + F×ABC (nˆ, f ; t)F
∗×
XY Z
(nˆ, f ; t′)
]
, (14)
and NABC ,XY Z (f) is the correlated noise power between the two detectors. Note that the response depends on time
because of the orbital motion of the spacecraft, although we will ultimately ignore this feature. When assessing the
sensitivity of LISA to a SGWB we wish to determine the minimum intensity I that can be determined in the presence
of noise N , as a function of frequency.
Specializing to LISA (with three spacecraft arranged on the vertices of a fixed equilateral triangle) we can write
the full covariance for the phases measured at each spacecraft as
〈ΦJ(t)ΦJ′(t′)〉 =
 C1 C2 C2C2 C1 C2
C2 C2 C1
 , (15)
where J, J ′ = {ABC , BCA, CAB}. Elsewhere in the literature, ABC , BCA, CAB are labeled as X, Y, Z [9]. The
correlations C1,2 consist of a contribution from the SGWB and from the instrument noise, i.e.
Ci = Si +Ni, (16)
where S is the signal power convolved with the instrument gain, and N is the instrument noise power.
We can construct three orthogonal (i.e., statistically independent) signals by diagonalizing the above covariance
matrix. Note that by diagonalizing the covariance, the cross-correlation between the TDI variables has zero response
Figure 1. (Left) The two round-trip interferometer paths used to compose the Michelson signal. (Right) The two pairs of
round-trip interferometer paths used to compose the Michelson TDI signal ∆ϕABC .
4to both the instrumental noise and the SGWB. The response eigenvectors are
ΦI =
1√
6
(ΦABC − 2ΦBCA + ΦCAB ) (17)
ΦII =
1√
2
(ΦABC − ΦCAB ) (18)
ΦIII =
1√
3
(ΦABC + ΦBCA + ΦCAB ) (19)
which yield a diagonal covariance matrix with entries
CI = CII = C1 − C2 (20)
CIII = C1 + 2C2. (21)
The eigenmodes I, II, III are none other than the time-delay interferometry (TDI) variables A, E, and T. For the
rest of this document we will refer to these eigenmodes by their TDI labels. Hence,
NA = NE = N1 −N2 (22)
NT = N1 + 2N2 (23)
SA = SE = S1 − S2 (24)
ST = S1 + 2S2. (25)
(For comparison, see Eqs. (19-22) of Ref. [9].) We note that the autocorrelations S1 and N1 are sometimes referred to
as the Michelson signal and noise [5, 7]. Confusingly, the eigenmodes A, E, T with W = 1 are also sometimes referred
to as Michelson modes. It might make more sense if they were called Michelson eigen-modes. Finally, we refer to the
eigenmodes A, E, and T with W = 1− e−2if/f∗ as TDI modes.
The intensity response function in Eq. (14) has the property that in the limit of vanishing frequency, for a single
Michelson interferometer,
RABC ,ABC →
2
5
sin2 β (26)
where β = pi/3 is the angle between the detector arms for LISA. We use the same convention as Refs. [3, 5]. On the
other hand, the response function denoted Γ in Refs. [6–8] is related to ours by a factor R = 2Γ. This factor of two
compensates for the different, previously mentioned factor in the signal power.
We specify the response of LISA to gravitational waves as follows. For this simplified discussion, we model the
position of the spacecraft as fixed in space,
~xA = {0, 0, 0} (27)
~xB = L{1/2,
√
3/2, 0} (28)
~xC = L{−1/2,
√
3/2, 0} (29)
where L = 2.5×109 m, or 25/3 cs (light-seconds). Even though the spacecraft are moving relative to the solar system
barycenter (the frame in which we expand the gravitational wave signal), the optimal statistic effectively filters any
correlation with a time-lag much greater than the light-travel time across the constellation [5]. In this discussion we
ignore the relative motion between the instantaneous frames of the spacecraft within this time-lag. See Ref. [10] for
more details.
The intensity response functions for the SGWB covering the full frequency range must be calculated numerically.
We can obtain an analytic approximation by expanding the gain of a detector vertex [given in Eqs. (11) and (12)] in
powers of x ≡ f/f∗  1 and integrating that expansion over the sky to obtain:
R1(f ; t, t) ' |W |2
(
3
10
− 169
1680
x2 +
85
6048
x4 − 165073
159667200
x6 +
132439
2830464000
x8 +O(x10)
)
, (30)
R2(f ; t, t) ' |W |2
(
− 3
20
+
169
3360
x2 − 85
12096
x4 +
29239
45619200
x6 − 251389
5660928000
x8 +O(x10)
)
, (31)
where we have left the factor |W |2 intact to enable switching between Michelson and TDI variables. We have expanded
these response functions to such a high power so that we keep the leading and next-to-leading orders in the expansion
for the T response S1 + 2S2.
510−4 10−3 10−2 10−1 100
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Figure 2. The LISA response functions RA,E and RT along with the fitting functions are shown as function of frequency.
The A and E response functions are constant for f  f∗ and scale as f−2 for f > f∗; the T response function
goes as f6 for f  f∗ and as f−2 for f > f∗, as shown in Fig. 2. We find that an approximate fit for these response
functions is given by
RFitA,E '
9
20
|W |2
[
1 +
(
f
4f∗/3
)2]−1
, (32)
RFitT '
1
4032
(
f
f∗
)6
|W |2
(
1 +
5
16128
[
f
f∗
]8)−1
. (33)
The full response functions and the fits are shown in Fig. 2. It is clear that the T mode is much less sensitive than
the A and E modes.
IV. THE OPTIMAL STATISTIC FOR A STOCHASTIC BACKGROUND
Here we describe the procedure to obtain the optimal statistic for assessing sensitivity to a SGWB [2, 3, 8]. At
issue is how best to distinguish the signal from the noise. As discussed in Ref. [11], the TDI T signal (also called the
Sagnac signal), is much less sensitive to the SGWB at lower frequencies than the A and E signals. Because of this we
can use the T signal to partially remove the instrumental noise from A and E. For simplicity we will assume that the
T mode allows us to completely characterize the instrumental noise associated with the ΦA,E modes, N(t − t′). We
will also ignore any effects due to the motion of the spacecraft, since these are expected to be negligible. This means
that for a stationary SGWB the LISA response is also stationary [5, 12].
Our assumption that the SGWB is stationary allows us to write down an optimal statistic of the form [12]
Cˆ =
∫ T/2
−T/2
∫ T/2
−T/2
∑
i=A,E
[
Φi(t)Φi(t
′)− 1
2
Ni(t− t′)
]
Qi(t− t′)dtdt′, (34)
where Q(t− t′) is a weight that is chosen so as to maximize the signal-to-noise ratio (SNR) of this statistic. Note that
in order to obtain an unbiased statistic with respect to the SGWB we must subtract the instrumental noise. This
might seem unnecessary since if we had access to two signals whose correlation had zero response to the instrumental
noise and non-zero response to the SGWB we could form an unbiased SGWB statistic without subtracting the
instrumental noise. However, as noted after Eq. (15), by diagonalizing the covariance, the cross-correlation between
the TDI variables has zero response to both the instrumental noise and the SGWB. This leaves us with using the
autocorrelation between A and E while using the T signal to estimate and subtract the instrumental noise. The
6expectation value of this statistic is given by
µ ≡ 〈Cˆ〉 = 1
2
∑
i=A,E
∫ T/2
−T/2
Si(t− t′)Qi(t− t′)dtdt′, (35)
=
1
2
∑
i=A,E
∫ ∞
−∞
δ2T (f1 + f2)Si(f1)Q∗i (f2)df1df2, (36)
where δT (f1 + f2) = T sinc[(f1 + f2)piT ] is the finite-time approximation to the Dirac delta function. Note that the
actual measurements will be discrete in time so that in order to write the Fourier transform we have assumed that
the sampling rate is larger than the frequency support for the signal and weight. For a fixed f1 when |f2|  |f1| the
finite-time delta function scales as 1/(f2)
2. In addition to this the width of the finite-time delta function is 1/T . As
long as the filter function is smooth on scales of order 1/T and grows slower than 1/|f2| we have
δ2T (f1 + f2) ' TδD(f1 + f2) (37)
so that
µ ' T
2
∑
i=A,E
∫ ∞
−∞
Si(f)Qi(f)df. (38)
We will see that these conditions on the filter function are satisfied for a wide range of power-law SGWBs towards
the end of this Section.
The square of the estimator is given by
Cˆ2 =
∫ T/2
−T/2
∑
i=A,E
∑
j=A,E
[
Φi(t1)Φi(t
′
1)−
1
2
Ni(t1 − t′1)
] [
Φj(t2)Φj(t
′
2)−
1
2
Nj(t2 − t′2)
]
× Qi(t1 − t′1)Qj(t2 − t′2)dt1dt′1dt2dt′2. (39)
To evaluate the expectation value of the square of the estimator, we must compute〈[
Φi(t1)Φi(t
′
1)−
1
2
Ni(t1 − t′1)
] [
Φj(t2)Φj(t
′
2)−
1
2
Nj(t2 − t′2)
]〉
(40)
= 〈Φi(t1)Φi(t′1)Φj(t2)Φj(t′2)〉+
1
4
Ni(t1 − t′1)Nj(t2 − t′2)−
1
2
〈Φi(t1)Φi(t′1)〉Nj(t2 − t′2)−
1
2
〈Φj(t2)Φj(t′2)〉Ni(t1 − t′1).
Computing each term separately, under the hypothesis that no signal has yet been detected, we have
〈Φi(t1)Φi(t′1)〉 =
1
2
Ni(t1 − t′1), (41)
〈Φi(t1)Φi(t′1)Φj(t2)Φj(t′2)〉 =
1
4
(Ni(t1 − t′1)Nj(t2 − t′2) + δij [Ni(t1 − t2)Nj(t′1 − t′2) +Ni(t1 − t′2)Nj(t′1 − t2)]) ,(42)
where we use the fact that both A and E modes have the same noise power spectra. Combining all of these terms
and summing over i and j we then find
σ2 = 〈Cˆ2〉 = 1
2
∫ T/2
−T/2
[N(t1 − t2)N(t′1 − t′2) +N(t1 − t′2)N(t′1 − t2)]Q(t1 − t′1)Q(t2 − t′2)dt1dt′1dt2dt′2, (43)
=
1
2
∫ ∞
−∞
df1df2df3df4δT (f2 − f3)δT (f1 + f3)N(f1)N(f2)Q(f3)Q(f4)
× [δT (f1 + f4)δT (f2 − f4) + δT (f1 − f4)δT (f2 + f4)] , (44)
' T
∫ ∞
−∞
dfN2(f)Q2(f). (45)
The SNR of this measurement is then given by
SNR =
µ
σ
'
√
T
2
∑
i=A,E
∫∞
−∞ dfSi(f)Qi(f)√∑
i=A,E
∫∞
−∞ dfN
2
i (f)Q
2
i (f)
. (46)
7Our retention of the sum over A, E is a formality, since the signal and noise is the same for the two detector eigenmodes.
Hence, we can write
SNR =
√
T
∫∞
−∞ dfSA(f)QA(f)√∫∞
−∞ dfN
2
A(f)Q
2
A(f)
. (47)
To determine what filter function QA(f) will maximize the SNR, we introduce a noise-weighted inner product
(A,B) ≡
∫ ∞
−∞
dfA(f)B(f)N2A(f). (48)
With this the SNR can be written as
SNR =
√
T
(SA/N2A, QA)√
(QA, QA)
. (49)
It is clear that the SNR will be maximized if QA(f) = λSA(f)/N2A(f), where λ is some normalization. With this
choice, the optimal SNR is given by
SNR =
[
T
∫ ∞
−∞
df
S2A(f)
N2A(f)
]1/2
=
T ∑
i=A,E
∫ ∞
0
df
S2i (f)
N2i (f)
1/2 , (50)
where in this last equality we have divided by two to rewrite the integrand as a sum over A and E modes, and
multiplied by two in changing the range of integration.
As we will see next, at small frequencies Q ∝ f8S(f) due to the acceleration noise, and at large frequencies
Q ∝ f−2S(f) due to the frequency of the instrument response. Our ability to approximate the finite-time delta
function as a Dirac delta function relies on the filter growing slower than 1/|f |. This means that our SNR expression
will be correct as long as we have −5 < |∂ lnS(f)/∂ ln f | at f . f∗ and |∂ lnS(f)/∂ ln f | < 3 at f & f∗. If the SGWB
has a power-law index outside of this range then we cannot approximate the finite-time delta function as a Dirac delta
function and the SNR of this statistic will take a different form.
V. LISA NOISE MODEL
Expressions for the expected noise power spectra are given in the LISA Science Requirements Document [13]. The
dominant sources of noise in this idealized treatment are due to acceleration noise and optical path-length fluctuations,
with rms amplitudes √
(δa)
2
= 3× 10−15 m/s2,
√
(δx)
2
= 1.5× 10−11 m. (51)
The acceleration and optical metrology noise are given by
Sa =
SI
4(2pif)4
, Ss = SII , (52)
where
SI = 4
(√
(δa)
2
/L
)2
(1 + (f1/f)
2) Hz−1 = 5.76× 10−48(1 + (f1/f)2)s−4 Hz−1 (53)
SII =
(√
(δx)
2
/L
)2
Hz−1 = 3.6× 10−41Hz−1 (54)
with L = 2.5× 109 m, f1 = 0.4 mHz. These noise spectra contribute to the interferometer noise (see, e.g., Ref. [5])
N1 =
[
4Ss(f) + 8[1 + cos
2(f/f∗)]Sa(f)
]
|W |2, (55)
N2 = −[2Ss(f) + 8Sa(f)] cos(f/f∗)|W |2. (56)
8The noise of the A and E signals is given by
NA,E = N1 −N2 =
(
(4 + 2 cos(f/f∗))Ss + 8(1 + cos(f/f∗) + cos2(f/f∗))Sa
) |W |2 (57)
' (6Ss + 24Sa)|W |2. (58)
where the latter expression is obtained under a low-frequency approximation, cos(f/f∗) ' 1, which provides a good
fit to the exact noise curve without the high frequency wiggles. We use these expressions for the noise in Eq. (50).
With these results in hand, we can determine the inverse noise-weighted response to the variance in the SGWB
intensity or spectral density
ΣI =
[(RA
NA
)2
+
(RE
NE
)2]−1/2
, ΣΩ = ΣI
4pi2f3
3H20
, ΩGW = I
4pi2f3
3H20
. (59)
In terms of these new variables, the SNR is
SNR2 = T
∫ ∞
0
df I2/Σ2I = T
∫ ∞
0
df Ω2GW /Σ
2
Ω. (60)
We repeat for the impatient reader that T is the time of observation, e.g. 4 years. We use Eqs. (59-60) to evaluate
the signal-to-noise ratio of LISA for a given SGWB.
The sensitivity to the intensity is therefore
ΣI =
1√
2
NA
RA (61)
' 1√
2
6Ss + 24Sa
9
20
[
1 +
(
f
4f∗/3
)2]−1 . (62)
We refer to Eq. (61), using Eq. (57) for the noise and the exact expression Eq. (14) for the response, as our exact, nu-
merical result. The second expression, Eq. (62), gives our approximation which uses the low-frequency approximation
in Eq. (58) for the noise and the fitting function Eq. (32) for the response, whereby
ΣI '
√
2
20
3
[
SI(f)
(2pif)4
+ SII(f)
] [
1 +
(
f
4f∗/3
)2]
. (63)
We note that the factors of W for the extra TDI paths cancel exactly from both numerator and denominator in
our idealized treatment. The boxed equations, with noise spectra given in Eqs. (53-54), are sufficient to specify the
signal-to-noise ratio of LISA for a given SGWB.
VI. POLARIZATION- AND SKY-AVERAGED LISA SENSITIVITY FOR DETERMINISTIC POINT
SOURCES
The optimal SNR for a deterministic point source takes a slightly different form. Examples of such sources are a
spinning neutron star or a binary merger. This is a standard calculation [6], although the detector response is not
usually included for reasons of generality. We start by identifying the signal S as the interferometer phase Φ convolved
with a filter, Q
Cˆ =
∑
i=A,E
∫ T/2
−T/2
dtΦi(t)Qi(t) =
∑
i=A,E
∫ ∞
−∞
df1df2δT (f1 + f2)Φi(f1)Qi(f2). (64)
The expectation value of this statistic is then given by
µ ≡ 〈Cˆ〉 =
∑
i=A,E
∫ ∞
−∞
df1df2δT (f1 + f2)∆ϕi(f1)Qi(f2). (65)
If the source has a broad frequency dependence then the finite-time delta function approximates a Dirac delta; in
other words, the source passes through the LISA band in a time much shorter than the observation. For the following
9discussion we will focus attention on those sources with a Fourier transform that is smooth on frequencies around and
below 1/T so that we can write the signal as
µ '
∑
i=A,E
∫ ∞
−∞
df∆ϕi(f)Q
∗
i (f). (66)
The squared noise is the mean of the square of this same convolution in the absence of signal,
σ2 =
∑
i=A,E
∫
dt dt′Qi(t)Qi(t′) 〈Φ(t)Φ(t′)〉, (67)
=
∑
i=A,E
∫
dt dt′Qi(t)Qi(t′)
1
2
Ni(t− t′), (68)
'
∑
i=A,E
∫ ∞
−∞
df |Qi(f)|2 1
2
N∗i (f), (69)
where in the last line we again approximated the finite-time delta function as a Dirac delta function. Here we introduce
the inner product
(A,B) ≡
∫ ∞
−∞
df
A(f)B(f)
1
2Ni(f)
(70)
to facilitate writing the SNR as
SNR2 =
µ2
σ2
=
(∑
i=A,E(∆ϕi,
1
2NiQi)
)2
∑
i=A,E(
1
2NiQi,
1
2NiQi)
. (71)
This ratio is clearly maximized by the filter Qi = λ∆ϕi/
1
2Ni, where λ is some normalization, whereupon
SNR2 =
∑
i=A,E
(∆ϕi,∆ϕi) =
∑
i=A,E
∫ ∞
−∞
df
|∆ϕi(f)|2
1
2Ni(f)
. (72)
If the signal was exactly equal to the gravitational wave amplitude, ∆ϕi = h˜, then we would recover a standard
formula
SNR2 =
∑
i=A,E
4
∫ ∞
0
df
|h˜(f)|2
Ni(f)
, (73)
where h˜ is the Fourier transform of the wave. However, the signal is the interferometer phase, so to take into account
the response of the detector, we adapt Eqs. (13) and (14) and we have
SNR2 =
∑
i=A,E
4
∫ ∞
0
df
|∆ϕi(f)|2
Ni(f)
, (74)
|∆ϕi(f, nˆs)|2 =
∣∣∑
P
h˜P (f)F
P
i (nˆs, f ; t)
∣∣2, (75)
where nˆs is a unit vector that points to the source. To calculate the SNR due to a specific object, this is the expression
to use. Note that the direction of this vector will change in time due to the motion of LISA relative to the source
location. However, we are going to proceed under the assumption that the instrumental response varies on the time-
scale of days to weeks due to the orbital motion of the spacecraft whereas the signal oscillates on seconds to hour-long
time-scales.
We proceed for the case of an average source, like a radiating binary. We assume that the source is in a plane
with a normal that points in the uˆ direction (for a binary this is the orbital angular momentum). This axis defines a
coordinate system in which we can establish a natural basis on the sky
eˆ′x ≡
nˆs × uˆ
|nˆs × uˆ| , eˆ
′
y ≡ −
nˆs × eˆ′x
|nˆs × eˆ′x|
. (76)
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From this we can define a set of GW tensors in the usual way:
e
′+
ab (nˆs, uˆ) = (eˆ
′
x)a(eˆ
′
x)b − (eˆ′y)a(eˆ′y)b, (77)
e
′×
ab (nˆs, uˆ) = (eˆ
′
x)a(eˆ
′
y)b + (eˆ
′
y)a(eˆ
′
x)b. (78)
This set of polarization tensors are related to the detector-defined polarization tensors [see Eqs. (3)-(4)] through a
polarization matrix
RAB(ψ) ≡
(
cos 2ψ sin 2ψ
− sin 2ψ cos 2ψ
)
, (79)
where eA = RAB(ψ)e
′B . Defining ν ≡ nˆs · uˆ = cos θu the gravitational wave received at the detector can be written
hab(f) = A(f)
[
g+(ν)R
+
A(ψ)e
′A
ab(θu, φu) + g×(ν)R
×
A(ψ)e
′A
ab(θu, φu)
]
. (80)
The most agnostic assumption is that we do not have any prior information on the direction of uˆ. In this case we can
average over the orientation uˆ as well as the direction nˆs of the source on the sky, in which case we take
|∆ϕi(f)|2 → 1
4pi
∫
dΩu
1
4pi
∫
dΩns
∣∣∣∣∑
P
h˜P (f)F
P
i (nˆs, f ; t)
∣∣∣∣2, (81)
=
1
2
h¯2(f)Ri(f), (82)
h¯2(f) ≡ A
2(f)
2
∫
dθu sin(θu)
[
g2+(θu) + g
2
×(θu)
]
. (83)
Averaging over polarization is implicit in Eqs. (81-82) so that the polarization- and sky-averaged SNR is finally
SNR2 =
∑
i=A,E
4
∫ ∞
0
df
Ri(f)
Ni(f)
1
2
h¯2(f) =
∫ ∞
0
df
h¯2(f)
Σh(f)
. (84)
By collecting terms in the middle expression above, we define the noise power spectral density Σh for deterministic
sources in terms of the detector noise N and response R,
Σh =
2 ∑
i=A,E
Ri(f)
Ni(f)
−1 . (85)
For the exact, numerical sensitivity we use Eqs. (57), (14) for the noise and response. For the low-frequency approxi-
mation, we use Eqs. (58), (32). Hence, the signal-to-noise ratio is given by
SNR2 =
∫ ∞
0
df
h¯2(f)
Σh(f)
(86)
with
Σh ' 1
2
20
3
[
SI(f)
(2pif)4
+ SII(f)
]
R(f) (87)
where R(f) = 1 + (f/f2)
2 and f2 = 25 mHz (note that with L = 2.5× 109 m we have 4f∗/3 = 25.4 mHz). This SNR
is useful for cases in which the waveforms are known. Note that a nearly monochromatic continuous wave source does
not satisfy this condition.
The range of integration in the SNR for burst sources is set by considerations of the noise properties of the instrument
(i.e., fmin ' 10−5 Hz and fmax ' 1 Hz). However, we can generalize this expression for the SNR to cover continuous
wave sources which sit for an extended period of time within the LISA band by taking fmin = max(10
−5 Hz, fobs) and
fobs is set by the time the object has been observed. Likewise, fmax = min(1 Hz, fm) and fm is an upper frequency
based on the source, like the ISCO for a binary merger. See Ref. [14] for details.
It may be surprising that the sensitivity for a continuous source differs from that of a SGWB. However, the optimal
statistic is responding to an important difference between these two cases. Namely for a continuous source the signal
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is linear in wave amplitude, whereas for a SGWB the signal is the intensity, which is quadratic in wave amplitude.
Since I ∝ h2, it follows that the uncertainty in the intensity is related to the uncertainty in the wave amplitude
δI ∝ 2hδh. Consequently, the sensitivity to I should be half of that to h, assuming that we restrict our simplistic
argument to one TDI mode. Indeed, revisiting Eqs. (63) and (87) for one TDI mode, ΣI,1 =
√
2ΣI and Σh,1 = 2Σh.
Comparing these expressions, we find that ΣI,1 = 2Σh,1, as expected. A similar behavior for the sensitivity of pulsar
timing arrays to a SGWB and deterministic signal has recently been pointed out in Ref. [15].
VII. WORKED EXAMPLES
Here we will present worked examples of how to apply the SNR expressions to determine sensitivity to various
sources of cosmological interest.
A. LISA sensitivity curve to a SGWB
10−5 10−4 10−3 10−2 10−1 100
f (Hz)
10−13
10−11
10−9
10−7
10−5
Ω
G
W
Figure 3. The integrated sensitivity of LISA to a power-law SGWB with SNR = 5 and observation time T = 4 years.
We now compute the sensitivity of LISA to a SGWB. We require the signal to noise ratio as given in Eqs. (59-60),
SNR =
[
T
∫ fmax
fmin
df
Ω2GW
Σ2Ω
]1/2
, (88)
to exceed SNR = 5 for T = 4 years observation. A reasonable range of frequencies is fmin = 0.1 mHz and fmax =
0.1 Hz. In the case of a flat, scale-invariant spectrum, assuming H0 = 67 km/s/Mpc [16], we obtain ΩGW = 4.7×10−13,
or ΩGWh
2 = 2.1 × 10−13. We stress that this includes both A and E TDI modes. This is an idealization, which we
have made clear throughout, as we ignore foreground contamination, non-Gaussianities, data interruptions, and other
systematics. For example, we expect that the scientific data set will be shorter, due to engineering tests and cuts
in the data. The LISA Science Requirements document [13] projects that “the duty cycle of usable science data
at full (nominal) performance shall be greater than 75%,” which we interpret to mean a T ≥ 3 year data set. To
adjust our forecast accordingly, ΩGW is scaled upwards by a factor
√
4/3. Hence, we obtain ΩGW = 5.4× 10−13, or
ΩGWh
2 = 2.4× 10−13.
In the case of a scale-free, power-law spectrum, we use the method of Thrane and Romano [7] to draw the integrated
sensitivity curve. The procedure is as follows.
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1. We model the SGWB as a power-law so that ΩGW (f) = ΩGW,0(f/f0)
nT .
2. For each value of the spectral index nT we determine the threshold ΩGW,0 that yields SNR = 5.
3. We draw the maximum of the locus of curves consisting of ΩGW (f) for each value of nT and ΩGW,0, at each
frequency. This gives the integrated sensitivity curve.
The integrated SGWB sensitivity curve using all TDI modes is shown in Fig. 3. The curve shows that by combining
information from the A and E modes, a four-year-long LISA mission can detect a SGWB as low as ΩGW ' 4.7×10−13
with SNR = 5. Any power-law spectrum that intersects with the above curve is detectable at SNR=5.
In the case of a SGWB with any other shape within the sensitivity range, e.g. a broken power-law, then drawing such
a curve is only useful to guide expectations. The sensitivity is determined by evaluating the SNR on a case-by-case
basis.
B. Computing the Fisher matrix
We can also use a Fisher analysis to determine how well a gravitational wave observatory can infer parameters
associated with the spectral density of a SGWB [17, 18]. In order to perform this analysis we need to identify the
data and then compute its covariance. Laser interferometers monitor the phase difference between light traveling along
different paths, Φa(ti) = ∆ϕa(ti) +na(ti), where ∆ϕa(ti) is due to gravitational waves and na(ti) is the instrumental
noise. We will denote the time interval between these measurements by ∆t = ti+1 − ti.
We will divide up the total dataset of duration T into time intervals of duration 1/fl, where fl is the highest frequency
we are interested in (for LISA’s nominal design fl = 0.1 Hz; see Fig. 3). We imagine performing a Fourier analysis on
each interval and will assume that different intervals are statistically independent (this is a better approximation the
further separated the intervals get in time) [19, 20]. In this way we obtain M ≡ flT quasi-independent measurements
in each frequency bin fi. The ‘data’ is then given by each phase measurement, {Φ(1)a (fi),Φ(2)a (fi), . . . ,Φ(M)a (fi)}, for
the two independent modes a = A,E. The mean of the data vanishes and its covariance is diagonal and is given by
C ≡ 〈Φ(p)a (fi)Φ(q)b (fj)〉, (89)
=
1
2
[Sa(fi) +Na(fi)] δijδpqδab. (90)
Assuming that the data are a realization of a Gaussian distribution, then the Fisher information matrix is given by
[17]
Fαβ =
1
2
Tr
[
C−1
∂C
∂θα
C−1
∂C
∂θβ
]
, (91)
=
1
2
M
∑
a=A,E
∑
i
∂Sa(fi)
∂θα
∂S(fi)
∂θβ
[Na(fi) + Sa(fi)]2
, (92)
' 1
2
T
∑
a=A,E
∫ fh
fl
∂Sa(f)
∂θα
∂Sa(f)
∂θβ
[Na(f) + Sa(f)]2
df, (93)
where we integrate to maximum frequency fh ' 1/∆t, θa is a parameter used to model the SGWB, and we have
assumed that the instrumental noise can be completely characterized by monitoring the Sagnac (T -mode) signal.
Rewriting the signal in terms of ΩGW [3] we have
Fαβ =
9H40
32pi4
T
∑
a=A,E
∫ fh
fl
∂ΩGW (f)
∂θα
∂ΩGW (f)
∂θβ
R2a(f)
[Na(f) +
3H20
4pi2f3 ΩGW (f)Ra(f)]2
df
f6
.
The inverse of the Fisher matrix is the parameter covariance matrix giving us estimates for their uncertainties (see,
e.g., Ref. [21]).
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C. A Binary Inspiral
We consider the sensitivity of LISA to a black hole binary inspiral far from merger. We describe such a system in
terms of a waveform
h˜+ = A(f)
1 + cos2 θu
2
eiΨ (94)
h˜× = A(f)i cos θueiΨ (95)
where θu describes the inclination of the orbit relative to our line of sight, and Ψ is the phase. The amplitude is
A(f) =
√
5
24
(GM/c3)5/6
pi2/3(D/c)
f−7/6, (96)
valid for frequencies far below the frequency at the innermost stable compact orbit, whereM is the chirp mass and D
is the comoving distance. (See Refs. [14, 22] for more details.) Note that M and f are in the source reference frame.
Adapting Eqs. (80), (83), we obtain
h¯2(f) =
4
5
A2(f) =
(GM/c3)5/3
6pi4/3(D/c)2
f−7/3. (97)
We can apply this to Eqs. (86), (87) to evaluate the signal-to-noise ratio. If we assume that the binary is radiating
when the detector turns on, and subsequently evolves out of the sensitivity window, then the range of frequency for
integration of the SNR extends from the initial frequency up to the highest frequency detectable, which is about 1 Hz.
Figure 4. The characteristic strain hc due to a system identical to GW15094 [23] that is radiating in the LISA band for 10
years prior to merger (dashed line), is shown relative to the strain sensitivity 2
√
fΣh (solid line).
As a classic example [24], we consider a system identical to GW150914 [23] that is radiating in the LISA band
for several years prior to merger. We take M1 = 36M, M2 = 29M, and place the binary at z = 0.09 in a
standard cosmology with ΩM = 0.3, ΩΛ = 0.7, h = 0.7 so that DL = 411.5 Mpc. The chirp mass is M =(
(M1M2)
3/(M1 +M2)
)1/5 ' 28M. We consider the situation that when LISA first spots the binary, it is radiating
at a frequency fr in the binary rest frame, or fi = fr/(1 + z) in the reference frame of the observer. This predicts a
time to merger in the binary frame
tmerge =
5
256pi8/3
(
GM/c3)−5/3 f−8/3r (98)
which is ∆tobs = (1 + z)tmerge in the observer frame. For convenience, we imagine observing the binary in the LISA
window 4 (10) years before merger, so that ∆tobs ' 4 (10) years implies fr = 0.018 (0.013) Hz and fi = 0.016 (0.012) Hz
[24]. Using Eq. (97), we find that the characteristic strain is
hc = hc(fi) (f/fi)
−1/6
, hc(fi) =
√
2
3
(GM(1 + z)/c3)5/6f−1/6i
pi2/3(DL/c)
(99)
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with hc(fi) ' 1.2 × 10−20 and h¯ = hc/(2f), and f is now in the reference frame of the observer. We can now use
Eqs. (86) and (87), integrating from fi up to fmax = 1 Hz,
SNR2 =
∫ fmax
fi
df
h¯2(f)
Σh(f)
=
∫ fmax
fi
d ln f
h2c(f)
4fΣh(f)
. (100)
Fig. 4 shows the characteristic strain hc relative to the characteristic strain sensitivity,
√
4fΣh. A good rule of thumb
for assessing detectability is that the strain must lie half an order of magnitude above the strain sensitivity over an
order of magnitude span in frequency. In our worked case, the result is SNR = 2.3 (3.4) as shown in Table I, which is
just at the threshold of detection.
GW150914 Benchmarks
Time to merger 4 years 10 years
min(f)|obs 0.016 Hz 0.012 Hz
SNR = 5, Eq. (87) 2.3 3.4
SNR = 5, Eq. (85) 2.7 3.8
Table I. The SNR for LISA to observe a system identical to GW150914 under various conditions. The left (right) column shows
the case that the binary is radiating for 4 (10) years before merger in the reference frame of the observer. The SNR is calculated
first using the low-frequency approximation to the sensitivity, given in Eq. (87). Second, the SNR is calculated using the exact,
numerical results for the noise and response functions in Eq. (85). All SNR values include two independent TDI modes.
VIII. DISCUSSION
We have presented expressions for the optimal signal-to-noise ratio for LISA, in particular the power spectral density
ΣΩ for sensitivity to a SGWB and Σh for the sky- and polarization-averaged sensitivity to a deterministic source. We
have illustrated each with a worked example. We envision that these tools should enable a cosmologist to be able
to assess the detectability of any new source of gravitational waves. These examples include benchmarks for easy
comparison of methods. LISA should be able to observe a SGWB with ΩGWh
2 = 2.1× 10−13 assuming T = 4 years
at SNR = 5. A binary black hole system that is identical to GW150914, radiating for 4 years prior to merger, would
be marginally resolved with SNR = 2.3. Both are obtained through idealized calculations that ignore the presence of
foregrounds and other systematic effects beyond the noise model.
Additional, independent sources of noise, beyond the instrumental noise modeled herein, can be included easily
in the SNR expressions. For example, a noise spectral density representing a foreground of unresolved sources ∆Ni
can be included by replacing Ni → Ni + ∆Ni in Eqs. (50) and (84). Covariance or cross-correlation across different
detectors is straightforward to calculate, but is beyond the scope of this article.
The tools we have presented may be naively extended to other space-borne gravitational wave observatories, such as
TianQin [25] and the DECi-hertz Interferometer Gravitational wave Observatory (DECIGO). TianQin is a LISA-like
constellation of three drag-free spacecraft, but orbiting the Earth with separation L =
√
3 × 108 m. The targeted
acceleration noise and optical path-length fluctuation rms amplitudes are
√
(δa)2 = 10−15 m/s2 and
√
(δx)2 =
10−12 m. Assuming identical TDI modes as for LISA, then the equations in Secs. V and VI can be adapted (and
rescaled, as for f1) to obtain ΣΩ for sensitivity to a SGWB and Σh for polarization- and sky-averaged sensitivity to
a deterministic source. DECIGO is another LISA-like constellation, but with arm length L = 1000 km.
We provide a Mathematica notebook, available to download from our url, to facilitate easy computation. The
notebook contains easy to use tools for SGWB studies. This includes a data table for ΣI using the calculated
response functions, the analytic expression for ΣI to enable fast calculation of SNR for a SGWB, as well as a data
table for the SNR = 5 integrated sensitivity curve shown in Fig. 3 for easy graphing. For studies of continuous sources,
a data table and analytic expression for Σh are included, as well as a data table for the strain sensitivity curve shown
in Fig. 4.
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