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Genomes are more than linear sequences. In vivo they exist as elaborate physical struc-
tures, and their functional properties are strongly determined by their cellular organization.
I discuss here the functional relevance of spatial and temporal genome organization at three
hierarchical levels: the organization of nuclear processes, the higher-order organization of
the chromatin fiber, and the spatial arrangement of genomes within the cell nucleus. Recent
insights into the cell biology of genomes have overturned long-held dogmas and have led to
new models for many essential cellular processes, including gene expression and genome
stability.Introduction
We usually think of genomes abstractly as one-dimen-
sional entities that are purely defined by their linear DNA
sequences. Reality, of course, is far more complex. The
DNA helix is folded hierarchically into several layers of
higher-order structures that eventually form a chromo-
some (Woodcock, 2006). In this way, DNA is compacted
and can be accommodated in the limiting space of the
cell nucleus. The spatial arrangement of the chromatin fi-
ber and the genome as a whole dramatically affects the
function of DNA, and knowing the sequence of a genome
is insufficient to understand its physiological function.
In addition to the complex arrangement of the genetic
information itself, the cellular factors that read, copy, and
maintain the genome are organized in sophisticated pat-
terns within the cell nucleus (Lamond and Spector, 2003;
Misteli, 2005). Many transcription factors, chromatin pro-
teins, andRNA-processing factors are compartmentalized
and accumulate in distinct nuclear domains; specific
nuclear processes such as transcription and replication
occur at spatially defined locations in the nucleus. The
organizational properties of genomes and themachineries
that act on them create an elaborate architectural environ-
ment in which genomes must function. How they do so is
one of the great challenges in modern cell biology.
Uncovering the cell biology of genomes is fundamental.
Although comparative genome analysis and large-scale
mapping of genome features have yielded insights into
the physiological role of genetic information, these efforts
shed little light onto the Holy Grail of genome biology,
namely the question of how genomes actually work
in vivo. The elucidation of the cellular organization of ge-
nomes and its impact on genome regulation is a logical
next step after the completion of sequencing projects.
Understanding genome function within its architectural
framework is also highly relevant for biotechnological
applications that range from stem cell differentiation tosomatic cloningandgene therapy asall of theseprocesses
involve massive reorganization of nuclear architecture.
Knowledge of the functional interplay between genome
organization and activity will significantly contribute to
making these applications more efficient and controllable.
Cellular organization of genome function occurs at three
hierarchical levels: the spatial and temporal organization
of nuclear processes themselves, including transcription,
RNA processing, DNA replication, and DNA repair; the
organization of chromatin into higher-order domains;
and the spatial arrangement of chromosomes and genes
within the nuclear space. Each one of these levels has
regulatory potential, and all are interdependent. Several
simple questions serve as guideposts to unravel the com-
plex structure-function interplay of the genome in the cell:
How are genome processes and genomes organized in
3D space? What are the fundamental principles of organi-
zation? What are the molecular mechanisms that give rise
to the organization patterns? What are the physiological
consequences of spatial genome organization? Emerging
answers to these questions are now leading to unprece-
dented insights into genome biology and to new, un-
expected models of genome function.
Cellular Organization of Nuclear Processes
A hallmark of many nuclear processes is their spatial com-
partmentalization.Most nuclear eventsdonot occur ubiqui-
tously throughout the nucleus but are limited to specific,
spatially defined sites that often occur in dedicated nuclear
bodies (LamondandSpector, 2003;Misteli, 2005).Remark-
ably, commonmechanisms appear to organize someof the
vastly different, fundamental nuclear processes.
The Organization of Transcription
The most fundamental of all genome functions is tran-
scription. Surprisingly, there is still much uncertainty as
to how transcription is organized within the nucleus
(Cook, 1999; Chakalova et al., 2005). Visualization ofCell 128, 787–800, February 23, 2007 ª2007 Elsevier Inc. 787
Figure 1. Compartmentalization of Nu-
clear Processes
Transcription, replication, and DNA repair
are compartmentalized. (A) Transcription sites
visualized by incorporation of bromo-UTP, (B)
replication sites visualized by incorporation of
bromo-dUTP, and (C) repair sites visualized
by accumulation of repair factor 53BP1 at
a double-strand break (DSB) are shown. In all
cases, components are dynamically recruited
from the nucleoplasm as single subunits or
small preassembled subcomplexes. (A) is re-
printed with permission from Elbi et al., 2002,
(B) is courtesy of Rong Wu and David Gilbert
at Florida State University, and (C) is courtesy
of Evi Soutoglou from the National Cancer
Institute, NIH.transcription sites reveals the presence of several thou-
sand distinct sites that appear to be randomly dispersed
throughout the nuclear volume (Wansink et al., 1993;
Figure 1A). Influenced largely by in vitro analysis of the
transcription machinery, it was long assumed that this dis-
tribution represents RNA polymerases (RNA pol) elongat-
ing along genes. But an alternative and increasingly plau-
sible view is that these sites correspond to subnuclear
transcription centers (Cook, 1999; Chakalova et al.,
2005; Figure 1A). As originally proposed by Cook, these
‘‘transcription factories’’ are transcription hot spots that
harbor enough transcription factors and polymerases to
serve multiple genes (Cook, 1999). The organization of
transcription in centralized structures that contain multiple
transcription machineries is consistent with the presence
of an estimated 65,000 active RNA pol II molecules but
fewer than 10,000 transcription sites in a HeLa cell. Con-
sidering that most active RNA pol II genes only contain
one active polymerase at any time, transcription factories
would contain between 6 and 8 actively elongating poly-
merases and would probably transcribe multiple genes
at a time (Cook, 1999). The organization of RNA pol II tran-
scription into distinct sites is not unprecedented, as it is
analogous to thewell-established clustering and compart-
mentalization of ribosomal RNA genes, which are tran-
scribed by RNA pol I within the nucleolus in large, special-
ized transcription centers (Raska et al., 2006).
The compartmentalization of transcription has the obvi-
ous advantage of concentrating the required factors to
ensure efficient interactions amongst components of the
transcription machinery (Cook, 1999; Chakalova et al.,
2005). An attractive possibility is that different transcription
factories contain distinct sets of transcription components
and thus create distinct transcriptional environments.788 Cell 128, 787–800, February 23, 2007 ª2007 Elsevier Inc.Regulation of multiple genes may then be coordinated by
their association with shared transcription factories of
particular composition. At present, however, this idea is
largely hypothetical as little evidence exists for differential
composition amongst transcription sites.
The Dynamic Nature of Transcription Complexes
Despite the organization of transcription into structural
compartments, biochemical-analysis and in vivo-imaging
approaches have recently revealed that the transcription
machinery is surprisingly dynamic and significantly deter-
mined by stochastic events (Misteli, 2005). These proper-
ties are basedon the highly transient interaction of proteins
with chromatin. In vivo analysis of many transcription fac-
torsandchromatinproteinssuggests thatmostof themun-
dergo rapid cycles of binding and unbinding on chromatin,
with dwell times on the order of only a few seconds (Phair
et al., 2004). Upon unbinding, proteins are able to freely
diffuse through the nuclear space, which allows them to
scan the genome for specific binding sites by using a hit-
and-run mechanism (Misteli, 2001b; Hager et al., 2002).
Direct evidence for the highly dynamic nature of tran-
scription complexes comes from observing transcription
factors on their specific target genes in living cells. The
glucocorticoid- and estrogen-receptor transcriptional co-
activators bind to their specific response elements in the
promoter regions of target genes with residence times
on the order of only a few seconds (McNally et al., 2000;
Stenoien et al., 2001), and several of their interaction part-
ners bind equally transiently to the promoter (Becker et al.,
2002). In addition, binding of NFkB on its cognate sites is
highly transient (Bosisio et al., 2006). These findings on ar-
tificial promoter arrays are strongly corroborated by anal-
ysis of the assembly dynamics of RNA pol I subunits on
endogenous ribosomal RNA genes (Dundr et al., 2002).
All RNA pol I subunits undergo rapid exchange at the pro-
moter and stably associate with chromatin only when they
are incorporated into an elongation complex. Assembly of
the polymerase appears to occur in a stepwise process by
largely stochastic collisions of subunits with the polymer-
asemachinery at the promoter (Dundr et al., 2002). Further
evidence for dynamic subunit assembly of transcription
complexes comes from observation in Drosophila, where
heat shock factor (HSF) becomes rapidly recruited and im-
mobilized on its target genes upon heat shock, and HSF
dynamics appear to differ from the polymerase proper
(Yao et al., 2006). These observations challenge the tradi-
tional view of the holoenzyme being recruited to a gene in
a single step, although they do not rule out that assembly
occurs, at least in part, from preassembled subcomplexes
(Schneider and Nomura, 2004).
Organization of DNA-Replication and -Repair Sites
The organization of transcription into distinct sites and
their highly dynamic nature might be surprising at first,
particularly in light of the more static view from traditional
in vitro experiments. But similar principles of organization
and dynamics also apply to other essential nuclear
processes including DNA replication and repair.
Replication occurs at nuclear sites referred to as ‘‘repli-
cation factories’’ (Cook, 2002; Figure 1B). These factories
associate with multiple replication origins and contain the
entire replication machinery as well as additional factors
involved in chromatin assembly and cell-cycle regulation.
In a manner similar to transcription factories, replication
factories form by recruitment of replication factors from
an unbound, freely diffusing nucleoplasmic pool during
S phase, and assembly occurs in a stochastic fashion
from single subunits rather than from recruitment of preas-
sembled replication machineries (Sporbert et al., 2002;
Figure 1B). Once assembled, some components of the
replication machinery, including the PCNA clamp, are sta-
bly incorporated for the duration of the replication cycle,
which is typically on the order of a few minutes, whereas
others rapidly exchange with the nucleoplasm (Sporbert
et al., 2002; McNairn et al., 2005). The differences in resi-
dence times most likely reflect the specific temporal
requirement of each factor in the replication process.
The formation and maintenance of replication factories is
entirely driven by the replication process alone, which
strongly suggests that the replication factories are self-
organizing structures (Kitamura et al., 2006).
The highly dynamic nature of replication factories is crit-
ical for their proper functionas theplasticity of thesesites is
essential for progression of replication along chromo-
somes. Elegant photobleaching studies have demon-
strated that a replication factory persists for a fewminutes
before it disassembles (Sporbert et al., 2002). A new fac-
tory is then assembled de novo from the unbound pool of
factors. Remarkably, the new factory forms immediately
adjacent to the previous one, thus ensuring ordered
spreading of replication. The ability of the replication ma-
chinery to progress thus relies entirely on the dynamic
nature of replication foci and their ability to rapidly disas-semble and then reassemble at a new site (Sporbert
et al., 2002).
DNA repair is similarly compartmentalized. It involves
the rapid recruitment to sites of damage of key factors
from a diffuse pool to form spatially defined repair foci in
which DNA repair eventually occurs (Essers et al., 2006;
Figure 1C). These repair centers may form at a single
site of DNA damage, but observations in Saccharomyces
cerevisiae suggest that a repair focus may also serve mul-
tiple damaged sites (Lisby et al., 2003). Whether this also
applies to mammalian cells remains to be seen. Repair
foci form in a highly dynamic fashion, and factors rapidly
accumulate at damage sites upon induction of double-
strand breaks (DSBs; Houtsmuller et al., 1999; Politi
et al., 2005; Bekker-Jensen et al., 2006). The recruitment
of a multitude of factors occurs from single subunits rather
than from preassembled repair machinery as demon-
strated by the differential kinetics of recruitment of various
factors (Politi et al., 2005). As for replication and transcrip-
tion factors, recruitment is not a directed process but oc-
curs via the capturing of freely diffusing molecules from
the nucleoplasm. The repair factors remain associated
with the repair centers for various periods of time
depending on their function and then diffuse away once
they have completed their task (Houtsmuller et al., 1999;
Politi et al., 2005).
The Stochastic, Self-Organizing Nature
of Nuclear Processes
The emerging view from these studies is that assembly of
large macromolecular complexes on chromatin occurs
via recruitment of soluble subunits from a nucleoplasmic
pool. This is accomplished by stochastic interactions of
single subunits or small preformed subcomplexes (Misteli,
2001b; Figure 1). Stochastic assembly from subunits
intuitively seems to be an inefficient way to ensure the
establishment of functionalmachinery. However, given the
ability of most nuclear proteins to rapidly roam the nucleus
for specific binding sites, even relatively low-abundance
proteins frequently encounter specific target sites (Misteli,
2001b). Considering thatmany genes only fire sporadically
and that most replication and repair sites only require the
presence of a few copies of a particular component, prob-
abilistic interactions of factorswith chromatin are sufficient
to sustain their functionality. In addition, although the bind-
ing of each single subunit may be relatively inefficient, the
presence of assembled intermediates most likely facili-
tates the incorporation of subsequent subunits into an as-
sembling complex in a cooperative fashion (Dundr et al.,
2002; Agresti et al., 2005).
An important and often neglected factor that facilitates
stochastic interactions and makes them more efficient
in vivo is molecular crowding. The estimated protein con-
centration in the nucleus is an exceedingly high 100–400
mg/ml. In addition, within the nonhomogenous topology
of chromatin and nuclear bodies, molecules may be spa-
tially trapped and corralled, which further favors their
stochastic interactions. Molecular crowding greatly in-
creases the effective concentration of a component byCell 128, 787–800, February 23, 2007 ª2007 Elsevier Inc. 789
several orders of magnitude, and rates of protein-protein
and protein-DNA interactions are greatly elevated (Minton,
2000).
An additional property of molecularly crowded systems
is the emergence of discrete phases that are formed by
dynamic protein aggregates. Theoretical considerations
indeed suggest that molecular crowding may be the
driving force behind the formation of transcription and
replication factories (Minton, 2000; Marenduzzo et al.,
2006). Experimental evidence for a significant role of
molecular crowding in the nucleus comes from the obser-
vation that expansion of the nuclear volume leads to the
disassembly of several nuclear compartments, such as
the nucleolus, as well as inhibition of nuclear processes
including RNA pol I transcription (Hancock, 2004). Re-
markably, introduction of inert macromolecules restores
these structures morphologically and rescues RNA pol I
transcription (Hancock, 2004). The absence of molecular
crowding is likely one of the key factors for the dramati-
cally reduced efficiency of in vitro transcription, splicing,
and replication systems compared to that of the in vivo
situation. The precise role of molecular crowding in gene
expression remains to be elucidated.
Several organizational properties of transcription, repli-
cation, and repair strongly point to the possibility that
the compartmentalization of these essential nuclear pro-
cesses occurs via self-organization (Misteli, 2001a). All
processes occur in highly dynamic steady-state struc-
tures, and the formation of the functional compartments
is entirely dependent on their respective functions. Repli-
cation factories do not exist outside of S phase and form
rapidly as cells initiate replication (Sporbert et al., 2002;
Kitamura et al., 2006). In addition, their formation kinetics
correlate with the rate of replication progression (Kitamura
et al., 2006). Similarly, repair foci form rapidly upon induc-
tion of DNA damage, and their extent is related to the
degree of global damage (Bekker-Jensen et al., 2006).
Although the situation is less clear for transcription, we
know that RNA pol I-mediated expression of ribosomal
RNA gene clusters is sufficient to give rise to the nucleo-
lus, which is one of the most prominent nuclear compart-
ments (Karpen et al., 1988; Misteli, 2001a). These proper-
ties are hallmarks of self-organizing structures.
The similarities in spatial and temporal properties of the
various nuclear processes indicate that the organizational
principles involved in their biogenesis are universal. In
fact, it seems likely that the same principles apply to
virtually all nuclear structures as many nuclear bodies,
including the nucleolus, Cajal bodies, PML bodies, and
splicing-factor speckles, all share a high degree of dy-
namic protein exchange and stochastically recruit factors
from the nucleoplasm, which is reminiscent of the dy-
namic behavior of transcription, replication, and repair
sites (Misteli, 2005). It thus appears that compartmentali-
zation of nuclear processes, likely via self-organization,
into well-defined yet dynamically malleable sites is one
of the fundamental principles of organizing genome func-
tion in vivo.790 Cell 128, 787–800, February 23, 2007 ª2007 Elsevier Inc.Higher-Order Chromatin Organization
Chromatin is organized into higher-order structures, al-
though much of the details of the folding geometry are
unclear (Cremer et al., 2006; Woodcock, 2006). It is
known that the 10 nm nucleosomal fiber is folded helically
into a fiber of around 30 nm and further into a 60–130 nm
chromonema fiber. The characteristics of the fiber beyond
this level have not been resolved. An indication for subse-
quent organization levels comes from the observation
that early- and late-replicating chromosome domains of
about 1 Mb in size are physically separate and are main-
tained over several cell cycles (Sadoni et al., 1999;
Cremer et al., 2006). In addition, gene-rich and gene-
poor stretches of chromosomes are physically separated
from each other (Boutanaev et al., 2005; Shopland et al.,
2006). Regardless of the precise geometry of higher-order
chromatin, the folding of the fiber is critically important
for genome function.
Chromatin as an Accessibility Barrier
A link between gene activity and chromatin structure orig-
inates from the observation that active genes are often
found in largely decondensed euchromatin and silenced
genes in condensed heterochromatin. The most common
view for how chromatin folding may act as a regulatory
mechanism is via preventing the access of regulatory
factors by excluding them from condensed chromatin
domains (Dillon and Festenstein, 2002). Although this
model is attractive it is probably an oversimplification. Sev-
eral large-scale mapping studies have found an incom-
plete correlation between gene activity and higher-order
chromatin condensation. Comparison of gene-expression
profileswith chromatin structure after biochemical separa-
tion of open and condensed regions reveals a correlation
with gene density, rather than activity, with decondensed
chromatin representing gene-rich regions and condensed
regions gene-poor stretches of the genome (Gilbert et al.,
2004). Similarly, higher-order chromatin condensation and
gene expression only weakly correlate when probed by
genome-wide micrococcal nuclease and DNase mapping
(Sabo et al., 2004; Weil et al., 2004).
The idea of higher-order structure as a regulator of ac-
cessibility is also challenged by recent observations of the
diffusional mobilities of proteins in the nucleus. In both S.
cerevisiae andmammalian cells, heterochromatin proteins
can readily diffuse into and bind to their sites in highly con-
densed heterochromatin (Cheutin et al., 2003, 2004; Fes-
tenstein et al., 2003). Similarly, inert diffusion probes that
correspond tomacromolecular complexes of several hun-
dred kilodaltons can gain ready access to condensed
chromatin (Verschure et al., 2003; Gorisch et al., 2005).
These observations strongly suggest that the higher-order
folding of chromatin per se does not present an insur-
mountable accessibility barrier to nuclear proteins and
that the true accessibility barrier in chromatin lies at the
level of the 10 nm nucleosome fiber or below.
Genome Regulation via Local Chromatin Loops
Chromatin loops are a ubiquitous structural element of
chromatin (van Driel et al., 2003; Fraser, 2006; Figure 2).
They are attractive organizational and regulatory features
because they provide structural support to the chromatin
fiber andat the same timebringdistantly located sequence
elements into spatial proximity, which allows for regulatory
communication between these sites. Vice versa, loops can
spatially segregate genome regions from each other and
ensure their independent function. Loops have been impli-
cated in virtually all levels of chromatin organization and
function ranging from kilobase-sized loops involved in
the interaction of upstream elements with promoters to
giant loops of hundreds of kilobases that might contribute
to gene placement away from the chromosome body and
into distinct nuclear environments (van Driel et al., 2003;
Cremer et al., 2006). The existence and physiological rele-
vance of the various types of loops is at times difficult to
ascertain as they often cannot be detected under native
conditions and are generally refractory to visualization
in situ. Regardless, the relevance of loops in several
gene-regulatory events has recently been reinforced
(Fraser, 2006).
Local chromatin loops are critical in both positive and
negative gene regulation (Fraser, 2006; Figure 2A). The
prototypical example is the b-globin gene, whose en-
hancer physically interacts with the main body of the
gene 50 kb downstream concomitantly with activation
(Wijgerde et al., 1995). Loop formation is not merely a con-
sequence of transcriptional activation given that it occurs
prior to gene activation when erythroid progenitor cells
become lineage committed (Palstra et al., 2003). The pur-
pose of looping is to bring together far-upstream locus-
control regions, promoter-proximal regulatory elements,
and the gene body itself to form a ’’transcription hub’’
that presumably creates an environment of high transcrip-
tional activity by concentrating relevant transcription fac-
tors. In an extension of this idea, the thymocyte-specific
SATB1 protein is responsible for tethering regulatory
sequences of a number of target genes via formation of
a multitude of loops, whose formation is directly linked to
the proper regulation of the target genes (Cai et al., 2003,
2006).Chromatin loopsmayalsocontribute to gene silenc-
ing, as looping of imprinting-specific regionsoccurs parent
specifically in the insulin-like growth factor 2, H19 gene
cluster (Murrell et al., 2004), and the maternally expressed
DLX5 locus (Horike et al., 2005).
Chromatin looping might in fact be more prevalent and
important for proper gene expression than is commonly
thought. Recent analysis of the in vivo topology of several
genes in S. cerevisiae and in humans suggests that active
loci fold back onto themselves, bringing their 30 end in
physical proximity to their 50 beginning (O’Sullivan et al.,
2004; Ansari and Hampsey, 2005; Martin et al., 2005;
Figure 2B). This behavior is consistent with the nowwidely
accepted view that 30 end-processing and RNA-process-
ing factors physically interact with the transcription
machinery (Bentley, 2005). Furthermore, gene looping
explains the observation that termination- and 30 end-
processing factors often affect transcription and have
been found to interact with promoter regions. Gene loop-Cingwould provide an effectiveway to coordinate transcrip-
tion and RNA processing and would facilitate reinitiation.
The possibility that local looping is a general characteristic
of active genes is of particular interest in light of the
transcription-factory model in which the transcription
machinery is concentrated in distinct sites from which
genes loop out (Fraser, 2006). How prevalent looping of
active genes is remains to be seen.
Local chromatin looping is likely also involved in main-
taining the individuality and specific gene-expression
properties of neighboring genes and genome regions
(Labrador and Corces, 2002). Insulators and boundary
elements are operationally defined gene-flanking se-
quences, and they protect a locus from the influence of
its neighbors.Onemodel todosoenvisions thephysical in-
teraction of the insulator sequences generating a loop that
contains the gene (Figure 2C). Physical interaction be-
tween flanking insulator regions has been demonstrated
for the Drosophila scs and scs0 insulators (Blanton et al.,
2003). Furthermore, the looping out of sequences located
between two gypsy insulators can be visualized by light
microscopy, and the introduction of an extra gypsy insula-
tor into the loop leads to the formation of two smaller loops,
which strongly suggests that the gypsy insulators form the
basis of the loops (ByrdandCorces, 2003). Loopsmayalso
define the boundary between heterochromatic and
euchromatic regions of the genome. In Schizosaccharo-
myces pombe, such boundaries are frequently character-
izedbybinding of theRNApol III transcription initiation fac-
tor TFIIIC, which localizes in several foci at the nuclear
periphery. It has been suggested that boundary regions
are clustered in TFIIIC foci, thereby organizing the
Figure 2. Local Organization of Chromatin
Local chromatin loops are essential for (A) transcriptional activation
and repression, (B) coordination of initiation and termination/30 end
processing, and (C) boundary function. (D) Giant loops displace gene
clusters from the chromosome body.ell 128, 787–800, February 23, 2007 ª2007 Elsevier Inc. 791
intervening, active sequences into loops that protrude into
the nuclear interior (Noma et al., 2006).
The Emergence of Large-Scale Chromatin Loops
In addition to local loops, larger chromatin loops are
emerging as possible candidates to contribute to genome
regulation (Chubb and Bickmore, 2003; Cremer et al.,
2006; Figure 2D). Giant loops of several megabases that
emanate from the chromosome body have been sug-
gested to represent a fundamental organization unit of
chromatin (Chubb and Bickmore, 2003; Cremer et al.,
2006). These loops are thought to segregate genome re-
gions from each other and place them in distinct nuclear
environments, presumably to optimize their activity. The
most prominent examples of giant loops are highly ex-
pressed gene clusters such as the humanmajor histocom-
patibility complex II and the mouse epidermal differentia-
tion complex (Volpi et al., 2000; Williams et al., 2002).
Both of these regions become expelled from their chromo-
some territory upon activation. Similarly, extrachromo-
somal loops are induced upon activation of the mouse
Hox cluster (Chambeyron and Bickmore, 2004). The re-
markable synchrony of this movement with the activation
kinetics of the Hox cluster strongly suggests a functional
link, although theprecise role of this dramatic change is un-
known (Chambeyron and Bickmore, 2004). Even though it
is clear that neither all highly transcribed regions nor all
transcribed gene clusters form giant loops, a recent high-
resolution in situ hybridization method revealed a higher
degree of intermingling between neighboring chromo-
somes than previously was assumed, which suggests
that large chromatin loops might be more prevalent than
commonly anticipated (Branco and Pombo, 2006). The re-
cent development of methods to probe the physical asso-
ciation of genome regions in a unbiased and genome-wide
scale should lead to rapid progress in our still-rudimentary
understanding of the functional significance of chromatin
loops (Simonis et al., 2006; Wurtele and Chartrand, 2006;
Zhao et al., 2006).
A defining feature of all chromatin loops is their require-
ment for a tether at their base. Tethering occurs by several
mechanisms. The gypsy-insulator and TFIIIC bodies are
generally found associated with the nuclear periphery,
which allows for the possibility of tethering to the nuclear
edge (Byrd and Corces, 2003; Noma et al., 2006). The nu-
clear pore may serve as a tether given that synthetic
boundary constructs interact with the nuclear-pore com-
plex in S. cerevisiae (Ishii et al., 2002). On the other hand,
an array of the chicken HS4 insulator and its flanking se-
quences associates with the nucleolus, and this localiza-
tion is mediated by CTCF, one of the major insulator-bind-
ing proteins (Yusufzai et al., 2004). An intriguing possibility
is that transcription and replication factories themselves
may serve as bases of loops (Cook, 2002; Chakalova
et al., 2005). Transcription and replication sites may in
fact be the major tethering sources for chromatin loops
as they are highly abundant and found throughout the nu-
cleus. Furthermore, theoretical analysis of the entropy in-
volved in the formation of loops by tethering to DNA and792 Cell 128, 787–800, February 23, 2007 ª2007 Elsevier Inc.RNA pol clusters suggests that these are energetically fa-
vorable arrangements (Marenduzzo et al., 2006). Evidence
for polymerase-mediated loops exists in both prokaryotes
and eukaryotes ranging from yeast to Drosophila to hu-
mans (Cook, 2002). This indicates that transcription site-
and replication site-mediated loop formation may be a
universal and intrinsic principle of chromatin organization
in the cell nucleus.
Spatial Organization of Genomes
The most global level of cellular genome organization is
the arrangement of genome regions within the 3D space
of the cell nucleus (Cremer et al., 2006; Meaburn and
Misteli, 2007). The nonrandom nature of spatial genome
organization is indicated by the age-old observation of
segregation of transcriptionally active and inactive regions
into physically separate domains of euchromatin and het-
erochromatin, respectively. Recent more-detailed map-
ping studies of smaller genome regions have significantly
extended this concept and have made it clear that chro-
mosomes, genome regions, and single genes are nonran-
domly arranged within the nucleus (Cremer et al., 2006).
Changes in positioning patterns occur during differentia-
tion and development, which strongly suggests a link be-
tween positioning and genome function (Parada et al.,
2004; Cremer et al., 2006).
Internal versus Peripheral Genome Positioning
A simple way to assess the position of a genome region
within the nucleus is by determining its distance from the
nuclear periphery. A general correlation between tran-
scriptional silencing and localization toward the nuclear
edge has long been suggested based on the observation
that early-replicating and presumably transcriptionally ac-
tive R bands are generally found toward the center of the
nucleus, whereas late-replicating, inactive G bands are
often located toward the periphery (Ferreira et al., 1997;
Sadoni et al., 1999; Gilbert et al., 2004). In addition, human
lymphocytes show a strong correlation between the radial
position of human chromosomes and their gene density,
with gene-poor chromosomes positioned toward the
nuclear periphery and gene-rich chromosomes located
in the nuclear interior (Boyle et al., 2001). Although similar
correlations have been made in other cell types, chromo-
some positioning has been correlated with properties
other than gene density, such as chromosome size (Bolzer
et al., 2005). However, gene density or chromosome size
alone clearly cannot explain the position of a chromosome
given that the position differs between cell types and
tissues where these properties are unchanged (Cremer
et al., 2003; Parada et al., 2004).
Similar to that of chromosomes, the position of single
genes relative to the nuclear periphery is nonrandom
and has been linked to their functional status. For exam-
ple, the IgH locus is preferentially associated with the nu-
clear periphery in B cell progenitors where it is silent, but it
moves toward the interior when it becomes potentiated in
B cell precursors (Kosak et al., 2002; Ragoczy et al., 2006).
Similarly, the CD4 locus repositions from the periphery to
Figure 3. Functional Consequences of
Global Chromatin Organization
(A and B) Spatial clustering of genes on distinct
chromosomes facilitates their expression by (A)
association with shared transcription and pro-
cessing sites or (B) physical interactions with
regulatoryelementsonseparatechromosomes.
(C) The physical proximity of chromosomes
contributes to the probability of chromosomal
translocations.the nuclear interior during T cell differentiation, and Hox1b
and Hox9 become internalized roughly concomitantly with
their transcriptional activation (Chambeyron and Bick-
more, 2004; Kim et al., 2004). On the other hand, the radial
position of a gene is generally not directly related to its
activity as indicated by the fact that in most cells the two
alleles are positioned differently yet their functional pro-
perties appear to be similar (Roix et al., 2003). In addition,
in many cases, no repositioning occurs upon a change in
gene activity.
An extreme case of positioning is the physical associa-
tion of gene loci with the nuclear periphery. In S. cerevi-
siae, association with the periphery is sufficient, although
not necessary, for transcriptional silencing and increases
DNA-repair efficiency (Gartenberg et al., 2004; Therizols
et al., 2006). In mammalian cells, transcriptional activity
of the cystic fibrosis disease gene correlates strongly
with its association with the nuclear envelope (Zink et al.,
2004). The nuclear periphery, however, does not function
exclusively as a repressive environment given that a large
number of S. cerevisiae genes are repositioned to the
periphery where they interact with nuclear-pore compo-
nents when they become activated (Brickner and Walter,
2004; Casolari et al., 2004; Cabal et al., 2006). This asso-
ciationwith the periphery does not appear to be absolutely
essential for their expression, but it might primarily play a
role in optimizing gene activity (Taddei et al., 2006).
The potential role of the nuclear periphery in genome
regulation has become of particular importance due to
the emergence of several human diseases that are caused
by mutations in the LMNA gene, which encodes lamin A
and lamin C, the two major architectural proteins of the
peripheral lamina (Gruenbaum et al., 2005). Although the
nuclear lamina has traditionally been considered to have
purely structural properties, recent observations allow
for the possibility that it more directly contributes to
gene regulation by tethering specific genome regions. In
Drosophila, defined genome regions containing clusters
of closely spaced genes have been identified that prefer-
entially associate with the periphery and whose expres-
sion is affected by this interaction (Pickersgill et al.,
2006). Peripheral localization of genome regions might
occur directly via interactions between lamin A and corehistones or more indirectly via chromatin-adaptor proteins
(Gruenbaum et al., 2005). Interestingly, a hallmark of at
least one of the lamin A-mediated genetic diseases is
the dramatic change in histone-modification patterns
and the almost complete loss of heterochromatin (Scaffidi
andMisteli, 2005; Shumaker et al., 2006). How the nuclear
lamina affects chromatin structure and epigenetic status
is one of the most intriguing questions in the field.
Relative Positioning: The Power of Proximity
In contrast to the somewhat uncertain role of radial posi-
tioning, the position of multiple genome elements relative
to each other is rapidly emerging as an important deter-
minant of function (Figure 3).
For a long time, the lone example of spatial gene clus-
tering had been the ribosomal genes, which coalesce in
the nucleolus to bring the ribosomal gene arrays located
on several separate chromosomes into physical prox-
imity. More recently, similar coalescence has been
described for tRNA genes in S. cerevisiae (Thompson
et al., 2003). Initial evidence for spatial clustering of RNA
pol II-transcribed genes in mammalian cells has recently
come from the observation of colocalization of coordi-
nately activated genes in erythroid cells (Osborne et al.,
2004). Upon transcriptional activation, multiple genes
that were located over 30 Mb apart on the same chromo-
some relocalized and became associated with shared
transcription sites. Similarly, the human a- and b-globin
genes located on chromosomes 16 and 11, respectively,
are in close spatial proximity when highly expressed,
thus extending the concept of gene clustering to multiple
chromosomes (Brown et al., 2006; Figure 3A).
Although the functional significance of association of
multiple coregulated gene loci is still unclear, direct phys-
ical interactions between chromosomes are now known to
have regulatory functions (Figure 3B). This new paradigm
was recently established by analysis of the Ifng and TH2
loci in naive T cells (Spilianakis et al., 2005). The TH2 locus
control region on mouse chromosome 11 physically inter-
acts with the Ifng locus on chromosome 10 in naive
T-helper cells. Upon stimulation of naive T cells to dif-
ferentiate, the two genome regions separate, and Ifng
transcription commences. Similarly, in sensory neurons a
single odorant receptor from a large repertoire is selectedCell 128, 787–800, February 23, 2007 ª2007 Elsevier Inc. 793
for expression by physical association of an odorant-
receptor-enhancer element on chromosome 14, with the
selected receptor localized on another chromosome
(Lomvardas et al., 2006; Figure 3B). These observations
establish the concept of trans-regulation via interchromo-
somal communication and suggest that, in addition to the
physical interactions amongst genome elements on the
same chromatin fiber, interactions in trans between regu-
latory elements on separate chromosomes must be
considered in transcriptional regulation. A slight complica-
tion with these observations is the fact that associations
are generally only observed for single alleles and not in
all cells of a population. It is possible that this is a reflection
of the dynamic nature of gene loci, which are able to move
over several micrometers by constrained diffusion (Chubb
and Bickmore, 2003). Alternatively, differences between
alleles may be due to the stochastic nature of gene ex-
pression in which one allele is not transcribed continu-
ously but transcription fluctuates between the two alleles
(Levsky and Singer, 2003).
Interchromosomal interactions are also emerging as
novel contributors to imprinting decisions. Although im-
printing control regions (ICRs) have been characterized
as cis-regulators of nearby genes, it has recently become
clear that they may also act in trans (Ling et al., 2006). The
ICR on chromosome 7 not only regulates the expression of
its flanking Igf2 andH19 loci on the same chromosome but
it also interacts with an intergenic region located between
theWsb1 andNf1 genes on chromosome 11. This interac-
tion is mediated by thematernal ICR on chromosome 7 via
binding of the boundary element protein CTCF (Ling et al.,
2006). At a more global level, the physical interaction of
X-chromosome homologs may be important in determin-
ing which of the two copies becomes silenced in mamma-
lian X inactivation. Mapping of the location of the two X
chromosomes in embryonic stem (ES) cells shows that
the two homologs briefly come in close spatial proximity
during the period in differentiation when X-inactivation
choice occurs (Bacher et al., 2006; Xu et al., 2006). These
results clearly point to an emerging role for physical
proximity of genome regions in gene regulation.
One of the most important genome functions that is di-
rectly affected by the physical organization of the genome
is the formation of chromosomal translocations (Meaburn
et al., 2006). These occur when unrepaired DSBs from
separate chromosomes undergo illegitimate joining. For-
mation of translocations requires the interaction, and
thus physical proximity, of partner chromosomes. Spatial
mapping of genome regions that frequently undergo
translocations indicates a significant correlation between
their proximity and translocation frequency (Bickmore
and Teague, 2002; Cornforth et al., 2002; Parada and
Misteli, 2002; Figure 3C). The breakage sites of several
common translocations, including PML/RAR and BCR/
ABL, are more frequently found in close spatial proximity
in normal B cells prior to undergoing translocations than
would be expected based on random positioning (Luka-
sova et al., 1997; Neves et al., 1999). A gradual correlation794 Cell 128, 787–800, February 23, 2007 ª2007 Elsevier Incbetween translocation frequency and spatial proximity is
also observed in Burkitt’s lymphoma, where themyc locus
is on average closest to its most frequent translocation
partner IgH, whereas it is increasingly distal from its two
minor translocation partners, Igl and Igk (Roix et al.,
2003). Furthermore, tissue-specific proximity of chromo-
somes correlates with tissue-specific translocation fre-
quency (Parada et al., 2004). Additional support for the
idea that physical proximity enhances the formation of
chromosomal translocations comes from the observation
that the degree of intermingling amongst adjacent chro-
mosomes strongly correlates with translocation frequency
(Branco and Pombo, 2006).
A similar role for proximity hasbeen implicated in recom-
bination. Repair of DSBs by nonhomologous end joining
or homologous recombination occurs significantly more
efficiently between sites located on the same chromo-
some, which by definition are in close spatial proximity,
than between loci on separate chromosomes (Richardson
and Jasin, 2000; D’Anjou et al., 2004). In S. cerevisiae the
MATa locus is on average in closer spatial proximity to its
preferred recombination partner HML compared to its
roughly equally distant, but less favored, partner HMR
located on the same chromosome (Bressan et al., 2004).
Interestingly, in S. cerevisiae there is no difference in the
efficiency of intra- and interchromosomal rejoining of
DSBs (Haber and Leung, 1996). This fact is most likely
due to the fundamentally different nature of chromosome
organization whereby mammalian chromosomes are
confined to defined subvolumes of the nucleus, which
are referred to as chromosome territories, butS. cerevisiae
chromosomes appear to lack such territoriality (Haber and
Leung, 1996).
Models of Cellular Organization of Genome Function
We have accumulated a considerable amount of informa-
tion about the multiple levels of genome organization
and nuclear architecture. But can we derive a comprehen-
sive model of how genomes are organized and function
in vivo? Such a model should account for the complex
morphological features of the nucleus and should be
consistent with the structural and dynamic properties of
genomes. Two types of models should be considered:
deterministic models and self-organizing models.
Deterministic Models
In a deterministic model, structure dictates function.
Architectural features, such as compartments, are pur-
posefully built from dedicated structural elements to pro-
vide an environment for a particular process (Figure 4A).
Such a compartment is defined by stable structural ele-
ments, and its presence is independent of the ongoing
function (Figure 4A).
Deterministic models of nuclear function are consistent
with the observation of several relatively stable structures
within thecell nucleus, suchas the laminnetwork, thepres-
ence of short actin filaments, or the nuclear bodies, all of
which might serve as structural scaffolds (Gruenbaum
etal., 2005;McDonaldet al., 2006).However, nodedicated.
Figure 4. Models of Nuclear Organiza-
tion
(Top left) In a deterministic model a functional
site (transcription, for example) is preformed
and contains structural elements. In this
model, chromosome position is established
and maintained by specific interactions of
chromosomes with a scaffold.
(Top right) In a self-organization model the site
forms around a poised gene as a consequence
of its activation. In this model, chromosome
position is determined by the interaction of
functionally equivalent regions on distinct
chromosomes.
(Bottom) Nuclear architecture is generated by
self-organization. Transcription factors are
predominantly unbound and diffuse freely
though the nucleus in search of specific bind-
ing sites. Upon initial transcriptional activation
of a particular gene, chromatin is remodeled,
and transcription factors are recruited to the
gene where they initiate formation of a tran-
scription hub. As pre-mRNA is synthesized,
splicing factors are recruited from their storage
compartments. At high levels of transcription,
multiple genes may coalesce to form a tran-
scription center, which is closely associated
with the splicing-factor compartment. The
formation of the transcription center does not
require the presence of a nuclear scaffold;
chromatin is sufficient to serve as an attach-
ment site. The configuration of splicing-factor
compartment, transcription factory, and gene
locus is generated in a self-organizing manner
without the requirement for dedicated struc-
tural elements.structural elements have been identified for any of the
nuclear compartments, and the functional role of nuclear
scaffolds is unclear. Elimination of someof theprimestruc-
tural components of the nucleus, such as the lamins, has
relatively little effect on the spatial organization of tran-
scription and pre-mRNA splicing sites, although interfer-
ence with the essential B-type lamins affects transcription
and splicing (Spann et al., 1997; Sullivan et al., 1999;
Vecerovaet al., 2004). Along thesame lines, although inter-
ference with nuclear actin-filament formation reduces
transcription levels, the effect is moderate, and no global
reorganization of transcription sites occurs (McDonald
et al., 2006).
The same concerns apply to deterministic mechanisms
of spatial genome organization (Figure 4, top). It is not
trivial to think of mechanisms by which chromosomes
are positioned in a specified, nonrandom manner. Such
mechanisms would require recognition of each chromo-
some individually and their arrangement in particular pat-
terns (Figure 4, top). No such recognition mechanisms are
known. In fact, the observation that the chromosome-
positioning patterns are not well conserved between cells
in a population but are largely probabilistic suggests that
no such mechanisms exist (Parada and Misteli, 2002;
Cremer et al., 2006). Furthermore, the fact that chromo-
some-positioning patterns differ amongst cell types andtissue types would imply the existence of cell-type-spe-
cific organizing mechanisms; this seems unlikely.
A prediction of deterministic models is that structural el-
ements should form prior to commencement of activities
within those structures. The reassembly of the nucleolus
after mitosis is a good example to test this prediction.
Ribosomal gene expression ceases during mitosis and
resumes at the telophase/G1 boundary. Rather than first
forming a nucleolus into which ribosomal genes are re-
cruited, the reforming nucleolus is nucleated around the
reactivated ribosomal genes and then increases gradually
in size concomitant with resumption of rRNA transcription,
which strongly suggests that the structure of the nucleolus
is interdependent on its function (Hernandez-Verdun et al.,
2002). In sum, although the complex architecture of the
genome and of nuclear processes seems to make a com-
pelling case for deterministic organization, much of the
current experimental evidence does not support such
a model.
Self-Organization Models
Many nuclear properties, particularly recently discovered
ones, are compatible with self-organization, and it has
been suggested that the nucleus as a whole is a self-
organizing system (Misteli, 2001a; Cook, 2002). Such sys-
tems are based on the dynamic interaction of their compo-
nents and the mutual interplay between structure andCell 128, 787–800, February 23, 2007 ª2007 Elsevier Inc. 795
function. Themorphological appearance and spatial orga-
nization of a self-organizing system is a reflection of the
sum of all ongoing functions. At the same time the result-
ing structural features support and enhance ongoing ac-
tivities in a self-reinforcing manner (Figure 4, top).
Evidence for self-organization of nuclear architecture
and function exists at all levels of organization. Interfer-
ence with virtually any nuclear process, including tran-
scription, pre-mRNA splicing, and replication, leads to
rapid changes inglobal architecture (LamondandSpector,
2003). Furthermore, when new functional sites are gener-
ated within the nuclear space, structural elements often
form de novo. A classic example is the ectopic expression
of ribosomal genes on plasmids, which leads to the bio-
genesis of micronucleoli (Karpen et al., 1988). Similarly,
replication factories form rapidly from dynamic compo-
nents at replication origins, repair foci form upon induction
of DSBs, and activation of genesmay initiate the formation
of transcription hubs (Houtsmuller et al., 1999; Sporbert
et al., 2002; Chakalova et al., 2005). Therefore, several of
the most prominent nuclear structures can form de novo,
which is a hallmark of self-organizing systems.
The spatial positioning of genes and chromosomes can
similarly be explained by self-organizing properties. The
central idea is that the sum of all functional properties of
a chromosome (i.e., the frequency and linear distribution
of its active and inactive regions) determines its position-
ing. It can be envisioned that functionally equivalent
regions from multiple chromosomes cluster within the
nucleus. It is well-known that heterochromatic regions on
distinct chromosomes frequently cluster in 3D space.
Similarly, active chromosome regions may be constrained
by shared transcription factories (Cook, 2002; Chakalova
et al., 2005). Quantitative analysis demonstrates that the
organization of chromatin fibers into loops constrained
by transcription and replication factories represents a
favorable arrangement and creates an entropy minimum,
thus stabilizing the system overall (Marenduzzo et al.,
2006). The sum of these interactions creates preferential
associations amongst genome regions and chromosomes
and constrains their motion. In this way, each genome re-
gion and each chromosome determines in a self-organiz-
ing fashion whom its neighbor is, and preferential, yet
probabilistic, patterns of positioning emerge.
It is important to realize that self-organization models of
nuclear architecture are not contradictory to the presence
of relatively stable structures such as a lamina or a putative
actin-based nucleoskeleton (Gruenbaum et al., 2005;
McDonald et al., 2006). Stable structures may still serve
as platforms onto which functional sites are assembled.
Although such scaffolds may enhance the efficiency of
nuclear processes, they might not be required; rather,
the structural integrity of the nucleus might largely be
generated by chromatin itself. Although it is generally
assumed that transcription and replication factories are
tethered to a nucleoskeleton of unknown identity, it is
equally possible that chromatin itself serves as the attach-
ment site. It is, for example, plausible that a transcription796 Cell 128, 787–800, February 23, 2007 ª2007 Elsevier Inc.factory forms de novo on chromatin upon initiation of tran-
scription and then attracts other transcribed genes to form
a multigene transcription hub (Cook, 2002; Chakalova
et al., 2005; Figure 4, bottom). Consistentwith such a chro-
matin-driven self-organization scenario, it is well accepted
that replication and DNA-repair machineries use chroma-
tin as their nucleation site rather than as a dedicated
nuclear scaffold.
The obvious weakness of self-organization models is
the difficulty of testing them experimentally. Although in
deterministically organized systems, structure and func-
tion can be separated and molecularly characterized, the
intimate structure-function interplay in self-organizing
systems prevents uncoupling by experimental means.
Although much of the experimental data are consistent
with self-organization, other approaches must be used to
probe the self-organizing nature of genome organization
and nuclear architecture. A promising strategy is the use
of computational models. Sufficient data are being accu-
mulated to constrain computational models and to make
testable quantitative predictions (Gorski and Misteli,
2005). The first simple applications of these strategies
are now being developed, and initial results indicate that
the morphological appearance of nuclear-splicing-factor
compartments can indeed be modeled by assuming
principles of self-organization (Soula et al., 2005; Carrero
et al., 2006).
Conclusions
The deceivingly simple question of how genomes function
has become the Holy Grail of modern biology. Although
sequencing efforts, molecular analysis, and in vitro bio-
chemistry have identified the key players in virtually all
genome processes, we have come to appreciate the
importance of cellular organization in genome function.
The degree of structural complexity in the mammalian
cell nucleus is stunning. At first glance, the nonrandom
organization of genomes and their interacting factors
appears to complicate the task of coordinating genome
functions as processes are compartmentalized and the
appropriate components must be present in just the right
place andat the right time to ensure efficient gene function.
On the other hand, these apparent complications are
counterbalanced by their potential as regulatory mecha-
nisms. It is now clear that process compartmentalization,
chromatin accessibility, andspatial sequestration of genes
and their regulatory factors serve to modulate the output
and functional status of genomes. New system-wide
models of how genomes function in vivo based on sto-
chastic and self-organizing behavior are emerging, and
they must now be tested by comparing complete maps
of transcriptional activity, epigenetic modifications, chro-
matin structure, and spatial positioning with cellular
genomeorganization. Thecomplex natureof thesemodels
requires a novel theoretical framework of biological
processes and new experimental approaches, including
visualization technology, analysis of dynamic events, and
system-wide computational modeling, to test them. The
exploration of the principles of cellular genome organiza-
tion and function will be one of the great challenges of
this new kind of cell biology.
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