ABSTRACT In this paper, we address the energy harvesting tradeoff for minimizing the average packet delay in wireless energy harvesting multi-hop networks with inter-session network coding (NC) and successive interference cancellation. Unlike the previous works, conventionally making a tradeoff between the transmission delay and the energy consumption in a wireless network, here by minimizing the ratio of the scheduling length to the harvesting energy remained, we present a cross-layer formulation for a joint routing, network coding, and scheduling problem in a wireless energy transfer network to make the length-energy tradeoff while satisfying the traffic demands from the upper layer. With the realistic signalto-interference-plus-noise ratio model, the formulation is also to address a conflict-free scheduling problem on the NC components, and to specify an energy harvesting and consuming model for these components in detail. Then, for the combinatorial nonlinear problem resulted, we develop a Lyapunov optimizationbased scheme conducting a dynamic scheduling policy that can approach the optimal length-energy tradeoff while keeping the network stable. Specifically, the mixed integer nonlinear programming model, including, especially, the fractional objective is first transformed and decomposed into a master subproblem and a pricing subproblem with a column generation (CG) method to avoid enumerating all the possible configures, and then resolved iteratively through the Lyapunov optimization algorithm. To further reduce the complexity, the CG method on finding feasible configures is operated within a limited number of iteration and stopped when no significant improvements can be obtained. Finally, with the numerical results, we show that the proposed algorithm can effectively reduce the scheduling length, while reserving the time long enough to harvest the energy for the wireless networks with and without NC, and verify the tradeoff on the performance metrics as [O(V ), O(1/V )], which provides engineering insights for a practical system design.
I. INTRODUCTION
Today, as smart phones, PDAs, laptops, wireless sensor nodes, and many other wireless communication devices become our daily necessaries, recharging the batteries in low-power Wireless Energy Transfer (WET) from ambient sources becomes a convenient and practical solution. WET is now an important technique paralleling with the others such as cognitive radio [1] , and attracts considerable attention in both academia and industry [2] - [5] . For its importance, IEEE even formed a work group to develop the standards for wireless power and charging [6] .
In general, WET can be realized by using magnetic induction or electromagnetic radiation. On the one hand, the magnetic induction WET technique has become mature and had its own commercial products [5] . On the other hand, by using electromagnetic radiation, the Radio Frequency Wireless Energy Transfer (RF-WET) technique has just explored in the literature [2] and [3] , and developed for, e.g., wireless sensor networks (WSNs) [4] . For a more comprehensive survey on the energy storing and harvesting techniques, one could refer to, e.g., [7] , especially summarizing the related works in WSNs. As exhibited, there is a developing trend of RF-WET now focusing on the environment where the wireless devices can split the received signal into two parts, one for information decoding and the other for energy harvesting, which is called Simultaneous Wireless Information and Power Transfer (SWIPT). In this system, a power splitting relaying scheme that splits the received signal by a power splitter, and a time switching relaying scheme that splits the received signal in the time domain by a switch, are usually considered [8] , and both are recently explored for various networks equipped with different communication mechanisms. For example, [9] studies a multipleinput multiple-output (MIMO) wireless broadcast system consisting of three nodes, where one receiver harvests energy and another receiver decodes information separately from the signals sent by a common transmitter, and all the transmitters and receivers could have multiple antennas. With respect to the orthogonal frequency division multiple access (OFDMA) system with simultaneous wireless information and power transfer, [10] proposes a resource allocation algorithm for maximizing the energy efficiency of data transmission with power splitting hybrid receivers. Focusing on OFDM systems as well, [11] addresses a maximization problem on a weighted sum-rate over all users by varying the time/frequency power allocation, subject to a minimum harvested energy constraint and a transmission power constraint. For cognitive radio (CR) networks, [12] solves a resource allocation problem for multiuser multiple-input-single-output secondary communication systems by recasting the nonconvex multiobjective optimization problem as a convex counterpart via semidefinite programming (SDP) relaxation. For cellular systems, [13] considers a multi-cell network deployment problem where each base station communicates with its celledge user with the assistance of an amplify-and-forward relay node, and transforms the nonconvex problem into a sequence of convex problems that could be solved by the interior-point method.
Apart from the related works on WET just mentioned, network coding (NC) [14] - [20] allowing intermediate nodes to perform coding operations in addition to pure packet forwarding has emerged as a promising network information theory technique to improve the network capacity especially in wireless networks. Given this capability, NC recently plays an important role in the area of vehicular ad-hoc networks (VANETs), and a comprehensive survey can be found in [21] . More recently, it is also studied to obtain the benefits from the two-way relaying channel. For example, for a decode-and-forward two-way relaying network with NC, an algorithm to choose a best relay node based on MaxMin criterion is proposed in [22] . Further, with the two-way channel model applied to the NC-aided SWIPT networks, some theoretical results for the probability of successful data exchange and the network lifetime gain are given in [23] . Similarly, a joint transceiver and power splitter design based on Lattice Code (LC) is also proposed recently for the two-way relaying SWIPT networks in [24] .
Although giving various contributions, none of these works could minimize the ratio of the overall scheduling length to the total amount of harvesting energy that can be remained in the long term with a specific NC scheme when no prior knowledge of traffic arrival can be obtained while keeping the SWIPT networks stable. This issue is particularly important for a SWIPT NC network with time-varying traffic demands, and it could be started by considering the fundamental problem on scheduling about which wireless links to be active at the same time with respect to interference and the other wireless constraints. One solution to this question is to assign different timeshares to links that are not allowed to be active at the same time. Specifically, the nonconflicting links are grouped into what is called independent sets in the literature, or configures in this work, and there are exponential number of such configures to be verified for an optimization solution. Therefore, joint network coding (or routing) and scheduling becomes a NP-hard problem to be resolved [25] . In addition to the combinatorial complexity, such a joint optimization is also considered to provide not only the optimal values of the transmission flows, but also the timeshares allocated to the interference-free configures and their corresponding link flows. Accordingly, a formulation that can accommodate the different network performance metrics with an integrated framework is expected, and as a result, optimizing the tradeoff among the various metrics, e.g., throughput and energy consumption, in the conventional wireless networks such as OFDM-based cellular networks, sensor networks, and D2D networks had been proposed [26] - [30] .
For resolving the NP-hard scheduling problem in a RF-WET network while harvesting energy efficiently, we explore a relaying scheme incorporating with intersession wireless NC in COPE [20] that can simply combine packets with XOR and then broadcast the results in a multi-hop wireless network capable of multiple packet reception (MPR) [31] realized by, e.g., successive interference cancellation (SIC) [32] , as the previous works without SWIPT [33] , [34] did. However, by leading NC and SIC to SWIPT, we make our contributions beyond the previous as follows:
• Unlike the related works focusing on either WET [2] -[4], [9] - [12] , [35] , or NC [14] - [20] , [33] , [34] , by taking into account these working fields simultaneously, we study to find the possible benefits by combining the technical merits revealed in each field, and mathematically analyze the potential energy harvesting gain on the well-known network coding components. Specifically, we formulate an energy harvesting and consuming model tailored to the coding components in the SWIPT networks, and present a cross-layer formulation for joint routing, network coding, and FIGURE 1. An example of cross wireless network coding component where solid black lines denote intended transmission links and dashed orange lines denote overhearing links: (a) transmissions from n 1 and n 3 to n 5 , (b) transmissions from n 2 and n 4 to n 5 , (c) transmissions from n 5 to n 1 , n 2 , n 3 , and n 4 .
scheduling problem with its objective to achieve the long-term performance tradeoff proposed while satisfying the time-varying traffic demands.
• Unlike the conventional studies to trade different performance metrics for minimizing the energy consumption [26] - [30] , we explore in a SWIPT wireless network to trade off the long-term harvested energy to be remained against the long-term packet transmission delay. This complements the previous works such as [10] , wherein RF-WET is used to decrease the energy draining speed, but no exogenous energy from, e.g., solar panels, is considered. In that case, the energy efficiency (EE) is defined as usual as the ratio of the number of packets conveyed to the energy consumed, which is optimized without incorporating the other energy harvesting sources to formulate the energy efficiency, and without considering the traffic or channel condition to be varied from time to time, for a practical energy-constrained system.
• By leveraging on the Lyapunov drift plus penalty technique on the bounded capacity battery, we require no prior knowledge of traffic arrival, yet yield the energy harvest efficiency (EHE) newly explored to approach the optimal tradeoff as [O(V ), O(1/V )] between delay and EHE with a control parameter V , while keeping queues stable. To the best of our knowledge, this is the first result for the delay-EHE tradeoff on the NC-based SWIPT networks. The remaining of this paper is organized as follows. In Section II, we briefly introduce the network coding and the successive interference cancellation. Then, we formulate our inter-session network coding-based transmission model in Section III, and show how to calculate the energy harvested from radio frequency in Section IV. Given that, our programming model solved by a Lyapunov drift plus penalty approach is presented in Section V, followed by the proposed algorithm summarized in Section VI. Finally, we provide its performance analysis and numerical results in Sections VII and VIII, respectively, and draw our conclusions in Section IX.
II. NETWORK CODING WITH SUCCESSIVE INTERFERENCE CANCELLATION
To see the possible benefits of NC incorporated with SIC, we conduct an example of Cross coding component in Fig. 1 at the very beginning, wherein four source nodes located at the edges, n 1 , n 2 , n 3 , and n 4 , will transmit their packets a, b, c, and d, to the four destination nodes n 3 , n 4 , n 1 , and n 2 , respectively. With a conventional routing method (RM), each source node would first transmit its packet to the centre, n 5 , which then relays the packet to its destination in the opposite direction. If each transmission expends one slot time, then 8 time slots are required. Now aided by NC, a source node would first transmit its packet to the relay node n 5 as RM does. However, the transmission will be conducted to be overheard and stored by its neighboring nodes. For example, if applying NC to Fig. 1 , the transmission of a from n 1 to n 5 could be overheard and stored by n 2 and n 4 in the first slot, and so do the other three transmissions for b, c, and d in the following three slots. Then, the relay node n 5 codes the received packets from these edge nodes as a b c d and multicasts it to the same set of nodes, in the last slot. Finally, the destination node n 3 takes a XOR operation on its own packet a, the overheard packets b and d, and the coded packet a b c d to obtain the desired c from its source node n 1 , and so do the other three destinations. Clearly, with the aid of NC, the transmission takes only 5 slots for the 4 packets.
In addition to NC, all the nodes could be further endowed with SIC for the transmission. Given that, the edge source nodes could be arranged to transmit their packets concurrently, and the overhearing nodes as well as the relay node could decode these packets in the same slot by using the multi-packet reception capability of SIC. Here, incorporating NC with SIC can further reduce the overall transmission time to only 3 slots. Specifically, as shown in Fig. 1(a) , when n 1 sends a and n 3 sends c in the first slot, the intended receiver n 5 can receive the concurrent transmissions and in the meanwhile the edge nodes n 2 and n 4 can overhear the same transmissions; all of them can successfully decode the two packets, thanks to SIC. Similarly, the intended receiver n 5 as well as the overhearing nodes n 1 and n 3 can obtain the 546 VOLUME 5, 2017 concurrent transmissions of b and d from n 2 and n 4 in the second slot, as shown in Fig. 1(b) . Finally, in the third slot, n 5 sends the combined packet a b c d to the edge nodes, and the four receivers can then obtain the desired packets. For example, by taking a XOR operation on the packet a b c d received from n 5 , the two packets b and d overheard from n 2 and n 4 , and its own packet c, n 3 can obtain the desired packet a from n 1 , as shown in Fig. 1(c) . Apart from Cross, other coding components such as Chain, Bell, and X, can also benefit from SIC. To see this briefly, we consider, e.g., n 1 and n 3 , to transmit their packets, say a and b, concurrently with the Chain coding component in Fig. 2(a) . Without SIC, transmitting a from n 1 to n 2 , transmitting b from n 3 to n 2 , and broadcasting the combined packet a b from n 2 to n 1 and n 3 , totally expend 3 time slots, as each requires one slot. Now, with SIC, the transmission from n 1 to n 2 and that from n 3 to n 2 can be done at the same time, reducing the total number of time slots from 3 to 2. Similarly, when n 1 sends a to n 4 and n 3 sends b to n 1 using the Bell coding component in Fig. 2(b) without SIC, n 2 would receive the transmissions from n 1 and n 3 sequentially, and then broadcast the packet a b coded by n 2 itself. Following that, n 4 can use the coded packet a b received and the packet b overheard from n 3 to decode the desired packet a while n 1 can simply use the coded packet a b and its own packet a to obtain the desired packet b. Now, if given SIC, n 2 can receive the packets from n 1 and n 3 concurrently, and thus save 1 time slot in total. Finally, when n 1 sends a to n 3 and n 2 sends b to n 4 using the X coding component in Fig. 2 (c) with a procedure similar to the above, the two transmissions would be done sequentially if without NC. Thanks to SIC again, they can be done concurrently to save 1 time slot as well. Now, as a summary, we tabulate in Table 1 Furthermore, the performance gains of NC + SIC could be even explored by allowing a relay node to encode packets from different sessions by using more than one coding component. In fact, by selecting different coding components, we can obtain different scheduling results to route all the sessions involved with different performance gains. To see this, we conduct an example of wireless network in Fig. 3(a) simply composed of three sessions: the first conveying 1 packet from n 1 to n 3 (denoted by n 1 1 − → n 3 ), the second conveying 3 packets from n 2 to n 4 (n 2 3 − → n 4 ), and the third conveying 2 packets from n 4 to n 2 (n 4 2 − → n 2 ). As a solution, these sessions could be first conveyed by a Partial Cross coding component with the centre n 5 as its relay node, denoted by c . Specifically, let f n i n 5 n j be the amount of flow to be sent from n i to n j through n 5 . Given that, F c p-cross n 5 is actually the smallest amount of {f n 1 n 5 n 3 , f n 2 n 5 n 4 , f n 4 n 5 n 2 }, or more concisely
Accordingly, we have F c p-cross n 5 = 1 as shown in Fig. 3(b) , which uses 3 time slots to deliver 1 packet from each session, or 3 packets in total. After that, our problem reduces to , f n i n 5 n j >0 f n i n 5 n j = 1 packet for each session, or 2 packets in total. Given that, this problem would further reduce to n 2 1 − → n 4 . Now, with only one session, we can not find a coding component. Instead, the remaining packet could be transmitted by using two simple unicast transmissions (i.e., using routing link − − → n 2 n 5 first and then link − − → n 5 n 4 ), as shown in Fig. 3(d) . =< n 5 , {n 1 , n 3 } , {n 2 , n 4 } >, which uses 2 time slots to provide F x n 5 = 1, as shown in Fig. 3(g) . Clearly, this scheduling only requires 6 time slots to finish all the transmissions while the previous scheduling needs 7 slots for the same job.
III. INTER-SESSION NETWORK CODING-BASED TRANSMISSION MODEL
Instead of simply considering an example as the above, in this section, we would more formally introduce the inter-session network coding-based transmission model by introducing the required constraints. Specifically, based on the inter-session NC in [20] which encodes the intersecting sessions whenever possible, we consider in the sequel how to determine the amount of coded and uncoded data for all the sessions to be involved on each wireless link. To this end, we first model a multihop wireless network as a directed graph G = (N , L), where N denotes the set of all nodes, and L the set of all feasible transmission links involved. There is a set of M endto-end unicast traffic sessions to be transmitted, and a session m is defined by a triple (s m , d m , R m ), showing source node s m to send commodity R m to destination node d m . Then, if a route π for each source-destination pair is predefined, we can denote by f m π the amount of traffic of session m on path π , and by I i π the binary parameter whose value to be 1 for any link i ∈ L which is traversed by path π. Given that, the flow conservation law can be represented by i∈L out
In above, r n,m is 0 for the intermediate nodes, but not shown here for the source nodes until Section V-B to detail its calculation. Besides, L out n = {i ∈ L : t(i) = n} is the set of links whose transmitter is node n, and L in n = {i ∈ L : r(i) = n} is the set of links whose receiver is n. Apart from these, we summarize also other important variables and parameters in Table 2 for reference.
A. INTER-SESSION NETWORK CODING CONSTRAINT
Following the above, we introduce next the inter-session network coding constraints, generalizing those exemplified in Section II. For this, in addition to f m π and I i π just defined, we let the binary parameter I in Section II, we use F c k n to denote the maximum codable flow resulted from the k th coding component c k n ∈ C n , where C n is the set of feasible coding components at a relay node n. As already exemplified in Section II, F c k n corresponds to the minimum flow sessions passing through each pair of sequential links (i, j) ∈ c k n . As also exemplified there, a schedule obtained by first choosing a coding component with the highest gain, e.g., c p-cross n 5 , is not necessary better than that starting with a coding component of lower gain, e.g., c chain n 5 . Thus, for each c k n , we can obtain F c k n by simply considering the remaining sessions to be scheduled that involves no preferences on the performance gain of coding component for the scheduling. That is, However, the total amount of NC traffic with respect to link i that accounts for the traffic transmitted by t(i) and that received by r(i) may not totally fulfill the traffic demand m∈M I i π f m π . Thus, the remaining packets, denoted by F i , should be unicasted through link i without NC, i.e.,
, ∀i ∈ L (4)
B. TRANSMISSION BANDWIDTH CONSTRAINT
As shown readily, our work actually considers three kinds of transmission. Specifically, with respect to a node n on its link i in a certain configure φ, the first kind of transmission broadcasts packets using coding component c k t(i) ∈ C n (as exemplified in Fig. 1(c) ). For this, we define a binary variable α is similarly defined. The third kind unicasts packets through link i as a normal routing does, which involves no NC (as exemplified in Fig. 3 (d) ). Similarly, a binary variable γ φ i is defined for the routing link i. Further let λ φ be the number of times that configure φ is used, κ i be the capacity of link i, and be the set of all the configures. Given that, our session flows would be satisfied by the three kinds of transmission with the following transmission bandwidth constraints for a link i:
C. TRANSMISSION MODE RELEVANT CONSTRAINTS
To facilitate the following representation, we unify the notations of coding component and unicast link for routing as Transmission Mode or TM for short, and formulate our constraints based on the unified notation. Specifically, we use z h n to denote the h th TM, which is either a coding component c k n for some k or a unicast link i with t(i) = n toward one of node n's neighbors. In addition, let T be the set of all time slots in a configure, and |T | be the length of the longest TM in such a configure. For example, if a configure is composed by only unicast links, then |T | is 1. In addition, let s t i,z h n be 1 if link i is activated in slot t and involved in z h n , and 0 otherwise. Based on it, let τ t be a binary variable whose value is 1 if there is at least one active link in slot t, and 0 otherwise, which satisfies
Given that, the length of a configure, denoted by Len, can be represented by
To obtain this length, the feasible condition in physical for an active link would be specified first. For this, we consider the communication is half-duplex, which should satisfy
Here, in order not to schedule infinitely for the energy harvesting (to be introduced in the next section), we limit Len to be a finite value, LENGTH, as
Apart from the above, we also take into account the capability of SIC supposing to decode at most χ n concurrently transmitting packets, which can be formulated by
In fact, the SIC capability would be further specified in terms of SINR, and this will be done in the next section to consider the energy harvesting capability at the same time.
Next, to schedule with TM, we would take care that when transmitting on link i is overheard by unintended nodes in the same TM, the overheard links should be also feasible (Eq. (14)) in addition to the feasibility of link i itself (Eq. (13)), as shown as follows:
whereÔ z h n is the set of opportunistically listening nodes in z h n . Further, when adopting a particular coding component, e.g., a Cross with NC + SIC, we must ensure that the links i and j involved should be concurrently active or inactive based on its coding rule. For this condition, we have
is the set of links in z h r(i) that should be active/inactive at the same time.
Apart from the above, the other constraints to ensure the feasibility of scheduling on TM are summarized as follows. First, we let Y z h n be 1 when the h th TM on node n is selected to schedule in a configure, and then use the notation to denote the constraint that each node can be activated as a relay node in only one coding component in the whole configure, as
where Z n = {z h n } = C n L out n with C n being the set of all available coding components at node n, and Z n \L out n simply denotes C n itself without considering the set of out-links L out n . Apart from the constraint, we consider also that at any slot t ∈ T , z h n can be scheduled in the configure only when all of its links can be properly scheduled in the time slots of this configure, i.e.,
Similarly, in any slot t ∈ T , only one TM, z h n , at node n with respect to link i can be scheduled to run in the configure. That is, we have the scheduling constraint as
Further, it should be noted that when link i is adopted by node n as its in-link of coding component z h n in time slot t, the transmitter of i, say node m, can not activate its own coding component z h m to transmit packets with another link j = i at the same slot t. That is, we have
where z h in n denotes the set of in-links of the h th TM at node n, and z h out m denotes that of out-links of the h th TM at node m.
Finally, by definition here that a routing link of node n can only perform unicasting, we have the following constraint on the routing links to avoid multicasting as well as broadcasting from them.
Apart from the multicasting constraint on routing links, multicasting packets with a coding component provide another viewpoint to be explored here. For example, although a Partial Cross coding component of node n only involves three links to multicast to its three destination nodes, when transmitting, node n in fact broadcasts (with omnidirectional antenna) its coded packet to the unintended neighbors through the concurrent links apart from the three multicasting links. These concurrent links (from n), however, can not be used by a TM of any neighbor m to transmit its packets at the same time. Thus, we have the following constraint
where z h out n is the set of out-links of the h th TM at node n, and z h out n is the set of broadcast links not involved in z h out n (or say, z h out n = L out n \z h out n ). Note finally that if a TM of node n is scheduled, it would broadcast or multicast the coded packet on all its out-links. To show this, let χ z h n be the number of links of node n to transmit in its TM, z h n . As defined, its value will be 1 if z h n represents a unicast link, and will be the number of native packets hidden in one coded packet if z h n represents a coding component. Consequently, the constraint can be formulated by
IV. WIRELESS ENERGY HARVESTING MODEL
In this section, we consider how the power splitting technique for simultaneous wireless information and power transfer (SWIPT) can be adopted in the inter-session NC multihop networks with the successive interference cancellation (SIC) capability. To this end, we first introduce the power splitting technique and derive the relevant SIC constraints, and then based on the derivation, calculate how much energy can be harvested in this model.
A. POWER SPLITTING METHOD FOR SIMULTANEOUSLY ENERGY HARVESTING AND INFORMATION TRANSMITTING
For RF-WET, the receiver is considered here to consist of an energy harvesting unit and a conventional signal processing unit, and can split the received signal into two power streams in the RF front end with power splitting ratios, as that shown in [10] . This approach is usually referred to as power splitting to distinguish itself from the other alternatives, such as time switching by which a node should decide when to switch between an information decoding mode and an energy harvesting mode [36] . In this work, the power splitting method in [10] - [12] and [35] is used as a key technique to realize our RF-WET. Specifically, with respect to a link i, let P t(i) be the transmit power of the transmitter t
(i), h t(i),r(i) and d t(j)
,r(i) be the channel coefficient and the distance between the transmitter t(i) and the receiver r(i), respectively, be the path-loss exponent, and n a r(i) be the zero-mean additive white Gaussian noise (AWGN) at the receiver antenna. Given that and the signals x t(i) and x t(j) transmitted, the received signal at the receiver r(i) of link i can be expressed by As shown in Fig. 4 , the power splitter at the receiver r(i) of link i adopts a power splitting factor υ r(i) to divide the power y r(i) into two parts in the proportion of υ r(i) : (1 − υ r(i) ). That is, 1 − υ r(i) y r(i) of the received signal is considered to be passed to an information receiver, and √ υ r(i) y r(i) is passed to an energy harvester and stored in the receiver by charging, e.g., a battery embedded. The amount of energy harvested at the receiver can then be given by
whereη ∈ (0, 1) is the energy conversion efficiency, T s is the unit slot time for transmission (which could be ignored if set to 1), and h t(i),r(i) is the effective channel gain from t(i) to r(i).
B. SIC CONSTRAINT
Next, the well-known signal-to-interference-plus-noise ratio (SINR) model in the literature [37] and [38] is considered as the basis to construct our SIC constraint in the sequel. To this end, let G t(i),r(i) be
, and σ 2 r(i) be the variance of the AWGN introduced by the baseband processing circuitry n b r(i) while ignoring that of n a r(i) as its value is too small VOLUME 5, 2017
to be accounted [39] . Further, a link is considered feasible if the packet from transmitter t(i) to receiver r(i) is decodable. That is, in the SINR model, link i is feasible if the SINR value at r(i) is above its SINR threshold, r(i) . In the SWIPT system with power splitting, it could be specified by (25) From the above, we can conduct a sufficiently large constant parameter, U t i , to reflect the interference as that in the related work [40] as follows:
Given that, the SIC constraint can now be specified by the fraction of the interference that is decoded earlier and can be cancelled out, among the overall interference at the receiver r(i) of link i, by using the active links in the scheduled TM, as shown as follows:
C. ENERGY HARVESTED FROM IN-LINKS
In the following, we formulate how much radio energy can be harvested by a TM in this model. For the sake of easy illustration, we use a cross coding component as our example, and show its energy calculation in the sequel along with a graphical representation in Fig. 5 . Specifically, let c cross n = {i n |1 ≤ ≤ |c cross n |(= 8)} be the exemplified cross coding component at node n, which can be further divided into a set of in-links c cross in n = {i 1 n , i 3 n , i 5 n , i 7 n } and a set of out-links c cross out n = {i 2 n , i 4 n , i 6 n , i 8 n } . Given that, we consider the energy harvested from in-links first, as that shown in Figs. 5(a) and (b). For example, if i 1 n is activated in the coding component, it will be overheard by nodes t(i 5 n ) and t(i 7 n ) while received by its destination r(i 1 n ). That is, the radio energy harvested by the intended receivers (t(i 5 n ), t(i 7 n ), and r(i 1 n ) ) from either overhearing or receiving from link i 1 n in the cross coding component at node n could be obtained by
where On the other hand, in the set of neighboring nodes of t(i 1 n ) except the intended overhearing nodes and the destination just mentioned, i.e.,
, an unintended receiver m may enjoy the whole energy broadcasted from t(i 1 n ) without considering the decoding part of v m . Taking the harvesting energies of these nodes into account, we have (31) Apart from the cross coding component, the other TMs involved are also done for the energy calculations; however, the similar details are omitted here for brevity.
D. ENERGY HARVESTED FROM OUT-LINKS
On the other hand, the out-links of a coding component in SWIPT (including i 2 n , i 4 n i 6 n , and i 8 n ) could be multicasted or broadcasted to provide both information and energy to its destinations. Specifically, the energy harvested from these links can be formulated by As shown in Fig. 5(c) , the first term in above represents the fact that the source node of a multicast or broadcast transmission, i.e., node n in question, will simultaneously send information and provide energy to its destination nodes by using the power-split harvesting technique. Specifically, for the energy harvested, it would be formulated by
On the other hand, an unintended neighbor with respect to the transmission, i.e., m ∈ {r(i n )} \ {r(i 2 n ), r(i 4 n ), r(i 6 n ), r(i 8 n )}, will enjoy the power to recharge its battery without considering the decoding part. Such energies harvested would contribute to the second term of e R + 
E. TRANSMIT ENERGY CONSUMPTION OF CODING COMPONENT
Apart from the energy harvested, we also take into account the transmit energy consumption to be involved, and consider that the transmit power of a node in wireless networks would usually dominate its energy consumption. Here, with respect to the cross coding component at node n, the energy consumption due to transmit power will include that of inlinks, e T t(i 1 n )
+ e T t(i
, and that of out-links, e T n . The latter can be specified by considering only e T n because all the out-links from the relay centre n only consume once for multicasting or broadcasting. Overall, the transmit power consumption of the cross coding component would be
Clearly, the above can also apply to the other coding components involved; however, the similar details are omitted for brevity.
V. PROGRAMMING MODEL AND LYAPUNOV DRIFT PLUS PENALTY APPROACH
Based on the different constraints about TM just introduced, in this section, we would further complete our programming model and solve it with a Lyapunov drift plus penalty approach. Taking the scheduling problem in this model as the beginning, we could observe that, when a set of concurrent TMs is feasible to schedule, a configure φ will be introduced to the rest of the model by the associated active links in the scheduling TM. However, as shown readily in Section III, for specifying easily, our constraints are formulated to either correspond to only coding components, or correspond to transmission modes (TMs) which also include unicast routing links. To make these constraints compatible with each other for the following programming model, we introduce in Section III a binary variable Y z h n on link i, whose value is 1 if the h th TM involved including the routing link i itself at node n is scheduled to run in configure φ. Here, based on the different kinds of transmission and TMs involved without considering the transmission details about which time slots to be activated, it can be represented by
As implied by (37) , the active links of a configure can be used to transmit the packets only when the transmission bandwidth constraints given in Section III-B would not be violated.
A. SOLAR ENERGY HARVESTING AND ENERGY QUEUE MODEL
Next, we note the fact that apart from the energy harvested from the radio frequency, the energy would be harvested from an exogenous energy source such as solar panel. This is necessary because if SWIPT is composed only by RF-WET without exogenous energy sources, in which the energy of the desired signal received at the receiver is attenuated due to path loss and energy scavenging inefficiency, it would be a passive system and can not continuously support its communication. Therefore, the wireless harvesting from, e.g., solar, is considered here as well, and the available amount of solar harvesting energy at slott is denoted here by 0 ≤ h n (t ) ≤ h max , ∀t . Specifically, the amount of solar harvested energy e S n (t ) satisfies 0 ≤ e S n (t ) ≤ h n (t ), ∀n,t
In above, to distinguish the time slot t used previously in the scheduling subproblem, we adoptt as the higher level time index for the drift plus penalty Lyapunov algorithm enclosing the former. With this index, h n (t) in (38) to a potentially unknown distribution and taking non-negative values from a finite but arbitrary large set S H , which is bounded from above by h max . Accordingly, the harvestable energy state can be defined by h(t ) = h n (t ), ∀n ∈ N .
Further, let e T φ n (t ) be the transmit power consumption resulted from configure φ at node n, and let e T n (t ) = φ∈ e T φ n (t )λ φ (t ) be the transmit energy consumption at node n from all the configures involved. However, the overall energy consumption of node n would include also the circuit power consumption that is independent of radiated power. For this, the notations, e C φ n (t ) and e C n (t ) = φ∈ e C φ n (t )λ φ (t ), are similarly defined, and the overall consumption can then be obtained by e P n (t ) = e T n (t ) + e C n (t ). On the other hand, let e S φ n (t ) and e R φ n (t ) be the energies harvested by solar and radio frequency, respectively, from configure φ at node n. Similarly, the energies harvested at node n from the two sources can be represented by e S n (t ) = φ∈ e S φ n (t )λ φ (t ), and e R n (t ) = φ∈ e R φ n (t )λ φ (t ), respectively, and the overall energy harvested at node n would be e H n (t ) = e S n (t ) + e R n (t ). Taking this into account and considering the fact that at any time slot t, the total energy stored in battery should be limited by the battery capacity C E n , we have the following battery capacity constraint:
Note that the above battery limit is realized by using the queue update procedure to be introduced, rather than to be enforced directly through the corresponding constraints in this model. Moreover, let E n (t ) be the energy queue size of node n ∈ N , and let E(t ) = E n (t ), n ∈ N over time slotŝ t ∈T be the vector of the energy queue sizes. Given that, the energy queuing dynamic can be represented by
Here, due to the law of energy conservation, the energy consumption, e P n (t ), can not exceed the energy harvested, e H n (t ), at node n, in addition to the fact just revealed that the energy harvested from radio frequency can not exceed that of transmission. Thus, the energy harvested from solar should compensate the energy emitted to maintain a positive energy queue at a node. This is done by setting the solar harvest rate to satisfy the energy availability constraint
and to meet the boundedness assumption for the Lyapunov optimization.
B. DATA QUEUE MODEL
Following that, the traffic requirement is specified to be that at each timet , the application layer of node n will demand a session m with its data rate requirement A m,n (t ). The network will then respond to the request by supporting at least r m,n (t ) data rate at the transport layer as r m,n (t ) = R m,n (t ) R min (42) where [z] a = min{z, a} is a lower-bound operator, and R m,n is a rate that can reflect the remaining energy obtained previously at node n. Specifically, by allowing each node n to determine a value for all the sessions m originated from itself (i.e., n), we have (43) where
max{z} is a normalizing operator with |z| = |N | in this case. Clearly, the value of R m,n (t ) is not only proportional to the renaming energy of node n at time t − 1, but also restricted to stay within the upper and lower bounds, R max and R min , predefined. This reasonably reflects the assumption that an energy-plentiful network configuration would support more data transmissions limited by the network. In addition, as r m,n (t ) is the minimum requirement, the session rate actually allocatedr m,n (t ) would be bounded by its maximum allowable rate aŝ 
On the other hand, A m,n (t ) is allowed to randomly vary over t in an i.i.d. fashion according to a potentially unknown distribution, but it is still bounded from above by A max for not exceeding the maximum service rate. Now let Q m n (t ) be the data backlog of the m th session in node n at timet , and let Q(t ) = Q m n (t ), n ∈ N , m ∈ M over time slotst be the data queue backlog vector. Then, as long as the requirement can not be satisfied by the actually allocated rater m,n (t ), it is accumulated in a data queue and sent in the following time slots. More specifically, the data queuing dynamic will be
C. LONG-TERM TRADEOFF AND PROGRAM FORMULATION
To quantitatively reveal the delay to energy harvesting efficiency tradeoff, or the length to energy (LE) tradeoff (which are used interchangeably, and the LE tradoff for short is appeared more frequently in the sequel), we have the following definitions. First, a queue with unfinished work process U (t ) is mean rate stable [41] if limt →∞ E |U (t )| t = 0, and a network of queues is stable if all individual queues are stable. Given that, the LE tradeoff is denoted by η LE and defined as the ratio of the long-term scheduling length to the long-term average energy. Specifically, let
Then, η LE can be obtained by
By taking all the relevant constraints and definitions into account, we can now formulate the LE tradeoff with joint routing, network coding and transmission mode scheduling problem as the following stochastic optimization programming model.
(2)- (22), (26), (27) , (37), (38), (41), and (44)
VI. ALGORITHM DESIGN FOR THE LE TRADEOFF PROBLEM
As shown in (49), our objective is to minimize the ratio of the overall scheduling length to the total amount of energy remained in the long term. Since the lower bound on the system activation time is equivalent to the upper bound of the network throughput, our objective reasonably reflects the tradeoff between 1) scheduling the traffic as soon as possible to increase the system throughput or decrease the transmission delay, and 2) harvesting the energy from solar and radio frequency as long as possible to increase the amount of energy in battery for prolonging the network lifetime.
Clearly, this programming model involves multiple layers in the protocol stack to optimize the LE tradeoff, and thus, it may be resolved by using cross-layer optimization. However, solving this cross-layer problem with a programming model is very challenging. First, the fractional objective function is non-linear in nature. Second, the traffic process and the solar harvesting process are both stochastic. Third, the transmission mode relevant constraints involve many different integer decision variables. As a result, (49) However, even given the transformation, the time average expectation in the objective function still prevents us to directly use the conventional drift-plus-penalty Lyapunov optimization method in [41] to solve this problem. For this, we define
and further transform the problem in (50) to minimize Len tot − η LE (t )e tot subject to the same constraints in (49)
As shown in the above, η LE (t ) depends on the past decisions on the ratio, and the difficulty of (49) turns into solving (52) at the given η LE (t ), which can be now resolved effectively as that given in [41] and [44] for the stochastic optimization problems in renewal systems.
A. COLUMN GENERATION METHOD
In the sequel, we first decompose this problem into smaller subproblems through a Column Generation (CG) method to obtain the optimal solution without enumerating all the configures. Then, we use the energy queue and the data queue in Sections V-A and V-B to develop a drift-plus-penalty Lyapunov optimization algorithm iteratively resolved by the CG method. As usually defined, the CG approach involves two subproblems, namely, Master and Pricing, respectively. For the former, we let V be a positive control parameter for the driftplus-penalty Lyapunov-based algorithm to be introduced. Then, we consider the objective in (52) transformed to accommodate the data queue in Section V-B and the energy queue in Section V-A according to the Lyapunov optimization in [41] . Finally, the question about how to route native and coded packets for the LE tradeoff with the configures can be determined by the Master problem:
subject to (2)- (7), (11), (41), and (44)
Given that, in the first iteration of CG, an initial set of initial feasible configures, 0 (t ), wherein each configure is composed of a single TM, is provided to solve the first instance of the Master problem (53). Its solution then VOLUME 5, 2017
gives the optimum upon the initial set of configures. Meanwhile, solving the Master problem generates the dual values corresponding to the transmission bandwidth constraints (i.e., (6) , (7), and (7)), {ρ i c k
These dual values are next brought into the Pricing problem where the best configure φ and its scheduling binary variables
(t ), γ φ (t )} are determined by the following programming model:
subject to (8) - (10), (12)- (22), (26), (27) , (37), and (38) ( 54) where the objective function in (54) is the expression of Reduced Cost (RC) of the Master problem. As far as a CG can do, in each iteration after the initial, a feasible configure φ is generated by the Pricing to improve the objective of Master, and the Pricing objective value is used to determine the optimality of the solution. The iteration will continue until a nonnegative value of RC is found. If stopped, the solution from the Master will be the optimal to our LE tradeoff problem at timet , and a proof of optimality of the solution can be found in, e.g., [45] .
B. DRIFT-PLUS-PENALTY LYAPUNOV OPTIMIZATION ALGORITHM
Based on the above, we are ready to complete our driftplus-penalty Lyapunov optimization algorithm with column generation for the LE tradeoff problem. To this end, we further let h(t ), E(t ) (in Section V-A), and Q(t ) (in Section V-B) constitute the system state of this network. With these, our Lyapunov algorithm with CG is now summarized in Algorithm 1 for reference. As shown in line 9 of this algorithm, to reduce the time complexity of the CG method embedded, we limit its iteration number to be bounded from above by T limit . In addition, we stop the CG iteration when the improvement is slight enough, and for this, we provide two more stop criteria. The first (additional) criterion is that the absolute value of the restricted cost RCτ at the current iterationτ is less than T B . The second is that the coefficient of variation 1 on the most recently I 0 restricted costs, i.e., CV [RCτ −I 0 ,...,RCτ ] , where I 0 =τ − 1 if τ ≤ I , and a constant I otherwise, is less than T CV . Apart from the above, it is readily shown here that our algorithm Algorithm 1 The Drift-Plus-Penalty Lyapunov Optimization Algorithm With Column Generation 1: (Initialization) Set the outer iteration limitT lim , the inner iteration limit T limit , the difference bound T B , the coefficient of variation bound T CV , and the sample length I ; 2: for each slott = 1, 2, ...,T lim do 3: Observe the system state (h(t ), E(t ), Q(t )); 4:
(Column Generation Iteration) 5:
Given a set of TMs as the initial set of feasible configures, φ 0 , to be (t ) at the beginning, solve the Master problem in (53) to find the dual variables
, ϑ i (t )} at the first time; 6: Given the dual variables just obtained, solve the Pricing problem in (54) to find φ 1 (t ); 7: Let (t ) = (t ) φ 1 (t ); 8: Set iteration count of column generationτ = 1 9:
• Given (t ), solve the Master problem in (53) to obtain the optimal result atτ , yielding Dτ (t ); 11: • Given Dτ (t ), solve the Pricing problem in (54) to obtain RCτ and φτ +1 (t ); 12: • (t ) = (t ) φτ +1 (t );τ =τ + 1; 13: end while 14: end for only requires to know the queue sizes, Q(t ) and E(t ), and the energy state process h(t ). It does not even require any knowledge of the random data arrival process A(t ). This is very useful in practice when the arrival process is conducted by an unknown distribution. More specifically, the benefits of such an approach can be explored by means of the following performance evaluation.
VII. PERFORMANCE EVALUATION OF THE ALGORITHM
In this section, we evaluate the performance of Algorithm 1 with the drift-plus-penalty Lyapunov optimization technique. Basically, this technique is to consider a system of N queues with (t) = ( 1 (t) , ..., N (t)) being the queue backlog vector, and it can be further formulated as (t) = [Q(t), Z (t), H (t)], where Q(t) is a vector of actual queues, and Z (t), H (t) are virtual queues if required. Given that, a scalar measure of the size of the vector (t) should be suitably defined as its Lyapunov function L( (t)). As a basic form, it could be a quadratic function L( (t)) = 1 2 N n=1 w n (t), where {w n } N n=1 are a collection of positive weights. Let ( (t)) = E{L( (t + 1)) − L( (t))| (t)} be one-slot conditional Lyapunov drift. Then by ensuring that the drift is bounded, all queues n (t) can be mean rate stable or strongly stable. For more details, one could refer to [41] and [44] and references therein. In the following, we would first give the primitives and assumptions involved, and then analyze our algorithm by using the technique with the metrics and notations in this work instead of those in the basic form.
A. PRIMITIVES AND ASSUMPTIONS
Here, A m,n ,r m,n , e H n (t ), and e P n (t ) are assumed to have the boundedness properties
where θ a , θ r , θ h , and θ t are finite constants. In addition, Len tot (t ) and e tot (t ) are assumed to be bounded by
Actually, the boundedness on Len tot (t ) could be realized by the minimum requirementr m,n and the maximum allowable rate constraint (44) , and that of e tot (t ) would be implied by the energy availability constraint (41). Further, the following limit assumptions on convergence are also considered
Then, it could be seen that with the mild boundedness assumptions of (55), the Lebsque dominated convergence theorem would guarantee that the following equations will hold if the limit convergence assumptions of (57) hold.
Accordingly, we have
B. PERFORMANCE OF THE LYAPUNOV DRIFT AND OPTIMIZATION ALGORITHM
Now, by letting (t ) = Q m n (t ), E n (t ) , we can define the Lyapunov drift function as
As noted previously, the one-slot Lyapunov drift is defined by
Then, under any scheduling algorithm, parameter V , and (t ), the upper bound of the drift-plus-penalty, ( (t )) + V E Len tot (t ) − η LE (t )e tot (t )| (t ) , would be determined by
Here, according to the boundedness in (55), B is a positive constant to satisfy
where
Next, let the network capacity regionˆ be all the traffic arrival rates that can be stably supported by the network [46] , and let E{A m,n (t )} =λ m,n for allt . Suppose thatλ m,n is strictly interior to the capacity regionˆ , andλ m,n + with a positive is still inˆ . In addition, if the constraints in (49) are feasible and the boundedness and limit assumptions in (55)-(57) are hold. Then, according to [41] and [46] , for anyδ, we can find an i.i.d. algorithm, say P * (t ), to satisfy
where e * tot (t ) = n∈N ε * n (t ), Len * tot (t ), r * m,n (t ), and ε * n (t ) are the results obtained from P * (t ).
Given the above, the performance of the drift-plus-penalty Lyapunov algorithm can now be specified by the following theorem. Theorem 1: If the LE tradeoff problem is feasible, E{L( (0)} < ∞, andλ m,n is strictly interior to the regionˆ , then the Lyapunov algorithm with V > 0 would have the following performances: (a) All actual queues Q m n (t ) and virtual queues E n (t ) are mean rate stable. (c) The average network queue length is bounded by
Proof : See the appendix.
VIII. NUMERICAL RESULTS
As noted in Section I, although giving various contributions, the previous works do not consider the energy harvest efficiency (EHE) and minimize the ratio of the scheduling length to the total amount of harvesting energy to be remained in the long term with a NC scheme, as this work did. Given that, reformatting an algorithm tailored to an energy efficiency optimization in the conventional sense such as [10] to be comparable is very challenging. On the other hand, making an optimal tradeoff between delay and EHE in a RE-WET routing network is already an issue not yet fully explored. Thus, in this section, we compare the Lyapunov optimization algorithm on NC with that on the conventional routing method to evaluate the performance of this algorithm in the SWIPT networks. Further, due to the MINLP problem that is NP in nature, we consider the network scenario of 6 nodes and 18 links shown in Fig. 6 , which already provides a large number of constraints to be resolved for fully exhibiting the performance characterises of this model. Here, by using MATLAB [47] as the platform of simulation and computation, we conduct 6 sessions: 1 → 3 (i.e., from node 1 to node 3) through links 3 and 16, 3 → 1 through links 9 and 14, 2 → 4 through links 6 and 17, 4 → 2 through links 12 and 15, 5 → 6 through links 17 and 13, and 6 → 2 through links 18, 12, and 15. For each session, the traffic demand is randomly generated according to the Poisson distribution, along with R min = 1 and R max = 3. For each node, the transmit power is 0.1, the battery capacity is C E n = 30, the initial battery power is 15, and the solar harvesting rate h n (t ) at each timet is obtained according to the normal distribution with mean µ h = 0.07 and standard deviation σ h = 0.005. Here, in addition to 18 routing links, there are also 22 coding components shown in Table 3 to constitute the set of initial configures. By using the initial set to solve the first instance of our Master problem and then bring the dual variables resulted into the Pricing problem, the CG method in Algorithm 1 begins to generate a feasible configure at each iteration to be accumulated into the set of configures for scheduling at timet . With this basis, our numerical simulation study is to compare the performances of our algorithm with and without network coding in terms of varying the system parameter V , the power splitting factor v, and the energy consumption component e P n (t ), from the four perspectives: η LE , Len tot , e tot , and Q =
m∈M Q m n (τ ) (time average data queue length over the firstt iterations), while keeping the energy queue size to approach the bound C E n which does not vary on V (and thus not shown here), given r max m,n = 15, ∀n, m, and LENGTH = 150. For reference, we summarize the important parameters used in the experiments in Table 4 .
A. IMPACT OF V
In this set of experiments, we simulate with V = [1, 50, 100, 500, 1000], within the limit ofT lim = 1000 slots and T limit = 50 iterations, while varying the average link length to be 120 and 3 as the Long and Short distance scenarios for comparing the RF-WET performance. The experiment results are now summarized in Fig. 7. From Fig. 7 (a) , we can see that as V increases, the time average optimization objective η LE to be minimized in the long term keeps decreasing and converges to η opt LE , which confirms Theorem 1(b). Specifically, the long-term η LE in Fig. 7 (a) is represented by the ratio between Len tot and e tot , and Figs. 7 (b) and (c) further confirm the results in (a) by showing that the time average scheduling length Len tot and the time average energy e tot , obtained over the firstt iterations, increase at the speed of O(V ) as V increases in spite of applying network coding or not ('NC' or 'no NC') and how far between each pair of nodes in a link (where 'L' and 'S' in the legend denote the long distance scenario and the short distance scenario, respectively). In fact, as the long-term energy would be dominated by the solar energy, a longer scheduling length implies a larger energy to be harvested, but it also leads to a longer transmission delay. Here, by minimizing the ratio of the long-term scheduling length to the long-term energy, the η LE obtained could be similar despite NC, when V is large enough (see Fig. 7 (a) ). That is, by optimizing the LE tradeoff, our algorithm can apply to both network coding and routing, and enjoy a shorter scheduling length to decrease the transmission delay while keeping the scheduling time long enough to harvest the energy for communication. In particular, even with a similar ratio to harvest the necessary energy, network coding can help more on shortening the scheduling length and thus efficiently VOLUME 5, 2017 FIGURE 8. The three components of e tot on varying V : (a) the normalized e S , (b) the normalized e R , and (c) the normalized e T . decrease the transmission delay when compared with routing, as shown in Fig. 7 (b) . Finally, Fig. 7(d) reveals the fact that the average data queue length, Q, has the same trend to increase as V increases, as the length and the energy did.
In addition to the above, we further reveal the details of e tot to understand the long-term energy. Specially, as defined in (51) and (47) , the time average metric of e tot is obtained by
where e H n (t ) = e S n (t ) + e R n (t ) and e P n (t ) = e T n (t ) + e C n (t ) are all defined before. In the latter, we focus on the transmit power consumption and thus use e T n (t ) to represent e P n (t ). The circuit power consumption e C n (t ) involved is then set to 0 temporally, and will be varied in the upcoming Section VIII-C to explore its impact. Now, by dividing by the whole value of e tot , its components on e S , e R , and e T are resulted as the normalized e S , the normalized e R , and the normalized e T , respectively, as depicted in Fig. 8 . From this figure, we can observe that the normalized metrics decrease as V increases, exhibiting the same trend on η LE . In particular, as the energy of the desired signal received at the receiver is attenuated due to path loss and energy scavenging inefficiency, the normalized e R is always lower than the normalized e T , and the normalized e S denominates the measured metric e tot despite V , which confirms the assessment given in Section V-A.
B. IMPACT OF POWER SPLITTING FACTOR
In this set of experiments, we investigate the impacts of a varying power splitting factor v n upon the network with and without network coding. To this end, we simulate with v n = [0.2, 0.5, 0.8] to represent the results affected by a low, middle, and high degree of power splitting, respectively, while keeping V = 1000 in the short distance scenario. It can be observed from Fig. 9 that as the power splitting factor becomes larger, the algorithm minimizes the objective of efficiency better in spite of adopting network coding or not. These results imply the fact that no matter whether the network can add coding components or not, raising the power splitting ratio would increase the amount of energy harvested from the radio frequency through either direct links or overheard links. Consequently, η LE (in Fig. 9(a) ) could decrease despite the network coding, and the other parameters (in Figs. 9(b) , (c), and (d)) reflect the same trend.
C. IMPACT OF ENERGY CONSUMPTION
Finally, we investigate how the energy consumption component e P n (t ) could impact on the network. In particular, by varying e C n (t ) = [0, 0.01, 0.05, 0.1], we gradually increase the overall e P n (t ) and keep its value not to exceed the longterm solar harvesting energy so that the average energy harvested can be remained positive for the system stability. On the other hand, V = 1000, v n = 0.5, and the short distance scenario are remained the same, allowing the experiments to focus on the impact of energy consumption. Now, the experiment results are summarized in Fig. 10 . In particular, Fig. 10(a) is shown to be consistent with Fig. 7(a) as both reveal the same fact that when using V = 1000 which is large enough, the optimization is highly emphasized on the LE tradeoff when compared with the queue stability, and the algorithm is led to produce very similar η LE in spite of adopting NC or not. In addition, it is also shown that increasing e C n (t ) and thus e P n (t ) causes a lower harvested energy e tot to be remained and a longer scheduling length Len tot to meet the data rate requirement, cooperatively leading to an increasing η LE . However, the similar η LE values exhibited have different implications, as shown in the following subfigures. First, the algorithm with NC can shorten the scheduling length Len tot or improve the transmission delay more efficiently, which outperforms the algorithm without NC, as shown in Fig. 10(b) . Second, although the available energy e tot continuously decreases as e C n (t ) increases despite NC, as expected, the performance gap between the two versions (with and without NC) gradually diminishes, as shown in Fig. 10(c) . Finally, the data queue length properly reflects the increasing trend of delay as the energy consumption increases, as shown in Fig. 10(d) .
IX. CONCLUSION
In this work, we have introduced an optimization framework for the joint problem of routing, network coding, and scheduling in the NC-based SWIPT networks. Specifically, the mixed integer nonlinear programming (MINLP) problem is first transformed to result in a linearized counterpart, and then decomposed into a master subproblem and a pricing subproblem to be iteratively resolved by using the column generation method proposed. Our numerical results readily showed that the theoretical optimal tradeoff can be achieved as [O(V ), O(1/V )] between the delay and the energy harvesting efficiency, and revealed the engineering insights through varying the key parameters in the optimization algorithm. Given that, this work is expected to incorporate with the existing standards, e.g., LTE-A relay system to construct an integrated framework that can take into account the network coding technique, and then involve the specifications such as IEEE P2100.1 currently developed by the IEEE wireless power and charging system working group. However, such an incorporation is challenging and its implementation would require to resolve certain design issues in detail, which will be our future works.
APPENDIX PROOF OF THEOREM 1
Since the algorithm minimizes the right-hand-side of (63), we have ( (t )) + V E Len tot (t ) − η 
By plugging (66) into (69), and taking a limit asδ → 0, we are led to
From the boundedness assumption of (55), we know that for some positive positive constant C,
Now, using telescoping sum over t ∈ {0, 1, ..., K − 1}, we have E {L( (K ))} − E {L( (0))} ≤ KC (72) VOLUME 5, 2017
Then, rearranging the above through (61), we can obtain E E n (K ) V + η 
Dividing the above by K and taking a limit as K → ∞, we prove the theorem part (c) as 
By proving all the three parts ((a), (b), and (c)), we complete the proof of the theorem. 
