A three-dimensional world model is crucial for many robot-oriented tasks. The most efficient mapping configuration uses geometric primitives to model environments. These primitive shapes use very little memory for large world maps, such as industrial environments, and are easy to store and process. In the past, modeling techniques have been either fully manual or autonomous. Manual methods are extremely time consuming but also highly accurate and flexible. On the other hand autonomous techniques are fast but inflexible and often inaccurate. The method presented in this paper combines the two thereby yielding a highly efficient, flexible, and accurate tool. Our methods enable a human supervisor to quickly construct a fully defined world model from unfiltered and unsegmented real-world range data.
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There are many uses for intelligent robots in industrial environments. In most cases, accurate maps of these unstructured environments are not available. For these situations, the ability to construct an accurate world map is a necessity for robotic deployment [l] . The data used in this project consists of real-world data taken using a structured lighting system at Sandia National Laboratories. The data is very noisy and contains errors that render most segmentation algorithms inadequate. A high concentration of reflectance points (artifacts of the structured lighting system) permeate the data set and cause large variations in surface normal and curvature values for all points surrounding the reflectance point [2] . Other errors include additive noise, which also causes surface normal and curvature deviations. In addition, the data points are non-uniformly sampled, meaning the distance between two neighboring points on the x-sampling axis can be much larger than the distance between two neighboring points on the y-sampling axis. This non-uniformity causes preferential growth in the direction of higher point density and failure of many region-growing algorithms. Registration errors cause large abnormalities when multiple images of the same scene are overlaid. Moreover, in the data appear large obscured regions, which cause undefined intersections between planes and holes in the map. As a result of these inaccuracies in the data, conventional modeling methods produce inaccurate and incomplete world maps. This paper describes some new robust methods that overcome the complexity associated with such real-world data.
Background
The traditional method of generating a world map is to manually create models using CAD tools [3] . This method is not only extremely time consuming but may be impossible in hazardous areas in which object measurements cannot be taken. Fully autonomous methods have also been tested in recent years, but these methods do not work reliably enough with real-world data on a task in which an inaccurate model could lead to a hazardous spill [4] . In this case, the best method is to create a mapping routine that is as autonomous as possible but with a human supervisor to guide the process. Many modeling techniques use free-form surface models. These approaches approximate the surface using techniques such as B-splines, NURBS, or Dual Kriging [5, 6] . These techniques create a smoothed surface map, but the image must be segmented before the process begins. Noise and occlusion also have a large effect on the surface models, thereby making conversion to a solid model error prone. Transformation of a surface mesh to a solid model has been accomplished [7] , but the process requires multiple scans of the scene so that all edges and all boundaries are identified. To deal with occlusion and noise, as well as to make object recognition and grasping easy, primitive models that approximate the shape and size of an object are required. Many papers approach the subject of creating a world map based on geometric object models (see [8, 9, 10] ). Several of these approaches can find the position and orientation of an object, but they need a predetermined model. Others adeptly create models from segmented data but do not deal with obscured regions, object intersections, or approach the problem of segmentation. Many methods use edge detection to create well-defined object intersections and to aid segmentation [11, 12, 13] . These methods work well on complete data sets but have problems when edges are obscured. Because of the problems associated with data of this type, the approach presented in this report was developed.
APPROACH
Our environment and modeling paradigm is as follows: Let Si = { (x, y , z ) } be the it" of set of range samples collected from surfaces in an environment. The samples Si are typically collected from a ranging system (e.g., structured lighting) and provide a single view of the environment. Consider the union of N sets of range samples of the same scene but collected from different viewpoints. The set of range samples, S = S , u S,. . . u S , , thus represent samples of surfaces in the environment. Our objective is to build a reliable model from the data in S . In particular, we focus on industrial environments. Our environment model consists of three types of surfaces: bounded planes, bounded cylinders, and bounded random surfaces. These shapes were selected because in an industrial environment, such as a hazardous waste site, most objects can be represented by planes and cylinders. Objects that cannot be defined by these two primitives are modeled to a random surface using a type of Voronoi tessellation. Our model M can thus be expressed as where Pi represents the L planes in the scene, C j represents the M cylinders in the scene, and R, represents the N random surfaces in the scene.
Because of the large extent of errors in real-world data and the lack of reliability in autonomous methods, we have opted to use a human supervisor to guide the modeling process. The supervisor selects seed points on the surfaces of objects and instructs the computer to segment and model them. From a processing standpoint, the objects are first segmented from the data in S and then modeled appropriately. Segmentation is performed by rotating the data in S to favorable coordinate systems, followed by segmentation. The segmented data is then fit to a model. Only the x-y-z position of the data points is used in segmenting and modeling. Other measures are avoided, allowing the data to be processed without a filtering or smoothing stage. Once objects are modeled, they are extrapolated and interpolated until a fully defined world model is produced.
Our work employs two different options for choosing the seed points that start the modeling process: either a single point or a small set of points can be used. The single point method is a step towards autonomy, but several additional routines are required for autonomy. A routine would be needed to generate appropriate seed points, like the method implemented by Besl [14] . Another routine would involve determining the type of surface the seed point is on; curvature may be sufficient to make this classification. A last routine would have to determine if the fitted geometry is an acceptable fit; such routines were used by Leonardis [15] and Bolles[ 161. The current routines allow for either seed point strategy, although a human supervisor is still needed to direct the segmenting. We begin by describing the segmentation and characterization of bounded planes.
DETAILED DESCRIPTION
Planes
The supervisor typically starts by building planes in a scene. A bounded plane is described by two sets of parameters: a vector p that parameterizes the unbounded (infinite extent) plane and a vector e of edge points. Vector p contains four coefficients t is the transpose operator, and the vector p is contained in X and c . The best results are obtained when seed points are evenly spaced around the plane. From this a rotated coordinate system (primed system) is constructed such that the plane described by p lies in the (x', y', 0) plane [17] . The rotation matrix R allows transformation between the world coordinate system and the primed system. The entire data set S is rotated into the primed coordinate system. Data in S' whose z' coordinate is not within a factor of the standard deviation oz of the initialization plane are discarded. Effectively, a one-dimensional @e., in the direction perpendicular to the plane) segmentation of the data is performed, thereby effectively interpolating shadows and holes in the range imagery into the plane. Denote the new set of segmented data as T' , where T' c S' . All that remains is to perform a twodimensional segmentation of the data in T' .
The samples in T' belong to the infinite plane formed from the initial seed points. To complete the description of the bounded plane, the samples in T' are segmented in the (x', y') directions to find the bounding points, e . Segmentation in the (x', y') is performed as follows. First of all, the seed points, u i , form a bounding box. The box width and height then expand to twice the original size and eliminate all points exterior to the bounding box. Next, all points are projected onto the x' axis; consequently, the region along the axis where points occur is split into ten smaller regions of equal length. The smaller regions are inspected, and if one contains less than 15% of the maximum number of points in any region, the routine discards the points in the region and all points from that region to the current plane boundary. The same process then occurs on the y' axis. If points are discarded, the entire process is repeated until no new points are eliminated. Next, a function inspects the outermost regions for any wing points that may be present. Wing points appear when searching for plane points on the side of a box. Points on the intersection line along the floor will also satisfy the plane criteria and form wings on the side of the box, as shown in figure 1.
August J 1, 1997 FIGURE 1. Three overlaid scam of a box resting on the floor.
Accordingly, wing poiiits are positioned linearly along either the top or the bottom of the plane. The function i\cI.j~~sts the extent of the plane in the positive and negative x' directions to values whcre points both above and below the average y' value exist. The process is then repeated along y' axis, thereby removing any wing points. Finally, the convex hull of the remaining samples in T' is computed. The convex hull forms the edges, e ' , of the region in the primed coordinate system. The plane parameters and edges of the plane in the world coordinate system are found by rotating p' and e' back into the world coordinate system.
A single point can also be used to find a plane within the scene. The same process is used to determine the plane parameters, except that the single seed point, u l , cannot determine the equation of the infinite plane. Therefor additional seed points, u2 . . . u,, must be found to feed into the least-squares algorithm. This is accomplished in two steps:
(1) finding u2 . . . u,,, and (2) u,, , . . u, . The routine finds the 50 points closest to the seed point, u2 . . . LL,, , and performs an initial estimation of the plane equation using a least-squares fit. As before, a rotation matrix, R , rotates the points into primed system. Next, the distance to the seed point and the elevation angle off the plane are calculated for each point. The points furthest from the seed point and closest to the average elevation angle in each direction are saved, u,, . . . u, . The seed point, u1 , its closest fifty neighbors, u2 . . . u ,~, and the newly found points, u, . . . u,, are used to estimate the plane through the least-squares fit procedure. The routine, as before, develops a rotation matrix, R , and eliminates all points in S' whose z' coordinates are not within a factor of the standard deviation, csz, of the initialization plane. Segmentation occurs exactly as in the previous method, except that the initial bounding box is not calculated from the seed points because only one seed point was selected. The one-point method works reliably, but it is important to choose the seed point so that the closest 50 points are all within the plane.
Cylinders
A bounded cylinder is defined by four parameters: a scalar radius, Y ; an axis vector,a ; a center point to fix the axis vector, c = (xc, yc, z,) ; and a matrix that represents the boundary (height) of the cylinder, h . Modeling is accomplished using the Levenberg- if two parallel vectors are found on the surface of a cylinder, they must also be parallel to the cylinder axis. The estimate of the cylinder's axis, a , is used to construct a rotation matrix, R . Data in S is then rotated into the primed coordinate system so that the cylinder axis is parallel to the z' axis. Projecting data in S' onto the (x', y') plane results in an arc Recall from elementary geometry that the center of a circle can be found at the intersection of two perpendicular bisectors of any two chords of the circle. The radius of the circle is then found as the distance from the center of the circle to any point on the circle. The transformed seed points ui' are known to lie within the arc of points formed by projecting the cylinder onto the (x', y') plane. These points are connected into chords in the circle and used to estimate the center of the circle 2 . An initial estimate of the radius, 3 , is found as 3 = 1 2 -ui'l . Estimates i. and 3 can be improved by using larger chords, which can be found by iteratively moving the ends of the chords, u3' and u4', to the ends of the arc. Small neighborhoods (shown in red) surrounding u3' and u4' are first defined by the seed point itself, a point using the same radius but 7.5 degrees closer to the end of the arch, and by a factor times the deviation of the radius of all points within the previous neighborhood 0,. (for the first iteration 0,. is set to 1). If points are found within the neighborhood bounds, either u3' or u4' is redefined at the center of the neighborhood The final estimates of cylinder axis, center, and radius are provided by a leastsquares procedure operating on data in T' , using the previously obtained estimates as initialization values. Although seven parameters are needed to define a cylinder, adjustment of only five of these components will obtain a fit. To find a center point, c , on the main axis, the z component remains constant while the x and y components are adjusted until they lay on the main axis line. To find a vector parallel to the main axis line, a , the z component again remains fixed while the x and y components change until the vectors are parallel. The Levenberg-Marquardt least-squares method adjusts these four parameters along with the radius to obtain a fit for the following model. In a cylinder, the radius, i , is the distance between a data point and a point on the main axis where the vector from the data point to the axis point is perpendicular to the main axis, This statement defines two equations that yields the difference between the estimated parameters and each data point:
Equation 1 r 2 -( ( D -( ( C + t x u ) ) 2 = CT
(11, where D = Data point (x,y,z), and CY = the deviation of each point from the cylinder model (ideally 0), and Equation 2 which is drawn from the statement defining the parameter t :
The process minimizes the deviation of each data point by adjusting the model parameters using the partial derivatives of each parameter. The process iterates itself until it converges upon the best set of parameters.
Several different values of cylinder height are possible. For example, the height of a right cylinder can be described by a single number, whereas a cylinder with arbitrary extent can require a complex description of its height. Anticipating cylinders with complex ends, we describe the cylinder's height as a set of coordinates h . Data that forms the cylinder is rotated and translated so that the z' is parallel to the cylinder axis, and the origin of the primed coordinate system is located at the center of the cylinder. The cylinder is segmented into 10-degree sectors, and the maximum and minimum z' value is found for each sector. These values form the set h' , which when rotated back into the world coordinate system describe the extent of the cylinder.
A single seed point can also begin the cylinder parameter estimation process. In this case, the routine follows the same process with some modifications to the axis estimation and segmentation routines. Because a single seed point cannot form a bounding box, a different set of criteria must determine which points are to be used in the search for parallel vectors. A simple routine slowly increases the extents of a bounding box around the seed point in each direction until a point is absorbed in each direction. Using these distances, the box extents increase by the designated amount in each direction until 100 points are absorbed. Because noise can cause very short vectors to be parallel even if they are not parallel to the main axis, the calculation eliminates points close to the seed point. The remaining points are scanned for two parallel vectors extending in opposite directions from the seed point.
The segmentation algorithm also required modifications to adjust to the lack of seed points. In the four-seed point method, the seed points are used in both the initial approximations and as starting points of the arc-sweeping process. The two points of the 100 found earlier that are farthest from the seed point and on opposite sides of the cylinder arc replace the missing seed points. These points are then fed into the same algorithms, with parameter estimation and segmentation followed by the least-squares fit and height estimation. Again, the one-point method works reliably when the seed point is chosen so that the neighboring 100 points are all on the cylinder.
Random Surfaces
Random surfaces are modeled as a connected group of triangles. First, the points are rotated and prqjected onto a plane. And second, a two-dimensional Voronoi tessellation creates a connectivity list for a section of the points chosen by the user. Therefore, both the points and a rotation must be specified by the user. Two methods are provided to accomplish this. The user can rotate the points until in the desired viewport and drag a square around the desired points. In this case, the chosen points are rotated so that the z' axis points straight out of the screen. The user can also define a plane and expand a bounding box until all points desired for the tessellation are within the box, as shown in step 2 of example 2. In this case, the data will be rotated so that the defined plane is the (x', y') plane. A standard Voronoi tessellation routine [ 191 then creates a connectivity list, ignoring the z' component. With the z' component re-incorporated, the data is rotated back to the world coordinate system, where triangles are drawn between the points according to the connectivity list.
lClODEL BUILDING 8 z EDGE EXTRAPOLATION
Most applications involving robots require a CAD model to guide the robot. Therefore, transformation from a group of objects to a fully defined world model is essential for robotic deployment. Because the objects we have modeled are saved as equations of solid models, ~ransforniation to a world CAD model is trivial. Before this can be accomplished, obscured regions must be interpolated and objects must be extrapolated so that welldefined intersections occur.
Our method allows object intersections to be calculated from the parameters of the models. The intersection of two non-parallel planes is a line. The routine calculates the equation of this line and then computes plane points along the line so that the planes meet on the line without crossing over it. A new convex hull for each plane is then calculated, e , with these new points included and with any points extending past the intersection eliminated. The new plane convex hulls will have a well-defined intersection with a known equation. This method can be extended to encompass three planes, such as the corner of a room. An automated routine uses multiple calls of the two-plane intersection routine to transform the planes so that a well-defined corner appears. If a cylinder is standing on a plane, it too can be modified so that the intersection is smooth and the cylinder lies on the plane. Because the equation of both the cylinder and the plane are known, the height points, h , around the outside of the cylinder can be either extended or drawn back until they lay in the plane. When the cylinder is redrawn, it lays flat on the plane and the intersection is known. The process of intersecting objects interpolates obscured regions and creates a world model with well-defined edges.
The same idea also applies to boxes. As a result of occlusion, boxes occasionally appear as only three planes. The other sides of the box are not always visible to the sensors, but three sides are sufficient to accurately reconstruct the box. The assumption that a box side is parallel to and the same size as the opposing side allows the routine to reproduce all six sides of a box from three adjacent planes. First, the routine calculates the equation and convex hull of each of the three adjacent planes. The routine then forms a coordinate system with the intersection of the three planes as the origin and each axis pointing along a plane intersection line. The dimensions of the box are equal to the maximum value in each axis direction. Using the previously stated assumptions, the routine creates points at the corners of the box and draws planes connecting the comer points.
EXAMPLES (TWO EXAMPLES ARE PROVIDED TO ILLUSTRATE THE MODELING TECHNIQUE)
Example 1 (2 cylinders in a corner taken from 2 overlaid scans)
Step 2: The wire-frame of a modeled cylinder has been over-laid on the data. The large green points are the seed I points. The smaller highlighted green points are the points included in the least-squares fit. The purple points are the height points.
Step 3: To model a plane seed points (green) have been chosen around the plane. The modeled bounded plane is shown in purple and the highlighted red points are the points included within the plane extents.
Step 4: All the planes and cylinders have been modeled and the models are saved in a separate viewer.
Step 5: The planes have been interpolated with one another so that the extents are well defined. The cylinders have also been extrapolated into the floor so they lay flat on the floor. Step 1: The original data set is shown. It contains two planes (boards) and a cylinder in a vermiculite pit.
Step 2: The cylinder and the two planes have been modeled. Seed points are chosen to obtain a viewport-defining plane and the bounding box is expanded to include all points desired for the Voronoi tessellation (blue). Step 3: The finished model is shown with the planes and cylinder incorporated in the voronoi tessellation of the vermiculite pit.
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