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Résumé— Le papier traite de la stabilité non quadratique des 
modèles quasi-LPV ou dits de Takagi-Sugeno. Le problème des 
fonctions non quadratiques est de pouvoir prendre en compte la 
dérivée des fonctions non linéaires qui de façon générale 
dépendent de l’état. L’idée développée dans ce travail est de 
réduire la stabilisation globale – qui n’est pas toujours ni 
réaliste, ni réalisable pour les systèmes non linéaires – à une 
stabilisation locale. Dans ce contexte, on montre que l’obtention 
d’inégalités matricielles linéaires (LMI) peut-être fructueuse. 
 
Mots-clés— Inégalité Matricielle Linéaire (LMI), Fonctions de 
Lyapunov non quadratiques, Modèles Takagi-Sugeno. 
 
I. INTRODUCTION 
Depuis l’introduction des modèles de Takagi-Sugeno (TS) 
[1], de très nombreux travaux ont vu le jour (le lecteur peut se 
référer à [2], [3], [4] et aux références de ces papiers). L’un de 
leur principal intérêt est de permettre une représentation 
exacte d’un modèle non linéaire dans un compact de l’espace 
d’état. Pour ce faire une transformation du type approche par 
secteur non linéaire peut être utilisée [2] [5]. La plupart du 
temps la stabilité et la stabilisation utilisent la seconde 
méthode de Lyapunov associée à une fonction de Lyapunov 
quadratique [2], [4]. La loi de commande est souvent une 
PDC (Parallel Distributed Compensation) qui reprend les 
mêmes fonctions non linéaires que celles composant le 
modèle flou TS [6]. 
L’ensemble des résultats se montre conservatif pour 
plusieurs raisons : la manière dont sont construits les modèles 
TS à partir d’un modèle non linéaire n’est pas unique [7], les 
fonctions d’interpolation ne sont pas retirées des conditions de 
la même manière [8] [9], des informations supplémentaires 
sur ces fonctions peuvent être introduites [10] [11], le choix 
d’une fonction de Lyapunov différente [12] [13] … De 
manière générale, l’ensemble des résultats recherche un 
résultat global pour le modèle TS, mais qui n’est souvent que 
local pour le modèle non linéaire, i.e. valable que dans 
l’espace compact des variables d’état. L’approche proposée 
ici se place dans un changement de perspective en recherchant 
des conditions de stabilisation locales pour les modèles TS. 
Plusieurs fonctions de Lyapunov ont été proposées dans la 
littérature : fonctions quadratiques par morceaux [12] [14], 
fonctions non quadratiques, en continu [13] [15], en discret 
[16] [17] [18]. De façon surprenante, les résultats obtenus en 
discret sont nettement plus intéressants que ceux obtenus en 
continu. Cela est dû principalement au fait de devoir dériver 
les fonctions d’interpolations qui sont non linéaires et 
dépendent de l’état du modèle. Quelques solutions ont été 
proposées avec des limitations certaines. Dans [13] ou [15] les 
auteurs considèrent connaître les bornes de ces dérivées, ce 
qui est irréaliste dans la plupart des cas. Un résultat 
intéressant a été obtenu dans [19] en utilisant une fonction de 
Lyapunov indépendante du chemin. Le problème est que les 
conditions nécessaires à la construction de cette fonction 
réduisent fortement le domaine des modèles TS possibles. De 
plus, dans le cadre de la stabilisation, le problème reste sous 
forme de conditions BMI.  
Dans ce cadre, la nouvelle approche proposée permet de ne 
s’intéresser qu’au problème réduit de stabilité locale pour 
lequel un résultat sous forme de LMI existe [20]. Le papier est 
organisé comme suit : la section II donne les bases, i.e. 
modèles TS, notations, fonction de Lyapunov, la section III 
rappelle le résultat de [20] et l’étend dans le cadre de la 
stabilisation, enfin la section IV montre sur des exemples 
l’intérêt certain de l’approche. 
 
II. DEFINITIONS ET NOTATIONS 
Considérons un modèle non linéaire affine en la commande :  
. . (1) 
avec ,  des fonctions non linéaires,  le 
vecteur d’état,  le vecteur des entrées, 
 le vecteur des prémisses supposé borné et lisse 
sur un ensemble compact C des variables d’état incluant 
l’origine. Soient ,  l’ensemble 
des non linéarités bornées de (1) incluses dans C. En utilisant 
l’approche par secteur non linéaire [2] [5], les fonctions (ou 
poids) suivantes peuvent être construites : 
,  (2) 
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On peut alors définir les fonctions d’interpolation suivantes, 
avec ,  : 
 (3) 
Ces fonctions d’interpolation satisfont une propriété de 
somme convexe ,  dans C. Dans un 
souci de clarté, les notations suivantes sont adoptées : 
, .	
A partir de ces hypothèses et définitions, une représentation 
exacte du modèle non linéaire (1) dans C est donnée par le 
modèle quasi-LPV ou dit TS suivant : 
 (4) 
avec  est le nombre de modèles stabilisables 
, .		
Enfin, le résultat suivant sera nécessaire dans la suite, il 
représente un bon compromis entre complexité (pas de 
variables additionnelles rajoutés) et qualité des solutions. 
 
Lemme de relaxation [8]: Soient ,  des 
matrices de dimension appropriées. La condition 
 (5) 
est vérifiée si les conditions suivantes sont vérifiées  
 (6) 
 
III. PRINCIPAL RESULTAT 
La loi de commande suivante est adoptée dans ce travail, 
elle est identique à celles usuellement rencontrées en discret 
[16] : 
 (7) 
avec  les gains de commande et des matrices , 
. Le modèle en boucle fermée s’écrit alors : 
 (8) 
 
Soit la fonction candidate de Lyapunov suivante [13] [15] 
[16] : 
 (9) 
 
Sa dérivée le long des trajectoires de (8) s’écrit : 
 
 
et elle est négative si la condition suivante est vraie : 
 (10) 
En utilisant la propriété de congruence avec la matrice de 
rang plein , on obtient avec  : 
 (11) 
 
Le problème apparaissant dans (11) est bien sûr la quantité 
 qui de manière générale fait intervenir la 
dérivée des prémisses, donc celle du vecteur d’état. La plupart 
des travaux proposent une majoration du type :  [13] 
[15] [21] [22], dont les bornes ne peuvent être que vérifiées a 
posteriori et dépendent des conditions initiales. Notre 
approche permet de s’affranchir de cette « pirouette » et 
donne un résultat de stabilisation locale. 
 
Théorème 1 (stabilisabilité locale) : s’il existe des matrices 
de tailles appropriées ,   telles que : 
, alors il existe un domaine D 
contenant l’origine tel que le modèle (4) soit localement 
asymptotiquement stabilisable avec la loi de commande (7). 
 
Preuve : la fonction NQ (9) satisfait  et  
dans . Si  est vraie alors il 
existe un suffisamment petit  tel que : 
 (12) 
On en déduit donc un domaine  qui 
contient forcément l’origine puisque : 
 
Comme  et  dans  alors le point 
d’équilibre 0 est localement asymptotiquement stable. 
  
Dans [20] on montre que  peut s’écrire : 
 (13) 
avec :   
 (14) 
 correspond à la partie entière. 
 
Pour simplifier les équations on pose dans la suite : 
 (15) 
En introduisant l’expression (13) dans (11) on obtient : 
 (16) 
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Or :  ce qui aboutit à : 
 (17) 
 (18) 
 (19) 
A partir de (19), on s’aperçoit que la connaissance des 
bornes de  et de  permet de définir un 
problème avec contraintes LMI. Notons, que ces bornes, 
contrairement à ce qui a été fait usuellement dans la littérature 
avec , sont tout à fait réalistes. Effectivement, la 
dérivée  des fonctions est toujours calculable et l’état est 
supposé appartenir à un compact C. Il reste donc à borner la 
commande, ce qui est également une hypothèse réaliste. Pour 
ce faire il faut pouvoir écrire : . De façon usuelle [2], 
on procède de la manière suivante. En considérant , 
le choix  (ou ) et en rappelant que pour 
une fonction de Lyapunov décroissante :  
, il vient directement .  
D’où  est vraie si , i.e. : 
 (20) 
et en appliquant le complément de Schur à partir de (20), on 
obtient une condition suffisante pour  : 
 (21) 
 
On peut donc écrire pour les bornes : 
,  (22) 
 
Il reste maintenant à utiliser (22) dans (19) pour obtenir des 
contraintes LMI. Pour ce faire, il y a deux possibilités. 
L’expression  est satisfaite 
sous les contraintes (22) si : 
 
  (23) 
 
ou si il existe deux matrices  et  telles que : 
 (24) 
 
(23) exprime simplement toutes les possibilités en fonction 
du signe des expressions, (24) est directement issue du « carré 
matriciel ». 
 
Théorème 2 : s’il existe des matrices de tailles appropriées 
,   telles que les contraintes LMI 
suivantes : 
 (25) 
 (26) 
soient satisfaites pour , , 
avec : 
 
,  définis à partir de :  
 et , 
 définies en (14), alors  tend asymptotiquement 
vers 0 pour tout  choisi dans le domaine de la plus 
grands équipotentielle contenue dans :  avec : 
  
 
Preuve : En utilisant lemme de relaxation (6), l’expression 
(26) implique : 
 (27) 
En prenant en compte toutes les combinaisons possibles des 
signes et les bornes (22), (27) représente simplement 
l’extension de la propriété (23), il vient alors directement : 
 
 
ou autrement dit, . 
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Théorème 3 : s’il existe des matrices de tailles appropriées 
,   telles que les contraintes LMI 
suivantes : 
 (28) 
 (29) 
soient satisfaites pour , , 
avec : 
, 
,  
et  ,  définies en (14), alors  tend 
asymptotiquement vers 0 pour tout  choisi dans le 
domaine de la plus grands équipotentielle contenue dans : 
 avec : 
  
 
Preuve :  est assuré par la condition: 
 
 
En utilisant la propriété (24) sur chaque terme des sommes et 
en utilisant les bornes (22) on aboutit alors à l’inégalité 
suivante : 
 
En appliquant le complément Schur sur chaque terme des 
sommes et le lemme de relaxation le résultat (29) est direct. 
 
 
IV. EXEMPLES 
Exemple 1 : On considère les matrices du modèle TS (4) de 
la manière suivante [19] : 
, , ,  
avec ,  et le 
compact des variables d’état : .  
L’approche proposée dépend du paramètre  (borne sur 
l’entrée ) et du paramètre c (borne sur les conditions 
initiales ). Notons que dans un cas pratique ces 
bornes sont directement dépendantes du système et faciles à 
obtenir, le problème et les contraintes LMI sont donc 
parfaitement déterminées. 
Pour l’exemple, la figure 1 montre l’influence du paramètre 
. Plus  est grand, plus la région d’attraction obtenue est 
grande. Pour déterminer la plus grande région possible (22) il 
est possible d’utiliser un algorithme basé sur une simple 
dichotomie [20]. Cet algorithme est initialisé avec des bornes 
quelconques  et  et recherche la plus grande valeur 
 telle que les conditions du théorème 2 ou 3 soient 
remplies avec  et . Quatre trajectoires 
d’état du système sont également tracées, à titre d’illustration. 
 
 
Figure 1 : Effets du paramètre . 
 
Exemple 2 : On considère les matrices du modèle TS (4) 
suivante [13] : 
, , ,  
avec , , et le 
compact des variables d’état : .  
 
Ce modèle est stable en boucle ouverte et on montre qu’il 
n’y aucune solution dans le cas d’une fonction de Lyapunov 
quadratique en utilisant les conditions « classiques » [8], par 
exemple.  
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En utilisant les résultats présentés ici, on s’aperçoit que 
même pour une borne sur l’entrée très faible , 
figure 2, il est possible d’obtenir un domaine de stabilisation 
important. Effectivement, la région d’attraction, figure 2, est 
bornée principalement par la région de modélisation, c’est à 
dire, par . 
 
  
Figure 2 : Région d’attraction pour l’exemple 2. 
 
Si on étend cette région de modélisation, par exemple, à 
, bien évidemment le domaine 
augmente, figure 3. 
 
 
Figure 3 : Région d’attraction pour l’exemple 2. 
 
 
V. DISCUSSION ET PERSPECTIVES 
Le travail présenté est l’une des premières ouvertures 
« réelle » dans le domaine des fonctions de Lyapunov non 
quadratiques appliquées aux modèles TS, si on ne considère 
pas la piste des fonctions de Lyapunov indépendantes du 
chemin [19], mais qui pour la stabilisation ne donne pour le 
moment que des conditions BMI. L’approche proposée 
permet d’obtenir des conditions sous forme de contraintes 
LMI sans utiliser d’a priori sur la borne des dérivées des 
fonctions d’interpolation. Ce résultat a été obtenu en passant 
de la stabilité globale, qui est recherchée de façon générale, à 
une stabilité locale, qui est un but plus réaliste pour une 
grande partie des modèles non linéaires. 
Il permet enfin, d’obtenir des résultats de stabilité et de 
stabilisation locales dans de nombreux cas où l’approche 
quadratique échoue, les conditions du théorème 1 garantissant 
à coût sûr une stabilisation locale. Le prix à payer est soit 
l’augmentation du nombre de contraintes LMI (si on utilise la 
première majoration (23)), soit l’augmentation de la taille des 
contraintes LMI (si on utilise la deuxième majoration (24)). 
Naturellement de nombreuses pistes sont ouvertes, utilisation 
pour l’observation, le retour de sortie statique ou dynamique, 
les modèles incertains, à retards …  
L’un des enjeux majeurs sera de savoir réaliser, surtout pour 
des modèles d’ordre élevé, le bon compromis entre nombre de 
modèles linéaires, nombre de variables supplémentaires et 
nombre et taille des contraintes LMI. A la manière de [7], il 
est capital de savoir déterminer ce qu’est un « bon » modèle 
TS issu d’un modèle non linéaire. 
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