Single sodium channel currents have been studied in cellattached patches from the mouse neuroblastoma cell line NlEl15. Distributions of open duration, latency until first opening, and the average probability of a channel being open after a voltage step, p(f), were analyzed and compared to predicted distributions from various kinetic models for voltage-dependent gating. It was found that, over most of the voltage range under which channel gating occurs, the slow steps in gating are opening transitions and that inactivation of open channels is significantly faster than the decline in p(f) (7J. This view of gating is confirmed by comparison of the kinetics of ensemble averages of single-channel currents obtained from step-and tail-current records at the same voltage. The probability of a channel reopening after having closed was calculated by comparing p(f) with the convolution of the first-latency probability density and the conditional probability of remaining open t milliseconds after opening. This reopening probability is small but slightly voltage dependent over the voltage range where the mean open duration remains constant and 7,, changes considerably. The voltage dependence of open channel inactivation and deactivation were calculated from the probability of reopening and the mean open duration. The equivalent gating charge for the inactivation rate is a few tenths of an electronic charge, whereas the equivalent charge for the closing rate is 2.5-3.5 electronic charges.
depends quite strongly on voltage. After a step increase in membrane potential, the time course of current flow is, under many circumstances, dominated by channel opening rather than some other process (such as inactivation or simple channel closing).
The results reported here, including an analysis of channel behavior during tail currents, confirm and extend our earlier observations . Perhaps our most striking finding is that activation processes, rather than inactivation, dominate macroscopic sodium channel kinetics over a surprisingly large voltage range. What has traditionally been recognized as the kinetics of inactivation, then, appears to be a manifestation of a slow component of the activation process in the type of sodium channels we have studied.
Materials and Methods
General methods. The data reported here were obtained with the singlechannel recording method from cell-attached patches on cultured neuroblastoma cells of the type NlEl15. The cells were maintained in Delbecco's modified Eaale's medium ~1~s 5% fetal calf serum and arown at 37°C in a 5% CO, atmosphere. They were plated onto glass cov&slips in 35 ml tissue culture dishes. Cells were used for patch-clamp experiments from 1 d to 2 weeks after plating. During this time the density of sodium channels (as judged by the number of channels per patch) increased. In some cases, the cells were plated into medium containing 10% fetal calf serum. Cells in medium containing higher serum were slower to differentiate and consequently had lower sodium channel densities during the first week after plating. No differences in sodium channel behavior were seen between cells in high-and low-serum media. Pipette and bath solutions contained mammalian Ringer's solution (150 mM NaCl, 5 mM KCl, 4 mM MgCl,, 2 mM CaCl,, 10 mM HEPES, pH 7.2). Because we have mostly analyzed data from cell attached patches, the absolute value of the membrane potential is unknown. All potentials are reported relative to the resting membrane potential. Holding potential was maintained 60 or 70 mV more negative than the resting values. Test voltages were preceeded by a 300-msec-long step to very negative voltages to remove inactivation: Prepulses to -120, -140, and -160 mV (relative to rest) were equally effective in removing inactivation. Ensembles of 64 current records were collected with a given voltage pulse sequence. The pulse sequences were repeated once every 800 msec.
Current records were filtered with an 8 pole Bessel filter with a cutoff frequency of 2500 Hz and sampled once per 100 msec. Leak and capacitative current subtraction was achieved by subtracting a scaled average of 32 current records obtained during steps to a voltage at which no channel openings occurred. Changes in the time course of ensemble averages at a given voltage were taken as signs of experimental drift. Segments of data were analyzed only if they were free of drift. Temperature usually was 11°C but other temperatures have been used as specified in the text.
Missed events. The filter characteristics are such that the dwell time at half-maximum response is, in the noise-free case, equal to the open channel lifetime; for that reason, all open durations have been measured at the criterion level of 0.5 i., where i, is the single-channel current (see Colquhoun and Sigworth, 1983) .
When durations are measured in this way, 5 sorts of errors occur.
(1) Some events are so brief that the filter response does not reach the criterion level. This effect gives rise to missed events and makes the estimate of the mean open time longer than it should be because shorter events are systematically excluded. (2) If the noise level of the recording amplifier and electrode is large enough, noise crossings of the criterion level will occasionally be interpreted as openings. This effect causes open times to be underestimated because the shortest bins in the open time histogram will contain more entries than they should. (3) If the underlying event was too brief to give a full-sized filter response, the dwell time above criterion will be less than the duration of the underlying opening. (4) Fluctuations in current due to noise in the recording system can cross the criterion, leading to over-or underestimates ofthe duration of the underlying event. (5) The fact that the sampling interval is comparable to some short open durations gives rise to a "scattering error" in which events that should be entered in 1 bin of the histogram in fact appear in a neighboring bin. For example, if the sample interval is 100 psec, an event with a duration of 150 psec (which should appear in the 100-200 psec bin) will be recorded half of the time as 100 psec long (exceeds criterion for 1 sample point) and half of the time as 200 psec long (exceeds criterion for 200 psec).
We have estimated the magnitude of these errors by simulations in which square currents of the appropriate amplitude and with various durations were added to noise recorded during experiments under conditions that did not produce sodium channel openings. The simulated openings were then filtered and analyzed with the same computer programs used for our experimental records. Dwell time histograms were corrected according to these empirical results. The various effects do not, under the conditions of our experiments, produce appreciable errors in our estimates of mean open time or single-channel current.
Theory
The goal of this section is to develop an equation that permits us to estimate the probability that a channel, once open, will reopen after closing. The final result is
where R is the probability of reopening, Q is the probability that a channel passes from the resting state into the inactivated state without ever opening, D is the mean open duration, and Z is the integral of the function p(t), the probability that a single channel will be open at time t after the onset of a depolarizing pulse. Most of our patches have more than 1 channel. If N is the number of functioning channels per patch, then p(t) is the average current as a function of time divided by the quantity Ni, where i is the single-channel current. The probability Q is estimated by taking the Nth root of the fraction of depolarization epochs in which no channel opens (see Appendix for terminol-08Y).
To explain this method for estimating the probability of reopenings, we must investigate the properties of 2 functions p(t) and B(t). The first of these, the p(t) defined above, is the probability that a channel will be found open t msec after the onset of depolarization; the second function, d(t), is the same probability for the special case of an identical channel that we suppose cannot reopen. The basic idea behind this method is that the reopening probabilities can be found by comparing p(t) and a(t) in the way described below. It will be seen that p(t) can be estimated directly and that d(t) can easily be calculated from experimentally measured quantities.
If&) is the probability density for first openings (after the start of a depolarization epoch) and m(t) is the conditional probability that a channel will be open t msec after first opening, then p(t) is given by the convolution offand m :
If each channel may open only once per depolarization epoch, then O(t), the value of p(t) for this special case, is given by PW = At)* w(t) where w(t) is the conditional probability that a channel is still open t msec after first opening without having closed. Whenever reopenings occur, p(t) will be greater than B(t), and the probability of reopenings can be estimated from the extent to which p(t) exceeds P(t); p(t) can be estimated directly from singlechannel current averages and $(t) can be calculated from first latencies and the distribution of dwell time in the open state by using Eq. (3).
We have shown previously that Eq. (3) for a(t) is actually a good approximation to the observed p(t) under at least some circumstances, but we have not quantified the significance of any deviations between predictions and observations. Our goal, then, is to estimate the reopening probability from the discrepancy between thed(t) predicted by Eq. (3) and the experimentally observedp(t). It will turn out that it is more convenient to work with the time integrals of p and fi than with the functions themselves.
If we integrate both sides of Eq. (2) from 0 (the start of the depolarization epoch) to infinite time, the result is
where Z is the integral of p(t), M the integral of m(t), and (1 -Q) is the integral of the probability density for first openings; Q is the probability that a channel never opens (because it enters the inactivated state without opening), so that (1 -Q) is the probability that a channel opens 1 or more times during the depolarization epoch. This manipulation makes use of the causality property of m(t); that is, m(t) is zero for negative arguments. We shall employ causality several times in later steps of our derivation.
We now must examine m(t) and Mmore carefully. Ifa channel is found open t msec after first opening, either it never closed or it closed and reopened. Therefore, dw m(t) = w(t) -g(t)*-;il where w(t) is the probability that a channel is open at t without having closed after first opening, -dwldt is the probability density for closing for the first time at t, and g(t) is the probability that a channel is open t msec after first closing.
On integrating this equation from 0 to infinity, we obtain M=D+G where D is the mean dwell time in the open state and G is the integral of g(t), the contribution of reopenings to M. This relationship is correct because w(t) is found experimentally to obey the equation 
G=RA4
where R is the integral of r(t) and gives the probability of a channel sometime reopening after having left the open state. Therefore, the pair of equations it4 = D + G and G = RA4 give, when G is eliminated, the relation
This may be rearranged to give the final result R=l-(l-Q)D/Z Note that the integral of a(t) is (1 -Q)D, so that R is found from the ratio of the integrals of p and z.?.
The reopening probability depends on 2 factors: the probability 1 -F (where F is the probability of an open channel inactivating) that a channel makes a transition from the open to the closed state rather than the inactivated state, and the probability 1 -Q that a closed channel makes a transition from closed to open rather than closed to inactivated, here we assume that the probability for inactivation is effectively the same for all closed states, either inherently or because these states are in rapid equilibrium on the time scale of closed channel inacti- Inactivation was removed by a 300 msec conditioning prepulse to -120, -140, or -160 mV before the step to the indicated voltage. Sixty-four to 1200 single-channel records were averaged at each voltage to obtain the time-dependent probability of a channel being open after a voltage step p(t). P(t) was calculated according to the equation P(t) = Z(t)/(Ni), where Z(t) is the ensemble average current, N = the number of channels in the patch (4) and i = the single-channel current at the given voltage. Resting inactivation was varied by using appropriate prepulse voltages such that only single openings occurred. Because of this, no correction for overlapping events is necessary. The distributions can be well fitted by single-exponential functions (Kolmogorov-Smimov test, 5% level). Open times are shorter at -70 and -60 mV, but there is no voltage dependence in the distributions at higher voltages. Right-hand panel, Cumulative first-latency distributions for the corresponding voltages. These functions plot the probability of observing a first opening less than t milliseconds after a voltage step. They have been corrected for the number of channels in the patch (4) (see Patlak and Horn, 1982) .
Inactivation was removed with a 300 msec prepulse to -120 or -140 mV. The distributions have asymptotic values less than one due to the significant probability of observing a record in which no openings occur due to inactivation of closed channels.
correct value for F satisfies the inequality F < 1 -R/(1 -Q).
W-4 Results
Our overall conclusions are based on observations made on membrane patches from 103 cells; of these, 70 patches were cell attached, 23 were inside-out, and 23 were outside-out (in some cases the same patch was both cell attached and inside-or outside-out). Because we find that channels in non-cell-attached patches have steady-state inactivation that is shifted significantly in an hyperpolarizing direction, have much longer open times, and tend to change their behavior over the course of an experiment, the analysis here is limited to recordings made in the cell-attached configuration. Our specific conclusions are illustrated by data obtained from a single patch containing 4 channels and are supported by analysis of data from other patches as indicated below.
Open channels close independently
An important assumption for all analyses of sodium channel currents is that channels are independent of one another. Because our goal here has been to examine transition rates out of the open state, we have investigated the extent to which open channels behave independently, and we have also studied the effect neighboring closed or inactivated channels have on rates of leaving the open state. We have been unable to detect channelchannel interactions and conclude that possible interchannel cooperative effects do not play an appreciable role in the phenomena we have investigated.
Evidence of interchannel cooperativity has been sought in 2 ways. Open channel dwell times described above were obtained after the patch was subjected to a moderate step depolarization. If the patch is strongly depolarized briefly, channels will open or inactivate with a high probability and will tend to be in a different state on return to a less strong depolarization; these are the conditions for recording "tail currents." We have investigated sodium channel behavior during tail currents to determine if neighboring channels with different histories (step vs prepulse), and consequently different average states, differentially affect the behavior of the specific channel being observed. Figure  1 shows that the average open time after a brief, large prepulse to +20 mV (relative to the resting potential of the cell) is the same as that during a moderate step depolarization to the same voltage level in the range -70 to -30 mV. The state of channels in a patch appears, then, to have no significant effect on the behavior of open neighbors, at least under the conditions of these experiments. Horn et al. (1984) have reached a similar conclusion for channels that have been modified by treating them with N-bromoacetamide.
Channel behavior over a range of voltages Comparison ofp(t) andB(t). p(t) is the probability ofa channel being open after a step to the indicated voltage taken from ensemble averages of single-channel records. a(t) is the convolution of the first-latency probability density functionAt) and the conditional probability that a channel is still open t msec after first opening without having closed, w(t), according to Eq. (3). The convolution was performed by multiplying the Fourier transforms of the respective functions. show that there are rarely more than 4 openings over the entire voltage range, although more than 4 openings do occur during the 15 msec depolarization (more than 4 channels are never simultaneously open). Greater than 4 openings implies a nonzero probability of channels reopening after closing. We have previously analyzed such histograms to calculate the fraction of openings that close to the inactivated state (Fig. 4) . The results of these convolution operations are shown in Figure 8 superimposed on the observed p(t) functions. The predicted and observed curves are obviously in good general agreement. As indicated in the Theory section, the ratio of the integral ofthe observed&) and the$(t) predicted from the convolutions illustrated in Figure 8 provides, through Eq. (1) an estimate of the probability that a channel will reopen. Reopening probabilities as a function of voltage (relative to resting potential) are shown in Figure 9 , which indicates that channels usually open only once per depolarization epoch with a maximum reopening probability of about 0.27 at the lowest depolarization.
Estimates of rate constants for closing and inactivation from the open state open channel will choose the inactivated rather than closed state when it makes a transition is then F = a/(a + b).
Equations (5) and (6) Figure 10 , where rate constants are plotted semilogarithmically as a function of voltage. Straight lines on these graphs provide plausible fits to the data and yield an equivalent gating charge of 0.46 for inactivation and 3.42 for deactivation. We turn now to the second method for estimating inactivation and deactivation rates. We know from estimates of the reopening probabilities (see Fig. 9 ) and the probability Q of a closed channel passing to the inactivated state without even opening (see asympotic values of first-latency histograms in Fig. 4b ) that, according to the inequality (4b), F is approximately unity for the larger depolarizations (levels > -40 mv). For these larger voltages, then, the mean open time directly gives an estimate of the open channel inactivation rate a. This observation confirms the conclusion reached earlier on the basis of a more detailed analysis using a somewhat different approach .
For the small depolarizations the mean open time decreases. We suppose this decrease to reflect the deactivation rate which becomes large for more hyperpolarized voltages, so that b dominates the mean open time for voltages below -60 in Figure 5 . Over the restricted voltage range represented in Figure 5 , the inactivation and deactivation rate constants should depend approximately exponentially on membrane potential which means (7) (solid lines). The dashed lines plot the calculated probability of an open channel closing to an inactivated state (right-hand scale). Top and bottom panels show 2 alternate fits to the data that bracket the range of acceptable fits. Equivalent gating charges are 0.1-0.7 e-for inactivation and 1.9-3.5 e-for closing.
that the mean open time D should depend on membrane potential V according to the equation
where a, and b, are the inactivation rates and deactivation rates at zero depolarization, Vis the membrane potential (relative to the cell resting potential), q= and qb are the charge movements associated with the respective transition states, k is Boltzmann's constant, and T is the absolute temperature. The range of reasonable values for the equivalent changes of these transitions can be seen in Figure 11 . Equation (7) has been fitted to the data in Figure 11 with various values for the 4 parameters a,,, b,,, q,,, and q*. Because the open time data are subject to some error, plausible fits can be obtained over a range of values for the parameters. An additional constraint on the fits of theory to data is that F = al@ + b) should be close to unity, at least for depolarizations above -40 mV (values of F for -40 and below are uncertain). With this additional constraint, qO must lie between 0.1 and 0.7 for the Figure 11 data, and qb must be in the range 3.5 and 1.9. In 5 other patches, q,, was about 0.3 (with a possible range of O-l) and qb was about 3 (with a corresponding range of 2.5-3.4). We conclude, then, that the voltage sensitivity of the inactivation rate from the open state is equivalent to movement of about a third of an elementary charge and that deactivation is about 10 times more voltage sensitive.
Analysis of channel behavior after a brief; large depolarization: tails Our previous analysis has shown that, over a range of activating voltages, a channel generally opens just once and then quickly inactivates. The time course of p(t) for this voltage range, then, is dominated by the slow opening process, a slow component of activation, reflected in the first-latency histograms (Fig. 4b) . We have further studied the relative contribution of opening and inactivation to the overall time course over most of the activation range by comparing the behavior of the channels after a step depolarization and following a repolarization from a conditioning depolarization (tail current).
An open channel whose function can be described as a timehomogeneous Markov process with a single open state should exhibit behavior at a given voltage that is independent of its past history of voltage or opening. Such a channel should have the same open duration and probability of inactivating irrespective of whether it opened during a depolarizing step to a given voltage or remained open after a step down from a higher voltage. We have compared the behavior of channels with different histories (with and without conditioning pulses) in an effort to detect departures from what would be expected of a time-homogeneous Markov system. We conclude that historic effects are not significant under the conditions of our experiments. Figure 12 shows a comparison of these 2 types of experiment. The left-hand column show groups of sample records after depolarizing steps to a number of voltages. The right-hand column shows groups of records taken at the same voltages after a conditioning step to + 20 mV (tail currents). The records in the lefthand column reveal the normal pattern of openings throughout the depolarization, with the latency of opening decreasing as depolarization is increased; the open durations increase with voltage at lower voltages and then remain constant with further depolarization (see Fig. 5 ). The openings after a large depolarizing prepulse (tail records) are, in contrast, grouped at the beginning of the trace, with the openings often superimposed. The open channels close quickly and only rarely reopen. The mean duration is not significantly different for the step and tail experiments at the same voltage (Fig. l) , consistent with there being only 1 open state and with an absence of cooperative effects. The tail records exhibit the behavior expected of channels that have opened synchronously: They are an empirical approximation of the conditional probability term m(t) in Eq. (2). The contribution of opening kinetics to the overall time course is minimized, and the channels are seen to close and not reopen.
The conditional probability m(t) of a channel being open at time t after initially opening at time zero [see Eq. (2)] consists of 2 components, the duration term w(t) that appears in Eq. (3) and a reopening term. If a channel has a significant probability of reopening, the second term will become large and the relaxation of the tail will be slower than the w(t) process. Figure 13 compares average currents for both step and tail experiments at the same voltage, over the normal activation range. The
Step Tail Figure 12 . Comparison of singlechannel activity with and without a depolarizing prepulse. Left hand column, Groups of 3 records taken during 15 msec voltage steps to the indicated voltage after the standard 300 msec prepulse to -120 or -140 mV (step records). Right-hand column, Current records taken at the same voltages immediately after a brief conditioning pulse to +20 mV (tail records). Conditioning pulses were 0.5 to 1 msec in duration. The current records are obtained at the indicated voltages (no voltage transitions occur during the current records). Channel openings are seen immediately after the conditioning pulse. Step averages have an exponential function fitted to the declining phase (TV, lower value of 7). amplitudes have been arbitrarily scaled to facilitate comparison of the kinetics. The tail current records are superimposed with a single exponential whose time constant is the mean duration of all openings during both the step and tail experiments. The step averages are fitted with a single exponential to the falling phase (7,). A number of conclusions can be drawn from Figure 13 . Below the voltage where appreciable activation occurs, the tail currents are well fitted by the exponential predicted from the mean open duration, indicating that the reopenings do not contribute significantly to the tail kinetics. A slow component is seen in the tail averages at higher voltages, where some activation of channels is expected. The voltage dependence of the slow component correlates with the activation curve (Figs. 3, 7) and is the opposite of what would be expected from the voltage dependence of reopening (Fig. 9) . This component is similar to the slower components of the step averages and represents, we believe, the late openings of channels that remained in closed (but not inactivated) states during the depolarizing conditioning pulse. The tail averages should be, in fact, the sum of the true tail average (consisting of only channel closings) and the step average at the same voltage, possibly with somewhat faster kinetics due to a perturbation of the distribution of closed states that occurred during the prepulse. The fast component of the tail averages, then, represents the fate of channels after opening (inactivation) and the slow component represents the slow opening process (activation). The tail current experiments allow us to extend the voltage range over which we can measure open durations. There is very little activation in the range -70 to -60 mV, as can be seen from the step averages. Durations measured from tail records in this range are faster than at higher voltages, due to the increase in the closing rate.
results from different contributions of opening processes to the averages obtained with the 2 techniques. During the step averages the opening process is slow and dominates the overall kinetics, as we have concluded previously. During the tail averages, the opening process becomes negligible and inactivation dominates. Comparison of these 2 averages across the voltage range illustrates the voltage dependence of these 2 processes. At low voltages (-70 to -60 mV), the probability of opening is low and the opening rate is slow. Openings in this range are brief because the closing (deactivation) rate is comparable to the inactivation rate and increases with voltage as the deactivation rate diminishes. At intermediate voltages, the deactivation rate becomes vanishingly small and the open durations are determined by the inactivation rate, which, as we concluded in the preceding section, has a very weak voltage dependence. In this intermediate voltage range, the overall kinetics are dominated by the slow opening process and the channels tend to open on average 1 time before inactivating (there is some voltage dependence in the contribution of reopenings to the overall kinetics, however; see Fig. 9 ). The difference between the tail and step averages, then, is due to delayed openings that occur after a step to intermediate voltages. At higher voltages, the opening rates become faster and the declining phase has contributions from both slow opening and inactivation. At even higher voltages, the opening process becomes still faster and the inactivation rate is limiting. This is the voltage range where mean durations and TV values converge (see Fig. 5 ). In many cases, both T,, and the mean duration remain constant after they converge, although in some cases we have seen them both de- to tail currents suggests that the random process is time homogeneous and Markovian, confirms our previous conclusions, and extends the range of voltages over which channel open time can be measured. The nonexponential decay seen at larger depolarizations is, as expected, the result of continuing activation after the offset of the brief activating prepulse.
Discussion nels (Kiss and Nagy, 1985) has been suggested. We have found no evidence for cooperative behavior but cannot exclude the possibility that it may be present in some circumstances.
Comparison with other single-channel studies
Although most of our results agree with the observations of others, some differences with published findings are evident. By far the most striking difference between our work on cell-atIn this paper, using some new methods of analysis, we extend tached patches is with that of other laboratories using isolated our previous results and conclusions to a wider range of voltages.
patches who report a difference in sodium channel kinetics. Our Over the normal activation range, neuroblastoma sodium chanvalues of the macroscopic inactivation time constant (7,J obnels usually open at most once during a depolarizing step and quickly inactivate or, for small depolarizations, deactivate. The open durations are much shorter than r,,, the decay time constant of the average currents. In these neurons, then, the process that might ordinarily be identified as inactivation is an expression of the slow opening (that is, activation) of channels. The mean open time exhibits little voltage dependence. Also, only a slight voltage dependence is found in the probability of a channel reopening calculated from the distribution of openings per voltage step , by the analysis of p(t) and $(t)
of Figures 8 and 9 or by direct observation during tail current tained from average currents vary from 4 to 1.2 msec over a 30 mV range at 11°C and from 4.3 to 0.4 msec over a 60 mV range at 20°C . These values are similar to the time course of average currents from cell-attached patches in myoballs at 18 and 22°C (Sigworth and Neher, 1980) and to macroscopic values of rl, in neuroblastoma cells (Moolenaar and Spector, 1978; Huang et al., 1982; Gonoi et al., 1984) , myoballs (Fenwick et al., 1982) and GH, cells (Fernandez et al., 1984) . They are significantly faster, however, than values reported in neuroblastoma (Nagy et al., 1983; Quandt and Narahashi, 1984) and GH, cells at 6-10°C. The TV experiments. The absence of appreciable voltage dependence of values in these studies differ from ours mostly at hyperpolarized these values leads to the conclusion that the rate of inactivation voltages, where T/, is slow, but this is the voltage range over of open channels is not very voltage dependent (0.1-0.5 em), which these authors have carried out their most detailed singlewhereas the deactivation rate is significantly voltage dependent channel analysis (Quandt and Narahashi, 1982; Nagy et al., (2.5-3 .5 e-). The inactivation of closed channels is, however, 1983; Vandenberg and Horn, 1984 Nagy et al., 1983; Horn et al., 1984 ) an e-(calculated from a Boltzmann distribution; see Aldrich and observation expected if the deactivation rate decreases with deStevens, 1983) .
polarization faster than the open channel inactivation rate inOur conclusions for these mammalian sodium channels differ creases (as we have concluded above). With larger depolarizafrom several models of sodium channel gating that have astions, as T,, decreases, the mean durations remain fairly constant sumed the inactivation process is uniformly the slowest step or tend to show a maximum and then decrease. The declining (Hodgkin and Huxley, 1952; Gilly and Armstrong, 1982) . Adphase of this relationship is difficult to study because of the ditional support for the view presented here comes from phardecrease in the single-channel current with larger voltage steps macological experiments in mammalian cells that found peak and the concomitant difficulties in accurate measurements of current was significantly increased by agents that remove or slow duration. We have noticed, however, that in patches where there inactivation (Patlak and Horn, 1982; Gonoi et al., 1984) an is a decrease in open duration with increasingly positive voltobservation consistent with a large portion of channel openings ages, this decrease occurs at voltages above that where the mean occurring after the peak and with overall kinetics being domidurations and T,, curves have converged and the overall gating nated by opening processes.
is rate limited by the inactivation rate.
Are channels independent?
In parallel with the differences found in macroscopic kinetics between our cell-attached measurements and some whole-cell We have been unable to detect interchannel cooperativity and have concluded that any possible cooperativity present would not have significantly affected our observations. We cannot assert, however, that a channel never influences the behavior of its neighbors. First, we have not placed quantitative limits on the magnitude of possible cooperativity present in our experiments. To do so would require specific models of cooperativity, and we have not examined such models. Second, cooperativity of a sort not tested for might be present. For example, if closed channels influence the behavior of other closed channels, we would not have detected this effect. Finally, channels are quite sparse in our patches-on the order of l/pm2-and may be present in numbers too small to reveal relatively weak interchannel influences. Horn et al. (1984) have found similar open studies (with concomitant alteration in the internal environment), our mean open durations are much briefer than reported values from some studies on isolated patches. We normally record open durations of 0.5-l msec over a wide voltage range and with a great deal of consistency from patch to patch. This is similar to or slightly shorter than values reported from cellattached patches on myoballs (Sigworth and Neher, 1980) , outside-out patches from chromaffin cells (Fenwick et al., 1982) , inside-out patches from neuroblastoma (Quandt and Narahashi, 1982; Horn and Standen, 1983) , and inside-out patches from cardiac myocytes (Cachelin et al., 1983; Grant et al., 1983) . Other studies, however, using isolated patches, have reported much longer open durations. Horn et al. (1984) Horn and Vandenberg (1984) , and Vandenberg and Horn (1984) , using GH, cells at 9°C have rarely reported mean open durations less than 2 msec, have consistently published values around 4 msec, and have even reported mean durations as long as 8.8 msec. Nagy times for step and tail currents through N-bromoacetamidetreated channels. Cooperativity between individual batrachotoxin-treated channels (Iwasa et al., 1985) and untreated chan- We have not carried out systematic investigations designed to identify the mechanism underlying the difference in properties of cell-attached and isolated patches. Our shorter durations are not an artifact of measuring open times from overlapping events because we used inactivating prepulses to reduce the probability of a channel opening and therefore the probability of overlaps, and temperature differences of only a few degrees are insufficient to account for the effect. Many of the other studies measured open durations by dividing the integral of current during a trace by the number of closing transitions. This is a useful method for measuring durations in the presence of overlapping opening events but suffers from disadvantages. Because estimates of mean open time are difficult to correct for missed events, the integral method can lead to an overestimate of open duration when many channels are simultaneously open because of the increased probability of missing events with many overlapping openings. The error would be voltage dependent and greater in patches with larger numbers of channels. This could possibly account for the results of Kiss and Nagy (1985) who found a voltage dependence of open durations when measured from overlapping events but not from isolated openings. We do not feel, however, that differences in measuring channel open times can explain the large discrepancy in our open durations and those of Horn and Vandenberg (1984) and Vandenberg and Horn (1984) . Since we have observed a lengthening of mean open time in going from cell-attached to isolated patches, we are confident that the difference reflects a modification of the channels in isolated patches, although we do not understand the precise mechanism (see also Horn and Vandenberg, 1986) .
Although our open duration distributions are well fitted by single exponentials, we have designed specific statistical tests that reveal an excess of openings longer than would be expected from the mean. Isolated patches have a greater tendency towards excess long openings. Nagy et al. (1983) have reported doubleexponential open time distributions with short time constants similar to ours and longer ones similar to those of Vandenberg and Horn (1984) . The possibility that channels are modified upon patch isolation towards longer open times is consistent with a slowing of the open channel inactivation rate, as would be the higher probability of reopening reported by Vandenberg and Horn (1984) . It is interesting to note that perfused squid axons have slower macroscopic inactivation and more steadystate current than do intact axons (Meves, 1978) . Again, we do not understand the mechanism for this change, although differences in the ionic environment are known to affect the gating of the channel. Both cations (Oxford and Yeh, 1985) and anions (Dani et al., 1983) have been shown to modify sodium channel gating and voltage dependence. Large complex ions in the normal cytoplasmic environment could interact with the channel differently than the fluoride or chloride ions used for isolated patches. Alternatively, posttranslational modifications of the channel such as phosphorylation (Costa et al., 1982) may change with patch isolation. Also, sodium channels might exist in a number of slowly interchangable gating modes with different mean open times (Patlak and Oritz, 1985) , or different types of sodium channels may exist (Baud et al., 1982; Matteson and Armstrong, 1982; Gilly and Armstrong, 1984; Benoit et al., 1985) some of which may preferentially survive in isolated patches.
Voltage dependence of inactivation
We have concluded that the open channel inactivation rate has very little voltage dependence, with an equivalent gating charge of only a few tenths of an electronic charge. This is in agreement with gating current measurements in squid axons (Armstrong and Bezanilla, 1977; Nonner, 1980; Armstrong, 198 1) . Stimers et al. (1985) have argued that there must be some voltage dependence to the inactivation mechanism in order to account for the saturation of the peak conductance versus voltage curve. They calculate that an inactivation gating charge of 0.6 e-is sufficient but do not distinguish between open and closed channel inactivation. It is conceivable that most of the voltage dependence of inactivation could be from the resting to inactivated pathway and that open channel inactivation is relatively voltage independent. This would agree with our findings . It is important to note that our measurements are of inactivation rate and therefore reflect the voltage dependence of the barrier height. Gating currents measure an equilibrium voltage dependence between states and therefore agreement between the 2 methods should not necessarily be expected. Horn et al. (1984) and Vandenberg and Horn (1984) have found a much greater voltage dependence of open channel inactivation, with as much as 2-3 equivalent gating charges. The difference between their interpretation and ours may be related to the differences in channel kinetics discussed above. Since their open times are so much longer and the rates so much slower than ours, they may be measuring the rate of a different process (such as slow inactivation that survives in isolated patches) or that of channels in a different mode of gating. It is also possible that they have investigated a voltage range more hyperpolarized than we have and that open channel inactivation is more voltage dependent in this range. In fact, they postulate a saturation of the open channel inactivation rate at higher voltages, as did Hodgkin and Huxley (1952) , although their saturating rates are a factor of 2-3 slower than those we have measured.
Limits of our conclusions
The picture we present is quite different from the standard view derived from squid axons. We must stress that our conclusions may well not apply to squid or other preparations, and only by specific studies can the range of validity be estimated. Since we have made similar observations on other mammalian cell types (GH, and rat myoballs), we do not feel that the neuroblastoma sodium channels are aberrant. In any case, our findings serve as a caution to the temptation of concluding, without singlechannel data, that the macroscopic r,, must necessarily correspond to the characteristic time for open channel inactivation.
In this paper we have only begun the full analysis of sodium channel behavior required if gating is to be understood at the molecular level. Our strategy has been to isolate part of the system-here we have focused on open channel propertiesthat can be analyzed relatively unambiguously. The challenge for the future will be to extend this analysis to the full range of states to which this interesting and complex protein has access.
Appendix-Terminology
The terminology used in this paper for time-independent transition probabilities between states differs from 2 previous pub-lications . The present symbols are used because they are, in the context of the theory presented here, more mnemonic. The following table is provided to relate this terminology to the earlier publications. 
