Abstract. We use the notion of rank defined in [Sa1] to introduce and study two correspondences between irreducible unitary representations of rank two of the split real form of the simple Lie group of type E n , n ∈ {6, 7}, and two small reductive classical groups. We show that these correspondences will classify all of the representations of rank two of these exceptional groups. We study our correspondences for a specific family of degenerate principal series in detail.
Introduction
Construction and classification of small unitary representations of (noncompact) semisimple Lie groups are challenging problems. Small representations are important because they are natural candidates for being unipotent representations. In fact many classes of small unitary representations are actually automorphic representations. The most outstanding small unitary representation of semisimple groups is probably the oscillator (or the Segal-Shale-Weil) representation. It happens to be the smallest representation of the metaplectic group.
Questions about small representations become much harder for exceptional groups. For instance, it turns out that the theory of the minimal representations of exceptional groups is very rich (see [GS] , [To] ). It seems that the main difficulty in the exceptional case is the lack of a general theory of theta correspondences. This paper is a continuation of the author's work in [Sa1] . In [Sa1] , the main goal of the author was to define a new notion of rank for a unitary representation of a semisimple group. In principle, this was a generalization of one of the main results of [Li2] in a fashion that it includes both the classical and the exceptional groups at the same time. Having an analogous theory of rank, one naturally expects that a classification theorem similar to [Li2, Theorem 4.5] should exist. Our first main goal is to extend this result to split real forms of E 6 and E 7 . (However, see the remark after the statement of Proposition 3.2.)
It was shown in [Li1] that the classification results of [Li2] for classical groups are actually equivalent to a wide class of examples of Howe duality. Therefore the problem of classifying small representations of a large classical semisimple group boils down to the problem of understanding Howe duality when the large group forms a dual pair together with a small semisimple group. For exceptional groups there are not very many such duality correspondences. However, the exhaustive nature of the classification correspondences makes studying them interesting. Our second main goal is to understand these duality correspondences for certain small degenerate principal series representations. (See the remark at the end of section 5.)
In this paper we concentrate mainly on the real split groups of types E 6 and E 7 , the main reason being the existence of degenerate principal series representations of small rank. We could have used the fancier language of Jordan triple systems to work with groups more coherently and probably include some classical groups as well. (Similar successful attempts of using Jordan algebras along these lines were made by some authors. See [BSZ] , [Sah] , [SD] for instance.) However, for classical groups our results are not new, and for the exceptional groups that we are going to study it is easier to do things more explicitly. This paper is organized as follows. Section 2 merely introduces our notation. Section 3 is devoted to recalling the notion of rank in [Sa1] and the main result of [Sa1] on rank, proving a classification result analogous to [Li2, Theorem 4 .5] (see Proposition 3.2) and developing a correspondence between representations of rank two of the real split E 6 or E 7 and representations of a relevant stabilizer group. Section 4 introduces the degenerate principal series representations that we would like to focus on, explains the results in the literature on unitarizability and reducibility points of the degenerate principal series, and proves that almost all of these unitary representations are of rank two. Sections 5,6 and 7 are devoted to studying the duality correspondence of (3.10) for unitary principal series and one small representation of rank two for split real forms of E 6 and E 7 .
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Notation
Let G be a complex, simply connected, absolutely simple algebraic group of type E n , n ∈ {6, 7}, which is defined and split over R, and let G be the group of R-rational points of G. Let g denote the Lie algebra of G.
Let A be a maximal split torus of G which is defined over R, and let A = A ∩ G. Choose a system of roots ∆ associated to A in G, choose a positive system ∆ + , and let B be the corresponding Borel subgroup of G. Let N B = [B, B] . Let ∆ B = {α 1 , ..., α n } be a basis for ∆ + . The labelling of the Dynkin diagram of E n by the α i 's is compatible with [Bo, Planches] and [Kn1, Appendix C] . This labelling can be described by the diagrams in Figure 1 below.
Let P be the standard maximal parabolic subgroup of G which corresponds to the node labelled by α n . If the Levi factorisation of P is P = L ⋉ N, then N is commutative. Let Q = M ⋉ H be the standard Heisenberg parabolic subgroup of G (where H is a Heisenberg group) and let R = S ⋉ U be the standard parabolic of G such that the root system of [S, S] is of type D 4 when n = 6 and of type A 1 × D 5 when n = 7 respectively. The group U is two-step nilpotent. Let
is equal to the SL 2 (R) which corresponds to α 4 , and when n = 7, it is equal to the product of SL 2 (R)'s which correspond to α 2 , α 3 , α 5 and α 7 . Let β 1 be the highest root in ∆ + , and let β 2 be the highest root of the root system of [M, M] . (Obviously we are using the positive system for [M, M] which is induced by ∆ + .) For every α ∈ ∆, let g α be the (one-dimensional) root space of g corresponding to α.
We will denote the Lie algebras of the groups which appear in the previous paragraph by p, l, n, q, m, h, r, s, u, p Γ , l Γ and n Γ respectively. Unless stated or specified otherwise, all representations are on complex separable Hilbert spaces and are unitary. The trivial representation is denoted by "1". The center of a group or a Lie algebra is denoted by Z(·). The universal enveloping algebra of a Lie algebra is denoted by U(·). For a Hilbert space H, the algebra of bounded operators from H to itself is denoted by End(H).
Let G 1 and G 2 be Lie groups where G 1 is a Lie subgroup of G 2 , and let π i , i ∈ {1, 2}, be a unitary representation of G i . As usual, Res
π 1 denote restriction and induction. Throughout this paper, we will use two properties of induction and restriction which we would like to remind the reader of. The first property is Mackey's subgroup theorem, as stated in [Mac] . The second property is the so called "projection formula", which states that
Representations of small rank
As shown in [Sa1, Prop. 3.2.6] , the group N Γ is a tower of extensions by Heisenberg groups; i.e.
N Γ = N 1 ⋉ N 2 ⋉ N 3 where the N i 's are Heisenberg groups. Note that N 3 = H. Let n i denote the Lie algebra of N i . A particular class of unitary representations of N Γ , called rankable representations, was introduced in [Sa1, Def. 4.1.1]. Here we briefly explain the main idea. For any i ∈ {1, 2, 3}, let ρ i be an arbitrary infinite-dimensional irreducible unitary representation of N i . By means of the oscillator representation, one can extend each ρ i to a representation of N Γ . The recipe for extension is given in [Sa1, §4.1] . We call any representation of N Γ of the form ρ 1 , ρ 1 ⊗ ρ 2 or ρ 1 ⊗ ρ 2 ⊗ ρ 3 a rankable representation of N Γ of rank one, two or three respectively. The trivial representation of N Γ is said to be rankable of rank zero. One can see that any rankable representation of N Γ is irreducible. The following theorem is essential to this work. ) Let π be an irreducible unitary representation of G. Then the restriction of π to N Γ is supported on rankable representations of N Γ of rank r, for a fixed r ∈ {0, 1, 2, 3}, which only depends on π.
Using Theorem 3.1 one can define a notion of rank for unitary representations of G. A representation π of G is said to be of rank r if the restriction of π to N Γ is supported on rankable representations of N Γ of rank r. Obviously, speaking of rank of π makes sense at least when π is irreducible.
It is easily seen that the only irreducible representation of G of rank zero is the trivial representation. It was shown in [Sa2, Prop. 4 ] that the only irreducible representation of G of rank one is the minimal representation of G. Our concentration throughout the rest of this manuscript will be on representations of G of rank two. It was shown in [KS] that the minimal representation is irreducible when restricted to the Heisenberg parabolic. Our next task is to prove a similar, but much stronger version of this fact for irreducible representations of rank two. Namely, we will show that for irreducible representations of rank two, the restriction of π to the parabolic subgroup R determines π uniquely. Our method of proof is an adaptation of an idea originally due to Howe [Ho] . Proposition 3.2. Let π be any unitary representation of G of rank two on a Hilbert space H. Then the von Neumann algebra (inside End(H)) generated by π(R) is identical to the von Neumann algebra generated by π(G).
Remark. The proof of Proposition 3.2 can be modified slightly to imply a general classification statement for several exceptional groups over arbitrary local fields of characteristic zero. The only reason why we have decided to prove it only for two exceptional groups is to avoid technical difficulties similar to those discussed in [Sa1, §5.1, §5.2] . A general statement, although possible, will be of no use to the rest of this manuscript.
Proof. The parabolic Q can be expressed as 
One can extend ν to a representationν of Q + by taking the restriction ofν to R + to be trivial. (Note that it may not necessarily be possible to extend ν to all of Q.) We have Ind
If H 1 and H 2 represent the Hilbert spaces of the representationsν and η, then τ is a representation with Hilbert space H 1 ⊗ H 2 . First we prove that the von Neumann algebra generated by τ (Q + ∩ R) is equal to the von Neumann algebra generated by τ (Q + ). The key point is that the restriction of η to the subgroup R
(This follows from a lemma of [KS] . The key point is that the H-spectrum of η is multiplicity-free and R + acts on it transitively.) Since the restriction ofν to R + ⋉ H is trivial, it follows that the von Neumann algebra generated by τ (R + ⋉ H) contains every operator of the form I ⊗ T inside End(H 1 ⊗ H 2 ). Consequently, the von Neumann algebra A generated by τ (Q + ∩ R) contains all the operators of the formν(q) ⊗ T for q ∈ Q + ∩ R, where T is any arbitrary element of End(H 2 ).
Next we observe thatν is actually a representation of rank one of the reductive group M + = Q + /H. But for classical groups it can be shown that the two notions of rank in [Li2] and in [Sa1] are essentially equivalent (see [Sa1, §6] ). Therefore from [Li2, Theorem 4.5] it follows that the von Neumann algebra generated byν(Q + ∩ R) is equal to the von Neumann algebra generated byν(Q + ). This implies that A contains all the operators of the formν(q) ⊗ T for every q ∈ Q + . What we have shown so far is that the von Neumann algebra generated by τ (Q + ∩ R) is equal to the von Neumann algebra generated by τ (Q + ).
Let σ = Ind Q Q + τ . We will now prove that the von Neumann algebra generated by σ(Q) is equal to the von Neumann algebra generated by σ(Q ∩ R). By the double commutant theorem, it suffices to show that every Q ∩ R-intertwining operator for σ is actually a Q-intertwining operator. Let H τ = H 1 ⊗ H 2 be the Hilbert space of τ . Recall that −1 ∈ {±1} ⊂ Q (see equation (3.3)). One can realize σ on H τ ⊕ H τ as
where τ is the representation of Q + on H τ obtained by twisting via −1; i.e.
Any element of End(H τ ⊕ H τ ) can be represented by a matrix
where T 1 , T 2 , T 3 , T 4 are elements of End(H τ ). Suppose T is a Q ∩ R-intertwining operator. The fact that T commutes with σ(−1) implies that T 1 = T 4 and T 2 = T 3 . The fact that T commutes with the action of σ(q) for q ∈ Q + ∩ R implies that T 2 is a Q + ∩ R-interwining operator between τ and τ and T 1 is a Q + ∩ R-intertwining operator of τ . However, the restrictions of τ and τ to H are disjoint (one of τ, τ is supported on representations of H with "positive" central character whereas the other one is supported on representations with "negative" central character). Therefore T 2 should be zero. On the other hand since the von Neumann algebras generated by τ (Q + ∩ R) and τ (Q + ) are the same, it follows that T 1 is a Q + -intertwining operator of τ as well. Consequently, T is of the form
which implies that T is a Q-intertwining operator for σ.
To complete the proof of Proposition 3.2, note that the von Neumann algebra generated by π(R) contains the von Neumann algebra generated by π(Q ∩ R), which in turn contains the von Neumann algebra generated by π(Q). Since Q and R are both maximal parabolics, the group generated by them is equal to G. Therefore the von Neumann algebra generated by π(R) contains the von Neumann algebra generated by π(G).
Corollary 3.4. If π is an irreducible representation of G of rank two, then the restriction of π to R is irreducible and uniquely determines π.
We are now able to apply the standard machinery of Mackey [Mac] to our situation. Let π be an irreducible unitary representation of G of rank two. Recall that the Levi factorisation of R is R = S ⋉ U. The group [S, S] is the set of R-points of a complex simply connected group which is defined and split over R and whose root system is of type D 4 when n = 6 and of type A 1 × D 5 when n = 7. Therefore we have
Our next task is to understand the restriction of π to U. Recall that U is twostep nilpotent. Let Z(U) denote the center of U. Let σ be an irreducible unitary representation of U. The elements of Z(U) should then act via scalars. If Z(U) ⊆ ker(σ) then σ should be one-dimensional. Now suppose Z(U) ker(σ). The group Z(U) is invariant under the action of S and one can see that the action of the spin factor of [S, S] on the Lie algebra Z(u) is in fact identical to the standard representation R n−2,n−2 of Spin(n − 2, n − 2). (When n = 7, the factor SL 2 (R) of [S, S] acts on Z(u) trivially.) From the existence of a non-degenerate Spin(n − 2, n − 2)-invariant form < ·, · > on R n−2,n−2 , it follows that for any unitary character χ of Z(U) there exists a v ∈ Z(u) such that (3.5)
χ(x) = e <v,log x> √ −1
for any x ∈ Z(U).
Here" log x" means the inverse of the exponential map exp : Z(u) → Z(U). From Z(U) ker(σ) it follows that v = 0. It is easily seen that the action of S on Z(u) has three orbits: an open orbit, the light cone and the origin (see [HT] and [Ka] ).
Definition 3.6. Consider an irreducible unitary representation of U whose restriction to Z(U) acts by a character of the form given in (3.5) for some v = 0. We call this representation small if v belongs to the light cone, and we call it big if v belongs to the open orbit.
If σ is a big representation of U then U/ ker(σ) is a Heisenberg group of dimension 2 n−2 + 1, whereas if σ is small then U/ ker(σ) is a direct product of the additive group of R 2 n−3 and a Heisenberg group of dimension 2 n−3 + 1.
Our next task is to prove Proposition 3.9. Recall that u and n 3 represent the Lie algebras of U and N 3 respectively. As a vector space, we can write u as a direct sum
where: a. Each of X and Y is a direct sum of certain root spaces g α .
is the center of u. Note that these conditions identify Y uniquely.
Similarly, we can write n 3 as a direct sum
where: a. Each of W and W * is a direct sum of certain root spaces g α . b. W = n 3 ∩ l. c. Z(n 3 ) is the center of n 3 . Again W * is uniquely identified. In fact W and W * correspond to a polarization of the symplectric vector space n 3 /Z(n 3 ).
Lemma 3.8. The Lie algebra Z(u) contains g β 1 and g β 2 , and for any root α / ∈ {β 1 , β 2 }, if g α ⊆ Z(u) then g α ⊆ W * . Moreover, there exist a basis {e 1 , ..., e n−2 , e −1 , ..., e −(n−2) } of Z(u) and a basis {f 2 , ..., f n−2 , f −2 , ..., f −(n−2) } of W ∩ s such that a. For any i ∈ {−(n − 2), ..., n − 2}, there exist α 1 , α 2 ∈ ∆ + such that e i ∈ g α 1 and f i ∈ g α 2 .
b. e 1 ∈ g β 1 and e −1 ∈ g β 2 . c. For any i, j ∈ {2, ..., n − 2}, [e ±i , f ±j ] = δ ±i,±j e 1 . d. For any i, j ∈ {1, ..., n − 2}, we have <e i , e j >=<e −i , e −j >= 0 and
We give a "proof by inspection" for this lemma in the Appendix.
Proposition 3.9. Let π be an irreducible representation of G of rank two. Then the restriction of π to U is supported on big representations of U.
Proof. Since Z(U) ⊂ N Γ , it suffices to prove that the restriction of any rankable representation of N Γ of rank two to Z(U) is a direct integral of characters of the form given in equation (3.5) for which v belongs to the open S-orbit of Z(u). Let ρ 1 be a rankable representation of N Γ of rank one, obtained by extending a representation of N 3 = H. We now apply Lemma 3.8. First note that
which implies that [e −1 , f i ] = −e −i . Using this and the formulas which describe the oscillator representation (see [Ho, §1] ), one can see that the restriction of ρ 1 to Z(U) is a direct integral of characters of the form given in (3.5) for
where t and the a i 's are real numbers and t = 0. Obviously < v, v >= 0; i.e. v belongs to the light cone. From Lemma 3.8 it also follows that the restriction of a rankable representation of rank two of N Γ to Z(U) is a direct integral of characters for which v is given by
where t and a i 's are as before and s is a nonzero real number. Obviously < v, v > = 0.
Let π be an irreducible representation of G of rank two. Let σ be the irreducible unitary representation of U with central character given by (3.5) where v = e 1 + e −1 . By Mackey theory, one can write the restriction of π to R as
where R 1 = Stab S (e 1 + e −1 ) ⋉ U and η is an irreducible representation of R 1 with the property that the only irreducible representation appearing in the support of the restriction of η to U is σ. Now if σ can be extended to a representation of R 1 , then η can be written as a tensor product; i.e. η = τ ⊗σ, whereσ is the extension of σ to R 1 and τ is an irreducible representation of Stab S (e 1 + e −1 ) which is extended (trivially on U) to R 1 . Therefore we obtain an injection
from irreducible representations of rank two of G into irreducible representations of Stab S (e 1 + e −1 ). The next proposition justifies the existence of the extensionσ.
Proposition 3.11. Let σ be the big representation of U associated to the character given by (3.5) where v = e 1 + e −1 . Then σ can be extended to a representation of R 1 in a unique way.
Proof. Let S 1 = Stab S (e 1 + e −1 ). It is well known that for the action of Spin(2k, C) on C 2k , if w ∈ C 2k lies outside the variety of isotropic vectors, then
Stab Spin(2k,C) (w) = Spin(2k − 1, C).
From this and some elementary calculations it follows that when n = 6, S 1 = R × ⋉ Spin(3, 4) and when n = 7, S 1 = SL 2 (R) × Spin(4, 5). The groupÑ = N/ ker σ is a Heisenberg group and S 1 is a subgroup of the group of automorphisms ofÑ which fix Z(Ñ) pointwise. This means that S 1 acts through a subgroup of Sp(Ñ/Z(Ñ)). Therefore the existence of the extension of σ to R 1 would be immediate once we show that S 1 acts through a subgroup of the metaplectic cover Mp(Ñ /Z(Ñ)) of Sp(Ñ /Z(Ñ)).
For n = 6, it can be seen that the action of R × ⋉Spin(3, 4) leaves X and Y invariant. In fact if GL(X) denotes the Levi factor of the Siegel parabolic of Sp(Ñ/Z(Ñ)), then R × ⋉ Spin(3, 4) is a subgroup of the component group of GL(X). The formulas of the oscillator representation [Ho, §1] on the Siegel parabolic imply that S 1 acts through a subgroup of Mp(Ñ /Z(Ñ )). (The key point is that the metaplectic extension splits over short roots.)
For n = 7, the situation is only slightly more complicated. Recall that Stab S (e 1 + e −1 ) = SL 2 (R) × Spin(4, 5).
As in the case n = 6, Spin(4, 5) ⊂ Spin(5, 5) and the latter group leaves the vector spaces X and Y invariant. Therefore Spin(4, 5) acts through a subgroup of the component group of GL(X). Therefore the embedding Spin(4, 5) → Sp(Ñ/Z(Ñ )) breaks into the composition of two maps
where the second map is the natural projection from the metaplectic group to the symplectic group.
The action of SL 2 (R) does not preserve the polarization X ⊕ Y ofÑ . However, one can choose a different polarization which is preserved by the action of SL 2 (R). This polarization can be described as follows. Let Ω be the set of roots α ∈ ∆ + such that g α ⊂ X ⊕ Y. Then Ω can be partitions as a disjoint union
where for any t, Ω t has four elements and moreover, elements of each Ω t can be ordered such that we have (3.13)
} where a. For some j ∈ {1, 2} depending on t, we have
The polarization preserved by SL 2 (R) is X 1 ⊕ Y 1 where X 1 contains the direct sum of the root spaces g α (1) and g α (2) and Y 1 contains the direct sum of the root spaces g α (3) and g α (4) for every Ω t sorted as in (3.13). For the reader's convenience, we will explicitly give this polarization in the Appendix.
Since SL 2 (R) preserves a polarization, the embedding
breaks into the composition of two maps (3.14)
It is now easy to see that in fact the product embedding
breaks into the composition of two group homomorphisms
In fact let φ 1 and φ 2 be the embeddings from Spin(4, 5) and SL 2 (R) into Mp(Ñ /Z(Ñ)) given in (3.12) and (3.14) respectively. Consider the map
given by Φ(a × b) = φ 1 (a)φ 2 (b). Continuity of Φ is obvious. To show that Φ is a group homomorphism, it suffices to show that φ 1 (a) and φ 2 (b) commute. But the images of φ 1 (a) and φ 2 (b) inside Sp(Ñ/Z(Ñ)) commute with each other, and since Spin(4, 5) × SL 2 (R) is connected, the commutator of φ 1 (a) and φ 2 (b) should be a constant function. Checking for when a and b are the identity elements implies that this commutator is equal to the identity element of Mp(Ñ /Z(Ñ)).
The uniqueness ofσ follows immediately from the fact that SL 2 (R) × Spin(4, 5) is a perfect group. (See [Ho, §1] for more details.)
Correspondences similar in nature to the one given in equation (3.10) have been extensively studied for classical groups. The highlight of the theory is probably its strong relevance to the theta correspondence, which was settled in [Li1] . On the contrary, our correspondence does not seem to be related to any of the known dual pair correspondences in the literature which are obtained by means of minimal representations. However, the advantage of our correspondence is the existence of a classification result. In other words, it suffices to understand which representations of Stab S (e 1 +e −1 ) yield representations of G of rank two. Our next goal is to introduce families of degenerate principal series representations of G which are of rank two, and to determine the representations of Stab S (e 1 + e −1 ) which correspond to them.
Degenerate principal series representations of G
Fix a nontrivial positive multiplicative character e Λ 0 of L. For convenience, when n = 7, we assume Λ 0 is the linear functional given in [BSZ, Definition 2.5] . One can extend this character trivially on N to a character of P . Let δ P denote the modular function of P .
For any s ∈ C one can define a degenerate principal series representation I(s) of G as follows:
By means of the inner product which is induced by the norm ||f
2 , I(s) can be completed to a Hilbert space H s . The action of G on I(s) and on H s is by left multiplication.
For n = 7, the questions of finding reducibility points of I(s) and its unitarizability have been addressed by several authors [BSZ] , [SD] , [Zh] . In particular, the picture can be concretely described as follows. Apart from the imaginary values of s (which yield unitary degenerate principal series representations), a family of complementary series arises from a half-open interval of the real line. Moreover, there exist three real values of reducibilty for s which correspond to three unitary representations which can be realized on the spaces of functions on three non-open orbits of n. See [BSZ] for more details. In fact the trivial orbit corresponds to the trivial representation and the smallest nontrivial orbit corresponds to the minimal representation of G. A comparison of the K-type structure of the representation correponding to the third orbit with that of the generic principal series suggests that this representation is "larger" than the minimal representation of G but "smaller" than the generic principal series. Let us denote this representation by π
• , and the representations in the unitary principal series or the complementary series by π s , where s is the parameter introduced in (4.1). Unfortunately when n = 6 we do not obtain complementary series from this picture.
In the rest of this section we will focus our attention on π
• and π s 's. They are natural candidates for being of rank two, and we prove that indeed it is the case. We partially answer the question of understanding the correspondence of equation (3.10) by solving it for the unitary principal series and for π
• .
We now recall two elementary results from Kirillov's orbit method in Proposition 4.2. For any irreducible representation σ of a nilpotent simply connected Lie group, let O σ be the coadjoint orbit associated to σ (See [Ki1] , [Ki2] .) 
Proposition 4.3. Let s be an imaginary number. Then the unitary principal series representation π s of G is a representation of G of rank two.
Proof. Let P be the parabolic opposite to P . Note that there exists an automorphism γ of G such that γ(P ) = P . (For n = 7, γ is the conjugation by the longest element of the Weyl group and for n = 6, it is a composition of this conjugation with a diagram automorphism.) Therefore one can find a unitary character χ s of P such that π s is isomorphic to Ind
Recall that N B = [B, B] . From Bruhat decomposition it follows that in the double coset space N B \G/P , N B P has full measure. Therefore by Mackey's subgroup theorem
, which implies that the restriction of χ s to U 1 is the trivial character. Therefore
Recall that β 1 is the highest root of g. Let G β 1 be the one-parameter unipotent subgroup of G which corresponds to g β 1 . One can see that the product set U 2 = U 1 G β 1 is actually a Lie subgroup of N B and U 2 ≈ U 1 × G β 1 . G β lies within its center. It follows that Ind
Consequently, Ind
is actually a direct integral of one-dimensional representations of U 2 . Any one-dimensional representation is associated to a coadjoint orbit of dimension zero. On the other hand, from
and Proposition 4.2 it follows that Ind
1 is supported on irreducible representations of N B whose coadjoint orbits have dimension at most twice the codimension of U 2 in N B . Again from Proposition 4.2 it follows that the representation
is supported on irreducible representations of N Γ associated to coadjoint orbits of dimension at most twice the codimension of U 2 in N B . A simple calculation shows that the codimension of U 2 in N B is equal to 15 when n = 6 and 26 when n = 7. However, by [Sa1, Cor. 4.2.3] , the dimension of the coadjoint orbit associated to a rankable representation of N Γ of rank three is 32 when n = 6 and 56 when n = 7. But 2 × 15 < 32 and 2 × 26 < 56 (!), which imply that π s should be of rank at most two. A comparison of K-types and the uniqueness of the minimal representation justify that it is not of rank one. Proposition 4.3 can actually be generalized to include the complementary series representations and the representation π
• which appear when n = 7. Obviously, the proof of Proposition 4.3 is not valid anymore.
Theorem 4.4. The representations π
• and π s (for real s) are of rank two.
Proof. We use a construction of these representations given in [BSZ] .
First consider a complementary series representation π s . Using [BSZ, Corollary 8.7 ] one can describe the
where ∇ is an L-semiinvariant polynomial and d s X is a normalization of the Lebesgue measure. The Fourier transform gives an isometry :
where d s X is an appropriate normalization of the Lebesgue measure on n. The isometry [BSZ, (8.5) ] and its action on L 2 (n, d s X) given as follows:
Note that these formulas are independent of s. Now from the description of a unitary principal series π s ′ for any imaginary s ′ in the "non-compact" picture [Kn2, Chapter VII, (7.3b)] it follows that as representations of P , the unitary principal series representation π s ′ and the complementary series representation π s are isomorphic. The same statement holds for the restriction of the unitary principal series and the complementary series to P . Since N Γ ⊂ P , the complementary series representations are of the same rank as the unitary principal series.
Next we prove that π
• is of rank two. Our proof actually shows something slightly stronger; namely that the restriction of π
• to U ∩ N is multiplicity-free. Note that this is false for any representation of G of rank three, as it already fails for a rankable representation of N Γ of rank three, but not always true for every representation of G of rank two. (In fact it follows from our results that the only representations of G with this property are the trivial representation, the minimal representation, and π
Our proof is based on [BSZ, Theorem 8.11] . Note that we can conjugate N ∩ U by the longest Weyl element and obtain its "opposite" group, N ∩ U , and it suffices to prove that the N ∩ U -spectrum of π
• is multiplicity-free.
The Lie algebra of N ∩ U is equal to Y ⊕ Z(u), with Y as in (3.7), and we have
If we think of n as the Jordan algebra Herm(3, O split ), then from results in [BSZ, §2] it follows that Z(n) and g α 7 correspond to matrices of the form respectively. By [BSZ, Theorem 8.11 ], the restriction of π
Recall that ∇ is the L-semi-invariant cubic polynomial on n. The closure of O 2 is equal to the vanishing set of ∇ in n. One can complexify the whole picture and see that O 2 is the set of Rrational points of the vanishing set of ∇ in Herm(O split ) ⊗ C. The latter vanishing set is the closure of an orbit of the action of the complexification of L on a 27-dimensional complex affine space, and therefore it is an irreducible variety.
in a fashion compatible with the matrices shown in (4.5). This allows us to represent points of the left hand side of (4.6) by quadruples u = (u 1 , u 2 , u 3 , u 4 ). From the description of the action of N in [BSZ] it follows that N ∩ U acts on functions on O 2 by pointwise multiplication by characters, and two distinct points u and u ′ are separated by these characters unless we have u i = u ′ i for any i ∈ {1, 2, 3}, but u 4 = u ′ 4 . Therefore if we can show that for a set S ⊆ O 2 of full measure, any two distinct points differ in at least one of the first three coordinates, then it follows that the characters of the action of N ∩ U separate points of S, and therefore the action of N ∩ U on L 2 (O 2 , dν 2 ) is multiplicity-free. Our next aim is to prove the existence of the set S.
For an element u = (u 1 , u 2 , u 3 , u 4 ), we have ∇(u) = u 4 ∇ 1 (u 1 ) + F (u 1 , u 2 , u 3 ) where ∇ 1 is the "determinant" of the Jordan algebra Herm(2, O split ) and F (u 1 , u 2 , u 3 ) is a cubic polynomial in "coordinates" of u 1 , u 2 , u 3 . (This fact can be seen for example from [SV, §5, (5.11) ].) Obviously, if u ∈ O 2 is such that ∇ 1 (u 1 ) = 0, then the equation ∇(u) = 0 uniquely determines u 4 in terms of u 1 , u 2 , u 3 . Therefore we can choose S to be the set of all u ∈ n for which ∇(u) = 0 but ∇ 1 (u 1 ) = 0. It remains to show that this set has full measure in O 2 . To this end, we show that the complement of S in O 2 is a submanifold of O 2 of positive codimension. If fact we can work with the complexifications. Let O 2 denote the Zariski closure of O 2 in Herm(3, O split )⊗C. Recall that O 2 is an irreducible variety. Moreover, there exist elements u of O 2 for which ∇ 1 (u 1 ) = 0. Therefore the set of all u in O 2 for which ∇ 1 (u 1 ) = 0 is a subvariety of positive codimension in O 2 . This implies that the complement of S in O 2 is a submanifold of positive codimension.
Degenerate principal series in E 7
In this section we study the correspondence of (3.10) for unitary principal series representations of G when n = 7. More accurately, we show that for imaginary s, τ (π s ) is a representation of SL 2 (R) × Spin(4, 5) of the form σ s⊗ 1, where σ s is a unitary principal series representation of SL 2 (R).
Our main tool is standard Mackey theory. Recall that P is the parabolic opposite to P . Let π s = Ind G P χ s where χ s is a unitary character of P . The parabolic R can be expressed as
where R × is an appropriate subgroup of A. (The two-element group {±1} ⊂ R × induces a nontrivial automorphism of Spin(5, 5).) Let B SL 2 denote the opposite Borel subgroup of SL 2 (R); i.e. the Borel subgroup of SL 2 (R) which contains the unipotent subgroup corresponding to −α 7 . Let N SL 2 = [B SL 2 , B SL 2 ]. Observe that the vector space X is in fact a commutative Lie subalgebra of g which lies inside the Lie algebra of N B . Therefore X is the Lie algebra of a Lie subgroup of G. We abuse our notation slightly to denote this Lie subgroup by X too.
Bearing in mind that R × represents a specific subgroup of A as in (5.1), we consider the following subgroups of G:
By Bruhat decomposition, RP is an open double coset in R\G/P . Therefore Mackey's double subgroup theorem implies that
Next observe that the isomorphism
implies that χ s extends to a character of R 3 . Consequently,
1. Let σ be the big representation of U introduced in the statement of Proposition 3.11, and letσ be its extension to R 1 . We will now prove the following lemma.
Lemma 5.6. Let n = 7 andσ be the representation which appears in the statement of Proposition 3.11. Then there exists a unitary characterκ of R 3 such that
).
Proof. To prove Lemma 5.6 note that UR 2 = R 3 and therefore by Mackey's subgroup theorem Res
The right hand side is a multiplicity-free direct integral of big representations of U. Since the action of R × ⋉Spin(5, 5) ⊂ R 3 on the U-spectrum of η is transitive, it follows that η is irreducible. Now we apply standard Mackey thoery to η. The stabilizer of σ in R 3 is R 3 ∩ R 1 , and therefore by Mackey theory we can write
where κ is a unitary representation of B SL 2 × Spin(4, 5) which is extended (trivially on U) to R 1 ∩ R 3 . The U-spectrum of the right hand side is multiplicity-free only if κ is a one-dimensional representation. Therefore κ should be a unitary character of B SL 2 × Spin(4, 5) and hence it is trivial on N SL 2 × Spin(4, 5). Obviously κ extends to a unitary characterκ of R 3 . Then by (5.8) and Mackey's subgroup theorem we have
(κ ⊗ χ s ). Next observe that by Mackey's subgroup theorem
Clearly the right-most representation is a unitary principal series representation of SL 2 (R). Moreover, by Mackey's subgroup theorem we see that the representation
is a direct integral of representations of the form Ind U U 1; i.e.ζ s acts trivially on U, or in other words it comes from a representation of R/U.
Let ζ s = Ind Sinceζ s comes from a representation of R 1 /U, it follows that that the correspondence in (3.10) takes π s to ζ s .
Remark. Although the case of the complementary series of G was not discussed, the author believes that these representations should correspond to the complementary series of SL 2 (R). The author was suggested by Nolan Wallach to try to construct the representations of G which correspond to the discrete series of SL 2 (R) using the method of transfer. The author hopes to be able to address these two problems in a subsequent paper.
6. The representation π
• of E 7
As mentioned in section 4, from the K-type structure of the representation π • it follows that its Gelfand-Kirillov dimension is strictly larger than the minimal representation but strictly smaller than a generic principal series representation. This suggests that in the correspondence (3.10), the image of π• should be a representation of SL 2 (R)×Spin(4, 5) which is "smaller than" the image of the unitary principal series. It turns out that the only possibility is the trivial representation of SL 2 (R)×Spin(4, 5). A rigorous proof of this statement can be given using the special property of π
• given in the proof of Theorem 4.4. Obviously, since the N ∩U-spectrum of π
• is multiplicity-free, it follows that τ (π • ) should be one-dimensional. However, the only one-dimensional representation of SL 2 (R) × Spin(4, 5) is the trivial representation.
Unitary Principal Series for E 6
In this section we study the correspondence of (3.10) for unitary principal series of G when n = 6. More accurately, we prove that for imaginary s, τ (π s ) is a representation of the stabilizer group R × ×Spin(3, 4) of the form ψ s⊗ 1 where ψ s is a unitary character of R × . The argument is very similar to the case n = 7.
Let χ s be a unitary multiplicative character of P such that π s = Ind G P χ s . Let R 2 = R ∩ P . Then R 2 = R × × R × × Spin(4, 4) ⋉ X where, as in the case n = 7, we abuse our notation to let X denote the Lie subgroup of N B with Lie algebra X. Since the restriction of χ s to Spin(4, 4) ⋉ X is trivial, χ s extends to a characterχ s of R. Therefore 
= Ind
U X 1 which implies that the restriction of the left hand side of (7.2) to U is a multiplicuityfree direct integral of big representations of U. Transitivity of the torus action implies that the left hand side is an irreducible representation of R. It follows that if we use standard mackey theory to write the left hand side of (7.2) as Ind Finally, for n = 7, the polarization X 1 ⊕Y 1 which appears in the proof of Proposition 3.11 can be described as:
Y 1 * 1 * * 00 * * 1 * * 11 * * 1 * * 10 * * 1 * * 21 *
