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Abstract
This paper considers identifying and estimating the Average Treatment Effect on the Treated
(ATT) in interactive fixed effects models. We focus on the case where there is a single unobserved
time-invariant variable whose effect is allowed to change over time, though we also allow for time
fixed effects and unobserved individual-level heterogeneity. The models that we consider in
this paper generalize many commonly used models in the treatment effects literature including
difference in differences and individual-specific linear trend models. Unlike the majority of the
literature on interactive fixed effects models, we do not require the number of time periods to
go to infinity to consistently estimate the ATT. Our main identification result relies on having
the effect of some time invariant covariate (e.g., race or sex) not vary over time. Using our
approach, we show that the ATT can be identified with as few as three time periods and with
panel or repeated cross sections data.
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1 Introduction
One of the most common ways to identify the causal effect of a binary treatment (e.g.,
participating in a program or being affected by some economic policy) on an outcome
of interest is to exploit variation in the timing of treatment across different individuals.
In this sort of setup, the central idea is to impute the average outcome that individuals
that participate in the treatment would have experienced if they had not participated
in the treatment using a combination of their observed pre-treatment outcomes and the
path of outcomes for a group of individuals that does not participate in the treatment.
One can then estimate the average effect of participating in the treatment (for the group
of individuals that participate in the treatment) as the difference in average observed
outcomes and the average imputed value for individuals that participate in the treatment.
The most common version of this approach is difference in differences (DID) where the
key identifying assumption is that, in the absence of treatment, the “path” of outcomes
that the treated group would have experienced is the same, on average, as the path of
outcomes that an untreated group did experience. The main motivating model for the DID
approach is one in which untreated “potential” outcomes are generated by a two-way fixed
effects model; that is, a model that allows for time-invariant unobserved heterogeneity that
may be distributed differently across the treated group and untreated groups as well as
allowing for time fixed effects. This model is consistent with the so-called “parallel trends”
assumption underlying the DID approach (see, for example, Blundell and Dias (2009)).
However, the parallel trends assumption may not hold in many applications; often, a
main concern is that the effect of some unobserved time-invariant variable may change
over time which would cause the parallel trends assumption to be violated. In those cases,
researchers often resort to other approaches such as including individual-specific linear
trends (Heckman and Hotz (1989), Wooldridge (2005), and Mora and Reggio (2019)).
We generalize both the two-way fixed effects model and these alternative approaches
by imposing that the model for untreated potential outcomes has an interactive fixed
effects structure (also known as factor structure). These models allow for the effect of
time-invariant unobservables to change over time. In particular, we consider the following
sort of model for untreated potential outcomes:
Yit(0) = θt + ξi + λiFt + Uit (1)
where Yit(0) is an individual’s untreated potential outcome in time period t, θt is a time
fixed effect, (ξi, λi) are unobserved, time-invariant individual characteristics, and Ft is
a time varying effect of λi. Notice that this model generalizes the common two-way
fixed effects model; in particular, they are the same when Ft does not change across time
(implying that the term ξi+λiFt does not change over time and standard DID approaches
2
can be applied). This model also generalizes individual-specific linear trend models that
are commonly used in applied work; in particular, this would be true when Ft = t in all
time periods.1 A main motivation for this sort of model is one where a researcher worries
that (i) there are time invariant unobserved variables that affect the outcome of interest
that are not observed in the data, and (ii) the “return” to one of those time invariant
unobservables varies over time.
In the current paper, we develop a new approach to identifying treatment effects when
untreated potential outcomes are generated from an interactive fixed effects model as
in Equation (1). Unlike previous work on treatment effects in interactive fixed effects
models, our approach does not require the number of time periods to go to infinity
to consistently estimate the effect of participating in the treatment. We consider the
case where a researcher observes a vector of time invariant covariates (e.g., race, sex, or
education). The key assumption of our main approach is that the effect of at least one
of the covariates on untreated potential outcomes does not change over time. The effect
of this covariate is not identified, but we show that it can still be useful for identifying
the effect of participating in the treatment. This sort of covariate is likely to be available
in many applications in economics as it would be available in any model for untreated
potential outcomes where some particular covariate “drops out” due to not varying over
time (up to an instrument relevance condition that can be checked with the available
data). In this case, we show that the ATT is identified with only three periods (this is the
same requirement as for individual-specific linear trend models and one more time period
than is required for DID models). In practice, our approach amounts to using this time
invariant covariate as an instrument for the change in outcomes over time in a regression
that “differences” out the fixed effects. This time invariant covariate is allowed to affect
the level of untreated potential (just not to directly affect the path of untreated potential
outcomes over time); we also do not use it as an instrument for participating in the
treatment. Interestingly, this approach can be implemented with repeated cross sections
data. We appear to be the first paper to propose a method allowing for interactive fixed
effects that can be implemented with only repeated cross sections data.
We also develop estimators of the ATT using our approach. We propose a two-step
estimator where, in the first step, we jointly estimate all the parameters in the interac-
tive fixed effects model for untreated potential outcomes as well as average outcomes and
covariates for individuals in the treated group. In the second step, we plug these in to
1We focus on the case with a single interactive fixed effect. In the interactive fixed effects literature, there is much
work on choosing the number of interactive fixed effects (see, for example, Moon and Weidner (2015)). In our setup,
allowing for more interactive fixed effects requires having access to more time periods and/or excluding more variables.
We discuss the case with more than one interactive fixed effect in more detail in Remark 1 below. However, the case
with a single interactive fixed effect is a leading case as it generalizes all the most common approaches taken in the
treatment effects literature; also, it corresponds to more structural interpretations where the researcher is concerned
about a particular unobserved time-invariant variable whose effect changes over time.
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obtain estimators of the ATT. In the case with exactly three time periods, the ATT is
exactly identified. With more than three periods, the ATT is potentially over-identified
and moments from both the treated group and untreated group are informative for iden-
tifying and estimating the interactive fixed effects model. In this case, one can conduct a
“pre-test” that the effect of participating in the treatment is 0 in periods before individu-
als become treated as well as conduct traditional over-identification tests. We also discuss
estimation in the case with panel data and in the case with repeated cross sections data
and show that our estimators of the ATT are asymptotically normal.
We conclude the paper with an application on the effect of early-career job displace-
ment on earnings. In the job displacement literature, researchers are typically concerned
that unobserved “skill” is unobserved and cannot be directly controlled for. If the return
to skill varies over time or with experience, then standard approaches such as difference in
differences are likely to lead to biased estimates of the effect of job displacement. On the
other hand, the approach proposed in the current paper can deal directly with this issue.
Compared to difference in differences and individual-specific linear trends approaches,
the interactive fixed effects approach proposed in the current paper does somewhat bet-
ter in pre-treatment periods (in the sense of estimating no effect of job displacement in
pre-displacement periods) while finding somewhat smaller long-term effects of job dis-
placement.
Related Literature
There is a large literature on linear models with interactive fixed effects. Important
early work in this literature includes Pesaran (2006) and Bai (2009). For estimation, these
papers and much subsequent work require a large number of time periods (i.e., the number
of time periods goes to infinity). Our paper is particularly related to Gobillon and Magnac
(2016) and Xu (2017). Like the current paper, these papers model untreated potential
outcomes by imposing an interactive fixed effects structure. In the case where a researcher
is interested in the effect of a binary treatment, this approach has a major advantage
over imposing linear models for all outcomes – this setup places no restrictions on how
treated potential outcomes are generated at all. Thus, one can allow for unrestricted
forms of treatment effect heterogeneity, very general forms of selection into treatment,
and treatment effect dynamics. The key difference between our approaches are that we
only allow for a small number of time-invariant unobservables but do not require a large
number of time periods. Our approach should ultimately be seen as complementary to the
approaches taken in those papers and, in particular applications, the appropriate choice
is likely to ultimately be application specific.
The current paper is also closely related to work on factor models with a finite number
of measurements (for example, Anderson and Rubin (1956), Heckman and Scheinkman
(1987), Carneiro, Hansen, and Heckman (2003), Heckman, Stixrud, and Urzua (2006),
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and Williams (2020)). Related work on panel data models with interactive fixed effects
and with a finite number of periods includes Ahn, Lee, and Schmidt (2001), Ahn, Lee,
and Schmidt (2013), and Freyberger (2018). Of these, the most similar is Ahn, Lee, and
Schmidt (2013); like that paper, we obtain identification using a “differencing” approach
and by providing some extra moment conditions. Our paper is different in that we
specifically focus on a treatment effects setup (e.g., our approach allows for much more
general forms of treatment effect heterogeneity than simply including a treatment dummy
variable directly in an interactive fixed effects model). We also focus on the case with time
invariant covariates (discussed in more detail below) rather than time varying covariates.
Our paper is also related to Freyaldenhoven, Hansen, and Shapiro (2019). That paper
deals with a more general form of unobservables (time-varying rather than interactive
fixed effects) that confound identifying the effect of the treatment; on the other hand,
our approach allows for the excluded variable to be time invariant and to directly affect
the outcome as well as allowing for more general treatment effect heterogeneity (though
it would seem possible to extend their approach along this dimension). Finally, a number
of other approaches (particularly in the synthetic control literature) are motivated by
an underlying interactive fixed effects model; see the discussion in Abadie, Diamond,
and Hainmueller (2010). These include Hsiao, Ching, and Wan (2012), Kim and Oka
(2014), Athey et al. (2018), Hsiao and Zhou (2018), Arkhangelsky et al. (2019), Ben-
Michael, Feller, and Rothstein (2019), Ferman and Pinto (2019), Powell (2019), and
Kellogg, Mogstad, Pouliot, and Torgovitsky (2020), among others.
2 Identification
2.1 Notation and Parameters of Interest
We use potential outcomes notation throughout the paper. Let Yt denote an indi-
vidual’s outcome in a particular period t (we drop an individual subscript i throughout
much of the paper except where it enhances clarity). We assume that a researcher has
access to T periods of data. Individuals either belong to a treated group or untreated
group. We set D to be a treatment indicator so that D = 1 for individuals in the treated
group and D = 0 for the untreated group. We assume that treatment occurs in period
t∗ with 1 < t∗ ≤ T which indicates that there is at least one pre-treatment period (we
strengthen this requirement below). Individuals have treated potential outcomes (the out-
comes that would occur if an individual were treated) and untreated potential outcomes
(the outcomes that would occur if an individual were not treated) at each time period.
We denote these by Yt(1) and Yt(0), respectively, for t = 1, . . . , T . In pre-treatment pe-
riods, i.e. t < t∗, Yt = Yt(0) for all individuals; that is, we observe untreated potential
outcomes for all individuals in these periods. When t ≥ t∗, Yt = DYt(1) + (1 −D)Yt(0);
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that is, in period t∗ and subsequent time periods, we observe treated potential outcomes
for individuals that participate in the treatment and untreated potential outcomes for
individuals that do not participate in the treatment.
We also suppose that we observe a K×1 vector of covariates Z that are time invariant.
Time invariance of the covariates is essentially standard in the literature on treatment
effects with panel data (Heckman, Ichimura, Smith, and Todd (1998), Abadie (2005), and
Callaway and Sant’Anna (2019)).2 Unlike traditional panel data models, the objective in
the treatment effects literature is not to estimate the effect of the covariates, but simply to
control for them. Thus, time invariant (or pre-treatment) covariates allow us to compare
outcomes or the path of outcomes for individuals who have the same characteristics rather
than focusing on using variation in these covariates over time to identify their effects. A
key difference between our approach and standard two-way fixed effects regressions is
that we treat the treatment variable asymmetrically from the other covariates. Another
concern about time varying covariates is that participating in the treatment may affect
the path of some time varying covariates (Lechner (2008) and Bonhomme and Sauder
(2011)). It seems possible to extend our results to allow for time varying covariates along
the lines of marginal structural models (Robins, Herna´n, and Brumback (2000), Imai and
Ratkovic (2015), and Blackwell and Glynn (2018)), but we do not pursue this here.
The main parameter that we are interested in is the Average Treatment Effect on the
Treated (ATT); we define ATTt as the average treatment effect on the treated in period
t.3 That is,
ATTt = E[Yt(1)− Yt(0)|D = 1]
The first main assumption is about the data generating process for untreated poten-
tial outcomes. In particular, we impose the following structure on untreated potential
outcomes in each time period.
Assumption 1 (Model for Untreated Potential Outcomes). Untreated potential outcomes
are generated by the following interactive fixed effects model
Yit(0) = θt + ξi + λiFt + Z
′
iδt + Uit
2There is an interesting difference between the econometrics literature and common practices in applied work with
time varying covariates. The econometrics literature typically considers the case with time invariant covariates or
conditions on a single value of pre-treatment covariates when there are covariates that vary over time, while, most
commonly, applied researchers estimate two way fixed effects models only including covariates that vary over time and
rarely explicitly stating the requirements on the covariates. We discuss the case with time varying covariates in more
detail in Appendix B.
3For simplicity, we focus on the case where there is a single treated group; however, it seems that it would be
straightforward to consider “group-time average treatment effects” as in Callaway and Sant’Anna (2019) which allow
for multiple groups (where groups are defined by the period when an individual first becomes treated).
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We assume that in all time periods, untreated potential outcomes are generated by an
interactive fixed effects model that includes an individual fixed effect, a time fixed effect,
and a single time-invariant unobservable whose “effect” can change over time. Some
important comments about the model in Assumption 1 are in order. First, Assumption 1
only puts structure on how untreated potential outcomes are generated. It does not
put any structure on how treated potential outcomes are generated, and this allows for
essentially unrestricted treatment effect heterogeneity. In particular, our setup allows for
individuals to select into the treatment on the basis of having “good” treated potential
outcomes relative to individuals who do not participate in the treatment. Not putting
any structure on treated potential outcomes comes at the cost of not identifying more
general parameters such as the average treatment effect (for the entire population). In
particular, this means that it may be difficult to predict what the effect of participating in
the treatment would have been for individuals that did not participate in the treatment;
however, this is a standard issue for DID-type methods. Second, Assumption 1 allows
for the distributions of ξ, λ, and Z to be different for individuals in the treated group
relative to the untreated group. In the spirit of fixed effects models, Assumption 1 also
allows for these variables to be arbitrarily correlated with each other. Third, having
the coefficient on Z vary over time follows the difference in differences literature. If one
removes the interactive fixed effect term from the model in Assumption 1, then this is
exactly the sort of model that gives rise to conditional parallel trends assumptions that
are common in the econometrics literature (Heckman, Ichimura, Smith, and Todd (1998),
Abadie (2005), and Callaway and Sant’Anna (2019)). Including the interactive fixed effect
puts the unobserved λ into the model in the same way as the covariates. This means that,
if we were to observe both λ and Z, then the path (not the level) of untreated potential
outcomes that individuals in the treated group would have experienced if they had not
not participated in the treatment is the same as the path of outcomes that individuals in
the untreated group did experience conditional on having the same values of λ and Z. In
other words, if we observed λ, then we could just use a conditional difference in differences
approach, but, since we do not observe it, we need to make some modifications.
We also make the following assumptions throughout the paper.
Assumption 2 (Observed Data). The observed data consists of iid draws of {Yi1, Yi2, . . . , YiT , Zi, Di}ni=1,
where n denotes the sample size.
Assumption 3 (Treatment Timing). T ≥ 3 and t∗ ≥ 3.
Assumption 4 (Selection on observables and time invariant unobservables). For all
t = 1, . . . , T ,
E[Yt(0)|ξ, λ, Z,D = 1] = E[Yt(0)|ξ, λ, Z,D = 0]
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Assumption 2 says that we observe panel data with T time periods. We discuss
extending the results to the case with repeated cross sections in Section 2.3 and note
here that this extension is straightforward. Assumption 3 says that we have access to
at least three periods of data and that we have at least two pre-treatment periods for
individuals in the treated group. Assumption 4 is the same as Assumption 2 in Gobillon
and Magnac (2016). It is similar to the assumption of selection on observables that is
commonly invoked in the treatment effects literature with cross sectional data (see, for
example, Imbens and Wooldridge (2009)); however, in our case, Assumption 4 holds after
conditioning on the unobserved heterogeneity including the time invariant unobservable
whose effect can change across time. In particular, it says that our main identification
challenge is due to ξ and λ being unobserved. It implies that, if one could observe and
condition on both ξ and λ, that average untreated potential outcomes would be the same
in the treated and untreated groups. This would also imply that, were the unobserved
heterogeneity and interactive fixed effect observed, one could use a variety of well known
approaches (e.g., least squares regression, propensity score re-weighting, or matching) to
estimate the ATT. In our case, where these time invariant variables are unobserved, this
assumption is potentially helpful because untreated potential outcomes are not observed
for the treated group (in some periods), but they are observed for the untreated group in
all periods.
In the context of the model in Assumption 1, an important implication of Assumption 4
is that it is equivalent to
E[Ut|ξ, λ, Z,D = d] = 0 for all (t, d) ∈ {1, 2, . . . , T } × {0, 1} (2)
Equation (2) immediately implies that the time varying unobservables in Assumption 1
are uncorrelated with the observed covariates, with the time invariant unobservables in
the model, and with whether or not an individual participates in the treatment. These
are all typical assumptions in the interactive fixed effects model literature. That these
unobservables are uncorrelated with covariates and treatment status will eventually be
a source of moment conditions that we use to identify the parameters in the model.
Equation (2) also makes clear the main type of restriction that we place on how individuals
select into participating in the treatment. In addition to allowing for individuals to
select into the treatment on the basis of their treated potential outcomes, we allow for
individuals to select into treatment on the basis of their time invariant unobservables that
affect outcomes (ξ, λ), but we do not allow individuals to select into treatment on the
basis of time varying unobservables, Ut.
Throughout the paper, we also consider the following normalizations: F1 = 0, F2 = 1,
and δ1 = δ2 = 0.
4 We impose the normalizations due the so-called “rotation” problem
4Throughout the rest of the paper, we assume that Z includes an intercept and therefore the time fixed effects θt
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(see, for example, the discussion in Ahn, Lee, and Schmidt (2013) and Williams (2020));
and other normalizations are possible. In practice, the particular normalization does not
matter in our case as our interest is not in interpreting the parameters themselves, and
our parameter of interest, ATTt, is invariant to the particular normalization.
Next, we discuss our “differencing” strategy in order to write down equations that
do not depend on ξ or λ; these arguments are similar to Ahn, Lee, and Schmidt (2013).
Under the above normalizations,
Yi1(0) = ξi + Ui1
Yi2(0) = ξi + λi + Ui2
which holds for individuals in the treated group and untreated groups. Notice that,
both for individuals in the treated group and in the untreated group, Yi1 = Yi1(0) and
Yi2 = Yi2(0) (i.e., the researcher observes untreated potential outcomes in the first two
time periods for individuals from both groups because no one is treated in the first two
periods). Then, one can immediately solve these for ξi and λi:
ξi = Yi1 − Ui1
λi = (Yi2 − Yi1) + Ui2 − Ui1
where the equation for λi follows by subtracting Yi1 from Yi2 and rearranging. Next,
notice that,
Yit(0)− Yi1 = Z ′iδt + Ft(Yi2 − Yi1) + Ft(Ui2 − Ui1) + (Uit − Ui1)
= Z ′iδt + Ft(Yi2 − Yi1) + Vit (3)
with Vit := (Uit − Ui1) − Ft(Ui2 − Ui1) and which holds for all t = 3, . . . , T for both the
treated group and the untreated group. Importantly, Equation (3) has “differenced” out
the time invariant unobservables. Notice that, Yit = Yit(0) in all periods for individuals
in the untreated group, and the same is true for t = 1, . . . , (t∗ − 1) for the treated group.
We will use these time periods for identifying the parameters (δt, Ft) (discussed more
below). Conditional on δt and Ft being identified, Equation (3) suggests that the ATTt
will be identified; this holds because, for periods t ≥ t∗, one can compute E[Yt(0)|D = 1]
by taking the average outcome for individuals in the treated group in the first period
and adding to it E[Z ′|D = 1]δt + FtE[Y2 − Y1|D = 1]. That being said, δt and Ft are
not immediately identified in Equation (3) because (Yi2 − Yi1) is correlated with Vit in
Equation (3). We discuss our approach to identifying δt and Ft (and hence ATTt) next.
are contained in δt.
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2.2 Identification through Covariates with Time Invariant Ef-
fects
As a first step, notice that Equation (2) combined with Equation (3) provides a number
of moment conditions that can be used to identify (δt, Ft). In particular, the available
moment conditions are
0 = E[ZVt|D = 0] for t = 3, . . . , T
0 = E[ZVt|D = 1] for t = 3, . . . , t∗ − 1
These moment conditions are equivalent to
0 = E[(1−D)Z(Yt − Y1 − Z ′δt − Ft(Y2 − Y1))] for t = 3, . . . , T (4)
0 = E[DZ(Yt − Y1 − Z ′δt − Ft(Y2 − Y1))] for t = 3, . . . , t∗ − 1 (5)
To begin with (and for simplicity), consider the case where T = 3 (i.e., the researcher
has access to three periods of panel data). Then, Equation (4) contains K moment
conditions, and there are no available moment conditions from Equation (5). However,
there are K+1 parameters to identify; δ3 is K×1 and F3 is an extra scalar parameter to
identify. Hence, there are not enough moment equations to identify all the parameters.
The central idea of our identification strategy is to impose that at least one of the δt
parameters does not depend on time; i.e., δjt = δj for some j ∈ 1, . . . , K and for all time
periods t = 1, . . . , T . In many cases, this is a very weak requirement. In particular, in
many cases, researchers omit time invariant covariates because they are “absorbed” into
the fixed effect – this indeed does hold if the effect of some time invariant covariate does
not vary over time. Thus, any covariate that a researcher would otherwise omit from the
model because it does not vary over time is a good candidate here.
To formalize things, set Z = (X,W ) which partitions the observed covariates into
a group of KX covariates with time varying effects on the outcome and another group
of KW covariates whose effect does not change over time; these satisfy K = KX + KW
where K is the dimension of Z. Correspondingly, partition δt = (βt, α) where βt is a KX
dimensional vector and α is a KW dimensional vector that does not change across time
periods. Then, we write the model in Assumption 1 as
Yit(0) = ξi + λiFt +X
′
iβt +W
′
iα + Uit (6)
α is not identified in Equation (6) (in practice, we can normalize α = 0) and, in appli-
cations, information on W is often completely discarded. However, the presence of W
does provide extra moment conditions. These are very helpful. In Equation (6) (and
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in each time period), there are KX + 1 parameters to identify, and at least K moment
conditions available to identify them. Then, as long as KW ≥ 1 (i.e., as long as there is
at least one variable whose effect does not change over time), then our approach satisfies
the necessary order condition that K ≥ KX + 1.
The simplest version of this approach is the case where we have exactly three time
periods, panel data, and Wi is a scalar. Then, our idea amounts to estimating β3 and F3
using the sample of untreated individuals by estimating the model
Yi3 − Yi1 = X ′iβ3 + F3(Yi2 − Yi1) + Vit
using Wi as an instrument for (Yi2 − Yi1). In order for β3 and F3 to be identified here,
we just require standard exogeneity and relevance conditions for instrumental variables
estimation. Exogeneity will hold as long as α is actually time invariant along with As-
sumption 4. Relevance will hold if rank(E[Z(X ′, (Y2 − Y1))]) = KX + 1. The main
requirement here is that W is correlated with (Y2 − Y1) after controlling for X . This
condition can be checked in particular applications. In fact, an alternative equivalent
condition is that rank(E[Z(X ′, λ)] = KX + 1; this condition says that W is correlated
with λ after controlling for X . In other words, we need to find a variable whose effect on
untreated potential outcomes does not change over time (i.e., this variable does not affect
the path of untreated potential outcomes over time) and that is correlated with the time
invariant unobservable whose effect changes over time.
To give an example, in the application in the paper, we study the effect of job displace-
ment on earnings. There, we are concerned that the return to “skill”, which is unobserved,
could vary over time. In this case, there are several possibilities for which variables to
impose that their effect on untreated potential outcomes does not change over time. First,
covariates such as race, sex, and education often “drop out” in applications on job dis-
placement because they do not change over time; these are reasonable candidates though
one might also suspect that the path of earnings in the absence of job displacement does
depend on these covariates. Another possibility is to use a proxy for unobserved skill.
In our application, we observe each individual’s score on the Armed Forces Qualification
Test (AFQT). This variable can be seen as a proxy for unobserved skill, and it seems
plausible that earnings in the absence of job displacement do not depend at all (notice
that this is a stronger condition than our approach actually requires) on AFQT score
once “skill” is in the model.
If there are more than three time periods, there are potentially more available moment
conditions coming from the treated group in pre-treatment periods. That is, for time
periods t = 3, . . . , t∗ − 1, Equation (5) provides an extra K moment conditions. Also,
having more than one covariate whose effect does not change over time also leads to
additional over-identifying conditions. Note that the reason that we require at least three
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time periods is to carry out our differencing strategy to write down equations that contain
the parameters of interest but have removed the ξ and λ.
We state a general identification result for the ATTt next. Define
Y =
(
(Yt[3 : T ]− Y1)′, (Yt[3 : t∗ − 1]− Y1)′
)′
where the notation Yt[t1 : t2] denotes the ((t2 − t1) + 1)× 1 vector given by (Yt1 , . . . , Yt2)′
and returns an empty vector if t2 < t1.
5 Y is a q×1 vector where q = ((T −2)+(t∗−3));
notice that q is the total number of pre-treatment time periods after differencing out the
fixed effects (there are T − 2 for the untreated group and t∗ − 3 for the treated group).
Next, define
ZA =
(
I(T −2) ⊗ (1−D)Z
)
ZB =
(
I(t∗−3) ⊗DZ
)
where ⊗ denotes the Kronecker product and then define the m× q matrix
Z =
(
ZA 0
0 ZB
)
with m = Kq which is the total number of available moment conditions (this holds since
there are K available moment conditions for each group in all periods where individuals
in that group are untreated), and
XA =
(
I(T −2) ⊗ (X ′, (Y2 − Y1))
)
which is a (T − 2) × l matrix where l = (T − 2)(KX + 1) which is the total number of
parameters to be estimated, and
XB =
(
I(t∗−3) ⊗ (X ′, (Y2 − Y1)), 0(t∗−3)×(T −t∗+1)(KX+1)
)
which is a (t∗ − 3)× l matrix, and
X′ =
(
XA
XB
)
which is a q × l matrix. Finally, define the vector of parameters
γ = (β ′3, F3, . . . , β
′
T , FT )
′
5In the second term in the expression for Y, the part involving Yt[3 : t
∗ − 1] can be empty when t∗ = 3. In this
case, with some abuse of notation, we set the entire second term to be empty.
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which is an l × 1 vector. Then, our m× 1 vector of moment conditions is equivalent to
E[ZY] = E[ZX′]γ (7)
We make the following assumption
Assumption 5 (Relevance). The matrix E[ZX′] has full rank.
Assumption 5 corresponds to the relevance condition discussed above that the covari-
ates whose effects do not change over time are correlated with (Y2 − Y1) (or equivalently
with λ) after controlling for other covariates X .
Next, we state our main identification result.
Theorem 1. Under Assumptions 1 to 5, βt and Ft are identified for all t = 3, . . . , T . In
particular, for any m×m positive definite weighting matrix W,
γ = (E[ZX′]′WE[ZX′])−1E[ZX′]′WE[ZY]
In addition, ATTt is identified for all t = 3, . . . , T ,6 and it is given by
ATTt = E[Yt|D = 1]−
(
E[Y1|D = 1] + E[X ′|D = 1]βt + Ft(E[Y2 − Y1|D = 1])
)
The proof of Theorem 1 is available in Appendix A, but note here that it holds essen-
tially immediately under the above conditions. In the expression for ATTt in Theorem 1,
the first term is the mean observed outcome (which is a treated potential outcome) for
individuals in the treated group in time period t. The second term is the mean outcome
that individuals in the treated group would have experienced if they had not participated
in the treatment under the interactive fixed effects model in Assumption 1 for untreated
potential outcomes.
Remark 1. A natural extension of our model is to one where there are R (with R > 1)
interactive fixed effects such as
Yit(0) = θt + ξi +
R∑
r=1
λirFrt +X
′
iβt +W
′
iα + Uit
For this case, we need to make two modifications to the approach outlined above. First,
in order to difference out the interactive fixed effects, we need at least T ≥ R + 2 time
periods. In addition, in order to recover ATTt, we need at least R+ 1 pre-treatment time
6Note that ATTt is only identified for t ≥ t∗ because these are the only periods where we observe treated potential
outcomes for individuals in the treated group. However, it is common in applied work to also report ATTt in pre-
treatment periods and useATTt with t < t
∗ as a pre-test for the validity of the identifying assumptions; by construction,
if the model is correctly specified, ATTt = 0 when t < t
∗. See Remark 3 for additional discussion on pre-testing.
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periods for individuals in the treated group. Finally, we need KW ≥ R; that is, we need
enough covariates to have time invariant effects in order to identify the model. Another
practical issue in this case is that it may be relatively more difficult to satisfy the relevance
condition when the number of interactive fixed effects is relatively large.
Remark 2. We discuss two alternative approaches to identification in Appendix B. The
first idea is to assume that the time varying unobservables, Uit, in the model in Assump-
tion 1 are uncorrelated over time; this sort of idea is common especially in the literature
on factor models. Second, we consider the case with time varying covariates and using
covariates in other periods as instruments. Relative to our main approach, the main ad-
vantage of both of these approaches is that they do not require finding a covariate whose
effect does not change over time. On the other hand, they introduce additional compli-
cations and additional assumptions that often make these approaches less appealing in
applications. See Appendix B for an expanded discussion of these issues.
2.3 Extension to Repeated Cross Sections
It is straightforward to extend the arguments in the previous section to the case where
there is repeated cross sections data rather than panel data. We appear to be the first
paper to consider interactive fixed effects models with repeated cross sections data. That
our approach can be extended to this case is in parallel with the literature on difference
in differences which can often be implemented with repeated cross sections data. In our
case, these arguments work because of (i) our differencing argument combined with the
linearity of expectations and (ii) our focus on time invariant covariates. In our view,
having results available for the case with repeated cross sections data is a particularly
important case because repeated cross sections are often available, typically have larger
sample sizes, and have fewer issues with attrition. These types of considerations are often
particularly important in many policy evaluation cases which often exploit variation in
local policies where typical panel datasets are often too small to be able to be used once
a researcher focuses on particular local policies. With repeated cross sections data, we
replace Assumption 2 with the following assumption,
Assumption RC (Repeated Cross Sections Sampling). Conditional on T = t, the data
are iid from the distribution of (Yt, Z,D) for all t = 1, . . . , T
Assumption RC implies that we observe draws from a distribution which may not
correspond to the population distribution of outcomes, covariates, and treatments. That
is, within each period, we observe iid draws from some underlying population, but we
only observe outcomes for individuals in the particular period when they are observed
in the sample and the sample sizes can vary across different periods. In particular, we
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observe draws from the mixture distribution
FM(y, z, d, t) =
T∑
t=1
pitFY,Z,D|T (y, z, d|t)
where pit := P (T = t). Let expectations with respect to the mixture distribution be
denoted by EM [·] (and population expectations continue to be denoted by E[·]). Under
Assumption RC, notice that, after conditioning on the time period, expectations under
the mixture distribution correspond to population expectations.
Notice that all the moment conditions in Equations (4) and (5) continue to hold,
but, under Assumption RC, we do not have direct sample analogues of these moment
conditions. First, for t = 1, . . . , T , let Tt = 1{T = t}. Then, notice that for expectations
of variables in a particular time period such as E[Yt], we can write E[Yt] = E[Yt|Tt = 1] =
EM [Y |Tt = 1] = EM [TtY/pit]; and for expectations of variables that are time invariant
such as E[X ], under Assumption RC, we can write E[X ] = EM [X ]. Then, exploiting the
linearity of expectations, we can re-write Equation (4) in terms of expectations from the
mixture distribution as
0 = EM
[
(1−D)Z
(
Tt
pit
Y − T1
pi1
Y −X ′βt − Ft
(
T2
pi2
Y − T1
pi1
Y
))]
for t = 3, . . . , T
Using the same sort of arguments, one can write Equation (5) in terms of expectations
from the mixture distribution as
0 = EM
[
DZ
(
Tt
pit
Y − T1
pi1
Y −X ′βt − Ft
(
T2
pi2
Y − T1
pi1
Y
))]
for t = 3, . . . , t∗ − 1
Given the modified moment conditions above, identification of ATTt follows from
essentially the same arguments as for the case with panel data. We briefly state this here
for completeness. Next, let
YRC =
((
TtY
pit
[3 : T ]− T1Y
pi1
)′
,
(
TtY
pit
[3 : t∗ − 1]− T1Y
pi1
)′)′
As for the panel data case, YRC is a q×1 vector where q = ((T −2)+(t∗−3)). The m×q
instrument matrix Z is exactly the same as in the case with panel data. Next, define
XRC,A =
(
I(T −2) ⊗
(
X ′,
(
T2Y
pi2
− T1Y
pi1
)))
which is a (T − 2)× l matrix, and
XRC,B =
(
I(t∗−3) ⊗
(
X ′,
(
T2Y
pi2
− T1Y
pi1
))
, 0(t∗−3)×(T −t∗+1)(KX+1)
)
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which is a (t∗ − 3)× l matrix, and
X′RC =
(
XRC,A
XRC,B
)
which is a q× l matrix. Finally, we state an identification result for ATTt when repeated
cross sections data is available.
Theorem 2. Under Assumptions 1 and 3 to 5 and Assumption RC, βt and Ft are iden-
tified for all t = 3, . . . , T . In particular, for any m×m positive definite weighting matrix
W,
γ = (EM [ZX
′
RC ]
′WEM [ZX
′
RC ])
−1EM [ZX
′
RC ]
′WEM [ZY
RC ]
In addition, ATTt is identified for all t = 3, . . . , T , and it is given by
ATTt = EM
[
TtY
pit
∣∣∣D = 1]−
{
EM
[
T1Y
pi1
∣∣∣D = 1]+ EM [X ′|D = 1]βt
+ Ft
(
EM
[
T2Y
pi2
∣∣∣D = 1]− EM [T1Y
pi1
∣∣∣D = 1])
}
The proof of Theorem 2 is provided in Appendix A and follows using essentially the
same arguments as in the proof of Theorem 1.
2.4 Examples
The previous section provided general results and conditions for identifying the pa-
rameters in the model in Assumption 1 as well as ATTt. Next, we provide some examples
in special cases to better understand the more general results. Throughout this section,
we impose all the same assumptions as have already been made except where explicitly
modified.
Example 1. Consider the case with three time periods and the following model
Yit(0) = ξi + λiFt + Uit
This is a special case of the model in Assumption 1 where there are no covariates with time
varying effects (importantly, this model does not include a time fixed effect which is just
a time varying effect of the intercept), and we can use the intercept as the time varying
covariate whose effect does not change, i.e., W = 1. In this case, it is straightforward to
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show that
F3 =
E[Y3 − Y1|D = 0]
E[Y2 − Y1|D = 0]
and that
ATT3 = E[Y3 − Y1|D = 1] + F3E[Y2 − Y1|D = 1]
The intuition for this model is (i) differences in the path of outcomes over time do not
depend on ξ and this holds over all time periods, (ii) recalling that F1 is normalized to 0
and F2 is normalized to be 1, F3 is identified by the relative “long difference” in outcomes
(the numerator in F3) to the short difference (the denominator for F3).
Example 2. Consider the case with three time periods and the following model
Yit(0) = θt + ξi + λiFt +Wiα + Uit
where W is a binary variable and under the conditions in Section 2.2. Then, after dif-
ferencing as in Equation (3), we have two moment conditions to identify θ3 and F3:
E[V3|D = 0] = 0 and E[WV3|D = 0] which together are equivalent to E[V3|W = 1, D =
0] = 0 and E[V3|W = 0, D = 0] = 0.
Straightforward calculations show that
F3 =
E[Y3 − Y1|W = 0, D = 0]− E[Y3 − Y1|W = 1, D = 0]
E[Y2 − Y1|W = 0, D = 0]− E[Y2 − Y1|W = 1, D = 0]
and
θ3 = E[Y3 − Y1|W = 0, D = 0]− F3E[Y2 − Y1|W = 0, D = 0]
which implies that
ATT3 = E[Y3 − Y1|D = 1]−
(
θ3 + F3E[Y2 − Y1|D = 1]
)
This example is similar to Example 1, but more challenging because we must deal with
θ3. Focusing on F3, notice that the difference in the numerator effectively differences out
θ3. The same argument applies for the denominator. Once we difference out θ3, then the
intuition is the same as in Example 1. Once F3 has been identified, it is straightforward
to recover θ3 and ATT3.
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3 Consequences of Ignoring Interactive Fixed Effects
Difference in Differences
The most common approach to identifying the effect of participating in a binary treat-
ment when a researcher has access to repeated observations over time is difference in dif-
ferences. Difference in differences is very closely related to two-way fixed effects models
for untreated potential outcomes; i.e.,
Yit(0) = θt + ξi + Uit (8)
Notice that the model in Equation (8) is a special case of the model in Assumption 1 –
when the effect of λi does not vary over time, it can be absorbed into the individual fixed
effect. Under the condition that E[Ut|D = 1] = E[Ut|D = 0] for all t = 1, . . . , T (which is
a standard condition and one that holds under our conditions for interactive fixed effects
models), it follows that
E[∆Yt(0)|D = 1] = E[∆Yt(0)|D = 0] (9)
The condition in Equation (9) is called the parallel trends assumption. It says that the
path of outcomes that individuals in the treated group would have experienced if they had
not participated in the treatment is the same as the path of outcomes that individuals in
the untreated group actually experienced. It also immediately follows that
ATT = E[∆Yt|D = 1]− E[∆Yt|D = 0] (10)
However, if the model in Assumption 1 is correct instead of the model in Equation (8),
the condition in Equation (9) no longer holds. In particular,
E[∆Yt(0)|D = d] = θt + (Ft − 1)E[λ|D = d]
and, therefore, the condition in Equation (9) does not, in general, hold.7 This follows
because, although θt is common across the treated and untreated groups, E[λ|D = d]
varies across groups. And the second term will differ across groups unless either E[λ|D =
1] = E[λ|D = 0] (in this case, the interactive fixed effects term can effectively be absorbed
into the time fixed effect) or if Ft = 1 (in this case, the interactive fixed effect can be
absorbed into the individual fixed effect). But these are both cases where the interactive
fixed effect model reduces to the model in Equation (8).
Moreover, we can develop an expression for the bias that results from using a difference
7The specific form, Ft − 1, is due to our particular normalizations, but the same sort of issue will arise under
alternative normalizations as well.
18
in differences approach when the actual model for untreated potential outcomes is the
interactive fixed effects model. Let ATTDID denote the expression on the right hand side
of Equation (10) but allowing for the possibility that the parallel trends assumption does
not hold (so that, in this case, ATTDID may not be equal to the ATT ). In this case,
ATTDID − ATT = E[∆Yt|D = 1]−E[∆Yt|D = 0]−ATT
=
(
E[∆Yt(1)|D = 1]− E[∆Yt(0)|D = 1]
)︸ ︷︷ ︸
=ATT
+
(
E[∆Yt(0)|D = 1]− E[∆Yt(0)|D = 0]
)− ATT
= (Ft − 1)
(
E[λ|D = 1]− E[λ|D = 0])
where the first equality holds from the definition of ATTDID, the second equality plugs in
potential outcomes for their observed counterparts and adds and subtracts E[∆Yt(0)|D =
1], and the third equality holds by plugging in the interactive fixed effects model for
untreated potential outcomes. Thus, in general, wrongly imposing the parallel trends
assumption instead of the interactive fixed effects model for untreated potential outcomes
will lead to estimators that do not converge to the true ATT . This bias is likely to
be particularly severe in cases where Ft is much different from 1 (i.e., the effect of λ is
changing substantially over time) as well as when E[λ|D = 1] is much different from
E[λ|D = 0] (i.e., the mean of λ is much different between the treated and untreated
groups).
Models with individual-specific linear trends
In applied work, it is very common that, when researchers suspect that the parallel
trends assumption mentioned above is violated, to estimate a linear trends model. These
sorts of models (as well as more general versions) are considered in, for example, Heckman
and Hotz (1989), Wooldridge (2005), and Mora and Reggio (2019). This sort of approach
is motivated by the following model for untreated potential outcomes (as in the previous
section, continue to consider the case without covariates)
Yit(0) = θt + ξi + λi(t− 1) + Uit (11)
The model in Equation (11) is a special case of the model in Assumption 1 when Ft is
equal to t− 1.8 Let Ct generically represent some random variable that depends on time,
and define the operator ∆2Ct = ∆Ct −∆Ct−1 = Ct − 2Ct−1 + Ct−2. Then, the model in
8Here we use t− 1 instead of t so that the model in Equation (11) satisfies the normalizations imposed earlier that
imply that F1 = 0, F2 = 1 (and θ1 = θ2 = 0); it will be clear below that this makes no difference relative to using t
instead of t− 1.
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Equation (11) implies the following
E[∆2Yt(0)|D = 1] = E[∆2Yt(0)|D = 0] (12)
which further implies, after some straightforward calculations, that
ATT = E[∆2Yt|D = 1]− E[∆2Yt|D = 0] (13)
There are a couple of potential issues with the linear trends model. First, conceptually,
the reason to use this sort of model is the same as the interactive fixed effects model in
Assumption 1 – particularly, there is some time invariant variable (i) that is unobserved
and (ii) whose effect varies over time. There are some notable drawbacks to this sort of
model though. In particular, if the researcher observed λi, under conditions (i) and (ii)
mentioned above, it would be most natural to condition on it in the model and allow for
its effect to vary over time. This is exactly how the interactive fixed effects model treats
this situation. On the other hand, the linear trends model allows for the effect to of λi to
change over time, but only in a very restrictive way. In particular, if λi were observed, it
would be very unusual to impose a linear trend sort of specification and attach it to an
observed covariate.
It is also helpful to consider the resulting bias in the ATT from incorrectly imposing
the linear trends model. When the model in Assumption 1 is correct rather than Equa-
tion (11), the condition in Equation (12) will not hold in general. In particular, under
the interactive fixed effects model
E[∆2Yt(0)|D = d] = θt + (Ft − 2)E[λ|D = d]
Thus, it is immediately clear that the condition in Equation (12) does not hold except in
special cases; θt is common across groups but the second term, in general, varies across
the treated and untreated group. It is also clear that linear trends is a special case of the
interactive fixed effects model that we consider – the interactive fixed effects model and
the linear trends model coincide when Ft = 2. In this case, the second term is equal to 0
and therefore the condition in Equation (12) holds. The other case where Equation (12)
holds is when E[λ|D = 1] = E[λ|D = 0], but, if the mean of λ is the same across groups,
there is no reason to use a linear trends model or interactive fixed effects model – the
term involving λ will be absorbed into the time fixed effect.
Using similar arguments, we can also quantify the bias from incorrectly imposing a
linear trends model when the interactive fixed effects model is correct. Let ATTLT denote
the expression on the right hand side of Equation (13) but allowing for the possibility
that the linear trends model in Equation (11) is not correctly specified (as for the DID
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case above, this allows for the possibility that ATTLT is not equal to the ATT ). Then,
ATTLT − ATT =
(
E[∆2Yt|D = 1]− E[∆2Yt|D = 0])−ATT
=
(
E[∆2Yt(1)|D = 1]−E[∆2Yt(0)|D = 1]
)︸ ︷︷ ︸
=ATT
+
(
E[∆2Yt(0)|D = 1]− E[∆2Yt(0)|D = 0]
)−ATT
= E[∆2Yt(0)|D = 1]− E[∆2Yt(0)|D = 0]
= (Ft − 2)
(
E[λ|D = 1]− E[λ|D = 0])
where the first equality plugs in the definition of ATTLT , the second equality plugs in
potential outcomes for observed outcomes and adds and subtracts E[∆2Yt(0)|D = 1],
the third equality cancels the terms involving ATT , and the fourth equality plugs in
the interactive fixed effects model for untreated potential outcomes. This expression
demonstrates that there can be large biases from using a linear trends model instead of
interactive fixed effects model in two cases. First, if Ft is much different from 2, then this
implies that the linear trends model is misspecified. The second case is when E[λ|D = 1]
is much different from E[λ|D = 0]. This would be the case if the mean of the unobserved
variable is much different for the treated group relative to the untreated group.
4 Estimation and Inference
We consider a two-step estimation procedure for estimating ATTt. In the first step, we
estimate all the parameters (βt, Ft) as well as E[Yt−Y1|D = 1], E[X|D = 1], E[Y2−Y1|D =
1], and p := P (D = 1). Then, we plug these into the expression for ATTt in Theorem 1.
In the second part of this section, we derive the asymptotic distribution of our estimator
of ATTt (these results essentially follow standard arguments on GMM).
As a first step, it is helpful to re-write the expression for ATTt in Theorem 1 as
ATTt =
E[D(Yt − Y1)]
p
− E[DX
′]
p
βt − FtE[D(Y2 − Y1)]
p
(14)
which just converts the conditional moments in Theorem 1 into equivalent unconditional
moments. To estimate (βt, Ft), we have the moment conditions in Equations (4) and (5),
and we also need to estimate E[DYt] for t = 1, . . .T and E[DX ]. We can use the following
moments conditions for these parameters:
0 = E [DX −E[DX ]] (15)
0 = E [DYt − E[DYt]] for t = 1, . . . , T (16)
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In addition, p is unknown, and we use the following moment condition to estimate it
0 = E[D − p] (17)
Then, we estimate all the model parameters by GMM. With some abuse of notation,
define
Yi =
(
(Yit[3 : T ]− Yi1)′, (Yit[3 : t∗ − 1]− Yi1)′, DiX ′i, DiYit[1 : T ]′, Di
)′
This corresponds toY above except nowDX ,DYt, andD are appended to it as additional
outcomes. Yi is an q1×1 vector where q1 = (q+KX+T +1) (and where q is the dimension
of Y given above). Next, define
ZAi =
(
I(T −2) ⊗ (1−Di)Zi
)
ZBi =
(
I(t∗−3) ⊗DiZi
)
ZCi = IKX+T +1
and then define the m1 × q1 matrix
Zi =

Z
A
i 0 0
0 ZBi 0
0 0 ZCi


which corresponds to the m × q matrix Z given above with an (KX + T + 1)-identity
matrix appended to it and where m1 = (m+KX + T + 1). Next, define
XAi =
(
I(T −2) ⊗ (X ′i, (Yi2 − Yi1))
)
which is a (T − 2)× l matrix, and
XBi =
(
I(t∗−3) ⊗ (X ′i, (Yi2 − Yi1)), 0(t∗−3)×(T −t∗+1)(KX+1)
)
which is a (t∗ − 3)× l matrix, and
XCi = IKX+T +1
which is the (KX + T + 1) dimensional identity matrix, and
X′i =

X
A
i 0
XBi 0
0 XCi


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which is a q1 × l1 matrix which corresponds to the q × l matrix X′ given above with a
(KX + T + 1) identity matrix appended to it. Finally, define the vector of parameters
γ1 = (β
′
3, F3, . . . , β
′
T , FT , E[DX ], E[DY1], . . . , E[DYT ], p)
′
which is an l1 × 1 vector of parameters where l1 = (l +KX + T + 1). Then, we estimate
γ1 by GMM, i.e.,
γˆ1 = (Mˆ
′
ZXWMˆZX)
−1Mˆ′ZXWMˆZY
where W is a m1 × m1 weighting matrix (in practice, we set W = Ωˆ−1 where Ω =
E[ZUU′Z′], Ωˆ = n−1
∑n
i=1 ZiUˆiUˆ
′
iZ
′
i, Ui = Yi −X′iγ1, and Uˆi = Yi −X′iγˆ1 and imple-
ment a two-step GMM procedure), and
MˆZX =
1
n
n∑
i=1
ZiX
′
i and MˆZY =
1
n
n∑
i=1
ZiYi
Following standard arguments for GMM estimators, we can further show that
√
n(γˆ1 − γ1) = (M′ZXΩ−1MZX)−1M′ZXΩ−1
1√
n
n∑
i=1
ZiUi + op(1)
To establish the limiting distribution of ATTt, notice that we can generically use
Equation (14) to write
ATTt = gt(γ1) and ÂTT t = gt(γˆ1)
where gt : R
l1 → R with gradient given by
∇gt(γ1) =


−E[DX]
p
−E[DY2]−E[DY1]
p
−βt
p
−1−Ft
p
−Ft
p
(1/p)eT −2,t−2
−ATT
p


and where eT −2,t−2 is a (T − 2)-vector with its (t − 2)-element equal to 1 and all other
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elements equal to 0. We make the following assumption
Assumption 6. E‖Yi‖4 <∞, E‖Zi‖4 <∞, and Ω is positive definite.
Assumption 6 is a standard condition for establishing the limiting distribution of GMM
estimators. Next, we state our main result on the limiting distribution of our estimator
of ATTt.
Theorem 3. Under Assumptions 1 to 6 and for t = 3, . . . , T ,
√
n(γˆ1 − γ1) d−→ N(0,Σ)
where Σ = (M′ZXΩ
−1MZX)
−1,
√
n(ÂTT t − ATTt) = ∇gt(γ1)′
√
n(γˆ1 − γ1) + op(1),
and
√
n(ÂTT t − ATTt) d−→ N(0, Vt)
where Vt = ∇gt(γ1)′(M′ZXΩ−1MZX)−1∇gt(γ1).
Remark 3. For t < t∗, estimates of ATTt (these are available when t
∗ > 3) can be used
to “pre-test” the identifying assumptions. Similar arguments to the ones in Theorem 3
can be used to establish the joint limiting distribution of ATTt across all (or all pre-
treatment) time periods. These sorts of pre-tests are commonly done in applied work to
assess the plausibility of the identifying assumptions by testing if ATTt is equal to 0 in
periods before individuals become treated. In addition, in cases where t∗ > 3, traditional
over-identification tests can also be used.
Remark 4. An alternative and simpler approach to estimation is to estimate (βt, Ft)
separately period-by-period by estimating the model Yit − Yi1 = X ′iβt + Ft(Yi2 − Yi1) + Vit
using Wi as an instrument for Yi2 − Yi1. In this case, a simple approach to inference is
to use the block bootstrap where, at each iteration, individuals (and their outcomes in all
periods) are resampled. This procedure is very easy to implement, but is likely to result in
less efficient estimators than the GMM estimation procedure discussed above.
Remark 5. Although our main results consider the case with iid observations, it would
also be straightforward to extend the result to account for clustering across units, allowing,
for example, spatial correlations as long as the number of clusters is “large.” In that
case, the asymptotic arguments would proceed with the number of clusters, rather than
the number of individuals, going to infinity. It is likely that various bootstrap procedures
could be adapted to this case as well (see, for example, Cameron and Miller (2015)).
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Remark 6. Estimation and inference with repeated cross sections follows using essentially
the same arguments. Equations (15) and (16) can be re-written as
0 = EM [DX −E[DX ]]
0 = EM
[
Tt
pit
DY −E[DYt]
]
for t = 1, . . . , T
and Equation (17) can be rewritten as
0 = EM [D − p]
Then, everything else follows the same arguments as in the panel case.
5 Monte Carlo Simulations
We assess the finite sample performance of our approach using Monte Carlo simulations
in this section. We focus on comparing the performance of our approach to difference in
differences and linear trends approaches. We consider models of the form
Yit(0) = θt + ξi + λiFt + αWi + Uit
For all simulations, we impose the following: (i) there are exactly three periods; (ii)
we have access to panel data; (iii) no one is treated until the third period; (iv) p :=
P (D = 1) = 0.5; (v) Yit(1) = Yit(0) + 1 which implies that ATT3 = 1; (vi) θ1 = θ2 = 0
(corresponding to the normalizations used in the paper) and θ3 = 2, (vii) ξ|D = d ∼
N(d, 1) and is independent of other random variables in the model; (viii) F1 = 0, F2 = 1
(following the normalizations used in the paper), and we vary Ft across simulations (ix)
Ut|D = d ∼ N(0, 1) and is independent of other random variables in the model. Across
simulations, we also vary the joint distribution of (λ,W )|D = d; in particular we assume
that conditional on D = d, (
λ
W
)
∼ N
((
d
0
)
,
(
1 ρ
ρ 1
))
This setup implies that the mean of λ is different across groups. We vary ρ to control the
strength of the correlation between λ and W . We also vary F3; when F3 is equal to 1,
then the parallel trends assumption holds and hence difference in differences will provide
consistent estimates of ATT3. When F3 = 2, then the linear trends model is correctly
specified and this approach will provide consistent estimates of ATT3. Our approach
will provide consistent estimates of ATT3 in either case, but it is not clear in either case
25
Table 1: Monte Carlo Simulations
Bias RMSE MAD
IFE DID LT IFE DID LT IFE DID LT
F3 = 1
ρ = 0.1 0.015 0.003 −0.992 4.285 0.090 1.007 0.421 0.064 1.000
ρ = 0.5 −0.006 0.001 −0.999 0.189 0.088 1.012 0.131 0.060 0.994
ρ = 1 0.005 0.002 −0.993 0.156 0.089 1.007 0.108 0.059 0.990
F3 = 1.5
ρ = 0.1 −0.513 0.500 −0.494 33.892 0.509 0.519 0.553 0.499 0.503
ρ = 0.5 −0.016 0.498 −0.500 0.265 0.507 0.524 0.174 0.497 0.496
ρ = 1 0.001 0.503 −0.500 0.208 0.512 0.523 0.140 0.504 0.500
F3 = 2
ρ = 0.1 −0.458 0.996 −0.006 15.595 1.002 0.157 0.752 0.990 0.102
ρ = 0.5 −0.042 1.001 0.001 0.358 1.007 0.158 0.220 0.996 0.108
ρ = 1 −0.020 1.000 −0.009 0.280 1.006 0.158 0.182 1.000 0.104
Notes: The columns labeled “IFE” use the interactive fixed effect approach introduced in the paper;
the columns labeled “DID” provide results using a difference in differences approach; the columns
labeled “LT” provide results using a linear trends approach. Columns labeled “Bias” simulate the
bias of each approach, “RMSE” simulates the root mean squared error, and “MAD” for the median
absolute deviation. The rows vary F3 and ρ as discussed in the text. Results come from 1000 Monte
Carlo simulations with n = 1000 in each simulation.
which method is preferable (for example, our approach does not exploit the parallel trends
assumption in cases when it holds, but difference in differences does not exploit the extra
moment condition coming from α being time invariant). We also vary the sample size
from n = 250 to n = 1000.
Table 1 contains simulations for the case when n = 1000.9 There are several main
conclusions from these simulation results. First, across all setups (and unsurprisingly)
our estimator performs better when W is more strongly correlated with λ. Second, in our
simulations, when either the parallel trends assumption or the linear trends model actually
hold, these approaches perform better (in terms of root mean squared error and median
absolute deviation) than our interactive fixed effects approach. On the other hand, as
long as W is relatively strongly correlated with λ, our approach performs reasonably well
across all values of F3. When either the difference in differences approach or the linear
trends approach are implemented when the underlying assumptions are not met, then
their performance severely breaks down.
9Table 5, in Appendix C, contains similar results for the case when n = 250. To briefly summarize those results: all
approaches perform better with more observations. When their assumptions are justified, each method also performs
reasonably well with the fewer number of observations, and across different experiments, the ranking of each approach
is the same as in the case with n = 1000 which we focus on in the main text.
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6 Application
In this section, we consider an application on the effect of early-career job displace-
ment on earnings. Much of the literature on job displacement has been interested in the
dynamics of the effects of job displacement (see, for example, Jacobson, LaLonde, and
Sullivan (1993) as well as many subsequent papers). Difference in differences has been
a standard approach in this literature with the idea being that displaced workers may
differ from non-displaced workers along dimensions, for example latent “skill”, that are
unobserved by the researcher.
One potential issue with this approach is that the return to latent skill could vary
over time (e.g., with the business cycle) as well as vary with experience. If “skill” were
observed, it would be natural to include it in the model for untreated (non-displaced)
potential outcomes while allowing its coefficient to vary over time. Although standard
difference in differences approaches cannot handle this sort of issue, this setup mirrors
the approach discussed in the current paper exactly. In addition, like the difference in
differences approach, our setup allows for other unobserved, time-invariant variables to
affect an individual’s earnings in the absence of displacement and be distributed differently
across displaced and non-displaced workers as long as their effect is time invariant as well.
We use data from the 1979 National Longitudinal Study of Youth (NLSY). One of the
interesting variables in this dataset is an individual’s score on the Armed Forces Quali-
fication Test (AFQT). Researchers using the NLSY have frequently used an individual’s
AFQT score as a proxy for their unobserved skill/ability, most commonly including AFQT
score directly as an additional covariate. In our approach, perhaps more naturally, we
use AFQT as the variable that is correlated with unobserved “skill” but whose effect does
not change over time (in the current application, it is probably reasonable to think that
AFQT is a proxy that does not affect earnings directly at all as long as “skill” is in the
model). That is, in Equation (6), we treat unobserved skill as λ and AFQT score as W .
6.1 Data and Setup
As discussed above, the data that we use comes from the 1979 National Longitudinal
Study of Youth (NLSY). The NLSY is an ongoing panel data survey of U.S. residents
that were between 14 and 22 when the survey was started in 1979. The main outcome
that we consider is yearly earnings, and we use bi-annual earnings data from 1983-1993.
Following standard approaches in the job displacement literature, we define workers
as being displaced if they report no longer being at the same job as in the previous survey
and the reason that they left their job is (i) layoff, (ii) plant closed, or (iii) company, office,
or workplace closed. Importantly, this does not include individuals who were fired from
their job or quit. To be included in the sample, we require that individuals had positive
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Table 2: Summary Statistics
Displaced Non-Displaced Diff p-val on diff
Path of Earnings
Earnings 1983 8.54 9.21 − 0.67 0.05
Earnings 1985 11.64 13.08 − 1.44 0.00
Earnings 1987 14.32 16.69 − 2.37 0.00
Earnings 1989 16.56 20.37 − 3.81 0.00
Earnings 1991 17.47 23.28 − 5.81 0.00
Earnings 1993 19.27 25.60 − 6.33 0.00
Covariates
Less HS 0.13 0.07 0.06 0.00
HS 0.66 0.59 0.07 0.00
College 0.21 0.34 − 0.13 0.00
Hispanic 0.21 0.16 0.06 0.00
Black 0.30 0.23 0.07 0.00
White 0.48 0.61 − 0.13 0.00
Male 0.58 0.45 0.14 0.00
AFQT 40.27 51.36 −11.10 0.00
N 610 2434
Notes: The column “Displaced” aggregates summary statistics for workers that were
displaced from their jobs between 1987 and 1993. Reported earnings are yearly and
reported in thousands of dollars. The column “Diff” reports the difference between
displaced and non-displaced workers. The column “p-val on diff” reports the p-value of
a test for the equality of each variable for displaced and non-displaced workers.
Sources: 1979 National Longitudinal Study of Youth
earnings in both 1983 and 1985. This results in a total sample size of 3,044 individuals.
Summary statistics are provided in Table 2. To start with, it is worth pointing out a
few suggestive patterns in the summary statistics. First, notice that in 1983 (before any
workers in our sample have been displaced), non-displaced workers already have higher
earnings than displaced workers. This suggests that making comparisons based on only
the level of earnings over time for displaced and non-displaced workers is likely to lead to
misleadingly large estimates of the effect of job displacement. Second, in 1985 (still before
any workers in our sample have been displaced), the gap between earnings of displaced and
non-displaced workers increases. This further suggests that, at least between 1983 and
1985, the trend in earnings over time was not the same for displaced and non-displaced
workers which implies that a difference in differences approach to estimating the effect
of job displacement would not have performed well (and would have been likely to over-
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estimate the effect of job displacement).
In addition, the gap between the earnings of displaced and non-displaced workers also
tends to widen over time. There are also noticeable differences in terms of other covariates.
Relative to displaced workers, non-displaced workers tend to be more educated, more
likely to be white and less likely to be black or Hispanic, more likely to be female, and
have higher AFQT scores.
Relative to the main cases that we have considered above, one remaining issue is that
there is variation in treatment timing; i.e., the timing of displacement is not constant
across all individuals. Moreover, the number of displaced individuals in any particular
time period is relatively small. Out of 3044 individuals in our dataset, 610 are ever
displaced. This amounts to about 150 displaced workers per year. We consider individuals
who are first displaced between 1987 and 1993, and there are similar numbers of displaced
in each year. In order to get around this issue, following Callaway and Sant’Anna (2019),
we define “groups” by the time period when a displaced individual is displaced from their
job. Here, we have four groups – a group first treated in 1987, 1989, 1991, and 1993.
Then, for each each group, we use the approach discussed in the main text to estimate
ATTt in each available time period.
For each group, we are primarily interested in how the effect of job displacement varies
with length of exposure to job displacement. In pre-treatment periods, these results can
be used to “pre-test” the identifying assumptions. In our case, where we are interested in
the relative performance of several different approaches to identifying and estimating the
effects of job displacement, it is particularly useful to compare the performance of each
approach in pre-treatment time periods. In post-treatment time periods, these results can
be used to study the dynamics of the effect of job displacement – this has been a main
interest of labor economists studying the effects of job displacement. These are similar to
“event studies” that are common in applied work. Below, we report results that are based
on weighted averages of the effect of job displacement across the four different groups –
which effectively increases our sample size of displaced workers from around 150 (if we
picked a particular year) to 610 displaced workers.
6.2 Results
As a first step, we can check the relevance condition for AFQT by running a regression
of the change in earnings between 1983 and 1985 among non-displaced workers on AFQT
score. These results are provided in Table 3 for the case without extra covariates and
where education, race, and gender are included as extra covariates. In both cases, higher
AFQT scores are correlated with larger increases in earnings over time.
Next, we report our main results on the effect of job displacement on yearly earnings.
The results are reported in Table 4. That table reports results without additional covari-
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Table 3: First Stage Results
(1) (2)
(Intercept) 1858.66∗ 2954.57∗
(291.52) (595.59)
AFQT 39.16∗ 30.70∗
(4.97) (6.46)
HS 519.31
(569.55)
College 1632.60∗
(653.24)
Black 54.04
(461.10)
White −389.36
(409.35)
Female −2346.45∗
(281.00)
R2 0.02 0.06
Num. obs. 2434 2434
Notes: Results from the first stage regression of the change in earnings between 1983 and 1985 among
non-displaced workers on AFQT score and other covariates. Standard errors are reported in parentheses.
ates (in the set of columns labeled (1)) and additionally controlling for education, race,
and gender (in the set of columns labeled (2)). The results are quite similar, and we
primarily discuss the results with covariates below.
Our main interest is in comparing the three different approaches to estimating the
effect of job displacement: the IFE approach considered in the current paper, the DID
approach, and the LT (individual-specific linear trends approach). First, notice that, as
expected, estimates tend to be more precise for DID, next most precise for LT, and least
precise for our approach. In pre-treatment periods distant from job displacement, all
three methods do reasonably well in the sense of providing estimates that are close to 0
in periods before individuals become displaced.
In the period immediately before job displacement (in the table when exp = -2) though,
all three methods start to perform somewhat worse. This is not surprising as many papers
on job displacement find a pre-treatment “dip” in earnings. That being said, the IFE
approach performs somewhat better in this period. If one takes the results in this period
as being a pre-test for each approach, the DID approach (p-value=0.00) and LT approach
(p-value=0.06) would be rejected while the IFE approach would not. This partially
occurs mechanically because the IFE standard errors are larger, but, in addition, the IFE
estimates are 32% and 35% smaller (i.e., closer to 0) than using either of the other two
approaches. This suggests at least modestly better performance of the IFE estimator in
this application relative to the other approaches.
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Table 4: Main Results
(1) (2)
IFE DID LT IFE DID LT
exp.
-6 -94.83 -224.13 68.41 -15.04 -103.91 160.17
(865.25) (385.46) (587.02) (822.67) (376.27) (589.2)
-4 -298.26 -684.44 -505.37 -135.96 -566.63 -252.96
(879.13) (404.25) (603.19) (836.1) (369.33) (606.8)
-2 -995.86 -1357.65 -1572.62 -854.98 -1262.49 -1323.34
(1095.1) (357.4) (667.59) (848.81) (330.97) (707.42)
0 -3001.59 -3220.55 -3958.58 -2998.25 -3071.4 -3657.58
(1072.16) (449.25) (704.49) (900.45) (487.29) (697.46)
2 -1805.47 -3486.39 -3146.42 -2211.36 -3180.64 -2713.77
(1373.86) (563.3) (950.96) (1155.32) (594.31) (950.46)
4 539.67 -3739.85 -1138.2 -446.56 -3390.07 -645.39
(1824.24) (721.54) (1365.75) (1677.37) (671.63) (1329.24)
Notes: The columns labeled “IFE” report estimates of the effect of job displacement
using the approach discussed in the current paper. The columns labeled “DID” report
estimates of the effect of job displacement using a difference in differences approach
and the columns labeled “LT” use individual-specific linear time trends (as discussed
in the text). The first set of results, labeled (1), are for the case without including
other covariates. The second set of results, labeled (2), includes education, race, and
gender as covariates. Rows report estimated effects across different lengths of
exposure. Negative lengths of exposure correspond to the number of years before job
displacement occurs; exposure is equal to 0 in the time period when job displacement
occurs; and positive lengths of exposure indicate how long ago an individual was
displaced from their job. Standard errors are reported in parentheses, and they are
computed using the bootstrap with 1000 iterations.
The results are also interesting in post-treatment time periods. Many results in the
job displacement literature involve a large effect of job displacement “on impact” followed
by some catching up over time but not fully catching up even over a large number of time
periods. Indeed, using DID, we continue to find large negative effects of job displacement
four years following job displacement. On the other hand, the results using IFE or LT
are noticeably different. The effect of job displacement appears to be large “on impact”
but close to zero again four years later. In both cases the standard errors are fairly large,
but it is nonetheless an interesting difference in the pattern of results across different
strategies.
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7 Conclusion
In this paper, we have developed a new approach to identifying and estimating the ATT
when untreated potential outcomes have an interactive fixed effects structure. Interactive
fixed effects models are attractive models in the context of policy evaluation in the case
where the effect of some time invariant unobservable can vary over time. Unlike common
approaches such as linear trends models, interactive fixed effects models allow for the
time invariant unobservable to enter the model for untreated potential outcomes in an
analogous way to observed covariates.
There are a number of attractive features of our approach for use in applied work. First,
our approach generalizes the most common approaches to policy evaluation (difference in
differences and linear trends models) when a researcher has access to repeated observations
over time. Second, our approach only requires that the researcher has access to at least
three periods of data rather than requiring that the number of time periods goes to infinity
as is often a requirement in the literature on interactive fixed effects models. Third, our
approach can be used when a researcher has access to either panel or repeated cross
sections data. Fourth, our approach allows for very general forms of treatment effect
heterogeneity and selection into participating in the treatment. The main requirement
of using our approach is access to a time invariant variable whose effect does not change
over time (though the variable can affect the level of the outcome). It seems likely that
this sort of variable will exist in many applications in economics. A good candidate for
this sort of variable is any variable that the researcher would not include in the model
because it does not vary over time.
There are a number of interesting directions that one could extend our work. First,
it would be interesting to develop an approach to determine the number of interactive
fixed effects to include in the model. Determining the number of interactive fixed effects
is the subject of a large amount of research (e.g., Moon and Weidner (2015)) though in
a substantially different context. In many applications, there are likely to be a fairly
large number of covariates whose effects do not change over time and the corresponding
additional moment conditions could potentially be used to determine the number of inter-
active effects to include in the model. It would also be interesting to consider identifying
the Quantile Treatment Effect on the Treated (QTT) in a similar setup. Bonhomme and
Sauder (2011) and Callaway and Li (2019) consider identifying the QTT in models that
are similar to a two-way fixed effects model for untreated potential outcomes (i.e., a model
like the one in Assumption 1 but that does not include an interactive fixed effect); though
this would introduce a number of additional challenges relative to the current paper.
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A Proofs
Proof of Theorem 1 For identifying (βt, Ft) for t = 3, . . . , T , the result holds immedi-
ately from Equation (7) in the main text under the conditions in the theorem. The result
for ATTt holds because
ATTt = E[Yt(1)|D = 1]− E[Yt(0)|D = 1]
= E[Yt|D = 1]− E [Y1 −X ′βt + Ft(Y2 − Y1)|D = 1]
where the second equality holds by Equations (3) and (6) (and using that the coefficients
on W do not vary over time). Then, the result holds because βt and Ft are identified and
by rearranging terms.
Proof of Theorem 2 The result holds immediately using the same arguments as in
Theorem 1.
Proof of Theorem 3 The first part of the result holds using standard arguments for
GMM estimators. The second part follows immediately by the delta method.
B Alternative approaches to identification
It is worth briefly commenting on some other possible approaches to identifying the
ATT with a small number of time periods. In this section we consider two additional
approaches: (i) assuming that the time varying unobservables in the model in Assump-
tion 1 are serially uncorrelated, and (ii) assuming access to time varying covariates in
combination with a strict exogeneity condition. In principle, either approach can be used
by itself or in combination with our main approach or with each other to identify the
ATT.
Identification through serially uncorrelated unobservables
One common approach is to assume that the time varying unobservables, Uit in the
model in Assumption 1, are mutually independent (or at least serially uncorrelated).
This is a fairly common assumption in the literature on interactive fixed effects models.10
These types of assumptions are also commonly made in the related literature on factor
models with repeated measurements.
In this setup, outcomes themselves can be correlated over time, but the correlation
is only allowed through the time-invariant unobservables ξ and λ. Ruling out serial
correlation in Ut is likely to be more plausible when one includes interactive fixed effects,
but the overall plausibility of this sort of assumption is likely to be application specific, and
it is one that researchers should think carefully about. For example, this kind of restriction
is incompatible with the common practice of computing standard errors that are robust
to serial correlation (e.g., Bertrand, Duflo, and Mullainathan (2004)) in difference in
differences or linear trend models. The approach outlined in this subsection requires four
time periods. Two time periods are required for the “differencing” strategy mentioned
above. Another extra period of outcomes is required to use an outcome in a different time
10See Freyberger (2018, Section 2.1) for a recent discussion of this type of identification argument in the context of
panel data models (though not treatment effect models).
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period as an instrument. We also require having access to panel data; i.e., repeated cross
sections data will not be suitable for this approach. On the other hand, this approach
does not require that the effect of some time invariant covariate not change over time.
Next, we introduce several more conditions required for identification of the ATT in
this case.
Assumption U1. The Ut are serially uncorrelated; i.e., E[UtUs|D = d] = 0 for all t 6= s
and d ∈ {0, 1}.
Assumption U1 rules out serial correlation in the time varying unobservables. Our
identification argument proceeds as follows. As before, least squares estimates of (βt, Ft)
are biased because (Yi2 − Yi1) is (by construction) correlated with Vit. However, under
Assumption U1 and after differencing out the fixed effects as in Equation (3), Yis (with
s = 3, . . . , T ; s 6= t) can be used as an instrument. In particular, the following moment
conditions hold:
E[ZVit|D = 0] = 0 and E[YisVit|D = 0] = 0 for s = 3, . . . , T ; s 6= t (18)
E[ZVit|D = 1] = 0 and E[YisVit|D = 1] = 0 for s = 3, . . . , t∗ − 1; s 6= t (19)
For any t ∈ {3, . . . , T }, Equation (18) provides K + (T − 3) moment equalities from the
untreated group and, for any t ∈ {3, . . . , t∗ − 1}, Equation (19) provides an additional
K + (t∗ − 4) moment conditions from the treated group (in the case when t∗ ≥ 5). Thus,
as before, for any t ∈ {3, . . . , T }, there are K + 1 parameters to identify, and the order
condition is satisfied as long as there are at least four time periods of available data.
Also, notice that this approach does not require the availability of any time invariant
covariates whose effect does not change over time though if these are available, one can
still incorporate these extra restrictions.
Next, we introduce a bit more notation. Let Y−t,t′ = (Y3, . . . , Yt′)
′\Yt; i.e, the vector of
outcomes across all time periods from time period 3 to t′ excluding time period t. Next,
define Z˜t = (Y
′
−t,T , Z
′)′ which is a K+(T −3)×1 vector of exogenous variables for period
t.
Assumption U2. T ≥ 4 and t∗ = 3 (i.e., there are at least four total time periods and
individuals in the treated group first become treated in period 3).
Assumption U3. For t = 3, . . . , T , the matrix M2t := E
[
Z˜t(Z
′, (Y2 − Y1))|D = 0
]
has
full rank.
Assumption U2 is stronger than we need. Our results in this section immediately
generalize to the case where t∗ ≥ 3. We focus on this smaller case because the intuition is
the same, and the smaller case makes the notation simpler (Assumption U2 implies that
there are no additional moment conditions from Equation (19)). However, even these more
general data requirements are still strictly stronger than those required in a difference in
differences type setup (typically two periods) and in models with individual-specific linear
trends (typically three periods) as well as in our preceding approach. Assumption U3 is
a relevance condition for using outcomes in other periods as instruments. The main
requirement is that Y−t,T is correlated with (Y2 − Y1) after controlling for Z. This will
hold if Y−t,T is correlated with λ after controlling for Z. This is an instrument relevance
condition that can be checked with the available data, and this assumption would need
to be slightly modified in cases where t∗ > 3.
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Theorem 4. Under Assumptions 1, 2 and 4 and Assumptions U1 to U3, βt and Ft are
identified for all t = 3, . . . , T . In particular, for any m2 × m2 (with m2 the number of
rows of M2t) positive definite weighting matrix W,
(β ′t, Ft)
′ = (M′2tWM2t)
−1M′2tWMty
where Mty = E[Z˜t(Yt − Y1)|D = 0]. In addition, ATTt is identified for all t = 3, . . . , T ,
and it is given by
ATTt = E[Yt|D = 1]−
(
E[Y1|D = 1] + E[X ′|D = 1]βt + Ft(E[Y2 − Y1|D = 1])
)
Proof. The result holds immediately using the same arguments as in the proof of Theo-
rem 1.
Remark 7. There are alternative approaches that could be considered under the same
assumptions. For example, one could use the covariance matrix of outcomes over time
for the untreated group and pre-treatment outcomes for the treated group to identify the
parameters of the model. See Williams (2020) as a recent, relevant example in a different
context though noting that similar argument are likely to apply in our setting as well.
Finally, it is useful to compare our results in this section to existing results for factor
models that use similar independence conditions to obtain identification. The setup of
the model in Assumption 1 combined with assumptions in this subsection is quite similar
to a factor model with two factors. A typical setup there would require independence of
the unobservables across equations (corresponding to our condition that the time varying
unobservables be uncorrelated with each other as in Assumption U1). That case typically
requires five “measurements” (corresponding to our number of time periods). The number
of time periods in our case is reduced by one because the coefficient on one of the time
invariant unobservables, ξ, is restricted not to change over time. Thus, these results are
quite similar. More interestingly though, in our case, even when there are only four time
periods, either ATT3 is identified (this happens if t
∗ = 3) or there testable implications
of our approach (this happens if t∗ = 4). Notice that we can identify (β3, F3, β4, F4) only
using information from the untreated group. However, in the case with four time periods,
there is still some available information. Like for the untreated group, the first two time
periods are required to obtain E[ξ|D = 1] and E[λ|D = 1], but the third period is free.
When t∗ = 3, this is a post-treatment period for individuals in the treated group, and one
can plug in the average outcome in this period, combined with the identified parameters,
to identify ATT3. When t
∗ = 4, this is a pre-treatment period for individuals in the
treated group, and, thus, one can implement a pre-test in this case.
Identification through time varying covariates
To extend the model in Assumption 1 to the case with time-varying covariates, consider
the following model for untreated potential outcomes
Yit(0) = θt + ξi + λiFt +X
′
itβ + Uit (20)
In principle, it is straightforward to accommodate both time invariant and time varying
covariates simultaneously, but, for simplicity, we consider the case where there are only
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time varying covariates here. Following essentially the same differencing arguments as
earlier in the paper, we can write
Yit(0)− Yi1 = θt + (Xit −Xi1)′β + Ft(Yi2 − Yi1)− (Xi2 −Xi1)′βFt + Vit
where Vit = (Uit − Ui1)− Ft(Ui2 − Ui1). Consider the following assumption
Assumption X1 (Strict Exogeneity). Let XT = (1, X ′1, . . . , X
′
T )
′. For all (t, d) ∈
{1, . . . , T } × {0, 1}, E[Ut|XT , ξ, λ,D = d] = 0.
Assumption X1 is a common strict exogeneity assumption for time varying covariates
in the context of panel data models. It implies that Ut (the time varying unobservables)
are uncorrelated with the covariates in all time time periods. It seems possible to extend
the arguments in this section to alternative assumptions on the covariates such as pre-
determinedness (though this might require adjusting the differencing strategy that we
have been using throughout the paper); see, for example, Arellano and Honore´ (2001)
for discussion of these types of assumptions. Assumption X1 allows us to use covariates
in periods besides period t as instruments for (Y2 − Y1). Finally, we make assumptions
about the sampling scheme, treatment timing, and a relevance assumption.
Assumption X2 (Observed Data). The observed data consists of iid draws of {Yi1, Yi2, . . . , YiT ,
Xi1, Xi2, . . . , XiT , Di}ni=1, where n denotes the sample size.
Assumption X3 (Timing). T ≥ 3 and t∗ = 3 (i.e., there are at least three total time
periods and individuals in the treated group first become treated in period 3).
Assumption X4 (Relevance). For t = 3, . . . , T , the matrix MXt := E[XT (1, (Xt −
X1)
′, Y2 − Y1, (X2 −X1)′)|D = 0] has full rank.
Assumption X2 extends the iid panel sampling scheme to allow for time varying co-
variates. Assumption X3 is very similar to Assumption U2 (except it allows for T = 3),
and, like that assumption, our results immediately generalize to the case where t∗ ≥ 3
(here, we just make this assumption to avoid more complicated notation while covering a
smaller case that has all the same intuition). Assumption X4 is an instrument relevance
condition for using covariates in alternative time periods as an instrument to identify Ft.
Theorem 5. In the model in Equation (20) and under Assumptions X1 to X4, βt and Ft
are identified for all t = 3, . . . , T . In particular, for any m3 ×m3 (with m3 the number
of rows of MXt) positive definite weighting matrix W,
(θt, β
′, Ft, ζ
′
t)
′ = (M′XtWMXt)
−1M′XtWMXty
where MXty = E[X
T (Yt−Y1)|D = 0] and where ζt is an extra nuisance parameter that is
equal to βFt (though we consider it separately here). In addition, ATTt is identified for
all t = 3, . . . , T , and it is given by
ATTt = E[Yt|D = 1]−
(
E[Y1|D = 1] + E[(Xt −X1)′|D = 1]β + Ft(E[Y2 − Y1|D = 1])
+ E[(X2 −X1)′|D = 1]ζt
)
Proof. The result holds immediately using the same arguments as in the proof of Theo-
rem 1.
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To conclude this section, it is worth making a few comments about the sort of model in
Equation (20). First (and momentarily ignoring the interactive fixed effect term), there
are some important conceptual issues with this sort of model in the context of policy
evaluation. In the presence of time varying covariates, work in the econometrics literature
on difference in differences where the parallel trends assumption holds after conditioning
on covariates (e.g., Heckman, Ichimura, Smith, and Todd (1998), Abadie (2005), and
Callaway and Sant’Anna (2019)) typically conditions on a particular pre-treatment value
of the covariates. This sort of setup uses the group of individuals who do not participate in
the treatment and have the same value of the pre-treatment covariates as the control unit.
This is consistent with the approach in the current paper of including a pre-treatment
value of a covariate that varies over time but allowing its effect to change over time.
On the other hand, the model in Equation (20) effectively uses units whose covariates
change by the same amount over time (though whose level could be quite different) as
the control unit. This does not seem to be the interpretation that most applied work is
aiming for. A second main issue with the approach in this section is that, even if the model
in Equation (20) is correct (and hence βt and Ft can be identified), covariates that can
vary over time may be affected by participating in the treatment. In this case, it would
probably make sense to define treated and untreated potential covariates (these sorts of
points are made in Lechner (2008) and Bonhomme and Sauder (2011)). Then, identifying
the ATT would require identifying the average of untreated potential covariates for the
treated group. However, this term is not immediately identified and would likely require
a number of additional assumptions and perhaps introduce other complications as well.
C Additional Monte Carlo Simulations
Table 5: Monte Carlo Simulations II
Bias RMSE MAD
IFE DID LT IFE DID LT IFE DID LT
F3 = 1
ρ = 0.1 0.931 0.013 −0.984 18.016 0.177 1.038 0.721 0.118 0.984
ρ = 0.5 −0.040 −0.009 −1.011 0.437 0.182 1.064 0.276 0.127 1.002
ρ = 1 −0.016 −0.006 −1.005 0.318 0.179 1.056 0.206 0.119 0.999
F3 = 1.5
ρ = 0.1 1.657 0.509 −0.484 57.604 0.545 0.580 0.911 0.517 0.488
ρ = 0.5 −0.081 0.503 −0.507 0.614 0.536 0.590 0.325 0.507 0.505
ρ = 1 0.005 0.504 −0.485 0.417 0.538 0.573 0.276 0.505 0.478
F3 = 2
ρ = 0.1 0.178 1.012 0.015 26.497 1.034 0.298 1.156 1.011 0.191
ρ = 0.5 −0.106 1.006 0.011 1.498 1.029 0.307 0.463 1.013 0.205
ρ = 1 −0.013 1.004 0.011 0.547 1.027 0.305 0.360 1.007 0.205
Notes: The columns labeled “IFE” use the interactive fixed effect approach introduced in the paper;
the columns labeled “DID” provide results using a difference in differences approach; the columns
labeled “LT” provide results using a linear trends approach. Columns labeled “Bias” simulate the bias
of each approach, “RMSE” simulates the root mean squared error, and “MAD” for the median
absolute deviation. The rows vary F3 and ρ as discussed in the text. Results come from 1000 Monte
Carlo simulations with n = 250 in each simulation.
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