We re-derive semi-shortening conditions for four-dimensional superconformal field theory with a different approach. These conditions have similar patterns that can be generalized to weaker constraints, including all those of F. Dolan and H. Osborn. In particular, for the case of N = 4 super Yang-Mills theory, formulated in projective superspace, we find new constraints for all BPS operators.
Introduction
The AdS/CFT correspondence [1] provides a good way of understanding N = 4 super Yang-Mills theories or supergravity qualitatively [2] . For a superconformal theory to be a valid quantum theory, it has to satisfy some unitarity bounds [3, 4] . When the bound is saturated, i.e., when the inequality becomes equality, the primary field loses some degrees of freedom. This implies the primary state can be annihilated by some combination of super charge and vice versa (Bogomol'nyi-Prasad-Sommerfield conditions). A supermultiplet satisfying a BPS condition will be truncated into a shorter supermultiplet [5] [6] [7] , hence it is also called a shortening condition. Various short and semi-short representations for N = 2 and N = 4 in four dimension are discussed in [8] .
In this paper, we first review how shortening conditions can be treated as defining coset superspaces [9] . We then show how most semi-shortening conditions in four dimensions can be obtained by superconformally transforming the massless field equation. The remaining known (semi-)shortening conditions can then be obtained by a simple generalization, which we extend to new conditions. New constraints induced by (graded) commutators are of the same strength or weaker and will not change the properties of the original ones. Finally, we consider the example of N = 4 SYM and apply the algorithm to find new semi-shortening constraints for all BPS operators.
Coset superspace
In ordinary quantum mechanics, wave functions are defined as φ(x) = x|φ . x| in the above equation is the coordinate basis of Hilbert space, which can be written as
where |0 is the ground state.
In supersymmetric field theories, we can generalize the "propagator" from U(x) = e ixP to U(x, θ) = e i xP +θQ+θQ , a general element of the supersymmetry group. The coordinate basis in the Hilbert space becomes x, θ| = 0| U −1 (x, θ,θ). Then the "field" of an arbitrary state in the Hilbert space |φ is again φ(x, θ) ≡ x, θ| φ , which is called a superfield. This formulation not only includes all the superpartner fields automatically but also gives supersymmetry theory an interesting geometric meaning: Supersymmetry can be treated as adding extra Grassmann coordinates to the ordinary spacetime coordinates. This generalized space is called superspace. (More details can be found in [10] ).
With this superspace formulation, the generators can be written as derivatives. As the simplest example, the generator of spacetime coordinate translations can be written as the derivative P µ = i 
where in the exponent of −1
The usual shortening conditions restrict some g α i φ = 0 or g i α φ = 0 ("antichiral" or "chiral"). Together with superconformal symmetry, the shortening conditions imply the superfield also vanishes under some R-symmetry charges or Lorentz ± scale generators, by closure of the algebra. We can, therefore, set the left-bottom of the coordinate matrix (special conformal and superconformal coordinates) and some blocks at the right-top ("chiral" or "antichiral" invariant and the symmetries induced) to zero.
It is worth mentioning that the shortening conditions obtained from g α φ = 0. These conditions set some R-symmetry charges acting on the superfield to vanish (see appendix B). Therefore this gives the coordinate matrix shown in equation (2.2) .
We then consider the general case of superspaces with chiral, antichiral, or "achiral" fermionic coordinates. R-symmetry indices can be split into three parts (i, i ′ , i ′′ ), where i is antichiral, i ′ is achiral, and i ′′ is chiral. Then the generator matrix can be written as follows:
where "×" mean it is zero by construction, "⊗" is "induced" to zero. And therefore, the gauged coordinate matrix is
By definition, superconformal superfields must satisfy the conditions
which also implies k α α φ(z) = 0. Note that these are covariant derivatives, not symmetry generators.
For a massless free field, the superfield has to satisfy the on-shell condition p 2 φ(z) = 0. However, this condition is not invariant under superconformal transformations. (These are not symmetry transformations, except on the vacuum. On the superfield, they are transformations generated by the coset constraints.) This can easily be seen from the following example:
Therefore, a superconformal, massless, free field should also satisfy constraint eq. (4.1). One can keep applying s ors to get more constraints on the massless superfield [12] . Since both s ands are fermionic operators, the number of constraints on the field is finite. The constraints can be represented diagrammatically as follows:
{#} in the diagram means it is identically zero by the coset constraints s = s = k = 0, hence doesn't imply any new constraints. All the semi-shortening conditions in the diagram are compatible with p 2 = 0. The full constraints obtained from p 2 = 0 are listed in appendix A. It is worth mentioning that this formalism is very general in that it automatically includes all semishortening conditions quadratic in covariant derivatives: Interacting cases will simply lack some of the higher-dimension conditions (e.g., p 2 = 0). For example, we can translate the most well-known semi-shortening conditions (Q i ) 2 |0 α 1 ···α 2j = 0 and ǫ αβQi β |0 αα 2 ···α 2j ,α 1 ···α 2j = 0 into superspace language as (q i ) 2 φα 1 ···α 2j = 0 and ǫ αβ q i β φ αα 2 ···α 2j ,α 1 ···α 2j = 0 respectively. In the paper by F. Dolan and H. Osborn [8] , there is another semi-shortening condition (
In terms of superfields, this condition is equivalent to
is a special case of constraint {13}, which is
by taking k = i and α = +. These conditions all come from constraint {6}, q jα q j α = 0. We can also obtain the complex conjugate semi-shortening conditions by using constraint {3}.
To conclude this section, we claim that the full set of possible semishortening conditions quadratic in covariant derivatives can be obtained by just analyzing field equations without using the unitarity condition.
Semi-shortening conditions
We now generalize the method used in section 4. First we note that the full set of constraints quadratic in covariant derivatives can be expressed in manifestly covariant form as the equation [12] 
where ( ] means it is antisymmetric when interchanging two fermionic indices and symmetric otherwise. We define the set g 2 as the collection of all quadratic generators of this form. This set includes the massless KleinGordan equation p 2 = 0 in 4D spacetime. Thus, the results of that section could be obtained by looking for the covariant expression containing p 2 = 0. This covariance is under transformations generated by covariant derivatives. (As for all covariant derivatives, these equations are invariant under superconformal symmetry transformations.) Thus, taking the (anti)commutator of almost any one of g 2 with g i α or gα i gives other constraints in this set. In general,
For example, if we start with g
Of course, all the shortening conditions form a subset of the set of all generators g 1 . Since the generators and the indices will increase rapidly as we go on and it is not important here to know what the indices and the coefficients are, we will only give qualitative expressions of the (anti)commutation relations unless otherwise needed. For example, we will write equation (5.2) as g, g 2 ∼ δg 2 .
The next thing to check is the (anti)commutation relation of any two elements in g 2 . It can be easily found by using the following identity:
where O is an arbitrary operator. Therefore, by substituting O with some element in g 2 together with equation (5.1) we get
The g (g 2 ) term means a symmetry generator "times" an element in g 2 that cannot be combined into g 3 , the set of all cubic operator of the form g
. Equation (5.4) tells us that a superfield under some constraints in g 2 can only give constraints the same strength as or weaker than g 2 , it never goes to g 1 . In other words, no matter how many semi-shortening conditions there are, it won't imply any shortening conditions. From the discussion above, we found that g 1 and g 2 have some nice features: They are closed under symmetry transformation and they don't give stronger constraints (g 1 is the strongest set of constraints other than making the field identically zero). 
Since we are interested in [g 3 , g 3 } at the first place, we will come back to the equation (5.5) later. With the aid of equation (5.5), we get the following:
From the equation above, we can conclude that [g 3 , g 3 } won't imply any constraint stronger than g 3 . Back to the "intermediate step", equation (5.5) . One may notice that the (anti)commutation relation between g 2 and g 3 gives constraints same as or weaker than g 3 (also g 1 with g 3 gives g 3 ). This means weak constraints always stay weak or even weaker, and it will not effect stronger constraints.
The above statements can be generalized to all g n with positive and finite integer n, where
The first thing to do is to find the (anti)commutation relations between elements in two arbitrary sets, g n and g m . To find the (anti)commutation relation between the elements of these sets, we first generalize equation (5.3) to the n th power:
The proof is in appendix C. Without loss of generality, we assume m ≥ n and substitute O with g m . By using equation (5.7), the (anti)commutation relation between g n and g
From this relation, we conclude the stronger constraints transform weaker constraints into some other weaker constraints but not the other way around.
Comparison with the "old" results
In this section, we show that the semi-shortening conditions in F. Dolan and H. Osborn's paper [8] can be reproduced by using g 2 and g 3 constraints. As has been discussed in section 4, 
The relations between g 3 constraints and the semi-shortening conditions in their paper are listed in the following table:
Dolan and Osborn
Shortening conditions g i] = 0 form a closed set. One might expect that some other constraints will be induced by the (anti)commutation relation between two arbitrary g 3 -constraints. However, according to equation (5.8), the (anti)commutation relation between g 3 -constraints will be "proportional" to g 3 . In other words, since g commutation relation is "proportional" to some g 3 -constraint. Hence, it will not give additional constraints.
N = 4 SYM in projective superspace
The generalized semi-shortening conditions (g n = 0) can be used on the N = 4 SYM field strength in projective superspace. In general, the field strength ϕ obeys semi-shortening conditions
In the free theory, this generalizes to all the g 2 constraints, but for the nonabelian case the derivatives must be generalized to gauge-covariant deriva-tives, and "nonminimal" field strength terms are needed. However, no nonminimal terms are needed for the above equation, since the r derivatives have dimension 0, whereas field strengths have dimension of at least 1. (Furthermore, a gauge can be chosen where the gauge potential for r vanishes.)
A direct consequence of this for the BPS operators is that
since at least one of the ϕ's will be hit by two r's. Also, note the r derivatives always reduce to ordinary derivatives outside the trace, since it's a gauge singlet. Since we are working with projective superspace, we divide R-symmetry indices into two categories (i ′ , i ′′ ) where the primed ones are antichiral and the double primed ones are chiral. The field strength ϕ vanishes when hit with q
). However, the semi-shortening condition above is not invariant under some supersymmetry transformations. Therefore, we can apply the algorithm discussed in section 5 to find other semi-shortening conditions. Take n = 3 as an example,
where the unprimed Latin indices are arbitrary numbers from 1 to 4. It is obvious from equation
to all the constraints, we get the set of constraints induced by g
h) = 0, which is made of and only of all the positive scale dimension g 4 constraints. One might expect that there are some weaker constraints implied by taking the (anti)commutator of two arbitrary constraints above. However, these weaker constraints can also be decomposed into three generators times some positive scale dimension constraints, therefore no additional constraints. For example, one of the constraints induced by
which gives nothing but 0 = 0. Therefore, the shortening and semi-shortening constraints in this case, g 4 , form a closed set. A general rule for projective superspace: If there exists a particular constraint g m φ = 0, this would imply all the positive scale dimension elements in g m to be constraints on φ; unless this g m has at least one R-symmetry index that is not arbitrary.
The n = 3 discussion above is an example of this rule.
Since the constraint r n+1 tr ϕ n = r
This is a new result (specific to N =4 SYM), introducing new semi-shortening conditions of all orders in the covariant derivatives, and including all members of the appropriate order of constraints. (For the Abelian case, tr ϕ 1 , this is the full set of free equations.)
Conclusions
From the discussions in sections 3 and 6, we found that the most wellknown shortening and semi-shortening conditions are some subset of g 1 , g 2 , and g 3 . We surmise that if there exists some weaker semi-shortening condition, it will be an element in the set g n . These constraints might not be invariant under some covariant derivative transformations; therefore, there will be some "new" constraints "created" by "old" constraints. Moreover, the (anti)commutation relation between two constraints might also give some new constraints. We can conclude that even if we add some weaker semishortening constraints, it would not effect the (semi-)shortening conditions already existing but creating some weaker conditions. Therefore, all the properties and limitations of the original (semi-)shortening conditions remain valid.
In particular, we found in section 7 for the case of N =4 SYM that the full set of g n+1 constraints apply to the BPS operators tr ϕ n .
A Appendix: Constraints from p
B Appendix: Closure of shortening
In this appendix, we will use equation (3.1) to prove the closure of shortening conditions induced by setting g α i = 0. We let i and α be a fixed value, and the remaining indices are arbitrary. The nontrivial (nonvanishing) commutation relations are: The consequence of this can be easily realized diagrammatically. We first write down the generator matrix with superconformal and special conformal generators vanishing:
If we choose g α i = 0, then the whole row with such an element should completely vanish (also g α β ): Now we start the proof:
• For n = 2, equation (C.1) is obviously true since it is nothing but equation (5.3) . (This can also be seen by taking n = 2 in equation (C.2).)
• Assume equation (C.1) is true for n = k. Then we can check if n = k+1 is also true by direct calculation:
where we have used equation (C.2) and k + 1 i
Hence, equation (C.1) is also true for n = k + 1.
• By mathematical induction, equation (C.1) is true for every integer n ≥ 2.
D Appendix: Full set of g
-constraints.
This appendix is the list of all possible g 3 -constraints. This set can be induced by the highest scale dimension constraint: g 
