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Abstract
We present a novel method for characterizing the microstructure of a material from volumetric datasets such as 3D image
data from computed tomography (CT). The method is based on a new statistical model for the distribution of voxel
intensities and gradient magnitudes, incorporating prior knowledge about the physical nature of the imaging process. It
allows for direct quantification of parameters of the imaged sample like volume fractions, interface areas and material
density, and parameters related to the imaging process like image resolution and noise levels.
Existing methods for characterization from 3D images often require segmentation of the data, a procedure where each
voxel is labeled according to the best guess of which material it represents. Through our approach, the segmentation step
is circumvented so that errors and computational costs related to this part of the image processing pipeline are avoided.
Instead, the material parameters are quantified through their known relation to parameters of our model which is fitted
directly to the raw, unsegmented data. We present an automated model fitting procedure that gives reproducible results
without human bias and enables automatic analysis of large sets of tomograms.
For more complex structure analysis questions, a segmentation is still beneficial. We show that our model can be used
as input to existing probabilistic methods, providing a segmentation that is based on the physics of the imaged sample.
Because our model accounts for mixed-material voxels stemming from blurring inherent to the imaging technique, we
reduce the errors that other methods can create at interfaces between materials.
Keywords: X-ray tomography, 3D image analysis, microstructural characterization, physical parameter extraction,
automated data analysis, Gaussian mixture model
1. Introduction
In materials science, 3D tomographic imaging is be-
coming a powerful tool for investigating complex relations
between material microstructure and material properties [1,
2]. The performance of devices like batteries and fuel
cells is largely influenced by the microstructure of the con-
stituent materials [3]. Accurate measurements of char-
acteristics like volume fractions and interface areas are
therefore important to understand and optimize the de-
vice. Therefore, the quantification of such material struc-
ture parameters presents a challenge that is receiving much
attention.
While the methods presented in this paper are appli-
cable for volumetric data from a range of imaging modal-
ities like neutron, electron or visible light tomography, we
here focus on X-ray computed tomography (CT). Typi-
cally, the CT workflow starts with acquisition of projection
data and 3D tomographic reconstruction. Next, the im-
age data is segmented, i.e. each voxel is labeled according
to the material phase it represents. Thereafter, structural
parameters can be measured in the segmented data [4],
∗Corresponding author
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and geometries can be extracted for simulation of physical
properties. This way, the quality of the segmentation is
directly affecting the accuracy of the estimated material
parameters [5].
This dependence on the segmentation raises a num-
ber of issues. Currently, many segmentation methods rely
on visual inspection for parameter tuning, and methods
based on supervised or semi-supervised learning requires
manual labeling of training data [6], introducing an oper-
ator bias [7, 8]. This may lead to systematic errors and
inconsistent, misleading results. Moreover, the visual re-
liance makes it challenging for others to reproduce the re-
sults and to assess the uncertainty in extracted material
parameters. In addition, steady increases in hardware and
software capabilities are leading to larger datasets. Tech-
niques like in-situ tomography generating time-series data
is one example where huge amounts of data render a man-
ual assessment of the segmentation quality infeasible.
One approach to address these problems is to use a
statistical model for quantification, circumventing the seg-
mentation step. Instead of measuring sample properties
in segmented image data, this approach utilises informa-
tion in the distribution of voxel intensities, i.e. the data
histogram. Through fitting a model to the data which
has physically meaningful model parameters, information
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about the imaged sample can be extracted. One well-
known example of such a physical model is the Gaussian
mixture model (GMM) [9], which models the intensity dis-
tribution of each phase in a dataset as a Gaussian. As
an example, in a tomogram of a porous structure, the
two phases (pores and solid material) will be modelled
with two Gaussian components. The mean, variance and
weight of each component is then interpreted as the inten-
sity, the noise level and the amount of each phase, respec-
tively [10, 11]. Therefore, through fitting the GMM to the
data, one gets estimates of these physical parameters re-
lated to the sample structure and imaging procedure. The
main shortcoming of the GMM is that it does not take into
account the blurred edges or interfaces between materials
resulting from the finite resolution of the imaging pipeline.
Gage et al. introduces a model attempting to capture
blurring due to the partial volume effect [12], extending
the GMM by adding components modelling the interfaces.
We refer to this model as the partial volume mixture model
(PVMM). This model is reasonable when discretization of
the data is the limiting factor for the image resolution, but
gives a poor fit to the data when other blurring effects are
dominating [13, 14, 15]. Both the GMM and the PVMM
models the image intensities only. They therefore perform
less well for data with more than 2 phases, where the inten-
sity of voxels on the interface between phases may overlap
with the intensity of other phase interiors.
Statistical models are also used as input for probabilis-
tic segmentation methods, e.g. methods based on Markov
Random Fields [16, 17]. Such methods enable uncertainty
estimation and segmentation quality evaluation, such as
through methods presented by Al-Taie et. al [18]. The
GMM is often used for simplicity, but the methods can
be modified to incorporate other mixture models [19, 20,
21, 22]. A range of methods for segmentation and ma-
terial quantification have been developed based on the
PVMM [23, 24, 25, 26]. An improved data model could
however improve the segmentation results.
In light of these challenges, we present a novel sta-
tistical model for material quantification, describing the
joint probability distribution of voxel intensities and gra-
dient magnitudes in 3D tomography data. The proposed
approach addresses the above-mentioned problems by in-
corporating an improved description of interfaces between
materials, taking further steps towards a physical model
for material quantification and segmentation. Through ex-
ploiting gradient information, it separates interfaces and
phase interiors well. Compared to existing models, it al-
lows for additional information about the imaged sample
to be extracted and thereby extends the scope for statisti-
cal models in materials science. Furthermore, the derived
distribution model can serve as excellent input to existing
probabilistic methods for segmentation. With a better fit
to real data, the model proposed in this paper is promis-
ing for improving the accuracy of the segmentation and
subsequently extracted material parameters. Lastly, our
method provides a robust check of segmentation quality,
as material parameters measured on the segmentation can
be compared to estimated model parameters.
The rest of this paper is structured as follows. In Sec-
tion 2, the background on modelling of interfaces in 3D
image data is laid out. In Section 3, we derive the pro-
posed model, and describe the method applied for fitting
the model to image data through maximum likelihood es-
timation (MLE). The implementation (in Python) is pub-
licly available 1. In Section 4, we verify and illustrate the
diversity of the proposed approach on artificial data, and
demonstrate the applicability for experimental data. Fi-
nally, we show how the model can be used for segmentation
of multi-phased data.
2. Interfaces in 3D Tomography Data
Our model differs from previous mixture models for
material quantification in two ways. Firstly, it incorpo-
rates Gaussian blurring of interfaces. Secondly, while pre-
vious models focused on the intensity distributions only,
we also model the distribution of gradient magnitudes. In
this section, we show why this is advantageous.
In 3D tomographic images, edges or interfaces between
materials are inevitably blurred due to the finite resolu-
tion of the imaging pipeline [27]. This can be seen as a
combination of several effects. Discretization in a digital
image leads to what is commonly referred to as the partial
volume (PV) effect. A discretization of any interface will
lead to mixed-material voxels (mixels) near the interface,
with intensities proportional to some weighted average of
the attenuation of the adjacent materials. Other steps of
the tomographic pipeline will also contribute to blurring of
interfaces. The spatial resolution of the imaging system is
typically characterized by its point spread function (PSF),
which for X-ray CT scanners is commonly modelled as a
Gaussian [14, 15]. The resulting effect in the projection
image corresponds to applying a filter with a Gaussian
kernel. Afterwards, the 3D tomographic reconstruction
and artifact corrections in the image post-processing will
also contribute to blurring of the data.
In this work, we model the combined effect of the fac-
tors limiting the image resolution as Gaussian blurring, re-
sembling the effect of applying a Gaussian filter to sharp
interfaces in 3D image data. Analytically, this can be de-
scribed as a convolution between a step function and a
Gaussian function with standard deviation σb. This Gaus-
sian can be though of as the PSF of the full tomographic
pipeline. Now, imagine a noise-free data volume contain-
ing two materials with intensities Ii and Ij . The interface
between the two materials is centered at x = 0 and ori-
ented so that the interface normal points along the x-axis.
The intensity profile along the interface normal is then
I(x) = Ii + (Ij − Ii) · 1
2
[
1 + erf
(
x
σb
√
2
)]
, (1)
1https://github.com/elobre/bimm
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Figure 1: Illustration of the interface models considered in this pa-
per. The interface profiles in column (c) are convolutions between the
pipeline PSF approximation (filter kernel) in (a) and a step function
(sharp interface) in (b). Column (d) shows a slice through a volume
filtered with a kernel corresponding to the PSF in (a). The interface
profiles in (c) are the intensity along the red line in the volume slice.
The intensity and gradient magnitude of the volume is sampled at
the purple dots in (d) and plotted in (e).
where erf(u) = 2√
pi
∫ u
0
exp(−x′ 2) dx′. In contrast, the
PVMM [12] can be seen as employing a box-shaped filter
kernel, while the GMM assumes a delta function, i.e. infi-
nite resolution. As illustrated in Fig. 1, the delta function-
approximation to the pipeline PSF results in a sharp inter-
face, the box-approximation gives a linear transition be-
tween materials, while the Gaussian approximation gives
an interface profile described by the error function (erf).
Fig. 2 exemplifies how the improved description of the
interface profile gives a better model fit to the intensity his-
togram of experimental image data. While simple Gaus-
sian components models the phase interiors well, showing a
good fit for the three histogram peaks, a Gaussian-blurred
interface model is needed to model the interface voxels
with intensities between the histogram peaks.
In a material with more than two phases, an inter-
face between two phases can have the same intensity as
a third phase. As an example, the blurred interface be-
tween a black and a white phase will have grey intensities.
In a 1D histogram of intensity values, the interface voxels
will overlap with the grey phase, as illustrated in Fig. 3.
Therefore, accurate classification and quantification of in-
terface regions in multi-phase structures are challenging
to perform based on intensity values alone. One approach
to addressing this problem is to take gradient informa-
tion into account. Plotting gradient magnitudes versus
intensity values, we see a characteristic arc pattern ap-
pearing (Fig. 3 (right)). As indicated in the figure, in
this 2D intensity–gradient magnitude space, interiors and
interfaces with the same intensity values are more easily
separated. This fact has previously been exploited in 3D
data visualization [13] and for material quantification [28],
but no statistical model has been derived.
The arcs in the 2D intensity–gradient magnitude his-
togram in Fig. 3 (right) are a consequence of Gaussian
blurring of sharp interfaces. In contrast, no blurring (the
Figure 2: (top) Image data [3] and the intensity profile of a black-
white interface (dotted line) compared to the GMM (blue step func-
tion) and our model (purple error function). (bottom) The two
models plotted along with the full dataset histogram. The better
description of the interface profile gives a better description of the
histogram between the peaks (indicated with arrows).
GMM) or a box-filter blurring (the PVMM) would give
2D plots resembling those in Fig. 1(e). The white stippled
lines overlaid the 2D histogram in Fig. 3 indicate gradient
magnitude of the intensity profile, G(I), which is found
by differentiating I(x) in Eq. (1) with respect to x and
expressing the result in terms of the intensity I,
G(I) =
| Ij − Ii |
σb
√
2pi
exp
(
−
[
erf−1
(
2
I − Ii
Ij − Ii − 1
)]2)
. (2)
From the figure, we see that the arcs agree well with the
data. Note that because this expression is independent of
the choice of coordinate system, it is valid for interfaces at
all orientations.
3. Methods
As argued in the previous section, it is advantageous
to include gradient information in the model to better dis-
tinguish interfaces and phase interiors. The model we seek
to derive is therefore the joint probability distribution of
voxel intensities u and gradient magnitudes v, denoted
p(u,v). The gradient magnitudes v are calculated from
neighbouring voxels by central differences. In this section,
we first present the main assumptions our model is based
upon. Thereafter, we derive the model probability density
function (PDF). Lastly, we describe how the model can be
fitted to the data using maximum likelihood estimation
(MLE). Full details on the model derivation are available
in Appendix A.
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Figure 3: Illustration of the advantage of taking gradient information into account. (center) A slice of a 3D dataset containing three different
phases and three different types of interfaces [3] along with the corresponding intensity histogram (left) and intensity–gradient magnitude
histogram (right). In the latter, voxels in the interface between black and white is clearly separated from the grey phase interior, while in the
intensity histogram they overlap. The overlaid stippled white lines indicate G(I) from Eq. (2).
3.1. Model Assumptions
Image artifacts that can affect the distribution of inten-
sities and gradients include beam hardening, striking arti-
facts from saturated detector pixels, ring artifacts from
inconsistent detector sensitivity, illumination drift from
beam instability, inaccurate geometric parameters in the
tomographic reconstruction, sample drift during scanning
and phase contrast affecting the interface profile. However,
with carefully tuned experimental conditions and process-
ing of the data before and after the reconstruction, such
artifacts can be greatly reduced [29]. For a dataset to be
suitable for analysis with the approach proposed in this
paper, it is required that image artifacts are corrected for
in such a way that the following assumptions hold:
• Isotropic, Gaussian image blurring.
Data acquisition, 3D reconstruction and post-process-
ing; each step of the tomographic pipeline will affect the
sharpness of the final data. We assume that the com-
bination of effects limiting the image resolution can be
modelled as isotropic Gaussian blurring.
• Isotropic, additive and normally distributed noise.
A certain level of noise will be present stemming from
e.g. detector defects or shot noise from the electron-
ics. The noise in the transmitted X-ray photon intensity
has a Poisson distribution. However, for large photon
counts, a Gaussian distribution is an excellent approxi-
mation [30].
• Correlation between neighbouring voxels.
In the 3D reconstruction process and data post-process-
ing, filters are often applied to reduce the noise. We
assume that these effects can be sufficiently described
as correlation between neighbouring voxels.
• Homogeneous materials.
We assume that each material phase has a constant at-
tenuation at the resolution of our image data, where
texture or slight variations in the phase intensity can
be modelled as contributing to the Gaussian noise and
correlation. For simplicity, we assume the same texture
for all phases, and therefore the same correlation for all
phases.
Based on these assumptions, we model 3D tomographic
image data in terms of the following physical parameters:
the standard deviation of a Gaussian-shaped pipeline PSF,
denoted σb; the standard deviation of additive Gaussian
noise, denoted σn; the correlation between neighbouring
voxels, denoted ρ; and the mean intensity of the N con-
stituent homogeneous materials, denoted Ii, i = 1, 2, ..., N .
3.2. Modelling Phase Interiors and Interface Regions
We define the different volume regions in a 3D image
dataset as interface regions and phase interiors. In the
former, voxel intensities are significantly affected by the
adjacent phase, i.e. the interface blur effect is substantial.
In phase interiors, the interface effects are negligible. Our
model is a finite mixture model with one component for
each of the different volume regions in the dataset at hand,
p(u,v) =
∑
i
wi pi(u,v) +
∑
i
∑
j 6=i
wij pij(u,v). (3)
Here, the mixture weights wi and wij are non-negative and
together, they sum to one. pi(u,v) denotes the PDF for
the interior of material i and pij(u,v) denotes the PDF for
the interface region between materials i and j. As we will
see in Section 3.5, having separate density components for
the different volume regions is key to the quantification
procedure.
More specifically, we define the interface region be-
tween materials i and j as all voxels within a distance
dσb of the true interface. The region is then centered at
the true interface and has a thickness 2dσb, reflecting that
a larger blur parameter σb gives a larger region with signif-
icant interface effects. With Eq. (1), this translates to lim-
its in intensity, I+ and I−, such that the interval [I−, I+]
defines the interface region,
I+,− =
1
2
(Ii + Ij) ± 1
2
|Ij − Ii| erf
(
d√
2
)
. (4)
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Voxels with an expected value outside the interval [I−, I+]
are modelled as part of the interior phases. The larger the
value of d, the better is this approximation; as an example,
with Ii = 0 and Ij = 1, d = 2 gives I− = 0.02275 while
d = 4 gives I− = 0.00003. For datasets containing small
image features, a smaller value of d will provide a better
fit as the interface width 2dσb should be smaller than the
diameter of image features or distances between interfaces.
An optimal fit for a specific dataset can be achieved by
letting d be a free parameter in the optimization.
3.3. The Blurred Interface Mixture Model
As argued in Section 3.1, real image data is noisy. The
intensity profile I in Eq. (1) is the expected intensity of
a voxel, depending on its distance to an interface. We
assume that the deviations from I are normally distributed
with variance σ2n, i.e. the intensity data u ∼ N(I, σ2n).
The conditional probability density for u given I is then
p(u | I) = 1√
2piσ2n
exp
(
− (u− I)
2
2σ2n
)
. (5)
The gradient magnitude v is calculated from u using cen-
tral differences. Consequently, v has a scaled non-central
chi distribution (see Appendix A.3). The variance of this
distribution will depend on the correlation ρ between vox-
els, capturing the smoothing effect of a noise reduction
filter or underlying texture in the materials. The condi-
tional probability density for v given I is as follows,
p(v | I) = 2
σ2n(1− ρ)
√
v3
G(I)
exp
(
−v
2 +G(I)2
σ2n(1− ρ)
)
I 1
2
(
2vG(I)
σ2n(1− ρ)
)
.
(6)
Here, I 1
2
is the modified Bessel function of first kind. Note
that G(I) appears in this expression. This is because the
non-centrality parameter of the distribution can be written
in terms of the central differences approximation of G(I).
Details of the derivation can be found in Appendix A.3.
The joint probability distribution for u and v, p(u,v), can
now be found from Eq. (5) and Eq. (6) through marginal-
ization,
p(u,v) =
∫
p(u | I) p(v | I) p(I) dI. (7)
Here, p(I) is the density of expected intensities I, reflecting
the amount of voxels in the volume with expected value
I. p(I) depends on the density of voxels at a distance x
from the interface, p(x), which is in turn determined by the
geometry (volume fractions, interface area and curvature)
of the imaged object. While Eq. (5) and Eq. (6) are valid
for the whole data volume, p(I) is split in phase interior
and interface regions as defined in the previous section,
p(I) =
∑
i
wi pi(I) +
∑
i
∑
j 6=i
wij pij(I). (8)
Assuming a uniform distribution of voxels along the inter-
face normal in the interface region, x ∼ U([−dσb, dσb]),
the density can be found through a change of variables,
pij(I) = p(x)
∣∣∣∣∂I(x)∂x
∣∣∣∣−1 = 12dσb 1G(I) . (9)
In phase interiors, G(I)→ 0 so p(I) can be approximated
by a delta function,
pi(I) = δ(I − Ii). (10)
Combining Eq. (8) and Eq. (7) we can find the model
components in Eq. (3). For the phase interiors, we get
pi(u,v) =
∫
p(u | I) p(v | I) pi(I) dI
=
1√
2piσ2n
exp
(
− (u− Ii)
2
2σ2n
)
2v2
Γ(3/2)σ3n(1− ρ)3/2
exp
(
− v
2
σ2n(1− ρ)
)
,
(11)
where Γ is the gamma function. The integral defining the
interface component is, however, more complicated:
pij(u,v) =
∫
p(u | I) p(v | I) pij(I) dI
=
∫ I+
I−
1√
2piσ2n
exp
(
− (u− I)
2
2σ2n
)
2
σ2n(1− ρ)√
v3
G(I)
exp
(
−v
2 +G2(I)
σ2n(1− ρ)
)
I 1
2
(
2vG(I)
σ2n(1− ρ)
)
√
2pi
2d(Ij − Ii)exp
([
erf−1
(
2
I − Ii
Ij − Ii − 1
)]2)
dI,
(12)
where I− and I+ are defined by Eq. (4). This integral is not
known in closed form, but its value can be approximated
using the Monte Carlo method [31] (details in Appendix
A.5). The full model is thus expressed by Eq. (3) with
pi(u,v) and pij(u,v) given by Eq. (11) and Eq. (12).
3.4. The Model for Intensity Data Only
We refer to the model p(u,v) derived above as a 2D
model, as it is a combined model for intensities and gradi-
ent magnitudes in 3D image data. However, a 1D equiv-
alent can be derived, modelling the intensity data only;
namely the marginal distribution p(u). Such 1D version of
the model is useful as it enables a more direct comparison
to the 1D models GMM and PVMM. The v dependency
is removed from Eq. (7),
p(u) =
∫
p(u | I) p(I) dI =
∑
i
wi pi(u)+
∑
i
∑
j 6=i
wij pij(u).
(13)
5
The 1-D interior and interface model components are then
as follows,
pi(u) =
1√
2piσ2n
exp
(
− (u− Ii)
2
2σ2n
)
, (14)
pij(u) =
∫ I+
I−
1√
2piσ2n
exp
(
− (u− I)
2
2σ2n
) √
2pi
2d(Ij − Ii)
exp
([
erf−1
(
2
I − Ii
Ij − Ii − 1
)]2)
dI.
(15)
Note that while the shape of the Gaussian-blurred inter-
face is part of this equation through the last exponential
term, this 1-D model is independent of the interface blur
parameter σb. It is therefore not suitable for assessing the
data resolution, calculating interface areas or for segmen-
tation of multi-phased material data. For this, we need the
2D model p(u,v) (Eq. (3)), which depends on σb through
G(I).
In comparison, the GMM consists of the interior com-
ponents in Eq. (14) only, and no interface components.
The PVMM assumes an equal probability of all materi-
als in the mixed-intensity interface voxels, i.e. a uniform
intensity distribution pij(I) =
1
Ij−Ii at the interfaces,
pPVMMij (u) =
∫ Ij
Ii
1√
2piσ2n
exp
(
− (u− I)
2
2σ2n
)
1
Ij − Ii dI.
This integral for the PVMM interface component does
have an analytic solution but for the sake of numerical
stability in the implementation, MC integration is used in
the comparison below.
3.5. From Model Parameters to Physical Properties
The model can be exploited for measurements of ma-
terial structure properties. When fitted to a dataset, the
resulting model parameters provide estimates of physical
properties of the imaged sample. For example, the mate-
rial density of phase i is directly proportional to the model
parameter Ii, and the noise level is equal to the model pa-
rameter σn. Estimates of volume fractions, interface ar-
eas and resolution can be found as follows. The interface
component weight wij is proportional to the volume of the
interface region between phases i and j, with the thickness
of the region defined as 2dσb. The interface area Aij can
therefore be calculated as
Aij = V
wij
2dσb
. (16)
Here, V is the dataset volume. The interface component
is symmetrical, so the volume fractions Vi are given by
Vi = wi +
1
2
∑
j 6=i
wij . (17)
Figure 4: According to the 10 %–90 % criterion, the resolution of
the data is the width where an intensity profile goes from 10 % to
90 %, indicated here with dashed lines. The result using manually
extracted profiles can however vary greatly. Data from [3].
A common way to estimate the resolution in image
data is to look at the edge response, typically described
in terms of the 10 %–90 % criterion [32]. This is defined
as the width where the intensity profile across an inter-
face goes from 10 % to 90 %, as illustrated in Fig. 4. The
dashed vertical lines indicate where the interface profile
intersects the 10 % and 90 % intensity levels (horizontal
solid lines). The resolution according to the 10 %–90 %
criterion is the distance between these dashed lines which
we denote res10–90. Inverting Eq. (1) to find x(I) allows
us to estimate the resolution directly from the model pa-
rameter σb,
x(I) = σb
√
2 erf−1
(
2
I − Ii
Ij − Ii − 1
)
,
res10–90 = |x(I90%)− x(I10%)| = 2σb
√
2 erf−1(0.8). (18)
3.6. Estimating Model Parameters
The derived model, p(u,v) in Eq. (3), can be fitted
to the data using maximum likelihood estimation (MLE).
This method finds the model parameters θmax which min-
imize the negative log-likelihood,
L(θ) = − log
M∏
m=1
p(um, vm) = −
M∑
m=1
log p(um, vm). (19)
For the optimization we use mini-batch gradient descent,
meaning that only a few datapoints are used to compute
an esimate of the gradient in each iteration, saving mem-
ory and processing time. The size of these mini-batches is
one important optimization parameter. We let Adadelta
determine per-parameter adaptive learning rates [33]. The
procedure is implemented in Python, making use of auto-
matic differentiation via the package Pytorch. More de-
tails are provided in Appendix A.4.
6
Care must be taken when computing ∇θL because
of the Monte Carlo (MC) integration used to approxi-
mate the interface components of p(u,v) (Eq. (12)). The
reparametrization trick [34] is needed to ensure correct
gradient estimates. For more details, see Appendix A.5
and the code 1. The number of MC samples used in the
integration is another important parameter affecting the
speed and accuracy of the model fitting, as discussed in
Section 5.2.
4. Results and Discussion
In the following, we will refer to the model derived
above as the blurred interface mixture model (BIMM). As
explained, the 2D model p(u,v) (Eq. (3)) describes the
combined intensity and gradient magnitude distribution,
while the 1D version p(u) (Eq. (13)) models the intensity
distribution only. We will refer to these as the BIMM-2D
and the BIMM-1D, respectively.
In this section, we first demonstrate on artificial data
how our model can be used to extract material parameters,
and investigate the difference in performance compared to
the GMM and the PVMM. We illustrate the advantages
of including gradient information in the model. Next, we
look at experimentally obtained data, using the BIMM-
2D to extract volume fractions, resolution and interface
areas in data with three phases. Finally, we show how the
BIMM-2D can be exploited for segmentation.
The results presented below are obtained as explained
in Section 3.6, using a batch size of 50 and 1000 MC sam-
ples. 2000 iterations of the optimization algorithm was
run, and the final fitted model parameters are calculated
as the mean of the last 500 iterations. See Section 5.2 for
further discussions on the choice of optimization parame-
ters.
The reproducibility of the model parameter estimation
procedure is analyzed by fitting the model to 30 indepen-
dent random sub-samples of the data. This allows us to
calculate confidence intervals for the material parameters
estimated by the model with an approach resembling boot-
strapping. Note that these confidence intervals are only
reflecting the variance of estimated material parameters
for repeated model fittings, and not the accuracy of the
estimate.
4.1. Estimating Material Parameters in Artificial Data
Artificial datasets were generated, representing a mate-
rial with two phases (pores and solid material). In total, 19
datasets with dimensions 500 x 500 x 500 voxels were gen-
erated with the pore volume fraction V1 ranging between
0.05 and 0.95. Fig. 5 shows three of the volumes along
with corresponding intensity histograms. The datasets
were generated as illustrated in the Supplementary Ma-
terial, Fig. S1. First, standard normally distributed noise
was blurred with a Gaussian filter (standard deviation 20)
and thresholded at different intensity levels to give a binary
(a) V1 = 0.1, V2 =
0.9
(b) V1 = 0.5, V2 =
0.5
(c) V1 = 0.9, V2 =
0.1
Figure 5: Three of the artificial datasets along with corresponding in-
tensity histogram. The full artificial data series contains 19 volumes
with the volume fraction V1 ranging between 0.05 and 0.95.
volume with the desired volume fractions and a “blobby”
texture. The “ground truth” interface area and volume
fractions were measured in this volume. Thereafter, a
Gaussian filter with standard deviation σb = 3 voxels was
applied. The filter size was 25 x 25 x 25 voxels, truncated
at 4 standard deviations. The binary volume before blur-
ring contained values 0 and 1 representing the two material
phases, so I1 = 0 and I2 = 1. Normally distributed (Gaus-
sian) noise was then added with zero mean and standard
deviation σn = 0.1, i.e. 10 % noise. No subsequent filter
was applied so the correlation parameter ρ = 0.
4.1.1. Estimating Volume Fractions and Phase Intensities
To quantify the amount of each material phase is a
common task when characterizing a sample from 3D image
data. Fig. 6 shows how the BIMM (1D and 2D) compares
to the PVMM and GMM in estimating volume fractions
in the artificial data. The volume fractions are calculated
from the model weights w using Eq. (17). The difference
between the model estimate V̂1 and the ground truth value
V1 is plotted for each of the datasets. Since the volume
fractions sum up to one, the deviation for the other model
component, V̂2 − V2, is identical but with opposite sign.
The results for the PVMM and the BIMM (1D and 2D) are
comparable, and similar for all datasets, with an average
absolute deviation of 0.001. The GMM gives less accurate
estimates, with a maximum deviation of 0.018.
The graph showing the GMM results has an interesting
S-shape. In the extreme cases, V1 = 0 and V1 = 1, there
is only one phase and no interface present in the data so
the GMM should be exact. For the dataset with V1 =
V2 = 0.5, the interface voxels are split equally between
the two model components, also giving an accurate result.
This is however not due to a good model fit but rather
due to the fit being equally poor for both peaks in the
intensity distribution. For the datasets in between, we see
that the GMM is not able to model the interface voxels
properly, resulting in worse volume fraction estimates and
the S-shaped deviation graph.
Histogram peak positions are often used as an estimate
of the mean intensity of the phases, used e.g. for find-
ing thresholds for segmentation or estimating the material
density. Fig. 7 shows the normalized intensity histogram
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Figure 6: Deviation from ground truth value V1 in estimated volume
fraction V̂1 for all artificial datasets. The error bars indicate ± one
standard deviation.
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Figure 7: Using peaks to estimate phase intensities (I1 = 0 and
I2 = 1 for this data). Dashed vertical lines indicate the peak of
the function in the same color. The dashed grey lines indicate the
position of the histogram peaks. Inset: The peak of the BIMM-1D
interior component (blue) gives a better estimate of I1 compared to
the GMM (green) and the histogram peak (grey). The total BIMM-
1D (semi-transparent pink: sum of the three model components) fits
the data well.
of one artificial dataset with ground truth phase intensi-
ties I1 = 0 and I2 = 1 along with the fitted BIMM-1D
and GMM components. The dashed lines help us to com-
pare the positions of the histogram peaks and the model
component peaks. We see that the peak of the BIMM-1D
interior components are closer to the ground truth values
compared to the peaks of the histogram and the GMM
model components, which are biased upwards for I1 and
downwards for I2 because of the interface voxels with in-
tensities between I1 and I2. We also see that the bias is
larger for the smaller model component. This illustrates
that histogram and GMM peak positions in general are not
indicative of the true phase intensity value, as the peak po-
sitions are shifted by the contribution of the voxels near
the interfaces. By splitting the BIMM into phase interior
components and interface components, a more accurate
phase intensity estimate is achieved.
Fig. 8 shows how the BIMM (1D and 2D) compares
to the GMM and the PVMM in estimating the phase in-
tensities for the artificial datasets. The plot shows the
difference between model estimate and ground truth val-
0.0 0.5 1.0
V1
0.0
0.1
0.2
Î1 − I1
GMM
PVMM
BIMM-1D
BIMM-2D
0.0 0.5 1.0
V2
0.0
−0.1
−0.2
Î2 − I2
GMM
PVMM
BIMM-1D
BIMM-2D
Figure 8: Deviation from ground truth values for Î1 and Î2 plotted
against volume fractions V1 and V2 for all artificial datasets. The
results shown are the mean of 30 model fittings. Error bars are left
out for clarity - the standard deviations are, on average, 5× 10−3
for the GMM and 3× 10−3 for the other models.
ues plotted against the volume fraction of that component,
Î1 − I1 vs. V1 and Î2 − I2 vs. V2. For the GMM and the
PVMM, a systematic trend is seen where the deviation
from ground truth is higher the smaller the volume frac-
tion is. We see a consistent overestimation of the low in-
tensity phase and an underestimation of the high intensity
phase. Overall, the results for BIMM-1D and BIMM-2D
are very similar and performs better than both the GMM
and the PVMM, with absolute deviations below 0.2 % for
all volume fractions.
It is not surprising that the GMM performs poorly as it
does not attempt to model the interfaces in the data. For
the phase intensity estimation, the error is small for one
phase if its volume fraction is very large, but in return, the
error is then large for the other phase with a small volume
fraction. For the volume fraction estimation, the GMM
errors are typically small for data with similar phase frac-
tions, and would also be small for datasets with a small
fraction of interface voxels. However, as shown, the errors
in estimated phase intensities and volume fractions are al-
ways systematically biased and consequently any quanti-
tative measurements based on a GMM fit will contain this
bias.
4.1.2. Estimating Resolution and Interface Areas
In the previous section, we saw that the BIMM-1D and
the BIMM-2D gave very similar results when estimating
volume fractions and phase intensities. The advantage of
the BIMM-2D is that we can obtain additional information
through the model parameter σb which reflects the level of
interface blurring.
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Table 1: Parameters used when generating the artificial data (ground
truth) vs. parameters estimated using the BIMM-2D (mean and
standard deviation of results for all datasets).
Data generation Model estimate
σb 3 σ̂b 3.04± 0.04
σn 0.1 σ̂n 0.1009± 0.0005
ρ 0 ρ̂ 0.016± 0.009
I1 0 Î1 0.001± 0.002
I2 1 Î2 0.999± 0.002
First, we look at how the estimated BIMM-2D param-
eters compare to the intensities, noise level and blur level
used when generating the artificial data. The values are
listed in Table 1, averaged over all datasets. See the Sup-
plementary Material, Fig. S2 for a plot of the results for
individual datasets, showing only a minor dependence on
the volume fraction ratio. All model estimates are seen
to agree well with the ground truth parameters used to
generate the data.
Due to the way the artificial datasets are generated, the
size of image features (pore sizes) varies with the volume
fractions. As seen in Fig. 5, the volume with V1 = 0.5
has larger image features compared to the volumes with
V1 = 0.1 (small black pores) and V1 = 0.9 (small grey
particles). As explained in Section 3.2, the image feature
sizes influence what is the optimal width of the interface
region, defined as 2dσb. In volumes with small pores or
material inclusions, a narrow region gives a better model
fit. This is reflected in the results for d̂, plotted in Fig. 9
for all artificial datasets. The plot shows that d̂ is larger
(around 2.15) for volumes with large image features (V1 =
0.3 to 0.7), and smaller (down to 1.8) for volumes with
smaller image features (smaller and larger value of V1). In
contrast, other model parameters does not show a similar
dependence on the image feature size (see Supplementary
Material, Fig. S2).
As explained in Section 3.5, the resolution of 3D image
data is often stated in terms of the 10 %–90 % criterion.
This can be found by measuring the intensity profile along
the normal of an interface, preferably in many locations to
get a good statistics. If done manually, this is a challenging
and time consuming task. Manually measuring the 10 %–
90 % criterion at 5 locations in one of the artificial datasets
gave a resolution of 8 voxels. The resolution calculated
using σ̂b from Table 1 and Eq. (18) agrees well with this,
res10–90 = 7.8± 0.1 voxels.
Fig. 10 shows the volume specific interface area (area
per volume) calculated from Eq. (16) using the BIMM-2D
parameter estimates ŵ12 and σ̂b. The model results are
compared to interface areas Am computed using marching
cubes [35] in the binary artificial data before blurring and
addition of noise. Note that while the marching cube al-
gorithm provides an indication of the true interface area
V1
Figure 9: d̂ estimated by
the BIMM-2D for all artificial
datasets. This parameter deter-
mines the width of interface re-
gion, 2dσb. The average stan-
dard deviation is 0.03.
V1
Figure 10: Interface area for all
artificial datasets. Â are re-
sults using the BIMM-2D while
Am are calculated using march-
ing cubes.
in the data, it does not necessarily provide the ground
truth due to inherent errors related to vertex sampling
frequency and sampling accuracy [4]. The marching cubes
results are, on average, 3× 10−4 vox2/vox3 larger than the
model results, corresponding to 1-5 %.
The issue with segmentation based quantification is
that it can be challenging to assess the accuracy of the
result without careful manual inspection. The ability to
calculate an interface area or volume fraction estimate
through the BIMM-2D provides us with a much needed
support to segmentation based approaches. This is partic-
ularly important when studying the evolution of structural
parameters in large time series. As seen above in Fig. 6
and Fig. 8 some methods can introduce a systematic bias
that is dependent on material parameters (e.g. volume
fractions or size distribution). If the goal is to study the
evolution of these parameters it is indeed problematic that
the evolving parameter itself systematically biases the re-
sult. Any estimation method including the BIMM will
suffer from biases to some degree. However, having two
independent and quite different approaches (segmentation
and model fitting), that are biased in different ways, allows
us to automatically detect growing discrepancies between
the two approaches when performing bulk automatic anal-
ysis of tomograms.
4.2. Microstructure Characterization of a Solid Oxide Fuel
Cell Electrode
The proposed method for estimating volume fractions,
resolution and interface areas was applied to previously
reported [3] experimentally obtained datasets with three
phases. The sample is a solid oxide fuel cell (SOFC) elec-
trode, a porous structure consisting of nickel (Ni) and
yttrium-stabilized zirconia (YSZ). The datasets, shown in
Fig. 11, are registered 3-D X-ray ptypography images of
the sample before and after annealing at 850 ◦C for 3 hours.
By measuring volume fractions and interface areas in the
two datasets, the change in micro-structure due to anneal-
ing can be studied.
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Figure 11: Slices through 3-D datasets obtained by X-ray ptycog-
raphy showing a fuel cell electrode before (left) and after (right)
annealing [3]. The three phases are pores (black), YSZ (grey) and
nickel (white). The arrows indicate example locations where coars-
ening of nickle is visible, leading to a change in interface areas.
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Figure 12: Volume fractions for the fuel cell sample in the pristine
and annealed state. The label “Segm.” refers to results obtained by
counting voxels in segmented data. The other labels indicate which
model was fitted to the raw data. Standard deviations are 0.5 % to
1 %, highest for the GMM.
Fig. 12 shows the volume fractions obtained for the
pristine and annealed dataset. Results reported by De
Angelis et. al [3] were obtained by counting voxels in
data segmented by manual tuning of parameters for a
2D (intensity–gradient magnitude) histogram threshold-
ing procedure. In the figure, the reported results (la-
beled ”Segm.”) are compared to results obtained the GMM
(component weights), the PVMM, and the BIMM (1D and
2D) (Eq. (17)). All results are similar in value. Note that
the reported volume fractions [3] should not be seen as
the ground truth; the true volume fractions of the anal-
ysed volumes are unknown.
The blur parameter σb of the BIMM-2D is estimated
to 1.456± 0.008 and 1.452± 0.007 for the fuel cell sample
in the pristine and the annealed state, respectively. Using
Eq. (18) and a voxel size of 18.4 nm we get a resolution
according to the 10 %–90 % criterion of 68.7 ± 0.4 and
68.5 ± 0.3 nm, respectively. This corresponds well with
the average value found when manually measuring three
interface profiles in the pristine dataset, giving resolutions
of 60 nm, 70 nm and 80 nm (see Fig. 4).
Eq. (16) allows us to estimate the area of specific in-
terfaces in the three-phase data from the fitted BIMM-2D
model parameters. Table 2 shows volume specific inter-
Table 2: Interface areas [µm2/µm3], pristine and annealed sample.
Standard deviations for the BIMM-2D estimates are 1.7 % to 2.7 %.
Pore/YSZ Pore/Ni YSZ/Ni
Pristine Sample
Segm.+mesh
BIMM-2D
1.18
1.09
0.64
0.64
0.97
0.81
Annealed Sample
Segm.+mesh
BIMM-2D
1.30
1.23
0.57
0.60
0.83
0.69
Relative Change
Segm.+mesh
BIMM-2D
10 %
13 %
-11 %
-7 %
-14 %
-15 %
face areas (area per volume) for the three interface types
in the fuel cell sample, before and after annealing. In-
terface areas estimated using the BIMM-2D are compared
to areas calculated by polygonization (meshing) of inter-
faces in segmented data [4], as reported by De Angelis
et. al [3]. Although the two approaches compared here
are very different, the obtained estimates are similar. In
particular, we observe the same trend for both interface
area calculation methods; after annealing, the area of the
interface YSZ/Pore has increased, while the areas of the
interfaces Pore/Ni and Ni/YSZ have decreased. Again, as
the ground truth is not known, it is difficult to determine
whether the statistical approach or the segmentation and
meshing performs best.
Looking closely at the pristine and annealed datasets in
Fig. 11, we see some level of texture in the phase interiors.
This is reflected in the voxel correlation estimated by the
model parameter ρ, which is 0.47 and 0.42 for the pristine
and annealed dataset, respectively (ρ is constrained to the
interval [-1,1]). As a similar texture is seen in all phases,
including the pores (air), we can conclude that the texture
is mainly a result of blurred noise rather than a physical
texture in the materials. It indicates that the data has
been blurred (filtered) to some degree during reconstruc-
tion or post-processing. In contrast, for the artificial data,
no filter was applied and the voxel correlation was zero
(Table 1).
Visually assessing the fit of the model to the dataset is
challenging, as seen in Fig. 13 which provides a compar-
ison between the 2D (intensity–gradient magnitude) his-
togram and the BIMM-2D. The negative log-likelihood L
from Eq. (19) can be used as a quantitative measure for
the goodness of fit. Fig. 14 shows the fitted GMM, the
PVMM and the BIMM-1D plotted with the normalized
intensity histogram of the pristine dataset, with the L val-
ues listed in the captions. Similar figures with individual
model components plotted are found in the Supplementary
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Material, Fig. S3. While the L value alone is difficult to
interpret, the relative value indicates that the BIMM-1D
has a better fit than the GMM and the PVMM, agreeing
with the qualitative visual impression. Insets show that in-
terface voxels are better modelled by the BIMM-1D than
by the PVMM. Having an objective measure of the model
fit can be useful in many applications. For example, in an
automatic workflow system processing a large number of
datasets, such a measure can be useful to automatically
flag data that need a manual check. The poor fit could be
a result of severe image artifacts or large changes in imag-
ing conditions, pointing out to the operator which datasets
might be unsuitable for further processing.
4.3. Segmentation of 3-D Image Data with Multiple Phases
The derived model can be used as input for probabilis-
tic segmentation methods. Here, we demonstrate the use
of the model for a simple maximum likelihood segmenta-
tion of the pristine fuel cell data (Fig. 11(a)), and com-
pare the performance with the GMM. The result is shown
in Fig. 15. While a quantitative assessment is challenging,
the visual comparison is enough to spot that the BIMM-2D
outperforms the GMM at interfaces between pores (black)
and nickel (white). Overall, the result using the BIMM-2D
looks reasonable.
The maximum likelihood segmentation was performed
by labeling each voxel according to the highest probability
model component. The GMM contains 3 model compo-
nents; one for each material phase (black, grey, white).
We therefore get a segmentation into three phases directly
(red, orange and yellow in the figure). For the BIMM-2D,
we have 6 components resulting in 6 different labels; one
for each phase and one for each interface type (black–grey,
black–white,grey–white). The interface-labeled voxels are
then re-assigned to one of the adjacent phases. As an
example, a voxel labeled “black–white” is classified as be-
longing to either the black or the white phase, while the
grey phase is not considered. The re-labeling is done us-
ing a threshold at the midpoint between white and black,
(Iwhite + Iblack)/2.
For the GMM, only intensity information is considered
and therefore this maximum probability segmentation cor-
responds to intensity thresholding as indicated in the 1D
intensity histogram in Fig. 15(d). This mistakenly labels
the interface between black and white voxels as belonging
to the grey phase, as seen in Fig. 15(b). Very similar re-
sults were seen for the BIMM-1D (not shown in the figure).
In contrast, the BIMM-2D also takes gradient information
into account, resulting in better performance at interfaces
as seen in Fig. 15(c). This segmentation corresponds to
thresholding in the 2D intensity–gradient magnitude space
as illustrated in Fig. 15(e), where the scatter plot is colored
according to final labels.
4.4. Perspectives on the Model for Segmentation
Whilst in the example in the previous section, we made
use of a very basic probabilistic segmentation method, it
nevertheless illustrates the advantage of having gradient
information and interface blurring included in the model,
as it assists separating interfaces from phase interiors. One
significant advantage of the BIMM-2D segmentation method
is that it is not affected by operator bias, as is the case for
other segmentation methods involving manual tuning of
segmentation parameters or manual labeling of training
data for supervised learning-based segmentation methods.
Furthermore, the fitted model inherently provides a sanity-
check on the segmentation results. Structure parameters
measured in the segmented data can be compared with
those estimated by the model. Although similar volume
fractions and interface areas does not guarantee a high
accuracy, it does to strengthen the confidence in the seg-
mentation result.
The described approach can be seen as a step towards a
physics based segmentation, as it relies on parameters that
describe the physical nature of the imaged sample (inten-
sities, volume fractions, interface areas) and the imaging
system (resolution, noise). The negative log-likelihood L
from Eq. (19) can be used as a quantitative measure of
how well the model fits a specific dataset. If the model fits
the data well, we have confidence that the segmentation is
accurate and unbiased. If it does not, we know that pos-
sible results could be biased and a different approach to
segmentation must be pursued. The ability to insert auto-
matic analysis assertions into a tomographic measurement
pipeline is becoming ever more important, as time series
tomographic data becomes more prevalent and human as-
sessment less viable.
5. Properties of the Model Fitting
5.1. Model Complexity and Computation Time
Compared to the GMM, the BIMM-1D contains addi-
tional model components representing the interfaces in the
data. This increase in model complexity gives an increase
in computation time, from 5 s (GMM) to 7 s (BIMM-1D)
(data with 2 phases, batch size 50, 1000 MC samples, 2000
iterations) on an Intel Core i7-7600U CPU at 2.80GHz.
This is mainly due to the MC integration needed in the in-
terface components. Going from BIMM-1D to BIMM-2D,
the inclusion of gradient information further increases the
complexity, and could in principle be expected to double
the computation time. In practice, however, the current
implementation of the modified Bessel function of the first
kind, I 1
2
in Eq. (6), is a bottleneck, resulting in a runtime
of 4 min for the BIMM-2D (same data and optimization
parameters). This is however not an inherent issue with
the model, and will be worked out for future releases of
the code.
5.2. Optimization Parameters and Computation Time
Doubling the batch size from 50 to 100 was seen to
reduce the model parameter confidence intervals (result
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(a) (b) (c)
Figure 13: (a) 2D histogram of intensity and gradient magnitude values of the pristine fuel cell dataset. (b) Fitted BIMM-2D evaluated over
the same region as the histogram. (c) Model plot subtracted from the data histogram.
GMM
(a) L = −0.581
PVMM
(b) L = −0.760
BIMM-1D
(c) L = −0.762
Figure 14: Intensity histogram of the pristine fuel cell dataset (grey) with the PDF of fitted models (pink). A smaller value of the negative
log-likelihood L (Eq. (19)) indicates a better model fit.
variance) by approximately 30 %, but doubled the com-
putation time. So, the choice of batch size is a trade-off
between variance in the estimated model parameters and
computation time.
The number of samples used in the MC integration
affects the computation time in a similar manner. The
computation time increases linearly with the number of
MC samples, so a low number is preferred. However, be-
cause the objective function (Eq. (19)) includes the log of
an MC integral, using a low number of samples introduces
a bias. Studies using 10, 100, 1000 and 10000 MC samples
showed a significant reduction of bias when increasing the
number of MC samples from 100 to 1000, but little effect
when increasing further to 10000. We therefore conclude
that 1000 MC samples is sufficient.
5.3. Handling Large Datasets
As shown in Section 4, only a small amount of ran-
domly sampled voxels is needed to fit the model. With
batch size 50 and 2000 iterations, convergence was reached
utilizing as little as 0.08 % of the datasets containing 125
million datapoints (500 x 500 x 500 voxels). This demon-
strates that the dataset size is no limitation when us-
ing a statistical approach such as the one presented in
this paper. In contrast, quantification methods involving
segmentation and subsequent geometrical measurements
(e.g. meshing to find interface area) can be computation-
ally more heavy and have a higher memory consumption
for large datasets, as they involve treating each individ-
ual voxel. The small amount of data required to fit the
model also means that a workflow involving several local
measurements is feasible. Local properties estimated from
smaller subvolumes can thus be compared across the full
sample.
6. Conclusions
In this paper, we have derived a model for the distri-
bution of intensity and gradient magnitude values in 3D
X-ray tomography data. The model is based on a Gaussian
approximation to the imaging point spread function (PSF)
and assumes additive Gaussian noise with some correlation
between voxels. The model can be seen as an extended
Gaussian mixture model that takes blurred interfaces be-
tween material phases into account, and is therefore named
the blurred interface mixture model (BIMM). The inclu-
sion of gradient data in the model allows several additional
physical parameters to be estimated directly, such as im-
age resolution and the area of interfaces between phases.
The BIMM outperforms existing statistical models in
materials quantification. Compared to ground truth from
artificial data, the fitted model parameters for phase in-
tensities, noise level and interface blur level were seen to
agree well. The BIMM provides more accurate estimates of
material volume fractions compared to the Gaussian mix-
ture model (GMM), and for phase intensity estimation,
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Figure 15: Comparison of maximum likelihood segmentations based
on the GMM and the BIMM-2D. Our model performs better at inter-
faces between black and white voxels, indicated with stippled frames
in (a), (b) and (c). (d) 1D intensity histogram with colors according
to labels in (b). (e) 2D intensity–gradient magnitude scatter plot
with colors according to labels in (c).
the BIMM was more accurate than both the GMM and
the partial volume mixture model (PVMM), especially for
less abundant material phases. Interface areas estimated
by the BIMM-2D were seen to be similar to values cal-
culated using marching cubes in the binary ground truth
datasets.
We have demonstrated the applicability of the model
for quantification and segmentation of experimentally ob-
tained 3D X-ray CT data. As ground truth is not available
for experimental data, results obtained by the BIMM-2D
are compared to results obtained by first segmenting the
data, then counting voxels to find volume fractions and
fitting a mesh to find surface areas. The results of the
two different approaches were found to be similar. Al-
though assessing the accuracy of the result is challenging
for any method, the ability to calculate interface areas
or volume fractions using the BIMM provides us with a
much needed independent support to segmentation based
approaches. For segmentation of data with three phases,
the BIMM-2D outperformed the GMM by avoiding critical
miss-classifications at interfaces.
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Appendix A. Details on the Model Derivation
Appendix A.1. Derivation of G(I)
For an interface between materials of intensity Ii and
Ij , oriented so that the normal points along the x-axis,
the expression for the intensity profile along the interface
normal from Eq. (1), and repeated here for convenience, is
I(x, y, z) = Ii + (Ij − Ii) · 1
2
[
1 + erf
( x
σb
√
2
)]
. (A.1)
The gradient magnitude | ∇I(x, y, z) | is defined as the
root of the squared sum of gradient components along the
x, y and z axis,
| ∇I(x, y, z) |
=
√( ∂
∂x
I(x, y, z)
)2
+
( ∂
∂y
I(x, y, z)
)2
+
( ∂
∂z
I(x, y, z)
)2
.
(A.2)
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In this case, the gradient components along the y and z
axis are zero, so the gradient magnitude is equivalent to
the derivative of Eq. (A.1) wrt. x,
| ∇I(x, y, z) |=
∣∣∣∣ ddxI(x, y, z)
∣∣∣∣ = | Ij − Ii |σb√2pi exp
(
− x
2
2σ2b
)
.
(A.3)
In order to express the gradient magnitude in terms of I,
we invert Eq. (A.1),
x(I) = σb
√
2 erf−1
(
2
I − Ii
Ij − Ii − 1
)
. (A.4)
Substituting for x in Eq. (A.3), we get the gradient mag-
nitude expressed in terms of intensity,
G(I) = |∇I(I)|
=
| Ij − Ii |
σb
√
2pi
exp
(
−
[
erf−1
(
2
I − Ii
Ij − Ii − 1
)]2)
.
(A.5)
Note that, because this expression is independent of the
choice of coordinate system, it is valid for interfaces at all
orientations.
Appendix A.2. Approximating G(I) through Central Dif-
ferences
The components of the gradient magnitude | ∇I(x, y, z) |
is given by
∂
∂x
I(x, y, z) = lim
h→0
I(x+ h)− I(x− h)
2h
. (A.6)
For central differences in discrete image data, the smallest
possible h without interpolation2 is the width of one voxel,
h = 1. The gradient component is therefore approximated
using the intensities of the neighbouring voxels,
∂
∂x
I(x, y, z) ≈ 1
2
[
I(x− 1, y, z)− I(x+ 1, y, z)
]
. (A.7)
The central differences approximation for the gradient mag-
nitude in 3-D is therefore as follows,
G(I) ≈
{(
1
2
[I(x− 1, y, z)− I(x+ 1, y, z)]
)2
+
(
1
2
[I(x, y − 1, z)− I(x, y + 1, z)]
)2
+
(
1
2
[I(x, y, z − 1)− I(x, y, z + 1)]
)2} 12
(A.8)
2Interpolation would introduce an unwanted smoothing, altering
the noise distribution we seek to model.
Appendix A.3. The Statistical Distribution of the Gradi-
ent Magnitude Data v
In this section, derive the probability density function
(PDF) of gradient magnitudes v, and see that it can be
expressed in terms of G(I) through the central differences
approximation in Eq. (A.8).
Using central differences, the gradient magnitude v for
the voxel at coordinates (x, y, z) is calculated from the
intensities of the six nearest-neighbouring voxels,
v =
√
v2x + v
2
y + v
2
z =
{(
1
2
[ux−1 − ux+1]
)2
+
(
1
2
[uy−1 − uy+1]
)2
+
(
1
2
[uz−1 − uz+1]
)2} 12
.
(A.9)
With this notation, ux−1 and ux+1 are the intensities of the
neighbouring voxels in the x-direction, etc. As we assume
additive Gaussian noise, the voxel intensity u is normally
distributed,
u ∼ N(I(x, y, z), σ2n).
Therefore, each gradient component vj with j = x, y, z
also follows a normal distribution, vj ∼ N(µvj , σ2vj ). The
gradient magnitude v is thus the root of the sum of squared
normally distributed variables. To arrive at the PDF of
v, we first find the expected values and variance of the
gradient components vj ,
σ2vj = Var[vj ] = Var
[
1
2
(uj−1 − uj+1)
]
=
(
1
2
)2
(Var[uj−1] + Var[uj+1]− 2 Cov[uj−1, uj+1]) ,
so
σ2vx = σ
2
vy = σ
2
vz =
1
4
(σ2n+σ
2
n−2σ2nρ) =
σ2n
2
(1−ρ), (A.10)
where ρ denotes the correlation between uj−1 and uj+1,
and
µvj = E[vj ] = E
[
1
2
(uj−1 − uj+1)
]
=
1
2
(E[uj−1]− E[uj+1]) ,
so
µvx =
1
2 [I(x− 1, y, z)− I(x+ 1, y, z)] , (A.11a)
µvy =
1
2 [I(x, y − 1, z)− I(x, y + 1, z)] , (A.11b)
µvz =
1
2 [I(x, y, z − 1)− I(x, y, z + 1)] . (A.11c)
Now, with the same variance for all gradient components
(Eq. (A.10)), the gradient magnitude v has a non-central
chi distribution with three degrees of freedom, scaled by
the root of the component variance,
v ∼ NCχk=3(λ) · σn
√
1− ρ√
2
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with the non-centrality parameter λ defined as
λ =
√√√√ ∑
j=x,y,z
(
µvj
σvj
)2
=
√
2
σn
√
1− ρ
√
µ2vx + µ
2
vy + µ
2
vz
Then, with Eq. (A.8) and Eqs. (A.11), λ can be approx-
imated using the analytical expression for the gradient,
G(I):
λ ≈
√
2
σn
√
1− ρG(I). (A.12)
From this, we can find the PDF of v. We introduce the
helper variable C ∼ NCχk=3(λ) such that v = C σn
√
1−ρ√
2
.
The PDF of C is given by
pC(c) =
c3λ
(λc)3/2
exp
(
−c
2 + λ2
2
)
I1/2(λc).
Here, I 1
2
is the modified Bessel function of first kind. With
the helper function c(v) = v
√
2
σn
√
1−ρ , the PDF of v is found
through a change of variables,
pV (v) = pC(c(v)) |∂v c(v)| = pC
(
v
√
2
σn
√
1− ρ
) √
2
σn
√
1− ρ .
With λ from Eq. (A.12) we get that the PDF of v depends
on I through G(I). Omitting the subscript V to adhere
with the notation used in Sec. 3, we arrive at
p(v | I) = 2
σ2n(1− ρ)
√
v3
G(I)
exp
(
−v
2 +G(I)2
σ2n(1− ρ)
)
I 1
2
(
2vG(I)
σ2n(1− ρ)
)
.
(A.13)
Appendix A.4. Model fitting using Mini-Batch Gradient
Descent with Adadelta
Here, we provide more details on how we use maximum
likelihood estimation (MLE) and gradient descent to find
the optimal fit of our model p(u,v) to the dataset. This
method finds the model parameters θmax that minimizes
the difference between the model distribution and the data
distribution, or in other words, maximizes the likelihood
of the data. The likelihood function for a dataset (u,v)
is the joint PDF,
∏M
m=1 p(um, vm), evaluated for all obser-
vations um, vm in the dataset. For the sake of numerical
stability, it is common to instead minimize the negative
log-likelihood, also called loss,
L(θ) = − log
M∏
m=1
p(um, vm) = −
M∑
m=1
log p(um, vm).
(A.14)
Gradient descent is one of the most common algorithms
for optimization [36]. In each iteration, the parameters θ
are updated by ∆θ in the direction of the negative gradient
of the objective function L(θ):
∆θt = −η∇θL(θt),
θt+1 = θt + ∆θt.
(A.15)
In other words, for each iteration, we take one step in
the direction of the slope of the surface represented by
the objective function, towards a (local) minimum. The
learning rate η determines the step size. To set this, we use
Adadelta, a method for per-parameter adaptive learning
rates which requires no manual tuning and is insensitive
to hyperparameters [33].
For large datasets, evaluating L(θt) to compute the
gradients∇θL(θt) becomes computationally expensive, even
unfeasible for datasets that are too big to fit in memory.
A common approach is therefore to instead calculate an
estimate of the gradients using a randomly selected subset
of the data (called mini-batch) in each parameter update.
This leads to a significant speed-up at the cost of a higher
variance and lower convergence rate.
Appendix A.4.1. PyTorch and Automatic Differentiation
The optimization routine is implemented in PyTorch [37],
an open-source Python library for machine learning which
provides an easy-to-use framework for optimization using
automatic differentiation [38]. This technique is based on
computational graphs, keeping track of all operations per-
formed on each parameter when calculating the loss; the
so-called forward pass. To find the derivative of the loss
w.r.t. any parameter, ∇θL, the chain rule is applied at
each node of the computational graph as one propagates
backwards through the graph (back-propagation). This
way, you avoid the laborious and error-prone attempts
on deriving and implementing the analytical derivatives.
Compared to numerical differentiation (e.g. finite differ-
ence approximations), which is the other alternative, au-
tomatic differentiation is more accurate, more numerically
stable and less computationally heavy.
Appendix A.5. Monte Carlo Gradient Estimation
In Section 3.3, we saw that we need Monte Carlo in-
tegration [31] to find the interface component of the model
p(u,v). The Monte Carlo estimate of the integral in Eq. (12)
is as follows,
pij(u,v) =
∫
p(u | I) pij(v | I) pij(I)dI
≈ 1
N
N∑
n
p(u | In) pij(v | In) with In ∼ pij(I).
(A.16)
For the optimization, we need to calculate gradients of the
loss with respect to the parameters θ, where the stochastic
component above is included. Now, a problem arises be-
cause the distribution we draw MC samples from, pij(I),
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is defined by these parameters θ (Eq. (9)). Computing
stochastic gradients is a well-known problem in machine
learning and across statistical sciences; the problem of
Monte Carlo gradient estimation [39]. We need to use the
reparametrization trick [34] to instead draw MC samples
from a distribution independent of the model parameters
θ. We therefore introduce a new variable  which is stan-
dard uniformly distributed,
 ∼ U([0, 1]), p() = 1.
We now want to rewrite the integral in Eq. (A.16) so that
instead of sampling from pij(I) we can sample from p()
which is independent of θ. Through change of variables,
we have
x = dσb(2− 1), p(x) = p()
∣∣∣∣∂x∂
∣∣∣∣−1 .
Combining this with Eq. (9), we have
pij(I) = p()
∣∣∣∣∂x∂
∣∣∣∣−1 ∣∣∣∣∂I∂x
∣∣∣∣−1 = p() ∣∣∣∣∂I∂
∣∣∣∣−1 ,
so
p() = pij(I)
∣∣∣∣∂I∂
∣∣∣∣ .
Using this, we can rewrite Eq. (A.16) as follows,
pij(u,v) =
∫ Imax
Imin
p(u | I) p(v | I) pij(I)dI
=
∫ 1
0
p(u | I()) p(v | I()) pij(I())
∣∣∣∣∂I∂
∣∣∣∣d
=
∫ 1
0
p(u | I()) p(v | I()) p()d
≈ 1
N
N∑
n
p(u | I(n)) p(v | I(n)) with n ∼ p()
(A.17)
Here, I() is the interface profile from Eq. (1) expressed in
terms of . This reparametrization of the MC estimate en-
sures correct gradient estimates in the back-propagation.
References
[1] L. Salvo, M. Sue´ry, A. Marmottant, N. Limodin, and
D. Bernard, 3D imaging in material science: Application of X-
ray tomography, Comptes Rendus Physique 11, 641 (2010).
[2] E. Maire and P. J. Withers, Quantitative X-ray tomography,
International Materials Reviews 59, 1 (2014).
[3] S. De Angelis, P. S. Jørgensen, E. H. R. Tsai, M. Holler,
K. Kreka, and J. R. Bowen, Three dimensional characterization
of nickel coarsening in solid oxide cells via ex-situ ptychographic
nano-tomography, Journal of Power Sources 383, 72 (2018).
[4] P. S. Jørgensen, K. V. Hansen, R. Larsen, and J. R. Bowen,
High accuracy interface characterization of three phase material
systems in three dimensions, Journal of Power Sources 195,
8168 (2010).
[5] N. Saxena, R. Hofmann, F. O. Alpak, J. Dietderich, S. Hunter,
and R. J. Day-Stirrat, Effect of image segmentation & voxel size
on micro-CT computed effective transport & elastic properties,
Marine and Petroleum Geology 86, 972 (2017).
[6] J. Enguehard, P. O’Halloran, and A. Gholipour, Semi-
supervised learning with deep embedded clustering for image
classification and segmentation, IEEE Access 7, 11093 (2019).
[7] P. Iassonov, T. Gebrenegus, and M. Tuller, Segmentation of X-
ray computed tomography images of porous materials: A cru-
cial step for characterization and quantitative analysis of pore
structures, Water Resources Research 45, 1 (2009).
[8] L. Hoyte, W. Ye, L. Brubaker, J. R. Fielding, M. E. Lockhart,
M. E. Heilbrun, M. B. Brown, and S. K. Warfield, Segmen-
tations of MRI images of the female pelvic floor: A study of
inter- and intra-reader reliability, Journal of Magnetic Reso-
nance Imaging 33, 684 (2011).
[9] G. J. McLachlan, S. X. Lee, and S. I. Rathnayake, Finite Mix-
ture Models, Annual Review of Statistics and Its Application 6,
355 (2019).
[10] R. C. Dubes, A. K. Jain, S. G. Nadabar, and C. C. Chen, MRF
model-based algorithms for image segmentation, Proceedings -
International Conference on Pattern Recognition 1, 808 (1990).
[11] P. Moonen, P. Se´ne´chal, P. Moonen, and P. Se´ne´chal, More
than pretty images Towards confidence bounds on segmentation
thresholds, in 4th International Conference on Tomography of
Materials and Structures (ICTMS 2019) (2019).
[12] H. D. Gage, P. Santago II, and W. E. Snyder, Quantification
of brain tissue through incorporation of partial volume effects,
Medical Imaging VI: Image Processing 1652, 84 (1992).
[13] G. Kindlmann and J. W. Durkin, Semi-automatic generation of
transfer functions for direct volume rendering, Proceedings of
the 1998 IEEE Symposium on Volume Visualization, VVS 1998
, 79 (1998).
[14] S. M. Bentzen, Evaluation of the spatial resolution of a CT
scanner by direct analysis of the edge response function, Med.
Phys. 10, 579 (1983).
[15] E. L. Nickoloff and R. Riley, A simplified approach for modula-
tion transfer function determinations in computed tomography
(1985).
[16] M. Hassner and J. Sklansky, The Use of Markov Random Fields
as Models of Texture, Image Modeling , 185 (1981).
[17] M. Berthod, Z. Kato, S. Yu, and J. Zerubia, Bayesian image
classification using Markov random fields, Image and Vision
Computing 14, 285 (1996).
[18] A. Al-Taie, H. K. Hahn, and L. Linsen, Uncertainty estimation
and visualization in probabilistic segmentation, Computers and
Graphics (Pergamon) 39, 48 (2014).
[19] K. Blekas, A. Likas, N. P. Galatsanos, and I. E. Lagaris, A
spatially constrained mixture model for image segmentation,
IEEE Transactions on Neural Networks 16, 494 (2005).
[20] S. Sanjay-Gopal and T. J. Hebert, Bayesian pixel classifica-
tion using spatially variant finite mixtures and the generalized
em algorithm, IEEE Transactions on Image Processing 7, 1014
(1998).
[21] Y. Zhang, M. Brady, and S. Smith, Segmentation of brain
MR images through a hidden Markov random field model and
the expectation-maximization algorithm, IEEE Transactions on
Medical Imaging 20, 45 (2001).
[22] J. P. Simmons, P. Chuang, M. Comer, J. E. Spowart, M. D.
Uchic, and M. D. Graef, Application and further development of
advanced image processing algorithms for automated analysis of
serial section image data, Modelling and Simulation in Materials
Science and Engineering 17, 025002 (2008).
[23] D. H. Laidlaw, K. W. Fleischer, and A. H. Barr, Partial-volume
Bayesian classification of material mixtures in MR volume data
using voxel histograms, IEEE Transactions on Medical Imaging
17, 1094 (1998).
[24] K. Van Leemput, F. Maes, D. Vandermeulen, and P. Suetens,
A unifying framework for partial volume segmentation of brain
MR images, IEEE Transactions on Medical Imaging 22, 105
(2003).
16
[25] J. Tohka, A. Zijdenbos, and A. Evans, Fast and robust param-
eter estimation for statistical partial volume models in brain
MRI, NeuroImage 23, 84 (2004).
[26] M. Kato, M. Takahashi, S. Kawasaki, T. Mukunoki, and
K. Kaneko, Evaluation of porosity and its variation in porous
materials using microfocus x-ray computed tomography consid-
ering the partial volume effect, Materials Transactions 54, 1678
(2013).
[27] J. Nuyts, B. De Man, J. A. Fessler, W. Zbijewski, and F. J.
Beekman, Modelling the physics in the iterative reconstruction
for transmission computed tomography, Physics in Medicine
and Biology 58, R63 (2013).
[28] I. W. Serlie, F. M. Vos, R. Truyen, F. H. Post, and L. J. van
Vliet, Classifying CT image data into material fractions by a
scale and rotation invariant edge model, IEEE Transactions on
Image Processing 16, 2891 (2007).
[29] F. E. Boas and D. Fleischmann, CT artifacts: Causes and re-
duction techniques, Imaging in Medicine 4, 229 (2012).
[30] B. R. Whiting, Signal statistics in x-ray computed tomography,
in Medical Imaging 2002: Physics of Medical Imaging, Vol.
4682, edited by L. E. Antonuk and M. J. Yaffe (2002) pp. 53–60.
[31] N. Metropolis and S. Ulam, The monte carlo method, Journal
of the American Statistical Association 44, 335 (1949).
[32] M. Holler, A. Diaz, M. Guizar-Sicairos, P. Karvinen, E. Fa¨rm,
E. Ha¨rko¨nen, M. Ritala, A. Menzel, J. Raabe, and O. Bunk,
X-ray ptychographic computed tomography at 16 nm isotropic
3D resolution, Scientific Reports 4, 1 (2014).
[33] M. D. Zeiler, Adadelta: An adaptive learning rate method
(2012), arXiv:1212.5701 .
[34] D. P. Kingma and M. Welling, Auto-encoding variational
bayes, 2nd International Conference on Learning Representa-
tions, ICLR 2014 - Conference Track Proceedings , 1 (2014),
arXiv:1312.6114 .
[35] T. Lewiner, H. Lopes, A. W. Vieira, and G. Tavares, Efficient
Implementation of Marching Cubes’ Cases with Topological
Guarantees, Journal of Graphics Tools 8, 1 (2003).
[36] S. Ruder, An overview of gradient descent optimization algo-
rithms (2016), arXiv:1609.04747 .
[37] A. Paszke, S. Gross, F. Massa, A. Lerer, J. Bradbury,
G. Chanan, T. Killeen, Z. Lin, N. Gimelshein, L. Antiga, et al.,
Pytorch: An imperative style, high-performance deep learning
library, in Advances in neural information processing systems
(2019) pp. 8026–8037.
[38] A. G. Baydin, B. A. Pearlmutter, A. A. Radul, and J. M.
Siskind, Automatic Differentiation in Machine Learning: a Sur-
vey, Journal of Machine Learning Research 18, 1 (2018).
[39] S. Mohamed, M. Rosca, M. Figurnov, and A. Mnih,
Monte carlo gradient estimation in machine learning (2019),
arXiv:1906.10652 .
17
A Physical Model for Microstructural Characterization and Segmentation of 3D Tomography Data
—Supplementary Material—
Elise O. Brennea,∗, Vedrana A. Dahlb, Peter S. Jørgensena
aDepartment of Energy Conversion and Storage, Technical University of Denmark, Fysikvej, 2800 Kgs. Lyngby, Denmark
bDepartment of Applied Mathematics and Computer Science, Technical University of Denmark, Richard Petersens Plads,
2800 Kgs. Lyngby, Denmark
1. Data Generation and Model Fitting Results
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Figure S1: Artificial data generation. Slices through the volume at each step of the data generation is shown for two of the
artificial datasets. The intensity threshold in Step 3 determines the volume fractions. Ground truth volume fractions V1 and
V2 and volume specific interface area A (unit: vox2/vox3) are measured in the binarized volume after Step 3.
Table 1: Parameters used when generating the artificial data vs. parameters estimated using the BIMM-2D (mean and standard
deviation of results for all datasets).
Data generation Model estimate
σb 3 σ̂b 3.04± 0.04
σn 0.1 σ̂n 0.1009± 0.0005
ρ 0 ρ̂ 0.016± 0.009
I1 0 Î1 0.001± 0.002
I2 1 Î2 0.999± 0.002
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Figure S2: Model fitting results. Model parameters estimated by the BIMM-2D for the 19 artificial datasets. Error bars
indicate ± 1 standard deviation for 30 independent model fittings. The average values and standard deviations are listed in
Table 1 along with the parameters used when generating the data.
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Figure S3: Model fitting results. Intensity histogram of the pristine fuel cell dataset (grey) with the PDF of fitted models
(pink) and model components. A smaller value of the negative log-likelihood L indicates a better model fit.
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