I Introduction
In a class of predictive regressions analyzed by Stambaugh (1999) , a variable is regressed on the lagged value of a predictor variable, which is autoregressive with errors that are correlated with the errors of the regression model. In small samples, the ordinary leastsquares (OLS) estimated predictive slope coefficient is biased, potentially leading to an incorrect conclusion that the lagged variable has predictive power while in fact it does not. Stambaugh (1999) derived the bias expression for the OLS estimate, which was subsequently used in empirical studies to obtain a reduced-bias point estimate of the predictive coefficient. Subsequent papers developed methods for hypothesis testing of single-predictor models.
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In this paper, we propose a new method for hypothesis testing in predictive regressions for multiple-predictor models. It is based on the multi-predictor augmented regression method (mARM, a multi-predictor extension of the single-predictor ARM methodology considered in Amihud and Hurvich, 2004 ). An attractive feature of the ARM-based hypothesis testing method is that it also generates parameter estimates-the predictor variable's estimated coefficients-thus providing a unified multi-predictor regression platform for estimation, testing and forecasting.
In what follows, we first present the theory underlying mARM-based hypothesis testing, and then perform simulations of two-predictor models with three different autoregressive matrices (one based on estimates from a relevant data set), to compare the actual size obtained under our test with the nominal size. We find that the actual test sizes are quite close to nominal sizes. We compare our mARM-based results with two other methods: The OLS and bootstrapping, the latter being used in some recent papers that use multi-predictor models. We find that our mARM-based hypothesis test performs better than either of the alternatives.
Finally, we apply mARM to test the two-predictor model of Santos and Veronesi (2006) , where stock returns are predicted by labor income to consumption and by dividend yield. Santos and Veronesi employ multiple-horizon OLS regressions while we employ single-horizon predictive regressions with bias correction, using mARM, following the proposition of Boudoukh et al. (2006) on the relationship between short and long horizon predictions. We find that the evidence for predictability of these economic ratios is substantially weaker than that reported by Santos and Veronesi (2006) . Stock and Watson (1993) propose regressions that are augmented by the errors {v t } of the regressors {x t } in a dynamic OLS method (DOLS) with a single predictor (see also Hamilton (1994) ). Their model assumes that the autoregressive process is I(1), meaningin our context-that the autoregressive parameter of the predictor series is known to be 1. In our model, the autoregressive coefficient matrix of {x t }, Φ, is not known and the estimation problem arises from the fact that its OLS estimates are biased in small samples, which in turn creates a bias in the estimated OLS coefficients of the predictive model.
This problem does not exist in DOLS.
The mARM methodology does assume that the {x t } process is stationary. This assumption is reasonable for a variety of applications of predictive regressions in Finance.
For example, Santos and Veronesi (2006) argued that "the restriction that [the log income/consumption ratio] is stationary rests on solid economic intuition: it is not reasonable to assume that consumption can grow to be infinitely larger than labor income, or, alternatively, that labor income can grow to be several times higher than consumption."
For a given sample size, the performance of the mARM method deteriorates as the autoregressive parameter matrix approaches the nonstationarity boundary. However, our simulations indicate that this deterioration is far less for the mARM method than it is for the existing methods for multi-predictor hypothesis testing, namely bootstrapping and ordinary least squares. Since the mARM test may be somewhat oversized, a predictor found to be statistically significant by mARM-based hypothesis testing should ideally be subjected to further scrutiny before being declared to have predictive power. On the other hand, since an mARM based p-value may be somewhat understated, a finding based on the mARM test that a predictor is insignificant can be considered trustworthy. (This occurs in several cases in the application we study here.) Empirical research in finance and economics often deals with multi-predictor, smallsamples models where the predictor variables are autoregressive and may thus be subject to the estimation problem pointed out by Stambaugh (1999) . For example, Keim and Stambaugh (1986), Fama and French (1988) , Pontiff and Schall (1998) and Keim and Madhavan (2000) estimate models where the excess stock return is regressed on the lagged values variables including dividend yield, book-to-market ratio, default yield premium, term yield premium and short interest rate, all being autoregressive and some are correlated with others. Also, Keim and Madhavan (2000) estimate the number of transactions in the exchange seat market as a function of the lagged seat prices, lagged change in the seat's quoted bid-ask spread and lagged absolute seat return, variables that are autocorrelated. Campbell, Lettau, Malkiel and Xu (2001) estimate the prediction of GDP growth by three measures of stock market volatility and find that they are jointly significant. In addition to these predictor variables being autoregressive, they are also contemporaneously negatively correlated with GDP growth, characteristics that are related to those in Stambaugh's (1999) model. Some multi-predictor studies use bootstrapping estimation with the predictors' coefficients set to zero (as under the null). Examples include Lettau and Ludvigson (2001) who predict stock returns by consumption in excess of labor income and asset wealth (CAY ), dividend yield, dividend payment, bond yield spreads (term and default) and real interest rate. Baker and Stein (2004) estimate the equity share of firms financing as a function of stock turnover and dividend yield, both being serially correlated, as well as lagged stock returns. Baker and Wurgler (2004) estimate a multi-predictor model of dividend initiation as a function of three lagged variables which are autoregressive: the dividend premium (the difference between the market-to-book ratios for dividend payers and non-payers), the Citizen Utility dividend premium (the ratio of stock prices of the dividend paying and nonpaying class of this company's stock) and the abnormal stock return at dividend announcements. Another model uses as predictors market-to-book ratio, dividend yield and tax rates. Other studies run diagnostics to check for potential bias and conclude that it is insignificant. Our paper proceeds as follows. Section II describes our proposed method of hypothesis testing in the multi-predictor case, based on a newly proposed estimator of the covariance matrix of the estimated slope coefficients. We also present results of simulations that compare the performance of our proposed method with that of methods previously proposed in the literature. In Section III we apply mARM to data from Santos and The overall model is given for t = 1, . . . , n by
where we define the (p × 1) vectors,
. . . 
The estimation procedure is briefly summarized as follows:
1) Use Nicholls and Pope's (1988) expression for the bias of the OLS estimatorΦ,
where,
is a p × p identity matrix, Σ x = cov(x t ), λ denotes an eigenvalue of Φ and the notation λ ∈ Spec(Φ ) means that the sum is for all p eigenvalues of Φ with each term repeated as many times as the multiplicity of λ. We estimate the bias b iteratively by repeatedly plugging in preliminary estimates of Φ and Σ v .
2) The preliminary estimator of Σ v is obtained as the sample covariance matrix of the residuals (x t −Θ −Φx t−1 ), ifΦ has all its eigenvalues smaller than 1 (Θ andΦ are the OLS estimator of the respective matrices). Otherwise, we use the Yule-Walker estimator, which is guaranteed to satisfy the stationarity condition,
3) The bias b is estimated iteratively. 
are the results from the previous iteration, are used to constructb (k) . Then,b 
Proof: See appendix. 
B Implementation
In the implementation, we make the approximation that E(b) is b, which is reasonable sinceΦ c is a low-bias estimator of Φ. Then, we can approximate (4)).
Note that the left-hand side of equation (4) 
(Equation (7) is a special case of (8) It is worth noting that for testing the significance of each β j , j = 1, . . . , p, formula (7) is sufficient. Formula (8) is necessary for joint tests involving all of the β j 's.
The following is a summary of the procedure for an example of a two-predictor model. 1) Regress x t on x t−1 (x t = (x 1,t , x 2,t ) ) to obtainΦ which is used to construct a reduced-bias estimatorΦ 
C Hypothesis Testing
Using mARM, we obtain the reduced-bias estimatorβ 
D Simulations
We use simulations to evaluate the performance of the mARM. We first estimate the pre- We use three non-diagonal choices of the AR(1) parameter matrix Φ.
Case 1:
both with
Case 3:
.0040 .9779
For all processes, we generated 1500 simulated replications.
In setting the parameter values of Φ we note that in general, the closer the largest absolute eigenvalue of Φ is to 1, the more nearly non-stationary is the multiple VAR (1) model. Here, the largest absolute eigenvalues in Cases 1, 2 and 3 are 0.928, 0.992 and 0.993, respectively. Case 2 is purposely designed to study a case that is close to nonstationarity. In case 3, the parameter values are estimated from the data in Santos and
Veronesi (2006) which we later use in the empirical section. In this model, quarterly stock returns are predicted by the ratio of labor income to disposable income and by the log dividend yield over the period 1948-1994.
D.1 Performance of Parameter Estimates
Consider first the results for Φ 1 and Φ 2 and recall that the coefficients' values are zero.
For Φ 1 and n = 50, the OLS regression generates biased average estimates, 6.47 forβ 1 and 8.24 forβ 2 . The mARM greatly reduces the average bias: 0.97 forβ 
INSERT TABLE 1 HERE
We also obtain that the our procedure of estimating the standard errors of the mARM The analysis examines the actual sizes that are obtained when the nominal size is 5%, using the same model parameters in all methods.
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We present results for individual coefficient tests-one (right)-tail test and two-tail tests-and for the joint Wald test.
INSERT TABLE 2 HERE
The results are presented in Table 2 . For individual tests of each coefficient β 1 and β 2 , the sizes under mARM tests are uniformly better-closer to nominal-than under OLS and both bootstrap-based tests. Consider, for example, the right-tailed test (Panel A, 1)
for β 1 . For Φ 1 and n = 50, the sizes under mARM is 6.4% (nominal size is 5%). For OLS, the respective size is 11.9% and under bootstrapping using OLS it is 11.8% when doing the bootstrapping using the estimate of beta 1 and 7.6% when using its t-value.
The size under bootstrapping when using the reduced-biasβ c 1 is 6.2% and when using its t-value, the size is 6.3%, similar to that obtained under mARM with a standard t-test.
7 See Hall and LePage (1996). 8 We also performed the hypothesis test for the nominal sizes 1% and 10%. The results are qualitatively similar.
It follows that the mARM-based simple t-test performs as well as the more cumbersome bootstrapping when using the estimated parameters from mARM, albeit with much less effort. It surely outperforms bootstrapping using OLS estimates, which produce inflated For the joint test of (β 1 , β 2 ) = (0, 0), the mARM-based test again improves on the bootstrap-based test. For Φ 1 and n=50, the size of the joint test under mARM is 9.1%
while it is 12.3% under OLS and 9.5% under bootstrapping. Again, the sizes are closer to nominal when the largest absolute eigenvalue of matrix Φ is not too close to 1 and when n is larger. Furthermore, the improvement of mARM over OLS and bootstrapping is greater under Φ 2 and n=50, i.e., when the potential bias problem is greater.
In Table 2 , Panel B we present results on the power of the tests, comparing the sizeadjusted power of mARM with that under bootstrapping. By construction, the power equals the nominal size at (β 1 , β 2 ) = (0, 0). The power for individual coefficients tests are roughly comparable for the two methods while the power is better under bootstrapping for the joint test. Of course, the size-adjusted test is infeasible for practical implementation.
For Case 3, as in cases 1 and 2, the mARM-based hypothesis test provides far more accurate size than the OLS-based and both bootstrap-based tests. The mARM-based bootstrap test generally performs better than the OLS-based bootstrap test, but both are strongly outperformed by our proposed mARM test based on straightforward t-values.
III Case Study: Santos and Veronesi Revisited
We apply our mARM to test the two-predictor model proposed by Santos and Veronesi The results are summarized in Table 3 . We consider two-predictor regressions, consisting of one of the ratios s w t,j , j = 1, 2, 3 together with the log dividend yield. Following 
IV Concluding Remarks
In this paper, we have proposed a hypothesis testing method for multi-predictor regression models and compared it to results obtained under the standard OLS and bootstrap method. Our method, denoted mARM (multi-predictor augmented regression) provides for both parameter estimation and hypothesis testing in a unified and convenient way.
We evaluated the performance of our method in a simulation study. The individual ttests, especially the right-tailed case, perform well in terms of size, and have size closer to nominal than tests based on OLS or on the bootstrap method. Our method also enables joint testing of all predictive coefficients using the Wald test which also has size closer to nominal than the two benchmark methods: OLS-based and bootstrapping. The advantage of the mARM test is greater when the sample size is small and/or the matrix of the regressors' vector autoregressive coefficients has eigenvalues close to 1.
We applied our methodology to estimate multi-predictor models where stock returns are predicted by variables employed in a previous study: log dividend yield together with an income/consumption ratio. We find that in a number of cases, the null hypothesis of no predictive power is rejected based on OLS and bootstrapping while it is not rejected based on mARM, implying that some previously-reported conclusions about the predictive power of certain economic variables may need to be revisited.
V Appendix A Proof of Lemma 1
We can write 
and for all j, k ∈ {1, . . . , p} with j = k,
and
Substituting y t from (9) in (10) and using (11) and (12) yieldŝ
The Lemma now follows, since e t has mean 0 and is independent ofr t andΦ c .
B Proof of Lemma 2
The matrix B is defined as in Lemma 1,
First, we show the independence between {e t } and {r jt }. which is formula (5).
As a special case, when i = j, formula (5) simplifies to
It remains to be shown that, 
Taking expectations of both sides and using the double expectation theorem yields formula (14) . Thus formula (6) is proved.
C Multi-predictor bootstrap procedure
The following describes the procedure employed for the bootstrap method. We illustrate here the bootstrap test of the null hypothesis β 1 = 0; the tests of β 2 = 0 and of the joint hypothesis β 1 = β 2 = 0 are analogous. We also implemented the bootstrapping method using mARM-estimated parameter values, e.g. usingβ c instead ofβ. In our simulations, we study the performance of both the OLS and mARM-based bootstrap methods. 
where β, x t , θ and v t are (2 × 1) matrices. Φ is a (2 × 2) matrix, i.e. Table 1 presents estimation results of the two-predictor model by OLS as well as by the multi-predictor augmented regression method (mARM). The five-step estimation procedure is described in Section II.B.
Three cases are considered. In Cases 1 and 2, the parameters are: α = 0, β = (0, 0) , The parameters are the same as in Table 1 . Results based on 1500 replications from the two-predictor models.
The results reported here are for the nominal size of 5%; results for nominal sizes 1%, 10% are similar. The sizes obtained from the multi-predictor augmented regression method (mARM) are compared with two methods: OLS and bootstrapping.
BS stands for the bootstrap method and the subscripts "β" or "t" imply that the test is based on the empirical distribution of the slope coefficient or its t-statistic, respectively. where R t is the value-weighted market excess return, s w t,j is the ratio of labor income to consumption, and log(DP ) is the log dividend yield. {v As discussed in Santos and Veronesi (2006), they suggested three labor income to consumption ratios, (j=1,2,3):
• labor income to consumption, s w t,1 = w t /C t , where w t is the labor income and C t is the consumption of nondurables plus services.
• employee compensation to consumption, s w t,2 = w ce t /C t .
• labor income to disposable income, s 
