In this paper we describe a method to combine dictionary coding and partial LFSR reseeding to improve the compression efficiency for test data compression. We also present a fast matrix calculation method which significantly reduces the computation time to find a solution for partial LFSR reseeding. Experimental results on ISCAS89 benchmark circuits show that our approach is better than either dictionary coding or LFSR reseeding, and outperforms several test data compression methods proposed recently.
INTRODUCTION
As technology advances, the amount of test data increases dramatically, which requires increased test time, test storage on the tester, and test data bandwidth between the tester and the chip. Consequently, there is a need for test data compression. One attractive approach for test data compression is to use Linear Feedback Shift Register (LFSR) reseeding [11] . Several methods based on LFSR reseeding have been proposed [6] [12] [13] [18] [20] [26] . Commercial tools based on LFSR reseeding have also been developed recently which include Mentor Graphics' TestKompress [21] and Synopsys' DBIST [24] .
Also, a lot of research effort has been done on using lossless source coding to compress test data. Many coding techniques have been proposed for test data compression, which include run-length coding [9] , Golomb coding [3] , FDR coding [2] , EFDR coding [16] , statistical coding [10] , variablelength index Huffman coding (VIHC) [5] and dictionary coding [14] [25] . Other test data compression techniques such as Illinois scan chain [8] , folding counter [7] , scan chain concealment(XOR network) [1] , mutation encoding [22] , Packetbased coding [17] and RESPIN++ [23] were also proposed.
LFSR reseeding based techniques are not efficient when the number of specified bits in each vector is very large. Source coding techniques can handle test data with a large number of specified bits. This suggests combining source Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. coding and LFSR reseeding to improve the efficiency of test data compression. In this paper, we describe a method that combines dictionary coding and partial LFSR reseeding for test data compression. In the rest of the paper, the proposed method is called CDCR (Combining Dictionary Coding and Reseeding) for convenience. The rest of the paper is organized as follows: Section 2 introduces the methodology of dictionary coding and LFSR reseeding. Section 3 presents our approach which combines dictionary coding and LFSR reseeding for test data compression. Experimental results on ISCAS89 benchmark circuits are shown in Section 4.
PREVIOUS WORK
We describe a dictionary-based test data compression approach proposed by Li and Chakrabarty [14] . Let's assume the precomputed test data consists of d test vectors, and there are m scan chains in CUT with each k bits long. A word is defined as data loaded into the m scan chains per clock cycle. So the length of the word is m bits and there are k words in each test vector. The total number of words is t where t = dk. If the total number of entries in the dictionary is w, then the length of the dictionary index is q bits where q = log 2w. In Li and Chakrabarty's method, a codeword consists of a prefix and a content. The prefix has only 1 bit and serves as an identifier that indicates whether the content is an index in the dictionary or a word not encoded into the dictionary. If the prefix is "1", the content is viewed as a dictionary index, which is q bits long. If the prefix is "0", the content is an uncompressed word of m bits. For the dictionary coding problem, vertices are test words and connecting edges indicate no conflicting specified bits. The dictionary encoding problem can be converted to a clique partitioning problem. The clique partitioning problem is described as follows: An undirected graph G consists of a set of vertices V and a set of edges E, where each edge connects two vertices. Given G = (V, E), a clique of the graph is defined as a subset, each pair of which is connected by an edge in E. A heuristic algorithm for clique partitioning problem is described in [14] . The computational complexity of this algorithm is O(t 3 ), where t is the number of vertices in G and t = dk.
The technique of LFSR reseeding to compress the test data was first proposed in [11] . At the beginning of each test vector, a r-bit seed is load into LFSR. If there is only one channel from ATE, then it will take r clock cycles for loading the seed. After the seed is loaded, the m scan chains are loaded by the LFSR for k clock cycles, where k is the length of each scan chain. For each specified bit in the test vector, there is a corresponding linear equation which is constructed based on the position of the specified bit, the structure of XOR network, and the number of clock cycles. The variables in the linear equation are the r bits in the seed loaded into LFSR. Solving all the linear equations for the corresponding 54.4 specified bits in a test vector will determine the r-bit seed to be loaded into LFSR. If the number of specified bits for each test vector is s, then r should be larger than smax + 20 to ensure that there is a solution for the linear equations, where smax is the maximum number of specified bits in one test vector [4] [11] .
There are 3 issues limiting the performance of basic LFSR Reseeding [11]:
1. Compression limit: The best compression that reseeding based methods can achieve is the total number of specified bits in all the test vectors.
2. Solvability: To ensure there is a solution, the number of bits in the seeds and the size of LFSR should be large enough. In order to reduce the probability of not finding a solution to be less than 10 −6 , r should be larger than smax + 20 [4] [11] .
3. Variation of the specified bits: The number of specified bits in each test vector can vary significantly, while the size of LFSR and the number of seeds loaded into LFSR for each test vector is a fixed number (i.e., r ∼ smax + 20). So the size of compressed data dr ∼ d(smax + 20) may be much larger than the total number of specified bits dsavg, where savg is the average number of specified bits in one test vector.
To address the 3rd issue mentioned above, Krishna, Jas and Touba proposed a method to use partial reseeding to improve the efficiency of LFSR reseeding [12] . The basic idea of partial reseeding is: a n-bit seed is loaded into the LFSR at the beginning of each test vector, where n ∼ savg. Instead of solving the linear equations for each test vector, all the linear equations for all the test vectors are solved together. To improve the solvability, the test vectors need to be reordered. The advantage of partial reseeding is that, the compression efficiency has been greatly improved. The disadvantage of partial reseeding is that, the linear equations for all the test vectors need to be solved together, which significantly increases the computational complexity. A solution could be to partition the test vectors into several groups and handle one group each time [12] .
COMBINING CODING AND RESEEDING
LFSR reseeding based techniques are not efficient when the number of specified bits in each vector is very large. Source coding techniques such as dictionary coding can handle test data with large number of specified bits. This suggests combining dictionary coding and reseeding to improve the efficiency of test data compression. In this section, we describe a method combining dictionary coding and partial reseeding for test data compression.
Methodology
The basic idea for CDCR is that, for those words not encoded into dictionary, partial reseeding is used to compress them. Different from the original partial reseeding proposed in [12] , a seed is loaded into LFSR for each word instead of for each test vector. Since reordering the words is impossible, it may be necessary to insert a "dummyword"(DW) between words to ensure the linear equations can be solved. A DW is equivalent to adding a n-bit seed into LFSR without loading the scan chain. Since more variables are added into the linear equations, the solvability of the linear equations is improved. An algorithm to determine where to add a DW is described below:
1. Initialize LFSR.
2. Choose the first m-bit word to be the current word.
3. Generate linear equations for the current word and see if the equations can be solved.
If yes (if pivoting is successful)
, choose the next m-bit word to be the current word, go back to step 3. Else, if the number of DWs added for the current word is larger than 10 (10 is a randomly chosen number), reconfigure the XOR network and go back to step 1. Else, add a DW and go back to step 3.
Similar to dictionary coding, each codeword consists of a prefix and a content. For those words can be encoded into the dictionary, a 1-bit prefix is used and the content has q bits. For those words cannot be encoded into the dictionary, a 2-bit prefix is used and the content has n bits. The first bit of the codeword is checked by the decoder to determine if it is a codeword for the dictionary. If the result is true, the remaining q bits are used as a dictionary index. If the result is false, the second bit of the codeword is checked by the decoder to determine whether a DW is used. If a DW is not needed, the remaining n bits are considered as seeds and are loaded into LFSR in n clock cycles. the scan chains are loaded for one clock cycle. If a DW is needed, the scan chains are not loaded. For dictionary coding, m + 1 bits are needed to encode those words not encoded into dictionary, while only n + 2 bits are needed for CDCR. For most cases, n m, so compared to dictionary coding, CDCR greatly improves the compression efficiency. Fig. 1 shows the hardware for CDCR. Compared to dictionary coding [14] , the m-bit shifter is replaced by a r-bit LFSR. A XOR network, which serves as the phase shifter, is added between LFSR and the multiplexer to eliminate the linear dependency. For many cases, r < m, so the size of LFSR is smaller than the m-bit shifter. It is shown in [14] that the size of the combinational logic for the dictionary is about 1000 logic gates for the ISCAS89 benchmark circuits, and is between 1000 to 2000 gates for two large size industrial circuits. The size of the XOR network is proportional to the number of scan chains. 
Figure 1: CDCR hardware
The limitation of CDCR is that, same as the dictionary coding, the decoding structure should be determined after the generation of the test patterns. The hardware overhead is also an issue for CDCR.
Fast Matrix Calculation
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Figure 2: The matrix for all the linear equations
Note that the upper-right part of the matrix in Fig. 2 only contains '0's. This is because the second seed has not been loaded into LFSR at the end of the first word and there are only 4 variables X1, X2, X3 and X4 for the first three equations. Therefore, the method of pivoting can be used to do the computation. The basic idea is described as follows: Instead of computing the matrix at the end of all the words, a pivoting step can be applied at the end of each word. The purpose of the pivoting step is to get rid of some variables and reduce the complexity of the matrix. The number of variables that can be eliminated is equal to the number of linear equations involved. For the sample in Fig. 2 , a pivoting step is shown in Fig. 3 which expresses three variables X 1, X2, and X3 by X4. The computation complexity for pivoting is 3 3 . 3 . The overall computation complexity for fast matrix calculation is 3 3 + 5 3 + overhead, which is much less than the original approach. If there are t words, then t − 1 pivots and 1 matrix solution is required. The computational complexity for each pivoting is O(n 3 ), so the computational complexity for fast matrix calculation is O(tn 3 ), while the computational complexity for the original approach is O(t 3 n 3 ). 
EXPERIMENTAL RESULTS
The CDCR method was applied to test data for several large ISCAS89 benchmark circuits. The test vectors are generated by Mintest program [19] . Same as [14] , The size of the dictionary was set to 128 (w = 128 and q = 7). Table 1 shows the compression results for 64, 128, and 200 scan chains. The size of the original test data (in bits) is shown in column 4. The remaining 15 columns show the size of the seed (n), the size of LFSR (r), the number of words not encoded into dictionary (t p), the number of DWs, and the compressed test data by CDCR for 64, 128, and 200 scan chains. For benchmark s13207 and s35932 when 200 scan chains are used, all words were successfully encoded into dictionary.
The size of compressed test data is determined by the number of scan chains, the number of words encoded into dictionary, the size of the seed, and the number of "dummyword" used. For example, for the benchmark circuit s38584, when the number of scan chains is 200 (m = 200), the total number of words is 1088 (t = 1088). Among the 1088 words, 559 words were encoded into dictionary while 529 words were encoded using partial LFSR reseeding. The number of dummy words used is 321, and the size of the seed is 21 (n = 21). So the size of compressed test data is 559 × 8 + (529 + 321) × (21 + 2) = 24022 bits. Table 2 shows the comparison of compressed test data between dictionary coding and CDCR. The right 6 columns of Table 2 compares compression results between dictionary coding and CDCR for 64, 128, and 200 scan chains. For most cases, the performance of CDCR is better than dictionary coding. For benchmark s13207 and s35932 when 200 scan chains are used, CDCR and dictionary coding have the same results. This is because all words were successfully encoded into the dictionary. The 5th column lists the total number of specified bits for each circuit. Note that the total number of specified bits is the compression limit for LFSR reseeding. For most cases, the compression result by CDCR is better than the compression limit for LFSR reseeding. Table 3 compares CDCR with several recently-proposed test data compression techniques such as EFDR [16] , variablelength input Huffman coding (VIHC) [5] , RESPIN++ [23] , XOR network [1] , mutation encoding + XOR network [22] , and LFSR reseeding with seed compression [13] . Table 3 show that CDCR outperforms all the other techniques (ex- [22] and LFSR reseeding with seed compression [13] ) for all benchmark circuits when m = 200. CDCR outperforms mutation encoding + XOR network [22] for 3 of 5 benchmark circuits and LFSR reseeding with seed compression [13] for 5 of 6 benchmark circuits.
The hardware overhead for the combinational logic of the dictionary and comparison of hardware between dictionary coding and selective huffman coding [10] were described in detail in [15] .
CONCLUSION
In this paper, we described a method that combines dictionary coding and partial LFSR reseeding to improve the efficiency of test data compression. We also presented a fast matrix calculation method which significantly reduces the computation complexity for solving the linear equations for partial LFSR reseeding. Experimental results for 7 large ISCAS89 benchmark circuits showed that our approach is better than either dictionary coding or LFSR reseeding, and outperforms several test data compression methods proposed recently.
