In this paper we analyze wave propagation in three-dimensional random media. We consider a source with limited spatial and temporal support that generates spherically diverging waves. The waves propagate in a random medium whose fluctuations have small amplitude and correlation radius larger than the typical wavelength but smaller than the propagation distance. In a regime of separation of scales we prove that the wave is modified in two ways by the interaction with the random medium: first, its time profile is affected by a deterministic diffusive and dispersive convolution; second the wave fronts are affected by random perturbations that can be described in terms of a Gaussian process whose amplitude is of the order of the wavelength and whose correlation radius is of the order of the correlation radius of the medium. Both effects depend on the two-point statistics of the random medium.
1. Introduction. In this paper the reflection and transmission of waves by a three-dimensional random medium are studied in a high-frequency regime. Our goal is to go beyond the paraxial wave equation that can only take into account sources that generate waves propagating along a privileged axis of propagation. Moreover, we would like to find a model that establishes a bridge between different models: the random paraxial wave equation, the random travel time model, and the O'DohertyAnstey theory.
The random paraxial wave equation is valid in a high-frequency regime when the source generates a narrow beam that propagates along a privileged axis through a weakly perturbed medium [12, 13, 14] . Along the main propagation axis it describes the random wave front perturbation in terms of a Schrödinger-type equation, but it does not model delay spread. It is very useful to describe laser beam propagation [5, 7, 11, 22] , time reversal in random media [1, 6] , underwater acoustics [23] or migration problems in geophysics [3, 15] .
The random travel time model is a simple model used in the high-frequency regime in order to account for very small and slowly varying fluctuations of the index of refraction of the medium. The random travel time model captures wavefront distortions in heterogeneous media but neglects amplitude modulations [21, 24] . It is widely used in adaptive optics for approximating wavefront distortions due to propagation in turbulent media [16, 25] .
The O'Doherty-Anstey theory is valid for wave propagation in one-dimensional or randomly layered three-dimensional media [4, 17, 18, 19] . It predicts that the wave is modified in two ways due to the fluctuations of the random medium: first the pulse profile is convolved by a deterministic kernel, and second the travel time is affected by a random delay. Both effects depend on the two-point statistics of the random medium.
Here we consider a source that generates spherically diverging waves that propagate in a random medium whose fluctuations have small amplitude and correlation radius larger than the typical wavelength, but smaller than the propagation distance.
We use asymptotic theory and separation of scales techniques to obtain a new model that is not limited to narrow beam propagation as is the random paraxial wave equation, and that takes into account amplitude modulation and delay spread in a manner similar to the O'Doherty-Anstey theory. We show that, compared to the case in which the medium is homogeneous, the waves are modified in two ways: first, its time profile is affected by a deterministic diffusion and dispersion process; second the wave fronts are affected by random perturbations that can be described in terms of a Gaussian process whose amplitude is of the order of the wavelength and whose correlation radius is of the order of the correlation radius of the medium.
The paper is organized as follows. We describe the transmission-reflection problem in Section 2. We introduce the wave field decomposition into generalized left-and right-going modes in Section 3. We define the transmission and reflection operators in Section 4 and give the integral representations of the transmitted and reflected waves in Section 5. In Section 6 we describe the transmitted and reflected waves when the medium is homogeneous in the high-frequency regime and in Section 7 we show how the waves are modified when they propagate through a random medium, which are the main results of this paper.
2. The Transmission-Reflection Problem. Following [13] we consider linear acoustic waves propagating in 1+d spatial dimensions with heterogeneous and random medium fluctuations. The governing equations are the equations of conservation of momentum and mass
where p ε is the pressure field, u ε is the velocity field, ρ ε is the density of the medium, and K ε is the bulk modulus of the medium. We moreover use the notation x = (x, z) ∈ R d × R for the space coordinates and the source is modeled by the forcing term F ε . It has the form
where ε is a small parameter. We denote by f x the transverse components of the source and by f z its longitudinal component. The amplitude scaling is chosen so that the wave field quantity of interest is of order one as ε → 0, but it is not so important as the wave equation is linear. The time duration of the source is short, of order ε p and its spatial support centered at (0, z s ) is also on the scale ε p . This source configuration generates spherically diverging waves.
We consider the situation in which a random slab occupying the interval z ∈ (0, L) is sandwiched in between two homogeneous half-spaces, and the source F ε is located to the right of the random slab at z = z s with z s > L. The medium fluctuations in the random slab (0, L) vary rapidly in space while the "background" medium is constant. The medium is assumed to be matched at the right boundary z = L. We allow for a possible mismatch at the boundary z = 0 and denote the background medium parameters in the two half-spaces z < 0 and z > 0 by ρ 0 , K 0 and ρ 1 , K 1 respectively:
The amplitude, ε p−1 , of the medium fluctuations is chosen so as to obtain a regime where the random medium effects are strong, but do not completely dominate coherent phenomena, in the limit ε → 0. That is, the magnitude of the medium fluctuations are chosen as the minimum value that results in the propagating wave being modified to leading order by the fluctuations of the medium.
The random field ν(x, z) models the medium fluctuations and we assume that it is a stationary and zero-mean random process and that it satisfies strong mixing conditions in z. Its correlation function is denoted by
We consider the principal scaling scenario:
As we will see this corresponds to wave spreading with random wave front perturbations. It is possible to analyze other scalings in the framework set forth, but the situation (2.6) gives rise to an interesting multiscale behavior. This is a regime that is very interesting to analyze from the physical viewpoint as it goes beyond classical homogenization. In the homogenization scaling the fluctuating medium parameters can be replaced by effective ones, corresponding essentially to an averaging or law of large numbers scenario. The situation we consider in this paper corresponds to a transition to a central limit theorem scenario. In this case the fluctuations in the wave field that corrects the homogenization description accumulate and they become leading order. We shall capture this effect by diffusion approximation results. Finally, note that the case η < 2 (resp. η = 2) corresponds to a statistically anisotropic (resp. isotropic) random medium. They will give rise to qualitatively similar but quantitatively different results. The scaling scenario (2.6) leads to a very different regime from that considered in for instance [13, 14] where the wavelength is very small compared to the transverse support of the source leading to the beam propagation situation described in terms of paraxial or Schrödinger equations. Here we will consider a novel decomposition that describes wide angle propagation. This setup is illustrated in Figure 2 .1. We remark that the effective medium parameters for bulk modulus and density are respectively K(z) and ρ(z) and they describe the wave propagation over (short) distances on the scale of several wavelengths. Over long, O(1), distances the random effects build up and modify the wave field, this is the phenomenon that we want to describe.
3. Wavefield Decomposition. Following the approach of [9] we now carry out a joint Fourier transform in time and transverse spatial coordinates. The main difference here is that in the random slab the medium fluctuations are varying transversally and not only in the longitudinal variable z as in the layered case analyzed in [9, Chapter 14] so that we arrive at a family of coupled mode equations parameterized by a transverse slowness vector κ similar to the situation in [14] . Outside of the random slab in (0, L) the mode equations decouple as in [9] . The goal with the decomposition that we present below is to obtain a splitting of the waves into locally right-and left-going (plane) wave modes in the z-direction (We shall refer to waves propagating in the direction with a positive z component as right-propagating waves). We look at high-frequency waves on the ε p time scale, which corresponds to using frequencies scaled as ω/ε p . We therefore introduce the specific Fourier transform of the pressurê
with a similar formula for the longitudinal velocityû ε and the transversal velocityv ε . The inverse transform is given by
with again a similar formula for the velocity field u ε = (v ε , u ε ). Taking the specific Fourier transform gives that (v ε ,û ε ) andp ε satisfy the system
Here α = p − η, we used the notation κ = |κ|,f denotes the unscaled specific Fourier transform:f
The jump relations through the source plane z = z s are given by
By eliminatingv ε we deduce that (û ε ,p ε ) satisfy the following coupled system for z ∈ {0, z s }:
Here and below we use the notations:
We remark that in the background or effective medium the modes with κ > c
are evanescent modes [9, Chapter 14] . For simplicity we will assume that the source functionsf x andf z are compactly supported in κ strictly below min(c −1
0 ) and in ω away from the origin. This means that the source does not emit a perfectly symmetric spherical wave, but a wave with a large aperture (of order one). We next define the mode-dependent background speed and impedance
We remark that 1/c(κ, z) corresponds to the longitudinal (z-direction) slowness associated with the homogeneous medium so that z/c(κ, z) is the time it takes for a right-propagating wave to go from the origin to the point (0, z). We introduce the associated phase
We now introduce the complex amplitudesÂ ε andB ε of right-and left-propagating modes respectively:
They are solutions of
Note that in (3.12-3.13) the random medium fluctuations introduce a coupling between modes at nearby transverse slowness vectors κ. Motivated by this we definê
and we arrive at the leading mode coupling equations for z = 0, z s :
Since η < p/2 and α = p − η, we have 2α > p and ε 2α ≪ ε p , therefore:
and we can replace the above mode coupling equations for z ∈ (0, L) by:
Thus, the plane wave mode amplitudes are coupled only due to the random medium fluctuations. In sections of constant parameter the splitting decomposes the field into uncoupled right-and left-propagating wave field components. Therefore, the local amplitudes are z-independent in the sections z < 0, L < z < z s and z s < z and we denote them respectivelyâ ε =â Figure 3 .1. We now use the fact that the only source term is at z = z s . By assuming that no energy is coming from +∞ and −∞, we get the radiation conditionŝ
see Figure 3 .1. We then obtain the general expression for the wave in the left homogeneous half-space z < 0 :
Similarly, the wave field in the homogeneous region z ∈ (z s , ∞) has the form
Using the definitions (3.10) and (3.11) for mode amplitudes and the expressions (3.3) and (3.4) for the jumps inû ε andp ε , we deduce the jump conditions at z = z s for the mode amplitudes:
Boundary conditions for the modes in the presence of an interface at z = 0, a random slab (0, L), and a source at z = zs.
Taking into account the second radiation condition in (3.19) we then havê
At the end of the slab, at z = 0, there are jumps in the "effective" parameters K(z) and ρ(z) corresponding to an interface which generates strong reflections associated with partial transmission. We deduce now the interface reflection and transmission coefficients that describe this phenomenon. Recall the decomposition (3.10-3.11-3.14) for the wave field. Below we use this decomposition and the continuity conditions on the fields p ε and u ε at z = 0, and thus also onp ε andû ε , to derive transmission and reflection coefficients.
First, we introduce the parameters
where we have r
This gives the jump condition at the interface, using (3.10) and (3.11) we now get that to leading order
The approximation that consists in replacing r ± (|κ + ε α λ|) by r ± (κ) introduces a negligible error in our asymptotic framework. The mode-dependent interface reflection coefficient R I (κ) and transmission coefficient T I (κ) are then defined by
with the subscript "I" representing "Interface." Then we have
Recall that we assume that the medium is matched at the right end of the random medium z = L and thus the interface reflection coefficient is zero and transmission coefficient unity at the termination of the random medium at z = L. We thus havê
The mode amplitudesb ε (ω, κ, 0, z = L) describe the incident wave, the amplitudeŝ a Finally, the existence of conserved quantities turns out to be interesting from the physical point of view and useful for the proof of the relative compactness of the reflected and transmitted wave fields. It follows from the relation (3.34) that we derive below. We can check from (3.12-3.13) that, for any ω the integral
is conserved in z ∈ (0, L). Applying this relation at z = 0 and z = L and using the boundary conditions (3.30-3.33) we obtain that, for any λ,
4. Reflection and Transmission Operators. We now make use of an invariant imbedding step and introduce transmission and reflection operators via the following ansatzb
Using the mode coupling equations (3.17) and (3.18) we find that the kernels
using the notation
This system is complemented with the initial conditions at z = 0:
The transmission and reflection operators evaluated at z = L carry all the relevant information about the random medium from the point of view of the transmitted and reflected waves, which are our main quantities of interest.
5. Reflected and Transmitted Wave Fields. We will be able to obtain "effective" distributional characterizations of the reflection and transmission kernels. We will illustrate the application of such characterizations by analyzing the transmitted and reflected wave fields parameterized as:
where t tr (x) and t ref (x) are the expected arrival times of the coherent transmitted and reflected wave fronts defined by (6.3) and (6.6) below. That is, in (5.1) and (5.2) we "open a time window" on the scale of the source centered at the expected arrival times of the coherent wave fronts.
Integral Representations.
In view of (3.20) and (4.1) the transmitted wave field can be expressed as
and similarly:
We here assume R I = 0 so that there is a front associated with the reflection from the interface at z = 0. The transmitted velocity field is
and similar formulas hold for the reflected velocity field.
Energy Conservation.
The transmitted, reflected, and incident energy flux densities (through the transversal planes z = 0 and z = L) are
The total transmitted, reflected, and incident energy fluxes are
Using the conservation relation (3.34) we find that
which expresses the fact that the energy fluxes through the plane z = 0 and through the plane z = L are equal. The transmitted, reflected, and incident surface energy densities are
The total transmitted, reflected, and incident surface energies are
Therefore the conservation relation (3.34) and the fact thatŜ(ω, κ) supported in κ strictly below min(c −1
Similarly, using the conservation relation (3.34) and the fact thatŜ(ω, κ) is bounded in κ and in ω we find that, for any integer q,
In the next sections we derive effective models that allow us to characterize p 6. Transmission and Reflection in the Homogeneous Case.
6.1. The Transmitted Field. In the homogeneous case we have in view of (4.3) and (4.4)
Using (3.24) and (5.3) we find that
We next use a stationary phase argument as in [9, Chapter 14] . The stationary phase point solves
and the stationary slowness vector κ tr is explicitly
This value for the slowness vector corresponds to the plane wave mode
that is moving in the direction (κ tr , −1/c 1 (κ tr )) or equivalently (x, −z s ). This is the direction of the vector from the source point center (0, z s ) to the point of observation (x, 0), see Figure 6 .1. The rapid phase in (6.1) is given by
The integration in ω renders the integral vanishingly small in the small ε limit unless we choose t to cancel the rapid phase term. This corresponds to the fact that there is a phase front arriving at In the case with d = 2 (which corresponds to a three-dimensional medium) the stationary phase calculation (after the change of variable κ = κ tr (x) + ε p/2 ξ) now gives
forT
and the prime stands for a derivative with respect to s. We discuss in Section 7 how this picture is modified in the case with random medium fluctuations.
6.2. The Reflected Field. Next, we consider the reflected wave field. A similar stationary phase calculation as in the previous subsection gives lim ε→0 5) in the case d = 2 and
The stationary slowness vector corresponds to the one associated with the ray that goes from the source point (0, z s ) and is reflected via specular reflection at z = 0 and then goes through the point of observation at (x, L), see Figure 6 .2. The arrival time of the pulse, t ref (x), corresponds to the travel time along the reflected ray from the source point to the point of observation.
7. Transmission and Reflection in the Random Case. We focus here on the characterization of the transmitted field. The results for the reflected field follow from a generalization of the argument presented below and they are presented in Subsection 7.4.
A Priori Estimates.
We first state a priori estimates for the transmitted field.
Lemma 7.1. There exists C > 0 such that, uniformly in ε and in s 0 , s 1 ,
Proof. Using the Sobolev's embedding L ∞ (R) ⊂ H 1 (R), there exists a constant C sob such that
Using the estimates (5.6-5.7) yields the first result of the lemma:
By Cauchy-Schwarz inequality, we have
The integral in x of the last term in the inequality can be bounded uniformly as above.
Convergence of Moments.
In this subsection we give the results concerning the convergence of the moments of the transmitted field.
Proposition 7.2. For any fixed x ∈ R d the transmitted wave field traces at nearby observations points y j and times s j , j = 1, . . . , n, have the following limits
Here the limits are understood in the sense of moments. 
The process (Θ x,L (y)) y∈R d that gives the random time shifts is a Gaussian process with mean zero and covariance
where
4)
and 
The convolution kernel (A x,L (s)) s∈R is deterministic and its Fourier trans-
form is given byÂ
This proposition shows that the random medium produces a deterministic pulse broadening and dispersion effect combined with a random travel time perturbation, or equivalently a random perturbation of the wave front. For p > 2, we do not observe any time deformation, but only a random time delay that gives a wavefront distortion. For p < 2, the time deformation has the form of a Gaussian convolution. Eq. (7.2) shows that the random wave front distortions have a transversal correlation radius of order ε η and an amplitude of the order of the wavelength ε p . Since ε p ≪ ε η the curvature of the wave front is only weakly perturbed (see Figure 7 .1). The proposition can be generalized to get the following results. Proposition 7.3. The transmitted wave field traces at observation points x j + ε η y j and times s j , j = 1, . . . , n, have the following limits
where the random time shifts Θ xj ,L are Gaussian processes with the covariance functions (7. 3) and they are independent from each other when the offsets x j are distinct. Proof of Proposition 7.2. We seek to characterize the limits of the moments of the random field
for a fixed x. The joint moment of order m = (m l ) n l=1 :
can be written in the form of an integral with respect to the variables ω j,l , κ j,l , λ
where we have defined
, with t tr (x) is given by (6.3). The last term of the rapid phase can also be written as
In view of the stationary phase analysis of the previous section we make the change of variables κ j,l → ξ j,l :
where the rapid phase localizes the main contribution to an O(ε p/2 )-neighborhood of the stationary point, that is integration on a neighborhood of the origin for ξ j,l and where κ tr (x) is defined in (6.2). The rapid phase is therefore of the form (using
where H(κ) is the Hessian matrix of the function κ → z s /c 1 (κ), whose determinant is 
(7.10)
Here we have not taken into account the term ξ j,l ε p/2 in the second argument of T ε because it disappears in the asymptotic framework ε → 0 since ε p/2 ≪ ε η (p/2 > η). Let m ∈ N and ω 1 , . . . , ω m ∈ R be m distinct frequencies. We show in Appendix A that the following moments of the modified transmission kernels converge as ε → 0
where k x = ωcos(θ x )/c 1 . It is then easy to see that
where the limit process T is of the form
with (Θ x,L (y)) y∈R d a stationary Gaussian process with mean zero and covariance function (7.3). The substitution of (7.12) into (7.9) leads to the correct asymptotic limit. Finally, for the time trace at the point (x, 0) we find the characterization:
where the Fourier transform of the kernel A x,L is given by (7.6). We see that the medium fluctuations produce a deterministic pulse broadening and dispersion effect combined with a random travel time perturbation. More generally, the wave field traces at nearby observations points y j and times s j , j = 1, . . . , n, have the limits (7.2), when the limit is understood in the sense of convergence of moments.
7.3. Weak Convergence. In this subsection we prove the weak convergence of the transmitted wave field.
, where the limit is deterministic and given by
(7.14)
the kernel whose Fourier transform is given bŷ
w is the L 2 space equipped with the weak topology. As a matter of fact, the convergence holds in probability since the limit is deterministic. This proposition shows that the transmitted field locally averaged in the transverse direction is selfaveraging and experiences a deterministic spreading and dispersion described by the kernel A ave x,L (s). The local spatial average has averaged out the random perturbation of the travel time, because the transverse correlation radius of these perturbations is of order ε η as shown in Proposition 7.2. Proof. Lemma 7.1 shows that the process p
Moreover, the first estimate in the lemma shows that, for any function φ ∈ L 2 the random process (X ε φ (s)) s∈R defined by
is uniformly bounded in ε. Therefore, the finite-dimensional distributions are characterized by the moments of the form
Therefore it is sufficient to show the convergence of the moments for a dense subset of functions φ l , say compactly supported continuous functions. For small ε the moments can be written as multiple integrals
Here we have used a stationary phase argument to show that, as ε → 0, we have
Using the same approach as in the previous section we obtain that
for distinct κ j,l become independent for different κ j,l in the limit ε → 0. This implies the convergence of the moment to
which gives the convergence of the finite-dimensional distributions, which in turn implies the weak convergence in 
Convergence of the Reflected Field.
The results for the reflected wave read as follows. They are obtained using the same method as the one used for the transmitted wave.
Proposition 7.5. The reflected wave field traces at observation points x j + ε η y j and times s j , j = 1, . . . , n, have the following limits
. ( 18) where 19) and 
s∈R is deterministic and its Fourier transform is given byÂ 22) where
k is defined by (7.7) . The results for the reflected field are similar to the corresponding ones for the transmitted field, if we select the correct angles θ ref,x and the correct propagation distances. The result can be predicted from the ones of Subsections 7.2-7.3 if we assume that the random effects on the way from z = L to z = 0 are independent from those on the way back from z = 0 to z = L. The rigorous analysis show that this prediction is correct provided the observation point x is different from 0. If the observation point x = 0 (which corresponds to the backscattered direction) then the result is more complex: it is still described by the asymptotic formula (7.17) , the pulse deformation is described by the kernelÂ ref,0,L (ω) defined by (7.22) , but the random time shift has the covariance (7.21) that has a more complex structure than (7.18). The more complex structure comes from the fact that, when the observation point is x = 0, then the wave revisits the same region during its propagation from z = L to z = 0 and from z = 0 to z = L. The random time shift is not locally stationary anymore, and we have in particular
which is twice larger than in the case x = 0:
The following proposition shows that the reflected field locally averaged in the transverse direction is self-averaging and experiences a deterministic spreading and dispersion. 
(7.23)
the kernel whose Fourier transform is given bŷ
(7.25) 7.5. Relation with the O'Doherty-Anstey Theory in Randomly Layered Media. The O'Doherty-Anstey theory [19] describes pulse propagation in a onedimensional random medium. It predicts that the transmitted wave front in the random medium is modified in two ways compared to propagation in a homogeneous medium [4, 17, 18] . First, its arrival time has a small random component, on the scale of the pulse duration, that has mean zero and Gaussian statistics. Second, if we observe the wave front near its random arrival time, then we see a pulse profile that, to leading order, is deterministic and is the original pulse shape convolved with a deterministic kernel that depends on the second-order statistics of the medium. In the case when the typical wavelength is larger than the correlation length, this kernel is Gaussian.
We consider the acoustic wave equation in random medium (2.1-2.3) in the onedimensional case with p ∈ (0, 2] (a one-dimensional situation corresponds to taking η < 0 in the model (2.3)). The pressure field satisfies
We assume an initial pulse with a time duration of order ε p . The O'Doherty-Anstey theory then predicts that the transmitted pulse front can be described as follows [9, Chapter 7] :
1) The wave front p ε (τ ε (L) + ε p s, L) s∈R observed in the random frame moving with the random travel time 
the random perturbation of the travel time given by the integral of the fluctuations of 1/c ε along the unperturbed, straight ray from y to x,
This zero-mean random travel time perturbation acquires Gaussian statistics in the limit ε → 0, and its covariance is described by
This is exactly the structure of the random travel time described in (7.3). Furthermore, our theory (7.6-7.7) in the regime p > 4 also predicts that there is no pulse deformation. This shows that the results derived in our paper allows us to derive rigorously the random travel time model as a special case of our more general model.
7.7.
Relation with the White-Noise Paraxial Model. The white-noise paraxial model is valid when the source generates a beam that propagates along a privileged axis and when the fluctuations of the medium have small amplitude and correlation radius of the same order as the beam width. Then there is no backscattering and the effective propagation is governed by an Itô-Schrödinger-type equation which describes the wave front distortions.
The standard white-noise paraxial wave model is obtained when the random medium is of the form K ε (x, z)
) and when the source is of the form [14] . This seems close to the model (2.2-2.3) with p = 4, η = 2, except that the source is different: its transverse spatial support is large and it gives rise to a beam with small aperture instead of a diverging wave field. Furthermore the condition p/2 > η that is necessary in our model is not fulfilled in the white-noise paraxial conditions (which is such that p/2 = η). When the source and random medium are x-independent, then it turns out that the two models coincide formally. Indeed the transmitted wave along the axis x = 0 predicted by the white-noise paraxial wave model in this particular situation then reads [14, Proposition 3.1]
where Θ L is a Gaussian random variable with mean zero and variance
This is in formal agreement with Proposition 7.2 (in the case when p = 4 and the problem is x-independent). Another random paraxial model is derived in [13] in a different scaling regime, when the random medium is of the form K ε (x, z) −1 = K −1 1 (1 + εν(x/ε, z/ε 2 )) and when the source is of the form F ε (t, x, z) = f (t/ε 2 , x/ε)δ(z − z s ). This seems again close to the model (2.2-2.3) with p = 2, η = 1, except that the source gives rise to a beam instead of a diverging wave field and that the condition p/2 > η is not fulfilled. When the source and random potential are x-independent, then it turns out that the two models coincide formally. Indeed the power transmission coefficient predicted by the paraxial model in this particular situation then reads [ , which is in formal agreement with (7.11) (in the case when p = 2, η = 1, m = 2, y 1 = y 2 = 0, ω 2 = −ω 1 = ω, and the problem is x-independent).
These two formal comparisons show that the model derived in our paper goes beyond the random paraxial model, moreover, that both models give the same predictions in the special situations when they are both valid.
8. Conclusions. In this paper, for a general high-frequency regime, we have obtained by a separation of scales technique a simple model that accurately describes wave propagation in random media. This model is characterized by two main ingredients: a deterministic convolution of the pulse profile and random wave front perturbations described in terms of a Gaussian process. This new model can be reduced to the random travel time model or to the O'Doherty-Anstey model in the appropriate regimes of propagation. Our model goes beyond the paraxial regime and gives the same prediction as the white-noise paraxial wave equation model when they are both valid. Therefore, the simple model deduced in this paper captures many important phenomena, such as power delay spread and multiple scattering, and it can be used to analyze communication and imaging problems in complex environments. × C (η)
By taking the transform: This gives the desired result.
