ABSTRACT This paper describes a lane-changing motion planning model for intelligent vehicles under constraints of collision avoidance in dynamical driving environments. The key innovation is decoupling the longitudinal and lateral motion planning to realize trajectory re-planning in a normal lane-changing process to prevent collisions. The longitudinal planning model decides a collision-free termination point of motion through planning the longitudinal acceleration and velocity. Taking the termination time as input, the lateral planning model plans the optimal reference trajectory for normal lane-changing maneuvers or re-plans the lane-changing trajectory to eliminate potential accidents. When traffic states have variations that may bring about the collisions, the termination point can be updated through the longitudinal planning model, based on which the lateral planning model makes adjustments to the pre-planned trajectory to complete the lane-changing successfully or return its original lane. The simulation results show that the proposed model not only can handle the general motion planning problem but also can re-plan trajectories in emergent conditions to ensure safety, while vehicle dynamics retain in a stable state during the lane-changing or returning maneuvers.
society [13] . This topic has been extensively investigated in literature, starting from the development of mobile robotics applications [14] . The most relevant vehicle lane-changing motion planning techniques in literature can be roughly divided into five categories, i.e., the graph search-based planner, the sampling-based planner, the interpolating curve planner, the numerical optimization planner, and the mechanism model-based planner [15] .
In the graph search-based planner, the heuristic algorithms are often used. Yang et al. developed a modified Dijkstra algorithm to determine the shortest lane-changing path [16] . Madås et al. introduced the state lattice algorithm in vehicle automotive collision avoidance systems. The state lattice algorithm can be extended in some complex conditions with a proper planning precision [17] . The graph search-based planner is effective for planning a collision avoidance path when the obstacles are static and vehicle speed is not high. As a result, it is not applicable in dynamical traffic environments with moving obstacles.
One classical sampling-based path planning algorithm is the rapidly-exploring random tree (RRT) algorithm, which is suitable for planning obstacle avoidance paths for mobile robots. It can also be employed by the intelligent vehicle after some improvements. For instance, Lan and Cairano proposed a two-stage RRT algorithm to plan the safe lane-changing path of a semi-autonomous vehicle [18] . The RRT algorithm is able to provide a fast solution in real time. However, the path generated by RRT is jerky [19] . Therefore, this method is not widely used.
The interpolating curve planner is the most widely used lane-changing trajectory planning technique because it can take the vehicle dynamic and kinematic characteristics into account. It can be used to plan trajectories in some complex driving environments with moving obstacles and multi-lanes, or even in some emergent conditions. Presently, there are many standardized lane-changing trajectories in this planner. Mehdi et al. studied a collision avoidance algorithm based on piecewise B'ezier curves, which could check for possible collisions with surrounding vehicles [20] . Zhu et al. applied a sinusoidal trajectory model in lane-changing assistance system to realize the personalized planning [21] . Schnelle et al. took the modified hyperbolic tangent function to generate the desired lane-changing path for the driver in a personalized driver steering model [22] . Besides, the hyperbolic tangent-based path was used by Suh et al. in a stochastic lane-changing decision system to limit the vehicle maximum lateral acceleration [23] . In the personalized driver steering model, Schnelle et al. also tried to use the spline as the path model [24] . In order to control the maximum curvature, the clothoid model and the trapezoid acceleration model were developed [25] . Funke and Gerdes presented a lane-changing model that integrated clothoid and circulars to obtain the realtime trajectory [26] . Soudbakhsh et al. developed a trapezoid acceleration model to limit the maximum lateral acceleration of lane-changing [27] . In addition, the polynomial trajectory has also received extensive attention. Wang et al. employed the cubic polynomial to plan the trajectory in a vehicle automatic lane-changing system [4] . Wang et al. used the quintic polynomial to generate the driver's desired trajectory in vehicle lane-exchanging maneuvers [7] . Do et al. proposed a two-segment lane-changing model for intelligent vehicles to mimic the human-driver, the quintic polynomial was used in the lateral model [28] . You et al. also applied the quintic polynomial trajectory in their studies [29] . The polynomial trajectory is very popular because the order of which can be tuned to achieve desired performances [30] , [31] . The cubic polynomial trajectory has a smooth lateral velocity by setting the constant of its first derivative to 0, the quintic polynomial trajectory has a smooth curvature by setting constants of its first and second derivatives to 0, and the seven-order polynomial has a smooth jerk of lateral acceleration by setting constants of its first, second, and third derivatives to 0 [32] [33] [34] .
The numerical optimization planner is often combined with other methods to find an optimal trajectory, such as the A * algorithm [35] and the polynomial [36] , therefore, a hierarchical planning architecture is often designed in this planner [37] . Lim et al. presented a hierarchical trajectory planning strategy for autonomous driving, the samplingbased approach was used at the behavior planning level and the optimization was conducted at the trajectory planning level [38] . Nilsson et al. selected inter-vehicle traffic gap and time instance as optimization variables in lane-changing maneuvers, they are solved by two convex quadratic programs [39] . Numerical optimization technique was also used by Li et al. to design the cooperative lane-changing strategy in the highway [40] . In this planner, constraints on vehicle dynamics and geometric elements can be considered to obtain the feasible results.
The mechanism model-based planner includes the artificial potential field (APF) algorithm and the driver model-based algorithm [41] , [42] . Wolf and Burdick used APF to plan the lane-changing trajectory in a collision avoidance scenario [43] . Ji et al. constructed a 3-D virtual dangerous potential field in the vehicle collision avoidance system [44] . Zhou et al. proposed a lane-changing model from the driver's vision view [45] , and Xu et al. developed a driver's lateral acceleration decision model to plan the lane-changing trajectory [46] . The APF algorithm generates the trajectory along the steepest potential gradient, but it cannot handle vehicle kinematic constraints. The driver model-based method can realize the personalized planning [47] . Nevertheless, to realize the personalized control based on planning is difficult because the driving style is changeable.
The aforementioned methods are summarized in Table 1  [15] , [19] , [48] . Conclusions from Table 1 show that these conventional techniques have their own applications. However, none of these researches are able to deal with a potential collision that arises in the lane-changing process of the vehicle in dynamical environments. When traffic states have variations that may bring about accidents, the subject vehicle needs to re-plan the reference trajectory to prevent collisions. There are three steering scenarios for the subject vehicle: I. Surrounding vehicles do not pose threats to the subject vehicle, while the subject vehicle completes lane-changing normally. II. When there are potential collisions in the current environment, the subject vehicle needs to correct the pre-planned trajectory to accomplish lane-changing. III. When the normal and the corrected lane-changing schemes are all infeasible, the subject vehicle has to return to its starting lane. Therefore, it requires a method to realize trajectory re-planning in lane-changing course to ensure driving safety of the subject vehicle.
For conventional methods, reference trajectories are planned based on the assumption that the surrounding traffic states retain constant in the lane-changing period. As a result, the reference longitudinal termination points of lane-changing are fixed at the beginning, and these conventional techniques without dynamical correction abilities can only plan reference trajectories between two fixed points. Starting from the limitations of these conventional approaches, this paper proposes a motion planning strategy that includes the longitudinal and lateral planning models. The longitudinal model determines the collision-free termination point in the current driving condition, this termination point can be updated according to specific traffic states, and the lateral model can plan a feasible trajectory from the vehicle's current position to the varying destinations. The main advantages of this approach over conventional planners are highlighted as follows:
1) The subject vehicle is able to correct the reference trajectory to accomplish lane-changing when surrounding vehicles change in accelerations or motion directions. Such variations may bring about collisions if the subject vehicle travels along the fixed reference trajectory.
2) The subject vehicle is able to return to its original lane when it perceives that the current lane-changing scheme is infeasible, and this scheme cannot be corrected to eliminate potential accidents. VOLUME 7, 2019 This paper is organized as follows: Section II includes basic definitions and statements of this paper. Section III introduces the longitudinal motion planning model. In Section IV, the lateral motion planning model and trajectory optimization methods are presented. Section V builds the vehicle stability evaluation system to test the vehicle lane-changing performance. Section VI highlights the application of the proposed motion planning model in dynamical driving environments, comparisons are also conducted in this section. Section VII summarizes the paper.
II. BASIC DEFINITIONS AND STATEMENTS
This research aims at planning trajectories for intelligent vehicles in dynamical traffic environments, as seen in Fig. 1 . Based on such information, the planner decides the termination point, and then plans a reference lane-changing trajectory from the start position to the destination. During the normal lane-changing maneuver of the subject vehicle, there are two cases that may lead to trajectory re-planning. First, the lead vehicle decelerates, or the lag vehicle accelerates, and the subject vehicle would collide with them if it travels along the preplanned trajectory. So the subject vehicle needs to correct the reference trajectory. Second, when the separated vehicle cuts into lane 2, the subject vehicle has to return as the trajectory of the separated vehicle is unpredictable. Based on the above analysis, some terms in this paper are defined as follows:
1) The termination point: it includes the longitudinal destination and the termination time of motion.
2) Pre-planned trajectory: it is the reference trajectory planned at first and relative to the re-planned trajectory.
3) Normal lane-changing maneuver: the subject vehicle completes lane-changing along the pre-planned trajectory without adjusting the termination point until the lane-changing finishes.
4) Trajectory re-planning: it includes the schemes of trajectory correction and trajectory reentry. 5) Trajectory correction: the vehicle adjusts the preplanned termination point and plans a new trajectory in the normal lane-changing process when it predicts collisions. The re-planned destination is still in the target lane, the vehicle can still accomplish lane-changing. 6) Trajectory reentry: the vehicle re-plans a reference trajectory from the current position to its starting lane when the normal lane-changing strategy and the corrected strategy are all infeasible.
The scenarios of the normal lane-changing, the trajectory correction, and the trajectory reentry are illustrated in Fig. 2 . At first, the planner provides the normal reference trajectory for the subject vehicle, as shown in Fig. 2(a) . When the subject vehicle predicts collisions in the normal lane-changing process, the longitudinal model re-plans a collision-free termination point through re-planning the longitudinal acceleration and velocity. Using this termination point as input, the lateral model re-plans a smooth reference trajectory for the vehicle to finish lane-changing, or return, as shown in Fig. 2(b) and Fig. 2(c) , respectively. In the course of motion, the subject vehicle monitors surrounding traffic states in real time and feeds them back to the decision-making module, which makes. This paper focuses on the motion planning method, while the decision-making mechanism and the vehicle-to-vehicle communication technique are not within the research scope.
III. LONGITUDINAL MOTION PLANNING MODEL A. BASIC LONGITUDINAL MOTION PLANNING MODEL
The control input for vehicle in longitudinal is the longitudinal acceleration, which is adjusted by the opening of the throttle, or the pressure of the brake pedal [49] . Therefore, the longitudinal acceleration in the lane-changing process could be planned directly. By analyzing characteristics of longitudinal motions in previous researches [7] , [25] , this paper proposes a sinusoidal function-based model that decreases exponentially to plan the longitudinal acceleration in geodetic coordinates, i.e.,
where a x (t) represents the longitudinal acceleration with time, A, B, and C are model parameters, B >0. Based on (1), the longitudinal velocity is planned as:
with
where v x (t) denotes the longitudinal velocity and v x0 is the initial value. Defining the longitudinal start position as x 0 , the longitudinal displacement is planned as:
with:
According to (1) and (2), the vehicle longitudinal motion characteristics affected by parameters A, B, and C are illustrated in Fig. 3 . In Fig. 3 , peak values of longitudinal accelerations and velocities increase with the increase of A, and decrease with the increase of Band C. Fig. 3 shows that the longitudinal motion is smooth, which is good for driving experiences [50] . So the proposed longitudinal planning model has the potential to be applied in realistic.
B. TERMINATION TIME OF NORMAL TRAJECTORY
In the normal lane-changing maneuver, the longitudinal model determines the longitudinal destination and the lane-changing duration through planning longitudinal motions. In Fig. 1 , the start time and initial longitudinal position of lane-changing are 0. Variables to be planned are A, B, and C, which are solved from the following problem: 
where t s is the start time of lane-changing, t f is the termination time of lane-changing. In (6), the first target is to minimize the variance of longitudinal acceleration, the second target is to limit the maximum longitudinal displacement, and the last target is to minimize the error between the subject vehicle and the lead vehicle in the target lane, as the driver usually hopes to decrease this error when lane-changing finishes [31] . w 1 , w 2 , and w 3 are weights of three targets,Dis the standard variance of longitudinal acceleration,xis the standard longitudinal displacement, v x is the standard speed difference. v xF (t), v xR (t), v xLe (t), v xLa (t) represent the longitudinal velocity of the front vehicle, the rear vehicle, the lead vehicle, and the lag vehicle, respectively. a xF (t), a xR (t), a xLe (t), and a xLa (t) indicate the longitudinal acceleration of the front vehicle, the rear vehicle, the lead vehicle, and the lag vehicle, respectively. v x (t hf ) andx(t hf ) are calculated by bringing t hf into (2) and (4), respectively, as well as solutions of v x (t f ) and
, and L La (t s ) mean the longitudinal distance between the subject vehicle and surrounding vehicles at the start. l vM denotes the length of the subject vehicle,l vF and l vLe denote the length of the front vehicle and the lead vehicle, respectively.d is the standard safe distance. a xmax is the threshold of longitudinal acceleration, and j xmax is the threshold of longitudinal jerk. SD is the stopping sight distance [51] , e.g., for the subject vehicle, the stopping sight distance at t f is calculated as:
where µ is the road friction coefficient, f is the grade of µ, and t p is a perception-reaction time. The remaining stopping sight distances in (6) are calculated by the same method.
In (6), the first two constraints ensure the subject vehicle maintains a safe distance with the front vehicle and the rear vehicle in the lane-changing period. The third and fourth constraints ensure a safe terminal position of the subject vehicle in the target lane [52] . However, it is quite difficult to obtain the global optimal solution as (6) is a multivariate nonlinear optimization problem. Considering that there is no equality constraint, the interior penalty function (IPF) algorithm is recommended to deal with such problem [53] . In the IPF algorithm, the penalty function is constructed as:
where R = {A, B, C}, r ( k) is the penalty factor, and k means iteration times, which belongs to a decreasing sequence, i.e.,
In (8), g i (R) represents the set of inequality constraints, for instance, g 5 (R) is expressed as:
The iteration termination criteria is defined as:
where ε is the allowable iteration error. The IPF algorithm is detailed in Algorithm 1. After solving this optimization problem, the termination time of normal lane-changing is:
C. TERMINATION TIME OF CORRECTED TRAJECTORY Trajectory correction is needed when the pre-planned lanechanging scheme is thwarted by collisions, defining t c as the start time and t cf as the termination time of the corrected trajectory, the longitudinal acceleration is re-planned as:
Algorithm 1 The IPF Algorithm
Data:
, where a cx (t) is the re-planned longitudinal acceleration during the correcting period, A c , B c ,and C c are model parameters. Based on (13), the longitudinal velocity and the displacement during the correcting period are calculated as:
In Fig. 2(b) , variations of surrounding traffic states will bring psychological burden to the driver in the subject vehicle. So, the driver usually hopes to arrive in the target lane as soon as possible. In addition, it need not consider the front and rear vehicles when correcting the trajectory. As a consequent, the optimization object with its constraints in the trajectory correction scenario are built as follows:
where a xcLe and a xcLa denote longitudinal accelerations of the lead and lag vehicles in the correcting period of the subject vehicle, respectively. a cxmax is the updated threshold of longitudinal acceleration, and j cxmax is the updated threshold of longitudinal jerk. SDLe tcf, SDM tcf, and SDLa tcf are computed by a similar method in (7). As (16) is a multivariate nonlinear optimization problem, it also needs to be solved by the IPF algorithm, as shown in (8)- (11), which not be repeated here.
After solving problem (16), the termination time for the re-planned trajectory is updated as:
D. TERMINATION TIME OF RETURNED TRAJECTORY
Trajectory reentry is another case of re-planning. Defining t r as the start time of reentry, and t rf as the new termination time, the longitudinal acceleration in the reentry process is:
with t ∈ [t r ,t rf ], where a tx (t) is the re-planned longitudinal acceleration, A r , B r , and C r are parameters. Longitudinal velocity (v rx (t)) and displacement (x r (t)) are re-planned as:
During the returning period, the subject vehicle only needs to avoid collisions with the front vehicle and the rear vehicle, so model parameters are solved from the following problem: 
where a xrF and a xrR are longitudinal accelerations of the front and rear vehicles during the reentry process of the subject vehicle, respectively. a rxmax is an updated threshold of longitudinal acceleration, j rxmax is an updated threshold of longitudinal jerk. Stopping distances are computed by similar formulas in (7) . Similarly, (21) is solved by the IPF algorithm, then the updated termination time for reentry is:
IV. LATERAL MOTION PLANNING MODEL
A. NORMAL LANE-CHANGING TRAJECTORY Table 1 shows some classical trajectory planning models, Among them, the polynomial, the sinusoidal curve, the hyperbolic tangent function, and the trapezoid acceleration model are widely used [21] , [23] , [27] , [31] . Lane-changing trajectories generated by these four models are in Fig. 4 . Fig. 4(a)-(b) shows that the quintic polynomial and the sinusoidal curve can only plan one trajectory given a destination. This trajectory may not be optimal as it is not optimized from a cluster. Fig. 4 (c) reveals that most of trajectories generated by the hyperbolic tangent function are not suitable for lane-changing. And Fig. 4(d) indicates that there are too many undermined parameters in the trapezoid acceleration model. Therefore, this research introduces a model that can generate trajectories from the start to the destination. This model is derived from the driver's lateral acceleration decision mechanism in the steering process [46] , with the preliminary model expressed as:
where e y (t) means the lateral displacement in geodetic coordinates, w is the target lateral destination, p and q are model parameters, the range of which can be calculated by Laplace transform of (23), i.e.,
The above transfer function is stable when q <0, p >0, and q 2 -4p <0. Then the lateral velocity is derived 
In (25), the lateral velocity of the vehicle is zero at the start, and it also requires the lateral velocity be zero at the termination point. As a result, the second zero of (25) is ought to be determined as the termination time, i.e.,
Notice that the vehicle should arrive in the target lane at t f , on the basis of the preliminary model in (23), the lateral displacement in the lane-changing process is derived as:
with terminal constraint as y(t f ) = w. k 1 (p,q) is the coefficient to satisfy the terminal constraint. Bring in the terminal constraint, (27) is rewritten as:
In (26), t f is the function of p and q. When t f is given in (12), a trajectory cluster is generated by tuning p and q, as given in Fig. 5 . Trajectories in Fig. 5 are all suitable for lanechanging. Different trajectories in the cluster have different performances, which provides the opportunity to select the optimal one. Usually, the driver is more sensitive to the lateral motion when steering [29] . Accordingly, the optimization can be designed with the aim of finding the trajectory with the smallest peak of lateral acceleration. According to (27) , the lateral acceleration is expressed as:
Peak times of a y (t) are calculated from the first derivation of (30), which are expressed as:
where t p1 and t p2 are peak times of the lateral acceleration. Then, the optimization object is constructed as: where w 1 and w 2 are weight coefficients. t f is decided in (12), p and q are variables to be solved, (32) is not as complex as (6), (16) , and (21). So, p and q can be solved by the fmincon function in MATLAB [54] , [55] , the optimization result is shown in Fig. 6 . It follows from Fig. 6 that the optimized lateral acceleration is smoother. However, it has jerks at the start and end points. Therefore, the result needs to be modified. Taking the preliminary optimized trajectory as the baseline, the function approximation method is utilized to modify the trajectory. The total number of hard constraints of the trajectory is six, so the approximation function should have at least seven degrees-of-freedom to design the approximation criteria. In order to avoid the Runge phenomenon, the six-order polynomial is applied, which is expressed in (33) .
where Y (t) is the function used for approximation, as well as the final expression of the lane-changing trajectory. a 0 ,. . . ,a 6 are coefficients. Defining the preliminary optimized trajectory as y opt (t), the approximation criteria is:
Coefficients of the six-order polynomial in (33) are obtained by solving (34) through the fmincon function in MATLAB. VOLUME 7, 2019 FIGURE 6. Comparisons of lateral accelerations before and after optimization with trajectories come from the cluster in Fig. 5 .
FIGURE 7. Comparisons of the preliminary trajectories and modified trajectories: (a). Trajectories. (b). Lateral accelerations.
To verify the modification effect, the preliminary trajectories and the modified results, as well as lateral accelerations are compared with t f as 3s, 4s, and 5s, respectively, as shown in Fig. 7 . Fig. 7 describes that lateral accelerations of modified trajectories are improved. In addition, comparisons of lane-changing performances along the modified trajectories and quintic polynomial trajectories are presented in Fig. 8 . In Fig. 8 , lateral accelerations and yaw rates of modified trajectories are smoother and have lower peak values than those of quintic polynomial trajectories, which implies that the driver would feel more comfortable. These results reflect advantages of the proposed lateral planning model.
B. TRAJECTORY CORRECTION
The termination time for trajectory correction is updated in (17) by the longitudinal planning model. In the lateral planning model, to correct the pre-planned trajectory, the initial conditions of (23) are changed as:
Combing (23) and (35), the first derivative of e y (t) is:
.
The lateral velocity should be zero when the vehicle arrives in the target lane, consequently, the zero of (36) is determined as the termination time of the corrected lane-changing maneuver, i.e.,
Similar to (27) , the corrected trajectory is preliminarily planned as:
with the terminal constraint as y(t cf ) = w, which is satisfied by k 2 (p,q). The expansion of (38) is expressed as:
In (39), a trajectory cluster is generated by tuning p and q when t cf is given in (17) . A similar method in (32) could be employed to choose the optimal trajectory. However, since the expression oft cf is a transcendental function, the optimization object in (32) cannot be established. As a result, the searching-based optimization method is applied. t cf can be larger or smaller than t f , the contour map of t cf with p and q is shown in Fig. 9 when t cf is smaller than t f . In Fig. 9 , when t cf is decided, the corresponding contour line is determined, FIGURE 9. Contour map of t cf with p and q.
trajectory parameters p and q are distributed on this contour line. Then the pair of parameters that determines the optimal trajectory can be found in this contour line according to the following criteria:
is the pair of p and q that generates the optimal trajectory, [P tcf ,Q tcf ] is the set of p and q in the contour line determined by t cf . The preliminary optimized trajectory is defined as y c o pt . However, the lateral acceleration of this trajectory also has jerks, which is similar to the condition in Fig. 6 , and the trajectory needs to be modified by function approximation. The polynomial used for approximation is expressed as:
where Y c (t) denotes the final expression of the corrected trajectory, as well as the function used for approximation. a c0 ,. . . ,a c6 are coefficients of the six-order polynomial, which are decided from the following optimization:
As (42) is a simple optimization problem with the only linear equality constraints, the polynomial coefficients can be solved by the fmincon function. Then the corrected trajectories and the pre-planned trajectory, as well as lateral accelerations are compared in Fig. 10 when t f is 5s, and t cf is 2s and 2.8s, respectively. Trajectories in Fig. 10 (a) are corrected with different termination times. If it is decided that the vehicle should complete lane-changing ahead of schedule, t cf is less than t f , otherwise, it is larger than t f . Fig. 10(a) indicates that the corrected trajectories have smooth and continued lateral accelerations, which are all limited under the threshold (0.4g). So the results in Fig. 10 are reasonable.
C. TRAJECTORY REENTRY
Lastly, if it is infeasible to complete the lane-changing, the vehicle can return to its original lane, as shown in Fig. 2(c) . The termination time for reentry is decided in (22) . Considering that the returned trajectory has six equality constraints at the start point and the termination point, the six-order polynomial is appropriate for re-planning under these six hard constraints, which is expressed in (43) .
where Y r (t) represents the lateral displacement in the returning process, a t0 ,.. a t6 are coefficients, which are obtained by solving the following problem:
where the first target in (44) is to minimize the risk of sideslip, the second target is to minimize the fluctuation of lateral motion. The objective of (44) is more complex than (34) and (42) because the vehicle has enough time to return without sacrificing comfort.â y is the standard lateral acceleration, Y max is the max lateral displacement in the returning process, a ymax is the threshold of lateral acceleration, C ymax is the threshold of lateral jerk. (44) can be solved by fmincon function in MATLAB. Comparisons of the pre-planned trajectory and the returned trajectories, as well as lateral accelerations are given in Fig. 11 . Fig. 11 indicates that the re-planned trajectories can smoothly transit from vehicle's current positions to the original lane with lateral accelerations limited in the allowable range, which reflects that the reentry can be completed steadily.
V. STEERING STABILITY EVALUATION SYSTEM
Section III and section IV design the longitudinal motion planning model and the lateral motion planning model, respectively. In this section, a comprehensive evaluation system derived from vehicle dynamics is introduced to test the vehicle steering stability, including the stability of lanechanging and reentry.
Firstly, the lateral acceleration and longitudinal acceleration should be smooth, and the range of which should be limited to the friction circle [56] , i.e.,
where a x is the vehicle longitudinal acceleration in the vehicle coordinate system, and a y is vehicle lateral acceleration in the vehicle coordinate system. Next, it needs to consider whether the longitudinal speed is in the resonable range. A speed profile is employed to provide an upper speed bound, any speed below this bound is allowable. Defining s(t) as the distance along the real path, the local minimum point of this longitudinal speed profile is [57] , [58] :
where U x (s(t)) denotes the longitudinal speed profile along the path, k is the path curvature:
Extending from local minimum points to obtain a continued longitudinal speed profile, i.e.,
Finally, it needs to identify the vehicle handling stability when steering. The stable handing envelope that is derived from vehicle two degree-of-freedom (2DOF) dynamic model is adopted to construct the evaluation criteria [59] . The 2DOF model is seen in Fig. 12 . In Fig. 12 , the side slip angle and yaw rate of the vehicle have the following relationship:
where β is the side slip angle,F yr andF yf represent lateral force of the front axle and rear axle, respectively. δ f represents the front wheel angle, m is vehicle mass, and U is the longitudinal speed in the vehicle coordinate system, which is measured in real-time by the sensor. In (49), the vehicle is in a stable state whenβ is approaching zero. So, the stable yaw rate is expressed as:
Neglecting the longitudinal tire force, the boundary of tire lateral force is related to the road friction coefficient:
Therefore, the limitation of the stable yaw rate is:
Besides, the saturation of rear tires characteristic should also be considered. From the brush tire model for the rear tire, the lateral force can be expressed by the tire slip angle, as depicted in Fig. 13 [60] . Fig. 13 presents that for rear tires, the peak α that produces maximum lateral force is:
where a, b indicates the distance from the center of mass to the front and rear axles, respectively. The rear tire slip angle and the vehicle side slip angel have the following relationship under the small angle assumption:
Introducing (53) into (54) to obtain the boundary of stable side slip angle:
. (55) Combing (50) and (54), the stable handling envelope is built to identify the handling stability through the β-r curve.
VI. SIMULATIONS AND ANALYSES
In this section, the proposed approach will be tested by experiments with CarSim/MATLAB as the simulation platform, as seen in Fig. 14 . Fig. 14 presents a complete lane-changing process of the subject vehicle, including the detection of surrounding traffic states, the decision-making, the motion-planning, and execution. The experiments in this section are designed to verify the motion planning model proposed above, while the detection technique and decision-making mechanism are not discussed. The studies of vehicle communication method and the decision-making model can refer to the works of Darbha et al. and Balal et al., respectively [10] , [61] . Simulation and evaluation parameters are in Table 2 . In Table 2 , the parameter ε affects the longitudinal planning results. In this paper, the parameter ε is determined based on the timeliness and optimization effects, please see APPENDIX for details. In addition, optimization algorithms used in the solution process are also summarized in APPENDIX. The following simulation experiments are conducted independently, with their respective prerequisite.
A. NORMAL LANE-CHANGING SCENARIO
Prerequisite: in the lane-changing period of the subject vehicle, surrounding vehicles are driving in the straight-line with constant speeds, as described in Fig. 2(a) .
In Fig. 14 , the planner plans a normal lane-changing trajectory for the subject vehicle at first. Based on parameters in Table 2 , the termination time for lane-changing decided by the longitudinal model is 3.4 s (t f ). Using t f as the input, the lateral model provides an optimal reference trajectory from the start to the termination point. The total planning time is 0.099s with an i5 processor. The trajectories of vehicles in this scenario are given in Fig. 15 . Note that vehicles in Fig. 15 appear in the same traffic scene at the same time.
To make simulation results clearer, they are separated into Fig. 15(a) and Fig. 15(b) . It is seen in Fig. 15 that the subject vehicle does not collide with any surrounding vehicle throughout the lane-change process, therefore, in this experiment, the trajectory planned for the normal lane-changing scheme is collision-free. Fig. 15 presents a typical scene of overtaking and lane-changing, the APF algorithm is a classical method to deal with such problem [19] . So, it is employed as the competitor with the details seen in APPENDIX. On the premise of keeping the same simulation parameters as the proposed model, simulation results reveal that the subject vehicle with the reference trajectory planned by the conventional APF algorithm would collide with the lead vehicle, as shown in Fig. 16 . In Fig. 16 , the subject vehicle collides with the lead vehicle at 0.68s and 1.02s. Although APF can make the subject vehicle reach the target lane, when there are multiple obstacles, the planned trajectory may not be ideal, and collisions may arise. Next, the lane-changing performance of the subject vehicle in Fig. 15 is tested according to Section V, with results shown in Fig. 17 . Fig. 17 (a)-(b) illustrate that both lateral and longitudinal accelerations are smooth, and are all limited in the friction circle. Fig. 17(c) shows that the longitudinal velocity is under the speed bound, and Fig. 17(d) presents that the β-r curve is in the stable handling envelope. Comparisons and evaluations above confirm that the trajectory planned by the proposed model is collision-free and stable. This approach can deal with a conventional trajectory planning problem. 
B. TRAJECTORY CORRECTION SCENARIO
Prerequisite: in the normal lane-changing process of the subject vehicle, the lead vehicle decelerates at time t c , as depicted in Fig. 2 (b) .
According to this prerequisite and parameters in Table 2 , the decision-making module judges that the pre-planned trajectory is not safe, then the planner corrects the reference trajectory. Using parameters in Table 2 , the longitudinal model updates the termination time to 3s(t cf ), solutions are obtained within 0.12s by an i5processor, and simulation results are shown in Fig. 18 . Fig. 18 presents that the proposed planning strategy is valid because the subject vehicle does not collide with any surrounding vehicle during the correcting period. Next, the conventional quantic polynomial model in Table 1 is employed for the comparison, with the details in APPENDIX. For this conventional planner, simulation parameters also come from Table 2 . One of the representative simulation results is shown in Fig. 19 . the reference trajectory planned by the quintic polynomial. In fact, for conventional techniques without trajectory re-planning capacity, collisions are unavoidable because the termination point is fixed. The quintic polynomial is one of the examples, a similar result in Fig. 19 would appear by other planners in Table 1 . In Fig. 18 , the stability of the subject vehicle is evaluated, with results given in Fig. 20 .
Using the same analysis method as Fig. 17 to evaluate results in Fig. 20 , it can conclude that the subject vehicle is stable when it travels along the corrected trajectory to accomplish lane-changing. Comparisons and evaluations above indicate that the trajectory corrected is feasible.
C. TRAJECTORY REENTRY SCENARIO
Prerequisite: in the normal lane-changing process, there is no vehicle on lane 2, so the separated vehicle cuts into lane 2 at time t rf , the reference trajectory of the separated vehicle cannot be predicted by the subject vehicle, as in Fig. 2(c) Based on this prerequisite, the decision-making module commands the subject vehicle to return to the target lane as it may collide with the separated vehicle.
According to simulation parameters in Table 2 , the longitudinal model decides the new termination time (t rf ) as 8s. The trajectory is re-planned within 0.18s when using an i5 processor, and the simulation results of this experiment are presented in Fig. 21 . Furthermore, taking the same conventional planner as the last simulation experiment for comparison, one of the representative simulation results is shown in Fig. 22 . Fig. 21 reflects that the subject vehicle does not collide with any surrounding vehicle in the reentry process. However, for the conventional method, simulation result in Fig. 22 reveals that the subject vehicle would collide with the separated vehicle at 2.64 s, 2.97 s, and 3.40 s. Moreover, evaluation results of the steering stability of the subject vehicle in Fig. 21 are addressed in Fig. 23 .
The subject vehicle is stable when it travels along the replanned trajectory to return because the motion characteristics shown in Fig. 23 all meet stability criterions proposed in section V. Comparisons and evaluations above prove that proposed research is effective to handle emergencies in the normal lane-changing process. 
VII. CONCLUSION
In this paper, a lane-changing motion planning model that consists of the longitudinal planning model and the lateral planning model is designed for intelligent vehicles in dynamical traffic environments. The most significant advantage of this research is that the model can plan a smooth and continued reference trajectory from the vehicle's current position to varying destinations. This endues the planner with the trajectory re-planning ability in the vehicle lane-changing process, which is of great importance to prevent potential collisions caused by variations of traffic states. Complex iterations are avoided in optimization to improve the timeliness. Advantages of this approach are proved by comparisons with conventional techniques. Future works will concentrate on the decision-making module and the execution module to build up a complete system.
APPENDIX A THE QUINTIC POLYNOMIAL MODEL
The quintic polynomial used in this paper is to plan the vehicle lateral lane-changing trajectory, the longitudinal trajectories are planned by difference models, i.e., 1) In Fig. 4 and Fig. 8 , longitudinal trajectories are planned with constant longitudinal speed, that is:
where x 0 is the initial longitudinal position, v x is the longitudinal velocity.
2).The longitudinal trajectories in Fig. 19 and Fig. 22 are planned according to the model proposed in (1)- (12) , as it has only three parameters, this is convenient for planning.
Using the quintic polynomial, the lateral lane-changing trajectory is planned as follows: 
APPENDIX B THE APF ALGORITHM
The model of the APF is shown in Fig. A1 . In Fig. A1 , the repulsive field is produced by the front vehicle, and the gravitational field is produced by the target position. The longitudinal distance between the target position and the obstacle is d TV . The repulsive force field is an elliptic region with a long axis of l 1 , and a short axis of l 2 . And the gravitational field is a circular region, with the radius of R. The repulsive force on the subject vehicle is:
where F r is the repulsive force, σ 1 is the gain coefficient. ρ FS represents the distance between the subject vehicle and the obstacle. ρ F represents the effective range of the obstacle, a FS is a unit vector from the obstacle to the subject vehicle. The attractive force on the subject vehicle is:
where F a denotes the attractive force, σ 2 is the gain coefficient. ρ ST is the effective range of the target, a ST is the unit vector from the subject vehicle to its target. At time t, the resultant force of the repulsive force and attractive force decides the motion direction of the subject vehicle, so the yaw angle is determined, which is calculated as: where (x(t),y(t)), (x F (t),y F (t)), and (x T (t),y T (t)) denote position coordinate of the subject vehicle, the obstacle, and the target position in geodetic coordinates, respectively. (x F (t),y F (t)) is taken as zero when the subject vehicle is out of the repulsive field. The trajectory is planned by integrating along the yaw angle.
APPENDIX C DECIDING THE PARAMETER ε IN IPF ALGORITHM
It has been mentioned in (11) that the parameter ε has a great impact on the performance of the IPF algorithm, then the longitudinal planning results are affected Generally, optimization results would be closer to the global optimal solution when the parameter ε becomes smaller. For simulation parameters in Table 2 , optimization results of the longitudinal motion that vary with εare expressed in Table A.1. According to Table A.1, the time consumption of optimization that varies with the specific value of ε of the IPF algorithm is presented in Fig. A2 . In Table A .1, the result of longitudinal planning does not change significantly with the parameter ε, and the iteration stops when ε is less than 1×10 −6 , this reflects that the solution is the closest to the global optimal result when ε is 1×10 −6 in the IPF algorithm. Conversely, Fig. A2 shows that the timeliness of the IPF algorithm varies significantly with ε. As a result, ε is finally decided as 1 when considering the real-time performance of the planner. When ε is 1, there is little difference between the solution and the global optimal result within the scope of iteration, while the timeliness of optimization is greatly improved.
APPENDIX D OPTIMIZATION ALGORITHMS FOR SOLUTION
Many optimizations are involved in the planning process with the proposed model. The relevant optimization algorithms are summarized in Table A.2. 
