Abstract--This paper enhances the Dissipating Energy Flow (DEF) method for forced oscillation source detection. The development focuses on improving the speed of the DEF method for oscillation source detection employed by ISO-NE. This is accomplished by using multi-signal modal estimation and statistical correlation to achieve robustness and detection accuracy. The effectiveness of the proposed method is tested on simulated and actual oscillation data showing that detection and localization can be achieved with shorter data windows. In addition, the utilization of the DEF as an energy filter to minimize false alarm rates is examined. Finally, real PMU data is used to evaluate the consistency of the DEF method and track the actual direction the Dissipating Energy (DE) flows in the power network.
I. INTRODUCTION
HE introduction of Phasor Measurement Units (PMUs) in the North American power system has shed light on phenomena that were traditionally unobservable in power system operation. Some examples of such phenomena include potential transformer voltage fluctuations before failure [1] and forced oscillations (FOs) in a power system [2] . The latter has been of concern in recent years.
FO in a power system is a type of oscillation that occurs due to a sustained injection of a periodic signal by a controlled source, resulting in unusual fluctuations in power system voltage, frequency, and power. Physically, this is an indication that a particular source, usually a generator or a load, is exhibiting unusual oscillatory behavior and the effect is apparent cross the entire system. The existence of FOs can indicate a variety of abnormalities about the source: the power system stabilizer (PSS) may be tuned incorrectly, exciter may be misbehaving, and other control equipment may exhibit limitcycle-like behaviors [3] .
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To suppress FOs it is important to trace the oscillation and identify and turn off the source of oscillation. The challenge in this method is to identify the source of the oscillation in realtime correctly and rapidly. FOs can cause oscillatory behavior across many generators in the system, which makes the identification of the correct source non-trivial.
This challenge has been researched extensively. According to [6] , there have been over 40 papers on oscillation source detection with methods falling into the following categories: traveling wave-based methods, damping torque-based methods, mode shape estimation-based methods, energy-based methods, equivalent circuit-based methods, hybrid simulation based methods, artificial intelligence based methods, and graphtheoretic methods. Of the methods proposed, a method with theoretical foundation that has been verified to work is the energy-based method [7] .
The energy based method was first proposed in 1996 for fast transient stability analysis [8] and applied to PMU data to observe power system transient behavior in 2013 [9] . The method is founded on the principle that the source of oscillation will exhibit dissipating energy away from it. Since then, many variations and improvements to the method have been proposed. In [10] , the authors utilize the energy method with dynamic simulation models to verify the effectiveness on a four-machine two-area model. In [11] a different representation of energy is derived through linear rotor motion equation. In [12] the method is verified with modal analysis and damping torque method on a power system model. In [7] the method is extended to a real-time method known as the DEF method, utilizing a linearization of the energy equation, which then allows accurate location of the oscillation source extendable to real-time application. Furthermore, the authors of [7] verified the effectiveness in simulated data as well as real PMU data from events in the New England (NE) power system, and in the northern part of the Western Interconnection (WECC). Presently, a DEF-based online Oscillation Source Location (OSL) tool is being used at ISO-NE. In this paper we examine ways to further enhance the method by proposing an extended DEF (EDEF).
The rest of the paper is organized as follows: a review of the DEF method is covered in Section II; an overview of the EDEF method is covered in Section III; an evaluation of the method on simulated data is covered in Section IV; an evaluation of the method on real PMU data is covered in Section V, an analysis on the DE flows in the network is presented in section V and conclusions are given in Section VI.
II. DISSIPATING ENERGY FLOW
In this section, we will review the DEF method and suggest a potential improvement.
A. DEF Method
The flowchart of the DEF method is shown in Fig. 1 . The method is based on the notion that the source of oscillation is responsible for producing the dissipation of energy across the grid. In short, the method determines the frequency of oscillation, use filtering to capture the desired frequency range, and calculates dissipation energy from each source using measurement available from PMUs. The DE is calculated as:
where is the energy observed by a PMU at bus i flowing towards bus j, ∆ , Δ , Δ , Δ are filtered power, frequency, reactive power and voltage signals, respectively, and * = Δ , where is the average voltage of the channel in the relevant window. The physical meaning of this equation is shown in [7] and proven in [13] , which derives each component from the source bus voltage and currents.
Using , the DE of the line is calculated by fitting a line over the time interval.
( ) = * (2) Furthermore, for ease of analysis, is normalized with the respect to the largest magnitude. * = / max (3) By observing a generator with a positive DE, the oscillation source can be determined. According to [7] , the method has been tested on a set of simulated test cases [14] , real event data from the NE power system, and real event data from the northern WECC.
B. Enhancement of the DEF Method
Fundamentally, correct identification of the source will make suppression of FOs possible. The first step for providing such information to an operator or an automated system, is to have an accurate and reliable OSL. The main purpose of DEF is to find a robust way of locating the source of FOs in real-time.
The next step for Forced OSL (FOSL) becomes apparent when we consider the ramification of sustained FOs in the system. From a system security standpoint, quickly removing the cause of FOs is crucial; therefore, an enhancement to DEF should be improving the speed of the FOSL, without sacrificing accuracy.
III. SPEEDING UP THE DISSIPATING ENERGY FLOW METHOD
In this section, we will explain the proposed enhanced method in detail.
A. Challenge and Theory
When considering the computation speed of FOSL, we can break down the time required as = (4) where indicates the total time from the start of the data window until the algorithm is finished, is the time required for the oscillation to persist in our window to identify it, is the time required to identify the modes of interest, denotes the time needed to filter the signals, and is the time needed to calculate the DE. [7] Identifying a correct frequency range for computing the energy function is a crucial component for DEF. Frequency identification is a non-trivial task when attempting to apply it to noisy signals in a short time frame. For instance, in the DEF method in [7] , a minimum of 4 to 6 cycles of oscillation must be used before accurate localization can be achieved. However, in circumstances where several signals with the same frequency component exist, these signals can be processed together in a multi-signal frequency identification approach, and thus require a smaller time window. The physical properties of a power system make this approach viable. When we have many PMUs spread throughout the system, such as in [15] and [16] , with signals exhibiting similar frequency components, it is possible to use a multi-signal approach and reduce .
B. Shortening the window of DEF Method with Multi-Signal Modal Analysis
Step 1: Generate clusters of similar signals The first step for applying a multi-signal modal analysis is to identify signals with similar oscillatory behaviors that can be bundled together. In the proposed method, we use a simple clustering procedure as follows:
1. Assemble voltage magnitudes. 2. Compute correlation matrix for the channels (see the example in Fig. 2 ). 3. Perform hierarchical clustering based on the agglomerative linkage method, with (1 ) as the dissimilarity metric. 4. Eliminate the tree above the predetermined dissimilarity threshold. 5. Construct aggregate signals as the average of each cluster's components. In this agglomerative linkage method, if a pair of signals exhibit a high correlation coefficient, then these two signals have a linear relationship with each other. Thus, the below holds true. = (5) Taking the Fourier transform of each side shows that the signals contain the same frequency components with varying magnitudes. In such a clustering, electrically proximate areas will be grouped into the same cluster, and signals with less defined dynamic response will be left to form their own clusters. These signals, however, do not offer information to estimate the oscillatory component of the network and can be excluded from the identification process. In addition, even if the modal content is still present, it is likely that the noise content is high. Because averaging of the clusters offers potential denoising of the signals, it also lowers the effect on the mode estimation process. Fig. 2 . Example of correlation using data from Case 1F [14] in oscillation test case. Generator 4 and Generator 9 show high correlation since they are electrically proximate
Step 2: Conduct Multi-signal Analysis To identify the correct oscillation frequency, we utilize the Multi-Signal Prony Analysis Method in conjunction with the Eigensystem Realization Algorithm (ERA) and Fast Frequency Domain Decomposition (FFDD). Using the aggregate signals from the previous step, we apply this method to identify the frequency. A FO is a type of oscillation with a sustained source. Therefore, by extracting the frequency component with the lowest damping factor the FO frequency can be readily identified.
Step 3: Screen for Oscillation Frequency Using the modes outputted by the Mode Estimator, we screen for the frequency component of interest. We also use the amplitude of each mode to remove those modes with insignificant amplitude. This allows the method to identify the correct oscillation frequency more reliably. For example, Fig. 3 shows a discrete number of modes extracted from the MultiSignal Prony Analysis. Modes with high damping and modes with insignificant amplitude (smaller circle) are screened out, allowing an identification of the FO frequency. As far as FFDD is concerned, the modes are extracted from the most prominent peaks in the spectrum.
C. Modal Estimation Methods 1) Mutli-signal Prony Analysis
The method was described in [17] and we will give a brief overview here. Prony analysis is a time domain system identification approach for fitting the measured signals to a sum of damped sinusoids. The fit is linear and higher order approximations are often needed to capture the non-linearities exhibited by the power systems. From these sinusoids, the dominant ones are extracted as the most characteristic oscillations present in the data. Reference [17] describes an extension that utilizes multiple signals to improve the robustness of the estimate. The Nth order equation that Prony tries to fit the data is of the form:
where are the residues and the poles of the system.
2) Eigen system Realization Algorithm
To improve the estimation and be more robust to cases of highly noisy data where Prony analysis might encounter problems, the ERA [18] will be utilized for modal analysis. ERA is state-space method for estimating a realization of the system based on the measured response in the form
From the above formulation one can extract modal information for the system.
3) Fast Frequency Domain Decomposition
To increase the robustness of the mode estimator and since damping as a trigger can sometimes unreliable, especially for small windows or highly noisy data, the spectral method of FFDD will be utilized in conjunction with the previous two methods. FFDD utilizes the Fast Fourier Transform (FFT) to estimate the major components of the spectrum of the system's outputs. Briefly, if we denote ( ) as the FFT of the PMU measurements, we can compute the power density matrix as ( ) = ( ) ( ) *
Decomposing this according to Singular Value Decomposition (SVD) and checking the dominant singular value in each frequency allows the identification of modes present in the spectrum of the data. More information can be found in [19] .
D. Mode Estimator Cross Check
While FFDD will give modal frequency estimates, Prony and ERA provide poles from which the noise can be filtered out initially by a residue check. Residues that are significantly low compared to the largest observed one are filtered out. In addition, we limit the frequency range of interest to a box in the s-plane corresponding to 0-2 Hz and a damping ratio of 0 to 0.15%. Faster oscillations can be of interest, but they are out of the scope of this work. On the other hand, FFDD gives a spectral estimate of the system's most dominant behavior. We can detect oscillations from the sharp peaks in that spectrum. Because we are interested only in the frequency of the modes for the DEF calculation, we can cluster them across the frequency axis if they are sufficiently close (for example, less than 0.01 Hz apart). The result of the mode estimator will be a list of frequencies to set the passband filters.
E. Noisy Estimate Filtering
As for any control room tool that aims to alert the operator about ongoing oscillations, there are two prerequisites: robustness and low false alarm rate. However, noisy estimates can still get through and cause undesirable false alarms. This can be alleviated even more by using the DEF method. Usually, filters are set for predefined frequency bands and energy filters estimate if there is significant energy in that range for it to be deemed significant or alert worthy. However, DEF does not use predetermine bands but isolated narrow bands around estimates that are generated in real-time by the mode estimator. This allows the DEF to capture the energy present in these narrow bands. If the energy of a band is significant, it will be used for localization and the operator will be alerted. If it is not significant, it will be discarded as noise [20] .
IV. EVALUATION ON REAL PMU DATA
To evaluate how the method fares with real PMU data, two FO events from the NE system were used for testing. To accurately estimate the modes of the system, the model order was set to 80 for both ERA and Prony. Fixed model order might not be always suitable for real-time and an adaptive model order selection scheme might be required, but this is beyond the scope of this paper. This model order was found to not have pole splitting effects, while giving good estimates for frequency and damping.
A. 1 Hz Forced Oscillation 1) Mode estimation
This case was a FO caused by a generator in the NE system. The output power of the generator can be seen in Fig. 4 . The true FO frequency was identified by FFT analysis, after the source was localized by inspection of the individual signals. The estimation methods gave consistent estimates even with relatively small windows of data. Figs. 5 and 6, show the distribution of identified poles of Prony in the s-plane. An immediate result of clustering was that there was a decrease of the sharp peak at 1 Hz. This does not imply that no pole was identified in the clustering case around 1 Hz, but that the estimate variance increased for some windows. A sharp peak at 1 Hz was observed before clustering and was still apparent after. The standard deviation of the estimated frequency and damping were 0.0025 Hz and 0.0033 respectively. With clustering, the damping and frequency standard deviation were 0.0046 and 0.0034 Hz respectively. The detection rate was around 99.9% for both cases. Thus, the impact of clustering on the estimates was small. Another noteworthy characteristic is that clustering makes the second harmonic more apparent in the estimates. This can be a useful indication for distinguishing between natural and FOs, since harmonics are consistent with the latter [21] . In addition, in Figs. 5 and 6, the presented density distributions are fitted on the actual estimates, to make the results easier to visualize and interpret. In addition, the reduced channel number reduces computational time of the estimator as seen in Table I .
Finally, the filtering of noisy modes via the DEF was examined. Fig. 7 shows the estimated frequencies of the mode estimator for 1000 Monte Carlo trials. The detection rate of the oscillation and the source was 100%. The filtering threshold from the DEF was set to 1 kVA average dissipation in the window. Any mode below that threshold was deemed as insignificant. The percentage of poles that deviated more than 15% of the center frequency and got through the DEF filtering was 0.35%, but given the proximity to the real mode, and the fact that the spectrum is clear of other modal components, the DEF still gave the correct source for all of them. In lower frequencies, however, that might not be the case and greater deviations from the real mode can give misleading results. Similar results were observed for ERA with detection rate of above 99% for the oscillation. The estimates were consistent, and clustering did not affect the estimated damping and frequency. 2) Source Localization For source location, bandpass filters are set up around each detected frequency. In [7] the authors suggested the use of 5th order Butterworth zero-phase filters, which provide a flat passband. This is desirable, since there is a need to avoid amplitude distortion if the isolated oscillations. However, as the amount of data used decreases, the effects of Butterworth filtering on the signal become apparent. In Fig. 8 one can note the output of each filter, for a center frequency of 1 Hz. Towards the end of the window, Butterworth added significant attenuation, which in turn, when calculating the DE, gave the impression that the oscillation itself seems to stop (DE levels off). On the other hand, the 5th order Inverse Chebyshev with 30 dB stopband attenuation did not attenuate the signals to such a degree that would hinder the DE calculation. These differences can be overlooked when the window of available data is minutes long, but when the data window available is shorter, losing almost half a window worth of information is significant. Given this observation, the type-II Chebyshev filter will be used for the localization scheme. Fig.  9 shows that the Chebyshev filter produced a much more monotonic response than the Butterworth filter. This is especially important when trying to fit a line afterwards on the DEF curve.
The last task was to determine the smallest necessary window for a consistent estimation. As it can be determined from Fig. 4 , the FO does not have a constant amplitude. Thus, for the DE branches to have enough separation there is a minimum amount of data that one can distinguish the source consistently. A depiction of how energy is dissipated in time, can be found in Figs. 10 and 11. In Fig. 10 , one can note how the DE appears if 150 data points or 5 seconds are used (minimum consistent estimate). Below that window, there were issues with the frequency estimates and in addition, the attenuations at the ends of the windows make the separation of the branches not significant enough for localization purposes. However, the source still had significant index to make localization possible. One can note that when the length of data is enough, the DE appears quite linear. However, for near-real time application, at times one may need to take remedial actions in far shorter time-scales. One further thing to note is that there are other branches in the figures that seem to have positive energy. These branches were the lines coming out of the source bus (the DE of the source bus can be noted by the dotted-dashed line) distributing the DE to the adjacent buses. The rest of the energies seemed to be quite symmetric around zero. This indicated that the energy initiated from the transmission buses in the network and was dissipated to the lower voltage levels of the transmission system. No interaction with other generators were observed based on the DEF and inspection of the actual waveforms. The above observations can be efficiently depicted with the normalized indices. These indices are essentially the rate of energy dissipation as it was estimated by the linear fit. As shown in Fig.  11 , there is a clear source for the oscillation. However, no clear sink was localized, and the energy seemed to be flowing evenly across the network and towards the loads. No circulating flows were observed from the lower voltage network. However, they cannot be ruled out in general since we have no measurements from that part of the system.
B. 0.28 Hz Oscillation
This event was caused by a generator trip outside the NE system. The oscillation came across tie lines from New York. As it can be noted in Fig. 13 , there was no significant separation of the DE branches. The reason was that not enough portion of the DE is absorbed, and it just passed through the NE system to New Brunswick. However, one can note that in Fig. 12 during the first 10 seconds of the oscillation, the separation was much more noticeable. After the initial window, since the oscillation persists, DE across the network builds up symmetrically, with the branches having very close values. For the small window, the frequency identified was 0.26 Hz and then averaged to around 0.274 Hz. For such slow oscillations a slightly larger window could be beneficial. With 400-500 data points, the branches had enough separation. It is noteworthy that this was not an FO but a lightly damped interarea mode of the system. However, the DEF still could localize its origin and of course its sinks by considering intertie flows. 
C. Oscillation Test Library Cases
Finally, as a benchmark, the tool was tested on the Oscillation Library that has simulated cases from the WECC [14] . In Table  II , the minimum consistent localization times for each event can be found. Localization however could still be achieved if the frequency estimate was slightly off since the band around the oscillation and the exact frequency is not needed. As a result, the proposed method provides successful estimates. The second frequency estimates when given, are from FFDD, without damping estimate. Another note is that many cases may appear to have negative damping. This is to be expected since the initial windows of the oscillation are used, so the oscillation is in the rising phase, emulating negative damping. Table II show that, in general, the method managed to localize the sources effectively and with a very short amount of data.
V. DISSIPATING ENERGY TRACKING

A. 1 Hz Oscillation Event
In Fig.14 the DE, normalized to the total energy injected by the source, is presented. Buses with letters are observable, while the clouds indicate parts of the system in between that are not. One can note initially that there was a reasonable energy flow conservation on the buses. Due to measurement noise, slight deviations at the buses are to be expected. Following the directions of DE from the source outwards, one can note that the energy mostly flowed on the 345 kV system, with the 115 kV system carrying smaller amounts. 
B. 0.28 Hz Oscillation Event
As noted in section IV-B, there was no significant separation of the DE among the branches. Upon calculations on the tielines of the system, the NE system contributed 0.43 MWs of additional DE. According to the DE calculation, a generator seemed to interact and oscillate, contributing to the mode. A more illustrative case of this oscillatory event is to observe the frequency wave propagate through the Eastern Interconnection (EI). For that purpose, measurements from the FNET system [22] were utilized for the same window as the data of the NE system. In Fig. 16 , it can be noted that the oscillatory event seems to affect most of the EI, as a plant trip in the south excited an interarea mode, hence the North-West oscillates against the Eastern EI as it can be noted in Fig. 15 frequencies. NE being almost at the end of the oscillatory swing sees the greatest variations of frequency. The over frequency part of the wave seems to persist in NE for around 350 seconds. As visible in the NE data and the DEF the oscillation propagated past NE to New Brunswick. This can also be seen in Fig. 17 . 
VI. CONCLUSIONS
The scope of this paper was to shorten the required data for oscillation localization by the DEF. Clustering of input signals and the combination of three modal estimation methods, provide a faster and more robust estimate so the DEF can be calculated reliably with less PMU data. This aims towards giving the operator more time to perform remedial actions and alleviating the impact of the oscillations on the network and its components, and in the worst-case scenario, preventing cascading events. The proposed modal estimation tool combines several modal identification methods from different perspectives and manages to output consistently good modal estimates. Noisy estimates are addressed by the means of residue filtering and utilization of the DEF as an energy filter. An evaluation using the oscillation test cases in [12] was also performed to evaluate the proposed method. The evaluation showed that oscillation source detection can be achieved with 5 seconds of data and in simulated cases even less. The method is further tested on two real FO PMU events in the NE power system. Future work is aimed towards further testing and verification of the added robustness from the proposed approach, as well as revealing any potential limitations and possible enhancements.
