ware provides an interface to the runtime which allows the runtime to be oblivious to hardware faults, i.e. it provides the runtime with a fault-oblivious interface. However our parallel computing runtimes do not provide such an interface to the application. In fact the runtime requires the application to be fault-aware.
In response to the lack of a fault-oblivious runtime, application programmers have now begun devising ways to make programs continue to run correctly even when a subset of the computation fails. Doing this within the context of existing programming practices is a major challenge because the number of possible code paths explodes when faults must also be considered. Development of a complex scientific application is already a major endeavor, and to ensure that application will perform correctly for each of the possible code paths that a failure could cause would be a daunting task.
Programmers have to program around failure because the programming models they use do not tolerate failure. Checkpointing of the entire system is required because the programming models do not tolerate failure. Builders of supercomputers, in turn, must design peak performance of the networks and file systems around failure because the programming models do not tolerate failure. A huge amount of research has been put into optimizing checkpointing, including the creation of specialized checkpointing file systems [6] . Our fault-intolerant programming models drive every aspect of HPC.
Another issue is the management of data. Programmers have a plethora of tools to manage data -outside the HPC system. Inside the system, they have their own program and whatever modules they can pull into, e.g., Python. The HPC system is data-rich, but tool-poor; the users' desktop systems are tool-rich, and data-poor. To get the data from the HPC system to the user, it must first be parked in a file system once the computation has finished, at which point it can be accessed. There is still no generally available HPC software for interactive use: we still use a batch model, even as we will soon be celebrating a half-century of time-shared, interactive computer access. To access the data while it is in the HPC machine, special code must be compiled to work in the context of the MPI libraries and limited-function operating systems. The programming interface used on the HPC system is nothing like that used on the non-HPC systems. Programmers end up living in two very different worlds, which ultimately limits their productivity.
Scientific computing is dominated by imperative programming languages such as C, C++, and FORTRAN. Such languages require the programmer to specify where all data resides and when all computations are performed. This approach to computing continues to become more and more inadequate as the gap between memory speeds and processor speeds continues to grow. This von Neumann bottleneck has been known for several decades [10] ; however, no satisfactory solution exists for overcoming it in scientific programming. Currently, developers seeking high performance must painstakingly optimize for the memory hierarchy or use subroutine libraries that have already performed such optimizations. Introducing parallelism greatly complicates an already difficult situation. Effectively several more layers are added to the memory hierarchy, which causes additional data synchronization and consistency issues. The Message Passing Interface (MPI) has enabled great strides in high performance computing by providing a portable interface for distributed memory applications; however, as with imperative languages, it encourages programmers to more or less specify where data resides and what computations will be done on which nodes. A further problem is that MPI programming styles typically require the use of collective operations such as barrier, reductions, and broadcasts. Such operations are not even weakly scalable because they take longer to execute as the number of processors increase and further impact performance by introducing load imbalance. Dynamic load-balancing schemes can relieve some of these issues, but do not fully resolve the problems introduced by memory hierarchies and synchronization.
The current model for all current HPC system software follows two main thrusts: it is either a "heavyweight" kernel, based on the Unix time-sharing kernel design of the 1970s; or it is a "light-weight" kernel, which provides little more than the ability to start a program up and let it take over the hardware completely.
Neither of these systems can provide the capabilities we need for our environment. Light-weight kernels, by design, put the application in control of everything on the system. They were developed for HPC in the 1990s due to the failings of the then-extant Unix-like kernels, which extracted too high a price for the mostly-unused capabilities they provided.
The Unix-like systems, now mostly represented by Linux, are really a time sharing kernel brought to HPC. Their capabilities are also not a good match to our needs (the reason that the lightweight kernels were developed in the first place), although they can be made to work, as witness the fact that the fastest machine in the world runs Linux. At the same time, Linux plays much the same role that the lightweight kernels do: its main job is to start programs and get out of the way, handing control of the network interface to the application. The irony of the success of Linux in HPC is that it is achieved in part by disabling so much of what Linux does.
The light-weight kernels, typified by the Compute Node Kernel (CNK) on Blue Gene, are evolving over time to provide more and more services provided by Linux. The CNK now provides limited multiple process support via the Linux clone() system call, as well as shared library support. These kernels are becoming hybrids.
Neither the heavy-nor light-weight kernels provide support for capabilities we are using today in the HARE [15] project. These kernels support systems software environments that are batch-oriented. Applications, not kernels, control the networks, which limits the richness of the tools available to users on HPC nodes. Any tool which runs in these environments, and which wishes to share data with the application while the application is running, has to be linked into the application, and use the libraries the application is using.
In fact, HPC systems software is stuck. It has changed little in 20 years. Users are given the choice of heavyweight, time-sharing oriented kernels that severely impact the performance of applications while not providing capabilities useful to HPC; or light-weight kernels that leave the application in charge of everything, and limit the types of programs that can run on the system. We believe exascale computing systems provide fundamental new challenges to system architects and application programmers, because the levels of parallelism required to efficiently utilize such machines will be thousands of times higher than that found on today's machines. The rest of this paper describes our ongoing work in attempting to apply this approach to develop a software stack to support a set of pilot exascale applications. Section 2 describes our pilot applications in more detail. Section 3 describes the various system stack components we are focusing on in order to support these applications. Section 4 describes how we plan on validating the effectiveness of our approach to implementing and integrating the system stack and we conclude in Section 5.
PILOT APPLICATIONS
Our goal is to select codes that span a wide range of computational characteristics, while keeping the complexity and number of codes to a level that is manageable. Adaptations of these codes to our runtime system will be structured to demonstrate how the various components we develop interoperate, enable high performance, and provide useful functionality. These adaptations will be simplified versions of actual applications or skeletonized versions for use in our SST/macro simulator [12] .
Sandia's Mantevo project [1] is an ongoing effort to provide open-source software packages for the analysis, prediction and improvement of high performance computing applications. These packages consist of miniapplications, minidrivers, and application proxies. The miniapplications are small, self-contained programs that embody essential performance characteristics of certain key applications. The minidrivers are small programs that utilize performance impacting Trilinos [2] packages. Application proxies are parameterizable programs that can be calibrated to mimic the performance of a large-scale application. The application space covered by the Mantevo software includes implicit unstructured PDE applications, explicit dynamics (contact), molecular dynamics, and circuit simulation. These applications provide coverage in the both the DOE Office of Science and NNSA/ASC mission space. The Mantevo software packages are relatively small compared to a full application (ranging in size from roughly 1000 to 10,000 lines of code), making it possible to modify them in accordance with the needs of our project. As part of this work we will focus on miniFE, which is an proxy application for unstructured implicit finite element codes.
We have studied the implementation of Hartree-Fock theory (HF) using a data-centric approach. HF is a meanfield electronic structure theory for computing molecular structure and properties. HF provides the reference wavefunction for more advanced electronic structure theories and is very similar to Density Functional Theory. As such, using Hartree-Fock as a testbed is very useful, even though Hartree-Fock is not often used in its own right. Also, HartreeFock is simple enough to be tractable for a pilot application, yet complex enough to exhibit interesting behavior that would apply to other problem domains.
The major steps in the Hartree-Fock procedure we consider are computation of the overlap matrix (S) and the two-electron integral tensor (G). The Fock-matrix (F) is formed and simultaneously diagonalized with S. The diagonalization is iterative, at each step producing intermediate F and S matrices: F i and S i . A typical implementation of a parallel HF code explicitly groups major operations, such as S formation, F formation, and eigensolver iterations. After each of these operations, all data is required to have arrived at its destination before the next iteration begins. This requires synchronization operations which have the effect of placing dependencies between all the data generated in one phase of the computation and all the data consumed in the next phase of the computation. These artificial dependencies limit the potential for parallelism in traditional parallel implementations.
In order to determine the potential of a data-centric approach to Hartree-Fock theory we developed a simple method to express data-centric programming and implemented a simulator to estimate execution times. The first step in reformulating HF is to identify those elementary operations which, taken together, can perform a complete HF procedure. For the current study we selected the four elementary operations shown in Figure 1 . Each of these takes blocks from an input matrix or tensor and computes output blocks of a matrix. At this point, the algorithm has been completely specified from an application programmer's perspective. It is notable that in this representation of the algorithm parallelism does not explicitly appear, fault-handling does not explicitly appear, global collectives do not appear, global synchronization does not explicitly appear, and the answer is deterministic. The application programmer can also be oblivious to hardware faults, since the run-time system has the data-dependencies available to it, and can determine which data can be recomputed (and how) and which data is so valuable that is should be replicated.
The application is run by giving the elementary operations above, along with the input data and a set of which result data should be computed. From this the complete graph of operations and intermediates for computing the target data from the input data can be generated. Figure 1 also shows the complete dependency graph needed to compute the Fock matrix after two steps through the diagonalization procedure for a system with three atomic shells. All operations (ovals) which appear in the same row in the graph can be executed independently. Even in this extremely small example, a significant amount of parallelism is apparent. Preliminary simulated execution times show that this data-centric approach attains higher performance by overlapping different phases of the computation and have been very encouraging.
The Massively Parallel Quantum Chemistry (MPQC) program [13] is a production-quality application implementing several key methods including Hartree-Fock (HF), Density Functional Theory (DFT), second-order Møller-Plesset (MP2), and coupled-cluster (CC) theories. Because MPQC is implemented for distributed memory parallelism using object-oriented programming techniques and was thread parallelized prior to the widespread availability of OpenMP using a task-based Pthreads approach [16] , it is well suited to be a full-application testbed for the purposes of this project. MPQC also serves as a demonstration platform for the sorts of extreme-scale programming approaches that would be applicable to other quantum chemistry packages.
The ultimate test of how well a runtime system works is the delivered performance. By combining actual codes, application proxies, and skeleton applications, we have the opportunity to test the runtime system on the largest available machines and to simulate the runtime system on exascale class machines. What we learn from testing these applications will guide the other elements of this project and give us confidence that the software components we develop will deliver high performance on exascale-class systems. Figure 2 shows a high-level view of the relationship between our proposed system components.
DESIGN

Systems Software Work
We will create a systems software stack that builds upon our FAST-OS HARE work [15] to provide parallel resources via the operating system kernel. These resources will be presented to programs as files. The kernel will either provide the resources directly, as in, e.g., a network interface; or will provide access to servers that provide the resources. Resources include what HARE has now, such as the name space that spans the all the nodes in a computation, including the user's desktop; as well as new resources such as the 
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Figure 2: Relationship of system components.
hierarchical, distributed data store; a task namespace; and the work queue namespace. Using this technology we will create a new kind of data store that is resilient, hierarchically structured, and adaptive, and hence provides a fault-oblivious environment for programs that use it. A remaining open question is whether this data store is implemented as part of the kernel or in a server. There are compelling arguments for each approach. Because the kernel server interface and user server interface are essentially identical, it is very easy to move servers across the boundary, i.e. run them in and out of the kernel; we will try both and measure relative performance.
Executable code is contained in data objects as well. Tasks are data objects that execute object code that operates on other data. Task information includes data dependencies, so that the work queue can determine when a task can be started without blocking, and so that the tasks themselves can figure out what data they need. Unlike current HPC practice, not every node contains code for every possible task. At the same time, tasks themselves have names, and are stored as data is.
The work queue is constructed using the data objects, and, hence, derives redundancy, hierarchical structure, and adaptivity from them. As in the other components, the work queue presents itself as a directory hierarchy in the name space. The work queue will tie together tasks and data, and will activate tasks to process the data. As a task executes or once it is done, it can place new data and tasks in the work queue. In this way, new data objects for the next phase of the computation are generated, and the computational graph unfolds.
The first step will be largely consumed with building the data object store. This is a non-trivial task. The store must accommodate an appropriate level of redundancy, a reasonable mechanism for distributing the data across the machine so as to properly balance individual node memory footprint, network topology, performance, and power.
Once this key subsystem is built, we can then implement the task storage and the work queues. Once a task object is instantiated, it will be tagged with the names of the data objects it needs to perform its function.
Note that the data objects and tasks can be anywhere -including on the user's desktop. Here is one reason that we accommodate having different sets of tasks reside on different nodes -the user's system is as much a part of the computation as any other node, even if it has a different architecture.
The work queue may be able to transparently benefit from the data store's redundancy and load leveling nature. If so, it can by simply implemented as a generic data object which is differentiated only by the way in which it is used. Note that, even as the computation is ongoing, the user can query and modify the queue as needed.
Because everything has a name, and everything is visible in the name space as a file or directory, we can make use of many tools that would be otherwise unavailable. It is possible, for example, that Mathematica could run on the user's desktop and observe the evolution of the application as it proceeds, and even steer the application by changing or creating data objects.
Accessing objects via names, rather than via pointers or MPI rank, will not come for free. There is a perpetual tension in HPC between generality on the one hand, and the optimizations that must be made to achieve needed performance. In the past we have experimented with fast-path system calls, hybrid network access models, and tightlycoupled dynamic object language bindings. We intend to continue our exploration of how this tension can be resolved for future exascale systems. In particular we will explore enabling a hybrid approach that facilitates application level optimization while maintaining systems level management of resources and application interaction via the name space approaches described above.
This new software will create a fundamental change in how HPC software is written. The resilient, hierarchical, adaptive data store is the key building block of the rest of our system. Building a data store that combines efficiency and performance is an extraordinarily difficult task but, once done, will give us a solid foundation on which to base the rest of the work. Providing the abstract file name space as an interface to the data store will allow any piece of software to run on the HPC system and use the data store, without rewriting the program to use a library. Task objects and work queues that use the data store will benefit from its essential properties. Once this work is done we are well on our way to building many types of fault-oblivious runtime systems and applications.
Work and Data Distribution
Scalable mechanisms for load-balancing of computations and minimization of data access costs will be critical for achieving scalability on future massively parallel exascale systems. The current SPMD execution models such as those used with MPI, which bind processes to processor cores, will be too restrictive. More dynamic and hierarchical execution models will be needed to achieve locality-aware loadbalanced execution on exascale systems.
In this work, we will build on and extend the taskpools model over Global Arrays and ARMCI (developed by PNNL and OSU through funding by the DOE PModels project). As we develop new scalable, hierarchical approaches to work and data distribution, we will interface and integrate with the facilities provided by the systems software layer described Figure 3 : A hierarchical approach to work-queues in a work distribution environment. Coarse-grained operations are placed into top-level queues. These expand to finer grained operations in lower-level queues. The data-dependency graph is used to preload data, and when all data is available the operation is moved into a run queue.
in Section 3.1.
A key aspect of our approach to scalable work and data distribution is the use of hierarchy, since flat execution models are unlikely to be scalable to the exascale. Consider the simulated example shown in Section 2. It is illustrative of components of a prototype data-driven quantum chemistry application derived from our Massively Parallel Quantum Chemistry program (MPQC) [13] . Some important features of the parallel task execution model will include:
• on-demand subtask generation • hierarchical operations (operations that spawn finergrained operations) • hierarchical data (data that can be subdivided into finer-grained blocks)
A scalable hierarchical work distribution framework will be developed to achieve load-balanced parallel execution. A conceptual queue structure for our framework is shown in Figure 3 . Coarse-grained operations are inserted into the highest level queues. These generate more finely-grained operations in lower-level work queues. At the lowest layer work-queues, we can take advantage of the fact that the data dependencies for the operation are explicitly exposed in our approach. Queued operations are moved into a preload queue, which begins to move the required data to the target processor and/or cache. Once the dependencies have been satisfied, the operation can be moved into the ready queue, where it waits for a computational resource to become free.
The key idea of this environment, in contrast to other systems in use today, is that it is hierarchical. Work-queues are mapped to the appropriate level in the architectural hierarchy of the machine by the run-time system. While the application decomposes the problem into the hierarchical work units that are natural to the physical system being studied, the run-time system maps these work units into the appropriate level in the machine architecture. We do not think of our approach as an "exascale" computing solution, but rather as a "scale-free" computing solution.
A crucial consideration in achieving scalable performance is the effective exploitation of data locality. While effective compile-time approaches have recently been developed for optimizing data access for regular computations [8, 7, 5] , data locality optimization for more general computations remains a challenging problem. We plan to extend runtime approaches developed previously by team members [14] for locality aware load balancing of out-of-core computations using hypergraph partitioning. The essential idea is that the interdependence between tasks and data objects is modeled as a weighted hypergraph that is partitioned to generate load-balanced work distribution along with locality enhanced data distribution. We will extend the hypergraph partitioning approach for DAG-structured computations such as that shown in Figure 1 .
Scalable mechanisms for work and data distribution will be critical to effective use of future systems with millions of cores. The currently prevalent flat SPMD execution models will face serious scalability challenges on exascale systems. We believe that hierarchical approaches as proposed here will be essential to scalability on such massively parallel systems.
Fault Oblivious Computation
The current state of practice for fault tolerance involves periodic collective checkpointing, with all processes restarting from the last checkpoint when any failure is detected. There are significant challenges in extending such an approach to future systems. The increase in number of system components and the attendant complexity is expected to result in failures being a common event rather than an exception, seriously impacting an application's overall performance and system utilization. For example, applications designed to weak-scale in the absence of failures, will require increasing execution times with scale due to the inevitability and increased cost of failures.
We propose to investigate several techniques to address these challenges. All of them hinge on the exposure of data dependencies, whether directly by the programmer or with independently developed specialized languages and tools. This enables automatic management of faults by the runtime system, possibly aided by hints from the programmer rather than detailed analysis of fault scenarios. The approaches to fault tolerance will be closely related to the support for work and data distribution available in the runtime and the OS.
Our prior work on selective restart in the event of a failure assumes a collection of independent tasks that are known in advance. Such a task collection can occur in a phase of an SPMD programming model, or a coarse-grain data-flow graph. We propose to extend this work to directed acyclic graphs and task collections in which a task can produce more tasks. In such task models, causality and memory consistency need to be preserved. For example, the re-execution of a parent task should not produce duplicate children tasks. This problem is complicated in task execution models such as work stealing in which a task's output might be lost while results from some of its descendants are still available, and some other descendants are set to be executed in unknown locations. Tracking parent-child relationships for all tasks might be infeasible. We will develop scalable tracking techniques tailored for different task execution models to handle faults for such task collections.
A failure in a process using non-idempotent communication operations can corrupt memory in the destination process. We have developed a marker-based scheme to identify the start and end of a communication operation. While much more efficient than message logging, this still incurs a performance penalty. In particular, the marker communication operation needs to be remote complete (i.e., available even if the initiating process fails), before the data can be modified. We propose to develop algorithms to coalesce marker communication and schedule them to expose the trade-off between the amount of work lost due to failure and the overhead incurred due to the markers in the absence of failures. Conservative assumptions of failures due to data corruption are necessitated by the difficulty of selectively recovering data structures without considerable programmer effort. We plan to develop replication and recovery procedures that can be used to recover individual data structures rather than a process' entire address space.
A critical issue with respect to enabling application-level fault tolerance is the absence of a fault-tolerant infrastructure, starting from the process manager, communication runtime, and user-level libraries. As part of our current FAS-TOS project on scalable fault tolerance, we are developing a fault tolerant runtime infrastructure to support our work on fault tolerant task collections. We propose to continue the development of a robust infrastructure to enable investigation of fault resilient data-driven programming models. This infrastructure will be used by the stack's other components.
Applications are currently written assuming that all processes are collectively involved in the initialization procedure. We are investigating different modes of communication to enable efficient restart models. Such modes would allow synchronizing collective operations to act as many-toone operations that only affect the state of the restarted process, with all other processing contributing to the calls, while not re-initializing themselves.
Applications vary in their usage of resources; they may be compute, memory-bandwidth, or latency-bound. The datadriven approach involves the specification of the computation and data requirements, leaving the runtime to map the computation to the processes and schedule the communication. This enables gleaning of the characteristics of the computation, either automatically or through user guidance, to evaluate resource usage, and apply the relevant techniques to handle faults. We will evaluate various approaches to minimize the cost of faults, including redundant computation, selective in-memory replication, and redundant communication. Often an application consists of phases, with a given data structure used in only one mode (e.g., read-only, putonly, or accumulate-only) within a phase. We have exploited this information in locality-aware load-balancing. We plan to develop fault management techniques that will incorporate user input on data structure usage patterns to minimize overhead.
The file-based interface exposed by the OS naturally provides isolation of data objects with exposed dependencies. This enables efficient consistency checks on individual data objects, with selective rollback. The capabilities developed in the runtime will be used determine the functionality needed in the OS to efficiently support fault tolerance, and drive subsequent closer integration of this functionality with the OS.
Under the assumption that exascale power budgets will be restricted to below 80MW by 2018, we now face the constraint of 10pJ/FLOP that has to be allocated to CPU, memory and network accordingly [9] . None of the existing three technology segments would be capable today to achieve this goal. It stands to reason that most likely technologies by 2018 will still be severely limited in their power budget. Collective checkpointing and restarting eliminated any possibility to optimize power consumption, while selective restart mechanisms can now benefit from load-balancing opportunities to manage favorably the allotted power budget. To this end, load-balancers need to have an understanding on how power is being consumed and will be consumed during the evolution of the HPC application.
Our prior work has investigated two important aspects of power consumption for HPC: On the one hand we have explored efficient measurement harnesses to collect power and thermal data at all levels of the power distribution and cooling hierarchy. This approach has allowed us to evaluate crosscutting power and thermal management strategies during the execution of HPC applications such as WRF or CP2K that go far beyond chip or server scope [4, 11, 18] . In addition, we acquired dynamic power and thermal signatures at multiple system levels that have the potential to serve as observables to power-aware, closed-loop loadbalancers.
We therefore propose to expand on our current work on hierarchical load-balancers by closing the feedback-loop with selective restart information as well as power state information during evolution of a program. Both feedback types present interesting challenges as both are cross-correlated and in many instances exhibit non-deterministic behavior. Yet at the same time these feedback paths require exposing observables to the balancer in order to improve the quality of its outcome. Hence, our course of action will be guided by control-theoretic principles. In the feedback loop we intend to identify actionable observables on which the balancer can actuate with sufficient anticipation. The observables will be modeled and continuously updated through measurements to keep the divergence from their "true" values under yet-tobe-determined thresholds.
Handling faults at the application-level beyond checkpointrestart is a challenging task requiring careful application design and thinking of all possible fault scenarios. The runtime model that forms the basis of our work enables the decoupling of the fault management component, which is then handled by the runtime system. The close interaction between the runtime system and the OS will enable lightweight error recovery. The techniques developed will be sufficiently independent of the application to enable wider usage. In particular, the results will also be evaluated to schedule computation to optimize power consumption.
Programming Model
The proposed framework provides a simple, uniform file system abstraction as the mechanism by which to manage parallel computation and distribution of data to computation blocks. Locating and accessing tasks from a process' work queue is accomplished through normal file system operations such as listing directory contents and opening files. Naturally, these low level operations will be wrapped in library calls to create, get, update, and delete work queues and elements in work queues. Similarly, data distribution and access are performed by writing and reading files within directory hierarchies, appropriately wrapped in library calls. Data blocks can be read from files using standard I/O or can be mapped in as binary data structures and then accessed directly in memory.
By extending file system semantics to encompass work and data distribution, the proposed framework defines a set of semantic extensions to existing programming languages. The work queues and data distribution services define a parallel programming model. This model will implemented as class libraries.
Extensible class libraries allow the semantics of work and data distribution to be refined. Applications might have different views of what constitutes "work" that is written to and read from work queues. The application might choose to represent a work unit as a decomposition of the physical mesh or surface being simulated, i.e. as a data structure that has meaning only to the application. The system software's role is to write and read the data structure to/from the appropriate queue. Alternatively, the application may wish to put a block of code on the work queue. In this case, the compiler, run time, and system software each have a role in appropriately packaging the body of code onto the work queue on a write, and launching the executable upon a read from the work queue. There are similar complexities in communicating data blocks among nodes. While at the lowest level, a data block is simply an opaque array of bytes, it might be desirable to pass descriptors with the data in a uniform way, or pass other encoded representations of the data for error correcting. These higher level services can be implemented as specializations of the base class libraries, extending the semantics of work queues and data distribution to particular application domains.
In addition to enriching the semantics of put and get operations there are more complex levels of interaction between application code and server that must be defined. A variety of error conditions may occur: application developer error, exhaustion of resources, or hardware/software faults. A standard library of fault handling services can be defined and implemented. Applications may choose to use fault and redundancy information to guide decisions about work and data partitioning. We will provide support for reflection so that the application code can inquire into the decomposition of the application onto the hardware and into the state of the hardware and react to changing conditions. The parallel programming model offered by the new infrastructure is a radical departure from the familiar SPMD model. The HPCS languages have incorporated some of these concepts into new syntactic constructs at the language level. Our library-based approach avoids unfamiliar syntax while providing complex, extensible interaction with the underlying infrastructure. Standardizing the library interface simplifies this new asynchronous, data driven model for application developers familiar with SPMD. It provides access to a deeper level of introspection into the run time if desired. Finally, its extensible design provides for refinement and the addition of new services.
VALIDATION
A major challenge associated with designing programming models, runtime systems, and algorithms for exascale-class systems is understanding the impact of various design decisions before hardware, or even functional software, is available to evaluate the design. We will accomplish this by testing the software we develop on the largest available machines using the Blue Gene/P and Blue Gene/Q systems as our initial platform. We have already been provided with access to the systems at ANL as part of the INCITE program.
Once the initial Blue Gene work is done, we will experiment with running this environment on the Cray XT development systems at Sandia.
We will understand how our system will perform at scale by using the Structural Simulation Toolkit's macroscale simulation components (SST/macro) [12] .The simulator will be extended to enable us to validate that our programming models, runtime systems, and algorithms can achieve the desired performance on exascale-class machines.
Validation on actual hardware will use a Universal Execution Model (UEM) developed by IBM. We will use UEM to start up and test the runtime system with real applications. We have developed support in Plan 9 for running binaries built with a Linux toolchain, so all program development is done with a familiar toolset and program development environments. Once the initial Blue Gene work is done, we will experiment with running this environment on the Cray XT development systems at Sandia.
The existing SST/macro components provide a complete performance estimation environment for high-performance architectures. However, several extensions will be needed to meet the requirements of this project. A primary aspect of the work we propose is the creation of a runtime system that handles faults in a way that is completely transparent to the application programmer, that is the application has the luxury of remaining fault oblivious. An important goal of the validation work is to ensure that an application running on hardware experiencing faults can maintain high performance. We will provide a framework that injects faults and fault notifications into our runtime system. This will allow us to evaluate the impact of faults at various rates on performance.
The SST/macro simulator can be driven in one of two ways: by reading trace files, typically generated by an actual application that has been run on real hardware, and by using a skeleton application. The skeleton application is designed to have the control flow of a real application, but with expensive computations and large data transfers removed and replaced by discrete events for which the timings are determined by models. The SST/macro simulator currently has a framework to support skeleton applications. We have also implemented a complete simulated Message Passing Interface which these skeleton applications can use to implement simulated communications in a straightforward way. Timings within the node are estimated with a simple processor model. In order to access the performance of our proposed programming model, we will implement a simulated runtime system and provide programming model support that can be used to implement pilot skeleton applications. The scaling of the pilot applications will be simulated and analyzed. The information gained will be fed back into the runtime system and programming model design process.
Numerous design choices arise in the development of a runtime system and a programming model. The ability to understand the effect of these choices on the performance of machines that do not yet exist is critical if we hope to obtain the desired performance on real systems. The interaction of the various software components, the network, and faults is complex. The ability to simulate these complex interactions will help us insure that the software and methodologies we develop in this work are sound and will be applicable to exascale-class machines. Furthermore, SST/macro is open-source, and the components and skeleton applica-tions developed as a part of this work will be available to the community at large.
CONCLUSION
In this paper we present a software system which supports dynamic, irregular, adaptive applications. Data objects are created and structured in a hierarchical manner, with replication as needed to provide a high degree of redundancy. The data objects can contain data, code, tasks (work descriptors with references to data, code, and other tasks) and higher level structures such as work queues. The higher level structures benefit from the properties of the data objects: redundant storage to support resiliency in the face of hardware failure; hierarchical structure to optimize use of the HPC system; and a presence of object names, available in the per-user file system name space, which allows any application, not just specially written HPC applications, to make use of the data even while it is on the HPC system. Our use of hierarchy will make the runtime scalable to very large systems. Our use of redundancy will allow programs to be written in a fault-oblivious manner, eliminating the need for system-level checkpointing. Putting data object names into the file system name space allows for interactive use of the system by users.
With this approach, we will be able to finally leave the batch era behind, a half-century after the invention of time sharing. We will be able to stop bounding program throughput by the checkpoint interval. Application data will be accessible at any time, not hidden behind opaque 128-bit pointers or MPI ranks, but given a name that is visible everywhere. Programmers can stop laying out data, and thinking about where the data is, and the code is, and the nodes are, and stick with the problem of what the application is supposed to be doing. This work, if it succeeds, will enable scientific computing to scale to the next generation of machines.
