Abstract. The objective is to minimize expected travel time from any origin to a specific destination in a congestible network with correlated link costs. Each link is assumed to be in one of two possible conditions. Conditional probability density functions for link travel times are assumed known for each condition. Conditions over the traversed links are taken into account for determining the optimal routing strategy for the remaining trip.
Introduction
Various problems of finding optimal paths have been studied extensively in the fields of computer science, operations research, and transportation engineering.
Depending on the application, the objective may be expressed in terms of cost, time, reliability, uncertainty, or a combination of multiple criteria [1] [2] [3] [4] . The shortest path problem and k-shortest paths problems are the most intensively studied. Over the last several decades, studies of the shortest path problems have been extended from the original formulation with consideration of only deterministic aspects [5] [6] [7] to stochastic [1, 3] or time-dependent link costs [7, 8] , and both [9] [10] [11] [12] . Since Burton [13] , shortest path problems with correlated link costs have attracted increasing attention in the literature in recent years [14, 15] . This paper addresses the stochastic, time-invariant shortest path problem in networks with correlated link service levels. The motivation for this research is that natural disasters and accidents can be expected to affect a group of links or nodes in a specific region of the network. If the service level for one link or node is affected by some random incident, it is possible that adjacent links and nodes are also affected. If so, then knowledge about the service levels acquired from the previous experience should inform the decision making for the remaining routing process. In the multi-stage decision process, the routing decision is made step by step as the traveler moves from one node to another until the destination node is reached. Each stage of the process includes the physical state (the location of the current decision point) and the information state (the knowledge he possesses from the previous experience). The optimal decision for the remaining process is based on both the physical and the information states of the current stage. This is a typical adaptive feedback control process, in which dynamic programming plays an important role [16] .
We have two principal goals in this paper. The first is to understand such problems from the adaptive feedback control viewpoint. The second is to show that our formulation of the problem has a unique solution, and that a computable means for finding this solution is available. These steps involve several mathematical techniques; however, formulating the problem from an adaptive feedback control perspective is the key element of the work. The problem is similar to the problem addressed by Waller and Zilaskopoulos [14] , but we proceed from a different perspective. The pseudo-code for
Waller and Zilaskopoulos' label-correcting algorithm can also be derived from the dynamic programming point of view.
The definition of service level depends on the context of the problem. In this paper, we use congestion level as an example. A node is congested if the in-flow to that node exceeds the node's out-flow capacity. This definition is frequently applied in computer networks, airport operations, etc. A link is considered congested if the link travel time exceeds an acceptable value. Link-based congestion is frequently considered in roadway networks. The problem will be formulated separately for the node-and linkbased different definitions of congestion. These two formulations are subsequently shown to be equivalent.
Statement of the Problem
Consider a network with N nodes and various connections between them. Given an origin-destination pair, our objective is to define the sequence of nodes to be visited such that the lowest expected travel time is achieved. All link travel times are assumed to be positive, time-invariant random variables.
In general, a network link or node might demonstrate several possible levels of service. For the sake of convenience, we consider only two possible link states. This is sufficient to demonstrate how to formulate the problem and obtain solutions to such a formulation. Generalizing this approach to a more realistic, discrete state space is a straight forward extension of our approach.
Given the node-based definition of congestion, each node is thus assumed to have two possible states, congested or uncongested. In the case of a natural disaster, these states might be more generally labeled "affected" and "unaffected." The correlations between the states of adjacent nodes are taken into account by introducing two conditional probabilities, α ij and β ij . The probability that, if node i is uncongested, then node j is uncongested is α ij . The probability that if, node i is congested, then node j is congested is β ij . For the sake of subsequent notational convenience, define λ ij as the probability that, if node i is congested, then node j is uncongested, i.e., 1 -β ij . This contrasts with Burton's [13, 15] approach, in which he identifies a priori correlations by defining classes for arcs sharing similar delay characteristics.
Similarly, given the definition of link-based congestion, each link is assumed to have two possible states, congested or uncongested. A link is considered uncongested if the time required to traverse this link ij is within an a priori bound t 0ij, and considered congested otherwise. The distributions of link travel times associated with each state are described by known probability density functions. The average link travel times between node i and node j is t ij under uncongested conditions and τ ij under congested conditions.
The quantities t ij and τ ij are assumed to be strictly positive numbers, which precludes the existence of absorbing cycles.
If a traveler experiences congestion at the current node or on the current link, he assumes similar conditions exist on adjacent nodes or links, and applies the corresponding probability or probability density function to structure his decision about which node to visit next.
Formulation of the Problem
According to Bellman's Principle of Optimality, an optimal sequence of decisions has the property that whatever the initial state and decision are, the remaining decisions must be optimal with respect to the state resulting from the initial decision [16] . Consider the sub-network in Fig. 1 . Suppose the traveler has traversed some sequence of links and is now at node i. He wants to arrive at the destination node N as soon as possible. There are competing options for the next possible node to visit from node i, including nodes j and k. If he visits node j next, he then needs to make an optimal choice of the next node to visit from node j. If he visits node k the next, he then needs to make an optimal choice of the next node to visit from node k. In any case, his objective is to select the next node to visit such that the expected time until arriving at the destination node N is minimized. In the case of node-based congestion, Bellman's principle of optimality may be applied to formulate this problem as
and
In these relations, solved at node j then can be formulated in the same fashion as for node i. It is apparent that no optimal path can be entirely pre-determined in an adaptive feedback control process, since the optimal solution depends on not only the physical state but also the information state that needs to be updated at each stage along the process.
Link-Based Congestion Case
In the case of link-based congestion,
Bellman's principle of optimality may be applied to formulate this problem as p ij (τ)dτ = the probability traveling from i to j requires time between τ and τ+dτ given that the link traversed to arrive at node i was uncongested; and q ij (τ)dτ = the probability traveling from i to j requires time between τ and τ+dτ given that the link traversed to arrive at node i was congested.
Partitioning and reorganizing the terms in the equations (4) and (5), we have
Note that the unknowns u j and v j are independent of τ, the variable of integration.
Therefore, u j and v j can be taken out of the integral. Introduce the notation
Equation (10) gives the probability that the traveler traverses link ij within time t 0ij when the link is congested. This permits Equations (7) and (8) to be expressed as
where
It is apparent from Equations (13) and (14) that t ij and τ ij are the expected travel times on link ij corresponding to the uncongested and congested cases, respectively.
If the link traversed to arrive at current node i is uncongested, then the function u i must be evaluated to select the optimal successor node j. Otherwise, if the link is congested, the function v i will be evaluated. The condition of link ij is ascertained once the traveler arrives at the successor node j. The problem to be solved at node j then can be formulated in the same fashion as for node i. The traveler's decision at node j is conditioned on the new information state of link ij. Thus, it is apparent that no optimal path can be entirely pre-determined.
The simplified formulations given by Equations (11) and (12) for the case of linkbased congestion have the same form as node-based Equations (1) and (2) . Our analysis and discussion in the following sections are all based, without loss of generality, on
Equations (11) and (12).
Numerical Solution -Picard's Method of Successive Approximation
From a mathematical point of view, Equations (11) and (12) Let us first consider the question of existence. Picard's method of successive approximation is one possible approach to solve the system of nonlinear Equations (11) and (12). Picard's method begins with initial approximations to the solution, and then refines these approximations by successive iterations. Let k be an iteration counter. Set k = 0. We begin with the simple initial approximations 
Inequalities (26) and (27) When
(1 ) ;
Similarly we have .
In the same way, we have that 
Because of Inequalities (30) and (31), and based on the principle of bounded monotone convergence, the sequence of iterations will necessarily converge to a single limit. Thus, we have
In the worst case, we might need to do an infinite number of iterations to Thus we have shown that this system of equations (11) and (12) does have a solution. Furthermore, we have also shown how the equations can be solved iteratively.
Thus, the first (the existence of a solution) and third (a procedure for obtaining a solution) of our questions have been answered.
We now proceed to the question of the uniqueness of the solution to the system of 5 Studies have shown that the optimal routing strategies in stochastic networks with correlation may result in cycles under extreme conditions. Discussion on convergence of the sequence considering loops is given in Ref. [14] .
Equations (11) 
Because successor node r is optimal for u i,
Subtracting Equation (36) from Expression (38), and given that α lj is a probability,
where l . Recall that that node l is associated with the solution U i ≠ i .
Consider the two solutions at node l. Given the first solution, u l and v l , the correct successor node is node p if the link traversed to reach node l is uncongested, and q if the link is congested. Thus, we have
and ( 
Given the second solution, U l and V l , the correct successor node to visit is node x if the link traversed to reach node l is uncongested, and node y if the link is congested. Thus, we have
)
As in the manner of Expressions (38) and (39), this gives
where l ≠ x. Since the routing procedure is to be completed within finite number of nodal transition, we will eventually reach the destination Node N, where
Taken together, Inequality (44) and Equations (45) and (46) give the result
To complete the proof, we also want to show that
Refer to Equations (34) and (36). Since the optimal successor node for U i is node l,
Given that α lj is a probability, subtracting Equation (34) from Expression (49) gives
where r ≠ i. Recall that that node r is associated with the solution u i .
Applying the previous procedure, it follows that Expression (48) holds. Taken together, Expressions (47) and (48) require that
By the same argument,
The existence of two different solutions to the system of Equations (11) and (12) is a contradiction. Consequently, there is one and only one solution to this system of equations.
Numerical Examples: Applications to Small Networks

Test 1: Application to a Four-Node Network.
A four-node network appears in Fig. 2 . The results for this very simple example can be checked manually. Set the probability that link ij is uncongested if the link traversed to arrive at node i is uncongested to be
Set the probability that link ij is uncongested if the link traversed to arrive at node i is congested to be
Fig. 2 A Four-Node Network
Arc weights in Fig. 2 consist of elements of the matrix [t ij ], the set of expected travel times for each link under uncongested conditions. The weights are symmetric in this example, but need not be. The matrix of expected link travel times under congested conditions is defined as follows,
Set the destination node to node 4. A simple MATLAB program for obtaining these results is given in Appendix A. This program can easily be generalized to larger examples. The lowest expected travel times to node 4 and the optimal choice of successor node for origin nodes 1 -3 are given in Table 1 . We assume that a link is traversed to reach any origin node, and thus the conditional probabilities α ij and λ ij are always defined. If no link was traversed in arriving at the origin, then these conditional probabilities might possibly be replaced with corresponding unconditional values.
The entries in Table 1 demonstrate that the optimal strategies can change based on link level of service information. In the case of trips originating from node 3, the optimal successor node changes from node 4 to node 2 if the level of service on the link traversed to reach node 3 is congested rather than uncongested. To verify our computational results, we reordered the node numbers in this example and resolved the problem.
Results for the two versions of the problem are consistent. In addition, the results remain unchanged after two successive approximation steps, which agrees with our expectation that the sequence of successive approximation should converge within N-2 steps, where N is the total number of nodes in the network. Fig. 3 .
Average, travel times for uncongested links are given in Table 2 . As in the previous example, average congested travel times are taken to be twice the corresponding value for uncongested flows. The minimum expected travel times to node 49 and the optimal choice of successor nodes for origin nodes 1 -48 are given in Table 3 . Links to optimal successor nodes are provided in Fig. 4 . In some cases, congestion on the link traversed to reach the current node has no impact on the definition of the optimal successor node, though it always has an impact on the estimate of the minimum expected time to reach the destination node. For those cases in which traversing a congested link to arrive at the current node results in a different choice for the successor node than would traversing an uncongested link, the link to the alternative successor node is shown in gray rather than black. 
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