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1 Introduction
Les travaux de recherche effectue´s dans cette the`se s’inscrivent dans le cadre du projet MGS.
Ce projet poursuit deux objectifs comple´mentaires :
1. e´tudier et de´velopper l’apport de notions et d’outils de nature topologique dans les langages
de programmation ;
2. appliquer ces notions et ces outils a` la conception et au de´veloppement de nouvelles struc-
tures de donne´es et de controˆle a` la fois expressives et efficaces pour la mode´lisation et la
simulation de syste`mes dynamiques a` structure dynamique ((SD)2).
Ces e´tudes se concre´tisent par le de´veloppement d’un langage de programmation expe´rimental et
par son application a` la mode´lisation et a` la simulation de syste`mes dynamiques, en particulier
dans le domaine de la biologie et de la morphogene`se. Ce langage est e´galement nomme´ MGS.
Dans ce cadre, notre travail a consiste´ a` e´tudier et de´velopper les notions de collection
topologique de dimension arbitraire et de transformation.
2 Chapitre 1 - Motivations et contributions
Une collection topologique est un ensemble de valeurs muni d’une relation de voisinage ; une
transformation est une fonction de´finie par cas sous la forme de re`gles de re´e´criture s’appuyant
sur la notion de voisinage. Les notions de collection topologique et de transformation permettent
la spe´cification de mode`les exe´cutables de syste`mes dynamiques de manie`re extreˆmement concise
et dans un cadre de´claratif.
L’objectif de ces travaux de recherche est de re´pondre a` plusieurs questions qui se sont pose´es
au cours du de´veloppement du projet MGS. Parmi les plus importantes :
• Est-il possible de manipuler de manie`re purement de´clarative des repre´sentations spatiales
complexes ?
• La prise en compte de relations topologiques dans un langage de programmation permet-
elle de simplifier la spe´cification et la simulation des syste`mes dynamiques (SD) et plus
particulie`rement des SD a` structure dynamique ?
• Est-il possible de donner un « contenu calculatoire » a` une forme diffe´rentielle, afin de se
rapprocher des formalismes mathe´matiques utilise´s dans les applications ?
• Est-il possible d’e´tendre les me´canismes d’e´valuation du langage afin de permettre, avec
les meˆmes structures de controˆle, le de´veloppement de simulations de´terministes et de
simulations stochastiques ?
• Est-il possible de formaliser de manie`re synthe´tique les importants de´veloppements logiciels
qui ont e´te´ re´alise´s dans le projet ?
En tentant de re´pondre a` ces questions, nos travaux se sont organise´s suivant trois directions :
1. Le premier axe de recherche concerne le de´veloppement de la notion de collection topo-
logique. Ce de´veloppement a deux objectifs : ge´ne´raliser cette notion afin de prendre en
compte les besoins en mode´lisation, en particulier la repre´sentation d’objets spatiaux com-
plexes de dimension arbitraire, et fonder the´oriquement cette notion a` partir de la notion
de complexe cellulaire abstrait de´veloppe´e en topologie alge´brique combinatoire.
2. La seconde direction de recherche concerne la notion de transformation et la se´mantique for-
melle des programmes MGS. Ce travail a permis de de´velopper la manipulation de´clarative
de collections topologiques de dimension arbitraire, d’e´tendre le langage de motifs de che-
mins des re`gles d’une transformation, de concevoir un nouveau langage de motifs plus puis-
sant afin de filtrer des sous-collections de forme arbitraire et de de´velopper des strate´gies
stochastiques d’applications des re`gles d’une transformation.
3. Enfin, nous avons valide´ par de nombreux exemples significatifs les nouvelles constructions
que nous avons conc¸ues et implante´es dans l’interpre`te MGS. Ces applications sont pour
la plupart des exemples non triviaux de syste`mes dynamiques a` structure dynamique. La
varie´te´ des domaines aborde´s, le volume et l’importance des exemples traite´s permettent
de juger de la pertinence des constructions propose´es, mettent en e´vidence le gain en
expressivite´ apporte´ par l’approche topologique propose´e, et valident les hypothe`ses du
projet MGS.
Plan du chapitre. Dans la suite de ce chapitre nous pre´sentons succinctement plusieurs
langages ayant inspire´ originairement MGS, les notions de collection topologique et leur trans-
formation, puis nous de´taillons les trois parties de notre travail. Pour clore ce chapitre nous
listons nos contributions.
2 - Collection topologique et transformation 3
2 Collection topologique, transformation et langages de pro-
grammation bio-inspire´s
Une des motivations originelles de MGS est la volonte´ d’unifier plusieurs mode`les de calcul1
initialement inspire´s par des processus biologiques. Du point de vue topologique adopte´ dans
MGS, ces langages se fondent tous sur un me´canisme de substitution dans une structure de
donne´es correspondant a` un espace particulier. Ces diffe´rents mode`les de calcul sont de´crits dans
le paragraphe suivant, avant d’introduire succinctement les notions de collection topologique et
de transformation.
2.1 Des langages de programmation bio-inspire´s
Gamma. Gamma propose un formalisme ou` toute notion de se´quentialite´ est absente. Utili-
sant la re´e´criture de multi-ensemble comme unique structure de controˆle, un programme peut
se de´crire par une me´taphore chimique ou` les re´actions chimiques correspondent aux re`gles
de re´e´criture et ou` la solution chimique est formalise´e par la notion de multi-ensemble. La
me´taphore chimique autorise une description simple et directe des processus paralle`les ainsi que
du non-de´terminisme. Des extensions ont ensuite e´te´ de´veloppe´es pour apporter aux donne´es une
structuration absente du formalisme initial ; une forme de relation de voisinage entre les donne´es
est alors introduite. La structure de multi-ensemble reste ne´anmoins pre´ponde´rante (il s’agit de
multi-ensembles structure´s), le voisinage e´tant encode´ a` l’aide d’un me´canisme d’adressage et de
de´finition de type [BL86, BFL01].
P syste`mes. Les P syste`mes se fondent sur une me´taphore du fonctionnement de la cellule
biologique pour organiser un ensemble de calculs chimiques. Les P syste`mes correspondent a` des
multi-ensembles imbrique´s, ou compartiments, contenant diffe´rents objets e´le´mentaires. Chaque
compartiment est caracte´rise´ par un jeu de re`gles de re´e´criture localise´es permettant aux ob-
jets de re´agir entre eux. Divers ope´rateurs additionnels permettent le transport d’objets entre
compartiments ou la cre´ation et la destruction de compartiments. Les syste`mes ainsi construits
sont paralle`les et non-de´terministes. Les P syste`mes offrent des me´canismes puissants permet-
tant de de´finir de nouvelles classes de langages formels. L’e´tude des P syste`mes s’est initialement
concentre´e sur des proble`mes de calculabilite´. Leur utilisation s’e´tend a` pre´sent a` la mode´lisation
et a` la simulation [Pa˘u00, Pa˘u01].
L syste`mes. Les syste`mes de Lindenmayer ont e´te´ initialement propose´s en 1968 par le bio-
logiste Aristid Lindenmayer afin de donner une description formelle du de´veloppement d’orga-
nismes filamentaires. Le formalisme mis en place est puissant : le syste`me est repre´sente´ par une
chaˆıne de symboles, chaque symbole repre´sentant une partie de l’organisme et la contigu¨ıte´ dans
la chaˆıne repre´sentant le voisinage entre les parties. L’e´volution du syste`me est alors capture´ par
des re`gles de re´e´criture paralle`le se´lectionnant une sous-chaˆıne pour la remplacer par une nouvelle
chaˆıne. Ce cadre a e´te´ de´veloppe´ suivant deux directions diffe´rentes. Tout d’abord, les L syste`mes
fournissent un moyen pour engendrer des mots et ils ont e´te´ utilise´s dans la de´finition de langages
conduisant a` une hie´rarchie propre aux L syste`mes (a` la fac¸on de la hie´rarchie de Chomsky).
Leur effectivite´ a e´galement rencontre´ un succe`s conside´rable dans mode´lisation et la simulation
de processus de croissance et de de´veloppement, en particulier en botanique [RS92, PLH+90].
1Le point de vue qui nous inte´resse ici est celui des langages de programmation : a` chacun de ces mode`les
de calcul correspond une classe de langages de programmation et nous ne nous inte´ressons pas a` l’e´tude de la
complexite´ des algorithmes exprime´s dans ces mode`les de calcul mais a` l’expressivite´ permise par les constructions
propres a` ce mode`le dans un langage associe´.
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Les automates cellulaires. Les automates cellulaires ont e´te´ introduits par John von Neu-
mann afin de comparer la notion d’organisme vivant et de machine, en particulier la notion
d’auto-reproduction. Un automate cellulaire peut se de´crire par un re´seau pre´de´fini de sites (par
exemple un voisinage NEWS), chaque site posse´dant un e´tat pris dans un ensemble fini. A` un
instant t+1, l’e´tat de chaque site est mis a` jour suivant une re`gle d’e´volution pre´de´finie qui com-
bine son e´tat et ceux des sites voisins a` l’instant t. Le fonctionnement de l’automate correspond
a` la mise a` jour, dans une suite d’e´tapes discre`tes, de l’e´tat des sites [vN66].
2.2 Un point de vue unificateur
Une constatation. Les quatre exemples de mode`les de calcul que nous venons d’e´voquer
brie`vement ont e´te´ inspire´s par des processus chimiques ou biologiques. Ils ont donne´ lieu
tous les quatre a` des de´veloppements formels tre`s riches mais ont aussi e´te´ utilise´s pour fon-
der des langages de programmation non conventionnels qui ont e´te´ abondamment utilise´s dans
la mode´lisation et la simulation de processus naturels et artificiels.
Malgre´ leurs diffe´rences (ils ont e´te´ cre´e´s a` diffe´rents moments sur une pe´riode de cinquante
ans et avec des motivations tre`s diverses), on peut noter que ces quatre paradigmes se pre´sentent
tous comme des langages de re`gles et qu’on peut les de´crire comme des formes particulie`res de
re´e´criture. Par re´e´criture nous entendons ici le me´canisme qui consiste a` substituer une partie
par une autre dans un objet.
Les multi-ensembles et les chaˆınes sont des structures de donne´es dites mono¨ıdales [Man01,
GM01b] et les techniques de re´e´criture associe´es sont bien maˆıtrise´es : il s’agit de conside´rer
des constructeurs modulo associativite´ (pour les chaˆıne) et modulo associativite´-commutativite´
(pour les multi-ensembles).
En revanche, il n’est pas usuel de conside´rer les automates cellulaires comme de la re´e´criture
de tableau, principalement parce qu’il n’en existe pas de de´finition inductive libre (un tableau
n’est pas un terme). De plus, la re´e´criture ne concerne qu’un seul site (meˆme si la partie droite
d’une re`gle d’e´volution de´pend des voisins de ce site). Ne´anmoins, certaines variations de ce
mode`le, comme les gaz sur re´seaux [TN87], spe´cifient bien la re´e´criture d’un ensemble de sites
voisins.
L’approche topologique. Il est donc tentant d’englober ces mode`les de calculs dans un cadre
permettant de les de´finir comme des cas particuliers d’un me´canisme ge´ne´ral de substitution des
parties de la structure de donne´es. Pour cela, il faut disposer d’une notion ge´ne´rale d’objet et
de partie, capable de ge´ne´raliser les multi-ensembles, les mots, les tableaux...
Le projet MGS propose de s’appuyer sur des notions issues de la topologie alge´brique pour
de´finir ce cadre. L’ide´e est de voir une solution chimique, une imbrication de membranes, une
chaˆıne ou encore un re´seau comme un espace ou` prend place le calcul. Nous appellerons cet
espace une collection topologique. Les me´canismes de substitution et les re`gles qui apparaissent
dans Gamma, les P syste`mes, les L syste`mes ou les automates cellulaires seront vus comme des
transformations de cet espace.
Il est encore trop toˆt pour affirmer que le cadre the´orique que nous de´veloppons dans cette
the`se pour formaliser les notions de collection topologique et de transformation est adapte´ a`
l’e´tude formelle de ces diffe´rents me´canismes de calcul. Cependant, les exemples de´veloppe´s
dans cette the`se montrent que ces notions offrent, au moins au niveau syntaxique et pour ce qui
est de la programmation, un cadre uniforme et expressif qui permet d’inte´grer simplement ces
diffe´rents paradigmes dans un meˆme langage.
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2.3 La notion de collection topologique
Nous appelons collection tout ensemble d’e´le´ments « organise´s ». Les structures de donne´es
manipule´es par les langages de programmation correspondent a` diffe´rentes sortes de collections :
tableaux, arbres, ensembles, multi-ensembles (ou bags), se´quences (ou listes), termes, etc.
Nous appelons collection topologique une collection dont les e´le´ments sont organise´s par une
relation de voisinage. Nous noterons « , » la relation de voisinage : x, y signifie que l’e´le´ment
y est un voisin de l’e´le´ment x (dans une certaine collection). La relation de voisinage permet de
spe´cifier une notion de sous-collection : une sous-collection est un sous-ensemble connexe de la
collection. Cette relation permet aussi de spe´cifier la notion de chemin : un chemin est une suite
d’e´le´ments tous distincts [x0, x1, . . . , xn] tels que xi, xi+1.
De nombreuses structures de donne´es classiques peuvent eˆtre conside´re´es comme des collec-
tions topologiques. Par exemple, une se´quence est une collection topologique telle que :
• chaque e´le´ment posse`de au plus un voisin ;
• chaque e´le´ment ne peut eˆtre le voisin que d’un e´le´ment au plus ;
• il n’existe pas de cycle dans la relation de voisinage.
Un ensemble, un tableau, un graphe, un arbre, . . ., peuvent aussi eˆtre vus comme une collection
topologique avec une relation de voisinage ade´quate justifie´e par les ope´rations habituelles sur
ces structures de donne´es.
Ce point de vue topologique sur une structure de donne´es peut s’inte´grer dans un langage
fonctionnel classique (comme ML) ou` il ouvre d’inte´ressantes perspectives qui justifient a` elles
seules son e´tude :
• cette notion offre un cadre uniforme pour spe´cifier et manipuler des structures de donne´es
qui e´tendent la notion de type alge´brique ;
• elle permet d’e´tendre la de´finition par cas, un me´canisme puissant de spe´cification de
fonction, a` tous les types de donne´es (y compris les structures de donne´es qui ne sont pas
des types alge´briques comme par exemple les tableaux) ;
• elle offre un cadre alternatif a` la notion de polytypisme qui n’est pas restreint aux types
de donne´es alge´briques ;
• elle apporte une nouvelle notion de re´e´criture qui ne se re´duit pas aux approches existantes.
Cependant, les notions de collection topologique et de transformation ont e´te´ initialement mo-
tive´es en MGS par la volonte´ d’unifier plusieurs mode`les de programmation et par les proble`mes
particuliers pose´s par la simulation de syste`mes dynamiques a` structure dynamique en biologie.
Cette dernie`re motivation, pre´sente´e dans le chapitre 7, est a` l’origine du point de vue adopte´
dans cette the`se.
Dans les travaux ante´rieurs, en particulier [Coh04], les collections topologiques e´taient re-
pre´sente´es par un graphe de voisinage : les sommets du graphe correspondent aux e´le´ments de
la collection et les arcs a` la relation de voisinage. Cependant, le cadre the´orique ade´quat pour
la formalisation de la relation de voisinage est la notion de complexe cellulaire de´veloppe´e en
topologie alge´brique (les graphes sont un cas particulier de complexes cellulaires de dimension
1). Ce cadre the´orique abstrait est de´veloppe´ au chapitre 3, implante´ (voir l’annexe A) et valide´
a` travers de nombreux exemples dans le domaine de la simulation (voir la partie III).
2.4 La notion de transformation
Une transformation est un me´canisme de calcul qui permet d’associer une collection topo-
logique a` une autre. Elle est constitue´e d’un ensemble de transformations e´le´mentaires. E´tant
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donne´e une collection C, une transformation e´le´mentaire spe´cifie :
1. une sous-collection A de C
2. le calcul d’une nouvelle collection B a` partir de A
3. la substitution de B en lieu et place de A dans C
La spe´cification d’une transformation e´le´mentaire demande de pre´ciser comment se´lectionner A,
comment calculer B et les contraintes de la substitution de A par B. Les premier et troisie`me
points de´pendent de la relation de voisinage de´finie sur C.
2.5 Plongement dans un langage de programmation fonctionnel
Il est possible d’introduire les notions de collection topologique et de transformation dans un
langage fonctionnel comme ML :
• une collection topologique (caracte´rise´e par sa relation de voisinage) correspond a` un type
de donne´es ;
• une transformation correspond a` une fonction de´finie par un ensemble de re`gles.
Une re`gle spe´cifie une transformation e´le´mentaire et prend la forme suivante :
a⇒ h(a)
ou` a spe´cifie une sous-collection A a` se´lectionner dans la collection C et ou` le calcul de B
correspond a` la fonction h. L’expression a peut s’interpre´ter comme un motif de filtrage.
Insistons sur le fait qu’une transformation est une fonction ordinaire applique´e et utilise´e
exactement comme les fonctions de´finies par abstraction. Dans un langage fonctionnel permet-
tant l’ordre supe´rieur, comme MGS, une transformation peut eˆtre place´e en argument ou bien
retourne´e comme re´sultat d’une application.
Cette approche est mise en œuvre dans le langage expe´rimental MGS. Ce langage dispose
d’un interpre`te qui correspond a` une version dynamiquement type´e du langage (le typage et
la compilation ont e´te´ e´tudie´s dans [Coh04]). Les travaux de cette the`se visent a` e´tendre les
notions de collection topologique et de transformation et a` les fonder a` partir de constructions
the´oriques de´veloppe´es dans le domaine de la topologie alge´brique.
3 Organisation de cette the`se
Ce document se structure en quatre parties.
3.1 Premie`re partie : Une introduction a` MGS
La premie`re partie de´crit le langage MGS. Les notions de collection topologique, de transfor-
mation ainsi que leur inte´gration dans un langage fonctionnel sont pre´sente´es de manie`re infor-
melle a` travers des exemples dans le chapitre 2. L’objectif de ce chapitre est double : il doit aider
a` la compre´hension des concepts de´crits et des proble´matiques aborde´es, et il doit convaincre le
lecteur que les notions de collection topologique et de transformation sont inte´ressantes et utiles
pour la programmation en ge´ne´ral.
Diffe´rentes sortes de collections topologiques sont pre´sente´es dans ce chapitre, en particulier
les collections topologiques fonde´es sur la notion de G-carte et celles fonde´es sur la notion de
complexe cellulaire abstrait. Un des enjeux de cette the`se est de montrer que ces structures de
donne´es peuvent eˆtre manipule´es de manie`re purement fonctionnelle. C’est un enjeu important
mais peu de travaux dans ce sens ont produit des re´sultats probants.
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3.2 Deuxie`me partie : Formalisation
La seconde partie de ce document introduit et e´tudie les notions ne´cessaires a` la formalisation
des structures de donne´es et de controˆle pre´sente´es pre´ce´demment. L’enjeu est de donner une
description rigoureuse des constructions que nous avons conc¸ues et re´alise´es dans l’interpre`te. Le
travail d’implantation est tre`s important : l’interpre`te repre´sente environ 50 000 lignes de codes
OCaml, sans compter l’interfac¸age vers de nombreuses bibliothe`ques. Donner une se´mantique per-
met alors de pre´senter cet effort sous une forme synthe´tique. Cela permet e´galement de pre´ciser
clairement plusieurs points difficiles a` clarifier en langage ordinaire (les strate´gies d’application
des re`gles en sont un bon exemple).
Trois proble`mes se posent pour la formalisation du langage MGS : la formalisation des struc-
tures de donne´es, la formalisation du filtrage et la formalisation des strate´gies d’applications
(en particulier les strate´gies non-de´terministes). Ces trois proble`mes sont aborde´s dans les trois
premiers chapitres de cette partie. Le dernier chapitre poursuit la formalisation des transforma-
tions, a` partir d’un point de vue alge´brique : une transformation est le pendant informatique de
la notion de forme diffe´rentielle (discre`te) en physique.
Chapitre 3 : Collections topologiques. Une structure de donne´es de´die´e a` la simulation
de (SD)2 doit offrir a` la fois une grande expressivite´ afin de repre´senter aise´ment des structures
arbitrairement complexes, une certaine souplesse pour autoriser la modification a` la vole´e de la
structure (capturant le caracte`re dynamique de cette dernie`re) et eˆtre bien adapte´e a` l’expression
des lois d’e´volution spe´cifiant la dynamique du syste`me.
Des structures de donne´es posse´dant ces diffe´rentes proprie´te´s ont de´ja` e´te´ e´tudie´es et utilise´es
en mode´lisation ge´ome´trique pour la repre´sentation d’objets physiques. Partant de la notion
d’interaction et des concepts e´labore´s en mode´lisation du solide, nous proposons d’utiliser la
notion de complexe cellulaire abstrait issue de la topologie alge´brique. Un complexe cellulaire
permet la repre´sentation discre`te d’un espace a` travers un ensemble de cellules topologiques,
abstractions d’un espace e´le´mentaire, recolle´es suivant une relation de voisinage appele´e relation
d’incidence. Le complexe cellulaire fournissant la description de la structure du syste`me, nous
de´corons cet espace par des valeurs, ce qui aboutit a` la notion de chaˆıne topologique. Cette
notion est e´galement issue de la topologie alge´brique et permet d’associer un e´le´ment d’un
groupe mathe´matique aux cellules d’un complexe.
Afin de de´montrer que les structures de donne´es usuelles peuvent eˆtre prises en compte par
le point de vue topologique que nous proposons, nous illustrons cette formalisation topologique
de la notion de collection en exprimant un grand nombre de structures de donne´es standards.
Nous terminons enfin le chapitre en de´finissant un type universel de collections topologiques,
type qui sera utilise´ dans la de´finition de la se´mantique du langage dans les chapitres suivants.
Chapitre 4 : Une se´mantique naturelle pour MGS. Les diffe´rents concepts e´labore´s lors
du de´veloppement du projet MGS, notamment les transformations, sont pre´sente´s en ge´ne´ral de
manie`re informelle. Nous proposons dans ce chapitre de de´finir une se´mantique du langage MGS.
Nous nous focalisons sur un langage noyau, mini-MGS, fonde´ sur un λ-calcul non-type´ et
e´tendu par la spe´cification de deux types de transformations diffe´rentes : les transformations
de chemins et les patches. La se´mantique est pre´sente´e dans le style de la se´mantique naturelle
en e´tablissant plusieurs relations d’e´valuation. L’e´valuation de l’application des transformations
demande le de´veloppement de trois e´tapes essentielles :
1. L’application d’une re`gle de transformation : elle formalise le filtrage d’une sous-collection
ainsi que l’e´valuation de la partie droite des re`gles conditionne´e par la sous-collection filtre´e
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a` l’aide des variables de filtre.
2. La strate´gie d’application des re`gles : une sous-partie de la se´mantique du langage doit
spe´cifier la politique impose´e pour l’application des re`gles. Cette sous-partie est modulaire
suivant la strate´gie que l’on souhaite utiliser. Nous proposons la programmation de quatre
strate´gies diffe´rentes, toutes pre´sentes dans l’interpre`te MGS. Les strate´gies stochastiques
sont e´tudie´es a` part dans le chapitre 5.
3. La reconstruction : il s’agit de l’ope´ration permettant l’assemblage des sous-collections
e´value´es en partie droite des re`gles. C’est a` cet endroit que les modifications topolo-
giques des structures apparaissent. Ces modifications ne posent aucune difficulte´ au vu
des concepts e´labore´s chapitre 3.
La de´finition de la se´mantique est suivie de trois exemples d’utilisation : le premier concerne la
spe´cification d’une modification topologique, le deuxie`me e´tudie l’application d’une transforma-
tion selon la strate´gie utilise´e, et le troisie`me pre´sente un exemple de preuve construite sur la
se´mantique.
Chapitre 5 : Strate´gies d’application probabilistes. La se´mantique de´veloppe´e au cha-
pitre 4 ne de´crit pas de manie`re satisfaisante les strate´gies stochastiques disponibles dans l’in-
terpre`te MGS. En effet, si ces strate´gies sont inte´ressantes du point de vue de la simulation, c’est
qu’il est possible de controˆler les probabilite´s d’applications des re`gles d’une transformation. Une
« vraie » se´mantique des ope´rations stochastiques doit donc spe´cifier l’ensemble des re´sultats pos-
sibles, ponde´re´s par leurs probabilite´s d’e´valuation. Par comparaison, la se´mantique que nous
avons propose´e au chapitre pre´ce´dent e´tablit simplement une relation entre une expression et les
re´sultats retourne´s possiblement par son e´valuation.
L’introduction de probabilite´s dans les se´mantiques des langages n’est pas une extension
simple. En effet, un grand nombre de pre´cautions doivent eˆtre prises pour que les ope´rations
sur les lois de probabilite´ utilise´es soient correctes. On pense notamment a` la ve´rification de
l’inde´pendance de deux e´ve´nements afin de multiplier leur probabilite´.
Apre`s avoir de´fini la notion de densite´ de probabilite´ qui permet d’associer une probabilite´ a`
tout re´sultat possible de l’e´valuation d’une expression, et cela en posant les hypothe`ses ne´cessaires
a` leur bonne utilisation, nous modifions entie`rement la se´mantique de´finie dans le chapitre 4 pour
prendre en compte des strate´gies stochastiques.
Nous de´veloppons en particulier deux strate´gies probabilistes : une strate´gie stochastique
standard inspire´e des travaux concernant la re´duction stochastique d’un syste`me de re´e´criture
de termes et une strate´gie plus sophistique´e qui permet de faire de´pendre les probabilite´s d’ap-
plication du nombre d’occurrences de ces applications. Cette strate´gie permet notamment la
de´finition en MGS de simulations a` e´ve´nements discrets probabilistes comme par exemple la
simulation exacte de re´actions chimiques suivant l’approche propose´e par D.T. Gillespie. La
me´thode dite de Gillespie est pre´sente´e en de´tail dans le chapitre 10 qui lui est comple`tement
de´die´.
Chapitre 6 : Analogie avec les formes diffe´rentielles. Pour clore cette partie, nous
proposons une nouvelle perspective sur la notion de transformation. Les chapitres pre´ce´dents
fournissent une formalisation des transformations via un me´canisme calculatoire permettant
d’e´valuer le re´sultat de l’application d’une transformation sur une collection. Ne´anmoins, ils ne
fournissent pas de sens profond a` cette ope´ration.
Intuitivement, les transformations permettent d’ite´rer une fonction localement sur un espace
de´fini par une collection topologique et de « sommer » les re´sultats locaux pour construire le
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re´sultat global de l’application. Cette description n’est pas sans rappeler l’inte´gration de formes
diffe´rentielles. En effet, une forme diffe´rentielle e´value localement des re´sultats qui seront en-
suite somme´s sur toute l’e´tendue d’un domaine. Il est donc extreˆmement inte´ressant d’e´tudier
et d’analyser le lien qui peut exister entre les transformations MGS et le calcul diffe´rentiel pour
deux raisons : cette analogie peut se poursuivre et des notions de´veloppe´es dans le domaine
du calcul diffe´rentiel peuvent peut-eˆtre enrichir la notion de transformation (on pense notam-
ment a` des me´canismes comme la de´rivation ou l’inte´gration par partie). La seconde raison
concerne notre domaine d’application : en effet, les SD sont souvent spe´cifie´s a` l’aide d’e´quations
diffe´rentielles continues, ensuite discre´tise´es et inte´gre´es nume´riquement. La formalisation d’un
lien entre transformation et forme diffe´rentielle permettrait de simplifier ce processus et de se
rapprocher encore des formalismes employe´s naturellement par les mode´lisateurs.
Dans le chapitre 3, les collections topologiques sont pre´sente´es suivant le point de vue des
chaˆınes topologiques de la topologie alge´brique. Cette branche des mathe´matiques permet de
de´finir un e´quivalent discret a` la notion de forme diffe´rentielle. L’e´quivalent discret d’une forme
diffe´rentielle s’appelle une cochaˆıne ; les cochaˆınes sont des homomorphismes de chaˆınes. Il est
possible de de´finir simplement une cochaˆıne par une transformation mais nous allons plus loin
en de´finissant en MGS, les e´quivalents des notions d’ope´rateur diffe´rentiel et de laplacien.
La chapitre s’organise comme suit. Apre`s avoir rappele´ de fac¸on non exhaustive la the´orie
des formes diffe´rentielles et sa discre´tisation, nous formalisons le concept de cochaˆıne pour-
suivant ainsi les de´finitions pre´sente´es dans le chapitre 3. Nous mettons en avant un certain
nombre d’ope´rateurs notamment utilise´s en physique discre`te, permettant de manipuler les va-
leurs de´corant les cellules topologiques d’une chaˆıne topologique. Nous terminons le chapitre en
construisant l’analogie entre calcul diffe´rentiel et les concepts de´veloppe´s dans le projet MGS,
et en illustrant cette analogie par la programmation, presque imme´diate au vu des de´finitions
pre´ce´dentes, des ope´rateurs discrets en MGS.
Le chapitre s’ache`ve en e´voquant le lien entre les ope´rations e´tudie´es et les alge`bres de
programmes, en de´taillant un exemple de programme algorithmique pouvant eˆtre spe´cifie´ par
une simple e´quation discre`te.
3.3 Troisie`me partie : Exemples et applications
La troisie`me partie de ce document est consacre´e a` l’illustration du langage a` travers des
exemples importants. Ces chapitres permettent de re´pondre affirmativement a` deux des questions
pose´es pre´ce´demment : oui, il est possible de manipuler de manie`re purement de´clarative des
repre´sentations spatiales complexes, et oui, la prise en compte de relations topologiques dans un
langage de programmation permet de simplifier la spe´cification et la simulation des (SD)2.
Chapitre 7 : Introduction aux exemples d’applications. Ce chapitre introductif de´crit
succinctement le domaine d’application privile´gie´ du projet MGS et pre´sente l’analyse a priori
qui nous a amene´s a` concevoir, de´velopper et formaliser les notions de collection topologique
et de transformation pour la simulation des (SD)2. Cette analyse se concentre sur la description
de l’e´volution du syste`me en termes d’interactions locales entre des entite´s plus e´le´mentaires
qui composent ce syste`me. Ces interactions induisent naturellement une structure topologique
sur l’e´tat du syste`me, structure qui peut eˆtre utilise´e pour de´finir la structure de donne´es qui
repre´sentera l’e´tat du syste`me dynamique et pour spe´cifier la fonction d’e´volution.
Le chapitre se termine par une analyse des types de motifs que nous avons utilise´s : trois
classes de motifs se de´gagent, correspondant aux applications « classiques » en physique qui
exhibent un caracte`re tre`s local, aux applications « algorithmiques » qui ne´cessitent des motifs
complexes et aux (SD)2 qui sont un hybride des deux.
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Chapitre 8 : Modifications topologiques. L’un des enjeux du de´veloppement des trans-
formations de collections topologiques est la spe´cification de modifications structurelles de l’e´tat
des syste`mes afin de simuler l’e´volution de (SD)2. Le langage de motifs de chemin initiale-
ment de´veloppe´ en MGS s’est re´ve´le´ trop limite´ pour traiter ces exemples, ce qui a motive´
le de´veloppement du langage de patches. Ce chapitre met en avant la construction de structures
topologiques complexes a` l’aide des patches. Nous illustrons la puissance des motifs de patches
a` travers deux exemples.
Le premier exemple concerne l’implantation en MGS de diffe´rents algorithmes de subdivision
de maillage. Cette ope´ration non-triviale est tre`s importante et trouve ses applications en CAO,
en ge´ome´trie algorithmique et en informatique graphique. Nous avons implante´ un grand nombre
d’algorithmes de subdivision afin d’illustrer la facilite´ de programmation et l’abstraction des
programmes MGS vis-a`-vis des structures de donne´es sous-jacentes encodant la structure des
objets. Le meˆme programmeMGS permet aussi bien de subdiviser des G-cartes que des complexes
cellulaires abstraits alors que l’ope´ration de subdivision est tre`s souvent programme´e de fac¸on
ad hoc pour chaque structure de donne´es. Ce re´sultat est possible en MGS car le programme est
la traduction directe des descriptions mathe´matiques des algorithmes. De ce point de vue, cet
exemple illustre le bilan positif du projet MGS par rapport a` cette proble´matique.
Le second exemple illustre l’utilisation des transformations pour mode´liser des syste`mes auto-
assemble´s (sef-assembly). Ces syste`mes sont pre´sents dans beaucoup de domaines et posent
le proble`me de l’e´mergence de proprie´te´s globales par la spe´cification uniquement locale des
interactions. Nous nous concentrons sur le de´veloppement d’un espace fractal : le triangle de
Sierpinski. Deux approches sont propose´es : l’une permet la construction d’un motif repre´sentant
la fractale sur un espace de´fini a priori, illustrant une forme d’auto-assemblage dit par accre´tion ;
l’autre de´crit la construction de l’espace en terme de de´coupage de complexe cellulaire (auto-
assemblage par sculpture ou carving).
Chapitre 9 : Quelques aspects de simulation nume´rique. En tant que langage de´die´ a` la
simulation de syste`mes dynamiques, MGS doit fournir la possibilite´ de programmer la re´solution
de proble`me d’analyse nume´rique. A` travers leur lien avec le calcul diffe´rentiel que nous avons
de´taille´ dans le chapitre 6, les transformations doivent permettre l’expression de ces me´thodes
de re´solutions nume´riques de fac¸on expressive et proche de leur description mathe´matique. Ce
chapitre illustre par deux exemples comment les transformations peuvent eˆtre utilise´es dans le
domaine de l’analyse nume´rique.
Le premie`re exemple utilise le pre´texte de la programmation en MGS d’un mode`le d’oscilla-
teurs couple´s pour de´crire la programmation de l’inte´gration nume´rique d’e´quations diffe´rentielles
non-line´aires. Nous mettons en œuvre les deux me´thodes les plus courantes d’inte´gration : la
me´thode d’Euler et les me´thodes de Runge Kutta d’ordre 2 et 4. Nous observons tre`s informel-
lement a` travers cet exemple les diffe´rentes performances de ces me´thodes.
Le second exemple est plus consistant en terme de programmation. En effet, il consiste en
la programmation en MGS d’un mode`le de de´placement cellulaire. Le mode`le originel, issu des
travaux pre´sente´s dans [BMR+02], utilise la me´thode des e´le´ments finis dont nous programmons
l’instanciation sur cet exemple en MGS. Cet exemple est paradigmatique des syste`mes que nous
souhaitons manipuler : il requiert la simulation d’un mode`le me´canique et d’un mode`le bio-
chimique sur une structure hautement dynamique. Nous mettons en place un couplage de ces
deux mode`les dont les e´chelles de temps diffe`rent de fac¸on significative (une approximation
quasi-statique est utilise´e pour le mode`le bio-chimique).
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Chapitre 10 : La strate´gie ‘gillespie. Ce chapitre d’exemples est particulier car il est
de´die´ a` l’une des strate´gies d’application de re`gles de MGS : la strate´gie ‘gillespie. D.T.
Gillespie a propose´ une me´thode de simulation stochastique et exacte de re´actions chimiques
dans un milieu homoge`ne. Nous proposons d’utiliser cette me´thode par l’interme´diaire d’une
strate´gie d’application de´die´e pour simuler avec MGS l’e´volution de solutions chimiques. Nous
profitons de la re´e´criture de multi-ensemble qu’offre l’interpre`te pour mode´liser la solution et sa
dynamique. Ce travail est le fruit d’une collaboration avec P. Prusinkiewicz de l’universite´ de
Calgary ; nous reprenons en grande partie un article (en cours de soumission) dans lequel les
techniques stochastiques e´labore´es dans le cadre des L syste`mes [Cie06] sont utilise´s avec les P
syste`mes pour ge´ne´raliser la me´thode de simulation de D.T. Gillespie initialement de´veloppe´e
pour des solutions homoge`nes, a` des espaces compartimente´s.
Nous commenc¸ons par rappeler les fondements mathe´matiques de la me´thode de D.T. Gil-
lespie. Il s’agit essentiellement de la de´finition de lois de probabilite´ sur le de´clenchement des
re´actions chimiques pouvant se produite dans une solution. Nous terminons alors en e´tendant
cet algorithme a` une solution he´te´roge`ne ou` des mole´cules sont isole´es par des compartiments.
Nous illustrons ces propos par deux exemples d’application. Le premier concerne la mode´li-
sation du switch ge´ne´tique du phage λ, et permet de de´crire l’utilisation de l’algorithme original
de D.T. Gillespie. Le second est tire´ d’un exemple plus complexe mettant en jeu des re´actions
isole´es dans des compartiments. Il s’agit de l’infection du virus de la foreˆt de Semliki qui a
de´ja` e´te´ mode´lise´e en brane calculus [Car04] et qui nous permet d’illustrer notre extension de
l’algorithme de D.T. Gillespie a` des espaces hie´rarchiquement organise´s.
Chapitre 11 : Modification topologique et simulation biologique. Ce dernier chapitre
de la partie concerne l’un des objectifs les plus motivants du projet MGS : la morphogene`se. Il
s’agit d’e´tudier et de mode´liser le de´veloppement et la construction de « formes complexes » dans
la nature. La morphogene`se est l’exemple paradigmatique de (SD)2 demandant la repre´sentation
d’un espace arbitrairement complexe et l’expression des lois d’e´volution du syste`me.
Nous commenc¸ons ce chapitre par introduire l’inte´reˆt du formalisme issu des collections
topologiques et des transformations pour repre´senter le de´veloppement du vivant. Ce type de
syste`mes correspond a` la notion de (SD)2 et illustre l’utilite´ d’introduire de nouveaux formalismes
pour les mode´liser.
Nous illustrons l’utilisation de MGS pour programmer un tel syste`me : un mode`le simpliste
de la neurulation. La neurulation est un processus indispensable de l’embryoge´ne`se chez les
verte´bre´s a` l’origine du syste`me nerveux. Nous simplifions ce processus pour le de´crire comme
la de´formation d’un feuillet e´pithe´lial passant alors d’une conformation planaire a` une confor-
mation cylindrique. Le syste`me est repre´sente´ de fac¸on discre`te par un syste`me masses/ressorts.
Un mode`le me´canique de´crit localement la de´formation des cellules e´pithe´liales entraˆınant la
de´formation globale de toute la structure. La modification de la topologie est finalement pro-
gramme´e a` l’aide d’un patch.
3.4 Quatrie`me partie : Conclusions et annexes
Dans cette partie, nous commenc¸ons par re´sumer nos travaux et discutons des nombreuses
perspectives ouvertes par cette recherche.
Enfin, nous de´veloppons dans l’annexe A quelques aspects importants de l’implantation de
l’interpre`te MGS et les deux de´veloppements annexes pour la visualisation de re`gles de re´e´criture
et des simulations.
12 Chapitre 1 - Motivations et contributions
4 Contributions
Le travail re´alise´ au cours de cette the`se prend place dans le projet MGS2. On distingue trois
types de contributions : la formalisation, le de´veloppement des exemples et l’implantation.
La formalisation. Mes contributions concernant la formalisation sont les suivantes :
• j’ai formalise´ les collections topologiques a` travers la notion de complexe de chaˆınes ;
• j’ai formalise´ les transformations de chemins et de patches dans un cadre unique ;
• j’ai formalise´ la se´mantique du langage dans un style naturel ; cette formalisation com-
prend la formalisation du filtrage, des strate´gies d’application (y compris les strate´gies
stochastiques) et de la reconstruction ;
• j’ai de´bute´ la formalisation permettant de rapprocher la notion de transformation et le
concept de forme diffe´rentielle.
Ces de´veloppements sont largement de´taille´s dans la partie II de ce document.
Les applications et exemples. J’ai de´veloppe´ un grand nombre d’exemples pour tester et
valider les constructions du langage et les de´veloppements logiciels effectue´s. Les plus importants
de´veloppements sont pre´sente´s dans ce document :
• algorithmes de subdivision de surface,
• auto-assemblage et construction de figures fractales,
• inte´gration nume´rique (co-encadrement du stage de 2e anne´e d’e´cole d’inge´nieur de Lionel
Perret – ECP),
• me´thode des e´le´ments finis (co-encadrement du stage de DEA de Damien Boussie´),
• mode`le stochastique du switch ge´ne´tique du phage λ,
• mode`le d’infection virale,
• neurulation et morphogene`se.
L’implantation. Mes contributions au de´veloppement de l’interpre`te MGS sont les suivantes :
• j’ai implante´ les expressions d’aiguillage et le me´canisme d’exceptions ;
• j’ai implante´ les types mutuellement re´cursifs et les contraintes de types MGS ;
• j’ai participe´ au de´veloppement des collections topologiques ; j’ai en particulier conc¸u et
implante´ les collections de dimension arbitraire ;
• j’ai inte´gre´ a` l’interpre`te la bibliothe`que de manipulation de G-cartes du modeleur MOKA ;
j’ai en particulier code´ des fonctions de haut niveau (sur les cellules topologiques) pour la
manipulation fonctionnelle des G-cartes, dans le cadre d’une collaboration avec le labora-
toire SIC de l’universite´ de Poitier ;
• j’ai participe´ a` l’implantation de l’algorithme ge´ne´rique du filtrage de chemins ;
2Le projet MGS est mene´ dans l’e´quipe LIS Langage, Interaction et Simulation du laboratoire IBISC, Infor-
matique, Biologie Inte´grative et Syste`mes Complexes. Ce laboratoire est issu de la fusion au 1er janvier 2006 du
LaMI, Laboratoire des Me´thodes Informatiques, et du LSC, Laboratoire des Syste`mes Complexes. Le projet MGS
a de´bute´ dans l’e´quipe SPECIF du LaMI.
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• j’ai notamment conc¸u un me´canisme d’optimisation d’une classe particulie`re de motifs
pour le filtrage modulo associativite´-commutativite´, fonde´ sur la notion d’e´le´ment filtre´
contraint ;
• j’ai e´galement de´veloppe´ l’ope´ration de descente du filtrage de chemins (ope´rateur \/ des
motifs de chemin) ;
• j’ai conc¸u et re´alise´ l’implantation des transformations de patches (langage de motifs,
reconstruction des collections et optimisation du filtrage) ;
• j’ai participe´ au de´veloppement de nouvelles strate´gies d’application de re`gles en colla-
boration avec O. Michel ; j’ai notamment aide´ a` mettre en place la strate´gie fonde´e sur
l’algorithme de D.T. Gillespie ;
• j’ai co-encadre´ avec O. Michel plusieurs stages :
1. Romain Derrasse : stage de 2e anne´e d’e´cole d’inge´nieur. Programmation d’une
bibliothe`que de graphes fonde´e sur OCamlGraph pour MGS.
2. Yann Julian : stage de 2e anne´e d’e´cole d’inge´nieur. Programmation d’un e´diteur
graphique de re`gles de re´e´criture des transformations de patches MGS. J’ai amene´
l’e´tudiant a` suivre un sche´ma de de´veloppement « Mode`le-Vue-Controleur » fixant
l’architecture logiciel de ses contributions.
3. Fabien Thonnerieux : stage de 2e anne´e d’e´cole d’inge´nieur. Description et vi-
sualisation de sce`nes 3D pour le langage de programmation MGS. J’ai participe´ a`
l’encadrement de fac¸on informelle.
Ces contributions sont les moins valorise´es dans ce document mais ont pris une grande partie de
mes activite´s de recherche durant mes trois anne´es de the`se.
Les publications. Ces travaux ont donne´ lieu a` plusieurs publications dans des livres [GS06a,
GS06b], des journaux [SM05a, SMC+06], des confe´rences internationales [SMG04a, SM04a,
GMCS05, SMG05, SM05b], des confe´rences nationales [SM04b, Spi05, SM06], et des rapports
techniques [Spi03, SMG04b, GMCS04].
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L’objet de ce chapitre est d’introduire le lecteur aux concepts de´veloppe´s dans le projet MGS,
ainsi qu’au langage de programmation e´ponyme. La particularite´ de ce langage est le point
de vue topologique qu’il offre pour la manipulation de structures de donne´es. Les collections
topologiques proposent un support uniforme pour la repre´sentation d’agre´gats de donne´es, et les
transformations fournissent un cadre unifie´ pour la manipulation par re´e´criture de ces collections,
a` travers la de´finition par cas de fonctions.
Un interpre`te du langage MGS a e´te´ re´alise´ en paralle`le aux de´veloppements the´oriques issus
du projet. Dans cette implantation, MGS est un langage applicatif (les calculs produisent des
nouvelles valeurs et n’agissent pas par effet de bord) et est dynamiquement type´ (les types sont
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ve´rifie´s a` l’exe´cution du programme). Il est disponible librement a` partir du site Internet du
projet1.
Dans ce chapitre, cette implantation de MGS est de´crite. Section 1, nous commenc¸ons par
pre´senter MGS comme un langage fonctionnel des plus classiques, fournissant des constantes
e´le´mentaires appele´es scalaires, la de´finition de variables et de fonctions, des structures de
controˆle et un me´canisme d’exceptions. La section 2 e´tend ce langage standard avec un nou-
veau type de valeurs, les collections topologiques, qui sont l’unique source de structuration de
donne´es. Nous terminons avec la pre´sentation des transformations, section 3. Nous de´crivons par-
ticulie`rement les deux langages de motifs propose´s par l’interpre`te offrant la possibilite´ d’utiliser
d’une part les 〈n, p〉-transformations et d’autre part les patches.
1 MGS : un langage applicatif
Le cœur de l’interpre`te MGS implante un langage de programmation fonctionnel [Coh04,
Coh05] proposant les quelques e´le´ments de base suivants pour assurer les calculs : des valeurs
scalaires avec leurs ope´rations, un environnement pour la de´finition et la manipulation de va-
riables globales et locales, des de´finitions et appels de fonctions, des structures de controˆle dont
un me´canisme d’exceptions, et des fonctions d’entre´es/sorties.
1.1 Les constantes scalaires
Les valeurs scalaires sont les constantes atomiques (i.e. ne pouvant eˆtre de´compose´es) du
langage. Le langage fournit :
• les valeurs usuelles (les entiers, les entiers longs provenant de la bibliothe`que bigint
d’OCaml [LDG+04, page 409], les flottants, les chaˆınes de caracte`res) ainsi que leurs
ope´rations standards ; les ope´rations flottantes respectent la norme IEEE 754 [Gol91] ;
• les valeurs boole´ennes true et false ; en outre, toute valeur MGS est automatiquement
convertie en boole´en dans certains contextes particuliers comme les conditionnelles (par
exemple l’entier 0, le flottant 0.0 et la chaˆıne de caracte`res vide "" valent false) ;
• les symboles, des valeurs symboliques ‘Nom ou` Nom est un identifiant quelconque ; leur
fonctionnement est similaire a` celui des constructeurs de variants polymorphes d’arite´
nulle en OCaml [LDG+04, page 14] ;
• la valeur inde´finie <undef> utilise´e comme re´sultat d’un calcul non de´fini ;
• les G-cartes (section 2, page 38), les cellules topologiques abstraites (section 2, page 36)
et les directions posgbf (section 2, page 33) utilise´es pour la construction d’espaces topo-
logiques que nous de´crirons plus loin dans cette the`se.
1.2 Les variables
MGS distingue deux cate´gories de variables : les variables globales et locales.
Les variables globales MGS sont mutables de telle sorte que la valeur qui leur est associe´e
peut eˆtre re´affecte´e a` tout moment. L’acce`s a` cette valeur est fait via le nom de la variable ; la
de´finition et la re´affectation des variables sont de´note´es par l’utilisation de l’ope´rateur :=. Soit
x une variable globale a` laquelle est associe´ l’entier 10 ; l’expression
x := x + 1 ;;
1Accessible a` l’adresse http://mgs.ibisc.univ-evry.fr/
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affecte l’entier 11 a` cette variable et retourne la valeur entie`re 11. Le caracte`re impe´ratif des
variables globales a e´te´ choisi pour faciliter leur utilisation et n’affecte en rien le caracte`re
fonctionnel de MGS qui ope`re par calcul de nouvelles valeurs sans effet de bord.
Les variables locales sont de´finies a` l’aide de structures
let x = ... and y = ... in ... ;;
proches de celles disponibles en OCaml. Par exemple, l’expression
let x = 2 in
x * (let x = 10 in x)
;;
s’e´value en la valeur entie`re 20.
1.3 Les fonctions
λ-expression. MGS est un langage d’ordre supe´rieur ; les fonctions peuvent eˆtre utilise´es
comme argument ou re´sultat d’autres fonctions. Les fonctions anonymes sont de´finies dans une
syntaxe similaire a` celle du λ-calcul. Par exemple, l’expression \x.x de´finit la fonction identite´.
L’application d’une λ-expression se fait a` l’aide des parenthe`ses :
(\x.x+1)(10) ;;
renvoie l’entier 11.
Les fonctions MGS sont toutes curryfie´es. Par exemple, l’application partielle de la fonction
anonyme \x,y.x+y a` l’argument 1 retourne une fonction qui peut eˆtre utilise´e pour calculer le
successeur :
let prec = (\x.\y.x+y)(1) in prec(2) ;;
s’e´value en 3. Pour alle´ger la syntaxe, l’e´criture
\x.\y.x(y)
peut eˆtre re´e´crite en l’expression e´quivalente
\x,y.x(y)
Nommage des fonctions. Bien qu’il soit possible d’utiliser l’ope´rateur d’affectation des va-
riables globales pour nommer de nouvelles fonctions, une construction particulie`re est de´die´e a`
leur de´claration. L’expression
fun succ(x) = x + 1 ;;
associe la λ-expression \x.x+1 a` la nouvelle variable succ.
Cette syntaxe jouit du meˆme alle`gement syntaxique que les λ-expressions : f(1,2,3,4) est
e´quivalent a` l’e´criture plus lourde (((f(1))(2))(3))(4).
L’identificateur de la fonction peut eˆtre utilise´ dans sa propre de´finition :
fun fact(n) = if (n <= 0) then 1 else n*fact(n-1) fi ;;
offrant ainsi la possibilite´ de de´finir des fonctions re´cursives.
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Arguments optionnels. MGS propose e´galement un syste`me d’arguments optionnels (simi-
laire a` l’esprit du travail pre´sente´ dans [FG95]) pouvant eˆtre lie´s a` la de´claration d’une nouvelle
fonction (en utilisant la construction fun). Le comportement obtenu correspond a` celui des va-
riables locales statiques disponibles en C/C++. La de´claration pre´ce´dente peut alors eˆtre re´e´crite
de la fac¸on suivante :
fun f[x=1](z) = x := x + z ;;
L’option x est associe´e au nom de fonction f. Le comportement lors de l’appel a` cette fonction est
le suivant : deux appels conse´cutifs f(10) retournent respectivement 11 et 21. Il est e´galement
possible de modifier la valeur de l’option x par
f[x=3](10) ;;
qui affecte la variable x a` 3 puis retourne l’entier 13. Finalement, un dernier appel f(10) retourne
l’entier 23.
Ite´ration de fonction. L’ite´ration d’une fonction est un processus essentiel en MGS. C’est
pourquoi, un certain nombre de parame`tres optionnels pre´de´finis sont fournis offrant un controˆle
sur l’application et l’ite´ration de fonctions. Soit f une fonction MGS et x son argument :
f[fixpoint](x) : ite´ration de la fonction f jusqu’a` l’obtention d’un point fixe. On calcule la
limite x de la suite
x0 = x
xi+1 = f(xi)
telle que x==f(x), si (xi)i∈N est convergente. Dans le cas contraire, le comportement de
l’ite´ration n’est pas de´fini.
La fonction de comparaison == utilise´e pour ve´rifier l’e´galite´ peut eˆtre parame´tre´e. Soit
cmp une fonction de comparaison fournie par le programmeur, l’expression
f[fixpoint=cmp](x0)
retourne la valeur x′ ve´rifiant cmp(x′,f(x′)).
f[iter=n](x) : n ite´rations de f sur x :
(
n fois︷ ︸︸ ︷
f ◦ · · · ◦ f )(x)
Le parame`tre n peut eˆtre remplace´ par un pre´dicat a` un argument (le re´sultat de l’ite´ration
en cours) qui stoppe l’application une fois ve´rifie´e.
f[prelude=g](x) : fonction applique´e avant les ite´rations.
f[interlude=h](x) : fonction applique´e entre chaque ite´ration.
f[postlude=i](x) : fonction applique´e apre`s la dernie`re ite´ration.
Les quatre dernie`res options peuvent eˆtre combine´es pour obtenir le comportement suivant :
f[iter=3,prelude=g,interlude=h,postlude=i](x)
e´quivaut a` l’expression :
i(f(h(f(h(f(g(x)))))))
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Par exemple le programme suivant illustre l’utilisation de ces options :
fun pp(mess, v) =
stdout << mess << " iteration=" << iteration << ", value=" << v ;
v
;;
fun succ(x) = x+1 ;;
succ[ prelude = pp("pre: "),
postlude = pp("post: "),
interlude = pp("inter: "),
iter = 3 ]
(11)
;;
La fonction pp e´crit un message sur la sortie standard (l’utilisation de l’ope´rateur << est simi-
laire a` celle de ce meˆme ope´rateur en C++ ; voir les fonctions syste`me page 22) ; la variable
iteration est locale aux fonctions associe´es aux parame`tres optionnels pre´de´finis et correspond
a` un compteur d’ite´ration. L’appel a` la fonction succ ge´ne`re alors la sortie suivante :
pre: iteration=0, value=11
inter: iteration=1, value=12
inter: iteration=2, value=13
post: iteration=3, value=14
1.4 Les structures de controˆle
MGS propose trois structures de controˆle : la conditionnelle, l’aiguillage et la boucle.
Les conditionnelles. L’e´valuation conditionne´e d’une expression se fait a` travers l’instruction
standard
if expb then expt else expf fi
La valeur de l’expression ci-dessus est celle de expt si l’expression expb est e´value´e en la valeur
boole´enne true (ou une valeur e´quivalente), ou celle de expf sinon.
Les expressions d’aiguillage. Les expressions d’aiguillage correspondent a` des condition-
nelles imbrique´es. Elles sont similaires au switch qu’on peut trouver en C et en C++ :
switch exp
case scl1 : exp1
...
case scln : expn
[default : expd]
endswitch
Si l’expression exp s’e´value en une valeur scalaire e´gale a` scli, l’expression expi est e´value´e. Dans
le cas ou` le scalaire n’apparaˆıt pas dans la liste, l’expression par de´faut expd est e´value´e si celle-ci
est spe´cifie´e. Dans le cas contraire, la valeur <undef> est retourne´e.
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Les boucles. L’expression while expb do exp e´value l’expression exp tant que l’expression
expb s’e´value en true. La valeur retourne´e par cette construction est la valeur de exp. Si la
condition expb n’est pas ve´rifie´e de`s la premie`re ite´ration, la valeur retourne´e est <undef>. Par
exemple :
while (true) do
stdout << "OK\n"
;;
e´crit une infinite´ de fois le mot « OK » sur la sortie standard.
1.5 Les exceptions
Les structures raise ... et try ... with ... permettent l’utilisation des exceptions en
MGS. Le me´canisme est similaire a` celui fourni dans OCaml [LDG+04], au catch/throw de
C++ [Str86], ou encore au setjump/longjump de C [KR78].
Pour lever une exception, le mot cle´ raise est utilise´ de la fac¸on suivante :
raise symb
Cette exception est identifie´e par un symboleMGS de´note´ ici par symb. Une se´quence d’arguments
peut alors lui eˆtre associe´e :
raise symb (arg1, arg2, ...)
Ces exceptions peuvent eˆtre rattrape´es a` l’aide de la construction suivante :
try exp
with
| symb1 (arg11, ...) -> exp1
| symb2 (arg21, ...) -> exp2
...
Si l’expression exp le`ve une exception, le symbole l’identifiant est compare´ aux symbi de la liste.
Si le symbole symbi correspond, l’expression expi est alors e´value´e ou` les variables libres argij
sont substitue´es par les arguments de l’exception. Ainsi, l’expression
try
raise ‘S (1, 2, 3)
with
| ‘T (x, y) -> x * y
| ‘S (x, y, z) -> x + y + z
;;
retourne l’entier 6.
1.6 Les fonctions syste`me
MGS propose un certain nombre de fonctions syste`me. Les principales servent a` ge´rer les
entre´es/sorties pour stocker le re´sultat de calculs, ou encore a` exe´cuter des logiciels compagnons
permettant par exemple une visualisation graphique de ces donne´es.
L’ope´rateur principal des sorties syste`me est <<. A` l’image de son homologue en C++, il
permet d’envoyer dans un canal sortant des valeurs MGS : "file" << v e´crit la valeur v dans
le fichier spe´cifie´ par "file". La valeur retourne´e lors de l’e´valuation de cette expression est
"file", de telle sorte que l’utilisation chaˆıne´e de << est possible :
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"file" << v1 << v2 << v3 << "\n" ;;
Le premier argument peut eˆtre :
• la chaˆıne de caracte`res "stdout" correspondant a` la sortie standard,
• la chaˆıne de caracte`res "stderr" correspondant a` la sortie standard des erreurs,
• le chemin relatif ou absolu vers un fichier exe´cutable (celui-ci e´tant alors exe´cute´ avec en
entre´e standard les valeurs passe´es en partie droite de <<),
• le chemin relatif ou absolu vers un fichier non exe´cutable (celui-ci est cre´e´ s’il n’existe pas
ou e´crase´ dans le cas contraire, et rec¸oit les valeurs fournies en partie de droite de <<).
L’expression close("file") permet alors de fermer le fichier.
Voici un exemple d’utilisation de l’ope´rateur << pour produire une sortie GNUPLOT [WK04] :
"/usr/bin/gnuplot" << "plot cos(x) ;\n" ;;
ouvre un canal (via l’appel syste`me popen) vers un nouveau processus GNUPLOT et lui envoie
la commande dessinant le graphe de la fonction cos. L’expression suivante
"/usr/bin/gnuplot" << "plot x+sin(x) ;\n" ;;
remplace le dessin de la fonction cos par celui de la fonction x+sin(x) dans la feneˆtre GNUPLOT
pre´ce´demment ouverte. Finalement
close("/usr/bin/gnuplot") ;;
ferme le canal (appel syste`me pclose).
2 Collections topologiques : les structures de donne´es MGS
2.1 Point de vue local des structures de donne´es
Les valeurs calculables a` partir du langage tel qu’il vient d’eˆtre pre´sente´ sont atomiques
et ne peuvent pour l’instant pas eˆtre agre´ge´es pour former des organisations de donne´es plus
complexes.
L’unique source d’organisation des donne´es qu’autorise MGS est le concept de collection
topologique, offrant au programmeur un point de vue topologique pour traiter ces constructions.
On entend par collection, un agre´gat de donne´es, c’est-a`-dire un ensemble de valeurs scalaires
ou de (sous-)collections muni d’une organisation pre´cisant comment ces donne´es sont agence´es
les unes par rapport aux autres. Une collection est donc une structure de donne´es au sens
algorithmique du terme.
Une collection topologique est une collection ou` la structure est capture´e par une relation de
voisinage entre les donne´es, c’est-a`-dire en fournissant a` partir d’un des e´le´ments de la collection,
l’ensemble des autres donne´es qui lui sont directement lie´es.
L’origine de ce concept vient du souhait d’unifier les structures de donne´es standards (telles
que les se´quences, les (multi-)ensembles, les graphes, les tableaux, les matrices, etc) dans un
meˆme cadre. La ge´ne´ricite´ offerte par les collections topologiques provient des « de´placements
usuels » suivis dans la structure de donne´es, c’est-a`-dire de l’ordre de parcours de ses e´le´ments.
Cet ordre est capture´ par une notion de voisinage rapprochant deux e´le´ments contigus dans la
structure. Cette relation de voisinage est fonde´e sur le fait que le choix d’un programmeur pour
une structure de donne´es est motive´ par l’utilisation algorithmique de l’objet repre´sente´. Pour
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illustrer cette affirmation, nous proposons d’observer la construction des voisinages pour deux
structures de donne´es diffe´rentes : les listes et les matrices.
• Les listes, telles qu’elles sont de´finies en OCaml, invitent par leur construction inductive
a` parcourir leurs e´le´ments de gauche a` droite, par exemple lors de descentes re´cursives.
Pour que ce parcours soit possible, chaque e´le´ment de la liste doit avoir un voisin vers la
droite (excepte´ pour le dernier e´le´ment). Ce simple point de vue local sur l’organisation
des e´le´ments est suffisant pour de´finir une collection topologique « e´mulant » les listes.
• Pour les matrices, il est d’usage2 de les repre´senter par un vecteur de lignes ou un vec-
teur de colonnes. Le choix de l’une ou l’autre de ces deux repre´sentations est influence´
par son utilisation : souhaite-t-on parcourir les e´le´ments par lignes ou par colonnes ? La
repre´sentation par colonnes facilite e´videmment les parcours par colonnes, mais accentue
fortement les difficulte´s de programmation des algorithmes par lignes, et re´ciproquement.
Le point de vue local renverse la situation en capturant ces deux parcours dans une unique
notion de voisinage : chaque e´le´ment eij (excepte´s les e´le´ments aux bords) posse`de 4 voisins,
ei+1,j , ei,j+1, ei−1,j et ei,j−1. Ce voisinage a e´te´ historiquement utilise´ par von Neumann.
Pour les parcours en diagonal, il suffit de conside´rer 4 voisins supple´mentaires ei+1,j+1,
ei−1,j−1, ei−1,j+1 et ei+1,j−1, utilisant ainsi le voisinage de Moore.
Toute structure de donne´es peut ainsi eˆtre caracte´rise´e par une relation locale entre ses e´le´-
ments [GM02a].
2.2 Notions de voisinage et d’incidence
Les collections topologiques capturent cette organisation locale des structures de donne´es
a` l’aide d’une relation de voisinage qui associe a` chaque e´le´ment de la collection les e´le´ments
qui lui sont a` proximite´. Il est commode de repre´senter cette relation a` l’aide d’un graphe de
voisinage ou` les nœuds repre´sentent les e´le´ments de la collection et sont donc de´core´s par leur
valeur et les arcs, oriente´s, repre´sentent la relation de voisinage. Du point de vue des collections
topologiques, la topologie des listes que nous venons de voir, peut eˆtre de´crite par un graphe
line´aire ou` deux nœuds sont lie´s par un arc si les e´le´ments correspondants sont contigus dans
la liste. L’organisation des matrices peut eˆtre de´crite par un graphe re´gulier ou` chaque sommet
pre´sente un nombre constant de voisins (4 ou 8 pour notre exemple).
Cette approche par graphe de voisinage permet de repre´senter l’ensemble des structures de
donne´es standards qu’on peut attendre d’un langage de programmation. Cependant, on peut
remarquer que seules des entite´s de dimension 0 (les sommets) et 1 (les arcs) peuvent eˆtre
manipule´es, et que seuls les sommets sont de´core´s alors que les arcs restent vierges d’information.
Le point de de´part de cette the`se est l’extension du graphe de voisinage a` une structure plus
ge´ne´rale permettant d’une part de de´corer les arcs, et d’autre part d’augmenter l’expressivite´
du graphe en y ajoutant des e´le´ments de dimension supe´rieure a` 1 ; on peut ainsi repre´senter
facilement des structures de donne´es plus spe´cialise´es :
• les objets manipule´s dans le domaine de la mode´lisation ge´ome´trique (maillage, triangula-
tion, etc) [Sha01, Lie94],
• la mode´lisation d’objets physiques et biologiques pour la simulation [PS93, Pal94, Ton01,
ES04],
• la mode´lisation et la repre´sentation de connaissance [VG98]
2D’autres repre´sentations sont encore possibles ; on pense en particulier a` l’utilisation en analyse nume´rique de
repre´sentations compresse´es lorsque la matrice pre´sente un nombre conse´quent d’e´le´ments nuls.
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• etc.
Cette ge´ne´ralisation du graphe de voisinage a` une structure spatiale de dimension supe´rieure
s’appuie sur la notion de complexe cellulaire ; il s’agit d’une structure mathe´matique provenant
de la topologie alge´brique qui permet la repre´sentation discre`te d’espaces topologiques. L’utili-
sation qui en est faite par MGS est la cre´ation d’espaces topologiques arbitrairement complexes
(c’est-a`-dire avec des voisinages plus ou moins he´te´roge`nes) servant de structure et de relation
de voisinage pour les collections topologiques. De plus, le cadre offert par les complexes cellu-
laires permet une manipulation dynamique de la structure qu’il est possible de modifier pour
construire des espaces plus complexes par transformation de relation de voisinage (raffinement,
de´coupage, etc. de l’espace sous-jacent). En autorisant les modifications topologiques, les collec-
tions topologiques sont un outil e´le´gant pour supporter les changements de structures dans les
mode´lisations de syste`mes dynamiques a` structure dynamique [Gia03].
Un complexe cellulaire est un ensemble d’objets e´le´mentaires de diffe´rentes dimensions ap-
pele´s cellules topologiques, ou plus simplement k-cellules pour les cellules de dimension k. Une
k-cellule est la repre´sentation abstraite d’un espace « simple3 » de dimension k : les 0-cellules
sont des points, les 1-cellules des courbes, les 2-cellules des surfaces, les 3-cellules des volumes,
etc. Pour repre´senter un domaine arbitrairement complique´, il va eˆtre partitionne´ en des espaces
plus simples de dimensions diffe´rentes, et chaque partition va eˆtre repre´sente´e par une k-cellule
ou` k est la dimension de la partition en question. Une relation entre les cellules, appele´e relation
d’incidence, est alors de´finie pour relater l’organisation de la partition, c’est-a`-dire l’agencement
entre les cellules topologiques. Cette relation repose sur la notion de bord : intuitivement, un
triangle apparaissant dans une triangulation est une 2-cellule borde´e par trois arcs eux-meˆmes
lie´s par trois sommets. De fac¸on informelle, les cellules topologiques incidentes a` une k-cellule
d’un complexe cellulaire sont les cellules apparaissant dans son bord (ayant par conse´quent
une dimension infe´rieure a` k) et les cellules la contenant dans leur bord (et donc de dimen-
sion supe´rieure a` k). En particulier, on appellera faces (resp. cofaces) les cellules incidentes de
dimension k − 1 (resp. de dimension k + 1). Nous de´finissons e´galement le 〈n, p〉-voisinage de
deux n-cellules : deux n-cellules sont 〈n, p〉-voisines si elles sont incidentes a` une meˆme p-cellule.
Par exemple, deux sommets sont 〈0, 1〉-voisins si un arc les relie. La relation d’incidence est
une relation d’ordre partiel sur les cellules topologiques ; il est commode de la repre´senter par
un graphe d’incidence, reposant sur le diagramme de Hasse de l’ensemble des cellules topolo-
giques partiellement ordonne´, ou` les nœuds sont les cellules topologiques du complexe, et ou` les
arcs de´notent la relation de face entre les cellules. La figure 1 de gauche donne un exemple de
complexe cellulaire.
Un complexe cellulaire de´finit uniquement la structure d’un espace a` la fac¸on d’une matrice
dans laquelle aucun e´le´ment ne serait de´fini. A` partir de cette structure, on de´finit une collection
topologique comme l’association de donne´es aux cellules topologiques du complexe. Cette fac¸on
de proce´der se rapproche de la notion de champ de donne´es ou` les donne´es sont indexe´es par
les e´le´ments de Z [Lis93, LC94]. Les champs de donne´es utilise´s en paralle´lisme (data-field)
correspondent a` une ge´ne´ralisation des re´gions arbitraires de Zn et ge´ne´ralisent la notion de
tableau. Les collections topologiques permettent d’aller plus loin en conside´rant des espaces plus
structure´s et/ou plus complexes que Zn, repre´sente´s par des complexes cellulaires. Elles de´crivent
donc des fonctions partielles de complexes cellulaires, e´galement appele´s dans ce contexte espaces
3On entend par « simple » un espace home´omorphe a` la boule ouverte unite´ de Rk. De fac¸on plus pre´cise, les
cellules topologiques de dimension infe´rieure a` 2 sont obligatoirement home´omorphes a` ces boules. Au dela`, la
caracte´risation combinatoire des complexes cellulaires peut engendrer des cellules non-home´omorphes. Il apparaˆıt
d’ailleurs que savoir si une ope´ration sur un complexe cellulaire n’engendre que des cellules home´omorphes a` des
boules est inde´cidable.
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Fig. 1 – Sur la gauche, un exemple de complexe cellulaire : il est compose´ de trois 0-cellules
(v1, v2, v3), de trois 1-cellules (e1, e2, e3), et d’une 2-cellule f . Le bord de f est constitue´ de ses
cellules incidentes v1, v2, v3, e1, e2 et e3. Plus particulie`rement, les trois arcs sont les faces de f ,
et par conse´quent, f est une coface de e1, e2 et e3. Sur la droite, des donne´es sont associe´es aux
cellules topologiques : des positions pour les sommets, des longueurs pour les arcs et une aire
pour f .
de positions ou d’indices, vers un ensemble de valeurs (typiquement les valeurs du langage MGS).
Cette ge´ne´ralisation des champs de donne´es a` des espaces arbitrairement complexes trouve de´ja`
une utilisation en physique discre`te ou` elle prend le nom de chaˆıne topologique [PS93, Pal94,
Ton01, ES04]. Les chaˆınes topologiques sont utilise´es pour repre´senter des champs vectoriels
ou scalaires sur des espaces discrets. La figure 1 de droite pre´sente un exemple de collection
topologique de´finie sur le complexe de gauche. Une de´finition plus formelle de ces notions sera
donne´e dans le chapitre 3, page 63.
2.3 Quelques voisinages
Bien que leur de´finition soit ge´ne´rique, MGS propose de classer les collections topologiques
pour retrouver et manipuler plus facilement des structures de donne´es de´ja` connues. Ces diffe´ren-
tes classes de collections topologiques sont appele´es types. L’interpre`te n’implante pas de syste`me
statique d’infe´rence de types ; ne´anmoins, les types sont ve´rifie´s dynamiquement a` l’exe´cution.
Un syste`me d’infe´rence de type pour les collections topologiques et les transformations a fait
l’objet d’une the`se [Coh04] et ne sera donc pas plus de´taille´ ici. Les diffe´rents types de collections
sont distingue´s suivant les proprie´te´s ve´rifie´es par la relation d’incidence : en agissant sur celle-
ci, on peut introduire une forme de re´gularite´ ou d’uniformite´ dans la structure. Les quelques
sections suivantes pre´sentent des collections topologiques spe´cifiques propose´es dans l’interpre`te
MGS ainsi que la forme la plus ge´ne´rale de collection, les chaˆınes abstraites. Nous commenc¸ons
par de´tailler les concepts lie´s a` la notion de type de collections topologiques.
2.3.1 Ge´ne´ralite´s sur les types des collections
Chaque type de collection est caracte´rise´ par un nom. Ce nom t est notamment utilise´ pour
• de´finir un pre´dicat e´ponyme ve´rifiant que son argument est une collection du type t (a` la
fac¸on de la de´finition de type en Haskell [HF92]) ;
• de´noter une collection topologique vide, t:() ;
• spe´cifier une fonction de conversion tify d’une valeur quelconque en une valeur de type t.
Par exemple, le type des se´quences MGS est note´ seq ; les expressions
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any
scalar collection
int float symbol ... rec leibniz newton
monoidal del ... gbf graph achain qmf ...
seq set bag
Fig. 2 – Hie´rarchie des types MGS.
seq((1,2,3)) ;;
seq(1) ;;
retournent respectivement les valeurs boole´ennes true et false (les se´quences MGS sont note´es
entre parenthe`ses et les e´le´ments sont se´pare´s par des virgules). La se´quence vide est note´e
seq:(), et la fonction seqify permet de convertir toute valeur MGS (scalaire comme collection
topologique) en se´quence.
Hie´rarchie de type et sous-typage. Les types de collection sont organise´s hie´rarchiquement
et cette hie´rarchie est e´tendue a` tous les types de valeurs MGS. La figure 2 pre´sente cette
organisation. Hormis les types des valeurs scalaires qui ont de´ja` e´te´ pre´sente´s plus haut et le
type any repre´sentant la classe ge´ne´rale de toutes les valeurs MGS, les nœuds de cet arbre sont
l’objet des paragraphes suivants ou` chaque type de collections est de´crit.
Type abstrait et type concret. Plusieurs types de collections sont parame´tre´s par des
valeurs MGS afin de calculer l’information ne´cessaire pour construire la relation d’incidence. Ces
types ge´ne´riques sont dits abstraits, la construction t:() ne pouvant eˆtre e´value´e. A` l’inverse,
les autres types sont qualifie´s de concrets, et pour eux, l’expression t:() est valide. Les exemples
suivants pre´sentent des types de collections des deux sortes. Cette diffe´rence apparaˆıt sur la
figure 2 : les types entoure´s en pointille´s sont abstraits, et les types entoure´s par des cercles
pleins sont concrets.
Collection leibnizienne et collection newtonienne. Les mathe´maticiens Leibniz et New-
ton avaient chacun une conception de l’espace diffe´rente. Pour le premier, l’espace est de´fini
a` partir des e´le´ments qu’il contient et de leurs « positions » relatives les uns par rapport aux
autres : l’espace est construit de fac¸on relative aux e´le´ments qu’il contient. A` l’inverse, Newton
posse`de une vision de l’espace comme d’un objet ayant une existence propre sur lequel d’autres
objets sont place´s et se de´placent.
Cette distinction apparaˆıt dans les collections MGS. Certaines sont construites sur une rela-
tion entre les e´le´ments ; leur structure re´sulte d’un calcul sur les donne´es qui la compose. Elles
sont dites leibniziennes. Dans ces collections, il n’est pas possible d’associer la valeur spe´ciale
<undef> a` une position, cette dernie`re n’existant que si une valeur la de´core. La collection vide
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ne contient aucune position ; celles-ci sont cre´e´es au fur et a` mesure de l’ajout des e´le´ments.
Nous voyons parmi ces collections :
• les collections mono¨ıdales, construites inductivement comme les e´le´ments d’un mono¨ıde
dont l’ope´ration est l’ajout d’un e´le´ment dans la collection ; il s’agit des se´quences, des
ensembles et des multi-ensembles ; et
• les collections fonde´es sur la triangulation de Delaunay.
La concate´nation de deux collections leibniziennes rassemble les e´le´ments des collections et re-
calcule le voisinage relatif entre les donne´es.
Les collections newtoniennes s’opposent aux leibniziennes par la de´finition a priori de leur
structure. L’espace engendre´ est alors de´core´ par des donne´es. Dans ces collections, les positions
existent inde´pendamment de leur de´coration. On associe la valeur spe´ciale <undef> aux positions
non de´core´es. La collection vide contient donc toutes les positions de l’espace de´core´es par la
valeur <undef>. Nous pre´senterons parmi ces collections :
• les enregistrements, correspondant aux tables d’association ou dictionnaires,
• les GBF, extension de la notion de tableau,
• les graphes,
• les chaˆınes abstraites,
• les collections fonde´es sur la notion de G-carte .
Pour ces collections, la concate´nation n’est possible que pour deux topologies partageant le meˆme
espace de positions ; les deux collections sont alors superpose´es, une fonction de collision ge`re
alors les positions de´core´es dans les deux collections (la concate´nation peut par exemple eˆtre
asyme´trique, donnant la priorite´ sur les e´le´ments d’un des ope´randes).
2.3.2 Les enregistrements
Il s’agit d’un dictionnaire associant une valeur MGS a` une cle´ e´galement appele´e champ ; bien
que les cle´s puissent eˆtre des valeurs MGS quelconques, l’utilisation des symboles est privile´gie´e.
Dans les e´le´ments de syntaxe qui suivent, nous utilisons des identifiants pour nommer les champs
(ils sont automatiquement convertis en symboles par l’interpre`te). Pour associer une valeur de
n’importe quel type il est ne´cessaire de passer par une de´finition par extension, une syntaxe
commune a` tous les types de collections pre´sente´e plus loin dans ce chapitre (voir page 44).
La structure d’enregistrement est celle d’une table d’association lorsqu’elle est utilise´e avec
des cle´s de valeur quelconque. Une utilisation restreinte aux cle´s de type symbol rapproche les
enregistrements MGS des enregistrements Pascal, des struct en C ou encore des record OCaml.
Voici la syntaxe re´serve´e a` l’utilisation de cle´s de type symbol :
• Construction : un enregistrement se construit a` l’aide des accolades :
{ a = 1, b = "rouge" }
est un expression qui construit un enregistrement avec deux champs identifie´s par les
symboles ‘a et ‘b dont les valeurs associe´es respectives sont l’entier 1 et la chaˆıne de
caracte`res "rouge".
• Acce`s : il se fait graˆce a` la notation pointe´e :
{ a = (1+2), b = "rouge" }.a
retourne la valeur du champ ‘a, c’est-a`-dire 3. L’acce`s a` un champ inexistant renvoie la
valeur <undef>.
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légende :1
3
2 : a
: b
: c
{ a = 1, b = 2, c = 3 }
Fig. 3 – Exemple d’enregistrement : la topologie d’un enregistrement est un graphe sans arc ou`
chaque sommet repre´sente une cle´ et les de´corations, les valeurs associe´es.
• Concate´nation : une surcharge de l’ope´rateur + permet de fusionner deux enregistrements
pour en calculer un nouveau. Cette concate´nation est asyme´trique avec priorite´ a` droite :
{ a = 1, b = "rouge" } + { a = 3, c = true } ;;
retourne l’enregistrement { a = 3, b = "rouge", c = true }
Relation d’incidence. Les enregistrements sont une sorte de collection topologique tre`s par-
ticulie`re ou` aucun e´le´ment n’a de voisin. Il s’agit en effet d’une structure sans organisation : la
topologie correspondante est un complexe cellulaire de dimension 0, c’est-a`-dire un graphe de
voisinage sans arc. Chaque sommet repre´sente une cle´ et la valeur associe´e a` chaque cle´ de´core
le sommet en question. La figure 3 sche´matise une telle topologie. L’espace des positions est
toujours de´fini comme l’ensemble des cle´s possibles : il s’agit d’une collection newtonienne.
Typage. Le type des enregistrements est rec (voir figure 2). Il s’agit d’un type concret :
rec:() de´note la table d’association vide (<undef> est associe´ a` chaque cle´).
Le type rec peut eˆtre spe´cialise´ afin de spe´cifier de nouvelles proprie´te´s sur les champs et la
valeur qui leur est associe´e. La de´claration d’un sous-type de rec (venant se placer directement
sous le nœud rec de la hie´rarchie 2) est possible a` l’aide du mot cle´ record ; les exemples suivants
pre´sentent les diffe´rentes spe´cifications disponibles :
record R = { a } ;;
record S = { b, ~c } + R ;;
record T = S + { a = 1, d:string } ;;
La premie`re expression spe´cifie un nouveau type d’enregistrement de nom R. Les enregistrements
de type R doivent contenir au moins un champ identifie´ par le symbole ‘a. La seconde de´claration
de´finit le type d’enregistrement S dont les valeurs contiennent au moins les deux champs ‘a, ‘b
mais ne doivent pas associer de valeur au champ ‘c. La dernie`re ligne spe´cifie le type T des
enregistrements e´galement de type S dont la valeur associe´e au champ ‘a est l’entier 1, et qui
contient un champ supple´mentaire ‘d dont la valeur associe´e est une chaˆıne de caracte`res.
2.3.3 Les se´quences
Il s’agit d’une collection mono¨ıdale. A` la manie`re des types de donne´es alge´briques, a` partir
de la se´quence vide seq:() et de l’ope´rateur d’ajout ::, les se´quences sont construites par ajouts
successifs des donne´es. Cet ope´rateur d’ajout est associatif a` droite ; les parenthe`ses sont donc
inutiles :
1 :: (2 :: (3 :: seq:())) ;;
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1 2 3
(1, 2, 3)
Fig. 4 – Exemple de se´quence : la topologie d’une se´quence est un graphe line´aire ou` chaque
sommet repre´sente un e´le´ment et chaque arc la contigu¨ıte´.
construit une se´quence de 3 e´le´ments. On peut re´e´crire cette expression de la fac¸on suivante :
1::2::3::seq:() ;;
1, 2, 3, seq:() ;;
1, 2, 3 ;;
La virgule MGS construit par de´faut une se´quence.
Relation d’incidence. Dans une se´quence, chaque e´le´ment posse`de un voisin a` droite : il
s’agit de la teˆte de la queue sur laquelle il a e´te´ ajoute´. La topologie induite par ce voisinage
est celle d’un complexe cellulaire de dimension 1 line´aire ou` les sommets sont de´core´s par les
e´le´ments de la se´quence et ou` un arc, oriente´ d’un sommet a` un autre exprime la contigu¨ıte´ des
e´le´ments dans la se´quence. La figure 4 sche´matise une telle topologie. L’espace des positions est
construit au fur et a` mesure de l’ajout des e´le´ments : il s’agit d’une collection leibnizienne.
Typage. Le type des se´quences est seq (voir figure 2). Il s’agit d’un type concret, seq:()
de´note la se´quence vide. Dans la suite du manuscrit, les se´quences sont e´galement appele´es des
listes.
2.3.4 Les multi-ensembles
Les multi-ensembles sont des ensembles dans lesquels plusieurs occurrences d’un meˆme
e´le´ment peuvent coexister. Comme les se´quences, il s’agit d’une collection mono¨ıdale. L’ope´rateur
d’ajout est associatif et commutatif ; l’ordre dans lequel les e´le´ments sont ajoute´s n’a pas d’im-
portance. Les expressions
1, 1, 2, 3, 3, 3, bag:() ;;
2, 3, 3, 1, 3, 2, bag:() ;;
calculent le meˆme multi-ensemble contenant deux occurrences de l’entier 1, une de 2 et trois de
3. La virgule est surcharge´e pour spe´cifier l’ajout d’un e´le´ment dans un multi-ensemble.
Relation d’incidence. La topologie associe´e a` cette construction est un graphe complet ou`
chaque e´le´ment est voisin de tous les autres. Il s’agit d’un complexe cellulaire de dimension 1. La
figure 5 sche´matise une telle topologie. L’espace des positions est construit au fur et a` mesure
de l’ajout des e´le´ments : il s’agit d’une collection leibnizienne.
Typage. Le type des multi-ensembles est bag (voir figure 2). Il s’agit d’un type concret, bag:()
de´note le multi-ensemble vide.
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2.3.5 Les ensembles
Contrairement aux multi-ensembles, il ne peut y avoir plus d’une occurrence d’un meˆme
e´le´ment. L’ope´rateur d’ajout est donc associatif, commutatif et idempotent. L’expression
1, 1, 2, 3, 3, 3, set:() ;;
e´value un ensemble contenant 3 e´le´ments : 1, 2 et 3. La virgule est surcharge´e pour spe´cifier
l’ajout d’un e´le´ment dans un ensemble.
Relation d’incidence. La topologie associe´e a` cette construction est un graphe complet ou`
chaque e´le´ment est voisin de tous les autres et n’apparaˆıt qu’une seule fois. Il s’agit d’un complexe
cellulaire de dimension 1. La figure 6 sche´matise une telle topologie. L’espace des positions est
construit au fur et a` mesure de l’ajout des e´le´ments : il s’agit d’une collection leibnizienne.
Typage. Le type des ensembles est set (voir figure 2). Il s’agit d’un type concret, set:()
de´note l’ensemble vide.
2.3.6 Les collections Delaunay
La triangulation de Delaunay et le diagramme de Vorono¨ı [Aur91, OBSC00, BK03], que
nous allons de´crire ci-dessous, de´finissent une technique qui permet de construire le maillage
d’un sous-ensemble d’un espace me´trique de dimension finie a` partir d’un nombre suffisant de
points de ce sous-ensemble.
On de´signe par P un ensemble compose´ de N points pi de l’espace Rn (appele´s aussi sites
ou germes) : P = {pi ∈ Rn, i = 1, . . . , N}.
On de´finit la re´gion de Vorono¨ı associe´e a` un site pi comme l’ensemble de points plus proches
de pi que de n’importe quel autre e´le´ment de P . Soit Vor(pi) la re´gion de Vorono¨ı associe´e a`
pi ∈ P ; on e´crit :
Vorp(pi) = {p ∈ R
n,∀pj ∈ P, pj "= pi, d(p, pi) ≤ d(p, pj)}
ou` d(a, b) de´note une distance entre a et b. En travaillant dans R2 et en utilisant la distance
euclidienne, ces re´gions sont des polygones dits de Vorono¨ı (voir figure 7). On de´crit le diagramme
de Vorono¨ı comme l’union des re´gions de Vorono¨ı de tous les points de P .
Vor(P ) =
⋃
p∈P
V orp(P )
1 1
34
(1, 1, 3, 4, bag:())
Fig. 5 – Exemple de multi-ensemble : la topologie d’un multi-ensemble est un graphe complet
ou` chaque sommet repre´sente un e´le´ment.
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1 2
34
(1, 2, 3, 4, set:())
Fig. 6 – Exemple d’ensemble : la topologie d’un ensemble est un graphe complet ou` chaque
sommet repre´sente un e´le´ment.
A` partir du diagramme de Vorono¨ı, on construit son dual (voir figure 8) : c’est-a`-dire un nouveau
diagramme, dit de Delaunay, ou` on relie par un segment toutes les paires de sites dont les re´gions
de Vorono¨ı correspondantes sont adjacentes (se´pare´es par une areˆte du diagramme de Vorono¨ı).
Relation d’incidence. Ce diagramme fournit un voisinage entre les e´le´ments de P a` l’origine
de la de´finition d’une nouvelle collection topologique MGS. La topologie est donne´e par un
complexe cellulaire de dimension 1 ou` les sommets sont les e´le´ments de P . Les arcs correspondent
aux segments du diagramme de Delaunay. La figure 9 sche´matise une telle topologie. L’espace
des positions est construit au fur et a` mesure de l’ajout des e´le´ments : il s’agit d’une collection
leibnizienne.
Typage. Le type des collections Delaunay est del en re´fe´rence a` Delaunay. Contrairement a`
ceux de´crits pre´ce´demment, ce type de collection est abstrait. En effet, le calcul du voisinage
requiert trois parame`tres :
1. la dimension de l’espace euclidien dans lequel on se place,
2. un boole´en pre´cisant s’il faut calculer les caracte´ristiques du diagramme de Vorono¨ı (par
exemple en dimension 2, l’aire des polygones et la longueur de leurs arcs),
3. une «me´thode » permettant d’extraire a` partir des e´le´ments leur position dans cet espace.
Le type des collections Delaunay posse`de donc un constructeur de type concret dont le mot cle´
est delaunay :
delaunay(2, true) E2 = \e.(e.px, e.py) ;;
Cette construction de´finit un nouveau type de collection Delaunay, nomme´ E2, dont la dimension
est 2 (les points sont donc des e´le´ments de R2) et pour lequel le calcul des caracte´ristiques du
Fig. 7 – Polygone de Vorono¨ı d’un point pi.
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Fig. 8 – Construction du diagramme de Delaunay (a` droite), dual du diagramme de Vorono¨ı (a`
gauche).
diagramme de Vorono¨ı est demande´. La fonction permettant d’extraire la position des points
est donne´e par la λ-abstraction \e.(e.px, e.py) qui retourne la liste des valeurs des champs
px et py de son argument (celui-ci doit donc eˆtre un enregistrement contenant au moins ces
deux champs). La collection vide correspondante est note´e E2:() et une fonction E2ify est
automatiquement ge´ne´re´e. L’expression suivante ge´ne`re un exemple de collection Delaunay de
type E2 :
{ px = 1.0 , py = 2.0 }
:: { px = 2.0 , py = 2.0 }
:: { px = 4.0 , py =-5.0 }
:: { px = 0.0 , py = 0.0 }
:: E2:() ;;
2.3.7 Les collections GBF
L’acronyme GBF signifie Group Based Field, ce qui peut eˆtre traduit par champ de donne´es
fonde´ sur une structure de groupe (voir [Mic96, GMS96]). Comme son nom l’indique, une col-
lection GBF exhibe une structure construite sur les e´le´ments d’un groupe. On rencontre ce
type d’organisation lorsqu’on souhaite manipuler des voisinages re´guliers. Par exemple, pour
discre´tiser un plan par un maillage carre´, on utilise le voisinage suivant :
(4.0,4.0)
(0.0,0.0)
(6.0,−2.0)
delaunay(2, true) D = id ;;
(0.0,0.0)::(4.0,4.0)::(6.0,-2.0)::D:()
Fig. 9 – Exemple de collection Delaunay : la topologie d’une collection Delaunay est un graphe ou`
chaque sommet repre´sente un e´le´ment, et chaque arc est un segment du diagramme de Delaunay.
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est
−est
nord
−nord
Chaque e´le´ment posse`de un voisin suivant chaque direction nord, sud, est et ouest. Pour ge´ne´rer
ce maillage, on construit une structure de groupe dont les ge´ne´rateurs sont deux des quatre
directions (les deux autres correspondant a` leurs inverses).
De fac¸on plus formelle, soit D = {a, b, c, . . .} l’ensemble des directions permettant de se
de´placer d’un e´le´ment du maillage vers ses voisins ; on note Voisin(d, p) le voisin suivant la
direction d d’un point p. Cette direction d peut eˆtre identifie´e a` l’ope´ration de de´placement
e´le´mentaire donne´e par la fonction p $→ Voisin(d, p) ou` d ∈ D. Ces de´placements peuvent eˆtre
compose´s par une ope´ration + induisant une structure de groupe :
• elle est associative,
• pour chaque direction d ∈ D, il existe un de´placement inverse note´ −d ∈ D,
• et il existe un de´placement nul qui consiste a` « ne pas se de´placer ».
L’application des de´placements en un point est l’action du groupe sur l’espace des points. Pour
de´finir un espace homoge`ne arbitraire, il faut donc spe´cifier deux choses :
1. le groupe des de´placements a` partir des de´placements e´le´mentaires D ;
2. l’ensemble des points sur lequel le groupe va agir.
Dans l’interpre`teMGS, le second point est traite´ en conside´rant que le groupe des de´placements
agit sur lui-meˆme : un e´le´ment du groupe correspond alors a` un point de l’espace homoge`ne et
l’action du groupe correspond simplement a` la loi du groupe : Voisin(d, p) = p+ d.
Pour spe´cifier un GBF, on utilise une pre´sentation [Mic96] : il s’agit d’une liste de ge´ne´rateurs
et d’une liste d’e´quations entre ces ge´ne´rateurs. La syntaxe d’une pre´sentation est la suivante :
〈g1, g2, . . . , gn; e1, e2, . . . , em〉
ou` g1, g2, . . . , gn sont les ge´ne´rateurs et e1, e2, . . . , em les e´quations entre ge´ne´rateurs. Tout
e´le´ment du groupe s’obtient alors comme une somme de ge´ne´rateurs. Ici, ils correspondent aux
de´placements e´le´mentaires qui de´finissent le voisinage homoge`ne.
Dans notre exemple de grille, la pre´sentation du GBF est :
〈nord, est;nord+ est = est+ nord〉
Relation d’incidence. A` partir de la pre´sentation d’un groupe, le graphe de Cayley fournit
la topologie engendre´e par le groupe : les nœuds sont les e´le´ments du groupe et deux e´le´ments
sont lie´s par un arc si leurs positions ne diffe`rent que de l’ajout ou du retrait d’un ge´ne´rateur. Il
s’agit donc d’un complexe cellulaire de dimension 1. La figure 10 sche´matise une telle topologie.
L’espace des positions est toujours de´termine´ par la pre´sentation du groupe des de´placements
inde´pendante des valeurs : il s’agit d’une collection newtonienne.
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1
3
4
2
a
c
b
gbf hexa = < a, b, c ; a + b = c > ;;
(1,2)::(3,4)::seq:() following |a>, |b> ;;
Fig. 10 – Exemple de collection GBF : la topologie d’une collection GBF est donne´e par le
graphe de Cayley associe´ a` la pre´sentation du groupe des de´placements. Les deux graphes sont
deux repre´sentations duales du graphe de Cayley de la pre´sentation hexa.
Typage. Le type re´sultant en MGS est un type abstrait appele´ gbf. Le mot cle´ du meˆme nom
est alors utilise´ pour spe´cifier des groupes particuliers et ainsi ge´ne´rer de nouveaux voisinages
uniformes. Les groupes ge´re´s par l’interpre`te MGS sont pour l’instant abe´liens4, les de´placements
e´le´mentaires sont commutatifs entre eux. La topologie de la grille carre´e de´finie pre´ce´demment
est construite en MGS de la fac¸on suivante :
gbf grille = < nord, est > ;;
cre´e un nouveau type de GBF nomme´ grille a` partir des deux ge´ne´rateurs nord et est.
Ces derniers sont a` l’origine de nouvelles valeurs MGS de type posgbf. Une arithme´tique des
de´placements est en effet mise en place pour manipuler les positions des GBF de type grille ;
elle est fonde´e sur deux nouvelles valeurs |nord> et |est>, et les ope´rateurs +, - et *. Par
exemple
|nord> + |est> == |est> - |nord> + 2*|nord> ;;
retourne la valeur boole´enne true. Ces de´placements expriment e´galement les coordonne´es des
points, partant d’une origine arbitrairement choisie et permettent d’identifier les positions des
e´le´ments du GBF (ce qui justifie le nom posgbf donne´ a` ce type). La valeur grille:() cor-
respond alors a` la grille ge´ne´re´e par le groupe associe´ aux ge´ne´rateurs nord et est, ou` toutes
les positions ont une valeur inde´finie. La collection e´tant vide, la valeur <undef> est associe´e a`
chaque point du GBF. Afin de spe´cifier les de´corations, MGS fournit l’ope´rateur following :
(‘a, ‘a, ‘a)
:: (‘b, ‘b)
:: (‘c, ‘c, ‘c, ‘c)
:: seq:() following |nord>, |est> ;;
comple`te le GBF grille:() a` partir de l’origine de l’espace engendre´ comme le montre la
figure 11.
2.3.8 Les graphes quelconques
Les graphes quelconques correspondent au concept de graphe de voisinage. En effet, il s’agit
de graphes oriente´s dont seuls les sommets sont e´tiquete´s. Une implantation plus re´cente fonde´e
sur la bibliothe`que OCamlGraph a e´te´ de´veloppe´ dans [DR04] pour laquelle les arcs peuvent
e´galement eˆtre de´core´s. Cette mise a` jour est a` l’e´tude ; nous ne conside´rons donc dans ce
document que l’ancienne version.
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‘a ‘a ‘a
‘b ‘b
‘c ‘c ‘c ‘c
nord
est
Fig. 11 – De´coration dans un GBF a` l’aide de l’ope´rateur following (voir le programme de´crit
dans le texte).
‘v0 ‘v1
‘v4
‘v3
‘v2
g := [ 0 := ‘v0 :> 1, 4;
1 := ‘v1 :> 0, 3, 4;
2 := ‘v2 ;
3 := ‘v3 :> 2, 4;
4 := ‘v4 :> 2
] ;;
Fig. 12 – Exemple de graphe.
Relation d’incidence. Le voisinage des graphes repose directement sur leur topologie : un
graphe est un complexe cellulaire de dimension 1. La figure 12 sche´matise une telle topologie.
L’espace des positions est de´termine´ a` la de´finition du graphe et ne peut eˆtre modifie´ : il s’agit
d’une collection newtonienne.
Typage. Le type MGS pour ces graphes est graph. Il s’agit d’un type concret dont la structure
est spe´cifie´e par une construction syntaxique de´die´e, comme le montre l’exemple de la figure 12.
2.3.9 Les chaˆınes abstraites
Cette collection est la plus ge´ne´rale en terme de voisinage arbitraire que l’interpre`te MGS
fournit. Elle correspond a` une implantation des complexes cellulaires qui ont e´te´ de´crits pre´ce´-
demment.
Relation d’incidence. Contrairement aux collections pre´sente´es jusqu’ici, les chaˆınes abs-
traites ne sont pas limite´es a` un graphe de voisinage ou` les sommets sont les e´le´ments et les
arcs la relation de voisinage. Elles correspondent a` la construction de complexes cellulaires de
dimension arbitraire. La figure 13 sche´matise une telle topologie. L’espace des positions est de´fini
seul dans un premier temps. Il est ensuite de´core´ ce qui ame`ne a` conside´rer les chaˆınes abstraites
comme un type de collections newtoniennes.
4Une extension vers les groupes automatiques a e´te´ envisage´e dans [Del02].
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Typage. Un type de donne´es scalaire a e´te´ cre´e´ pour une nouvelle sorte de valeur appele´e
acell (pour cellule abstraite). Une acell est une cellule topologique ; c’est a` travers ces objets
que les complexes cellulaires vont eˆtre repre´sente´s : un complexe cellulaire n’est pas un objet
e´le´mentaire manipulable explicitement ; en revanche, il peut eˆtre parcouru a` travers ses e´le´ments
constituants, les cellules topologiques repre´sente´es par les valeurs de type acell, en utilisant la
relation d’incidence qui les relie. Des cellules topologiques fraˆıches peuvent eˆtre cre´e´es a` l’aide de
la fonction new acell. Celle-ci demande en parame`tre la dimension de la cellule cre´e´e ainsi que la
liste de ses cofaces et de ses faces. Par exemple, pour cre´er un arc avec ses deux sommets, on e´crit :
v1 := new acell(0, seq:(), seq:()) ;;
v2 := new acell(0, seq:(), seq:()) ;;
e := new acell(1, (v1, v2, seq:()), seq:()) ;;
v1
e
v2
La cellule associe´e a` la variable e est une cellule de dimension 1. Afin de conserver un caracte`re
fonctionnel pur, la fonction new acell fait une copie des faces et des cofaces donne´es en pa-
rame`tre. En effet, de´finir v1 et v2 comme faces de e signifie que e est une coface de v1 et v2,
ce qui va a` l’encontre de la de´finition de ces deux meˆmes cellules. De la meˆme fac¸on, si v1 et
v2 e´taient des e´le´ments de complexes cellulaires diffe´rents, ceux-ci seraient copie´s et unis en une
nouvelle entite´. Par souci de performance, une fonction e´quivalente a` new acell mais fonction-
nant par effets de bord est e´galement disponible ; il s’agit de add acell. L’expression suivante
v1’ := add acell(0, seq:(), seq:()) ;;
v2’ := add acell(0, seq:(), seq:()) ;;
e’ := add acell(1, (v1’, v2’, seq:()), seq:()) ;;
produit le meˆme arc que pre´ce´demment, excepte´ que v1’ et v2’ sont dans ce cas effectivement
les faces de e’. Les cellules topologiques associe´es a` v1’ et v2’ ne sont pas copie´es mais leurs
de´finitions sont mises a` jour. Sachant que la fonction member teste l’appartenance d’une valeur
a` une collection, les expressions
member(faces(e), v1) ;;
member(faces(e’), v1’) ;;
{ px = 6.0,py = −2.0 }
{ px = 4.0, py = 4.0 }
‘Surface
<undef>
<undef>
<undef>
{ px = 0.0, py = 0.0 }
v1 := add acell(0, seq:(), seq:()) ;;
v2 := add acell(0, seq:(), seq:()) ;;
v3 := add acell(0, seq:(), seq:()) ;;
e1 := add acell(1, (v1,v2), seq:()) ;;
e2 := add acell(1, (v2,v3), seq:()) ;;
e3 := add acell(1, (v3,v1), seq:()) ;;
f := add acell(2, (e1,e2,e3), seq:()) ;;
{ px = 0.0, py = 0.0 } * v1
+ { px = 4.0, py = 4.0 } * v2
+ { px = 6.0, py =-2.0 } * v3
+ ‘Surface * f ;;
Fig. 13 – Exemple de chaˆıne abstraite : la topologie est de´finie de fac¸on explicite par la cre´ation de
nouvelles cellules ; les de´corations sont ensuite place´es sur les positions en utilisant les ope´rateurs
de somme et de produit.
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retournent respectivement false et true. Comme le montre l’exemple, des accesseurs sont four-
nis pour parcourir le complexe cellulaire :
• faces(c) retourne la liste des faces de c ;
• cofaces(c) retourne la liste des cofaces de c ;
• icells(c) retourne la liste des cellules incidentes a` c ;
• pcells(c,p) retourne la liste des p-voisines de c.
Une fois cre´e´, l’espace de´fini par les cellules topologiques abstraites peut eˆtre de´core´ par des
valeurs du langage. On obtient alors le nouveau type de collection topologique qui nous inte´resse,
les achain pour chaˆınes abstraites. Les chaˆınes topologiques sont des objets issus de la topologie
alge´brique. Elles correspondent a` des fonctions partielles associant aux cellules d’un complexe
cellulaire une valeur. Elles sont souvent repre´sente´es par une somme formelle, style d’e´criture
utilise´ e´galement dans l’interpre`te. En reprenant l’exemple pre´ce´dent, on e´crit :
‘vertex * v1 + ‘edge * e ;;
pour construire la chaˆıne topologique associant la valeur symbolique ‘vertex a` la cellule associe´e
a` la variable v1 et la valeur ‘edge a` e.
Afin de conserver l’inte´grite´ des chaˆınes topologiques ainsi cre´e´es, il est ne´cessaire d’interdire
la construction de toute nouvelle cellule topologique par la fonction add acell ; l’utilisation
de cette fonction est par conse´quent prohibe´e sur les cellules utilise´es dans la de´finition d’une
chaˆıne topologique. Il reste ne´anmoins possible d’ajouter des cellules a` un complexe graˆce a`
la primitive new acell qui cre´e une copie du support utilise´ dans la de´finition de ce nouvel
objet. Les ope´rations topologiques comme l’insertion, la suppression ou le raffinement des cellules
topologiques, ope´rations classiques dans certains modeleurs topologiques, ne sont pas fournies par
l’interpre`te MGS ; l’objectif de celui-ci n’est en effet que de montrer l’utilite´ des transformations
que nous aborderons dans la section suivante, pour programmer ces ope´rations.
Nous verrons plus pre´cise´ment l’utilisation des chaˆınes abstraites, d’une part the´oriquement
puisqu’elles sont a` l’origine du formalisme mis en place dans cette the`se (voir le chapitre 3),
mais e´galement concre`tement dans les diffe´rents exemples de mode´lisation que nous pre´sentons
chapitre 11.
2.3.10 Les G-cartes
La structure de chaˆıne abstraite vue dans la sous-section pre´ce´dente est puissante en terme de
repre´sentation (voir le chapitre 3 pour une e´laboration sur les complexes cellulaires) mais reste
couˆteuse pour les parcours de cellules. Les G-cartes constituent le second type de collection to-
pologique permettant la repre´sentation d’objets de dimension arbitraire ; elle est plus spe´cifique5
que les chaˆınes abstraites et est de´die´e aux mode`les topologiques par repre´sentation de bord (en
anglais, boundary representation, voir [Lie91, Sha01]). L’implantation propose´e dans l’interpre`te
MGS repose sur une bibliothe`que C++ de´veloppe´e au sein du projet MOKA6, une plate-forme in-
teractive de CAO fonde´e sur les G-cartes de dimension 3. Contrairement aux complexes abstraits,
les cartes ge´ne´ralise´es, ou G-cartes, sont une structure de donne´es qui permet de repre´senter une
classe particulie`re d’espaces topologiques : les quasi-varie´te´s [Lie94]. La motivation de cette se-
conde implantation des complexes cellulaires tient au fait que cette structure de donne´es pre´sente
5De fac¸on plus pre´cise, les G-cartes ne permettent que de repre´senter des quasi-varie´te´s. Cependant, a` l’instar
des mode`les par graphes d’incidence, elles permettent de distinguer dans cette classe, certains espaces topologiques
confondus dans une repre´sentation par graphe d’incidence ; on pense en particulier a` ceux faisant intervenir de la
multi-incidence.
6Une pre´sentation du projet MOKA est disponible a` l’url suivante : http://www-sic.univ-poitiers.fr/moka/
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Fig. 14 – Description d’un complexe cellulaire en terme de brins et d’involutions.
un certain nombre de contraintes d’inte´grite´ a` respecter. De plus, le complexe cellulaire encode´
par une G-carte n’est pas repre´sente´ de fac¸on explicite mais doit eˆtre traite´ comme tel selon
le point de vue que nous adoptons. L’inte´gration de cette structure dans MGS illustre donc
parfaitement la ge´ne´ricite´ des transformations dont la spe´cification est inde´pendante du type
de collection topologique (chaˆınes abstraites et G-cartes peuvent eˆtre utilise´es inde´pendamment
dans les exemples pre´sente´s dans la partie III).
Voici une bre`ve pre´sentation de la structure de G-carte [Le´v99, LM99]. Soit K un complexe
cellulaire. Soit N , la plus grande dimension des cellules du complexe, N est appele´ la dimension
de K. On conside`re le graphe d’incidence G de K, c’est-a`-dire le graphe induit par la relation
d’incidence entre les cellules de K. On appelle tuple, la se´quence de cellules (cN , cN−1, . . . , c1, c0)
repre´sentant un chemin dans le graphe d’incidence ou` ci de´note une cellule de dimension i (ci
est donc une face de ci+1). On dira que deux tuples sont i-adjacents s’ils partagent les meˆmes
cellules, a` l’exception de la dimension i ou` les cellules peuvent eˆtre diffe´rentes.
La G-carte de dimension N repre´sentant K est un couple (B, (α0, . . . , αN )). B de´note un
ensemble d’e´le´ments appele´s brins, chaque brin e´tant une vue abstraite d’un des tuples de K.
Le second membre du couple est un ensemble de N + 1 involutions αi (0 ≤ i ≤ N). En fait,
pour tout couple (b, b′) de brins de B, on aura b′ = αi(b) si les deux tuples repre´sente´s par b et
b′ sont i-adjacents (voir figure 14). Pour que les objets repre´sente´s par des G-cartes respectent
les proprie´te´s topologiques des quasi-varie´te´s, les αi doivent eˆtre des involutions et respecter les
proprie´te´s suivantes :
∀i, j, 0 ≤ i < i+ 2 ≤ j ≤ N, αi ◦ αj est une involution.
Relation d’incidence. La topologie des G-cartes correspond au complexe cellulaire de´fini par
l’ensemble de brins et les involutions. La figure 15 sche´matise une telle topologie. L’espace des
positions est de´fini seul dans un premier temps. Il est ensuite de´core´ ce qui ame`ne a` conside´rer
les G-cartes comme un type de collection newtonien.
Typage. Les collections topologiques reposant sur les G-cartes sont de type qmf. Il s’agit d’un
type abstrait, ces collections e´tant parame´tre´es par une G-carte. Il nous faut donc dans un
premier temps fournir les primitives pour la cre´ation des espaces de positions.
Nous avons souhaite´ cacher au programmeur MGS l’aspect « brins et involutions » des G-
cartes qui ne s’inte`gre pas dans la notion de complexe cellulaire telle qu’elle a e´te´ pre´sente´e
pre´ce´demment. Nous n’avons donc rendu accessibles dans le langage que des primitives manipu-
lant les cellules topologiques masquant ainsi les me´canismes internes concernant les brins. Deux
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nouveaux types scalaires ont e´te´ apporte´s a` l’interpre`te. D’une part, les gmaps sont les objets
dans lesquels les G-cartes sont de´finies. On cre´e une G-carte vide par
g := new gmap() ;;
Les cellules topologiques propres aux G-cartes ont pour type ncell. La construction des cel-
lules comme celles pre´sente´es ci-dessus pour les complexes cellulaires abstraits n’a pas e´te´
de´veloppe´e. En effet, nous avons trouve´ plus inte´ressant d’utiliser directement l’outil MOKA
pour construire nos objets, et de les charger dans l’interpre`te a` l’aide d’une primitive MGS et du
format d’import/export de donne´es de MOKA. Si le fichier my object.moka contient le complexe
cellulaire inte´ressant, il suffit d’e´crire :
load moka("my object.moka", g) ;;
pour remplir la G-carte vide que nous venons de cre´er. L’e´valuateur retourne alors la se´quence
des cellules topologiques de type ncell de dimension 3 (la plus grande dimension d’un objet
construit avec le noyau de MOKA) a` partir de laquelle l’ensemble des cellules, toutes dimensions
confondues, peuvent eˆtre retrouve´es. L’expression save moka("my object.moka", g) qui effec-
tue l’ope´ration inverse de sauvegarde du contenu de g, est e´galement fournie par l’interpre`te. Un
grand nombre de primitives directement inte´gre´es de la bibliothe`que de MOKA permettent de
cre´er des objets simples : add polygon, add sphere, add square, add polyline, etc.
Une collection topologique reposant sur les G-cartes est donc parame´tre´e par un objet de
type gmap. On peut alors cre´er un nouveau type de collection a` partir d’une G-carte de la fac¸on
suivante :
qmf Q on g ;;
Le mot cle´ qmf correspond au type abstrait des collections topologiques fonde´es sur les G-cartes.
Cette abre´viation fait re´fe´rence a` Quasi-ManiFold, terme anglais pour quasi-varie´te´. Ici, un
nouveau type de qmf, nomme´ Q, est de´fini sur la G-carte g. Apre`s cette de´finition, il n’est plus
possible de modifier le contenu de g. Il n’existe pas de syntaxe propre aux quasi-varie´te´s pour
associer des valeurs aux ncells pour de´finir de nouvelle collection. On passe par une de´finition
en extension, valide pour tout type de collections topologiques et qui sera de´crite par la suite
(voir page 44).
2.3.11 Imbrication de collections : les contraintes
Les types de donne´es MGS fournissent des pre´dicats pour ve´rifier le type des valeurs mani-
pule´es. Les primitives et ope´rateurs MGS e´tant extreˆmement surcharge´s et en l’absence de typage
‘v1 ‘v2 ‘v3 ‘v4
<undef> <undef> <undef>
g := new gmap() ;;
l := add polyline(g,4) ;;
qmf Q on g ;;
Q:{| ‘v1@l.(0), ‘v2@l.(1),
‘v3@l.(2), ‘v4@l.(3) |} ;;
Fig. 15 – Exemple d’une collection qmf : les deux sche´mas de´crivent d’une part l’organisation de
la topologie en terme de brins et d’involution (la le´gende est la meˆme que celle de la figure 14),
et d’autre part le complexe cellulaire correspondant. Les valeurs sont associe´es aux cellules
topologiques dans un second temps.
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statique, ces pre´dicats s’ave`rent eˆtre une bonne solution pour une ve´rification fine des types au
cours de l’exe´cution d’un programme. Cependant, les pre´dicats de´finis automatiquement avec les
collections topologiques ne conside`rent que le type du contenant ; par exemple, le pre´dicat seq
des se´quences ve´rifie que l’argument est bien une se´quence, mais ne permet pas de restreindre
le type des e´le´ments des se´quences. Les contraintes MGS sont un moyen de de´finir des pre´dicats
plus expressifs imposant le type du contenu et le nombre d’e´le´ments d’une structure de donne´es.
Un exemple de contrainte de type a de´ja` e´te´ pre´sente´ : la spe´cification de types d’enregistrement
permet de ge´rer l’absence ou la pre´sence, ainsi que le type des champs que les enregistrements
doivent contenir.
Graˆce a` un dispositif de de´claration de types mutuellement re´cursifs, les contraintes pre´sente´es
ci-dessous permettent notamment de de´finir des structures de donne´es imbrique´es, c’est-a`-dire
des collections topologiques de collections. Ceci fournit une alternative aux types de donne´es
alge´briques pour de´crire des structures arborescentes. On peut notamment imaginer leur utilisa-
tion pour la spe´cification de fichiers XML [BPSM+06] a` la fac¸on du langage XMLSchema [FW04]
ou des DTD (Document Type Definition).
Langage de de´claration de contraintes. Les contraintes sont de´finies en utilisant le mot
cle´ constraint :
constraint uid = cstr ;;
ou` uid de´note le nom de la contrainte a` de´finir. La partie droite cstr de cette de´claration suit la
grammaire suivante :
cstr ::= symb
| typeColl
| [ cstr ]typeColl
| typeColl( int )
| [ cstr ]typeColl( int )
| ˜cstr
| cstr && cstr
| cstr || cstr
| ( cstr )
La syntaxe des contraintes est de´finie de fac¸on inductive. Les cinq premie`res constructions cor-
respondent respectivement a` une constante symbolique, a` un type de collection (typeColl peut
s’instancier par exemple en seq, set, bag, etc), a` un type de collection avec contraintes sur le
type des e´le´ments, a` un type de collection avec contrainte sur le nombre d’e´le´ments et a` un type
de collection avec a` la fois contraintes sur le nombre et le type des e´le´ments. Les constructions
suivantes permettent de de´finir des ne´gations, des conjonctions et des disjonctions de contraintes.
Par exemple,
constraint intTriplet = [int]seq(3) ;;
de´finit une nouvelle contrainte intTriplet reconnaissant les se´quences compose´es de 3 entiers.
Dans ce second exemple,
constraint option = ‘None | some
and record some = { Some:any } ;;
la contrainte option est de´finie comme soit la valeur du symbole ‘None, soit un enregistrement
contenant un champ Some auquel est associe´ une valeur de n’importe quel type (voir le type any
sur la hie´rarchie de la figure 2).
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Coloration et de´claration re´cursive de type. Les diffe´rentes constructions de´die´es a` la
de´finition de type de collection s’inse`rent dans un me´canisme d’he´ritage de type pre´sente´ fi-
gure 2. Par exemple, le type grille (de´fini page 35) he´rite du type gbf et construit donc un
nœud fils du nœud gbf dans cette hie´rarchie. Cela signifie que si g1 est de type grille, et g2
est un GBF qui n’est pas de type grille, les expressions gbf(g1) et gbf(g2) s’e´valuent en
la valeur boole´enne true, alors que grille(g1) et grille(g2) s’e´valuent respectivement en
true et false. Les constructions utilisant les mots cle´s record, delaunay, qmf et constraint
construisent e´galement des fils dans l’arbre de sous-typage. Un dernier me´canisme de cre´ation
de nœud n’a pas encore e´te´ pre´sente´ ; il permet de « colorer » un type de collection, par exemple
pour en spe´cialiser l’utilisation et be´ne´ficier ainsi d’une forme primitive de sous-typage. Ainsi,
l’expression
collection my seq = seq ;;
cre´e une nouvelle couleur de se´quence MGS. Les valeurs de type my seq (construite a` partir
de la se´quence vide my seq:() elle-meˆme cre´e´e a` l’e´valuation de l’expression pre´ce´dente) sont
e´galement de type seq. A` l’inverse, une se´quence construite a` partir de seq:() n’est pas de type
my seq :
seq((1, 2, 3, my seq:())) ;;
my seq((1, 2, 3, seq:())) ;;
retournent respectivement true et false. Partout ou` les se´quences de type seq apparaissent,
leur utilisation peut eˆtre restreinte a` des se´quences de type my seq.
Un exemple. Afin d’illustrer les contraintes et la coloration de type, voici comment de´finir
en MGS un pre´dicat pour la structure d’arbre binaire :
collection node = seq
and constraint tree = ‘Leaf | [ tree ]node(2) ;;
Un arbre est soit vide, de´note´ par la constante ‘Leaf, soit une se´quence de type node (une
couleur du type seq), de longueur deux, contenant uniquement des arbres. Ceci est a` comparer
a` la de´finition inductive suivante (syntaxe OCaml) :
type tree = Nil | Node of tree * tree ;;
La figure 16 sche´matise les repre´sentations issues de ces deux diffe´rentes de´finitions.
‘Leaf ‘Leaf‘Leaf ‘Leaf
Fig. 16 – Repre´sentation d’un arbre binaire : a` gauche par un type de donne´es alge´brique, a`
droite par imbrication que collections topologiques.
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2.4 Les fonctions sur les collections
Nous souhaitons utiliser le cadre unifie´ des collections topologiques afin de permettre une
programmation inde´pendante du type de collection. Les transformations, pre´sente´es dans la sec-
tion suivante, offrent ce point de vue ge´ne´rique. Ne´anmoins, un certain nombre de primitives
polytypiques [Coh04] (c’est-a`-dire s’appliquant sur n’importe quel type de collection) sont dis-
ponibles dans l’interpre`te. Les paragraphes suivants en donnent un bestiaire non-exhaustif. La
documentation en ligne de l’interpre`te7 de´taille les fonctions additionnelles non de´crites ici.
2.4.1 Les primitives MGS
Les fonctions oneof et rest. Les destructeurs oneof et rest [BNTW95] retournent respec-
tivement un des e´le´ments d’une collection et le reste de la collection, de telle sorte que si c est
une collection, oneof(c) et rest(c) construisent une partition de c.
La fonction take. Il est possible de conside´rer les collections topologiques comme des fonctions
partielles associant des valeurs du langage aux cellules topologiques d’un complexe cellulaire.
Il est alors commode d’utiliser le terme de position pour de´signer les cellules topologiques et
d’espace de positions pour les complexes cellulaires. Cependant, les valeurs MGS correspondant
a` des collections ne sont pas implante´es comme des fonctions, pour rappeler leur roˆle de structure
de donne´es. L’acce`s a` la de´coration d’une position donne´e est possible graˆce a` la fonction take.
Ainsi,
take(c, p) ;;
retourne la valeur associe´e a` la position p d’une collection topologique c. Une syntaxe infixe est
e´galement disponible :
c.(p) ;;
On peut noter que pour les enregistrements, l’expression r.x (pour obtenir la valeur associe´e a`
la cle´ ‘x dans r) s’e´crit e´galement r.(‘x) ; cette e´criture est d’ailleurs plus ge´ne´rale puisqu’elle
permet d’avoir acce`s aux champs dont la cle´ est une valeur autre qu’un symbole. Enfin, si la
valeur de p ne correspond pas a` une position de´finie dans c, la fonction take retourne la valeur
<undef>.
E´videmment, le type des positions est propre a` chaque type de collection. Pour les se´quences,
seuls les sommets du complexe cellulaire sont de´core´s ; ce complexe e´tant un graphe line´aire (par
conse´quent homomorphe a` N), les positions des e´le´ments sont donc naturellement repre´sente´es
par des entiers, leur index dans la se´quence :
take((1,2,3,4), 2) ;;
retourne l’entier 3 (l’indexation commenc¸ant a` 0 comme en C/C++). Pour les ensembles, le
complexe cellulaire est un graphe complet ; la position d’un e´le´ment est donc simplement sa
propre valeur. Pour les multi-ensembles, afin de distinguer les diffe´rentes occurrences d’un meˆme
e´le´ment, celles-ci sont nume´rote´es par des entiers. La position dans un multi-ensemble est donc
donne´e par un couple (valeur, occurrence). Le type de position sera posgbf pour une collection
GBF, acell pour les chaˆınes abstraites et ncell pour les collections de type qmf.
7Accessible a` l’adresse http://mgs.ibisc.univ-evry.fr/Online_Manual/
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La de´finition par extension. La de´finition par extension des collections est un moyen ex-
plicite de spe´cifier une collection par une liste de couples (position, valeur) :
extension("typeColl", (p1,v1) ::... ::(pn,vn) :: seq:()) ;;
Le premier argument est une chaˆıne de caracte`res donnant le type de la collection a` de´finir,
et le second est une se´quence de couples (position, valeur) indiquant comment de´corer l’espace
associe´ au type de collection pre´cise´. Par exemple, pour construire la se´quence (1, 2, 3), on
e´crit
extension("seq", (0,11) ::(1,22) ::(2,33) :: seq:()) ;;
L’interpre`te fournit e´galement du sucre syntaxique pour une notation infixe plus commode :
seq:{| 11@0, 22@1, 33@2 |} ;;
La fonction map. Cet ope´rateur applique une fonction sur tous les e´le´ments d’une collection
et retourne la collection des re´sultats.
map(\x.(x+1), (3,4,5)) ;;
retourne la se´quence (4,5,6). La fonction passe´e en argument s’applique sur chaque e´le´ment
de la se´quence. Une variante de l’ope´rateur existe pour appliquer la fonction sur les e´le´ments
mais e´galement sur leurs positions. Il s’agit de la fonction map indexed. Dans ce cas, la fonction
argument prend deux arguments, le premier repre´sentant la position et le second la valeur de
l’e´le´ment courant :
map indexed(\p,x.(10 * p + x), (3,4,5)) ;;
s’e´value en la se´quence (3,14,25).
La fonction fold. Ce deuxie`me ite´rateur permet de parcourir l’ensemble des e´le´ments de´corant
une collection topologique pour calculer une seule valeur. Soit c1, . . ., cn les e´le´ments d’une col-
lection topologique c. L’expression
fold(f, zero, c) ;;
calcule f(c1, (. . . , f(cn, zero) . . . )). Si la collection ne contient pas d’e´le´ment, la valeur zero
est directement retourne´e. L’ordre d’e´nume´ration des e´le´ments n’est pas spe´cifie´ et peut varier
pour des collections identiques en type et en taille. La fonction d’accumulation f prend deux
arguments, l’e´le´ment courant et le re´sultat courant.
Par exemple, il est particulie`rement simple d’exprimer la somme des e´le´ments d’une collec-
tion :
fold(\e,acc.(e + acc), 0, (1,2,3)) ;;
retourne l’entier 6. La variante fold indexed est e´galement disponible.
La fonction iter. Cet ope´rateur applique une fonction ayant un effet de bord sur chaque
e´le´ment d’une collection. Le re´sultat e´value´ est alors <undef>.
a := 0 ;;
iter(\x.(a:=a+x), (1,2,3)) ;;
retourne <undef> mais la valeur associe´e a` la variable a est mise a` jour pour l’entier 6. La
variante iter indexed est e´galement disponible.
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La fonction forall. Il s’agit du pre´dicat universel sur les e´le´ments d’une collection. L’expres-
sion
forall(p,c) ;;
e´value le calcul p(c1)∧· · ·∧p(cn) ou` les ci sont les e´le´ments de la collection c, et p est un pre´dicat.
La fonction exists. Il s’agit du pre´dicat existentiel sur les e´le´ments d’une collection. L’ex-
pression
exists(p,c) ;;
e´value le calcul p(c1)∨· · ·∨p(cn) ou` les ci sont les e´le´ments de la collection c, et p est un pre´dicat.
2.4.2 Le polytypisme propose´ dans MGS
Dans le typage, le polymorphisme consiste a` abstraire par une variable de type, le type
d’une variable. Graˆce a` cette abstraction, la fonction List.map de OCaml peut s’appliquer aussi
bien sur des listes d’entiers que des listes de flottants par exemple. On remarque cependant
qu’il existe une fonction map pour chaque type de structure ; par exemple, pour appliquer une
meˆme fonction sur les e´le´ments d’un tableau, OCaml fournit une seconde fonction Array.map,
e´galement polymorphe sur le type des e´le´ments du tableau. Transpose´ a` MGS, le polymorphisme
permet l’abstraction sur le type du contenu d’une collection topologique.
Le polytypisme consiste a` e´tendre le polymorphisme au contenant, c’est-a`-dire au type de la
collection topologique lui-meˆme.
Dans [CW85], L. Cardelli et P. Wegner proposent une classification des diffe´rentes classes
de polymorphisme. Cette classification peut eˆtre e´tendue pour le polytypisme. Il en existe deux
grandes classes, elles-meˆmes divise´es en deux :
1. polymorphisme/polytypisme universel :
• parame´trique : de´finition de fonctions pouvant s’appliquer sur plusieurs types diffe´rents.
Par exemple, le List.map de OCaml correspond a` du polymorphisme parame´trique (les
types doivent partager une structure commune), et le map MGS a` du polytypisme pa-
rame´trique (la structure peut eˆtre diffe´rente) ;
• par inclusion : concept d’he´ritage ou de sous-typage. Par exemple, l’he´ritage des objets
en C++ est du polymorphisme par inclusion, la notion de coloration MGS (avec le mot
cle´ collection) correspond a` du polytypisme par inclusion.
2. polymorphisme/polytypisme ad-hoc :
• par surcharge : la surcharge permet l’utilisation d’un meˆme ope´rateur sur des arguments
de types diffe´rents. Par exemple, les ope´rateurs de comparaison < et > sont surcharge´s
pour comparer n’importe quelles valeurs ; la primitive oneof est un exemple de polyty-
pisme par surcharge ;
• par coercion : cette dernie`re classe correspond aux ope´rateurs qui modifient le type
de ses arguments afin d’effectuer un calcul. L’addition en C/C++ transforme les en-
tiers en flottants pour les additionner avec d’autres flottants. La concate´nation de deux
collections topologiques MGS fait de meˆme avec ses arguments : soient c1 et c2 deux
collections de types diffe´rents ; la concate´nation retourne une collection dont le type est
le sur-type commun le plus bas dans la hie´rarchie des types (voir figure 2) si celui-ci
n’est pas abstrait.
Pour plus de de´tails sur le polytypisme et les syste`mes de type du langage MGS, le lecteur
est invite´ a` parcourir [Coh04].
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3 Les transformations
Les collections topologiques permettent de repre´senter un grand nombre de structures de
donne´es. Pour les manipuler, MGS fournit une structure de controˆle, appele´e transformation,
permettant la de´finition par cas de fonctions sur les collections topologiques. La ge´ne´ricite´ est
capture´e par l’utilisation de la relation de voisinage locale fournie avec chaque collection. Cette
relation est le point de de´part pour l’e´laboration de motifs filtrant des sous-parties d’une collec-
tion. Chaque cas de la transformation est alors une re`gle de re´e´criture ; son application correspond
a` une modification locale de la collection.
3.1 Fonctions de´finies par cas
Dans les langages de type ML (comme Haskell ou OCaml), il est possible de de´finir des
fonctions par cas sur des constantes. Ce syste`me de de´finition se rapproche d’une structure
d’aiguillage en C ou en MGS (avec le mot cle´ switch). La fonction factorielle s’e´crit ainsi dans
un pseudo-langage fonctionnel :
let rec fact = function
| 0 -> 1
| x -> x*f(x-1)
Cette fonction est spe´cifie´e par deux cas suivant la valeur de son argument. Le premier cas
filtre la constante 0 ; ainsi, si l’argument de la fonction est 0, l’e´valuation de l’expression 1
sera de´clenche´e. La seconde partie de cette de´finition absorbe un argument de n’importe quelle
valeur. La variable x joue un roˆle de joker, permettant la re´fe´rence a` la valeur de l’argument
dans l’expression en partie droite.
Dans les langages Haskell et OCaml, la spe´cification des motifs ne se limite pas au filtrage de
constantes (l’entier 0 dans notre exemple). La de´finition par cas des fonctions permet notamment
l’expression de motifs filtrant des objets plus complexes que de simples valeurs scalaires, et
construits a` partir d’un type de donne´es alge´brique. Ces objets permettent la repre´sentation de
structures de´finies inductivement. C’est le cas des arbres binaires :
type Ab = Leaf of int
| Node of Ab * Ab ;;
Les arbres binaires sont soit des feuilles (Leaf), soit des nœuds (Node). Leaf et Node sont les
constructeurs du type Ab. Ces constructeurs sont parame´tre´s par des attributs permettant leur
de´coration par des valeurs du langage. Ici, on associe un entier a` chaque feuille et un couple
d’arbres binaires a` chaque nœud (repre´sentant les fils droit et gauche). On utilise alors les
constructeurs pour de´finir de nouveaux motifs expressifs spe´cifiant la structure des e´le´ments a`
filtrer et des variables de motif pour re´fe´rencer les attributs qui leur sont associe´s. Par exemple,
on de´finit par cas la somme des valeurs associe´es aux feuilles d’un arbre de type Ab de la fac¸on
suivante :
let rec sum = function
| Leaf n -> n
| Node(l, r) -> sum(l) + sum(r)
Les de´finitions par cas pre´sentent de nombreux avantages : elles facilitent le raisonnement
e´quationnel sur les fonctions et fournissent un me´canisme concis et expressif pour la de´finition
de fonctions. Ne´anmoins, e´tendre ce me´canisme a` des types de donne´es non alge´briques reste
une question ouverte.
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3.2 Re´e´criture locale de sous-collection
Par leur de´finition inductive, les valeurs des types de donne´es alge´briques correspondent a`
une organisation hie´rarchique ; on les appelle e´galement arbre formel rappelant que les valeurs
sont construites par une racine colore´e par un constructeur et pouvant exhiber un certain nombre
de fils suivant la de´finition du type. Lors du filtrage tel qu’il vient d’eˆtre de´crit, les diffe´rents
cas pour la de´finition des fonctions correspondent aux diffe´rents constructeurs sur lesquels les
racines sont de´finies8. Ainsi, pour la fonction sum, deux cas se pre´sentent correspondant a` une
feuille ou a` un nœud de l’arbre. Le filtrage consomme entie`rement l’arbre, les sous-arbres e´tant
nomme´s par des variables du filtre puis traite´s par des appels re´cursifs le cas e´che´ant.
Contrairement aux types de donne´es alge´briques, il n’est pas possible de repre´senter les
collections topologiques par une racine unique permettant de filtrer toute la structure de donne´es.
Cependant, en partant d’un des e´le´ments de la collection puis en suivant la relation de voisinage, il
est possible de se´lectionner une partie de la collection topologique. La` ou` le filtrage des structures
de donne´es alge´briques est global dans le sens ou` toute la structure est filtre´e, le filtrage des
collections topologiques est local : une sous-partie est se´lectionne´e.
Les transformations e´tendent en ce sens la de´finition par cas de fonctions aux collections
topologiques. Elles correspondent a` une nouvelle structure de controˆle fournie par MGS, de´finie
par cas, ou` chaque cas est de´crit par une re`gle de re´e´criture α→ β :
• α est un motif qui se´lectionne par filtrage une sous-partie de la collection, appele´e sous-
collection,
• β est une expression qui calcule une nouvelle collection a` substituer en lieu et place de la
sous-collection filtre´e par α.
Une transformation est de´finie par un ensemble de re`gles de re´e´criture et son application sur une
collection topologique correspond aux trois ope´rations interde´pendantes suivantes :
1. l’application d’une re`gle avec :
- le filtrage d’une sous-collection, et
- l’e´valuation de la partie droite.
2. la strate´gie d’application des re`gles, pour choisir les re`gles a` appliquer et pour ge´rer les
collisions si plusieurs applications de re`gles sont possibles, et enfin
3. la reconstruction.
La primitive map de´crite plus haut peut eˆtre programme´e de cette fac¸on. Soit l’expression
map(f,c) appliquant la fonction f sur tous les e´le´ments de c. De´taillons les diffe´rents points
pre´cise´s ci-dessus dans le cadre de cette fonction :
• La re`gle de re´e´criture : la transformation locale de la fonction map est capture´e par la re`gle
de re´e´criture x → f(x). Le motif de la re`gle est constitue´ d’une seule variable filtrant un
e´le´ment x. La partie droite e´value l’application de la fonction f sur l’e´le´ment filtre´.
• La strate´gie d’application : elle doit de´finir dans le contexte de la fonction map l’application
de la re`gle partout ou` cela est possible, c’est-a`-dire sur chaque e´le´ment de la collection c.
La strate´gie MGS par de´faut, appele´e maximale paralle`le et explicite´e plus loin dans ce
chapitre, correspond a` cette attente.
• La reconstruction : elle consiste ici a` recre´er une structure identique a` celle de la collection
c et a` la de´corer avec les valeurs calcule´es par la partie droite de la re`gle pour chaque
instance de filtre.
8Il est e´galement possible de distinguer par deux cas deux racines de meˆme constructeur dont les valeurs des
attributs diffe`rent.
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Cette transformation est programme´e et utilise´e en MGS par :
trans map[fct=\x.x] = { x => fct(x) } ;;
map[fct=f,strategy=default](c) ;;
La transformation map est de´finie par une seule re`gle de re´e´criture. Un argument optionnel est
e´galement de´fini pour parame´trer la fonction a` appliquer localement. Finalement, l’application
de cette transformation sur une collection c est faite en pre´cisant en parame`tre la fonction f a`
appliquer et la strate´gie a` utiliser.
Application d’une re`gle. Ce premier point consiste a` de´finir l’application locale d’une re`gle
de la transformation sur la collection. Le motif de la re`gle spe´cifie la se´lection d’une sous-partie
de la collection. Cette e´tape est appele´e filtrage et la sous-partie filtre´e, sous-collection. La partie
droite de la re`gle est une expression MGS qui permet le calcul d’une nouvelle sous-collection.
L’application de la re`gle sur une sous-collection filtre´e consiste alors a` e´valuer la partie droite.
Ainsi, l’application d’une re`gle sur une collection retourne un couple (sous-collection filtre´e,
sous-collection calcule´e).
L’enjeu de´terminant de l’application d’une re`gle consiste a` spe´cifier de fac¸on e´le´gante une
sous-collection, c’est-a`-dire de de´velopper un langage de spe´cification de motifs concis et expres-
sif. Deux langages sont de´veloppe´s dans l’interpre`te MGS et correspondent a` deux utilisations
diffe´rentes des transformations :
1. Le premier concerne la mise a` jour des valeurs associe´es aux cellules topologiques sans
modifier la structure. L’expe´rience, avec notamment la mode´lisation et la simulation en
physique discre`te, nous ont conduits a` utiliser le 〈n, p〉-voisinage comme relation de voi-
sinage pour de´placer de l’information entre les n-cellules, information ve´hicule´e par les
p-cellules. Il en de´coule un premier type de transformation, les 〈n, p〉-transformations, ap-
pele´es e´galement transformations de chemins.
2. Le second type de manipulation des collections consiste a` en modifier la topologie. Nous
avons donc de´veloppe´ un second langage de motifs de´die´s a` cette ope´ration appele´ trans-
formation de patches, ou plus simplement patch. La construction des motifs ne se restreint
plus a` l’utilisation du 〈n, p〉-voisinage, mais s’e´tend a` n’importe quelle organisation repo-
sant sur la relation d’incidence qui lie les cellules topologiques. Les motifs expriment alors
une sous-partie du graphe d’incidence.
Strate´gie d’application des re`gles. La transformation est compose´e de plusieurs re`gles de
re´e´criture. La strate´gie d’application des re`gles consiste a` choisir quelle re`gle doit eˆtre applique´e.
Il s’agit donc de l’algorithme utilise´ lors de l’application des re`gles pour choisir quelle re`gle doit
s’appliquer lorsque plusieurs motifs sont susceptibles de filtrer la meˆme sous-collection.
On appelle occurrence de filtre ou instance de filtre une sous-collection susceptible d’eˆtre
se´lectionne´e lors de l’application d’une re`gle. En conside´rant l’ensemble de toutes les occurrences
de filtre de toutes les re`gles, il est possible de de´crire une strate´gie d’application suivant les deux
crite`res orthogonaux suivants :
1. synchrone/asynchrone : l’application asynchrone d’un ensemble de re`gles consiste a` con-
side´rer parmi toutes les occurrences de filtre possibles l’une d’entre-elles ainsi que la re`gle
qui a permis de la filtrer ; la re`gle est alors applique´e une et une seule fois sur l’instance
de´signe´e. En revanche, une strate´gie synchrone consiste a` se´lectionner plusieurs instances
disjointes de filtre, et les re`gles de re´e´criture correspondantes, et de les appliquer en paralle`le
sur les sous-collections de´signe´es.
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2. priorite´ : elle caracte´rise le choix de l’instance parmi l’ensemble de toutes les occurrences
de filtre de toutes les re`gles. Ce choix peut eˆtre de´termine´ de fac¸on pre´de´finie (de´signant
comme prioritaires les instances concernant les re`gles les plus prioritaires) ou de fac¸on
stochastique (les instances sont tire´es au sort suivant des probabilite´s associe´es a` chaque
re`gle).
L’application de plusieurs re`gles en paralle`le e´tant possible, nous conside´rons qu’apre`s l’e´tape
de gestion de la strate´gie, les re`gles sont applique´es fournissant une liste de couples (collection
filtre´e, collection calcule´e).
Reconstruction. Il s’agit de la dernie`re e´tape de l’application de la strate´gie. En fonction de
la liste des couples (sous-collection filtre´e, sous-collection calcule´e) et du type de la collection,
les sous-collections calcule´es sont re´arrange´es les unes par rapport aux autres pour construire la
collection re´sultat de l’application.
Les sections suivantes de´crivent en de´tail ces trois e´tapes. Nous commenc¸ons par la descrip-
tion du filtrage de chemins, puis nous continuons par le filtrage de patches (page 52). Nous
terminons enfin par les strate´gies d’application de re`gles (page 55) disponibles dans l’interpre`te,
et le fonctionnement de la reconstruction (page 58).
3.3 Les transformations de chemins
Les chemins permettent de spe´cifier les sous-collections comme des se´quences d’e´le´ments
voisins deux a` deux (nous dirons aussi contigus ou adjacents). Les e´le´ments constituant les
chemins sont de meˆme dimension. Soit n la dimension des cellules d’un chemin ; la relation de
voisinage entre deux n-cellules est donne´e par le 〈n, p〉-voisinage de´fini pre´ce´demment. Ainsi, deux
n-cellules voisines conse´cutives dans un 〈n, p〉-chemin ont une p-cellule incidente en commun.
Par exemple, comme il a e´te´ dit pre´ce´demment, le voisinage entre les e´le´ments des structures
de donne´es standards peut eˆtre repre´sente´ par un graphe de voisinage. Le 〈0, 1〉-voisinage permet,
sur ce type de structure, de parcourir les sommets en suivant les arcs, construisant ainsi des
chemins de sommets dans le graphe de voisinage.
Une transformation de chemins est une expression MGS de la forme :
trans <n,p> id = {
Motif => exp;
...
} ;;
ou` exp est une expression MGS. La transformation s’e´value en une fonction qui attend une collec-
tion topologique comme argument. Elle est accessible dans l’environnement par l’identificateur
id. L’application de cette transformation sur une collection topologique entraˆıne l’application
des re`gles de´finies entre accolades. Les parame`tres n et p sont des entiers fixant les parame`tres
de la relation de voisinage pour la construction des chemins.
Les motifs. La syntaxe des motifs, inspire´e de celle des expressions re´gulie`res, suit la gram-
maire suivante :
Motif
m ::= x | c | | <undef>
| m, m | mδm | m+ | m* | mδ+ | mδ*
| m:P | m / exp | m as x | m | m | m \/ m
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ou` x est une variable de motif, P est un pre´dicat, exp est une expression s’e´valuant en un
boole´en et δ est une valeur de type posgbf (de´notant un sous-ensemble particulier de la relation
de voisinage pour les GBF). Les explications qui suivent donnent une se´mantique informelle de
ces motifs :
variable : Une variable de motif x filtre une n-cellule σ de la collection de´core´e par une valeur
v (dans le cadre des collections newtoniennes, cette valeur doit eˆtre de´finie, i.e. diffe´rente
de <undef>). La variable permet alors de re´fe´rer a` l’e´le´ment filtre´ dans une garde ou en
partie droite de la re`gle :
− la variable x prend la valeur v,
− la variable ^x prend la valeur σ.
Les noms de variables ne sont utilisables qu’une fois par motif : les motifs sont line´aires.
Ainsi, le motif x, x est interdit.
Si la variable n’est pas utilise´e, on pre´fe´rera le motif anonyme « » afin de ne pas nommer
inutilement un e´le´ment filtre´.
constante : Un motif c, ou` c est une constante, filtre une n-cellule dont la valeur associe´e v est
e´gale a` la constante c.
vide : Le motif <undef> filtre une n-cellule qui n’est pas de´core´e par une valeur (uniquement
sur des collections newtoniennes). Certaines collections ayant un espace de positions infini,
le motif <undef> ne peut apparaˆıtre seul, mais uniquement comme voisin d’un e´le´ment
de´fini (comme par exemple dans x, <undef>).
voisinage : Le motif m, m′ filtre un chemin de n-cellules e0, . . . , ek, ek+1, . . . , el ou` e0, . . . , ek
(resp. ek+1, . . . , el) est filtre´ par m (resp. m
′) et tel que ek et ek+1 soient 〈n, p〉-voisins. De
meˆme pour le motif mδm′ mais avec la contrainte supple´mentaire que la p-cellule incidente
a` la fois a` ek et ek+1 doit correspondre a` un de´placement δ dans une collection GBF. Dans
ce dernier cas, le voisinage utilise´ est le 〈0, 1〉-voisinage.
nommage : La construction m as x sert a` lier la variable x au 〈n, p〉-chemin filtre´ par m. La
valeur associe´e a` x est une se´quence MGS de valeurs, et la valeur associe´e a` ^x est la
se´quence des positions de´core´es par ces valeurs.
garde : Le motif m / e filtre un 〈n, p〉-chemin filtre´ par le motif m et ve´rifiant l’expression e.
Par exemple (x, y) / x > y filtre deux n-cellules σ0 et σ1 telles que la valeur en σ0 est
plus grande que la valeur en σ1. Le motif m:P est e´quivalent au motif m as x / P(x) (ou`
x est une variable fraˆıche).
re´pe´tition : Le motif m* peut filtrer un chemin vide, un 〈n, p〉-chemin filtre´ par m ou une
suite de 〈n, p〉-chemins filtre´s par m et dont la jonction est constitue´e de deux cellules
〈n, p〉-voisines. Le symbole « * » (e´toile) est utilise´ en re´fe´rence aux expressions re´gulie`res
ou` il exprime la re´pe´tition e´ventuellement nulle d’une expression re´gulie`re. Le motif m+
filtre les meˆmes chemins que m* excepte´ le chemin vide.
Dans le cadre des collections GBF, le motif mδ* (resp. mδ+) est similaire a` m* (resp.
m+) mais les chemins filtre´s par m doivent eˆtre joints par des positions voisines selon la
direction δ.
alternative : Le motif m1 | m2 filtre un 〈n, p〉-chemin filtre´ parm1 ou un chemin filtre´ parm2.
descente : Le motif m1 \/ m2 permet de filtrer en profondeur dans des imbrications de collec-
tions. Par exemple, soit la se´quence suivante :
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(0, 1, (2, 3, 4, 5), 6, (7, 8, 9)) ;;
et le motif
w, (x \/ (4, y)) as z
L’ope´rateur \/, prononce´ « dans lequel », permet de prolonger le filtrage a` l’inte´rieur de
la collection filtre´e par x. Dans notre exemple, x se´lectionne un e´le´ment (qui doit eˆtre
une collection topologique) dans lequel un chemin peut eˆtre filtre´ par le motif 4, y. Seule
la sous-se´quence (2, 3, 4, 5) convient pour l’e´le´ment x car elle est la seule a` contenir
l’entier 4 ; on note alors que la variable y filtre l’entier 5. Au niveau initial du motif, w
filtre l’e´le´ment qui pre´ce`de la sous-se´quence (2, 3, 4, 5), c’est-a`-dire l’entier 1. Lors de
la descente dans l’e´le´ment filtre´ par x, le sous-chemin (4, 5) e´tant filtre´, il est consomme´
et de´truit par le filtrage : la variable x re´fe`re donc a` la se´quence (2, 3). La variable z
nomme le sous-motif ayant filtre´ la sous-se´quence, on lui associe donc la valeur (2, 3, 4,
5).
Ces constructions fournissent un langage puissant pour spe´cifier les 〈n, p〉-chemins. Par exemple,
le motif
(x:int / x<3)+ as S / (size(S) < 5) && (fold(\x,y.(x+y),0,S) > 10)
se´lectionne une sous-collection S d’entiers infe´rieurs a` 3, telle que le cardinal de S soit infe´rieur a`
5 et telle que la somme des e´le´ments de la collection soit supe´rieur a` 10. Si ce motif est applique´
sur une se´quence (resp. un ensemble, un multi-ensemble), S de´note une sous-se´quence (resp.
un sous-ensemble, un sous-multi-ensemble). Applique´ sur une chaˆıne abstraite, il de´note une
sous-chaˆıne compose´e de n-cellules 〈n, p〉-voisines.
Partie droite d’une re`gle. La partie droite d’une re`gle est une expression MGS. Elle spe´cifie
la collection a` substituer en lieu et place de la sous-collection filtre´e en partie gauche. Dans le
cadre des transformations de chemins, il existe un point de vue alternatif : le chemin e´tant de´fini
par une se´quence d’e´le´ments, la partie droite peut e´galement eˆtre spe´cifie´e par une expression
s’e´valuant en une se´quence d’e´le´ments. Ainsi, la substitution est donne´e e´le´ment par e´le´ment :
le ie e´le´ment du chemin filtre´ est remplace´ par le ie e´le´ment de la partie droite. L’e´criture des
re`gles s’en trouve alors plus concise.
La situation n’est pas la meˆme selon que la collection est newtonienne ou leibnizienne. Pour
les collections newtoniennes, il n’est pas possible de substituer un chemin par une se´quence de
longueur diffe´rente : par exemple, on ne peut pas substituer une sous-partie d’une grille par une
autre sous-partie ne respectant pas le meˆme patron sans de´truire la topologie de la gille. En
revanche les collections leibniziennes autorisent de telles modifications.
Afin d’exprimer l’acce`s au voisinage de la sous-collection filtre´e en partie droite, des primitives
supple´mentaires sont disponibles. Elles permettent d’ite´rer sur les cellules incidentes d’un e´le´ment
filtre´. Voici un exemple illustrant leur utilisation :
trans <n,p> average = {
x => (
let total = neighborfold(\a,b.(a+b), 0, x)
and size = neighborsize(x)
total / size )
} ;;
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Cette 〈n, p〉-transformation agit tel un map filtrant toutes les n-cellules d’une collection pour
la de´corer par la moyenne des valeurs de´corant ses 〈n, p〉-voisines. La primitive neighborfold
correspond a` du sucre syntaxique pour :
fold(f, zero, neighbors(self,n,p,^x))
La variable self qui ne peut eˆtre utilise´e que dans la porte´e d’une transformation, re´fe`re a` la
collection argument de cette transformation. La primitive neighbors(coll,n,p,pos) retourne la
liste des valeurs de´corant les 〈n, p〉-voisines de la cellule pos dans la collection coll. La primitive
neighborsize fonctionne de la meˆme fac¸on. Pour les chaˆınes abstraites, l’interpre`te dispose
e´galement des fonctions facesfold, cofacesfold, etc.
Exemple. Afin d’illustrer l’utilisation des transformations de chemins, nous proposons un
exemple de transformation d’ensemble permettant de calculer les nombres premiers. La transfor-
mation fonctionne de la fac¸on suivante : si deux e´le´ments de l’ensemble peuvent eˆtre se´lectionne´s
et que l’un est divise´ par l’autre, alors ce dernier est supprime´ de l’ensemble. La transformation
s’e´crit :
trans <0,1> prime = {
x:int, y:int / (x % y == 0) => y
} ;;
Cette transformation utilise le 〈0, 1〉-voisinage pour eˆtre applique´e sur un ensemble ou` seuls les
sommets sont de´core´s et ou` les arcs correspondent a` la relation de voisinage. La re`gle filtre
deux e´le´ments dont les valeurs associe´es sont des entiers et telle que y divise x. Dans ce cas,
x n’est pas premier et est supprime´. Ce calcul est applique´ en paralle`le sur plusieurs couples
d’e´le´ments disjoints de la collection en utilisant la strate´gie par de´faut de MGS. La re`gle ne
spe´cifiant pas que l’e´le´ment restant n’est pas divisible par un autre e´le´ment de l’ensemble, il
est donc ne´cessaire d’appliquer la transformation jusqu’a` l’obtention d’un point fixe. A` terme,
il ne reste effectivement plus dans l’ensemble que des entiers premiers entre eux. Pour ge´ne´rer
l’ensemble des nombres premiers infe´rieurs a` 100 par exemple, il suﬃt de ge´ne´rer un ensemble
contenant tous les entiers de 2 a` 100 et d’ite´rer la transformation prime. En supposant qu’un
tel ensemble est lie´ a` la variable c, l’application est donne´e par :
prime[fixpoint](c) ;;
3.4 Les patches
Les transformations de chemins permettent la mise a` jour des valeurs associe´es aux cellules
topologiques. Les patches sont a` l’inverse destine´s a` en modiﬁer la structure. Leur utilisation est
pour le moment re´serve´e aux collections topologiques de type achain et qmf.
Leur de´ﬁnition suit la meˆme syntaxe que celle des transformations de chemins :
patch id = {
PMotif => exp;
...
} ;;
Un patch est e´galement un ensemble ordonne´ de re`gles de re´e´criture. Un nouveau langage a
e´te´ introduit pour spe´ciﬁer les motifs. Comme dans les transformations de chemins, la partie
droite reste une expression. Aﬁn d’illustrer la nouvelle syntaxe des re`gles de re´e´criture, nous
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v1 v2e v1 v2‘e1 ‘e2‘v
Fig. 17 – Insertion d’un sommet sur un arc.
conside´rons la modiﬁcation topologique de´crite ﬁgure 17 : un arc nomme´ e, dont les faces sont
appele´es v1 et v2, est ﬁltre´ et remplace´ par deux nouveaux arcs e1 et e2 ainsi qu’un nouveau
sommet v ; l’arc e1 est borde´ par les sommets v1 et v, et l’arc e2 par les sommets v2 et v. Cette
ope´ration permet d’inse´rer un nouveau sommet sur un arc.
Les motifs. Les motifs de´crivent la liste des cellules topologiques a` ﬁltrer. Elles sont ca-
racte´rise´es par une dimension, ainsi que la liste partielle de leurs faces et de leurs cofaces. On
de´ﬁnit ainsi un ensemble de contraintes sur les cellules topologiques ainsi que sur la relation
d’incidence qui les relie les unes aux autres. Voici la grammaire des motifs de patch :
PMotif
m ::= c | c m
PClause
c ::= x:[dim=expd, faces=expf, cofaces=expcf , expb]
Un motif est une liste ﬁnie de clauses et une clause (PClause ) correspond a` un e´le´ment a` ﬁltrer.
Ces clauses sont caracte´rise´es par plusieurs informations qui vont contraindre la recherche d’une
sous-collection :
• x est une variable de motif qui permet de faire re´fe´rence a` la cellule ﬁltre´e par la clause
n’importe ou` dans la re`gle. Contrairement aux motifs de chemin, les motifs de patch ne
sont pas line´aires. Il est possible d’utiliser une variable qui n’est de´ﬁnie que plus loin dans
le motif. Ne´anmoins, un nom correspond a` une et une seule cellule ﬁltre´e. Si deux clauses
partagent le meˆme identiﬁcateur, elles ﬁltrent la meˆme cellule ; les pre´dicats des deux
clauses doivent eˆtre ve´riﬁe´es.
• L’expression expd associe´e au champ dim s’e´value en un entier indiquant la dimension de
la cellule ﬁltre´e par la clause.
• Les expressions expf et expcf associe´es respectivement aux champs faces et cofaces sont
des expressions MGS qui s’e´valuent en des se´quences de cellules topologiques. On peut
utiliser ici les variables de motif ou faire directement re´fe´rence a` des cellules particulie`res
de la structure. Ces se´quences contraignent la relation d’incidence que doivent respecter
les cellules ﬁltre´es. Elles ne sont pas exhaustives ; une cellule peut posse´der des (co)faces
en plus de celles impose´es par le motif.
• Une dernie`re expression optionnelle peut eˆtre ajoute´e a` cette liste. Il s’agit de l’expres-
sion expb dont l’e´valuation doit retourner true. Cela permet par exemple d’imposer des
proprie´te´s a` la valeur associe´e a` la cellule ﬁltre´e par la clause.
Le motif correspondant a` la partie gauche de la re`gle de la ﬁgure 17 s’e´crit alors de la manie`re
suivante :
e :[ dim = 1, faces = (v1,v2), cofaces = seq:() ]
v1:[ dim = 0, faces = seq:(), cofaces = (e) ]
v2:[ dim = 0, faces = seq:(), cofaces = (e) ]
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Ce motif pre´sente un grand nombre de redondances. Par exemple, les faces de l’arc e e´tant
v1 et v2, il n’est pas ne´cessaire de pre´ciser que e appartient aux cofaces de v1 et v2. Cette
information permet e´galement d’infe´rer les dimensions de v1 et v2 a` partir de celle de e. On
re´duit les informations redondantes au moyen de sucre syntaxique. Deux ope´rateurs, < et >, sont
introduits entre les clauses des motifs :
PMotif
m ::= c | c o m
Op
o ::= ε | < | >
ou` ε de´note le mot vide. L’ope´rateur inﬁxe binaire < (resp. >) contraint l’e´le´ment ﬁltre´ par son
ope´rande gauche a` eˆtre une face (resp. une coface) de la cellule ﬁltre´e par l’ope´rande droite. Par
exemple, le motif v:[...] < e:[...] signiﬁe que la cellule ﬁltre´e par v est une face de celle
ﬁltre´e par e. Ce motif est e´quivalent a` e:[...] > v:[...]. L’absence d’ope´rateur entre deux
clauses de´note l’absence de contrainte sur la relation d’incidence qui les lie. Le motif pre´ce´dent
peut alors eˆtre re´duit a` :
v1 < e:[ dim = 1 ] > v2
Les strate´gies d’application de re`gles synchrones permettent d’appliquer une re`gle sur plu-
sieurs sous-collections en meˆme temps. Ces instances de motif sont disjointes et ne peuvent
partager une sous-partie. Certaines informations du motif sont uniquement utilise´es pour nom-
mer le voisinage des e´le´ments ﬁltre´s. C’est par exemple le cas pour la re`gle de la ﬁgure 17 ou` les
sommets v1 et v2 ne servent qu’a` la reconstruction.
Pour autoriser certains e´le´ments a` eˆtre ﬁltre´s plusieurs fois, nous introduisons dans le motif
un ope´rateur unaire « ~ ». Celui-ci signiﬁe que la clause correspond a` une cellule re´pondant
toujours aux contraintes structurelles impose´es par le motif, mais qui ne sera pas conside´re´e
comme ﬁltre´e apre`s la recherche de l’instance. Autrement dit, l’e´le´ment sera ﬁltre´ mais non-
consomme´ par l’e´tape de ﬁltrage ; il pourra alors eˆtre a` nouveau se´lectionne´ lors de la recherche
des occurrences de ﬁltre suivantes. La re`gle de la consommation est la suivante :
• toute cellule peut eˆtre ﬁltre´e sans eˆtre consomme´e (clause dont l’identiﬁcateur est pre´ce´de´
par l’ope´rateur ~) ;
• seules des cellules non-consomme´es peuvent eˆtre consomme´es (clause dont l’identiﬁcateur
n’est pas pre´ce´de´ par l’ope´rateur ~).
Ainsi, dans notre exemple, pour que l’insertion de sommet s’applique sur tous les arcs du com-
plexe, l’ope´rateur de non-consommation est utilise´ de la fac¸on suivante :
~v1 < e:[ dim = 1 ] > ~v2
Partie droite d’une re`gle. La partie droite d’une re`gle est une expression MGS comme dans
les transformations de chemins. Pour ces dernie`res, le type de valeur attendu est une se´quence,
structure correspondant a` la notion de chemin. Dans le cas des patches, la partie droite doit
spe´ciﬁer une sous-partie d’un graphe d’incidence. Autorisant la modiﬁcation de la topologie, de
nouvelles cellules apparaissent alors que d’autres, ﬁltre´es, ne sont pas re´e´crites. La partie droite
de´crit la nouvelle relation d’incidence entre les nouvelles et les anciennes cellules respectant la
modiﬁcation topologique.
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Les nouvelles sous-collections sont de´crites a` l’aide d’une syntaxe spe´ciale. Celle-ci e´value des
se´quences d’un type particulier destine´es a` la spe´ciﬁcation de nouvelles sous-collections. Cette
syntaxe est proche de celle des motifs sans sucre syntaxique :
PRhs
r ::= e | e r
PRhsElt
e ::= x:[val=expv]
| symb:[dim=expd, faces=expf, cofaces=expcf , val=expv]
Cette spe´ciﬁcation (PRhs pour Patch Right-hand-side) de la sous-collection a` re´e´crire correspond
a` une liste d’e´le´ments (PRhsElt ) de deux types :
1. Les e´le´ments ﬁltre´s et conserve´s en partie droite sont re´fe´rence´s via les identiﬁcateurs x
qui ont permis de les nommer en partie gauche de la re`gle ; cette premie`re construction
permet de mettre a` jour la valeur qui leur est associe´e.
2. De nouvelles cellules topologiques peuvent eˆtre introduites dans le nouveau complexe cellu-
laire. Ces e´le´ments n’existent pas avant l’e´tape de reconstruction. Pour les identiﬁer, nous
utilisons donc des symboles (symb), c’est-a`-dire des constantes MGS. Ce symbole peut
apparaˆıtre ailleurs dans la partie droite : il fait alors re´fe´rence a` la cellule qui sera cre´e´e
a` l’application de la re`gle. Chaque nouvel e´le´ment est caracte´rise´ par sa dimension expd,
la liste de ses faces expf (pouvant faire apparaˆıtre a` la fois d’anciens e´le´ments a` travers
l’utilisation des variables de ﬁltre, et des nouveaux e´le´ments en utilisant les symboles), la
liste de ses cofaces expcf et la valeur qui lui est associe´e expv.
En suivant cette syntaxe, la re`gle sche´matise´e ﬁgure 17 s’e´crit de la fac¸on suivante en MGS :
~v1 < e:[ dim = 1 ] > ~v2 =>
‘e1:[ dim = 1, faces = (^v1,‘v), cofaces = cofaces(^e), val = ... ]
‘v :[ dim = 0, faces = seq:(), cofaces = (‘e1,‘e2), val = ... ]
‘e2:[ dim = 1, faces = (^v2,‘v), cofaces = cofaces(^e), val = ... ]
Les e´le´ments ﬁltre´s par v1 et v2 ne sont pas re´e´crits en partie droite de la re`gle. En eﬀet, ils ne
sont pas consomme´s et ne peuvent donc pas eˆtre re´e´crits. Les cofaces de ‘e1 et ‘e2 sont celles
de e de telle sorte que si l’arc e borde une cellule de dimension 2, les cellules spe´ciﬁe´es par ‘e1
et ‘e2 bordent e´galement cette cellule apre`s l’application.
Des exemples de modiﬁcations de la topologie des collections sont donne´s dans le chapitre 8.
3.5 Strate´gies d’application de re`gles
La strate´gie d’application des re`gles est une politique guidant l’application d’une transforma-
tion sur une collection topologique. Elle est pre´cise´e lors de l’e´valuation d’une telle application
au moyen du parame`tre optionnel strategy. L’application d’une transformation T avec une
strate´gie s sur une collection topologique c s’e´crit :
T[ strategy = s ](c) ;;
La valeur de s est un symbole MGS ; les diﬀe´rentes strate´gies fournies par l’interpre`te sont :
‘default : strate´gie maximale paralle`le (synchrone) avec priorite´ des premie`res re`gles sur les
dernie`res,
‘asynchronous : strate´gie asynchrone avec priorite´ des premie`res re`gles sur les dernie`res,
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‘singleStochastic : strate´gie maximale paralle`le (synchrone) avec une priorite´ choisie ale´a-
toirement entre les re`gles,
‘multiStochastic : strate´gie maximale paralle`le (synchrone) sans priorite´ entre les re`gles,
‘stochastic : strate´gie stochastique (asynchrone) avec probabilite´ explicite sur chaque re`gle,
‘gillespie : strate´gie asynchrone inspire´e de l’algorithme de D.T. Gillespie.
Lorsqu’aucune strate´gie n’est spe´ciﬁe´e, l’interpre`te eﬀectue par de´faut une application maximale
paralle`le des re`gles (‘default).
3.5.1 Strate´gie ‘default : maximale paralle`le
Les sous-collections sont ﬁltre´es par les motifs des re`gles de fac¸on disjointe. Apre`s l’e´tape de
ﬁltrage, on assure qu’il n’existe pas de sous-collection non ﬁltre´e qui puisse eˆtre ﬁltre´e par l’un
des motifs des re`gles de la transformation ; c’est en cela que cette strate´gie est dite maximale.
Lorsque deux motifs ﬁltrent une meˆme partie de la collection, une priorite´ est donne´e a` l’une
des re`gles. En pratique, l’ordre choisi est l’ordre dans lequel les re`gles sont spe´ciﬁe´es. Apre`s la
se´lection des sous-collections a` faire e´voluer, l’application des re`gles se fait en paralle`le. Cette
strate´gie trouve une forte motivation dans le cadre de la simulation puisqu’elle supporte l’ide´e que
les sous-parties d’un syste`me e´voluent en paralle`le et de fac¸on inde´pendante. Elle a notamment
e´te´ utilise´e dans les syste`mes de Lindenmayer, des syste`mes de re´e´criture maximale paralle`le de
chaˆınes [PLH+90, PH92, LJ92, RS92].
Par exemple, soient la transformation
trans T = { x => x + 1 ; x => x * 10 } ;;
et la collection topologique
c := (1,2,3,4,5,6) ;;
L’application maximale paralle`le de T sur c produit la se´quence (2,3,4,5,6,7). En eﬀet, la
premie`re re`gle, dote´e d’une priorite´ supe´rieure a` la seconde, est applique´e jusqu’a` ce qu’il ne
reste plus d’e´le´ment a` ﬁltrer. Par conse´quent, la seconde re`gle n’est jamais applique´e, tous les
e´le´ments e´tant consomme´s par la premie`re.
3.5.2 Strate´gie ‘asynchronous
Avec cette strate´gie, une seule re`gle est applique´e une seule fois et la priorite´ est donne´e aux
premie`res re`gles spe´ciﬁe´es. En d’autres termes, une seule sous-collection est re´e´crite si cela est
possible.
Avec la transformation T et la collection c pre´ce´dentes, le re´sultat est similaire a` c a` ceci
pre`s qu’un e´le´ment est incre´mente´ de 1. La position de cet e´le´ment n’est pas pre´visible car la
recherche des instances de ﬁltre est non-de´terministe.
3.5.3 Strate´gie ‘singleStochastic
Cette strate´gie est identique a` la strate´gie maximale paralle`le a` ceci pre`s que la priorite´
entre les re`gles est choisie arbitrairement avant chaque application. Par exemple, en reprenant
la transformation T et la collection topologique c, cette strate´gie peut produire deux re´sultats
(son application est non-de´terministe) : (2,3,4,5,6,7) et (10,20,30,40,50,60) avec la meˆme
probabilite´.
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3.5.4 Strate´gie ‘multiStochastic
Pour cette strate´gie e´galement maximale paralle`le, il n’y a pas de priorite´ entre les re`gles.
Une re`gle est choisie au hasard parmi celles spe´ciﬁe´es dans la transformation, puis applique´e une
seule fois. Le processus est ite´re´ jusqu’a` ce qu’aucune re`gle ne puisse plus eˆtre applique´e. Pour
l’exemple pre´ce´dent, 64 re´sultats diﬀe´rents peuvent eˆtre produits :
(2,3,4,5,6,7)
(10,3,4,5,6,7)
(10,20,4,5,6,7)
...
(10,20,30,40,50,60)
3.5.5 Strate´gie ‘stochastic
Cette strate´gie est asynchrone (une seule re`gle est applique´e une seule fois) et stochastique
(chaque re`gle spe´ciﬁe avec quelle probabilite´ elle peut eˆtre choisie). Sur chaque re`gle, une pro-
babilite´ est fournie sous la forme du parame`tre P de´ﬁni dans la ﬂe`che de la re`gle. Ce parame`tre
peut eˆtre un entier, un ﬂottant ou une λ-abstraction recevant la collection argument lorsqu’elle
est e´value´e et qui doit retourner un entier ou un ﬂottant :
trans T = {
x ={ P = \x.(0.25) }=> x + 1;
x ={ P = 0.25 }=> x + 10;
x ={ P = 0.5 }=> x + 100
} ;;
3.5.6 Strate´gie ‘gillespie
La strate´gie d’application ‘gillespie permet de parame´trer l’application des re`gles de
manie`re a` e´muler l’algorithme original de D.T. Gillespie de´veloppe´ dans le cadre de la simulation
exacte et stochastique de re´actions chimiques [Gil77, Gil01]. L’algorithme de D.T. Gillespie per-
met de de´terminer dans une solution chimique la prochaine re´action ayant lieu en tenant compte
des cine´tiques chimiques. Chaque re`gle de la transformation correspond a` une re´action et il lui
est associe´e une constante, dite constante stochastique, correspondant a` la probabilite´ moyenne
qu’une combinaison des re´actants re´agisse dans le prochain intervalle de temps inﬁnite´simal. En
fonction de cette constante et du nombre de fois ou` la re`gle peut s’appliquer, l’algorithme de
D.T. Gillespie de´termine de fac¸on probabiliste la date de la prochaine re´action et l’e´volution des
re´actants.
Les e´quations auto-catalytiques de Lotka-Volterra sont un exemple standard de re´actions
pouvant eˆtre simule´es par l’algorithme de D.T. Gillespie [Gil77]. Conside´rant une espe`ce proie
Y1, une espe`ce pre´dateur Y2 et une ressource inﬁnie X, l’e´volution des eﬀectifs de chaque espe`ce
suit les re´actions suivantes :
X + Y1 → X + 2 Y1 avec C = 0.001
Y1 + Y2 → 2 Y2 avec C = 0.01
Y2 → Z avec C = 0.1
La premie`re re`gle de´crit la reproduction des individus de l’espe`ce proie Y1 contre une certaine
quantite´ de nourriture X ; la seconde re`gle exprime la reproduction de l’espe`ce pre´datrice Y2
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se nourrissant des individus de l’espe`ce Y1 ; enﬁn, la dernie`re re`gle spe´ciﬁe la disparition des
individus de Y2 de mort naturelle. La traduction en terme de transformationMGS est la suivante :
trans lotka volterra = {
‘X, ‘Y1 ={ C = 0.001 }=> #2 ‘Y1, ‘X;
‘Y1, ‘Y2 ={ C = 0.01 }=> #2 ‘Y2;
‘Y2 ={ C = 0.1 }=> ‘Z
} ;;
L’expression suivante ite`re l’application de la transformation lotka volterra sur un multi-
ensemble contenant 100 individus de chaque espe`ce jusqu’a` ce que le compteur de temps tau,
cumulant les temps d’attente entre chaque application de re`gle, de´passe la valeur 5.0 :
lotka volterra[fixpoint = (\x1,x2.(tau >= 5.0)),
strategy = ‘gillespie
](bagify((#100 ‘X, #100 ‘Y1, #100 ‘Y2))) ;;
L’expression #100 ‘X construit une se´quence de longueur 100 contenant des constantes symbo-
liques ‘X.
La strate´gie ‘gillespie, dans son utilisation usuelle, est re´serve´e a` des multi-ensembles
d’espe`ces chimiques. Notons cependant que l’algorithme peut se ge´ne´raliser au cas plus ge´ne´ral
d’une simulation par e´ve´nements discrets ou` chaque e´volution possible est aﬀecte´e d’une proba-
bilite´ qui de´pend de l’e´tat du syste`me. L’algorithme de D.T. Gillespie est donc un algorithme
important qui trouve son utilite´ bien au-dela` de la simulation de re´actions chimiques. Nous
pre´sentons en de´tail cette strate´gie ainsi que son utilisation sur des espaces he´te´roge`nes (des
multi-ensembles imbrique´s) dans le chapitre 10.
3.6 La reconstruction de collection
Comme cela a e´te´ dit pre´ce´demment, l’application des re`gles de la transformation retourne
une liste de couples (sous-collection ﬁltre´e, sous-collection calcule´e). Cette liste est appele´e un
batch. La reconstruction consiste a` re´duire ce batch en une nouvelle valeur. Dans l’interpre`te
actuel, le type de collection est pre´serve´ par une transformation ; en d’autres termes, l’application
d’une transformation sur une se´quence (resp. un ensemble, un multi-ensemble, un GBF, une
chaˆıne abstraite, une G-carte, etc.) retourne une se´quence (resp. un ensemble, un multi-ensemble,
un GBF, une chaˆıne abstraite, une G-carte, etc.). Nous de´taillons la reconstruction des 〈n, p〉-
transformations et des patches se´pare´ment.
3.6.1 Reconstruction des 〈n, p〉-transformations
Pour les transformations de chemins, les sous-collections ﬁltre´es sont spe´ciﬁe´es par des listes
de positions, et les sous-collections calcule´es par des listes de valeurs. De´notons le batch d’une
transformation applique´e sur une collection c de la fac¸on suivante :
[(l0,l
′
0); ...; (lN,l
′
N)]
Nous cherchons a` spe´ciﬁer le re´sultat c′ de la transformation en fonction de ce batch. On distingue
deux types de reconstruction selon que la collection topologique est newtonienne ou leibnizienne :
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• Pour les collections leibniziennes, partant d’une collection vide (e´tant leibnizienne, elle ne
contient aucune position), les e´le´ments des se´quences l′i sont ajoute´s a` l’aide de l’ope´rateur
::. Une permutation des couples du batch peut eˆtre ne´cessaire pour re´inse´rer les e´le´ments
dans l’ordre ; on pense en particulier aux se´quences ou` l’ordre d’ajout importe.
• Pour les collections newtoniennes, les longueurs de li et de l
′
i doivent eˆtre e´gales (il ne peut
y avoir de modiﬁcation topologique d’une collection newtonienne) ; il suﬃt alors de placer
a` chaque position li.(j) d’une collection vide la valeur l
′
i.(j) en utilisant une de´ﬁnition
en extension par exemple.
Les deux paragraphes suivants pre´sentent l’application de la transformation
trans <0,1> bubble sort = {
x, y / (x > y) => y, x ;
} ;;
calculant une e´tape d’un tri par bulle, sur une se´quence et un GBF.
Tri a` bulle d’une se´quence. Soit la se´quence MGS suivante
c := (30,20,10,50,40,60) ;;
Supposons que l’application de la transformation bubble sort avec la strate´gie par de´faut
construit le batch suivant :
[ ((3,4), (40,50)) ; ((1,2), (10,20)) ; ((0), (30)) ; ((5), (60)) ]
Dans un premier temps, le batch est trie´ de telle sorte que les sous-se´quences ﬁltre´es s’enchaˆınent
suivant l’ordre des positions dans la se´quence initiale :
[ ((0), (30)) ; ((1,2), (10,20)) ; ((3,4), (40,50)) ; ((5), (60)) ]
Les e´le´ments des sous-se´quences calcule´es sont alors ajoute´s dans l’ordre dans la se´quence vide
30 :: 10 :: 20 :: 40 :: 50 :: 60 :: seq:()
L’application de la transformation retourne ﬁnalement la se´quence
(30,10,20,40,50,60)
Tri a` bulle d’un GBF. Soit le GBF suivant
gbf array = < right > ;;
c := (30,20,10,50,40,60) following |right> ;;
Il s’agit d’un GBF a` une dimension, homomorphe a` Z. Supposons que l’application de la trans-
formation pre´ce´dente retourne le batch suivant :
[ ((4*|right>, 3*|right>), (50, 40)) ;
((0*|right>, 1*|right>), (20, 30)) ;
((2*|right>), (10)) ;
((5*|right>), (60)) ]
Ce batch diﬀe`re du pre´ce´dent pour illustrer le fait que la strate´gie par de´faut de MGS n’est pas
de´terministe. A` partir de ce batch, le re´sultat est calcule´ a` l’aide d’une de´ﬁnition par extension
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array:{| 50 @ 4*|right>,
40 @ 3*|right>,
20 @ 0*|right>,
30 @ 1*|right>,
10 @ 2*|right>,
60 @ 5*|right>,
|} ;;
construisant le re´sultat c’
20 |right> 30 |right> 10 |right> 40 |right> 50 |right> 60
3.6.2 Reconstruction des patches
Quel que soit le type de la collection (achain ou qmf) sur laquelle le patch est applique´, la
reconstruction ge´ne`re un ensemble de cellules topologiques fraˆıches ainsi que la relation d’in-
cidence qui les relie. Chacune des collections calcule´es du batch correspond a` une se´quence
d’e´le´ments a` re´e´crire. La liste comple`te de ces e´le´ments est alors re´duite ; partant d’un ensemble
de cellules topologiques S vide, les e´le´ments pre´sents dans les parties droites sont ajoute´s a` S
successivement :
• Soit σ une cellule ﬁltre´e par le motif x:[...] qu’il faut re´e´crire en x:[val=v]. La cellule
σ est dans un premier temps duplique´e en σ′, et σ′ est ajoute´e a` S. Pour toute cellule de τ ′
de S correspondant a` une copie d’une cellule τ appartenant a` la structure de la collection
initiale et telle que τ et σ sont incidentes, la cellule σ′ est de´ﬁnie comme incidente a` τ ′.
De cette fac¸on, l’ensemble de la relation d’incidence de la structure initiale est conserve´e
pour tout couple de cellules re´e´crites en partie droite. Dans la structure ﬁnale, la valeur v
est associe´e a` la cellule σ′.
• Soit un nouvel e´le´ment a` cre´er ‘e:[dim=d, faces=f, cofaces=cf, val=v]. Une d-cellule
fraˆıche σ′ est cre´e´e et ajoute´e a` S. Soit e un e´le´ment de la liste e´value´e par l’expression f
(resp. cf) :
– si e est une cellule τ de la structure initiale dont une copie τ ′ appartient a` S, alors σ′
est de´ﬁnie comme une coface (resp. une face) de τ ′ ;
– si e est un symbole re´fe´rant a` une cellule τ ′ appartenant a` S, σ′ est de´ﬁnie comme une
coface (resp. une face) de τ ′ ;
Dans la structure ﬁnale, la valeur v est associe´e a` la cellule σ′.
L’ensemble S muni de la relation d’incidence telle qu’elle vient d’eˆtre de´ﬁnie, est ensuite converti
suivant le type de structure de donne´es sur lequel la transformation est applique´e. Pour les col-
lections qmf, les contraintes d’inte´grite´ doivent eˆtre ve´riﬁe´es pour que cette conversion n’e´choue
pas. Si la construction retourne´e ne les respecte pas, une exception est leve´e.
Deuxie`me partie
Formalisation
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Dans ce chapitre, nous nous inte´ressons de manie`re plus technique a` la notion de collec-
tion topologique introduite informellement dans le chapitre 2. Nous proposons une formalisa-
tion des collections topologiques sous forme de chaˆınes topologiques, objets issus de la topologie
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alge´brique1. Ce domaine e´tudie les espaces topologiques en leur associant un objet alge´brique
(groupe, espace vectoriel, etc.) dont les proprie´te´s servent a` de´terminer un certain nombre d’inva-
riants alge´briques caracte´risant la topologie de l’espace initial. Notre utilisation de la topologie
combinatoire se limite a` la de´ﬁnition des collections topologiques en terme de chaˆınes. Cette
de´ﬁnition sera utilise´e dans les chapitres suivants (voir les chapitres 4, 5 et 6). Notre propos ne
porte pas sur les caracte´ristiques topologiques des espaces que nous souhaitons manipuler, mais
sur le de´veloppement d’un formalisme unique pour repre´senter une large classe de structures de
donne´es.
Dans un premier temps (section 1), nous pre´sentons les besoins issus des proble´matiques de
la simulation de mode`les de syste`mes dynamiques a` structure dynamique. Ces besoins nous ont
pousse´s a` e´laborer une plate-forme de travail unique pour le repre´sentation de structures, en
nous inspirant notamment des re´alisations faites dans le domaine de la repre´sentation de solides
pour la mode´lisation ge´ome´trique et la physique discre`te. A` partir de ces conside´rations, nous
de´crivons les notions de complexe cellulaire (section 2) et de complexe de chaˆınes (section 3)
pour ﬁnalement e´laborer la formalisation des collections topologiques (section 4). Dans la meˆme
section, nous montrons a` travers un grand nombre d’exemples comment des structures de donne´es
standards peuvent eˆtre conside´re´es du point de vue des collections topologiques. Nous terminons
ce chapitre (section 5) par la de´ﬁnition d’un type de collections topologiques « universel » dans
lequel toute structure peut eˆtre repre´sente´e, qui servira dans la de´ﬁnition de la se´mantique du
langage (chapitre 4).
1 Une structure de donne´es pour la simulation
En informatique, les structures de donne´es sont de´ﬁnies comme un moyen d’organiser des
donne´es dans la me´moire d’un ordinateur de telle sorte qu’elles puissent eˆtre acce´de´es eﬃcace-
ment. Le choix d’une structure de donne´es ne´cessite souvent la repre´sentation d’une organisation
abstraite de ces donne´es et de´pend fortement de son utilisation ulte´rieure. Le de´veloppement
d’un langage de´die´ a` la mode´lisation et la simulation de syste`mes dynamiques tels que MGS
ame`ne naturellement a` oﬀrir des structures de donne´es adapte´es a` la repre´sentation de l’e´tat du
syste`me. Ces structures doivent eˆtre :
• expressives, c’est-a`-dire permettre une repre´sentation directe et eﬃcace de l’e´tat du syste`me,
et
• adapte´es a` l’expression des lois d’e´volution du syste`me, aﬁn de simpliﬁer le calcul de l’e´tat
suivant.
1.1 Les besoins de la simulation
Aﬁn de re´pondre a` ces deux objectifs, notre point de de´part pour repre´senter l’e´tat d’un
syste`me est la notion d’interaction [Rau03, GMCS05]. L’e´volution du syste`me est spe´ciﬁe´ a`
travers l’interaction de ses composants. Le fait que deux entite´s (atomiques ou non) soient en
interaction ou puissent potentiellement interagir, les placent dans un certain espace l’une voisine
de l’autre. Cet espace peut eˆtre l’espace physique : souvent, il n’y a pas d’interactions a` distance,
1Invente´e au de´but du XXe sie`cle pour re´soudre des proble`mes ge´ome´triques, la topologie alge´brique connut
un grand de´veloppement graˆce a` l’introduction de constructions alge´briques de plus en plus abstraites [Mor04].
Elle permet d’e´tudier certaines situations purement topologiques a` l’aide de concepts alge´briques tels que les
modules, les groupes, etc. En particulier, les proble`mes de l’home´omorphisme entre deux espaces topologiques, ou
de l’e´quivalence de deux topologies sur un meˆme ensemble sous-jacent peuvent eˆtre aborde´s de fac¸on constructive
en introduisant des groupes dits d’homotopie, resp. d’homologie [RS97].
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ce qui signiﬁe que seules des entite´s physiquement proches interagissent. Mais il peut aussi eˆtre
abstrait : par exemple, dans les re´seaux sociaux, les individus qui interagissent sont ceux qui
partagent des aﬃnite´s inde´pendamment de leur localisation physique.
Quoi qu’il en soit, l’e´volution d’un syste`me, exprime´e sous la forme d’interactions « locales »
entre les entite´s qui composent ce syste`me, induit une organisation de ces entite´s qui s’exprime
sous la forme de relations spatiales (par des relations de voisinage).
Inversement, supposons que l’on ait a` exprimer l’e´volution d’un syste`me sous la forme d’un
ensemble d’interactions. Il sera plus simple d’exprimer ces interactions s’il est possible de struc-
turer l’e´tat du syste`me de telle manie`re que les interactions n’impliquent que des e´le´ments
« voisins » dans cette structure. En eﬀet, dans ce cas, il sera possible d’expliciter l’e´volution du
syste`me par une fonction ou une relation pre´servant la structure sur laquelle elle s’applique (un
morphisme).
Une structure de donne´es adapte´e a` cette notion ge´ne´rale d’interaction doit donc pre´senter
les caracte´ristiques suivantes :
• La structure de donne´es doit permettre la repre´sentation explicite de relations de voisinage
entre des entite´s arbitraires.
• Ces relations de voisinage doivent eˆtre elles-meˆmes arbitraires. En eﬀet, les interactions
sont de toutes sortes. Bien que dans certains syste`mes les entite´s qui les composent soient
organise´es de fac¸on re´gulie`re, dans le cas ge´ne´ral, cette organisation spatiale est arbitraire.
• L’organisation spatiale explicite´e par la structure de donne´es doit eˆtre labile. Autrement
dit, la meˆme structure de donne´es doit eˆtre capable de repre´senter plusieurs organisations
diﬀe´rentes. En eﬀet, au cours de l’e´volution d’un syste`me, son organisation peut changer (sa
structure est dynamique). Par exemple, deux parties en interaction d’un syste`me peuvent
s’e´loigner physiquement rendant les interactions ulte´rieures impossibles. Il faut que la
structure de donne´es soit suﬃsamment souple pour permettre cette e´volution.
• La structure de donne´es doit permettre la repre´sentation de relations spatiales discre`tes.
Ce point est plus discutable, beaucoup de syste`mes se de´crivant a` travers une organisation
continue (par exemple, la tempe´rature en tout point d’un volume). Cependant, deux ar-
guments nous ont amene´s a` nous concentrer sur des organisations spatiales « discre`tes ».
Le premier argument est que le traitement informatique d’entite´s continues passe sou-
vent par une discre´tisation qui rame`ne le proble`me continu a` un mode`le dont la structure
est discre`te. On pense par exemple aux me´thodes des diﬀe´rences ﬁnies ou des e´le´ments
ﬁnis [ZT00], aux me´thodes cellulaires ou mime´tiques de´veloppe´es par E. Tonti [Ton01]
et d’autres, ou encore a` des approches comme celle du calcul diﬀe´rentiel discret [Hir03,
DKT06]. Le second argument est que nous nous inte´ressons principalement a` la simu-
lation de processus de morphogene`se. Dans ce type d’application, les e´ve´nements mor-
phogene´tiques correspondent a` des changements discrets aﬀectant la structuration d’un
ensemble ﬁni d’entite´s composant le syste`me (comme par exemple la pousse d’un entre-
nœud dans le cas de la croissance des plantes, la migration cellulaire dans le cas de la
gastrulation, ...) [GS06a, GGMP02b].
• Les lois d’e´volution expriment souvent comment une interaction entre quelques e´le´ments du
syste`me modiﬁe localement l’e´tat de ces e´le´ments. La structure doit donc oﬀrir les moyens
ne´cessaires pour en modiﬁer localement l’e´tat laissant inchange´ le reste des donne´es.
• La dimension des composants du syste`me joue e´galement un roˆle pour les communications
d’informations. Par exemple, deux cellules biologiques communiquant via des canaux bio-
chimiques entre leurs membranes peuvent eˆtre repre´sente´es par deux objets abstraits de
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dimension 3 communiquant par l’interme´diaire d’un me´dium de dimension 2 correspondant
ici aux membranes cellulaires en contact.
En re´sume´, MGS doit fournir des structures de donne´es adapte´es a` la repre´sentation d’organi-
sations spatiales discre`tes et arbitrairement complexes, suffisamment souples pour autoriser les
modifications locales de ces organisations, et offrant la notion de dimension.
1.2 Repre´sentation de l’espace et mode´lisation des solides
La mode´lisation ge´ome´trique est un domaine de l’informatique dont les techniques de repre´-
sentation d’objets sont susceptibles de re´pondre aux besoins exprime´s ci-dessus. Ces structures
de donne´es permettent de repre´senter des espaces complexes dans le cadre de la CAO, en infogra-
phie ou encore en mode´lisation discre`te de syste`mes physiques. V. Shapiro donne dans [Sha01]
une bonne introduction a` la mode´lisation mathe´matique et informatique des solides tridimen-
sionnels. Il de´crit dans les sections 2 et 3 les mode`les mathe´matiques pour la repre´sentation de
l’espace ainsi que leurs repre´sentations informatiques. Dans cette section, nous nous pencherons
principalement sur les mode`les mathe´matiques en vue de la de´ﬁnition d’une se´mantique dans
le chapitre suivant. V. Shapiro de´crit deux grands types de mode`les pour la repre´sentation de
l’espace :
• Le premier est un mode`le fonde´ sur la manipulation de sous-ensembles continus de R3. De
fac¸on ge´ne´rale, tous les sous-ensembles de R3 ne repre´sentent pas ade´quatement un solide ;
on impose pour cela des proprie´te´s qu’ils doivent ve´riﬁer pour les conside´rer comme tels.
On demande par exemple qu’ils soient e´gaux a` la fermeture de leur inte´rieur. Nous ne
rentrerons pas plus dans les de´tails, le lecteur inte´resse´ se re´fe´rera a` [Sha01]. Ce type de
mode`le induit une repre´sentation implicite et constructive de´ﬁnie a` travers un ensemble
de tests de´terminants si un point de l’espace appartient ou non au solide. Ainsi, un solide
X est repre´sente´ par l’ensemble :
X = {p ∈ R3 | A(p) = true}
ou` A est le pre´dicat d’appartenance au solide. Les pre´dicats les plus simples correspondent
a` une liste d’e´galite´s et d’ine´galite´s. De tels espaces peuvent eˆtre construits ite´rativement
partant d’objets e´le´mentaires compose´s et raﬃne´s a` l’aide d’ope´rations ensemblistes (union,
intersection et diﬀe´rence). L’une des repre´sentations de ce type les plus connues est appele´e
CSG pour Constructive Solid Geometry.
• Le second mode`le est fonde´ sur la caracte´risation combinatoire d’un solide par un en-
semble de solides simples appele´s cellules. Dans ce mode`le la notion de bord a une im-
portance capitale. En eﬀet, pour repre´senter les solides, on de´ﬁnit un complexe cellulaire
comme un assemblage de cellules ; cet assemblage est eﬀectue´ de telle sorte qu’il ve´riﬁe
la condition aux frontie`res qui demande que le bord relatif de chaque cellule soit l’union
d’autres cellules du complexe. Dans de bonnes conditions, les notions de complexes cel-
lulaires et de bord permettent la de´ﬁnition d’ope´rations purement alge´briques avec les-
quelles il est possible de construire le bord d’un solide ou encore de de´ﬁnir une alge`bre
de formes diﬀe´rentielles discre`tes sur ces espaces. Ce type de mode`le donne naissance a`
des repre´sentations e´nume´ratives et combinatoires permettant la ge´ne´ration des points
appartenant aux solides. Chaque cellule permet d’e´nume´rer les points qui la composent.
Par exemple, pour un arc, une fonction de ]0, 1[→ R2 est associe´e a` la cellule permettant
de parcourir les points d’un bout (i.e. un sommet) a` l’autre. Des proprie´te´s de voisinage
(intuitivement les e´quations de deux arcs adjacents a` un meˆme sommet doivent se super-
poser de fac¸on continue et/ou de´rivable en ce sommet) sont alors a` ve´riﬁer pour assurer
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des proprie´te´s telles que la continuite´ ou la diﬀe´rentiabilite´ des espaces de´crits. Dans le
cadre de la mode´lisation des solides, les complexes cellulaires sont de dimension 3, mais les
concepts qu’ils apportent sont inde´pendants de cette dimension et peuvent eˆtre ge´ne´ralise´s
a` toute dimension.
Le second mode`le posse`de les caracte´ristiques e´nume´re´es pre´ce´demment : l’assemblage des cel-
lules permet la description discre`te et combinatoire d’espaces arbitrairement complexes de dimen-
sion quelconque. De plus, V. Shapiro pre´cise ([Sha01] page 13) que cette approche conduit a` la
de´ﬁnition de structures de donne´es pouvant eˆtre controˆle´es localement et de fac¸on incre´mentale,
facilitant de ce fait la ge´ne´ration de points et les modiﬁcations locales.
Dans le domaine de l’informatique graphique, en mode´lisation ge´ome´trique et en CAO,
des repre´sentations cellulaires spe´cialise´es sont couramment utilise´es. Citons les areˆtes aile´es
(winged edges) [Bau74, Sha01], les demi-areˆtes (half-edges) [Wei85], les tuples de cellules (cell
tuples) [Bri89] ou encore les G-cartes [Lie91].
Dans les domaines d’application cite´s, les assemblages de cellules sont arbitraires. Dans
d’autres domaines, ils peuvent eˆtres re´guliers. Par exemple, en ge´ome´trie algorithmique [BK03]
les assemblages sont souvent des maillages re´guliers (par exemple des triangulations de surfaces).
De meˆme, en imagerie ou en ge´ome´trie discre`te, on utilise souvent des assemblages re´guliers
(pixels ou voxels).
Dans la suite de ce chapitre, nous voulons pre´ciser cette notion d’assemblage de cellules et
son utilisation pour uniﬁer les diﬀe´rents types de structures de donne´es utilise´es dans MGS pour
repre´senter l’e´tat d’un syste`me dynamique et faciliter l’expression de son e´volution. Nous nous
plac¸ons donc au niveau d’un formalisme et non pas au niveau de l’implantation.
1.3 Complexe cellulaire ge´ome´trique
Les de´ﬁnitions suivantes sont tire´es de la the`se de G. Berti [Ber01]. Les complexes cellulaires
sont des objets issus de la topologie alge´brique. Une formalisation tre`s ge´ne´rale des complexes
cellulaires est celle oﬀerte par la notion de CW-complexe reposant sur la notion de k-cellule :
De´finition 1 (k-cellule) Soit X un espace de Hausdorff2. L’ensemble c ⊂ X est une k-cellule
topologique ouverte si c est home´omorphe a` l’inte´rieur de la k-boule ouverte Bk = {x ∈
Rk | ‖x‖ < 1}. L’entier k est appele´ la dimension de c.
Un ensemble de cellules « colle´es » les unes aux autres de fac¸on approprie´e forme une structure
appele´e un CW-complexe.
De´finition 2 (CW-complexe) Un CW-complexe C est un syste`me de cellules topologiques c
ouvertes disjointes paire a` paire, avec une topologie de Hausdorff sur ‖C‖ =
⋃
c∈C c. Pour chaque
k-cellule c, il existe une fonction caracte´ristique continue
Φ : Bk &−→ c
qui est un home´omorphisme de Bk dans c, et qui fait correspondre Sk−1 = {x ∈ Rk | ‖x‖ = 1}
a` l’union d’un sous-ensemble fini3 de cellules de C de dimension infe´rieure, appele´es le bord de
c ; ce bord est donc home´omorphe a` une de´composition de Sk−1.
De plus F ∈ ‖C‖ est ferme´ dans ‖C‖ ssi l’intersection de F avec chaque cellule ferme´e c est
ferme´e dans c4.
2Un espace est se´pare´ ou de Hausdorff lorsque deux points distincts quelconques admettent des voisinages
disjoints.
3Cette condition correspond a` la lettre C de CW-complexe, pour « closure finite ».
4Cette seconde condition correspond a` la lettre W de CW-complexe, pour « weak topology ».
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On peut trouver en appendice de [Hat02] ou dans [Mun84] une description pre´cise des CW-
complexes ainsi que du type de topologie de´ﬁnie a` partir de ces objets. Ils sont introduits par
Whitehead [Whi49] pour la mise en place d’une the´orie de l’homotopie5 ; leur utilisation est reste´e
standard depuis. En eﬀet, malgre´ une construction tre`s ge´ne´rale, on peut de´ﬁnir des ope´rations
sur les CW-complexes et e´tudier leurs proprie´te´s. Les CW-complexes sont ne´anmoins peu utilise´s
en informatique (voir cependant [Har99]) car les espaces repre´sente´s sont trop ge´ne´raux du point
de vue de la mode´lisation ge´ome´trique ou de la visualisation graphique. Cette ge´ne´ralite´ nous
est utile, car nous voulons aller au-dela` de la repre´sentation d’objets volumiques issus du monde
re´el et inte´grer dans un meˆme cadre toutes les structures de donne´es pre´sente´es dans le chapitre
pre´ce´dent. Il faut par exemple pouvoir repre´senter des graphes inﬁnis correspondant aux graphes
de Cayley des GBFs. Si les CW-complexes sont suﬃsamment ge´ne´raux pour notre objectif, ils
sont cependant « trop riches ».
1.4 La ge´ome´trie en trop
Les complexes cellulaires paraissent adapte´s a` l’e´laboration de la structure de donne´es de
MGS. Ne´anmoins, les aspects ge´ome´triques qu’ils mettent en avant ne correspondent pas a` la
structure de donne´es que l’on souhaite cre´er aussi arbitraire que possible. Par exemple, elle doit
eˆtre capable de repre´senter une solution chimique ou` les e´le´ments sont des mole´cules d’espe`ces
chimiques diﬀe´rentes pouvant re´agir les unes avec les autres. En repre´sentant les mole´cules par
des 0-cellules et les possibilite´s de re´action par des 1-cellules reliant les mole´cules, on cre´e une
organisation adapte´e a` la repre´sentation de la solution. En revanche, qu’en est-il de la fonction
caracte´ristique a` associer a` chaque cellule ? Au-dela` du fait de savoir si cette fonction a un sens
ou non dans notre exemple, elle n’apparaˆıt pas comme indispensable. Le simple fait d’organiser
les cellules comme mentionne´ ci-dessus, est suﬃsant pour repre´senter la solution. Il nous faut
donc relaˆcher les contraintes ge´ome´triques impose´es dans la de´ﬁnition des CW-complexes pour
ne conserver que l’organisation des cellules : on de´ﬁnit ainsi les complexes cellulaires abstraits.
Dans les sections suivantes, les notions de complexes cellulaires abstraits et de chaˆınes topolo-
giques sont de´ﬁnies pour ﬁnalement aboutir a` la de´ﬁnition formelle des collections topologiques.
2 Complexes cellulaires abstraits
2.1 De´finition
Un point important dans la de´ﬁnition des complexes cellulaires ge´ome´triques concerne la
se´paration entre l’organisation topologique donne´e par l’agencement des cellules topologiques,
et le plongement ge´ome´trique correspondant a` la parame´trisation de chaque cellule par une
fonction caracte´ristique. Dans sa the`se [Ber01], G. Berti propose e´galement une notion de com-
plexe cellulaire abstrait ou` seule importe l’organisation des cellules les unes par rapport aux
autres. Elles deviennent donc des objets abstraits repre´sentant des espaces simples dont seule
la dimension est pre´cise´e. La re´alisation ge´ome´trique fait alors le lien entre complexe abstrait
et complexe ge´ome´trique : la re´alisation ge´ome´trique d’un complexe cellulaire abstrait est un
complexe cellulaire ge´ome´trique posse´dant la meˆme organisation cellulaire.
Une de´ﬁnition des complexes cellulaires abstraits existe depuis 1908 ([Ste08], re´fe´rence pro-
venant de [Kov01]). Cette de´ﬁnition est donne´e a` la fois dans [Kov01] et dans [Kle00] ou` un
5Deux fonctions continues d’un espace topologique sont dites homotopiques si l’une peut eˆtre « de´forme´e
continuˆment » en l’autre. Une telle de´formation est appele´e homotopie. Intuitivement, l’e´tude des homotopies
d’un espace complexe permet de le caracte´riser topologiquement : deux espaces ayant des classes d’homotopies
diffe´rentes sont topologiquement diffe´rents.
2 - Complexes cellulaires abstraits 69
historique sur la gene`se de la notion de complexe cellulaire telle qu’elle est connue maintenant,
est pre´sente´.
De´finition 3 (Complexe cellulaire abstrait) Soit S un ensemble arbitraire. Soit une rela-
tion binaire I ⊂ S × S entre les e´le´ments de S note´e de fac¸on infixe par σ ≺ τ ou` σ, τ ∈ S.
Soit une fonction dim : S → N assignant un entier positif ou nul note´ dim(σ) a` chaque e´le´ment
σ ∈ S. Les deux axiomes suivants sont satisfaits :
• AC1 : Si σ1 ≺ σ2 et σ2 ≺ σ3 pour σi ∈ S, alors σ1 ≺ σ3 (transitivite´)
• AC2 : Si σ ≺ τ alors dim(σ) < dim(τ) (monotonie)
Le triplet K = (S, I, dim) (note´ e´galement (S,≺, dim)) est un complexe cellulaire abstrait. Les
e´le´ments de S sont appele´s les cellules du complexe K ; en particulier, si dim(σ) = n pour σ ∈ S
alors n est la dimension de σ et σ est appele´ n-cellule ; il est e´galement d’usage de pre´ciser la
dimension de la cellule en exposant : σn signifie que σ est une n-cellule. On pourra e´crire σ ∈ K
et A ⊂ K pour σ ∈ S et A ⊂ S. La relation ≺ est appele´e relation d’incidence.
On note Kp = {σ ∈ K | dim(σ) = p} ou` p ∈ N, l’ensemble des p-cellules de K. On dira qu’un
complexe cellulaire abstrait est de dimension ﬁnie s’il existe un entier N tel que ∀p > N, Kp = ∅.
Le plus petit entier N ve´rifiant cette proprie´te´ est alors appele´ la dimension du complexe K.
La ﬁgure 1 de gauche pre´sente un exemple de complexe cellulaire de dimension 2. Souvent nous
utilisons le terme de sommet (ou de nœud) pour de´signer des 0-cellules, et d’arc pour de´signer
des 1-cellules. Pour alle´ger les e´critures nous utiliserons les deux conventions suivantes :
1. Soit K un complexe cellulaire abstrait, on note SK, ≺K et dimK les composants de K tels
que K = (SK,≺K, dimK).
2. Une notation par extension des complexes cellulaires abstraits est e´galement donne´e. Par
exemple, un complexe de´ﬁni par un arc avec ses deux sommets est de´note´ par extension
de la manie`re suivante :
K = ({σ00, σ
0
1, σ
1
2}, {σ
0
0 ≺ σ
1
2, σ
0
1 ≺ σ
1
2}, {σ
0
0 &→ 0, σ
0
1 &→ 0, σ
1
2 &→ 1})
4
3
2
1
B
41
h
g
i
j CA
e
f
gh i fe j
A CB
32
Fig. 1 – Un complexe cellulaire abstrait : sur le sche´ma de gauche, un complexe cellulaire abstrait
compose´ de trois 2-cellules A, B et C, de six 1-cellules e, f, g, h, i et j, et de quatre 0-cellules, 1, 2,
3 et 4. A` droite, le graphe d’incidence associe´ au complexe cellulaire construit sur le diagramme
de Hasse de l’ensemble des cellules topologiques ordonne´es par la relation d’incidence. Les 1-
cellules i et j sont les faces B ; B appartient donc aux cofaces de i et j. Les 2-cellules A et C sont
1-voisines par e et f, et 0-voisines par 1, 2, 3 et 4.
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On remarque aise´ment que la relation d’incidence est une relation d’ordre partiel sur les
cellules topologiques. Un complexe cellulaire abstrait apparaˆıt donc comme un ensemble par-
tiellement ordonne´ de cellules topologiques muni, en plus de la relation d’ordre, d’une fonction
de´corant chaque cellule de sa dimension. Nous utilisons plus loin cette proprie´te´ de la relation
d’incidence (voir section 2.5 page 74).
2.2 Retour a` la ge´ome´trie sans ge´ome´trie
Cette de´finition des complexes cellulaires abstraits peut paraˆıtre extreˆmement ge´ne´rale. En
effet, au vu de la notion de dimension, le fait de pouvoir associer a` un arc plus de deux som-
mets semble incohe´rent : on s’attend a` construire un arc comme une cellule porte´e par deux
sommets. Bien qu’on conserve par la suite cette de´finition sans aucune restriction, il faut tout
de meˆme signaler le concept d’home´omorphisme combinatoire pre´sente´ dans [Kov01] qui ap-
porte a` ce proble`me une solution purement combinatoire, sans refaire re´fe´rence a` un plongement
ge´ome´trique.
Pour cette restriction, V. Kovalevsky de´finit les notions de m-boule et de m-sphe`re combina-
toires. Il caracte´rise comme bien de´finies (proper en anglais) les m-cellules dont le bord est une
(m− 1)-sphe`re. Ces de´finitions e´tant mutuellement re´cursives, il utilise comme e´le´ment de base
la 1-cellule bien de´finie : une 1-cellule est bien de´finie si elle est borde´e par exactement deux
0-cellules. Finalement, les complexes cellulaires abstraits sont alors bien de´finis si toutes les cel-
lules qui les composent le sont : bien que purement combinatoire, cette restriction re´introduit
une forme de ge´ome´trie dans les complexes cellulaires abstraits permettant la repre´sentation de
varie´te´s avec les notions de m-boule et de m-sphe`re combinatoires. Le lecteur inte´resse´ pourra
se re´fe´rer a` [Kov01] (section 2.2 page 41) pour une de´finition plus formelle.
Nous n’avons pas souhaite´ prendre en compte cette restriction de la de´finition des com-
plexes cellulaires abstraits pour laisser la possibilite´ de cre´er des objets dont une re´alisation
ge´ome´trique aurait peu de sens. En effet, nous voulons pouvoir conside´rer dans le meˆme cadre
des organisations relatant des espaces topologiques et/ou ge´ome´triques re´els mais e´galement
certaines organisations implique´es par des structures de donne´es algorithmiques, n’ayant pas
obligatoirement de re´alite´ ge´ome´trique.
A` partir de maintenant, nous emploierons l’expression « complexe cellulaire », voire plus
simplement encore « complexe », pour complexe cellulaire abstrait.
2.3 Sous-complexes cellulaires et ope´rations
Afin de modifier localement l’e´tat d’un syste`me, on doit eˆtre capable d’en se´lectionner une
sous-partie. La notion de sous-complexe cellulaire permet cela :
De´finition 4 (Sous-complexe cellulaire) Le sous-complexe cellulaire K′ = (S′,≺′, dim′) d’un
complexe cellulaire abstrait K = (S,≺, dim) est un complexe cellulaire abstrait contruit sur l’en-
semble de cellules S′ ⊆ S, dont la relation d’incidence ≺′ he´rite de ≺ sur les e´le´ments de S′, et
dont la fonction de dimension dim′ est la restriction de dim a` S′.
Pour assurer les modifications topologiques, nous de´finissons deux ope´rations sur les com-
plexes cellulaires : l’union de deux complexes cellulaires et la restriction d’un complexe cellulaire
par un ensemble de cellules.
L’union. L’union permet la fusion de deux complexes cellulaires. Cette ope´ration n’est pas
possible pour tout couple de complexes. En effet, l’union demande aux deux ope´randes de par-
tager les meˆmes caracte´ristiques : par exemple, si une cellule est commune aux deux complexes,
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elle doit y avoir la meˆme dimension. De la meˆme fac¸on, les relations d’incidence ne doivent pas
se contredire.
De´finition 5 (Union de complexes) Soient K1 = (S1,≺1, dim1) et K2 = (S2,≺2, dim2) deux
complexes cellulaires abstraits ve´rifiant les conditions suivantes :
• UC1 : les dimensions co¨ıncident, i.e. ∀σ ∈ S1 ∩ S2, dim1(σ) = dim2(σ),
• UC2 : les ordres sont cohe´rents, i.e. ∀σ, σ
′ ∈ S1 ∩ S2, σ ≺i σ
′ ⇒ σ′ &≺j σ ou` i &= j ∈ {1, 2}.
On de´finit comme l’union K1 ∪ K2 de K1 et de K2, le complexe K = (S,≺
∗, dim) tel que :
• S = S1 ∪ S2,
• ≺∗ est la fermeture transitive sur tout S de la relation ≺=≺1 ∪ ≺2,
• ∀σ ∈ S1, dim(σ) = dim1(σ) et ∀σ ∈ S2, dim(σ) = dim2(σ).
La condition UC2 de´coule naturellement de la condition UC1, conside´rant AC2 pour les com-
plexes K1 et K2. En effet, soient deux cellules σ, τ ∈ S1 ∩ S2 telles que σ ≺1 τ et τ ≺2 σ. Alors,
AC1 pour K1 implique que dim1(σ) < dim1(τ). Ceci entraˆıne par UC1 que dim2(σ) < dim2(τ).
Or τ ≺2 σ ; AC2 n’est donc pas ve´rifie´e pour tous les e´le´ments de K2 ce qui contredit le fait que
K2 soit un complexe cellulaire abstrait. Si σ et τ sont lie´es par la relation d’incidence de K2, on
a force´ment σ ≺2 τ . Il suffit donc de ve´rifier UC1 pour que l’union de deux complexes cellulaires
abstraits soit de´finie. La figure 2 pre´sente un exemple d’union de complexes. Les cellules topo-
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Fig. 2 – Exemple d’union et de restriction de complexe : en haut une union de deux complexes
de dimension 2 partageant un arc et deux sommets, en bas une restriction d’un complexe par un
ensemble T = {σ11, σ
0
0, σ
0
3}. On constate que les cellules topologiques ont une existence propre :
elles ne sont pas lie´es a` un unique complexe cellulaire, et ne de´pendent pas de l’existence de
cellule incidente. Ainsi, l’arc σ12 est partage´ par deux complexes et l’arc σ
1
3 existe toujours apre`s
la restriction, meˆme en l’absence des sommets σ00 et σ
0
3.
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logiques existent d’elles-meˆmes ; elles peuvent eˆtre partage´es par plusieurs complexes cellulaires
abstraits.
Le the´ore`me suivant e´tablit que l’union de deux complexes cellulaires abstraits est toujours
un complexe cellulaire abstrait.
The´ore`me 1 Soient K1 = (S1,≺1, dim1) et K2 = (S2,≺2, dim2) deux complexes cellulaires
abstraits ve´rifiant les conditions UC1 et UC2. Le complexe K1 ∪ K2 est e´galement un complexe
cellulaire abstrait, c’est-a`-dire qu’il ve´rifie les conditions AC1 et AC2.
Preuve :
• AC1 : trivial par la fermeture transitive ≺
∗
• AC2 : La condition de monotonie se ve´rifie facilement pour deux e´le´ments de S1 en utilisant
la condition AC2 de K1, et pour deux e´le´ments de S2 en utilisant AC2 de K2. Le dernier
cas concerne la proprie´te´ de monotonie pour deux e´le´ments, l’un de S1 et l’autre S2,
n’appartenant pas a` S1 ∩ S2.
Soient σ1 ∈ S1 et σ2 ∈ S2 tels que σ1 ≺
∗ σ2. Il existe alors σi et σj de S1 ∩ S2 tels que :
σ1 ≺1 σi ≺ σj ≺2 σ2
Ainsi, on a
dim(σ1) = dim1(σ1) < dim1(σi) < dim1(σj) = dim2(σj) < dim2(σ2) = dim(σ2)
Le cas ou` σ1 ∈ S2 et σ2 ∈ S1 est syme´trique. On obtient donc ∀σ1, σ2 ∈ S, σ1 ≺
∗ σ2 ⇒
dim(σ1) < dim(σ2). AC2 est donc ve´rifie´e.
¥
Restriction. La restriction est une ope´ration qui permet de supprimer des cellules du com-
plexe, sans toucher a` la relation d’incidence entre les autres cellules. Cette ope´ration ne ne´cessite
aucune condition.
De´finition 6 (Restriction d’un complexe) Soient K = (S,≺, dim) et T ⊂ S respectivement
un complexe cellulaire abstrait et un ensemble de cellules topologiques. On de´finit comme la
restriction K − T , le complexe K′ = (S′,≺′, dim′) tel que :
• S′ = S − T
• ≺′ est la restriction de ≺ a` S′
• dim′ co¨ıncide avec dim sur les e´le´ments de S′
La figure 2 pre´sente un exemple de restriction de complexe. Cette ope´ration construit un nouveau
complexe cellulaire abstrait. Les cellules topologiques ont une existence propre ; un arc peut
exister sans les sommets qui le bordent. Cette situation n’est pas standard en topologie alge´brique
mais elle nous convient ici.
The´ore`me 2 Soient K = (S,≺, dim) et T ⊂ S respectivement un complexe cellulaire abstrait
et un ensemble de cellules topologiques, le complexe K − T est e´galement un complexe cellulaire
abstrait.
Preuve : Ce the´ore`me de´coule directement de la de´finition 6. ¥
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Fig. 3 – Exemples de fermeture, d’e´toile et de liaison. Le sous-ensemble S est compose´ de quatre
1-cellules et de trois 0-cellules. En haut, S est repre´sente´ en gras sur le complexe cellulaire abstrait
K, puis St S et St S. En bas, S, St S et finalement Lk S = St S − St S sont repre´sente´s.
2.4 Voisinages
En combinant de fac¸on approprie´e les deux ope´rations pre´ce´dentes, on peut modifier locale-
ment la topologie d’un complexe cellulaire. Afin de spe´cifier ces modifications topologiques, nous
proposons d’utiliser des ope´rateurs de voisinages. Ils permettent de de´terminer dans un complexe
cellulaire comment les cellules topologiques sont lie´es entre elles. Le premier jeu d’ope´rateurs
donne´ ci-dessous permet de de´terminer a` partir d’un sous-ensemble de cellules topologiques,
les autres cellules topologiques du complexe qui les « entourent » au sens de la relation d’inci-
dence. Ils permettent de de´terminer les cellules touche´es par une modification de la topologie
par exemple.
De´finition 7 (Fermeture et e´toile [Axe98]) Soit K un complexe cellulaire abstrait et S ⊆
K.
On appelle la fermeture de S, l’ensemble S = {σ ∈ K | ∃τ ∈ S, τ * σ}.
On appelle l’ e´toile de S, l’ensemble St S = {σ ∈ K | ∃τ ∈ S, τ + σ}. On note la fermeture
de l’e´toile St S = St S.
Ces ope´rateurs peuvent eˆtre compose´s pour de´signer des sous-ensembles particuliers de cellules
topologiques. La figure 3 (reprise de [Axe98]) de´crit un exemple d’une telle composition, la
liaison, de´finie par Lk S = St S − St S (voir la the`se d’U. Axen [Axe98] pour plus de de´tails sur
l’utilisation de la liaison dans la de´finition d’une notion de propagation combinatoire d’ondes).
Le second jeu d’ope´rateurs permet la description de sous-parties du complexe. Ils serviront
a` spe´cifier les sous-complexes a` transformer. Nous de´finissons en particulier la notion de 〈n, p〉-
chemin, point de de´part des transformations de chemins.
De´finition 8 (Relation de voisinage) Soit K un complexe cellulaire, σ, τ ∈ K. On dit que σ
et τ sont incidentes, note´e σ ≷ τ , si
(σ = τ) ∨ (σ ≺ τ) ∨ (τ ≺ σ)
En particulier, on appelle τ une face de σ si elle ve´rifie :
dim(τ) = dim(σ)− 1
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on dit alors que σ est une coface de τ et on e´crit τ < σ.
Deux cellules σ1 et σ2 de K sont connecte´es, et on e´crit
σ1, σ2
s’il existe une cellule τ de K telle que σ1 et σ2 appartiennent a` St {τ}. On de´finit alors naturel-
lement le 〈n, p〉-voisinage, une restriction de la connectivite´ sur les dimensions des cellules : on
dira que deux n-cellules σ1 et σ2 sont 〈n, p〉-voisines, relation note´e σ1,
n
pσ2, si
∃τ ∈ K, (dim(τ) = p) ∧
{
(σ1 ≺ τ) ∧ (σ2 ≺ τ) si n < p
(τ ≺ σ1) ∧ (τ ≺ σ2) sinon
On appelle 〈n, p〉-chemin, une se´quence de n-cellules 〈n, p〉-voisines. La valeur de n e´tant donne´e
par les dimensions des cellules, on pourra e´crire « ,p » pour « ,
n
p ».
On de´finit quatre ope´rations sur les cellules :
1. l’ensemble des faces : faces σ = {τ ∈ K | τ < σ},
2. l’ensemble des cofaces : cofaces σ = {τ ∈ K | σ < τ},
3. l’ensemble des cellules incidentes : icells σ = {τ ∈ K | σ ≷ τ},
4. l’ensemble des p-voisines : pcellsp σ = {τ ∈ K | σ,pτ}.
Par exemple, sur la figure 1, on a :
• faces B = {i, j},
• cofaces B = ∅,
• icells B = {A,C, i, j, 2 , 3},
• pcells0 B = {A,C} par 2 et 3,
• pcells1 B = {A,C} par i et j.
2.5 Poset et graphe d’incidence
Pour terminer cette section consacre´e aux complexes cellulaires abstraits, nous en de´finissons
une repre´sentation graphique commode : le graphe d’incidence. Cette repre´sentation est fonde´e
sur le diagramme de Hasse, une repre´sentation des ensembles partiellement ordonne´s.
De´finition 9 (Poset) Un ensemble partiellement ordonne´, ou poset (pour partially ordered
set), est un ensemble muni d’une relation d’ordre partiel ( i.e. re´flexive, transitive et anti-
syme´trique).
On peut montrer que la relation d’incidence de´finit un ordre partiel sur l’ensemble des cellules.
The´ore`me 3 Soient K = (S,≺, dim) un complexe cellulaire abstrait, σ, τ ∈ K. La relation *
de´finie par
σ * τ ⇔ (σ ≺ τ) ∨ (σ = τ)
est une relation d’ordre partiel sur les e´le´ments de K. (S,*) posse`de donc une structure de poset.
Preuve :
• re´flexivite´ : par de´finition de *,
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• transitivite´ : he´rite´e de AC1,
• antisyme´trie : soient σ, τ ∈ K avec σ * τ et τ * σ. Par AC2, on sait que dim(σ) ≤ dim(τ)
et dim(τ) ≤ dim(σ), donc dim(σ) = dim(τ). Or si σ ≺ τ (resp. σ ≻ τ), alors dim(σ) <
dim(τ) (resp. dim(σ) > dim(τ)), ce qui n’est pas possible. On de´duit alors que σ = τ .
¥
On utilise un diagramme de Hasse pour repre´senter graphiquement un complexe cellulaire.
De´finition 10 (Diagramme de Hasse, graphe d’incidence) Un diagramme de Hasse est
une repre´sentation graphique d’un poset. Un point est dessine´ pour chaque e´le´ment du poset et
un arc joint deux sommets en respectant les lois de construction suivantes :
1. Si x ≺ y appartiennent au poset, alors le point correspondant a` x apparaˆıt plus bas que le
point correspondant a` y.
2. Un arc est dessine´ entre deux points correspondant aux e´le´ments x et y si x ≺ y et s’il
n’existe pas d’e´le´ment z tel que x ≺ z ≺ y ou y ≺ z ≺ x.
Soit K = (S,≺, dim) un complexe cellulaire abstrait. Le graphe d’incidence de K est le
diagramme de Hasse du poset (S,*).
A` droite de la figure 1 est donne´ le graphe d’incidence du complexe cellulaire abstrait de gauche.
3 Complexe de chaˆıne
3.1 Chaˆıne topologique
La figure 4 montre que la structure de´crite par un complexe cellulaire abstrait n’est pas suffi-
samment expressive pour repre´senter toutes les fac¸ons dont les cellules peuvent eˆtre connecte´es :
deux complexes topologiquement diffe´rents peuvent partager le meˆme graphe d’incidence [Ber01].
En fait, la topologie d’une cellule n’est pas comple`tement de´crite par la liste de ses cellules in-
cidentes : on doit e´galement pre´ciser comment celles-ci sont organise´es. La notion d’orientation
F
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a b
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1
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b
Fig. 4 – Tore et bouteille de Klein : a` gauche, un complexe cellulaire repre´sentant un tore, a`
droite une bouteille de Klein ; les traits clairs correspondent aux 2-cellules. Au centre, les deux
complexes partagent le meˆme graphe d’incidence mais correspondent a` deux objets topologique-
ment diffe´rents.
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peut par exemple pallier ce manque6 : sur la figure 4, le tore est orientable alors que la bouteille
de Klein ne l’est pas. La notion de chaˆıne topologique permet la description de l’organisation des
cellules incidentes : informellement, une chaˆıne est un ensemble de cellules muni d’une structure
de groupe abe´lien et d’un ope´rateur de bord. La structure de groupe de´crit comment les cellules
sont assemble´es a` l’aide de sa loi (note´e additivement), et l’ope´rateur de bord fournit une chaˆıne
de´crivant le bord d’une cellule (c’est-a`-dire les cellules incidentes de dimension infe´rieure) et, par
extension, le bord d’une chaˆıne.
Soient σ et σ′ deux cellules ; assembler σ et σ′ signifie de´finir la chaˆıne c = σ + σ′ (ou
c = σ′ + σ, l’ordre n’ayant pas d’importance dans un groupe abe´lien). Le neutre 0 du groupe
correspond a` l’absence de cellule. L’ope´ration d’ajout d’une cellule σ′′ a` une chaˆıne c e´tant
de´crite par l’ope´rateur d’addition c+σ′′, on utilise l’inverse de σ′′ pour en de´noter la suppression
c − σ′′. Ceci justifie la structure de groupe. Enfin, l’un des objectifs the´oriques des chaˆınes est
e´galement de calculer le bord d’un espace (repre´sente´ aussi par une chaˆıne) en fonction du calcul
du bord isole´ de chacune des cellules qui le composent. Il est alors naturel de de´finir l’ope´rateur
∂ comme un homomorphisme de groupe : ∂(σ+σ′) = ∂(σ)+∂(σ′). Ces conside´rations motivent
les de´finitions suivantes :
De´finition 11 (Chaˆıne topologique, p-chaˆıne) Soient K un complexe cellulaire abstrait, p
un entier et G un groupe abe´lien arbitraire note´ additivement (+G). Le neutre de G est note´
0G. L’ensemble Cp(K, G) de´note l’ensemble des p-chaˆınes de dimension p du complexe K a`
valeur dans G comme l’ensemble des fonctions totales cp de Kp dans G nulles presque partout,
c’est-a`-dire cp(σ) &= 0G pour un nombre fini de σ ∈ Kp.
On de´finit l’addition +Cp(K,G) entre deux chaˆınes c1 et c2 de Cp(K, G), l’ope´ration qui
construit une nouvelle chaˆıne de Cp(K, G) telle que, quelque soit σ ∈ Kp :
(c1 +Cp(K,G) c2)(σ) = c1(σ) +G c2(σ)
Intuitivement, l’ensemble Cp(K, G) repre´sente l’ensemble de toutes les fac¸ons possibles d’assem-
bler les p-cellules de K selon les degre´s de liberte´ offerts par le groupe G. Une p-chaˆıne peut eˆtre
repre´sente´e par une somme formelle finie ; soit cp ∈ Cp(K, G) :
cp =
∑
σ∈Kp
cp(σ).σ
Par convention, l’e´criture cp = α1σ1 + · · · + αnσn de´finit une p-chaˆıne de Cp(K, G) (avec αi ∈
G− {0G} et i &= j ⇒ σi &= σj).
The´ore`me 4 L’ensemble Cp(K, G) muni de la loi +Cp(K,G) est un groupe abe´lien.
Preuve :
1. +Cp(K,G) est associatif, par associativite´ de +G,
2. +Cp(K,G) est commutatif, par commutativite´ de +G,
3. soit 0Cp(K,G) ∈ Cp(K, G) telle que
∀σ ∈ Kp, 0Cp(K,G)(σ) = 0G
0Cp(K,G) est neutre pour +Cp(K,G).
6bien que c¸a ne soit pas toujours le cas. Nous avons choisi cette repre´sentation parce qu’elle est proche de notre
formalisme de calcul et que ses limitations n’interviennent pas dans nos travaux.
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4. Chaque p-chaˆıne cp admet un inverse (appele´ ici oppose´, la loi e´tant additive) note´−Cp(K,G)cp,
de´fini par :
∀σ ∈ Kp, (−Cp(K,G)cp)(σ) = −Gcp(σ)
¥
3.2 Groupe de chaˆınes a` coefficients dans un groupe abe´lien arbitraire G
De´finition 12 (Groupe des chaˆınes, complexe de chaˆınes) Soient K un complexe cellu-
laire abstrait de dimension N , et G un groupe abe´lien arbitraire. Le groupe des chaˆınes sur K a`
coefficients dans G est de´fini par :
C(K, G) =
⊕
i∈N
Ci(K, G) = C0(K, G)⊕ C1(K, G)⊕ · · · ⊕ CN (K, G)⊕ . . .
ou` ⊕ est la somme directe de groupes abe´liens.
Un complexe de chaˆınes C(K, G, ∂) est une suite (Cp(K, G), ∂p)p∈N de groupes abe´liens et
d’homomorphismes ∂p : Cp(K, G)→ Cp−1(K, G)
Les groupes Ci(K, G) ou` Ki = ∅ (parce que i > N , la dimension de K par exemple) sont des
groupes triviaux, c’est-a`-dire des groupes re´duits a` leur e´le´ment neutre.
On dira qu’un complexe de chaˆıne est de dimension finie si les Cp(K, G) sont triviaux excepte´
pour un nombre fini de p.
La de´finition habituelle de la notion de complexe de chaˆıne requiert que ∂p−1 ◦ ∂p = 0,
signifiant intuitivement qu’un bord n’a pas de bord (le bord d’un volume est une surface ferme´e
par exemple). Nous n’imposons pas cette condition ici pour les meˆmes raisons qui nous ont
pousse´s a` e´tendre les complexes abstraits vers une de´finition inde´pendante de la ge´ome´trie.
L’usage est d’utiliser p en indice pour indiquer qu’une chaˆıne c est une p-chaˆıne : cp. En
revanche, pour simplifier les notations, l’indice p des homomorphismes de bord ∂p sera sou-
vent omis, laissant le contexte pre´ciser les dimensions mises en jeu. Les ensembles Cp(K, G) et
C(K, G, ∂) sont abre´ge´s respectivement en Cp et C lorsque le contexte le permet. En ce qui
concerne les notations des groupes, l’indice porte´ par les ope´rateurs et les neutres pre´cisant le
groupe auquel ils font re´fe´rence, sera omis si le contexte suffit a` de´terminer la nature du groupe.
Exemple du complexe de chaˆınes C(K,Z/2Z, ∂). Z/2Z de´note l’ensemble des entiers mo-
dulo 2. L’utilisation de Z/2Z pour les coefficients de chaˆıne autorise la repre´sentation de la
pre´sence, cp(σ) = 1, ou de l’absence, cp(σ) = 0, d’une p-cellule σ dans une chaˆıne cp. Une
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Fig. 5 – Complexe de chaˆınes dans C(K,Z/2Z, ∂) : a` gauche le complexe cellulaire K est compose´
de deux 2-cellules, l’une carre´e s et l’autre triangulaire s′, et de leurs bords. A` droite le calcul
de la chaˆıne ∂2(s+ s
′) de C(K,Z/2Z). La 1-cellule d apparaissant dans les deux sous-ensembles
∂2(s) et ∂2(s
′) disparaˆıt.
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chaˆıne de C(K,Z/2Z) est alors simplement la fonction caracte´ristique d’un sous-ensemble de
K. Un exemple est donne´ figure 5. Une chaˆıne c = e + f correspond a` la fonction c de´finie
par c(e) = c(f) = 1 et c(σ) = 0 pour σ &= e et σ &= f . Cette chaˆıne peut aussi eˆtre e´crite
c = 1.e + 1.f + 0.g + 0.h + . . . mais il est commode de ne pas e´crire les p-cellules a` coefficient
nul en accord avec la notation additive. On obtient alors c = 1.e + 1.f , ou de manie`re plus
ambigue¨ c = e+ f .
Pour transformer le groupe de chaˆınes C(K,Z/2Z) en un complexe de chaˆınes C(K,Z/2Z, ∂),
on de´finit dans un premier temps l’ope´rateur de bord sur chaque p-cellule σp de K :
∂p(1.σ
p) =
∑
σp−1j <σ
p
1.σp−1j
que nous e´tendons par line´arite´ a` toute p-chaˆıne c ∈ Cp(K,Z/2Z) :
∂p(c) =
∑
σpi
∑
σpi<σ
p−1
j
c(σpi ).σ
p−1
j
Suivant l’exemple de la figure 5, supposons que c = s+ s′. La 1-cellule d n’est pas dans le bord
de c puisque s et s′ sont colle´es suivant d ; d est une cellule inte´rieure. En revanche d appartient
a` la fois au bord de s et a` celui de s′. Soit ∂ps = d+
∑
σ′j et ∂ps
′ = d+
∑
σ′′k . Alors nous devons
avoir d+
∑
σ′j+d+
∑
σ′′k =
∑
σ′j+
∑
σ′′k , ce qui est automatiquement obtenu car d+d = 2.d = 0
dans Cp(K,Z/2Z).
Exemple du complexe de chaˆınes C(K,Z, ∂). Le groupe de chaˆınes entie`res C(K,Z) fournit
une alge`bre permettant de compter les cellules topologiques, sans la restriction « pair/impair »
des coefficients de Z/2Z. Soient les complexes de la figure 6 : la 1-chaˆıne 2a+1b− 3e de C(K,Z)
comptent la 1-cellule a deux fois, la 1-cellule b une fois et la 1-cellule e moins trois fois.
Les coefficients ne´gatifs permettent la prise en compte de l’orientation des cellules. Ainsi,
l’orientation relative des cellules topologiques de la figure 6 ame`ne a` de´finir l’ope´rateur de bord
∂ de telle sorte que ∂d = 4 − 2 et ∂s = a + b − c. La line´arite´ de l’ope´rateur profite une
fois de plus des proprie´te´s du groupe Z pour supprimer les cellules compte´es positivement et
ne´gativement un meˆme nombre de fois, ce qui se re´ve`le utile pour manipuler les bords. Ainsi,
∂(s+ s′) = (a+ b− c) + (d− e− b) = a− c+ d− e : la cellule b est supprime´e automatiquement
par le calcul. Sur l’exemple de droite en revanche, les cellules sont positivement oriente´es du bas
vers le haut (relativement a` la repre´sentation). Cela permet de compter le nombre de fois ou` une
cellule est utilise´e dans la construction du bord : ∂(v +w) = (j − f − e+ d) + (g − h− i+ d) =
j − f − e+ g − h− i+ 2d.
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g
h
6
4
5
3
7
2
1
i
vu
w
j
8
s
2
s’
c 3
e
d
4a
1 d
b
Fig. 6 – Complexe de chaˆınes dans C(K,Z, ∂) : l’utilisation de coefficients permet de compter
les cellules topologiques. Les coefficients ne´gatifs expriment alors l’orientation des cellules.
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Valeurs arbitraires et transport de valeurs. Que ce soit le groupe Z, le groupe Z/2Z
comme nous venons de le voir, ou encore un groupe abe´lien quelconque G, les chaˆınes permettent
d’associer un e´le´ment de ce groupe a` des cellules (en nombre fini). Nous cherchons mainte-
nant a` associer les e´le´ments d’un ensemble arbitraire de valeurs Val aux cellules topologiques.
L’e´tiquetage des cellules topologiques d’un complexe cellulaire abstrait peut eˆtre repre´sente´ par
une fonction partielle l : K → Val. Cette fonction peut eˆtre e´tendue en une fonction totale en
associant un e´le´ment ⊥, tel que ⊥ &∈ Val, a` toutes les cellules n’ayant pas d’image par l. Cepen-
dant la fonction l ne posse`de pas la structure de groupe ne´cessaire a` la de´finition d’un groupe
de chaˆınes.
L’ensemble initial Val n’est pas naturellement muni d’une structure de groupe. Pour pallier
ce de´faut de structure, nous ne conside´rons plus l’ensemble Val mais l’ensemble Abel(Val). Soit
un ensemble arbitraire E auquel on souhaite apporter une structure de groupe abe´lien. On de´finit
Abel(E) par la pre´sentation de groupe [Mic96] suivante :
Abel(E) = 〈E ; {a+Abel(E) b = b+Abel(E) a,∀(a, b) ∈ E
2}〉
Abel(E) est le groupe abe´lien libre finiment engendre´ par les e´le´ments de E. Le groupe Abel(Val)
a une structure plus riche que celle de Val et autorise l’association a` une cellule topologique d’un
multi-ensemble ge´ne´ralise´ d’e´le´ments de Val. Dans un multi-ensemble ge´ne´ralise´, un e´le´ment
peut avoir une multiplicite´ ne´gative. On peut alors voir Abel(V ) comme les fonctions totales de
V dans Z nulles presque partout. La` encore, les e´le´ments de Abel(Val) peuvent eˆtre repre´sente´s
par des sommes formelles ; soit f ∈ Abel(Val) :
f =
∑
v∈Val
f(v).v
Pour alle´ger les e´critures, les fonctions 1.v ∈ Abel(Val) seront simplement de´note´es v. Nous utili-
sons ici l’injection canonique InjVal qui envoie les e´le´ments de Val sur les e´le´ments de Abel(Val) :
InjVal : Val → Abel(Val)
σ 8→ 1.σ
L’e´le´ment ⊥ mis en avant pre´ce´demment correspond alors au neutre du groupe Abel(Val), note´
0Abel(Val). Il est inte´ressant de noter que si Val posse`de de´ja` une structure de groupe, la loi
Abel(Val) +Abel(Val) ne co¨ıncide pas avec la loi du groupe Val. Par exemple, en prenant Val = Z,
on a x +Abel(Z) (−x) &= 0Abel(Z). En effet, les deux e´le´ments x et −x sont des ge´ne´rateurs de
Abel(Z) et sont par conse´quent inde´pendants (ce qui n’est pas le cas dans Z ou` ils sont oppose´s).
En e´tiquetant les cellules d’un complexe cellulaire abstrait de cette fac¸on, l’ope´ration de bord
∂ peut eˆtre interpre´te´e comme effectuant une ope´ration de transport (voir [Ton74, Ton76, PS93]).
L’ope´rateur de bord sur une cellule σ est de´fini par :
∂σ =
∑
τ<σ
τ et on e´tend line´airement ∂ par : ∂
(∑
σ
ασσ
)
=
∑
σ
ασ∂σ
En conside´rant que σ est une cellule ayant plusieurs faces, l’effet de l’ope´rateur ∂ ainsi de´fini est
un transport d’informations envoyant le coefficient de σ a` chacune de ses faces τ . Le re´sultat
de ce calcul est conserve´ dans une somme formelle graˆce aux proprie´te´s d’Abel(Val), et aucun
coefficient n’est perdu. Cette somme formelle peut eˆtre interpre´te´e comme « la collision de valeurs
transporte´es en une cellule τ ». Un homomorphisme d’Abel(Val) dans lui-meˆme permet alors de
re´soudre ces conflits, le re´sultat de l’application e´tant finalement attribue´ comme coefficient de
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Fig. 7 – Transport de valeurs a` l’aide du groupe Abel(Val) : le complexe cellulaire sous-jacent
est celui de la figure 5. A` droite, l’ope´rateur de bord est utilise´ pour transporter les valeurs
des 2-cellules vers leurs faces. A` gauche, un ope´rateur dual est utilise´ pour le transport vers les
cofaces. Cet ope´rateur est pre´sente´ dans le chapitre 6 et dans [Mun84].
τ . Cette ope´ration est similaire aux ope´rations de communication conside´re´es dans les langages
a` paralle´lisme de donne´es [Hil85]. La figure 7 de gauche propose un exemple concret d’utilisation
des transports de valeurs. Supposons que les cellules du complexe sont de´core´es par des re´els
(on conside`re par conse´quent les chaˆınes de C(K,Abel(R), ∂)). Par exemple, prenons ω = 1.6 et
ω′ = 3.1 dans la chaˆıne ω.s+ ω′.s′ :
∂(1.6s+ 3.1s′) = 1.6a+ 1.6b+ 1.6c+ (1.6 +Abel(R) 3.1)d+ 3.1e+ 3.1f
Les valeurs 1.6 de s et 3.1 de s′ se sont rencontre´es en d. On souhaite maintenant combiner ces
deux valeurs pour obtenir de nouveau un re´el. On utilise alors l’homomorphisme h : Abel(R)→
(R,+R) qui interpre`te la somme +Abel(R) comme la somme re´elle +R. On e´tend facilement
l’homomorphisme de groupe h a` un homomorphisme de chaˆıne en de´finissant h(α.σ) = α×h(σ)
pour toutes cellules σ et en utilisant la line´arite´. La somme (1.6+Abel(R)3.1) est alors combine´e en
la valeur h(1.6+Abel(R)3.1) = 1.6+R3.1 = 4.7. Un autre choix de re´solution des collisions aurait pu
eˆtre pris : au lieu d’utiliser l’homomorphisme h, il est e´galement possible de travailler directement
dans C(K, (R,+R), ∂). La fonction de collision re´solvant les rencontres de coefficients devient
directement la loi du groupe des coefficients de la chaˆıne. Ne´anmoins, l’utilisation d’Abel(R)
puis d’un homomorphisme h de´fini a posteriori est plus ge´ne´rale. Par exemple, il n’est pas facile
d’exprimer une multiplication comme fonction de collision en travaillant avec des coefficients dans
(R,+R). Alors qu’en utilisant Abel(R) en premier lieu, il suffit de changer l’homomorphisme h
pour obtenir une multiplication des valeurs. La fonction de collision ne doit pas de´pendre de
l’ordre des recombinaisons, ce qui motive l’utilisation de groupes abe´liens.
4 Collection topologique
Intuitivement, une collection topologique est une structure de donne´es dont l’organisation
est fonde´e sur un complexe cellulaire abstrait de´core´ par des valeurs. L’ensemble des valeurs est
celui donne´ par le langage. La se´mantique du chapitre suivant en donne une de´finition formelle.
Pour cette section, nous conside´rons un ensemble arbitraire Val de valeurs a` associer a` chaque
cellule d’un complexe cellulaire. Dans un premier temps, nous voyons comment construire cette
association en terme de chaˆıne topologique a` valeurs arbitraires, pour finalement de´finir les
collections topologiques. La seconde partie de cette section est consacre´e a` la description des
structures de donne´es standards en termes de collections topologiques.
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4.1 De´finition formelle
4.1.1 Valeurs arbitraires et chaˆınes a` coefficients dans un groupe G
Le calcul du bord d’un complexe et le calcul du transport de valeurs entre les cellules de-
mandent l’utilisation de deux complexes de chaˆınes diffe´rents : l’un pour associer les valeurs
d’un groupe abe´lien G pour le calcul topologique du bord, et l’autre pour associer les e´le´ments
du groupe abe´lien Abel(Val) pour associer des valeurs arbitraires. Il est possible de fusionner
ces deux de´corations en une seule, a` travers l’utilisation du produit carte´sien Abel(Val) × G ;
ce produit pre´sente e´galement une structure de groupe abe´lien. Il est ne´anmoins mal adapte´
pour eˆtre utilise´ tel quel. En effet, soit v et g deux e´le´ments respectifs de Abel(Val) et de G,
les e´le´ments (v, 0G) et (0Abel(Val), g) appartiennent a` ce produit carte´sien. Ces deux couples sont
construits sur les e´le´ments neutres des deux groupes ; dans notre contexte, cela signifie que lors
de l’application de l’ope´rateur ∂, la cellule portant de telles valeurs doit eˆtre conside´re´e comme
absente, c’est-a`-dire de´core´e par le neutre du produit carte´sien (0Abel(Val), 0G). En d’autre terme,
on voudrait satisfaire l’e´quation suivante :
(v, 0G) = (0Abel(Val), g) = (0Abel(Val), 0G)
J. Munkres [Mun84] de´finit pour cela le produit tensoriel de deux groupes :
De´finition 13 (Produit tensoriel) Soit A et B deux groupes abe´liens. Soit F (A,B) le groupe
abe´lien engendre´ par l’ensemble A × B. Soit R(A,B), le sous-groupe de F (A,B) de tous les
e´le´ments de la forme :
(a+ a′, b)− (a, b)− (a′, b)
(a, b+ b′)− (a, b)− (a, b′)
pour a, a′ ∈ A et b, b′ ∈ B. On de´finit
A⊗B = F (A,B)/R(A,B)
appele´ le produit tensoriel de A et de B. La classe du couple (a, b) ∈ A×B est de´note´e a⊗ b.
Nous utilisons donc le groupe abe´lien Abel(Val)⊗G pour construire les collections topologiques.
Il n’est pas e´vident de « comprendre » le sens des e´le´ments de Abel(Val) ⊗ G. Voici une
repre´sentation alternative : nous les identifions aux e´le´ments de AbelG(Val), l’ensemble des
fonctions totales de V dans G nulles presque partout7. Les e´le´ments de AbelG(Val) peuvent
e´galement eˆtre repre´sente´s par des sommes finies formelles ; soit f ∈ AbelG(Val),
f =
∑
v∈V
f(v).v
Nous de´finissons l’addition des e´le´ments de AbelG(Val) ; soit f, f
′ ∈ AbelG(Val),
f +AbelG(Val) f
′ =
∑
v∈V
(f(v) + f ′(v)).v
The´ore`me 5 AbelG(Val) muni de son addition +AbelG(Val), posse`de une structure de groupe
commutatif.
Preuve :
• +AbelG(Val) est associatif, par associativite´ de +G,
7Notons en particulier que Abel(Val) = AbelZ(Val).
82 Chapitre 3 - Collections topologiques
• +AbelG(Val) est commutatif, par commutativite´ de +G,
• soit 0AbelG(Val) ∈ AbelG(Val) telle que
∀v ∈ V, 0AbelG(Val)(v) = 0G
0AbelG(Val) est neutre pour +AbelG(Val).
• Chaque fonction f admet un inverse note´ −AbelG(Val)f , de´fini par :
∀v ∈ V, (−AbelG(Val)f)(v) = −Gf(v)
¥
On peut alors montrer le the´ore`me suivant, identifiant les e´le´ments de AbelG(Val) a` ceux de
Abel(Val)⊗G.
The´ore`me 6 Il existe un isomorphisme
Abel(Val)⊗G ≃ AbelG(Val)
qui envoie (
∑
n.v)⊗ g sur
∑
(ng).v.
Preuve : Cette preuve est inspire´e de celle du the´ore`me 50.2 de J. Munkres [Mun84].
Le point de de´part de cette preuve est que pour toute forme biline´aire de A×B dans C (A,
B et C e´tant des groupes abe´liens), il existe un homomorphisme de A ⊗ B dans C. Ainsi, la
fonction de Abel(Val)×G dans AbelG(Val) envoyant ((
∑
n.v) , g) sur
∑
(ng).v, e´tant une forme
biline´aire, induit un homomorphisme φ tel que :
φ : Abel(Val)⊗G → AbelG(Val)
(
∑
n.v)⊗ g #→
∑
(ng).v
Soit ψ :
ψ : AbelG(Val) → Abel(Val)⊗G∑
g.v #→
∑
1.v ⊗ g
On montre trivialement que ψ est un homomorphisme (line´arite´ et envoi du neutre de AbelG(Val)
sur celui de Abel(Val)⊗G).
Soit
∑
g.v ∈ AbelG(Val), on a :
φψ(
∑
g.v) = φ (
∑
1.v ⊗ g)
=
∑
φ (1.v ⊗ g)
=
∑
(1g) .v
=
∑
g.v
De la meˆme fac¸on, soit (
∑
n.v)⊗ g ∈ Abel(Val)⊗G, on a :
ψφ((
∑
n.v)⊗ g) = ψ (
∑
(ng).v)
=
∑
(1.v ⊗ (ng))
=
∑
(n.v ⊗ g)
= (
∑
n.v)⊗ g
Les deux homorphismes φ et ψ sont donc inverses. φ est donc un isomorphisme. ¥
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4.1.2 Collections topologiques et chaˆınes topologiques
Nous pouvons de´sormais de´finir formellement les collections topologiques :
De´finition 14 (Collection topologique) Un type de collection topologique est un quintuplet
T (K, G, ∂,Val, pred)
tel que :
• K est un complexe cellulaire abstrait de dimension finie,
• C(K, G, ∂) est un complexe de chaˆınes, appele´ la forme des collections de type T ,
• Val est un ensemble arbitraire de valeurs,
• pred est un pre´dicat de´signant un sous-ensemble de C(K,AbelG(Val)).
Une collection topologique est un couple (T , c) ou` T est un type de collection topologique
T (K, G, ∂,Val, pred) et c est une chaˆıne de C(K,AbelG(Val)) telle que pred(c) est vrai (c est
dans le sous-ensemble de C(K,AbelG(Val)) caracte´rise´ par pred).
Lorsque le contexte est suﬃsamment clair, le type de collection n’est pas pre´cise´ ; on dit alors
qu’une chaˆıne c est une collection topologique (ou plus simplement une collection). On e´crit
c ∈ T si T est le type de c.
4.2 Exemples de collections topologiques
Dans cette sous-section, nous voulons montrer que les structures de donne´es usuelles utilise´es
en algorithmique classique peuvent eˆtre facilement repre´sente´es par des collections topologiques.
Tous ces exemples de´crivent de fac¸on formelle la pre´sentation des collections topologiques donne´e
dans le chapitre 2 (section 2 page 26).
4.2.1 Les se´quences
Les se´quences sont des collections topologiques de dimension 1 : elles sont compose´es de
sommets portant des valeurs et correspondant aux e´le´ments de la se´quence. Les arcs entre les
sommets repre´sentent la contigu¨ıte´ de ces e´le´ments : deux sommets sont relie´s par un arc si les
e´le´ments qu’ils repre´sentent sont contigus dans la se´quence.
Le complexe KSeq. Les sommets sont repre´sente´s par des entiers i et les arcs par les couples
de {(i, i + 1), i ∈ N}. Le complexe KSeq suivant est utilise´ pour de´ﬁnir la structure line´aire des
se´quences :
KSeq0 = N
KSeq1 = {(i, i+ 1), i ∈ N}
ou` les faces de chaque arc (i, i + 1) sont les sommets i et i + 1 (ce qui de´ﬁnit entie`rement la
relation d’incidence ≺K
Seq
sur les e´le´ments de KSeq).
La forme C(KSeq,Z, ∂Seq). En pratique, chaque e´le´ment de la se´quence a un voisin a` droite.
Une direction, de gauche a` droite, est donc privile´gie´e. On oriente ainsi le complexe KSeq en ce
sens pour de´ﬁnir la forme de ce type de collection topologique ; le groupe utilise´ pour calculer
les bords est Z auquel on associe l’ope´rateur ∂ de´ﬁni par :
∂Seq0 (i) = 0
∂Seq1 (i, i+ 1) = (i+ 1)−C0(KSeq,Z) i
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La forme des se´quences est C(KSeq,Z, ∂Seq).
Le pre´dicat predSeq. Pour de´ﬁnir le type des se´quences, il reste a` restreindre l’ensemble
C(KSeq,AbelZ(Val)) de telle sorte que seuls les sommets soient de´core´s. De plus, a` partir d’un
certain rang, les sommets ne sont plus de´core´s (les se´quences sont de longueur ﬁnie), et aucun
e´le´ment non de´core´ ne doit apparaˆıtre avant ce rang. Soit l ∈ C(KSeq,AbelZ(Val),) :
predSeq(l)⇔ ∃n ∈ N tel que

∀i < n ∈ N, ∃v ∈ Val, l(i) = 1.v
∀i ≥ n ∈ N, l(i) = 0AbelZ(Val)
∀i ∈ N, l((i, i+ 1)) = 0AbelZ(Val)
n est appele´e la longueur de l. On note |l| la longueur de la se´quence l.
Finalement, on de´ﬁnit Seq(Val) = T (KSeq,Z, ∂Seq,Val, predSeq), l’ensemble des se´quences.
Notation. Pour simpliﬁer les e´critures, nous utiliserons la notation des listes OCaml :
l = [x0 ; . . . ; xn−1]⇔ l(i) =
{
xi si i < n
0AbelZ(Val) sinon
Nous notons [] la liste vide et nous utilisons e´galement les ope´rations standards hd , last , :: et
@. Soient l, l1 et l2 des listes, n et n1 les longueurs respectives de l et l1, et x un e´le´ment de Val,
on a :
• hd l = x⇔ l(0) = x
• last l = x⇔ l(n− 1) = x
• l′ = x::l est la liste telle que
l′(i) =
{
x si i = 0
l(i− 1) sinon
• l′ = l1@l2 est la liste telle que
l′(i) =
{
l1(i) si i < n1
l2(i− n1) sinon
Aﬁn d’alle´ger les e´critures, nous utilisons les notations suivantes :
• Soient l = [σ1, . . . , σn] ∈ Seq(K) et c ∈ T (K, G, ∂,Val, pred)
l′ = c(l) = [c(σ1) ; . . . ; c(σn)]
est une liste de Seq(Val).
• Soient lσ = [σ1 ; . . . ; σn] ∈ Seq(K) et lv = [v1 ; . . . ; vn] ∈ Seq(Val)
c = lσ.lv = v1.σ1 +C(K,AbelG(Val)) · · ·+C(K,AbelG(Val)) vN .σN
est une chaˆıne de T (K, G, ∂,Val, pred) (G, pred , ∂ et h sont pre´cise´s dans le contexte).
• Soient V un sous-ensemble de Val et l une se´quence de Seq(Val) de longueur n
V ⊔ l = V ∪ {l(i) | 0 ≤ i < n}
est un sous-ensemble de Val.
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4.2.2 Les ensembles
La topologie des ensembles est un graphe complet ou` les sommets correspondent aux e´le´ments
de la structure de donne´es, et les arcs repre´sentent la relation de voisinage. En l’absence d’ordre
entre les e´le´ments, on conside`re que chaque e´le´ment est atteignable a` partir de n’importe quel
autre.
Le complexe KSet. Un ensemble est un sous-ensemble de Val. Les sommets du graphe complet
sont donc repre´sente´s par les e´le´ments de Val. La valeur associe´e a` chaque sommet va de´noter
sa pre´sence ou son absence de l’ensemble. Le complexe cellulaire KSet est de´ﬁni par :
KSet0 = Val
KSet1 = {{v1, v2} ⊂ Val | v1 /= v2}
Les faces d’un arc {v1, v2} sont naturellement les sommets v1 et v2.
La forme C(KSet,Z/2Z, ∂Set). Contrairement aux se´quences, aucune direction n’est privile´gie´e
pour orienter les arcs. On utilise donc le groupe Z/2Z pour de´ﬁnir la forme du type de collection
des ensembles ; ce groupe permet d’associer 1 aux sommets appartenant a` l’ensemble qu’on
souhaite construire, et 0 aux sommets absents. Le calcul du bord est donne´ par :
∂Set0 (v) = 0
∂Set1 ({v1, v2}) = v1 +C0(KSet,Z/2Z) v2
La forme des ensembles est C(KSeq,Z/2Z, ∂Set).
Le pre´dicat predSet. De fac¸on analogue aux se´quences, il faut restreindre l’ensemble des
chaˆınes de C(KSet,AbelZ/2Z(Val)) aux chaˆınes dont seuls les sommets sont de´core´s. Soit un
ensemble s ∈ C(KSet,AbelZ/2Z(Val)),
predSet(s)⇔

∀v ∈ Val,
{
s(v) = 1.v si v ∈ s
s(v) = 0.v = 0AbelZ/2Z(Val) sinon
∀e ∈ KSet1 , s(e) = 0AbelZ/2Z(Val)
Finalement, on de´ﬁnit Set(Val) = T (KSet,Z/2Z, ∂Set,Val, predSet), le type des ensembles.
Notation. On peut alors de´ﬁnir les ope´rations d’union et d’intersection d’ensembles :
• L’union : soient s1, s2 ∈ Set(Val), ∀v ∈ Val
(s1 ∪ s2)(v) =
{
1.v si s1(v)(v) = 1 ∨ s2(v)(v) = 1
0.v = 0AbelZ/2Z(Val) sinon
• L’intersection : soient s1, s2 ∈ Set(Val), ∀v ∈ Val
(s1 ∩ s2)(v) = (s1(v)(v).Z/2Zs2(v)(v)).v
ou` « .Z/2Z » de´note la multiplication standard dans Z/2Z.
4.2.3 Les multi-ensembles.
Les multi-ensembles peuvent eˆtre construits comme les ensembles mais il faut ne´anmoins
prendre en compte du nombre d’occurrences d’une valeur.
86 Chapitre 3 - Collections topologiques
Le complexe KBag. SoitM un multi-ensemble d’e´le´ments de Val.M peut eˆtre repre´sente´ par
un ensembleM ⊆ N×Val. Si v ∈M avec une multiplicite´ n, alors, (0, v), . . . , (n−1, v) ∈ N×Val.
Nous utilisons cette repre´sentation pour construire le complexe cellulaire KBag
KBag0 = N×Val
KBag1 = {{v1, v2} ⊂ (N×Val) | v1 /= v2}
Encore une fois, les faces d’un arc {v1, v2} sont naturellement les sommets v1 et v2 de K
Bag
0 .
La forme C(KBag,Z/2Z, ∂Bag). La forme des multi-ensembles est exactement la meˆme que
celle des ensembles :
∂Bag0 (v) = 0
∂Bag1 ({v1, v2}) = v1 +C0(KBag,Z/2Z) v2
La forme des ensembles est C(KSeq,Z/2Z, ∂Set).
Le pre´dicat predBag. On construit le type Bag(Val) des multi-ensembles d’e´le´ments de Val
de la meˆme fac¸on que Set(Val) tout en conside´rant la multiplicite´. Soit un multi-ensemble
m ∈ C(KBag,AbelZ/2Z(Val)) m ∈ Bag(Val), on a
predBag(m)⇔

∀v ∈ Val, ∃Nv ∈ N,
{
∀i < Nv m(i, v) = 1.v
∀j ≥ Nv m(j, v) = 0AbelZ/2Z(Val)
∀e ∈ KBag1 , m(e) = 0AbelZ/2Z(Val)
La premie`re condition ﬁxe un entier Nv en dessous duquel on associe a` la position (i, v) la valeur
1.v pour de´signer la pre´sence de la ie occurrence de v dans m, et au-dela` duquel il n’y a plus
d’occurrence : Nv de´ﬁnit la multiplicite´ de v dans m.
Finalement, on de´ﬁnit Bag(Val) = T (KBag,Z/2Z, ∂Bag,Val, predBag), le type des multi-en-
sembles.
Notation. On de´ﬁnit l’union et l’intersection :
• L’union : soient m1,m2 ∈ Bag(Val), ∀v ∈ Val de multiplicite´s p1 et p2 respectivement
pour m1 et m2, et ∀i ∈ N
(m1 ∪m2)((i, v)) =
{
1.v si i < (p1 + p2)
0.v sinon
• L’intersection : soient m1,m2 ∈ Bag(Val), ∀v ∈ Val de multiplicite´s p1 et p2 respective-
ment pour m1 et m2, et ∀i ∈ N
(m1 ∩m2)((i, v)) =
{
1.v si i < min(p1, p2)
0.v sinon
4.2.4 Les graphes de Delaunay
Les fondements the´oriques de cette collection ont e´te´ pre´sente´s chapitre 2, page 31. On
rappelle que cette collection re´sulte d’une triangulation d’un ensemble ﬁni P = {p ∈ Rn} de
points de Rn. Soit p ∈ Rn, on appelle
Vor(pi) = {q ∈ R
n | d(pi, q) < d(pj , q), pi /= pj ∈ P}
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la re´gion de Vorono¨ı de pi ∈ P . Ces re´gions sont disjointes et correspondent a` des boules ouvertes
de Rn ; on les repre´sente par des n-cellules. Il de´coule de cette partition de l’espace un complexe
cellulaire ge´ome´trique de dimension n. En particulier, les re´gions de Vorono¨ı de deux e´le´ments
de P , pi et pj , sont (n− 1)-voisines si Vor(p1) ∩Vor(p2) /= ∅, ou`
Vor(pi) = {q ∈ R
n | d(pi, n) ≤ d(pj , q), pi /= pj ∈ P}
de´crit un sous-espace de Rn de dimension n− 1.
Le complexe KDel. Pour construire le graphe de Delaunay, on utilise le dual du complexe
cellulaire issu de la de´coupe de Rn en diagramme de Vorono¨ı. De fac¸on informelle (voir le
chapitre 6 pour une de´ﬁnition formelle), le dual d’un complexe correspond au renversement de
son graphe d’incidence : si σ1 ≺ σ2 dans le primal, la relation s’inverse dans le dual, σ1 ≻
σ2. La dimension est e´galement modiﬁe´e : les p-cellules d’un complexe primal de dimension n
deviennent les (n − p)-cellules du dual. Dans le cas des diagrammes de Vorono¨ı, les re´gions de
Vorono¨ı deviennent simplement des sommets, correspondant directement aux e´le´ments de P .
Ces sommets sont relie´s par des arcs, duaux des connexions de dimension n− 1 entre les re´gions
de Vorono¨ı. Nous construisons alors le complexe cellulaire abstrait KDel. Soit un ensemble ﬁni
P ⊂ Rn :
KDel0 = P
KDel1 = {{p1, p2} ⊂ P, p1 /= p2,Vor(p1) et Vor(p2) sont (n− 1)-voisines}
La forme C(KDel,Z/2Z, ∂Del). Muni de l’ope´rateur de bord
∂Del0 (p) = 0
∂Del1 ({p1, p2}) = p1 +C0(KDel,Z/2Z) p2
on de´ﬁnit la forme C(KDel,Z/2Z, ∂Del) des collections topologiques de Delaunay sur l’ensemble
P .
Le pre´dicat predDel. Il en de´coule le type des collections de Delaunay DelP (Val) a` valeurs
dans Val et dont le support est donne´ par les points P . Soit d ∈ C(KDel,AbelZ/2Z(Val)) :
predDel(d)⇔
{
∀p ∈ P d(p) = 1.v avec v ∈ Val
∀e ∈ KDel1 d(p) = 0AbelZ/2Z(Val)
Finalement, on de´ﬁnit DelP (Val) = T (K
Del,Z/2Z, ∂Del,Val, predDel), le type des collections de
Delaunay sur P .
Notation. En pratique, une collection de Delaunay est ge´ne´re´e a` partir d’un ensemble ou d’une
se´quence d’e´le´ments de Val qui de´corent les sommets, et d’une fonction qui calcule l’ensemble P
en fonction de ces valeurs. Soit une telle fonction f : Val → Rn, et une se´quence l ∈ Seq(Val)
de longueur N . Soit P = {f(l(i)) ∈ Rn | 0 ≤ i < N}, l’ensemble des positions engendre´es par l
et f . On note Delaunayf (l), la collection de DelP (Val) engendre´e par l et f :
Delaunayf (l) =
N−1∑
i=0
(1.f(l(i))).l(i)
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4.2.5 Les collections GBF
Ces collections newtoniennes proposent un voisinage re´gulier entre les e´le´ments qui la com-
posent. Ce voisinage est ge´ne´re´ par l’utilisation d’un groupe G ﬁniment engendre´ par un en-
semble de de´placements e´le´mentaires D = {d1, . . . , dn}. Partant d’une position d’origine choisie
arbitrairement, toutes les autres positions sont atteignables suivant une suite de de´placements
e´le´mentaires D.
Le complexe KGbf . Les positions sont donc repre´sentables par les e´le´ments du groupe G
lui-meˆme. Chaque position est directement voisine de 2n autres positions, suivant les directions
e´le´mentaires de D, ainsi que leurs oppose´es. On peut alors construire un graphe de voisinage
KGbf fonde´ sur ces conside´rations :
KGbf0 = G
KGbf1 = G×D
Chaque arc (g, d) ∈ G× d a donc deux faces : g et g +G d.
La forme C(KGbf ,Z, ∂Gbf ). Un arc (g, d) de KGbf1 est naturellement oriente´ de la position g
a` la position g +G d. On de´ﬁnit donc l’ope´rateur de bord :
∂Gbf0 (g) = 0
∂Gbf1 ((g, d)) = (g +G d)−C0(KGbf ,Z) g
pour de´ﬁnir la forme C(KGbf ,Z, ∂) des collections GBF sur G.
Le pre´dicat predGbf . Soit c ∈ C(KGbf ,AbelZ(Val)), un GBF sur le groupe de de´placements
G
predGbf (c)⇔
{
∀p ∈ G ∃v ∈ Val, c(p) = 1.v ∨ c(p) = 0AbelZ(Val)
∀p ∈ KGbf1 c(p) = 0AbelZ(Val)
Finalement, on de´ﬁnit GbfG(Val) = T (K
Gbf ,Z, ∂Gbf ,Val, predGbf ), le type des collections GBF
sur G.
5 La collection topologique universelle
Avec les exemples pre´ce´dents, on distingue diffe´rents types de collections topologiques ; ces
types ont e´te´ mis en place dans l’interpre`te du langage. Cependant, pour alle´ger la de´finition de
la se´mantique du mini-langage MGS que nous proposons dans le chapitre 4, nous ne conside´rons
qu’une forme ge´ne´rale de collections topologiques pre´sente´e dans cette section.
Ce type de collection topologique est universel dans le sens ou` les exemples pre´sente´s pre´ce´dem-
ment en font partie. La description ci-dessous a pour but la de´finition des ope´rations de construc-
tion des collections topologiques ainsi que l’introduction de quelques notations pour la se´mantique.
5.1 Ensemble des positions et complexe cellulaire
Le point de de´part de la de´finition des collections topologiques est la construction des com-
plexes cellulaires qui les supportent. Le chapitre d’introduction au langage MGS (chapitre 2)
de´crit les collections comme des fonctions de´corant un espace de positions repre´sente´ par un
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complexe cellulaire abstrait. La terminologie utilise´e dans cette introduction parle de positions
plutoˆt que de cellules topologiques.
Les collections topologiques universelles sont construites sur un ensemble de positions uni-
verselles :
De´finition 15 (Ensemble des positions S0) Soit S0, un ensemble arbitraire de symboles. S0
est l’ensemble des positions universelles.
Cet ensemble est exempt de toute organisation topologique : les positions de S0 n’ont pas de
dimension intrinse`que et ne sont lie´es par aucune relation d’incidence. En effet, ces notions sont
de´finies par les complexes cellulaires eux-meˆmes. Soit S ⊂ S0, on de´finit un complexe cellulaire
sur S comme un triplet K = (S,≺, dim) ve´rifiant les conditions de transitivite´ et de monotonie
(AC1 et AC2) de la de´finition 3 page 69. Nous dirons d’un tel complexe qu’il est construit sur
S0. Nous notons K l’ensemble des complexes cellulaires abstraits construits sur S0.
Notations. Les e´le´ments de S0 n’ont un sens re´el que dans le contexte d’un complexe cellulaire
K ∈ K. Aussi, une position n’est plus conside´re´e comme un simple e´le´ment de S0, mais comme un
couple (σ,K) ou` σ ∈ K. Pour simplifier cette e´criture, nous employons la notation σK rappelant
le complexe cellulaire K auquel appartient σ. En notant S = S0 × K, nous e´crirons toujours
σK ∈ S, l’exposant e´tant une annotation explicitant le contexte dans lequel la position σ est
utilise´e.
Ce point du vue, de´finissant de fac¸on totalement explicite les cellules topologiques sans
re´fe´rence a` aucune dimension et sans incidence pre´de´finie, n’est pas usuel. Classiquement, une
cellule topologique n’existe que dans un et un seul complexe cellulaire. Ici, on peut manipuler
deux complexes cellulaires K et K′ partageant une cellule σ ∈ S, dans lesquels les cellules
incidentes a` σ sont diffe´rentes. L’avantage d’une telle e´criture est de faciliter l’expression des
modifications topologiques dans les complexes cellulaires. En effet, il suffit de remplacer une sous-
partie d’un complexe par une autre pour en modifier la topologie localement, sans toucher au
reste du complexe ; l’incidence liant les cellules qui ne sont pas mises en jeu dans la modification
topologique reste inchange´e. En revanche, il est ne´cessaire a` tout moment de pre´ciser dans quel
complexe K une cellule est conside´re´e, d’ou` la notation σK.
5.2 Ge´ne´ration des positions
Afin de construire incre´mentalement les collections topologiques, on utilise un ge´ne´rateur de
positions retournant une position fraˆıche de S (c’est-a`-dire qui n’a pas encore e´te´ utilise´e pour
construire une autre collection topologique).
De´finition 16 (La fonction posGen) La fonction posGen construit une nouvelle cellule topo-
logique σK a` partir d’un entier n, la dimension de σ dans K, et la liste de ses pre´de´cesseurs et
de ses successeurs dans K :
posGen : Z× Seq(S)× Seq(S) → S
(n, [. . . ;σKii ; . . . ], [. . . ;σ
′K
′
j
j ; . . . ]) #→ σ
K
ou`
K = K0 ∪ · · · ∪ Ki ∪ · · · ∪ K
′
j ∪ . . .
avec K0 = (S,≺
∗, dim) ou`
• S = {σ} ∪ {. . . , σi, . . .} ∪ {. . . , σ
′
j , . . .}
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• ≺∗ est la fermeture transitive de la relation suivante :
{. . . , (σi ≺ σ), . . .} ∪ {. . . , (σ ≺ σ
′
j), . . .}
• la fonction dim est de´finie par ∀τ ∈ S :
dim(τ) =

n si τ = σ
dimi(τ) si ∃i, τ = σi
dim′j(τ) si ∃j, τ = σ
′
j
Cette de´finition demande quelques pre´cisions. Nous nous plac¸ons dans le contexte ou` l’on cherche
a` ge´ne´rer une nouvelle cellule topologique. On donne a` cette cellule une dimension n, une
se´quence de cellules de dimensions infe´rieures qui lui seront incidentes [. . . ;σKii ; . . . ], et une
se´quence de cellules de dimensions supe´rieures qui lui seront e´galement incidentes [. . . ;σ′
K′j
j ; . . . ].
Les futures cellules incidentes sont prises chacune dans le contexte d’un complexe cellulaire. Soit
σ ∈ S0, une cellule fraˆıche qui n’a pas encore e´te´ utilise´e pour construire un complexe cellu-
laire abstrait. D’apre`s les arguments de la fonction, la cellule σ est utilise´e dans le cadre d’un
complexe cellulaire ou` sa dimension est n et est incidente aux cellules σi et aux cellules σ
′
j . Un
complexe cellulaire K0 ∈ K est de´fini pour spe´cifier ces informations. Finalement, les complexes
Ki et K
′
j contenant les cellules σi et les cellules σ
′
j , ainsi que le complexe K0 sont unis pour ne
former qu’un seul complexe K. C’est dans ce complexe que σ sera utilise´e, d’ou` le retour σK ∈ S
de la fonction posGen.
Cette fonction n’est e´videmment de´finie que si K est de´fini, c’est-a`-dire que les e´le´ments de
l’union ve´rifient deux a` deux la condition UC1. On de´finit donc un pre´dicat ve´rifiant l’applica-
bilite´ de posGen.
De´finition 17 (La fonction predGen) Le pre´dicat predGen ve´rifie que le calcul
posGen(n, [. . . ;σKii ; . . . ], [. . . ;σ
′K′j
j ; . . . ])
est bien de´fini si :
predGen(n, [. . . ;σKii ; . . . ], [. . . ;σ
′K′j
j ; . . . ]) =
∀i1, i2 τ ∈ Ki1 ∩ Ki2 ⇒ dim
Ki1 (τ) = dimKi2 (τ)
∧ ∀j1, j2 τ ∈ K
′
j1
∩ K′j2 ⇒ dim
K′j1 (τ) = dim
K′j2 (τ)
∧ ∀i, j τ ∈ Ki ∩ K
′
j ⇒ dim
Ki(τ) = dimK
′
j (τ)
∧ ∀i n > dimKi(σi)
∧ ∀j n < dimK
′
j (σ′j)
Si une cellule τ apparaˆıt dans deux complexes cellulaires, elle doit y avoir la meˆme dimension.
De plus, les cellules σi (resp. des σ
′
j) e´tant spe´cifie´es comme infe´rieures (resp. supe´rieures) au
sens de la relation d’incidence dans le complexe cellulaire ge´ne´re´, la condition de monotonie des
complexes cellulaires impose que la cellule σ cre´e´e soit de dimension supe´rieure a` σi (resp. de
dimension infe´rieure a` σ′j).
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5.3 Ensemble des collections topologiques
Finalement, partant de l’ensemble de positions abstraites S0 avec l’ensemble des complexes
cellulaires de K, et en notant Val l’ensemble des valeurs qu’on souhaite manipuler, les collections
topologiques sur Val sont des e´le´ments de T (K,Z, ∂,Val, pred) tels que :
• K ∈ K est un complexe construit sur S0,
• on utilise le groupe Z et l’ope´rateur de bord ∂ de´finis dans le cadre du transport de valeurs
entre les cellules de K,
• le pre´dicat pred accepte tous les e´le´ments de C(K,Z).
On de´finit alors l’ensemble des collections topologiques universelles a` valeur dans un ensemble
arbitraire Val par :
CollType(Val) =
⋃
K∈K
T (K,Z, ∂,Val, pred)
Notation. De fac¸on ge´ne´rale, les collections sont de´note´es par la variable C. Comme pour les
cellules topologiques, la notation CK signifie que la collection C est construite sur le complexe
cellulaire K ; il s’agit d’une information supple´mentaire donne´e sous la forme d’une annotation,
qui permet de pre´ciser le complexe cellulaire sur lequel est construit C, et non un ope´rateur
particulier.
Pour de´noter une modification du domaine d’une collection, on utilise l’ope´rateur ↓.
De´finition 18 (L’ope´rateur ↓) Soient CK ∈ CollType(Val) une collection topologique a` valeur
dans un ensemble arbitraire Val, et K′ ∈ K un complexe cellulaire abstrait. L’e´criture CK↓K′
de´finit une nouvelle collection de CollType(Val) telle que ∀σ ∈ K′ :
C ′K
′
(σ) = (CK↓K′)(σ) =
{
CK(σ) si σ ∈ K ∩ K′
0Abel(Val) sinon
L’ope´rateur ↓ modifie le domaine d’une collection topologique pour un nouveau complexe cellu-
laire abstrait de K.
La concate´nation de deux collections topologiques est donne´e par l’ope´rateur d’addition :
De´finition 19 (Concate´nation de collections topologiques) Soient CK11 et C
K2
2 deux col-
lections topologiques de CollType(Val). La concate´nation de CK11 et C
K2
2 , note´e C
K1
1 +C
K2
2 , de´finit
une nouvelle collection topologique telle que :
CK11 + C
K2
2 = C
K1
1 ↓(K1 ∪ K2) +C(K1∪K2,Abel(Val)) C
K2
2 ↓(K1 ∪ K2)
Les changements de topologie sont alors de´crits de fac¸on concise. Soit CK une collection
topologique dans laquelle on filtre la sous-collection restreinte au sous-complexe K′ ⊂ K, pour
la remplacer par la collection C ′K
′′
. La modification de topologie est donne´e par :
CK↓(K − SK
′
) + C ′K
′′
6 Substitution dans les collections topologiques et re´e´criture de
graphe
Un des objectifs de la formalisation que nous venons de pre´senter est de simplifier la de´finition
de la reconstruction des collections. Dans le cadre de la re´e´criture de terme ou de graphe, cette
92 Chapitre 3 - Collections topologiques
reconstruction correspond a` un me´canisme de substitution. Ce me´canisme est re´pute´ difficile
a` implanter en toute ge´ne´ralite´ dans le cadre des graphes. Les graphes e´tant des complexes
cellulaires particulier de dimension 1, il est inte´ressant de comparer notre approche avec celle de
la re´e´criture de graphe.
6.1 Re´e´criture de graphe
Un graphe est de´fini a` partir d’un ensemble de sommets, d’un ensemble d’arcs et d’une
fonction attribuant a` chaque arc ses sommets8 :
De´finition 20 (Graphe) Un graphe est un triplet 〈V,E, att〉 compose´ d’un ensemble V de
sommets, d’un ensemble E d’arcs et d’une fonction att : E→ V∗ donnant pour chaque arc e ∈ E
l’ensemble des sommets att(e) incidents a` cet arc.
La re´e´criture de graphe est fonde´e sur les notions de morphisme de graphes et de pushout
(approche du double pushout [EPS73]).
Morphisme de graphes et pushout. Intuitivement, un morphisme de graphes est une fonc-
tion d’un graphe dans un autre :
De´finition 21 (Morphisme de graphes) Soient deux graphes G = 〈VG,EG, attG〉 et H =
〈VH ,EH , attH〉. Un morphisme de graphes g : G #→ H consiste en deux fonctions gV : VG → VH
et gE : EG → EH tels que :
VG
gV
²²
VH
V∗G
g∗V
²²
EG
attGoo
gE
²²
V∗H EHattH
oo
Un morphisme de graphe g est un isomorphisme si les fonctions gV et gE sont des bijections.
De´finition 22 (Pushout) Soit le diagramme qui commute suivant :
A
²²
// B
²²
C // D
ou` les lettres A, B, C et D sont des graphes et les fle`ches repre´sentent des morphismes entre
ces graphes. Ce diagramme est un pushout si pour tous morphismes B → D′ et C → D′, tel que
A→ B → D′ = A→ C → D′
il existe un unique morphisme D → D′ tels que les diagrammes (1) et (2) suivants commutent :
A
²²
// B
²²
(1)
³³
C //
(2)
//
D
ÃÃ
A
A
A
A
A
A
A
A
D′
8On note que, dans cette de´finition, le nombre de sommets associe´s a` un arc n’est pas limite´ a` deux. On appelle
alors hyper-graphes les graphes dont certains arcs, appele´s hyper-arcs, posse`dent un nombre de sommets diffe´rents
de 2.
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L K R
HG D
r =
g
Fig. 8 – Exemple de re´e´criture de graphe : L est la partie gauche de la re`gle spe´cifiant la forme du
sous-graphe transforme´, R est la partie droite de la re`gle de´crivant ce par quoi il est remplace´,
et K correspond aux e´le´ments communs des graphes L et R. G est le graphe a` transformer.
Le sous-graphe entoure´ en pointille´s est isomorphe (par g) a` L. D et H correspondent a` la
transformation du sous-arc se´lectionne´ par L, en K et R.
Re´e´criture de graphes. Les re`gles de re´e´criture de graphe se pre´sentent sous la forme de
triplets 〈L← K → R〉 signifiant intuitivement que l’on souhaite supprimer le sous-graphe L−K
pour le remplacer par R −K. Le sous-graphe L repre´sente la partie filtre´e du graphe, le sous-
graphe K la partie de L qui est conserve´e par la re`gle, et R les objets (arcs et sommets) cre´e´s
par la re`gle et lie´s aux e´le´ments de K.
Un pas de transformation G ⇒ H correspond a` l’application d’une re`gle. Soient r = 〈L ←
K → R〉 une re`gle et g : L → G un morphisme injectif. Alors G est transforme´ en H par
l’application de la re`gle r filtrant une sous-partie de G par g, si et seulement s’il existe deux
pushouts tels que :
L
²²
Koo
²²
// R
²²
G Doo // H
La figure 8 de´crit une transformation de graphe.
6.2 Transformation de graphe versus re´e´criture de graphe
La notion de transformation se rapproche de la notion de re´e´criture [DJ90, Der93], ou plus
exactement de syste`me de re´duction. Un syste`me de re´duction abstrait [Iba˘04, chapitre 4] est
une paire (T ,→) forme´ d’une ensemble T , appele´ son domaine, et d’une relation binaire →
sur T . Une transformation T spe´cifie un syste`me de re´duction : T correspond a` l’ensemble des
collections topologiques d’un type donne´e (i.e. ou` la relation de voisinage est de´finie de manie`re
uniforme) et la relation → est de´finie par C → T (C).
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Un syste`me de re´duction abstrait permet d’abstraire plusieurs notions de re´e´criture. Nous
avons vu que les graphes correspondaient a` un cas particulier de collection topologique. Cepen-
dant, une transformation ne correspond a` aucune notion classique de re´e´criture de graphe. En
effet, l’application d’une re`gle peut changer le voisinage d’un e´le´ment x qui n’est pas filtre´ par
cette re`gle.
Par exemple la substitution topologique des graphes de Delaunay renvoie un graphe dont la
relation de voisinage n’est pas fonction de la relation de voisinage sur la collection en argument.
Les sche´mas ci-dessous illustrent bien ceci. Le sche´ma de gauche repre´sente la collection en
argument. Le chemin filtre´ est entoure´ de pointille´s (ici, une seule position).
Le « de´placement » de l’e´le´ment filtre´ fait que deux e´le´ments de la collection initiale y e´tant
voisins mais n’e´tant pas voisins de l’e´le´ment filtre´ ne sont plus voisins dans la collection renvoye´e.
Sur le sche´ma de droite, on peut voir qu’une areˆte n’e´tant pas lie´e a` l’e´le´ment filtre´ a disparu.
Cet exemple montre la difficulte´ d’utiliser les substitutions topologiques dans le cadre habituel
de la re´e´criture de graphe [Cou93].
Cependant, les patches, une forme particulie`re de transformation que nous de´crivons dans ce
document, correspondent a` une certaine forme de re´e´criture de graphe quand ils sont applique´s
a` des collections de dimension 1.
Les recherches mene´es dans le domaine de la re´e´criture se focalisent surtout sur les liens entre
re´e´criture et the´orie e´quationnelle avec des proble´matiques comme la terminaison, la confluence,
la recherche de paire critique ou d’ordre bien fonde´, la comple´tion, etc.
Dans notre contexte, nous nous inte´ressons a` la manipulation de ces transformations pour
simuler le caracte`re dynamique de la structure des (SD)2. Si les transformations permettent de
de´finir de nouveaux me´canismes de re´e´criture, ces me´canismes sont pour nous utiles pour la
programmation et trouvent de nombreuses applications, comme le montrent les exemples de la
partie III. L’e´tude de ces me´canismes du point de vue de la re´e´criture est ne´anmoins un travail
a` effectuer, une perspective inte´ressante qui de´passe cependant le cadre de cette the`se.
7 Bilan
Dans ce chapitre, nous nous sommes concentre´s sur la de´finition d’un formalisme permettant
la repre´sentation de n’importe quel type de structure de donne´es. Nous nous sommes penche´s
dans un premier temps sur les besoins requis par la simulation de syste`mes dynamiques a` struc-
ture dynamique. Nous nous sommes ensuite inspire´s des outils et formalismes e´labore´s dans le
cadre de la CAO, de l’infographie et de la mode´lisation de solides qui re´pondent en partie a`
nos besoin, pour de´velopper la notion de complexe de chaˆıne, a` la base de la formalisation des
collections topologiques. Nous avons illustre´ ce formalisme par des exemples de structures de
donne´es standards conside´re´es du point de vue formel des collections topologiques. Finalement,
nous avons e´labore´ une forme universelle de collection que nous utiliserons dans les chapitres
suivants.
En nous inte´ressant aux chaˆınes topologiques, sans exprimer de contrainte particulie`re, nous
avons cre´er une structure de donne´es « universelle » qui permet de repre´senter n’importe quelle
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chaˆıne, a` un renommage pre`s des cellules. Ce chapitre a mis en avant un important effort
the´orique pour aboutir a` ce re´sultat. Il est important d’en distinguer les apports pour com-
prendre l’inte´reˆt de notre de´marche :
• En utilisant la notion de chaˆıne topologique, nous avons formalise´ les collections topolo-
giques comme des fonctions associant les e´le´ments d’un groupe particulier, AbelG(Val),
a` un espace discret compose´ de briques atomiques, les cellules topologiques. L’inte´reˆt de
l’utilisation des chaˆınes et non d’une simple fonction de l’ensemble des cellules topologiques
dans un ensemble arbitraire de valeur Val est double :
1. L’ensemble Abel(Val) permet de manipuler des « multi-ensembles » ge´ne´ralise´s de
valeurs, c’est-a`-dire ou` les e´le´ments peuvent apparaˆıtre avec des occurrences ne´gatives.
Ceux-ci correspondent a` la forme de repre´sentation la plus laˆche d’une fonction de
collision. En effet, par la structure de groupe que nous avons associe´e a` Abel(Val),
les collisions de valeurs pendant les transports (formalise´s par l’ope´rateur de bord ∂)
se re´sument a` l’insertion dans ce multi-ensemble de nouveaux e´le´ments. Il suffit donc
d’exprimer la fonction de collision comme un morphisme de Abel(Val) vers l’ensemble
qu’il semble inte´ressant d’utiliser : Abel(Val) contient toutes les informations a` la
gestion des collisions. Enfin, la de´finition du produit tensoriel Abel(Val)⊗G permet
de ge´rer les collisions dans un cadre ou` le transport est contraint par les e´le´ments du
groupe G, et cela en conservant uniquement les informations ne´cessaires pour ne pas
introduire de redondance.
Du point de vue de l’implantation, nous avons e´vite´ de manipuler les e´le´ments de
Abel(Val), en ge´rant les collisions au cas par cas (notamment pour l’e´tape de recons-
truction des transformations) afin d’eˆtre plus efficaces. Cela nous semble a` pre´sent
inutile. En effet, un e´le´ment de Abel(Val) peut eˆtre repre´sente´ par une table d’asso-
ciations applicative ou une table de hachage associant a` un e´le´ment v ∈ Val un entier
relatif. Nous avons e´galement montre´ qu’un produit tensoriel Abel(Val)⊗G pouvait
eˆtre identifie´ aux e´le´ments de AbelG(Val). La` encore, l’implantation est satisfaite par
une table de hachage associant aux e´le´ments de Val un e´le´ment de G.
2. La topologie alge´brique permet d’une part l’e´tude de la topologie des espaces par
une repre´sentation alge´brique, mais permet e´galement de de´finir un calcul diffe´rentiel
discret sur les objets qu’elle manipule. La de´finition des chaˆınes en est la premie`re
e´tape. Il semble inte´ressant de prolonger ce que nous avons commence´ dans ce chapitre
en e´tudiant le calcul diffe´rentiel discret et comment celui-ci peut s’interpre´ter pour la
simulation de syste`mes dynamiques. Nous ne poursuivons pas plus ces propos, ceux-ci
e´tant l’objet du chapitre 6.
• Le langage MGS e´tant de´die´ a` la simulation des syste`mes dynamiques a` structure dyna-
mique, nous avons de´fini l’ensemble des concepts pre´sente´s dans ce chapitre pour simplifier
la formalisation des modifications topologiques. Les collections topologiques universelles
ont e´te´ de´veloppe´es dans ce sens. Quatre ope´rations e´le´mentaires simples permettent d’une
part de de´finir les collections et d’autre part d’en modifier la topologie :
1. La fonction posGen permet de cre´er une nouvelle cellule topologique fraˆıche, construi-
sant automatiquement le complexe cellulaire dans lequel cette cellule doit eˆtre consi-
de´re´e.
2. Les sommes formelles repre´sentant les collections permettent d’associer une valeur v
de Val a` une cellule σ ge´ne´re´e par posGen : InjVal(v).σ, ou plus simplement v.σ.
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3. L’ope´rateur ↓ autorise la modification du domaine de de´finition, et donc de la struc-
ture, d’une collection topologique.
4. La concate´nation permet de fusionner deux collections, construisant alors l’union des
complexes cellulaires qui les supportent.
Ces quatre ope´rations sont suffisantes pour spe´cifier des modifications topologiques et
de´finir ainsi une se´mantique des transformations comme nous le voyons chapitres 4 et 5.
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Dans ce chapitre, nous donnons une se´mantique naturelle d’un sous-ensemble du langage
MGS tel qu’il a e´te´ pre´sente´ chapitre 2. Cette se´mantique de´crit formellement les manipulations
qu’autorisent les transformations, une forme de re´e´criture locale, sur les collections topologiques.
Le sous-ensemble du langage MGS que nous proposons d’e´tudier s’appelle mini-MGS. Il s’agit
d’un langage strict (l’e´valuation d’une application entraˆıne l’e´valuation de tous ses arguments),
non-type´ (le typage du langage MGS a e´te´ e´tudie´ dans [Coh04]) et purement fonctionnel (le
caracte`re impe´ratif des variables globales MGS n’est pas pris en compte). Il permet d’e´tudier les
me´canismes de filtrage et de reconstruction des collections topologiques, ainsi que les strate´gies
d’application de re`gles des transformations MGS. Ce chapitre ne de´montre en aucun cas l’ex-
pressivite´ du langage MGS. En particulier, les primitives telles que neighborfold ne sont pas
introduites dans mini-MGS : leur implantation ne poserait aucune difficulte´ mais surchargerait
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inutilement la pre´sentation des me´canismes sous-jacents au concept de transformation. En re-
vanche, elles seront e´tudie´es dans le chapitre 6.
Nous commenc¸ons par de´finir la grammaire du langage mini-MGS (section 1). Nous donnons
ensuite les domaines dans lesquels les expressions de ce langage sont e´value´es (section 2) pour
ensuite de´crire la se´mantique naturelle du langage a` travers des relations d’e´valuation (associant
une valeur a` une expression mini-MGS) de´finies par induction sur les constructions des pro-
grammes mini-MGS (section 3). Afin d’illustrer nos propos, nous donnons d’une part quelques
exemples qui jalonnent ces diffe´rentes sections et d’autre part trois exemples plus e´labore´s (sec-
tion 4) montrant les me´canismes mis en œuvre lors de modifications topologiques, l’inte´reˆt des
strate´gies d’application des re`gles et l’utilisation de la se´mantique pour l’e´laboration de preuve
sur les programmes mini-MGS.
1 La syntaxe
1.1 La grammaire
La syntaxe du langage mini-MGS est donne´e par la grammaire 1 ou` n ∈ Z, f ∈ F sont les flot-
tants standards (norme IEEE 754 [Gol91]), s ∈ S un ensemble de symboles, et x ∈ X l’ensemble
des identificateurs du langage. On utilise e´galement un ensemble e´tendu d’identificateurs, note´
X et de´fini par :
X = X ∪ {^x | x ∈ X}
Ainsi, ^x n’est pas une construction syntaxique, mais un e´le´ment de X .
La grammaire 1 de´finit sept ensembles :
1. C : l’ensemble des constantes de´note´es1 par la variable cte ;
2. F : l’ensemble des symboles de fonctions pre´de´finies de´note´s par la variable fct ;
3. Σ : l’ensemble des expressions de´note´es par la variable e ;
4. Γ : l’ensemble des re`gles de transformations de chemins de´note´es par γ ;
5. M : l’ensemble des motifs de chemins de´note´s par µ ;
6. Ψ : l’ensemble des re`gles de patches de´note´es par ψ ;
7. Π : l’ensemble des motifs de patches de´note´s par pi.
Les constructions syntaxiques de cette grammaire correspondent aux descriptions informelles
suivantes :
• Les constantes cte du langage sont les entiers, les flottants, les boole´ens (on note B =
{true, false} l’ensemble des boole´ens), les symboles (construits en pratique sur l’expression
re´gulie`re ‘(a-zA-Z)(a-zA-Z0-9)*), la valeur particulie`re <undef> et la collection topo-
logique vide note´e {||}. En plus de ces constantes, quelques fonctions pre´de´finies sont
disponibles :
– PosGen : une fonction a` trois variables pour ge´ne´rer de nouvelles positions fraˆıches pour
construire les collections topologiques (voir la fonction posGen du chapitre 3 page 89) ;
– Extension : une fonction a` deux variables associant une valeur a` une position. La
notation infixe suivante sera utilise´e :
{| e1 @ e2 |} ≡ Extension(e1)(e2)
1Si la variable x de´note une certaine sorte de donne´es, il en va de meˆme pour les variables x0, x1, . . . et x
′, x′′, . . .
1 - La syntaxe 99
C
cte ::= n | f | true | false | s | <undef> | {||} | fct
F
fct ::= PosGen | Extension | Concat | Cons | . . .
Σ
e ::= cte
| x
| ^x
| e(e)
| e<e, e>(e)
| λx·e
| if e then e else e
| trans<x,x>{ . . . ; γ ; . . . }
| patch{ . . . ; ψ ; . . . }
Γ
γ ::= µ⇒ e
M
µ ::= | cte
| µ, µ | µ as x | µ / e | µ | µ | µ \/ µ | µ*
Ψ
ψ ::= pi ⇒ e
Π
pi ::= x:[ dim = e, e in faces, e in cofaces, e ]
| ~x:[ dim = e, e in faces, e in cofaces, e ]
| pi pi
Gram. 1: Grammaire du langage mini-MGS
Cette expression construit une collection topologique ou` la cellule issue de l’e´valuation
de e2 est de´core´e par la valeur de e1 ;
– Concat : une fonction a` deux variables concate´nant deux collections topologiques. La
notation infixe suivante sera utilise´e :
e1, e2 ≡ Concat(e1)(e2)
Les expressions e1 et e2 doivent e´valuer deux collections topologiques. Ainsi pour cons-
truire un arc reposant sur deux sommets, le premier e´tant de´core´ par l’entier 1, le second
par l’entier 2 et l’arc lui-meˆme par le symbole ‘edge, on e´crit :
let v1 = PosGen 0 [] [] in
let v2 = PosGen 0 [] [] in
let e = PosGen 1 [v1;v2] [] in
{| 1 @ v1 |}, {| 2 @ v2 |}, {| ‘edge @ e |}
– Cons : une fonction a` deux variables inse´rant un e´le´ment en teˆte d’une se´quence. On
utilisera e´galement la notation :: standard :
e1 :: e2 ≡ Cons(e1)(e2)
Les listes sont construites a` partir de la collection vide {||} (que l’on e´crit e´galement []
dans le cadre des se´quences) et du constructeur :: usuel, comme en OCaml. On utilisera
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dans les exemples le sucre syntaxique [e1,...,en] pour
e1 :: ( . . . :: (en :: []). . . )
Pour distinguer les e´le´ments de la syntaxe et les valeurs e´value´es, on les e´crit en utilisant
la police courier. Par exemple, la constante 1.0 s’e´value en la valeur 1.0.
• Les variables du langage sont de la forme x ou ^x.
• Deux formes d’application existent en mini-MGS. La premie`re est l’application standard
pour les λ-expressions et les patches. La seconde est re´serve´e a` l’application des trans-
formations de chemins ; deux arguments supple´mentaires sont utilise´s pour spe´cifier les
parame`tres n et p du 〈n, p〉-voisinage. Soit c une variable de´notant une collection topolo-
gique, P(c) applique a` la collection c le patch associe´ a` la variable P, et T<0, 1>(c) applique
a` c la transformation associe´e a` T en utilisant le 〈0, 1〉-voisinage.
• Les fonctions sont de´finies en utilisant les λ-expressions. La de´claration de variable locale
n’est pas donne´e dans la grammaire. En effet, une construction telle que le let ... in ...
correspond a` l’application d’une λ-expression. Cependant, une telle construction est utilise´e
dans nos exemples, simplifiant grandement la syntaxe. Ce sucre syntaxique est de´fini par
l’e´quivalence suivante :
let x = e1 in e2 ≡ (λx·e2)(e1)
• Aucune construction syntaxique n’est fournie dans notre grammaire pour de´finir des fonc-
tions re´cursives. En effet, il est possible de les de´clarer a` l’aide d’un ope´rateur de point
fixe de´fini directement par l’utilisateur. En conside´rant que la se´mantique qui sera donne´e
dans la suite de ce chapitre implante un e´valuateur strict et non-type´, il est par exemple
possible de de´finir la fonction factorielle de la fac¸on suivante :
let U = \f·(f(f)) in
let factfn = \f·(\n·(if (n<=1)
then 1
else n * (U(f))(n-1)
))
in
let fact = U(factfn) in
fact(3) ;;
L’ope´rateur de point fixe U est adapte´ a` une e´valuation stricte2 et non-type´e.
• La conditionnelle est assure´e par la construction standard if...then...else....
• Une transformation de chemins est de´finie a` l’aide du mot cle´ trans. Les variables n
et p re´fe`rent aux parame`tres du voisinage utilise´. Les motifs de chemin sont construits
inductivement avec le joker et les constantes pour filtrer des e´le´ments isole´s, la virgule
pour concate´ner deux chemins, le choix entre deux chemins, . . . (voir le chapitre 2 page 49
pour une description informelle des motifs de chemin).
• Les patches sont de´finis a` l’aide du mot cle´ patch. Les motifs permettent de filtrer une
liste non-vide d’e´le´ments, certains e´tant consomme´s et les autres non par le filtrage (voir
le chapitre 2 page 52 pour une description informelle des motifs de patch).
Ces explications sont formellement de´finies par la se´mantique construite dans la suite de ce
chapitre.
2L’ope´rateur non-type´ plus standard Y=λf·(λx·f(x(x)))(λx·f(x(x))) ne convient pas a` un cadre strict.
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1.2 Validite´ des expressions de Σ
Toutes les expressions de l’ensemble Σ ne correspondent pas a` des programmes mini-MGS
valides. Par exemple, pour que l’e´valuation puisse aboutir, on demande que toutes les variables
utilise´es dans un programme soient lie´es. De plus, concernant les motifs, la de´finition de variables
de filtre suit des re`gles strictes. Les fonctions et pre´dicats de´finis dans la suite de cette section
permettent de de´terminer si une expression est valide en ce qui concerne les variables ; ils ne
permettent pas en revanche de de´terminer si une expression est bien type´e. Le lecteur inte´resse´
par le typage des programmes MGS se re´fe´rera a` [Coh04].
1.2.1 Les variables libres
Nous commenc¸ons par de´finir une fonction qui calcule l’ensemble des variables libres d’une
expression de Σ. L’ensemble des variables de filtre d’un motif e´tant ne´cessaire a` ce calcul, une
seconde fonction est donne´e pour construire l’ensemble des variables lie´es d’un motif.
De´finition 23 (Les fonctions Libre et Liee) Les fonctions3
LibreΣ : Σ→ P(X )
LibreΓ : Γ→ P(X )
LibreM : M→ P(X )
LibreΨ : Ψ→ P(X )
LibreΠ : Π→ P(X )
calculent respectivement l’ensemble des variables libres d’une expression, d’une re`gle de 〈n, p〉-
transformation, d’un motif de chemin, d’une re`gle de patch et d’un motif de patch.
Les fonctions
LieeM : M→ P(X )
LieeΠ : Π→ P(X )
calculent respectivement les variables de filtre des motifs de chemin et de motifs de patch.
Ces fonctions mutuellement re´cursives sont de´finies inductivement sur la grammaire des expres-
sions :
LibreΣ(cte) = ∅
LibreΣ(x) = {x}
LibreΣ(^x) = {^x}
LibreΣ(e1(e2)) = LibreΣ(e1) ∪ LibreΣ(e2)
LibreΣ(e1<e2, e3>(e4)) =
⋃
i
LibreΣ(ei)
LibreΣ(λx·e) = LibreΣ(e)− {x}
LibreΣ(if e1 then e2 else e3) = LibreΣ(e1) ∪ LibreΣ(e2) ∪ LibreΣ(e3)
LibreΣ(trans<n,p>{ . . . ; γi ; . . . }) =
⋃
i
LibreΓ(γi)− {n, p, self}
LibreΣ(patch{ . . . ; ψi ; . . . }) =
⋃
i
LibreΨ(ψi)− {self}
Les transformations de chemins et les patches lient la variable self a` la collection sur laquelle
ils s’appliquent ; en effet, cette variable se re´fe`re a` l’argument de la transformation lorsque celle-
ci est applique´e. Pour les 〈n, p〉-transformations, les deux variables n et p faisant re´fe´rence aux
dimensions utilise´es pour le voisinage sont e´galement lie´es. L’appel a` LibreΓ et a` LibreΨ permet
de de´terminer les variables libres des re`gles γi et ψi des transformations de chemin et des patches.
LibreΓ(µ⇒ e) = LibreM(µ) ∪ (LibreΣ(e)− LieeM(µ))
3Soit E un ensemble, P(E) de´note les parties de E.
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LibreΨ(pi ⇒ e) = LibreΠ(pi) ∪ (LibreΣ(e)− LieeΠ(pi))
Pour chaque re`gle, les variables libres sont les variables libres des parties gauches, auxquelles
s’ajoutent les variables libres de l’expression en partie droite prive´es des variables de filtre de´finies
dans le motif. Les fonctions LibreM et LieeM (resp. LibreΠ et LieeΠ) calculent les variables
libres et les variables de filtre des motifs de chemin (resp. des motifs de patch).
LibreM( ) = ∅
LibreM(cte) = ∅
LibreM(µ1, µ2) = LibreM(µ1) ∪ (LibreM(µ2)− LieeM(µ1))
LibreM(µ as x) = LibreM(µ)
LibreM(µ / e) = LibreM(µ) ∪ (LibreΣ(e)− LieeM(µ))
LibreM(µ1 | µ2) = LibreM(µ1) ∪ LibreM(µ2)
LibreM(µ1 \/ µ2) = LibreM(µ1) ∪ (LibreM(µ2)− LieeM(µ1))
LibreM(µ*) = LibreM(µ)
LieeM( ) = ∅
LieeM(cte) = ∅
LieeM(µ1, µ2) = LieeM(µ1) ∪ LieeM(µ2)
LieeM(µ as x) = LieeM(µ) ∪ {x, ^x}
LieeM(µ / e) = LieeM(µ)
LieeM(µ1 | µ2) = ∅
LieeM(µ1 \/ µ2) = LieeM(µ1) ∪ LieeM(µ2)
LieeM(µ*) = ∅
On peut noter que lorsqu’un motif est nomme´ par une variable x, la variable ^x est e´galement
lie´e. En effet, lorsqu’un e´le´ment d’une collection est filtre´, il correspond a` un couple (position,
valeur). Nous avons arbitrairement choisi d’acce´der a` la valeur de l’e´le´ment filtre´ par la variable
donne´e dans le motif, ici x. Ainsi, si le motif x a filtre´ l’e´le´ment (σ, v) d’une collection, l’expression
x+3 s’e´valuera en v+3. L’acce`s a` la position se fait a` l’aide de la variable ^x. L’expression ^x+3
s’e´valuera en σ+3. Un autre point important du calcul des variables lie´es concerne la disjonction
de motifs. En effet, nous statuons ici sur le fait que l’ensemble des variables de filtre d’un motif
µ1 | µ2 est vide car ces de´finitions doivent rester locales. Cette contrainte permet d’e´viter des
re`gles telles que :
a | b => a+b
Puisqu’une seule branche de la disjonction est utilise´e lors du filtrage d’une sous-collection, l’une
des deux variables a ou b n’est pas lie´e. Cette remarque est e´galement vraie pour l’ite´ration de
motif µ*.
Nous proce´dons de la meˆme fac¸on pour de´terminer les variables libres et lie´es des motifs de
patch :
LibreΠ(x:[ dim = e1, e2 in faces, e3 in cofaces, e4 ]) =
⋃
i
LibreΣ(ei)− {x, ^x}
LibreΠ(~x:[ dim = e1, e2 in faces, e3 in cofaces, e4 ]) =
⋃
i
LibreΣ(ei)− {x, ^x}
LibreΠ(pi1 pi2) = LibreΠ(pi1) ∪ (LibreΠ(pi2)− LieeΠ(pi1))
LieeΠ(x:[ dim = e1, e2 in faces, e3 in cofaces, e4 ]) = {x, ^x}
LieeΠ(~x:[ dim = e1, e2 in faces, e3 in cofaces, e4 ]) = {x, ^x}
LieeΠ(pi1 pi2) = LieeΠ(pi1) ∪ LieeΠ(pi2)
Ainsi, nous pouvons de´terminer les variables libres de n’importe quelle expression mini-MGS.
Soit l’expression e suivante
let z = 2 in
trans<n,p>{ as x / (x==y), as y => x+z }
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Les variables libres de cette expression sont re´duites a` l’ensemble :
LibreΣ(e) = {y}
La variable x est lie´e en tant que variable de filtre, la variable z est lie´e a` l’entier 2 par une
de´finition locale, et les variables n et p correspondent a` des arguments de la fonction re´sultant
de la transformation (n et p ne sont pas libres au meˆme titre que la variable x dans l’expression
λx·e). Finalement, la variable y est utilise´e avant sa propre de´finition. Les re´fe´rences en avant
ne sont pas accepte´es dans les motifs du mini-langage Σ. La variable y apparaˆıt tout de meˆme
dans les variables de filtre du motif :
LieeM( as x / (x==y), as y) = {x, ^x, y, ^y}
Comme nous l’avons fait remarquer ci-dessus, l’ensemble des variables lie´es d’un motif ite´re´
µ* est toujours vide. En effet, puisque le motif est une re´pe´tition, les variables de´finies ne peuvent
servir que pour le filtrage de µ. Par exemple, pour le filtre
( as x, as y / x==y)*
les variables x et y n’ont de sens que dans le motif ite´re´. Le motif suivant n’a pas de sens :
( as x)* / x==1
Il est en effet impossible de savoir, parmi toutes les positions filtre´es par x, laquelle doit avoir
comme valeur 1. La variable x n’a pas de sens en dehors de l’ite´ration.
1.2.2 Structure des motifs
Il est indispensable pour des questions de terminaison de l’algorithme de filtrage que les
motifs filtrent au moins un e´le´ment. Les pre´dicats qui suivent permettent de ve´rifier que dans
un motif (de chemin ou de patch) au moins un e´le´ment est consomme´ :
• Pour les transformations de chemin, l’ite´ration de motif permet le filtrage d’un chemin
de longueur nulle ; il faut donc s’assurer qu’un motif de chemin pre´sente au moins un
sous-motif en dehors d’une ite´ration. Par exemple, ( as x)* est interdit, alors que
( as x)*, as y est autorise´, le sous-motif as y e´tant place´ en dehors de toute ite´ration
consomme force´ment un e´le´ment.
• Le proble`me apparaˆıt sous une autre forme pour les motifs de patch. Les patches autorisent
le filtrage sans consommation. Il s’agit d’un me´canisme qui permet d’utiliser la syntaxe des
motifs pour se´lectionner une sous-collection sans que celle-ci ne soit filtre´e : les e´le´ments
filtre´s mais non-consomme´s sont conside´re´s comme non-filtre´s apre`s l’application de la re`gle
(voir chapitre 2 page 52). Nous cherchons a` assurer qu’au moins un e´le´ment est consomme´
par le motif.
On de´finit pour cela les fonctions OkPath et OkPatch.
De´finition 24 (Le pre´dicat OkPath) Le pre´dicat OkPath(µ) est vrai si dans le motif de che-
min µ au moins un e´le´ment est consomme´. Ce pre´dicat a pour signature :
OkPath : M→ B
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Le pre´dicat OkPath est de´fini inductivement sur la construction des motifs de chemin :
OkPath( ) = true
OkPath(cte) = true
OkPath(µ1, µ2) = OkPath(µ1) ∨ OkPath(µ2)
OkPath(µ as x) = OkPath(µ)
OkPath(µ / e) = OkPath(µ)
OkPath(µ1 | µ2) = OkPath(µ1) ∧ OkPath(µ2)
OkPath(µ1 \/ µ2) = OkPath(µ1)
OkPath(µ*) = false
De´finition 25 (Le pre´dicat OkPatch) Le pre´dicat OkPatch(pi) est vrai si dans le motif de
patch pi au moins un e´le´ment est consomme´. Ce pre´dicat a pour signature :
OkPatch : Π→ B
Le pre´dicat OkPatch est de´fini inductivement sur la construction des motifs de patch :
OkPatch(x:[ dim = e1, e2 in faces, e3 in cofaces, e4 ]) = true
OkPatch(~x:[ dim = e1, e2 in faces, e3 in cofaces, e4 ]) = false
OkPatch(pi1 pi2) = OkPatch(pi1) ∨ OkPatch(pi2)
1.2.3 Validite´ des expressions
Voici les diffe´rentes contraintes impose´es aux expressions construites sur la grammaire du
langage mini-MGS :
• Dans une expression, des variables ne peuvent eˆtre utilise´es que si elles sont de´finies (en
d’autres termes, aucune variable libre ne doit apparaˆıtre).
• Dans un motif, il ne peut y avoir qu’une seule de´finition de chaque variable de filtre : les
motifs sont line´aires.
Nous de´finissons un pre´dicat pour ve´rifier cela :
De´finition 26 (Le pre´dicat Correcte) Une expression e est valide si le pre´dicat CorrecteΣ(∅, e)
est vrai. Ce pre´dicat est de´fini a` l’aide des pre´dicats suivants :
CorrecteΣ : P(X )× Σ→ B
CorrecteΓ : P(X )× Γ→ B
CorrecteM : P(X )×M→ B
CorrecteΨ : P(X )×Ψ→ B
CorrecteΠ : P(X )×M→ B
Le premier argument du pre´dicat est un ensemble de variables de X . Il s’agit des variables lie´es
de´finissant le contexte dans lequel la validite´ de l’expression est conside´re´e. Ces pre´dicats sont
de´finis inductivement sur la construction des e´le´ments de Σ.
CorrecteΣ(l, cte) = true
CorrecteΣ(l, x) = {x} ∈ l
CorrecteΣ(l, ^x) = {^x} ∈ l
CorrecteΣ(l, e1(e2)) = CorrecteΣ(l, e1) ∧ CorrecteΣ(l, e2)
CorrecteΣ(l, e1<e2, e3>(e4)) =
∧
i
CorrecteΣ(l, ei)
CorrecteΣ(l, λx·e) = CorrecteΣ(l ∪ {x}, e)
CorrecteΣ(l, if e1 then e2 else e3) =
∧
i
CorrecteΣ(l, ei)
CorrecteΣ(l, trans<n,p>{ . . . ; γi ; . . . }) =
∧
i
CorrecteΓ(l ∪ {n, p, self}, γi)
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CorrecteΣ(l, patch{ . . . ; ψi ; . . . }) =
∧
i
CorrecteΨ(l ∪ {self}, ψi)
Les cas de bases de cette de´finition inductive sont
• d’une part les constantes ne faisant re´fe´rence a` aucune variable, et qui sont par conse´quent
des expressions valides, et
• d’autre part les variables de X : si la variable n’appartient pas au contexte l, elle n’est pas
de´finie, ce qui invalide l’expression.
Dans les cas d’induction, toutes les sous-expressions doivent eˆtre correctes. Le contexte est
augmente´ dans les cas de la λ-expression et des transformations.
Par exemple, les expressions e1 = x::[] et e2 = let x = 2 in x::[] sont respectivement
non-valide et valide dans un contexte vide :
CorrecteΣ(∅, x::[]) = CorrecteΣ(∅, Cons) ∧ CorrecteΣ(∅, x) ∧ CorrecteΣ(∅, [])
= true ∧ false ∧ true
= false
alors que
CorrecteΣ(∅, let x = 2 in x::[]) = CorrecteΣ(∅, (λx·x::[])(2))
= CorrecteΣ(∅, 2) ∧ CorrecteΣ({x}, x::[])
= true
Pour les transformations de chemins et les patches, les pre´dicats CorrecteΓ et CorrecteΨ
sont appele´s re´cursivement sur chaque re`gle :
CorrecteΓ(l, µ⇒ e) = CorrecteM(µ) ∧ OkPath(µ) ∧ CorrecteΣ(l ∪ LieeM(µ), e)
CorrecteΨ(l, pi ⇒ e) = CorrecteΠ(pi) ∧ OkPatch(pi) ∧ CorrecteΣ(l ∪ LieeΠ(pi), e)
Pour chaque re`gle, on ve´rifie d’une part que la partie gauche est valide, puis on teste la validite´ de
la partie droite en prenant en compte les variables de filtre de´finies dans le motif. A` cela s’ajoute
les tests de consommation, chaque motif devant filtrer au moins un e´le´ment (pre´dicats OkPath et
OkPatch). La ve´rification des motifs de chemin se fait a` l’aide du pre´dicat CorrecteM :
CorrecteM(l, ) = true
CorrecteM(l, cte) = true
CorrecteM(l, µ1, µ2) = CorrecteM(l, µ1) ∧ CorrecteM(l ∪ LieeM(µ1), µ2)
∧ (LieeM(µ1) ∩ LieeM(µ2) = ∅)
CorrecteM(l, µ as x) = CorrecteM(l, µ) ∧ x ,∈ LieeM(µ)
CorrecteM(l, µ / e) = CorrecteM(l, µ) ∧ CorrecteΣ(l ∪ LieeM(µ), e)
CorrecteM(l, µ1 | µ2) = CorrecteM(l, µ1) ∧ CorrecteM(l, µ2)
CorrecteM(l, µ1 \/ µ2) = CorrecteM(l, µ1) ∧ CorrecteM(l ∪ LieeM(µ1), µ2)
∧ (LieeM(µ1) ∩ LieeM(µ2) = ∅)
CorrecteM(l, µ*) = CorrecteM(l, µ)
Pour les constructions binaires µ1, µ2 et µ1 \/ µ2, on ve´rifie que les deux motifs ope´randes
de´finissent des ensembles disjoints de variables de filtre ; on souhaite donc que LieeM(µ1) ∩
LieeM(µ2) soit vide. De la meˆme fac¸on, afin de lever toute ambigu¨ıte´ la de´finition d’une variable
de filtre µ as x n’est possible que si x n’est pas une variable de filtre du motif µ. La line´arite´ des
motifs est assure´e par ce pre´dicat. Ainsi, l’expression suivante n’est pas valide :
trans<n,p>{ as x, as x => x }
On lui pre´fe´rera l’expression :
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trans<n,p>{ as x, as y / (x == y) => x }
La validite´ des motifs de patch est donne´e par le pre´dicat CorrecteΠ :
CorrecteΠ(l, x:[ dim = e1, e2 in faces, e3 in cofaces, e4 ]) =
∧
i
CorrecteΣ(l ∪ {x, ^x}, ei)
CorrecteΠ(l, ~x:[ dim = e1, e2 in faces, e3 in cofaces, e4 ]) =
∧
i
CorrecteΣ(l ∪ {x, ^x}, ei)
CorrecteΠ(l, pi1 pi2) =
CorrecteΠ(l, pi1) ∪ CorrecteΠ(l ∪ BoundΠ(pi1), pi2) ∪ (BoundΠ(pi1) ∩ BoundΠ(pi2) = ∅)
La line´arite´ des motifs de patch est assure´e de la meˆme fac¸on que celle des motifs de chemin.
Cependant, cette restriction n’apparaˆıt pas pour les motifs de patch de l’interpre`teMGS pre´sente´
dans le chapitre 2. En fait, l’interpre`te dispose de sucre syntaxique pour la spe´cification des
motifs de patch ; ne´anmoins tout motif accepte´ par l’interpre`te peut eˆtre re´e´crit en mini-MGS.
Par exemple, conside´rons le motif suivant, filtrant un arc et ses sommets (les sommets ne sont
pas consomme´s), tels que les valeurs associe´es a` ces cellules ve´rifient le pre´dicat Pred :
~v1 < e:[ dim=1, Pred(e,v1,v2) ] > ~v2
Dans un premier temps, ce motif est e´tendu suivant la grammaire sans sucre syntaxique de
l’interpre`te (voir chapitre 2 page 53) :
~v1:[ dim = <undef>, [] in faces, [^e] in cofaces, Pred(e,v1,v2) ]
e:[ dim = 1, [^v1,^v2] in faces, [] in cofaces, Pred(e,v1,v2) ]
~v2:[ dim = <undef>, [] in faces, [^e] in cofaces, Pred(e,v1,v2) ]
Les pre´dicats sont copie´s dans toutes les clauses de´finissant une variable ne´cessaire a` leur
e´valuation. Ici toutes les clauses sont mises en jeu dans l’e´valuation de Pred(e,v1,v2). Par
conse´quent cette garde est ajoute´e a` chaque clause. Finalement, les diffe´rentes clauses sont
re´ordonne´es (pour des raisons d’efficacite´ par exemple) et les conditions ne pouvant pas eˆtre
e´value´es sont supprime´es :
~v1:[ dim = <undef>, [] in faces, [] in cofaces, true ]
e:[ dim = 1, [^v1] in faces, [] in cofaces, true ]
~v2:[ dim = <undef>, [] in faces, [^e] in cofaces, Pred(e,v1,v2) ]
2 Les domaines
Dans cette section, nous de´finissons le domaine des valeurs manipule´es dans un programme
ainsi que les domaines des re`gles de re´duction pour la se´mantique du langage mini-MGS. Pour
chaque type de valeurs, les conventions d’e´criture sont pre´cise´es.
2.1 Le domaine Val
Le langage mini-MGS permet la manipulation de deux types de valeurs : les valeurs atomiques
(ou scalaires) et les valeurs structure´es (ou collections topologiques).
2.1.1 Les scalaires
Les valeurs scalaires sont les suivantes :
• les valeurs entie`res de´note´es par la variable n dont le domaine est Z ;
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• les valeurs flottantes de´note´es par la variable f dont le domaine est F ;
• les valeurs boole´ennes de´note´es par la variable b dont le domaine est B ;
• les symboles de´note´s par la variable s dont le domaine est S ;
• la valeur spe´ciale inde´finie <undef> ;
• les positions de´note´es par la variable σK dont le domaine est S (de´fini chapitre 3 page 88) ;
• les cloˆtures, repre´sentant les fonctions de´finies par le programmeur (mini-MGS e´tant un
langage d’ordre supe´rieur). Les cloˆtures sont des couples 〈e, ρ〉 ou` e ∈ Σ est une expression
d’ordre supe´rieur et ρ est un environnement (voir la section 2.2). Il existe en mini-MGS
trois expressions de ce type :
1. λx·e : l’abstraction standard du λ-calcul ;
2. trans<n,p>{ . . . ; γ ; . . . } : une transformation de chemins ne´cessitant deux
entiers et une collection topologique pour eˆtre applique´e ;
3. patch{ . . . ; ψ ; . . . } : un patch ne´cessitant e´galement une collection topologique
pour eˆtre applique´e.
On note ClType l’ensemble des cloˆtures et la variable F en de´note les e´le´ments.
• les cloˆtures opaques, repre´sentant les fonctions pre´de´finies de mini-MGS. Nous suivons en
cela l’approche de´veloppe´e par G. Kahn dans [Kah87]. Les symboles de fonctions pre´de´finies
de F sont directement traduits en leur e´quivalent mathe´matique dans une version curryfie´e,
car mini-MGS ne permet l’application que d’un seul argument a` la fois. Par exemple, une
fonction f de signature
A× B→ C
est traduite en une cloˆture opaque fct f de signature
A→ B→ C
L’application d’un seul argument retourne alors une nouvelle cloˆture opaque. Par exemple,
soit a ∈ A, fct f(a) est une cloˆture opaque de signature :
B→ C
Bien entendu, la cloˆture opaque fct f est de´finie de telle sorte que pour b ∈ B
f(a, b) = fct f(a)(b)
Voici quelques exemples de fonctions pre´de´finies :
– PosGen est traduit en fctposGen. Il s’agit de la fonction posGen du chapitre 4, dans sa
version curryfie´e. La signature de posGen e´tant :
Z× Seq(S)× Seq(S)→ S
celle de fctposGen est :
Z→ Seq(S)→ Seq(S)→ S
– Extension est traduit en fctext de signature Val → S → CollType(Val) (en conside´rant
Val l’ensemble des valeurs du langage de´fini ci-apre`s). Cette fonction cre´e de nouvelles
collections topologiques dont une seule cellule σK est de´core´e par une valeur v ∈ Val :
fctext(v)(σ
K) = (1.v).σK
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– Concat est traduit en fctconcat de signature
CollType(Val)→ CollType(Val)→ CollType(Val)
et correspond a` la somme de deux collections topologiques de´finie dans le chapitre 3
page 91 :
fctconcat(c1)(c2) = c1 + c2
– Cons est traduit en fct:: de signature Val → Seq(Val) → Seq(Val) de telle sorte que,
pour v ∈ Val et l ∈ Seq(Val)
fct::(v)(l) = v::l
On note OpClType = {fctposGen, fctext, fctconcat, fct::, . . .} l’ensemble des cloˆtures opaques
et la variable fct en de´note les e´le´ments.
Finalement, le domaine des valeurs scalaires est de´fini par :
ScalType = Z ∪ F ∪ B ∪ S ∪ {<undef>} ∪ S ∪ ClType ∪ OpClType
De fac¸on ge´ne´rale, un scalaire est de´note´ par la variable sc.
2.1.2 Les collections topologiques
L’ensemble des collections topologiques a e´te´ de´fini dans le chapitre 3, page 91. Ainsi, soit V
un ensemble arbitraire de valeurs, on utilise l’ensemble des collections topologiques construites
sur S a` valeur dans V de´note´ CollType(V ). Nous conside´rons en particulier le sous-ensemble
Seq(V ) de CollType(V ) des se´quences a` valeur dans V . Deux constantes sont de´die´es a` leur
construction :
1. la se´quence vide note´e [] (notons que les se´quences sont des collections et que la se´quence
vide [] de´signe e´galement la collection vide {||}), et
2. la fonction pre´de´finie Cons de F .
Ces constantes ont pour objectif d’alle´ger l’e´criture des programmes mini-MGS. En effet, les
se´quences sont e´norme´ment utilise´es, d’une part pour la construction de nouvelles cellules to-
pologiques (les deux derniers arguments de la fonction fctposGen de OpClType), et d’autre part
pour la spe´cification la partie droite des re`gles des 〈n, p〉-transformations.
2.1.3 Le domaine Val
On de´finit alors le domaine Val, l’ensemble des valeurs manipulables en mini-MGS.
De´finition 27 (Le domaine Val) Le domaine Val des valeurs mini-MGS est le plus petit en-
semble ve´rifiant l’e´quation :
Val = ScalType ∪ CollType(Val)
Afin d’alle´ger l’e´criture, l’ensemble des collections CollType(Val) est note´ CollType.
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2.2 Les environnements
Une structure d’environnement est utilise´e pour associer des valeurs aux variables de X .
De´finition 28 (Environnement) Un environnement est une fonction partielle de signature
E = X → Val qui associe une variable de X a` une valeur de Val. On note [x -→ v] (ou [^x -→ v]
le cas e´che´ant) la fonction qui associe la valeur v a` la variable x et qui est inde´finie pour tous
les autres e´le´ments de X .
De plus, si ρ est un environnement, alors ρ′ = ρ ⊎ [x’ -→ v′] est l’environnement tel que :
ρ′(x) =
{
v′ si x = x’
ρ(x) sinon
L’e´criture [x -→ v, . . . , x’ -→ v′] est une abre´viation de [x -→ v] ⊎ · · · ⊎ [x’ -→ v′].
2.3 Les relations de re´duction
Dans cette sous-section, nous de´finissons les signatures des relations de re´duction utilise´es
pour de´finir la se´mantique du langage mini-MGS. Il s’agit effectivement de relations, les trans-
formations e´tant non-de´terministes. Il est fre´quent qu’une re`gle puisse s’appliquer sur plusieurs
sous-collections distinctes. La relation associe alors tous les re´sultats possibles.
2.3.1 Evaluation des expressions
Cette premie`re relation lie une expression a` une valeur e´tant donne´ un environnement.
De´finition 29 (Evaluation des expressions) L’e´valuation des expressions est donne´e par
une relation ternaire :
ρ ⊢ e → v
de signature
E × Σ×Val
se lisant : « dans l’environnement ρ, l’expression e s’e´value en la valeur v »
Pour alle´ger les e´critures, on utilise e´galement l’e´valuation type´e des expressions, ou` l’on pre´cise
le sous-ensemble de Val dans lequel l’expression doit s’e´valuer :
ρ ⊢ e →T v
ou` T ⊂ Val. Cela correspond a` la re`gle d’infe´rence suivante :
ρ ⊢ e → v
ρ ⊢ e →T v
v ∈ T
2.3.2 Application des transformations
Les transformations sont des ensembles de re`gles de re´e´criture. L’e´valuation de leur applica-
tion requiert trois e´tapes diffe´rentes (voir le chapitre 2, page 47) :
1. l’application d’une re`gle de re´e´criture retournant un couple (sous-collection filtre´e, sous-
collection calcule´e) ;
2. la strate´gie d’e´valuation des re`gles, appliquant les diffe´rentes re`gles de la transformation
et construisant une liste de couples (sous-collection filtre´e, sous-collection calcule´e) ;
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3. la reconstruction de la collection par re´duction de la liste de couple (sous-collection filtre´e,
sous-collection calcule´e).
L’application d’une re`gle ne´cessite la de´finition de deux relations : l’une concerne le filtrage, et
l’autre l’e´valuation de la partie droite de la re`gle en fonction de la sous-collection filtre´e. En
revanche, les deux dernie`res e´tapes sont factorise´es en une unique relation dont la de´finition
de´pend de la strate´gie d’application des re`gles. Nous fournirons sa de´finition pour diffe´rentes
strate´gies plus loin dans le chapitre.
Pour re´sumer, trois relations doivent eˆtre de´finies :
1. pour la strate´gie d’application des re`gles et la reconstruction,
2. pour l’application d’une re`gle (e´valuation de la partie droite en fonction de la sous-collection
filtre´e), et
3. pour le filtrage.
Ces trois relations de re´duction sont de´double´es selon qu’elles concernent les 〈n, p〉-transformations
ou les patches : 6 relations sont donc a` de´finir.
Strate´gie d’application et reconstruction. Nous de´finissons dans ce paragraphe une re-
lation liant un ensemble de re`gles de re´e´criture mini-MGS R et une collection argument CK
construite sur le complexe cellulaire K a` une collection topologique re´sultat C ′K
′
, dans le contexte
d’un environnement ρ et sachant qu’un sous-ensemble de cellules topologiques S ⊂ K ont de´ja`
e´te´ filtre´es par ailleurs. Cette relation est de la forme :
S, ρ ⊢ {M}(CK) Ã C ′K
′
Il faut conserver a` l’esprit que la de´finition de cette relation est re´cursive ; par conse´quent, on
regroupe dans l’ensemble S les cellules ayant de´ja` e´te´ filtre´es au cours de la descente re´cursive
et qui ne peuvent plus l’eˆtre par la suite. Cet ensemble a une importance capitale : intuitive-
ment le nombre de cellules topologiques pouvant eˆtre filtre´es diminuant a` mesure que S grossit,
l’algorithme de filtrage termine.
Nous distinguons ci-dessous sa de´finition concernant les 〈n, p〉-transformations et les patches.
De´finition 30 (Strate´gie et reconstruction) L’e´valuation de l’application d’un ensemble de
re`gles d’une 〈n, p〉-transformation est donne´e par la relation :
S, ρ ⊢ {... ; γi ; ...}(C) Ãn,p C
′
de signature
P(S)× E × Seq(Γ)× CollType× Z× Z× CollType
et se lisant : « dans l’environnement ρ et sachant que les e´le´ments de S ne peuvent eˆtre filtre´s,
la 〈n, p〉-transformation compose´e de l’ensemble de re`gles {. . . ; γi; . . .} transforme C en C
′
».
L’e´valuation de l’application d’un ensemble de re`gles d’un patch est donne´e par la relation :
S, ρ ⊢ {... ; ψi ; ...}(C) Ã C
′
de signature
P(S)× E × Seq(Ψ)× CollType× CollType
et se lisant : « dans l’environnement ρ et sachant que les e´le´ments de S ne peuvent eˆtre filtre´s,
le patch compose´ de l’ensemble de re`gles {. . . ;ψi; . . .} transforme C en C
′
».
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Application d’une re`gle. Nous nous plac¸ons a` nouveau dans le contexte d’un environnement
ρ et d’un ensemble de cellules topologiques de´ja` filtre´es S. Nous de´finissons alors l’application
d’une re`gle m=>e sur une collection CK retournant le couple 〈sous-collection filtre´e Cm, sous-
collection calcule´e Ce〉 par la relation
S, ρ ⊢ (m=>e)(CK) ⇀ 〈Cm, Ce〉
Sachant que la sous-collection Cm de´signe les cellules topologiques de K filtre´es par le motif m,
une nouvelle application de re`gle entraˆıne la mise a` jour de S pour prendre en compte les cellules
filtre´es. C’est par ce moyen que le nombre de cellules filtre´es augmente, jusqu’a` ce qu’il ne reste
plus de cellule a` filtrer.
Nous distinguons ci-dessous la de´finition de cette relation concernant les 〈n, p〉-transformations
et les patches.
De´finition 31 (Application d’une re`gle) L’e´valuation de l’application d’une re`gle de 〈n, p〉-
transformation est donne´e par la relation :
S, ρ ⊢ γ(C) ⇀n,p 〈lµ, le〉
de signature
P(S)× E × Γ× CollType× Z× Z× Seq(S)× Seq(Val)
se lisant : « dans l’environnement ρ sachant que les e´le´ments de S ne peuvent eˆtre filtre´s, la
re`gle de 〈n, p〉-chemin γ filtre le 〈n, p〉-chemin lµ dans la collection C pour le subsituer par la
se´quence le ».
L’e´valuation de l’application d’une re`gle de patch est donne´e par la relation :
S, ρ ⊢ ψ(C) ⇀ 〈Spi, Ce〉
de signature
P(S)× E ×Ψ× CollType× P(S)× CollType
se lisant : « dans l’environnement ρ sachant que les e´le´ments de S ne peuvent eˆtre filtre´s, la
re`gle de patch ψ filtre les positions Spi dans la collection C pour les subsituer par la collection
Ce ».
On de´finit e´galement les pre´dicat suivants
S, ρ ⊢ γ(C) #⇀n,p ≡ ∄ 〈lµ, le〉 ∈ Seq(S)× Seq(Val) tel que S, ρ ⊢ γ(C) ⇀n,p 〈lµ, le〉
S, ρ ⊢ ψ(C) #⇀ ≡ ∄ 〈Spi, Ce〉 ∈ P(S)× CollType tel que S, ρ ⊢ ψ(C) ⇀ 〈Spi, Ce〉
pour exprimer le fait qu’aucune sous-collection ne peut eˆtre filtre´e par la re`gle.
Il reste a` de´finir les relations de filtrage des motifs de chemin et de patch. Cependant, ces
relations e´tant spe´cifiques au type de transformation, nous pre´fe´rons les pre´senter se´pare´ment. Il
est important de noter qu’une traduction du langage de filtre de l’un vers l’autre est impossible :
• les motifs de patch ont une expressivite´ qui de´passe le simple cadre des chemins ;
• les motifs de chemin autorisent des constructions telles que la disjonction ou l’ite´ration de
sous-motifs, qui n’ont pas d’e´quivalent dans les motifs de patch.
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Filtrage de chemins. Le filtrage est un processus complexe pendant lequel une partie de
la collection est se´lectionne´e. Afin de ne pas filtrer plusieurs fois le meˆme e´le´ment, on utilise
l’ensemble S des cellules topologiques de´ja` filtre´es. L’e´valuation du filtrage d’un motif de chemin
est donc conditionne´e par cet ensemble de cellules qu’il est interdit de filtrer. Le retour de
l’e´valuation du filtrage est un 〈n, p〉-chemin, c’est-a`-dire une se´quence de cellules topologiques
(qui n’apparaissent pas dans S). La de´finition des variables de filtre est e´galement prise en
compte : l’e´valuation du filtrage retourne un nouvel environnement dans lequel les valeurs filtre´es
sont associe´es aux variables de filtre.
De´finition 32 (Filtrage de chemins) L’e´valuation du filtrage pour des motifs de chemin est
donne´e par la relation :
S, ρ ⊢ µ(C) →֒n,p 〈l, ρ
′〉
de signature
P(S)× E ×M× CollType× Z× Z× Seq(S)× E
se lisant : « dans l’environnement ρ et sachant que les cellules de S ne peuvent pas eˆtre filtre´es, le
motif de 〈n, p〉-chemin µ filtre dans la collection C le 〈n, p〉-chemin l et augmente l’environnement
ρ en ρ′ »
Filtrage de patches. Le filtrage de patch fournit un me´canisme supple´mentaire permettant de
filtrer sans consommer une cellule (voir chapitre 2 page 53). Cela permet d’utiliser l’expressivite´
du langage de filtre sans re´ellement filtrer certaines cellules topologiques. Celles-ci peuvent de´ja`
avoir e´te´ filtre´es et consomme´es par une application de re`gle pre´ce´dente.
Cependant, il faut noter que durant le filtrage, chaque clause du motif doit se´lectionner une
cellule topologique diffe´rente de celle filtre´e par les autres clauses. L’ensemble S des cellules de´ja`
filtre´es et consomme´es par des applications de re`gles pre´ce´dentes n’est alors plus suffisant, il
faut e´galement pre´ciser un second ensemble de cellules topologiques qui ont e´te´ se´lectionne´es
(consomme´es ou non) par le filtrage en cours. Nous nommons ces deux ensembles de la fac¸on
suivante :
• Sprec : l’ensemble des cellules filtre´es et consomme´es par l’application de re`gles pre´ce´dentes ;
• Scur : l’ensemble des cellules filtre´es, consomme´es ou non, par le filtrage en cours.
De fac¸on orthogonale, le filtrage se´lectionne deux sortes de cellules, les cellules consomme´es et
les cellules non-consomme´es. La` encore nous distinguons ces deux ensembles par deux noms
diffe´rents :
• Scons : l’ensemble des cellules consomme´es ;
• Scons : l’ensemble des cellules non-consomme´es.
Ces notations sont utilise´es pour de´finir le filtrage des motifs de patch :
De´finition 33 (Filtrage de patches) L’e´valuation du filtrage pour des motifs de patch est
donne´e par la relation :
Sprec, Scur, ρ ⊢ π(C) →֒ 〈Scons, Scons, ρ
′〉
de signature
P(S)× P(S)× E ×Π× CollType× P(S)× P(S)× E
se lisant : « dans l’environnement ρ, les cellules de Sprec ayant e´te´ filtre´es par une application
de re`gle pre´ce´dente, les cellules de Scur ayant e´te´ filtre´es par le filtrage courant, le motif de patch
π filtre et consomme dans la collection C l’ensemble de cellules topologiques Scons, filtre mais ne
consomme pas les cellules topologiques de Scons, et augmente l’environnement ρ en ρ
′
»
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3 La se´mantique
La se´mantique du langagemini-MGS est donne´e dans le style de la se´mantique naturelle, de´crit
dans [Kah87]. Elle consiste en une axiomatisation permettant la ve´rification d’appartenance aux
relations de re´duction de´finies pre´ce´demment. Par exemple, e´tant donne´ un environnement ρ,
une expression e et une valeur v, la se´mantique donne un ensemble de re`gles pour ve´rifier :
ρ ⊢ e → v
L’appartenance aux relations d’e´valuation est donne´e par les re`gles d’infe´rence de´finies de fac¸on
inductive sur la grammaire 1 du langage mini-MGS.
La pre´sentation de cette se´mantique suit la structure suivante : nous commenc¸ons par donner
les re`gles d’infe´rence de´finissant l’e´valuation du noyau fonctionnel du langage puis nous illus-
trons cette partie de la se´mantique par un exemple de construction de collection topologique.
Finalement, la se´mantique de l’application des transformations de chemins et des patches est
spe´cifie´e a` travers les re`gles d’infe´rence pour le filtrage, l’application d’une re`gle et la gestion des
strate´gies et de la reconstruction.
3.1 Se´mantique standard d’un mini-ML
Le syste`me de re`gles d’infe´rence 1 fournit une se´mantique pour l’e´valuation d’un langage de
type ML. Il de´finit le noyau fonctionnel de notre langage. L’e´criture D(ρ) de´note le domaine de
ρ ⊢ cte → cte (1)
ρ ⊢ x → ρ(x)
x ∈ D(ρ)
(2)
ρ ⊢ e1 → 〈λx·e, ρ
′〉 ρ ⊢ e2 → v ρ
′ ⊎ [x (→ v] ⊢ e → v′
ρ ⊢ e1(e2) → v
′ (3)
ρ ⊢ e1 →OpClType fct ρ ⊢ e2 → v fct(v) = v
′
ρ ⊢ e1(e2) → v
′ (4)
ρ ⊢ λx·e → 〈λx·e, ρ〉 (5)
ρ ⊢ e1 → true ρ ⊢ e2 → v
ρ ⊢ if e1 then e2 else e3 → v
ρ ⊢ e1 → false ρ ⊢ e3 → v
ρ ⊢ if e1 then e2 else e3 → v (6)
Re`g. 1: La se´mantique du noyau fonctionnel de mini-MGS.
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de´finition de la fonction ρ.
Ces re`gles sont emprunte´es a` la se´mantique de mini-ML que G. Kahn donne dans [Kah87].
On distingue notamment l’application d’une fonction pre´de´finie et d’une λ-expression. C’est par
les cloˆtures opaques que nous construisant les collections topologiques dont voici un exemple
d’utilisation.
Exemple de construction des collections topologiques. Dans cet exemple, nous cher-
chons a` construire un arc dont les deux sommets sont de´ja` cre´e´s, puis de´finir une collection
topologique associant le symbole ‘edge a` l’arc et ‘vertex a` l’un des deux sommets. Soient σK11
et σK22 , deux sommets isole´s ; pour i ∈ {1, 2}
Ki = ({σi}, ∅, {σi (→ 0})
Les complexes sont compose´s uniquement des cellules σi dont la dimension est 0. La relation
d’incidence est vide puisqu’il n’y a qu’une seule cellule par complexe. Soient v1 et v2 deux
variables respectivement lie´es a` σ1 et σ2 dans l’environnement ρ = [v1 (→ σ
K1
1 , v2 (→ σ
K2
2 ].
L’expression mini-MGS suivante cre´e l’arc et de´core la structure :
let e = PosGen(1)([v1,v2])([]) in
{| ‘edge@e |}, {| ‘vertex@v1 |}
En supprimant le sucre syntaxique, nous obtenons l’expression e suivante :
(\e·(Concat(Extension(‘edge)(e))
(Extension(‘vertex)(v1))
)) (PosGen(1)([v1,v2])([]))
a` e´valuer dans l’environnement ρ. Dans cette application, une fois e´value´e, la λ-expression forme
une cloˆture
〈\e·(Concat(Extension(‘edge)(e))(Extension(‘vertex)(v1))), ρ〉
et l’argument construit un nouvel arc borde´ par v1 et v2 :
...
ρ ⊢ PosGen(1)([v1,v2]) → fctposGen(1)([σ
K1
1 , σ
K2
2 ])
4
ρ ⊢ [] → []
ρ ⊢ PosGen(1)([v1,v2])([]) → σK33 = fctposGen(1)([σ
K1
1 , σ
K2
2 ])([])
4
Nous appliquons en effet la re`gle 4 d’application des cloˆtures opaques. Observons le calcul de
σK33 . Rappelons l’e´galite´ suivante :
fctposGen(1)([σ
K1
1 , σ
K2
2 ])([]) = posGen(1, [σ
K1
1 , σ
K2
2 ], [])
Le pre´dicat predGen (voir page 89) est ve´rifie´ :
predGen(1, [σK11 ;σ
K2
2 ], []) = dim
K1(σ1) < 1 ∧ dim
K2(σ2) < 1
= true
Le complexe cellulaire abstrait K3 est alors de´fini par :
K3 = ({σ1, σ2, σ3}, {σ1 ≺ σ3, σ2 ≺ σ3}, {σ1 (→ 0, σ2 (→ 0, σ3 (→ 1}) ∪ K1 ∪ K2
= ({σ1, σ2, σ3}, {σ1 ≺ σ3, σ2 ≺ σ3}, {σ1 (→ 0, σ2 (→ 0, σ3 (→ 1})
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dans lequel σ3 apparaˆıt comme l’arc incident aux deux sommets σ1 et σ2 comme nous souhaitions
le construire.
Pour revenir a` l’e´valuation de l’expression e ci-dessus, on associe la cellule σK33 a` la variable
e dans l’environnement capture´ par la cloˆture de la λ-expression, comme l’indique la re`gle 3. Un
nouvel environnement ρ′ est calcule´ :
ρ′ = ρ ⊎ [e (→ σK33 ]
= [e (→ σK33 , v1 (→ σ
K1
1 , v2 (→ σ
K2
2 ]
La sous-expression e′ = Concat(Extension(‘edge)(e))(Extension(‘vertex)(v1)) est fina-
lement e´value´e dans l’environnement ρ′. Soient
• e1 = Extension(‘edge)(e)
• e2 = Extension(‘vertex)(v1)
La fonction Extension permet d’associer une valeur a` une cellule topologique :
...
ρ′ ⊢ Extension(‘edge)(e) → ‘edge.σK33
4
En effet, l’expression {| ‘edge @ e |} constuit la collection topologique suivante :
0Abel(Val).σ
K3
1 + 0Abel(Val).σ
K3
2 + (1.‘edge).σ
K3
3 = (1.‘edge).σ
K3
3
Dans la suite, les positions de´core´es par 0Abel(Val) ne seront plus e´crites suivant les notations
introduites dans le chapitre 3. De plus, nous abre´geons e´galement la notation (1.‘edge).σK33
en ‘edge.σK33 ; nous supposons que l’injection canonique InjVal est utilise´e partout ou` c’est
ne´cessaire. On e´value l’expression e2 de la meˆme fac¸on :
...
ρ′ ⊢ Extension(‘vertex)(v1) → ‘vertex.σK11
4
Finalement, la concate´nation agit pour construire le re´sultat de notre calcul :
...
ρ′ ⊢ e1 → ‘edge.σ
K3
3
4
...
ρ′ ⊢ e2 → ‘vertex.σ
K1
1
4
C = ‘edge.σK33 + ‘vertex.σ
K1
1
ρ′ ⊢ e′ → C
4
La collection re´sultat C s’e´value alors de la fac¸on suivante :
C = ‘vertex.σK11 + ‘edge.σ
K3
3
= ‘vertex.σK11 ↓(K1 ∪ K3) + ‘edge.σ
K3
3 ↓(K1 ∪ K3)
= ‘vertex.σK31 + ‘edge.σ
K3
3
Il est en effet trivial de ve´rifier que K3 ∪ K1 = K3.
3.2 Construction des cloˆtures et application des transformations
Dans cette section, nous de´finissons les re`gles d’infe´rence pour l’application des transforma-
tions. L’induction dont de´pend la de´finition de la relation d’e´valuation des expressions est alors
comple`te. Le syste`me de re`gles 2 fait le lien entre l’application d’un ensemble de re`gles (que nous
verrons dans les sections suivantes) et l’e´valuation des expressions.
Les re`gles 7 et 8 cre´ent les cloˆtures pour l’application future des transformations, et les
re`gles 9 et 10 e´valuent cette application :
116 Chapitre 4 - Une se´mantique naturelle pour MGS
ρ ⊢ trans<n,p>{ . . . } → 〈trans<n,p>{ . . . }, ρ〉 (7)
ρ ⊢ patch{ . . . } → 〈patch{ . . . }, ρ〉 (8)
ρ ⊢ e1 → 〈trans<n,p>{ . . . }, ρ
′〉
ρ ⊢ e2 →Z n
ρ ⊢ e3 →Z p
ρ ⊢ e4 →CollType C
∅, ρ′ ⊎
 self (→ C,n (→ n,
p (→ p
 ⊢ {...}(C) Ãn,p C ′
ρ ⊢ e1<e2, e3>(e4) → C
′ (9)
ρ ⊢ e1 → 〈patch{ . . . }, ρ
′〉
ρ ⊢ e2 →CollType C
∅, ρ′ ⊎ [self (→ C] ⊢ {...}(C) Ã C ′
ρ ⊢ e1(e2) → C
′ (10)
Re`g. 2: Re`gles de se´mantique pour l’application des transformations.
• La re`gle 9 : l’application d’une transformation de chemins passe par la syntaxe spe´ciale
e1<e2, e3>(e4). La premie`re expression correspond a` la cloˆture encodant la transformation.
Les expressions e2 et e3 s’e´valuent en deux entiers pour fixer les parame`tres n et p de la
transformation. Finalement e4 est la collection topologique C passe´e en argument a` la
transformation. L’environnement est e´tendu en associant respectivement aux variables
n, p et self les valeurs n, p et C. Finalement, l’ensemble des cellules de´ja` filtre´es est
initialement vide.
• La re`gle 10 : l’application d’un patch utilise la syntaxe standard de l’application. Excepte´e
la gestion des dimensions n et p pour les 〈n, p〉-transformations, cette re`gle suit la meˆme
structure que la re`gle 9.
Les sections suivantes sont organise´es comme suit : nous commenc¸ons par la de´finition de la
relation e´valuant le filtrage d’un motif dans une collection. Nous continuons avec l’e´valuation de
l’application d’une re`gle sur une collection. Finalement, nous terminons avec la de´finition des
strate´gies et la gestion de la reconstruction avec la dernie`re relation d’e´valuation de l’application
d’un ensemble de re`gles de re´e´criture.
3.3 Filtrage
Dans le cas ge´ne´ral, la donne´e d’un motif et d’une collection topologique ne de´termine pas
une unique sous-collection filtre´e. En effet, plusieurs sous-collections peuvent se pre´senter comme
des instances de filtre. Le non-de´terminisme du langage provient du filtrage : il n’existe pas une
unique solution a` l’e´valuation du filtrage. Les re`gles d’infe´rence que nous proposons permettent
de ve´rifier qu’une sous-collection de chemin (resp. de patch) est bien filtre´e par un motif de
chemin (resp. de patch).
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Les grammaires de filtrage diffe´rant e´norme´ment entre 〈n, p〉-transformations et patches, nous
les pre´sentons se´pare´ment.
Filtrage de chemins. Le syste`me de re`gles 3 donne la se´mantique du filtrage de chemin. En
voici une description re`gle par re`gle :
• Re`gle 11 : il s’agit du premier cas de base de l’induction sur la construction syntaxique
des motifs. Le joker filtre un chemin de longueur 1 compose´ d’une seule cellule. Celle-ci
doit eˆtre de dimension n dans le cadre d’une 〈n, p〉-transformation et ne doit pas avoir e´te´
filtre´e par ailleurs (premie`re condition : σ ∈ Kn − S), et doit eˆtre de´core´e. Il n’existe donc
qu’un nombre fini de cellules pouvant eˆtre filtre´es. L’environnement n’est pas modifie´.
• Re`gle 12 : filtre e´quivalent au joker, mais ou` l’on souhaite que la valeur associe´e a` la cellule
soit e´gale a` cte4.
• Re`gle 13 : ce motif assure la poursuite du filtrage. Les motifs µ1 et µ2 filtrent respectivement
deux chemins l1 et l2. Ces deux chemins sont alors concate´ne´s pour n’en former qu’un :
l1@l2. Pour filtrer l2, l’ensemble S des cellules de´ja` filtre´es est comple´te´ par les cellules
du chemin l1, celles-ci ne devant pas eˆtre filtre´es une seconde fois par le motif µ2. Ainsi,
les deux chemins l1 et l2 ne peuvent pas se recouvrir. L’environnement d’e´valuation de
µ2 est ρ1 pour prendre en compte les variables de filtre de´finies lors du filtrage de µ1.
L’environnement retourne´ pour le filtrage de l1@l2 est ρ2, c’est-a`-dire l’environnement
retourne´ par le filtrage de l2.
• Re`gle 14 : cette re`gle illustre la mise a` jour d’un environnement par la de´finition d’une
variable de filtre. L’environnement ρ est modifie´ pour tenir compte du nommage du chemin
filtre´ par µ : ρ′ ⊎ [x (→ C(l), ^x (→ l]. D’une part nous associons a` la variable ^x le chemin
l filtre´ par µ (une se´quence de positions) ; d’autre part, la variable x re´fe`re a` la se´quence
des valeurs successives associe´es aux cellules de l.
• Re`gle 15 : cette re`gle permet le filtrage de chemin garde´ ; l’expression doit eˆtre e´value´e en
la valeur true.
• Re`gles 16 : deux re`gles de´finissent les deux branches possibles de la disjonction de motif.
• Re`gle 17 : cette re`gle permet de continuer le filtrage dans l’e´le´ment filtre´. On suppose pour
cela que µ1 filtre un chemin de longueur 1, dont la cellule est de´core´e par une collection
topologique C(σ). Cela permet d’empeˆcher par exemple l’e´valuation de motifs tels que
(w, x, y) \/ z qui n’a pas de sens. La proce´dure de filtrage est alors exe´cute´e sur la
collection C(σ) avec un ensemble de cellules de´ja` filtre´es vide. En effet, le filtrage se poursuit
sur une collection topologique diffe´rente. Il est important de remarquer que cette re`gle
ne correspond pas a` la se´mantique implante´e dans l’interpre`te MGS. Dans le chapitre 2,
page 49, il est pre´cise´ que pour le motif
w, (x \/ (4, y)) as z
les variables x et z ne sont pas e´quivalentes : x correspond a` la collection filtre´e par la des-
cente dans laquelle le chemin filtre´ par le sous-motif (4, y) est supprime´, alors que z cor-
respond a` la meˆme collection ou` le sous-chemin est toujours pre´sent. Dans le cadre de mini-
MGS, les deux variables adressent la meˆme valeur : la sous-collection filtre´e dans laquelle
le sous-chemin n’est pas supprime´. Nous avons souhaite´ rester simples dans la de´finition de
4Pour eˆtre rigoureux, on devrait e´crire C(σ) = 1.cte ; on suppose que l’injection canonique InjVal est utilise´e
partout ou` cela est ne´cessaire.
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S, ρ ⊢ (CK) →֒n,p 〈[σ
K], ρ〉
(
σK "∈ Kn − S
CK(σK) "= 0Abel(Val) (11)
S, ρ ⊢ (cte)(CK) →֒n,p 〈[σ
K], ρ〉
(
σK "∈ Kn − S
CK(σK) = cte (12)
S, ρ ⊢ µ1(C) →֒n,p 〈l1, ρ1〉 S ⊔ l1, ρ1 ⊢ µ2(C) →֒n,p 〈l2, ρ2〉 (last l1),
n
p (hd l2)
S, ρ ⊢ (µ1, µ2)(C) →֒n,p 〈l1@l2, ρ2〉 (13)
S, ρ ⊢ µ(C) →֒n,p 〈l, ρ
′〉
S, ρ ⊢ (µ as x)(C) →֒n,p 〈l, ρ
′ ⊎ [x (→ C(l), ^x (→ l]〉 (14)
S, ρ ⊢ µ(C) →֒n,p 〈l, ρ
′〉 ρ′ ⊢ e → true
S, ρ ⊢ (µ / e)(C) →֒n,p 〈l, ρ
′〉 (15)
S, ρ ⊢ µ1(C) →֒n,p 〈l1, ρ1〉
S, ρ ⊢ (µ1 | µ2)(C) →֒n,p 〈l1, ρ1〉
S, ρ ⊢ µ2(C) →֒n,p 〈l2, ρ2〉
S, ρ ⊢ (µ1 | µ2)(C) →֒n,p 〈l2, ρ2〉 (16)
S, ρ ⊢ µ1(C) →֒n,p 〈[σ], ρ1〉 ∅, ρ1 ⊢ µ2(C(σ)) →֒n,p 〈 , ρ2〉 C(σ) ∈ CollType
S, ρ ⊢ (µ1 \/ µ2)(C) →֒n,p 〈[σ], ρ2〉 (17)
S, ρ ⊢ (µ*)(C) →֒n,p 〈[], ρ〉
S, ρ ⊢ (µ, µ*)(C) →֒n,p 〈l, ρ〉
S, ρ ⊢ (µ*)(C) →֒n,p 〈l, ρ〉 (18)
Re`g. 3: Re`gles de se´mantique pour le filtrage de chemin.
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la se´mantique ; la suppression du sous-chemin demande l’application d’une transformation
construite a` la vole´e associant la valeur spe´ciale <undef> aux cellules filtre´es.
• Re`gles 18 : elles implantent l’ite´ration de motif. La premie`re est un axiome pour filtrer le
chemin vide [] correspondant a` un nombre de re´pe´tition nulle du motif ; la seconde re´e´crit
le motif µ* en µ, µ*. Ces deux re`gles sont la traduction de l’e´galite´ :
µ* = ε | µ, µ*
ou` ε de´note le filtre de longueur 0. Nous rappelons que graˆce au pre´dicat OkPath, il est
assure´ que le filtrage d’un motif de chemin consomme au moins un e´le´ment.
Filtrage de patches. Le syste`me de re`gles 4 donnent la se´mantique du filtrage de patch. En
voici une description re`gle par re`gle :
• Re`gle 19 : Le motif filtre et consomme une cellule σ de dimension n donne´e par l’expression
e1. Elle doit e´galement respecter les incidences provenant de l’e´valuation des expressions
e2 et e3. Pour finir, la condition e4 doit eˆtre ve´rifie´e.
La cellule σ ne doit pas appartenir a` l’ensemble Scur des cellules se´lectionne´es par le
filtrage en cours. De plus, σ n’appartient pas a` l’ensemble Sprec des cellules consomme´es
par l’application d’une re`gle pre´ce´dente.
Finalement, la relation retourne le triplet 〈{σ}, ∅, ρ′〉 :
1. {σ} : la cellule filtre´e et consomme´e ;
2. ∅ : aucune cellule n’est filtre´e sans eˆtre consomme´e ;
3. ρ′ : le nouvel environnement pour la suite du filtrage.
L’environnement ρ′ montre une particularite´ ; la variable ^x ne re´fe`re pas a` σK, la cellule
filtre´e dans le complexe K, mais a` σK
′
la cellule filtre´e dans le complexe
K′ = ({σ}, ∅, {σ (→ n})
Ce complexe cellulaire ne contient que la cellule σ. En effet, la spe´cification de la sous-
collection reconstruite en partie droite de la re`gle peut faire re´fe´rence a` la variable ^x.
Or si celle-ci est prise dans le contexte du complexe cellulaire K, la structure construite
en partie droite pourrait contenir toutes les cellules de K. Or les patches sont destine´s
a` spe´cifier des modifications topologiques ou` des cellules peuvent disparaˆıtre. Utiliser K
empeˆcherait toute suppression de cellule et rendrait les patches inutilisables.
• Re`gle 20 : Cette re`gle est exactement la meˆme que la re`gle 19, excepte´ pour l’expression
e1 qui ne spe´cifie pas la dimension de la cellule filtre´e. Dans ce cas, la dimension n’importe
pas.
• Re`gle 21 : Cette re`gle diffe`re de la re`gle 19 en ce que la cellule filtre´e n’est pas consomme´e.
Elle ne doit toujours pas appartenir a` l’ensemble Scur des cellules filtre´es par le filtrage en
cours pour e´viter qu’une meˆme cellule soit filtre´es par deux clauses diffe´rentes. En revanche,
elle peut appartenir a` Sprec, l’ensemble des cellules consomme´es par des applications de
re`gles ante´rieures : elle n’est pas consomme´e par le filtrage en cours.
La relation retourne le triplet 〈∅, {σ}, ρ′〉 :
1. ∅ : aucune cellule n’est a` la fois filtre´e et consomme´e ;
2. {σ} : la cellule filtre´e et non-consomme´e ;
3. ρ′ : le nouvel environnement pour la suite du filtrage.
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v = C(σK)
v #= 0Abel(Val)
n = dimK(σK)
K′ = ({σ}, ∅, {σ (→ n})
ρ′ = ρ ⊎ [x (→ v, ^x (→ σK
′
]
σK #∈ Sprec ∪ Scur
ρ′ ⊢ e1 →Z n
ρ′ ⊢ e2 →Seq(SK) [. . . ;σ
K
i ; . . . ] ∀i, σ
K
i ∈ faces σ
K
ρ′ ⊢ e3 →Seq(SK) [. . . ;σ
′K
j ; . . . ] ∀j, σ
′K
j ∈ cofaces σ
K
ρ′ ⊢ e4 → true
Sprec, Scur, ρ ⊢ x:[ dim = e1, e2 in faces, e3 in cofaces, e4 ](C) →֒ 〈{σ}, ∅, ρ
′〉 (19)
v = C(σK)
v #= 0Abel(Val)
K′ = ({σ}, ∅, {σ (→ dimK(σK)})
ρ′ = ρ ⊎ [x (→ v, ^x (→ σK
′
]
σK #∈ Sprec ∪ Scur
ρ′ ⊢ e1 → <undef>
ρ′ ⊢ e2 →Seq(SK) [. . . ;σ
K
i ; . . . ] ∀i, σ
K
i ∈ faces σ
K
ρ′ ⊢ e3 →Seq(SK) [. . . ;σ
′K
j ; . . . ] ∀j, σ
′K
j ∈ cofaces σ
K
ρ′ ⊢ e4 → true
Sprec, Scur, ρ ⊢ x:[ dim = e1, e2 in faces, e3 in cofaces, e4 ](C) →֒ 〈{σ}, ∅, ρ
′〉 (20)
v = C(σK)
v #= 0Abel(Val)
n = dimK(σK)
K′ = ({σ}, ∅, {σ (→ n})
ρ′ = ρ ⊎ [x (→ v, ^x (→ σK
′
]
σK #∈ Scur
ρ′ ⊢ e1 →Z n
ρ′ ⊢ e2 →Seq(SK) [. . . ;σ
K
i ; . . . ] ∀i, σ
K
i ∈ faces σ
K
ρ′ ⊢ e3 →Seq(SK) [. . . ;σ
′K
j ; . . . ] ∀j, σ
′K
j ∈ cofaces σ
K
ρ′ ⊢ e4 → true
Sprec, Scur, ρ ⊢ ~x:[ dim = e1, e2 in faces, e3 in cofaces, e4 ](C) →֒ 〈∅, {σ}, ρ
′〉 (21)
v = C(σK)
v #= 0Abel(Val)
K′ = ({σ}, ∅, {σ (→ dimK(σK)})
ρ′ = ρ ⊎ [x (→ v, ^x (→ σK
′
]
σK #∈ Scur
ρ′ ⊢ e1 → <undef>
ρ′ ⊢ e2 →Seq(SK) [. . . ;σ
K
i ; . . . ] ∀i, σ
K
i ∈ faces σ
K
ρ′ ⊢ e3 →Seq(SK) [. . . ;σ
′K
j ; . . . ] ∀j, σ
′K
j ∈ cofaces σ
K
ρ′ ⊢ e4 → true
Sprec, Scur, ρ ⊢ ~x:[ dim = e1, e2 in faces, e3 in cofaces, e4 ](C) →֒ 〈∅, {σ}, ρ
′〉 (22)
Sprec, Scur, ρ ⊢ π1(C) →֒ 〈Scons, Scons, ρ1〉
Sprec, Scur ∪ Scons ∪ Scons, ρ1 ⊢ π2(C1) →֒ 〈S
′
cons, S
′
cons, ρ2〉
Sprec, Scur, ρ ⊢ π1 π2(C) →֒ 〈Scons ∪ S
′
cons, Scons ∪ S
′
cons, ρ2〉 (23)
Re`g. 4: Re`gles de se´mantique pour le filtrage de patch.
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S, ρ ⊢ µ(C) →֒n,p 〈lµ, ρµ〉 ρµ ⊢ e →Seq(Val) le |lµ| = |le|
S, ρ ⊢ (µ⇒ e)(C) ⇀n,p 〈lµ, le〉 (24)
Sprec, ∅, ρ ⊢ π(C
K) →֒ 〈Scons, Scons, ρpi〉 ρpi ⊢ e →CollType Ce
Sprec, ρ ⊢ (π ⇒ e)(C
K) ⇀ 〈Scons, Ce〉 (25)
Re`g. 5: Re`gles de se´mantique pour l’application d’une re`gle de re´e´criture mini-MGS.
• Re`gle 22 : Cette re`gle est la meˆme que la re`gle 21 a` ceci pre`s que la dimension de la cellule
filtre´e n’est pas pre´cise´e.
• Re`gle 23 : La dernie`re re`gle 23 est tre`s proche de la re`gle 13 (poursuite du filtrage dans
les motifs de chemin). Deux sous-complexes sont filtre´s par π1 et π2 ; on fait alors d’une
part l’union des ensembles de cellules filtre´es et consomme´es par π1 et π2, et d’autre part
l’union des ensembles de cellules filtre´es mais non-consomme´es pour de´finir la conclusion.
Comme dans la re`gle 13, il faut marquer les cellules mises en jeu durant le filtrage de π1
avant de filtrer le motif π2 ; on met donc a` jour l’ensemble Scur des cellules filtre´es par le
filtrage en cours par : Scur ∪ Scons ∪ Scons.
3.4 Application d’une re`gle
L’application d’une re`gle consiste a` exe´cuter le processus de filtrage du motif donne´ en partie
gauche, puis a` e´valuer la partie droite de la re`gle. On retourne alors l’ensemble des cellules
filtre´es (et obligatoirement consomme´es en ce qui concerne les patches) par le motif, constituant
ainsi la sous-collection et la valeur spe´cifie´e par la partie droite. Le syste`me de re`gles 5 de´finit
formellement l’application d’une re`gle pour une transformation de chemins (re`gle 24) et pour un
patch (re`gle 25). En voici la description :
• Re`gle 24 : elle concerne l’e´valuation de l’application d’une re`gle de transformation de
chemins. Le motif µ filtre le chemin lµ dans la collection C, en conside´rant que les cellules
de S ont de´ja` e´te´ filtre´es par une application de re`gle pre´ce´dente. L’e´tape de filtrage
modifie l’environnement ρ en ρ′ tenant compte des variables de filtre. L’expression e en
partie droite de la re`gle s’e´value en la se´quence le. L’application de la re`gle retourne donc
le couple 〈lµ, le〉 (collection filtre´e, collection calcule´e). On remarque dans les pre´misses la
garde |lµ| = |le| : les deux se´quences doivent eˆtre de meˆme longueur. Cette condition assure
que toutes les positions filtre´es seront de´core´es apre`s reconstruction. Aucune modification
de la topologie n’est autorise´e par les transformations de chemin en mini-MGS. Ce n’est pas
le cas dans l’interpre`te MGS ou` les collections leibniziennes autorisent de tels changements.
On peut par exemple re´e´crire un sous-ensemble d’un ensemble en un sous-ensemble de
cardinal diffe´rent, ou encore une sous-se´quence par une se´quence de longueur diffe´rente.
En mini-MGS, les modifications topologiques ne peuvent eˆtre faites qu’a` l’aide des patches.
• Re`gle 25 : elle effectue le meˆme calcul pour les re`gles de re´e´criture de patch. Le motif
π filtre et consomme les cellules de l’ensemble Scons, filtre mais ne consomme pas les
cellules de l’ensemble Scons et retourne l’environnement ρpi mis a` jour pour les variables
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de filtre. Dans les pre´misses, le filtrage de π est initialise´ : l’ensemble des cellules filtre´es
par des applications de re`gles ante´rieures est l’ensemble Sprec, fourni dans la conclusion.
L’ensemble des cellules se´lectionne´es par le filtrage en cours est e´videmment vide, le filtrage
n’ayant pas encore e´te´ applique´. L’expression e en partie droite de la re`gle est e´value´ dans
l’environnement ρpi pour fournir un nouveau complexe cellulaire Ce qui sera substitue´ en
lieu et place de la sous-collection filtre´e. Le couple 〈Scons, Ce〉 (collection filtre´e, collection
calcule´e) est donc retourne´.
3.5 Strate´gies et reconstruction
Nous terminons cette se´mantique par l’application des ensembles de re`gles que de´finissent
les transformations. Cette application met en jeu :
• la politique d’application des re`gles durant une descente re´cursive, et
• la reconstruction de la collection re´sultat pendant la phase de remonte´e.
Pour commencer, nous mettons en place les strate´gies d’application. La reconstruction, totale-
ment orthogonale aux strate´gies, sera de´crite dans un second temps.
3.5.1 Les strate´gies d’application
Nous de´finissons quatre ensembles de re`gles de re´duction pour chacune des strate´gies sui-
vantes :
1. asynchrone sans priorite´ sur les re`gles ;
2. asynchrone avec priorite´ sur les re`gles ;
3. synchrone sans priorite´ sur les re`gles ;
4. synchrone avec priorite´ sur les re`gles.
Avant tout, la de´finition des re`gles d’infe´rence des strate´gies e´tant re´cursive, nous explicitons
dans un premier temps le cas de terminaison ou` aucune re`gle ne s’applique.
Terminaison. Le syste`me de re`gles 8 est commun a` toutes les strate´gies d’application. Il existe
deux cas d’application de ces re`gles :
1. l’ensemble des re`gles de re´e´criture a` appliquer est vide, et
2. aucune des re`gles ne peut eˆtre applique´e.
Asynchrone sans priorite´. Pour cette strate´gie, au plus une des re`gles est applique´e une seule
fois. Si aucune re`gle de re´e´criture ne convient, on utilisera les re`gles d’infe´rence du syste`me 8.
Sinon, les re`gles d’infe´rence pour cette strate´gie sont donne´es par le syste`me de re`gles 6.
Ces deux re`gles suivent le meˆme principe. On applique tout d’abord la ie re`gle une seule fois
pour obtenir d’une part les cellules filtre´es (sous forme de chemin ou d’ensemble) et d’autre part
la sous-collection a` substituer en lieu et place des cellules filtre´es (sous forme de se´quence de
valeurs ou de collection topologique). On applique alors un ensemble vide de re`gles de re´e´criture
en prenant en compte les cellules filtre´es pour pre´parer la reconstruction a` l’aide du syste`me de
re`gles 8 (voir la section 3.5.2).
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S, ρ ⊢ γi(C) ⇀n,p 〈lµ, le〉 S ⊔ lµ, ρ ⊢ { }(C) Ãn,p C
′
S, ρ ⊢ {... ; γi ; ...}(C) Ãn,p le.lµ + C
′ (26)
S, ρ ⊢ ψi(C) ⇀ 〈Spi, Ce〉 S ∪ Spi, ρ ⊢ { }(C) Ã C
′
S, ρ ⊢ {... ; ψi ; ...}(C) Ã Ce + C
′ (27)
Re`g. 6: Re`gles de se´mantique pour la strate´gie asynchrone sans priorite´.
Asynchrone avec priorite´. Pour cette strate´gie, on applique une et une seule fois la premie`re
re`gle de re´e´criture qui peut eˆtre applique´e. Les re`gles d’infe´rence pour cette strate´gie sont donne´es
par le syste`me de re`gles 7.
Celles-ci ont un comportement identique a` celui des re`gles du syste`me 6. Ne´anmoins, une
condition supple´mentaire apparaˆıt dans les pre´misses : les (i− 1) premie`res re`gles de re´e´criture
ne doivent pas pouvoir s’appliquer sur la collection pour pouvoir appliquer la re`gle γi. La priorite´
est donc donne´e a` la premie`re re`gle pouvant s’appliquer. Encore une fois, si aucune re`gle ne peut
eˆtre applique´e, le syste`me de re`gles 8 est utilise´.
Synchrone sans priorite´. Une strate´gie synchrone consiste a` appliquer en paralle`le plusieurs
re`gles de re´e´criture. Un sous-collection ne peut eˆtre filtre´e que par une seule re`gle. Les re`gles
d’infe´rence pour cette strate´gie sont donne´es par les re`gles du syste`me 9. Les re`gles 32 et 33
ont la meˆme structure que les re`gles 26 et 27 de la strate´gie asynchrone. La diffe´rence se situe
au niveau de l’appel re´cursif a` la relation : pour une strate´gie asynchrone, une seule re`gle doit
eˆtre applique´e ; on termine donc l’application en rappelant la relation sur un ensemble de re`gles
vide. Ici, on rappelle la relation avec le meˆme ensemble de re`gles de telle sorte qu’une deuxie`me
S, ρ ⊢ γ1(C) #⇀n,p
...
S, ρ ⊢ γi−1(C) #⇀n,p
S, ρ ⊢ γi(C) ⇀n,p 〈lµ, le〉 S ⊔ lµ, ρ ⊢ { }(C) Ãn,p C
′
S, ρ ⊢ {... ; γi ; ...}(C) Ãn,p le.lµ + C
′ (28)
S, ρ ⊢ ψ1(C) #⇀
...
S, ρ ⊢ ψi−1(C) #⇀
S, ρ ⊢ ψi(C) ⇀ 〈Spi, Ce〉 S ∪ Spi, ρ ⊢ { }(C) Ã C
′
S, ρ ⊢ {... ; ψi ; ...}(C) Ã Ce + C
′ (29)
Re`g. 7: Re`gles de se´mantique pour la strate´gie asynchrone avec priorite´.
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∀i S, ρ ⊢ γi(C) #⇀n,p
S, ρ ⊢ {... ; γi ; ...}(C
K) Ãn,p C
K − CK↓(K − (SK − S)) (30)
∀i S, ρ ⊢ γi(C) #⇀
S, ρ ⊢ {... ; ψi ; ...}(C
K) Ã CK↓(K − S) (31)
Re`g. 8: Re`gles de se´mantique pour les strate´gies : aucune re`gle ne s’applique.
re`gle, puis une troisie`me, . . . seront applique´es en se´rie. Ne´anmoins, dans le re´sultat final de
l’application de la transformation, les re`gles sembleront avoir e´te´ applique´es en paralle`le.
Synchrone avec priorite´. Il s’agit de la strate´gie par de´faut implante´e dans l’interpre`teMGS.
Les re`gles de re´e´criture sont applique´es dans l’ordre jusqu’a` e´puisement. Les re`gles d’infe´rence
pour cette strate´gie sont donne´es par les re`gles du syste`me 10. Les re`gles 34 et 36 sont tre`s
proches de celles du syste`me 9 de la strate´gie synchrone sans priorite´. Les deux autres re`gles
d’infe´rence correspondent a` la consommation des re`gles de re´e´criture lorsqu’elles ne peuvent plus
eˆtre applique´es. On teste par conse´quent toutes les re`gles, dans l’ordre, jusqu’a` ce que l’ensemble
de re`gles de re´e´criture a` appliquer soit vide. On utilise le syste`me de re`gles 8 pour terminer l’appel
re´cursif.
3.5.2 Reconstruction
Toutes les strate´gies pre´ce´dentes partagent les meˆmes calculs pour construire le re´sultat d’une
application d’un ensemble de re`gles :
• Les arbres de preuve des strate´gies conduisent indubitablement a` appliquer les axiomes 30
et 31. Soit S l’ensemble des cellules filtre´es d’une collection CK. Les axiomes initialisent
la reconstruction en retournant :
– CK − CK↓(K − (SK − S)) pour les transformations de chemins, et
– CK↓(K − S) pour les patches.
S, ρ ⊢ γi(C) ⇀n,p 〈lµ, le〉 S ⊔ lµ, ρ ⊢ {... ; γi ; ...}(C) Ãn,p C
′
S, ρ ⊢ {... ; γi ; ...}(C) Ãn,p le.lµ + C
′ (32)
S, ρ ⊢ ψi(C) ⇀ 〈Spi, Ce〉 S ∪ Spi, ρ ⊢ {... ; ψi ; ...}(C) Ã C
′
S, ρ ⊢ {... ; ψi ; ...}(C) Ã Ce + C
′ (33)
Re`g. 9: Re`gles de se´mantique pour la strate´gie synchrone sans priorite´.
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S, ρ ⊢ γ1(C) ⇀n,p 〈lµ, le〉 S ⊔ lµ, ρ ⊢ {γ1 ; ...}(C) Ãn,p C
′
S, ρ ⊢ {γ1 ; ...}(C) Ãn,p le.lµ + C
′ (34)
S, ρ ⊢ γ1(C) #⇀n,p S, ρ ⊢ {γ2 ; ...}(C) Ãn,p C
′
S, ρ ⊢ {γ1 ; γ2 ; ...}(C) Ãn,p C
′ (35)
S, ρ ⊢ ψ1(C) ⇀ 〈Spi, Ce〉 S ∪ Spi, ρ ⊢ {ψ1 ; ...}(C) Ã C
′
S, ρ ⊢ {ψ1 ; ...}(C) Ã Ce + C
′ (36)
S, ρ ⊢ ψ1(C) #⇀ S, ρ ⊢ {ψ2 ; ...}(C) Ã C
′
S, ρ ⊢ {ψ1 ; ψ2 ; ...}(C) Ã C
′ (37)
Re`g. 10: Re`gles de se´mantique pour la strate´gie synchrone avec priorite´.
• Les cas re´cursifs (prenons par exemple les re`gles du syste`me 6 de la strate´gie asynchrone
sans priorite´) appliquent dans un premier temps une des re`gles de re´e´criture re´cupe´rant un
couple 〈lµ, le〉 (resp. 〈Spi, Ce〉) pour les transformations de chemins (resp. pour les patches).
L’appel re´cursif retourne ensuite une nouvelle collection C ′. Le re´sultat du calcul est donne´
par
– le.lµ + C
′ pour les 〈n, p〉-transformations, et
– Ce + C
′ pour les patches.
Suivant ce raisonnement, la structure de batch annonce´e dans le chapitre 2 (page 49) est effective-
ment pre´sente. Les batches des 〈n, p〉-transformations et des patches sont pre´sente´s se´pare´ment.
Reconstruction des chemins. Soit la suite (〈liµ, l
i
e〉) des couples (collection filtre´e, collection
calcule´e) d’une transformation de chemins applique´e sur une collection CK ; cette se´quence cor-
respond au batch de l’application de la transformation sur CK. Le re´sultat C ′ de l’application
correspond alors a` une re´duction du batch. Les cellules topologiques de K filtre´es sont donne´es
par :
S =
⊔
i
liµ
La collection re´sultat C ′ correspond alors a` la re´duction :
C ′ =
∑
i
lie.l
i
µ + C
K − CK↓(K − (SK − S))
De´taillons ce calcul. Tout d’abord, l’expression CK − CK↓(K − (SK − S)) permet d’annuler la
valeur associe´e aux cellules de S dans K. En effet, les transformations de chemins ne modifient
pas la topologie ; il suffit d’annuler la valeur associe´e aux cellules filtre´es, puis de sommer avec
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une sous-collection ade´quatement de´finie pour placer une nouvelle valeur. Prenons par exemple
les objets suivants :
K = ({σ1, σ2, σ3}, {σ1 ≺ σ3, σ2 ≺ σ3}, {σ1 (→ 0, σ2 (→ 0, σ3 (→ 1})
CK = ‘v.σ1 + ‘v.σ2 + ‘e.σ3
S = {σ3}
〈lµ, le〉 = 〈[σ3], [‘edge]〉
Il s’agit d’une collection topologique compose´e d’un arc et ses sommets. L’arc est filtre´ pour
remplacer sa valeur actuelle ‘e par ‘edge.
Proce´dons au calcul. On a
SK − S = {σ1, σ2, σ3} − {σ3}
= {σ1, σ2}
puis
K − (SK − S) = ({σ3}, ∅, {σ3 (→ 1})
et
CK↓(K − (SK − S)) = ‘e.σ3
On obtient finalement le re´sultat escompte´
CK − CK↓(K − (SK − S)) = ‘v.σ1 + ‘v.σ2 + (‘e−Abel(Val) ‘e).σ3
= ‘v.σ1 + ‘v.σ2 + 0Abel(Val).σ3
ou` la valeur associe´e a` σ3 est annule´e. La nouvelle valeur ‘edge de σ3 est alors obtenue par le
calcul suivant :
C ′K = le.lµ + C
K − CK↓(K − (SK − S))
= [‘edge].[σ3] + ‘v.σ1 + ‘v.σ2 + 0Abel(Val).σ3
= ‘edge.σ3 + ‘v.σ1 + ‘v.σ2 + 0Abel(Val).σ3
= ‘v.σ1 + ‘v.σ2 + (0Abel(Val) +Abel(Val) ‘edge).σ3
= ‘v.σ1 + ‘v.σ2 + ‘edge.σ3
La valeur associe´e a` σ3 a bien e´te´ substitue´e par ‘edge.
Reconstruction des patches. Bien que les calculs soient de nature diffe´rente, nous proce´dons
de la meˆme fac¸on que pour la reconstruction de chemins. Soit la suite (〈Sipi, C
i
e〉) des couples
(collection filtre´e, collection calcule´e) d’un patch applique´ sur une collection CK ; cette se´quence
correspond au batch de l’application de la transformation sur CK. Le re´sultat C ′ de l’application
correspond alors a` une re´duction du batch. Les cellules topologiques de K filtre´es sont donne´es
par :
S =
⋃
i
Sipi
La collection re´sultat C ′ correspond alors a` la re´duction :
C ′ =
∑
i
Cie + C
K↓(K − S)
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De´taillons ce calcul. Pour les patches, l’initialisation de la reconstruction est plus simple : il suffit
de restreindre la collection C aux cellules qui ne sont pas dans S, ce que calcule CK↓K − S. Ici,
les cellules filtre´es sont supprime´es, il ne s’agit pas seulement d’annuler la valeur qui les de´core.
En effet, les patches modifient la topologie. Reprenons l’exemple pre´ce´dent :
K = ({σ1, σ2, σ3}, {σ1 ≺ σ3, σ2 ≺ σ3}, {σ1 (→ 0, σ2 (→ 0, σ3 (→ 1})
CK = ‘v.σ1 + ‘v.σ2 + ‘e.σ3
S = {σ3}
〈Spi, Ce〉 = 〈{σ3}, ‘v.σ
Ke
4 〉
Ke = ({σ4}, ∅, {σ4 (→ 0})
Cette fois-ci, l’arc σ3 est filtre´, supprime´ et remplace´ par un sommet isole´ σ4 de´core´ par le
symbole ‘v. Le calcul auquel nous allons proce´der construit donc une collection topologique
C ′K
′
sur un nouveau complexe cellulaire abstrait K′ contenant les trois sommets isole´s σ1, σ2 et
σ4.
Proce´dons au calcul en commenc¸ant par l’initialisation de la reconstruction :
K0 = K − S = ({σ1, σ2, σ3}, {σ1 ≺ σ3, σ2 ≺ σ3}, {σ1 (→ 0, σ2 (→ 0, σ3 (→ 1})− {σ3}
= ({σ1, σ2}, ∅, {σ1 (→ 0, σ2 (→ 0})
La restriction de CK a` K − S produit alors la collection topologique
CK↓K0 = ‘v.σ
K0
1 + ‘v.σ
K0
2
Cette fois-ci, σ3 a totalement disparu. L’insertion du nouveau sommet est alors obtenu par le
calcul suivant :
C ′K
′
= Ce + C
K↓K0
= ‘v.σKe4 + ‘v.σ
K0
1 + ‘v.σ
K0
2
= ‘v.σK
′
4 + ‘v.σ
K′
1 + ‘v.σ
K′
2
ou`
K′ = Ke ∪ K0
= ({σ4}, ∅, {σ4 (→ 0}) ∪ ({σ1, σ2}, ∅, {σ1 (→ 0, σ2 (→ 0})
= ({σ1, σ2, σ4}, ∅, {σ1 (→ 0, σ2 (→ 0, σ4 (→ 0})
L’arc σ3 est bien supprime´ et remplace´ par un nouveau sommet σ4 dans un nouveau complexe
cellulaire K′.
4 Exemples
Dans cette dernie`re section, trois exemples d’utilisation de notre se´mantique pour le langage
mini-MGS sont de´veloppe´s :
1. la subdivision d’arc,
2. l’utilisation des strate´gies d’application de re`gles, et
3. la preuve qu’avec les strate´gies synchrones, il ne reste aucune sous-collection non-filtre´e
pouvant eˆtre filtre´e par l’une des re`gles.
pour illustrer la se´mantique du langage mini-MGS de´finie dans la section pre´ce´dente.
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4.1 Subdivision d’arc
Ce premier exemple concerne l’e´valuation d’un patch raffinant des arcs par l’insertion d’un
sommet, applique´ sur un seul arc. Il s’agit de l’exemple de´crit dans la pre´sentation de l’interpre`te
MGS.
Voici le patch inse´rant un sommet sur un arc e´crit en mini-MGS :
patch{π ⇒ e}
compose´ d’une seule re`gle π ⇒ e telle que
π = ~v1:[ dim = 0, [] in faces, [] in cofaces, true ]
~v2:[ dim = 0, [] in faces, [] in cofaces, true ]
e:[ dim = 1, [^v1 ;^v2] in faces, [] in cofaces, true ]
e = let v = PosGen(0)([])([]) in
let e1 = PosGen(1)([^v1,v])([]) in
let e2 = PosGen(1)([v,^v2])([]) in
{| ‘nv @ v |}, {| ‘ne1 @ e1 |}, {| ‘ne2 @ e2 |}
A` partir de l’arc filtre´ par e, on cre´e un nouveau sommet v incident a` deux arcs e1 et e2
remplac¸ant e. Celui-ci e´tant incident a` v1 et a` v2, les deux sommets filtre´s mais non-consomme´s,
e1 (resp. e2) est incident a` la cellule filtre´e par v1 (resp. v2).
Soit le complexe K compose´ d’un arc et de deux sommets :
K = ({σ1, σ2, σ3}, {σ1 ≺ σ3, σ2 ≺ σ3}, {σ1 (→ 0, σ2 (→ 0, σ3 (→ 1})
On de´finit sur ce complexe la collection topologique :
CK = ‘ov1.σ1 + ‘ov2.σ2 + ‘oe.σ3
Les valeurs associe´es illustreront l’apparition de nouveaux objets. On utilise le symbole ‘ox pour
de´corer un objet x pre´sent avant l’application du patch, alors que le symbole ‘ny de´core un objet
y cre´e´ par le patch.
Soit ρ0, l’environnement dans lequel aucune variable de X n’a de valeur associe´e. On de´finit
e´galement l’environnement initial
ρinit = [C (→ C
K, P (→ 〈patch{π ⇒ e}, ρ0〉]
dans lequel on souhaite e´valuer l’expression P(C).
4.1.1 Application du patch
Soit C ′K
′
, la collection topologique cre´e´e par l’application du patch. On peut commencer a`
construire l’arbre d’infe´rence de l’expression P(C) en utilisant la re`gle 10 :
ρinit ⊢ P → 〈patch{π ⇒ e}, ρ0〉
ρinit ⊢ C → C
K
A
∅, ρ1 ⊢ {π ⇒ e}(C
K) Ã C ′K
′
27
ρinit ⊢ P(C) → C
′K′
10
ou` ρ1 = ρ0⊎ [self (→ C
K]. Nous cherchons a` de´velopper le sous-arbre A. L’application des re`gles
de re´e´criture e´tant initialise´e, on choisit maintenant une strate´gie ; nous optons pour la plus
simple, la strate´gie asynchrone sans priorite´. En effet, le patch n’est compose´ que d’une re`gle et
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il n’existe qu’une instance de motif. En premier lieu, la re`gle 27 est donc applique´e ; le filtrage
et l’e´valuation de la partie droite sont initie´s a` l’aide de la re`gle 25 ; l’axiome 31 est utilise´ pour
l’initialisation de la reconstruction. Le sous-arbre A est alors comple´te´ comme suit :
B
∅, ∅, ρ1 ⊢ π(C
K) →֒ 〈Spi, Tpi, ρ4〉
23
D
ρ4 ⊢ e → C
Ke
e
3
∅, ρ1 ⊢ (π ⇒ e)(C
K) ⇀ 〈Spi, C
Ke
e 〉
25
Spi, ρ1 ⊢ {}(C
K) Ã CK00
31
∅, ρ1 ⊢ {π ⇒ e}(C
K) Ã C ′K
′
27
Dans les sections suivantes, nous voyons :
• le filtrage du motif π pour comple´ter le sous-arbre B,
• l’e´valuation de la partie droite e pour construire le sous-arbre D5, et
• la reconstruction avec le calcul de K0, C
K0
0 et finalement K
′ et C ′K
′
.
4.1.2 Le filtrage de π, sous-arbre B
Le motif π est compose´ de trois sous-motifs e´le´mentaires que nous nommerons respectivement
π1, π2 et π3. On utilise les abre´viations suivantes :
π1 = ~v1:[dim=0]
= ~v1:[ dim = 0, [] in faces, [] in cofaces, true ]
π2 = ~v2:[dim=0]
= ~v2:[ dim = 0, [] in faces, [] in cofaces, true ]
π3 = e:[dim=1,[^v1,^v2] in faces]
= e:[ dim = 0, [^v1,^v2 ] in faces, [] in cofaces, true ]
Ainsi, le sous-arbre gauche B est comple´te´ en utilisant les re`gles de filtrage des patches 21 et 23 :
ρ1 ⊢ 0 → 0
∅, ∅, ρ1 ⊢ ~v1:[dim=0](C
K) →֒ 〈∅, {σ1}, ρ2〉
21
B1
∅, {σ1}, ρ2 ⊢ π2 π3(C
K) →֒ 〈Spi, T
′
pi, ρ4〉
23
∅, ∅, ρ1 ⊢ π1 π2 π3(C
K) →֒ 〈Spi, {σ1} ∪ T
′
pi, ρ4〉
23
On filtre ici le premier motif π1. Deux cellules de K sont candidates : σ1 et σ2 qui sont toutes
les deux de dimension 0. Aucune contrainte particulie`re n’est a` ve´rifier ; la re`gle 21 peut alors
eˆtre applique´e. On choisit arbitrairement la cellule σ1 pour des questions de notation ; il aurait
e´te´ tout a` fait possible de choisir σ2. Le retour 〈∅, {σ1}, ρ2〉 indique bien que σ1 a e´te´ filtre´e mais
n’est pas consomme´e. L’environnement ρ1 est mis a` jour pour tenir compte du nommage de la
cellule filtre´e par v1 :
ρ2 = ρ1 ⊎ [v1 (→ ‘ov1, ^v1 (→ σ
K1
1 ]
K1 = ({σ1}, ∅, {σ1 (→ 0})
La suite du filtrage se poursuit de la meˆme fac¸on dans l’arbre B1 pour filtrer sans consommer
la cellule σ2 par le motif π2 :
ρ2 ⊢ 0 → 0
∅, {σ1}, ρ2 ⊢ ~v2:[dim=0](C
K) →֒ 〈∅, {σ2}, ρ3〉
21
B2
∅, {σ1, σ2}, ρ3 ⊢ π3(C
K) →֒ 〈Spi, T
′′
pi , ρ4〉
19
∅, {σ1}, ρ2 ⊢ π2 π3(C
K) →֒ 〈Spi, {σ2} ∪ T
′′
pi , ρ4〉
23
5La variable C serait source de confusion avec les variables de´notant les collections topologiques
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On de´finit alors l’environnement ρ3 :
ρ3 = ρ2 ⊎ [v2 (→ ‘ov2, ^v2 (→ σ
K2
2 ]
K2 = ({σ2}, ∅, {σ2 (→ 0})
On termine le processus de filtrage dans B3 en se´lectionnant et en consommant σ3, l’arc du
complexe K, a` l’aide de la re`gle 19 :
...
ρ3 ⊢ [^v1,^v2] → [σ
K1
1 ;σ
K2
2 ]
4
ρ3 ⊢ 1 → 1 σ1, σ2 ∈ facesK σ3 = {σ1, σ2}
∅, {σ1, σ2}, ρ3 ⊢ e:[dim=1,[^v1,^v2] in faces](C
K) →֒ 〈{σ3}, ∅, ρ4〉
19
Cette fois-ci, la cellule filtre´e est consomme´e : on retourne le triplet 〈{σ3}, ∅, ρ4〉. Une fois de
plus, on de´finit l’environnement de retour :
ρ4 = ρ3 ⊎ [e (→ ‘oe, ^e (→ σ
K3
3 ]
K3 = ({σ3}, ∅, {σ3 (→ 1})
Nous ne de´taillons pas plus l’arbre e´valuant l’expression [^v1,^v2] en [σK11 ;σ
K2
2 ]. Les variables
Spi et Tpi apparaissant maintenant dans l’arbre A ou` le sous-arbre B prend racine sont alors
de´finies :
Spi = {σ3}
Tpi = {σ1} ∪ T
′
pi
= {σ1} ∪ {σ2} ∪ T
′′
pi
= {σ1, σ2} ∪ ∅
= {σ1, σ2}
4.1.3 L’e´valuation de e, sous-arbre D
Comme pour le filtrage, nous utilisons un jeu d’abre´viations pour alle´ger l’arbre de preuve :
e = let v = PosGen(0)([])([]) in e1
e1 = let e1 = PosGen(1)([^v1,v])([]) in e2
e2 = let e2 = PosGen(1)([v,^v2])([]) in e3
e3 = e4, e5, e6
e4 = {| ‘nv @ v |}
e5 = {| ‘ne1 @ e1 |}
e6 = {| ‘ne2 @ e2 |}
L’e´valuation de e correspond au sous-arbre D de l’arbre A. Elle se fait dans le contexte de
l’environnement ρ4 issu du filtrage et retourne une collection topologique C
Ke
e . Trois premie`res
de´finitions de variables permettent la construction de trois nouvelles cellules. Ces trois cellules
sont de´core´es dans l’expression e3 pour construire la collection topologique C
Ke
e .
Voyons dans un premier temps la construction des nouvelles cellules topologiques. La premie`re
cellule (un sommet) est cre´e´e :
ρ4 ⊢ 0 → 0 ρ4 ⊢ [] → []
ρ4 ⊢ PosGen(0)([])([]) → σ
K4
4
4
D1
ρ5 ⊢ e1 → C
Ke
e
3
ρ4 ⊢ let v = PosGen(0)([])([]) in e1 → C
Ke
e
3
4 - Exemples 131
avec l’environnement ρ5 de´fini de la fac¸on suivante :
ρ5 = ρ4 ⊎ [v (→ σ
K4
4 ]
K4 = ({σ4}, ∅, {σ4 (→ 0})
Nous utilisons ici la re`gle 3 d’e´valuation de l’application d’une λ-expression ; rappelons en effet
que le sucre syntaxique que nous utilisons est de´fini par :
let x = e1 in e2 ≡ (λx·e2)(e1)
La cellule σK44 est le re´sultat de l’application de la fonction pre´de´finie fctposGen(0)([])([]). Nous
ne de´taillerons pas l’application des fonctions pre´de´finies qui ont de´ja` e´te´ de´crites plus haut dans
le chapitre.
Deux nouveaux arcs sont alors ge´ne´re´s ; voici la construction de l’arbre D1 :
ρ5 ⊢ 1 → 1 ρ5 ⊢ [] → [] ρ5 ⊢ [^v1,v] → [σ
K1
1 ;σ
K4
4 ]
ρ5 ⊢ PosGen(1)([^v1,v])([]) → σ
K5
5
4
D2
ρ6 ⊢ e2 → C
Ke
e
3
ρ5 ⊢ let e1 = PosGen(1)([^v1,v])([]) in e2 → C
Ke
e
3
Cet arc est incident aux sommets σK11 et σ
K4
4 . Le premier est issu du filtrage et le second
correspond a` la variable v. On construit σ5 en utilisant la fonction pre´de´finie posGen :
predGen(1, [σK11 , σ
K4
4 ], []) = dim
K1(σ1) < 1 ∧ dim
K4(σ4) < 1
= 0 < 1 ∧ 0 < 1
= true
posGen(1, [σK11 , σ
K4
4 ], []) = σ
K5
5
K5 = ({σ5, σ1, σ4}, {σ1 ≺ σ5, σ4 ≺ σ5}, {σ5 (→ 1, σ1 (→ 0, σ4 (→ 0})
∪ K1 ∪ K4
= ({σ5, σ1, σ4}, {σ1 ≺ σ5, σ4 ≺ σ5}, {σ5 (→ 1, σ1 (→ 0, σ4 (→ 0})
L’environnement ρ6 est de´fini par :
ρ6 = ρ5 ⊎ [e1 (→ σ
K5
5 ]
On construit l’arc associe´ a` e2 par l’arbre D2 :
ρ6 ⊢ 1 → 1 ρ6 ⊢ [] → [] ρ6 ⊢ [v,^v2] → [σ
K4
4 ;σ
K2
2 ]
ρ6 ⊢ PosGen(1)([v,^v2])([]) → σ
K6
6
4
D3
ρ7 ⊢ e3 → C
Ke
e
4
ρ6 ⊢ let e2 = PosGen(1)([v,^v2])([]) in e3 → C
Ke
e
3
ou` l’environnement ρ7 est de´fini par :
ρ7 = ρ6 ⊎ [e2 (→ σ
K6
6 ]
La construction de σK66 est e´quivalente a` celle de σ
K5
5 . On de´finit directement K6 par :
K6 = ({σ6, σ2, σ4}, {σ2 ≺ σ6, σ4 ≺ σ6}, {σ6 (→ 1, σ2 (→ 0, σ4 (→ 0})
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Apre`s la construction des cellules de´finissant le complexe cellulaire pour le support de la
partie droite, on construit la collection topologique CKee en de´veloppant D3 jusqu’aux feuilles de
l’arbre de preuve :
ρ7 ⊢ {| ‘nv @ v |} → ‘nv.σ
K4
4
ρ7 ⊢ {| ‘ne1 @ e1 |} → ‘ne1.σ
K5
5
ρ7 ⊢ {| ‘ne2 @ e2 |} → ‘ne2.σ
K6
6
ρ7 ⊢ e5, e6 → ‘ne1.σ
K5
5 + ‘ne2.σ
K6
6
4
ρ7 ⊢ e4, e5, e6 → ‘nv.σ
K4
4 + ‘ne1.σ
K5
5 + ‘ne2.σ
K6
6
4
Nous terminons ainsi la construction du sous-arbre D de l’arbre A. On de´finit en particulier la
collection topologique CKee de la fac¸on suivante :
CKee = ‘nv.σ
K4
4 + ‘ne1.σ
K5
5 + ‘ne2.σ
K6
6
= ‘nv.σKe4 + ‘ne1.σ
Ke
5 + ‘ne2.σ
Ke
6
Ke = K4 ∪ K5 ∪ K6
= ({σ1, σ2, σ4, σ5, σ6},
{σ1 ≺ σ5, σ2 ≺ σ6, σ4 ≺ σ5, σ4 ≺ σ6},
{σ1 (→ 0, σ2 (→ 0, σ4 (→ 0, σ5 (→ 1, σ6 (→ 1})
4.1.4 La reconstruction
A` partir des re´sultats pre´ce´dents et des re`gles 31 et 27 les calculs se font directement :
CK00 = C
K0
= ‘ov1.σK01 + ‘ov2.σ
K0
2
K0 = K − Spi
= ({σ1, σ2}, ∅, {σ1 (→ 0, σ2 (→ 0})
C ′K
′
= CKee + C
K0
0
= ‘nv.σKe4 + ‘ne1.σ
Ke
5 + ‘ne2.σ
Ke
6 + ‘ov1.σ
K0
1 + ‘ov2.σ
K0
2
= ‘nv.σK
′
4 + ‘ne1.σ
K′
5 + ‘ne2.σ
K′
6 + ‘ov1.σ
K′
1 + ‘ov2.σ
K′
2
K′ = Ke ∪ K0
= ({σ1, σ2, σ4, σ5, σ6},
{σ1 ≺ σ5, σ2 ≺ σ6, σ4 ≺ σ5, σ4 ≺ σ6},
{σ1 (→ 0, σ2 (→ 0, σ4 (→ 0, σ5 (→ 1, σ6 (→ 1})
Le nouveau complexe K′ est compose´ de cinq cellules topologiques, dont trois sommets et deux
arcs. Les deux anciens sommets σ1 et σ2 sont toujours de´core´s par les valeurs qui leur e´taient
associe´es dans CK. L’arc σ3 est supprime´ topologiquement et est remplace´ par les deux arcs σ5
et σ6 incidents respectivement a` σ1 et σ4, et a` σ2 et σ4.
4.2 Utilisation des strate´gies
Pour illustrer les diffe´rences de comportement des quatre strate´gies d’application des re`gles,
nous proposons de calculer les diffe´rents re´sultats de l’application d’une meˆme transformation
de chemin suivant chacune des strate´gies. Cette transformation est spe´cifie´e comme suit en
mini-MGS :
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trans<n,p>{
x => [10*x] ;
x => [-1*x]
}
Elle est compose´e de deux re`gles de re´e´criture que nous de´noterons respectivement par les va-
riables γ1 et γ2. La re`gle γ1 filtre un e´le´ment pour modifier sa de´coration en dix fois sa valeur,
et la re`gle γ2 transforme la de´coration des e´le´ments qu’elle filtre en leur oppose´.
Nous proposons d’appliquer cette transformation sur une collection tre`s simple constitue´e de
deux sommets isole´s σ1 et σ2. On de´core le sommet σ1 par l’entier 1, et σ2 par l’entier 2. Les
cellules e´tant de dimension 0, nous utilisons le 〈0, 1〉-voisinage (dans cet exemple, la valeur de
la dimension p n’a pas d’importance, les chemins filtre´s e´tant e´le´mentaires). Nous construisons
donc le complexe cellulaire K et la collection topologique CK correspondante :
K = ({σ1, σ2}, ∅, {σ1 (→ 0, σ2 (→ 0})
CK = 1.σ1 + 2.σ2
Comme dans l’exemple pre´ce´dent, nous supposons l’existence d’un environnement initial ρinit
de´fini comme suit :
ρinit = [T (→ 〈trans<n,p>{γ1;γ2}, ∅〉, C (→ C
K}]
L’objet de cet exemple est l’e´valuation dans l’environnement ρinit de l’expression
T<0, 1>(C)
Nous commenc¸ons par construire la base de l’arbre de re´duction qui nous inte´resse en utilisant
la re`gle de re´duction 9 :
ρinit ⊢ T → 〈trans<n,p>{γ1;γ2}, ∅〉
ρinit ⊢ 0 → 0
ρinit ⊢ 1 → 1
ρinit ⊢ C → C
K
A
∅, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 C
′
ρinit ⊢ T<0, 1>(C) → C
′
9
ou` l’environnement ρ vaut :
ρ = [self (→ CK, n (→ 0, p (→ 1]
4.2.1 Application de chaque re`gle seule
L’objectif de cet exemple n’est pas de construire les arbres de preuve concernant le filtrage
des re`gles γ1 et γ2. Nous allons simplement e´nume´rer les e´le´ments des relations :
S, ρ ⊢ γi(C
K) ⇀0,1 〈lµ, le〉
L’ensemble des cellules de´ja` filtre´es S peut prendre quatre valeurs diffe´rentes :
1. S = ∅ : aucun processus de filtrage n’a encore e´te´ exe´cute´ ;
2. S = {σ1} : σ1 a de´ja` e´te´ filtre´e ;
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3. S = {σ2} : σ2 a de´ja` e´te´ filtre´e ;
4. S = {σ1, σ2} : σ1 et σ2 ont de´ja` e´te´ filtre´es.
Voici les e´le´ments des relations d’application de re`gle pour γ1 et γ2 :
∅, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ1], [10]〉 ∅, ρ ⊢ γ2(C
K) ⇀0,1 〈[σ1], [−1]〉
∅, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ2], [20]〉 ∅, ρ ⊢ γ2(C
K) ⇀0,1 〈[σ2], [−2]〉
{σ1}, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ2], [20]〉 {σ1}, ρ ⊢ γ2(C
K) ⇀0,1 〈[σ2], [−2]〉
{σ2}, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ1], [10]〉 {σ2}, ρ ⊢ γ2(C
K) ⇀0,1 〈[σ1], [−1]〉
{σ1, σ2}, ρ ⊢ γ1(C
K) #⇀0,1 {σ1, σ2}, ρ ⊢ γ2(C
K) #⇀0,1
4.2.2 Les strate´gies
Les paragraphes ci-dessous pre´sentent le calcul de la relation :
∅, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 C
′
pour chacune des strate´gies.
Strate´gie asynchrone sans priorite´. Pour cette strate´gie le choix de la re`gle a` appliquer
est non-de´terministe. A` cela, on ajoute le non-de´terminisme du filtrage acceptant d’une part σ1
et d’autre part σ2. Il en re´sulte quatre arbres de preuve possibles pour A (voir le syste`me de
re`gles 11) :
1. Arbre 38 : application de γ1 filtrant σ1,
∅, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ1], [10]〉 {σ1}, ρ ⊢ { }(C
K) Ã0,1 2.σ2
30
∅, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 10.σ1 + 2.σ2
26/28
(38)
∅, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ2], [20]〉 {σ2}, ρ ⊢ { }(C
K) Ã0,1 1.σ1
30
∅, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 1.σ1 + 20.σ2
26/28
(39)
∅, ρ ⊢ γ2(C
K) ⇀0,1 〈[σ1], [−1]〉 {σ1}, ρ ⊢ { }(C
K) Ã0,1 2.σ2
30
∅, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 (−1).σ1 + 2.σ2
26
(40)
∅, ρ ⊢ γ2(C
K) ⇀0,1 〈[σ2], [−2]〉 {σ2}, ρ ⊢ { }(C
K) Ã0,1 1.σ1
30
∅, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 1.σ1 + (−2).σ2
26
(41)
Re`g. 11: Exemple d’utilisation de la strate´gie asynchrone avec (les deux premiers arbres uni-
quement) et sans priorite´ (les quatre arbres).
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2. Arbre 39 : application de γ1 filtrant σ2,
3. Arbre 40 : application de γ2 filtrant σ1,
4. Arbre 41 : application de γ2 filtrant σ2.
Strate´gie asynchrone avec priorite´. Le degre´ de liberte´ laisse´ par la strate´gie asynchrone
sans priorite´ pour le choix de la re`gle de re´e´criture a` appliquer disparaˆıt ici forc¸ant l’application
de la re`gle γ1. Cette re`gle peut filtrer soit σ1 soit σ2. Les re`gles de´crivant ces deux re´ductions
possibles correspondent alors aux arbres 38 et 39 de la strate´gie asynchrone sans priorite´ sur les
re`gles.
Strate´gie synchrone avec priorite´. Cette strate´gie demande le plus d’appels re´cursifs. En
effet, chaque re`gle doit eˆtre applique´e le plus de fois possible jusqu’a` ce qu’elle ne puisse plus eˆtre
applique´e. On passe alors a` la re`gle suivante. Dans notre exemple, deux arbres diffe´rents peuvent
eˆtre construits. Ils sont pre´sente´s par le syste`me de re`gles 12. Les arbres 42 et 43 pre´sentent le
filtrage des cellules σ1 et σ2 (dans chacun des deux ordres possibles). Une fois ces cellules filtre´es
aucune re`gle ne peut plus s’appliquer. Les arbres partagent alors les appels re´cursifs rendant
compte de ces e´checs de´crits par l’arbre 44.
Strate´gie synchrone sans priorite´. Il s’agit de la strate´gie d’application offrant le plus de
cas diffe´rents pour le sous-arbre A. Il peut en effet eˆtre applique´ :
• la re`gle γ1 deux fois,
• la re`gle γ1 puis la re`gle γ2,
• la re`gle γ2 puis la re`gle γ1, et enfin
∅, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ1], [10]〉
{σ1}, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ2], [20]〉 cf. re`gle 44
{σ1}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 20.σ2
34
∅, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 10.σ1 + 20.σ2
34
(42)
∅, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ2], [20]〉
{σ2}, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ1], [10]〉 cf. re`gle 44
{σ2}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 10.σ1
34
∅, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 10.σ1 + 20.σ2
34
(43)
{σ1, σ2}, ρ ⊢ γ1(C
K) #⇀0,1
{σ1, σ2}, ρ ⊢ γ2(C
K) #⇀0,1 {σ1, σ2}, ρ ⊢ { }(C
K) Ã0,1 0CollType
30
{σ1, σ2}, ρ ⊢ {γ2}(C
K) Ã0,1 0CollType
35
{σ1, σ2}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 0CollType
35
(44)
Re`g. 12: Exemple d’utilisation de la strate´gie synchrone avec priorite´.
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• la re`gle γ2 deux fois.
Dans chaque cas, la premie`re application de re`gle est non-de´terministe : on peut filtrer σ1 ou
σ2. La seconde application se fait alors sur la cellule restante. Ainsi 8 re´ductions peuvent eˆtre
construites. Une fois les deux applications de re`gles faites, plus aucune cellule n’est disponible. Il
ne peut donc y avoir une troisie`me application. C’est le cas de base de la re´currence associe´e a` la
re´duction synchrone sans priorite´ : le nombre d’e´le´ments pouvant eˆtre filtre´s est fini a` l’e´tat initial
et de´croˆıt a` chaque application de re`gle. Les arbres de re´duction pour la strate´gie synchrone avec
priorite´ sont donne´s par le syste`me de re`gles 13.
4.3 Exemple de preuve
La de´finition formelle de la se´mantique d’un langage a deux objectifs : d’une part, elle permet
une bonne compre´hension des me´canismes de´veloppe´s dans le langage et, d’autre part, elle permet
le de´veloppement de preuves mathe´matiques pour ve´rifier certaines proprie´te´s des programmes
e´crits dans ce langage.
L’exemple qui suit n’est pas de´veloppe´ en de´tail mais simplement esquisse´. Nous esquissons
le raisonnement a` suivre pour prouver une proprie´te´. La strate´gie maximale paralle`le des L
syste`mes [PLH+90, PH92, LJ92, RS92] peut eˆtre caracte´rise´e par le fait qu’aucune sous-collection
restant apre`s le filtrage ne peut eˆtre filtre´e par aucune des re`gles. Notons P cette proprie´te´. Nous
souhaitons montrer que la strate´gie synchrone sans priorite´ sur les re`gles ve´rifie cette proprie´te´.
Prenons le cas des patches (celui des 〈n, p〉-transformations est identique). Soit un ensemble
de re`gles {. . . ; γi; . . .} a` appliquer sur une collection C
K dans le contexte d’un environnement ρ
et sachant que les cellules de l’ensemble S ⊂ K ont de´ja` e´te´ filtre´es. La proprie´te´ P doit eˆtre
montre´e pour toute collection re´sultat C ′K
′
, c’est-a`-dire
S, ρ ⊢ {. . . ; γi; . . .}(C
K) Ã C ′K
′
⇒ P (S, ρ, {. . . ; γi; . . .}, C
K, C ′K
′
)
Dans le cadre de la strate´gie synchrone sans priorite´, seules les deux re`gles d’infe´rence 31 et 33
peuvent eˆtre applique´es.
4.3.1 Application de la re`gle 31
L’utilisation de la re`gle 31 construit l’arbre de preuve suivant :
∀i S, ρ ⊢ γi(C) #⇀
S, ρ ⊢ {... ; ψi ; ...}(C
K) Ã C ′K
′
31
Les pre´misses montrent qu’il n’existe pas de sous-collection pouvant eˆtre filtre´e par l’un des
motifs des re`gles γi.
La proprie´te´ P (S, ρ, {. . . ; γi; . . .}, C
K, C ′K
′
) est donc ve´rifie´e.
4.3.2 Application de la re`gle 33
L’utilisation de la re`gle 33 construit l’arbre de preuve suivant :
S, ρ ⊢ ψi(C) ⇀ 〈Spi, C
Ke
e 〉 S ∪ Spi, ρ ⊢ {... ; ψi ; ...}(C
K) Ã CKss
S, ρ ⊢ {... ; ψi ; ...}(C
K) Ã CKee + C
Ks
s
33
avec C ′K
′
= CKee + C
Ks
s .
Ainsi, pour toute sous-collection filtre´e Spi, pour ve´rifier P (S, ρ, {. . . ; γi; . . .}, C
K, C ′K
′
), il suf-
fit que P (S∪Spi, ρ, {. . . ; γi; . . .}, C
K, CKss ). Cette remarque conduit vers une preuve par re´currence
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∅, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ1], [10]〉
{σ1, σ2}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 0CollType
30
{σ1}, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ2], [20]〉
{σ1}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 20.σ2
32
∅, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 10.σ1 + 20.σ2
32
(45)
∅, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ2], [20]〉
{σ2, σ1}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 0CollType
30
{σ2}, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ1], [10]〉
{σ2}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 10.σ1
32
∅, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 20.σ2 + 10.σ1
32
(46)
∅, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ1], [10]〉
{σ1, σ2}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 0CollType
30
{σ1}, ρ ⊢ γ2(C
K) ⇀0,1 〈[σ2], [(−2)]〉
{σ1}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 (−2).σ2
32
∅, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 10.σ1 + (−2).σ2
32
(47)
∅, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ2], [20]〉
{σ2, σ1}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 0CollType
30
{σ2}, ρ ⊢ γ2(C
K) ⇀0,1 〈[σ1], [(−1)]〉
{σ2}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 (−1).σ1
32
∅, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 20.σ2 + (−1).σ1
32
(48)
∅, ρ ⊢ γ2(C
K) ⇀0,1 〈[σ1], [(−1)]〉
{σ1, σ2}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 0CollType
30
{σ1}, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ2], [20]〉
{σ1}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 20.σ2
32
∅, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 (−1).σ1 + 20.σ2
32
(49)
∅, ρ ⊢ γ2(C
K) ⇀0,1 〈[σ2], [(−2)]〉
{σ2, σ1}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 0CollType
30
{σ2}, ρ ⊢ γ1(C
K) ⇀0,1 〈[σ1], [10]〉
{σ2}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 10.σ1
32
∅, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 (−2).σ2 + 10.σ1
32
(50)
∅, ρ ⊢ γ2(C
K) ⇀0,1 〈[σ1], [(−1)]〉
{σ1, σ2}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 0CollType
30
{σ1}, ρ ⊢ γ2(C
K) ⇀0,1 〈[σ2], [(−2)]〉
{σ1}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 (−2).σ2
32
∅, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 (−1).σ1 + (−2).σ2
32
(51)
∅, ρ ⊢ γ2(C
K) ⇀0,1 〈[σ2], [(−2)]〉
{σ2, σ1}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 0CollType
30
{σ2}, ρ ⊢ γ2(C
K) ⇀0,1 〈[σ1], [(−1)]〉
{σ2}, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 (−1).σ1
32
∅, ρ ⊢ {γ1;γ2}(C
K) Ã0,1 (−2).σ2 + (−1).σ1
32
(52)
Re`g. 13: Exemple d’utilisation de la strate´gie synchrone sans priorite´.
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nous ramenant dans le cas de l’application de la re`gle 31, qui devient notre cas de base. Cette
re´currence se fait sur le nombre de sous-collections qu’il est possible de filtrer, sachant que celui-ci
est fini. Intuitivement, le nombre de sous-collections restant a` filtrer diminue a` chaque applica-
tion de la re`gle 33. Cette re`gle est applique´e jusqu’a` ce qu’il ne reste plus de sous-collection
a` filtrer. Nous allons montrer que le nombre de sous-collections est fini et que le nombre de
sous-collections filtrables de´croˆıt au fur et a` mesure du filtrage.
Nombre de sous-collections fini. Il s’agit d’une preuve par induction sur la construction
des motifs. Nous montrons que le nombre de sous-collections pour les motifs de patches est fini,
la de´marche e´tant exactement la meˆme pour les motifs de chemins.
Les re`gles d’infe´rences axiomatiques du filtrage de patch (re`gles 19, 20, 21 et 22) imposent
qu’une cellule σ d’une collection topologique CK ve´rifie :
CK(σ) #= 0Abel(Val)
Les collections topologiques e´tant des fonctions nulles presque partout, seul un nombre fini de
cellules σ ∈ K convient. Ces re`gles ne filtrent donc qu’un nombre fini de sous-collections (re´duites
a` une seule cellule)
Le cas d’induction concerne la poursuite du filtrage, re`gle 23. Soit π1 et π2 deux motifs ne
filtrant qu’un nombre fini de sous-collections. Montrons que le motif π1π2 ne filtre qu’un nombre
fini de sous-collections. Soit S1 (resp. S2) une sous-collection filtre´e par π1 (resp. π2). Ces deux
sous-collections ve´rifient S1 ∩ S2 = ∅ pour e´viter qu’une meˆme cellule ne soit filtre´e a` la fois
par π1 et π2. La re`gle 23 de´finit S1 ∪ S2 comme la sous-collection filtre´e par le motif π1π2. Par
hypothe`se d’induction, il n’existe qu’un nombre fini de sous-collections S1 (resp. S2) possibles.
Il n’existe donc qu’un nombre fini de sous-collections S1 ∪ S2 filtre´es par π1π2.
Nous montrons ainsi, que pour tout motif π, il n’existe qu’un nombre fini de sous-collections
filtre´es par π dans une collection CK.
Diminution du nombre de sous-collections non-filtre´es. Dans l’application de la re`gle 33,
l’ensemble S des cellules filtre´es est augmente´ de Spi, l’ensemble des cellules filtre´es par l’appli-
cation de l’une des re`gles γi. Nous supposons que les motifs utilise´s sont bien construits. Ils
ve´rifient en particulier le pre´dicat OkPatch, ve´rifiant qu’au moins une des clauses du motif filtre
et consomme une cellule.
Suivant le meˆme type de preuve que pre´ce´demment (induction sur la construction des motifs
de patches), il est possible de montrer que si OkPatch(π) est ve´rifie´ pour un motif π, l’ensemble
Spi ne peut pas eˆtre vide.
Ainsi, lors de l’appel re´cursif de la re`gle 33, le nombre de cellules augmente obligatoirement
(passage de S a` S ∪Spi ou` Spi n’est pas vide). Le nombre de sous-collections filtre´es e´tant fini, le
nombre de cellules non-filtre´es, et donc de sous-collections non-filtre´es, diminue lors de l’appel
re´cursif.
Retour a` la proprie´te´ P . Le nombre de sous-collections pouvant eˆtre filtre´es diminuant, il
arrive un moment ou` la re`gle 33 ne peut plus eˆtre applique´e et ou` la re`gle 31 est utilise´e pour
finalement terminer l’arbre de preuve (l’arbre de preuve est donc de hauteur finie).
La re´currence se fait de la fac¸on suivante :
• Cas de base : Supposons que S contienne l’ensemble des cellules filtrables (toutes les
cellules de´core´es par une valeur diffe´rente de 0Abel(Val) dans C
K) ; aucune cellule ne peut
donc eˆtre filtre´e. La re`gle 31 est applique´e et la proprie´te´
P (S, ρ, {. . . ; γi; . . .}, C
K, C ′K
′
)
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est ve´rifie´e comme nous l’avons fait remarquer pre´ce´demment.
• Re´currence : Supposons que la proprie´te´ P est ve´rifie´e pour tout ensemble S′ de cellules
topologiques filtrables de CK (il n’en existe qu’un nombre fini comme nous venons de le
voir) tel que S ( S′. Nous supposons donc que :
P (S′, ρ, {. . . ; γi; . . .}, C
K, CKss )
Rappelons que nous conside´rons l’application de la re`gle 33 :
S, ρ ⊢ ψi(C) ⇀ 〈Spi, C
Ke
e 〉 S ∪ Spi, ρ ⊢ {... ; ψi ; ...}(C
K) Ã CKss
S, ρ ⊢ {... ; ψi ; ...}(C
K) Ã CKee + C
Ks
s
33
Or comme Spi ne peut pas eˆtre vide, S ∪ Spi ( S. Par hypothe`se de re´currence,
P (S ∪ Spi, ρ, {. . . ; γi; . . .}, C
K, CKss )
est ve´rifie´e. La sous-collection Spi e´tant filtre´e par l’application de la re`gle 33, on ve´rifie
alors
P (S, ρ, {. . . ; γi; . . .}, C
K, C ′K
′
)
Finalement, pour tout ensemble S de cellules filtre´es, on a :
S, ρ ⊢ {. . . ; γi; . . .}(C
K) Ã C ′K
′
⇒ P (S, ρ, {. . . ; γi; . . .}, C
K, C ′K
′
)
ce qui est en particulier vrai pour S = ∅.
En conclusion, la strate´gie synchrone sans priorite´ est donc une strate´gie maximale paralle`le.
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Dans ce chapitre, nous nous inte´ressons a` une modification de la se´mantique du langage
mini-MGS pre´sente´e dans le chapitre 4 pour tenir compte de strate´gies d’application des re`gles
probabilistes. On entend par se´mantique probabiliste le calcul permettant d’obtenir une valeur
donne´e en re´sultat d’un programme mini-MGS.
L’approche utilise´e dans ce chapitre, fonde´e sur l’association a` une expression d’une densite´
de probabilite´ n’est pas nouvelle. Elle a e´te´ utilise´e dans [Jon90] ou` la se´mantique d’un langage
fonctionnel a e´te´ de´veloppe´e. Par rapport a` ce cadre nous restreignons les lois de probabilite´
utilise´es a` des densite´s de probabilite´ particulie`res correspondant a` des fonctions nulles presque
partout, associant une probabilite´ a` un sous-ensemble fini des valeurs manipule´es par le langage.
Nous e´vitons ainsi la manipulation de´licate et les difficulte´s techniques induites par l’utilisation
de densite´s non-nulles presque partout. L’objectif de ce chapitre n’est donc pas le de´veloppement
d’une nouvelle se´mantique pour la formalisation de constructions stochastiques, mais plutoˆt de
de´crire formellement l’application stochastique de re`gles (alors que [Jon90] traite de la de´finition
et de l’application des fonctions). Cela implique de formaliser le non-de´terminisme du filtrage et
les me´canismes (stochastiques) de choix d’une re`gle a` appliquer.
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1 Motivations
La pre´sence de phe´nome`nes stochastiques dans un grand nombre de syste`mes physiques
n’est plus a` de´montrer. Ces dernie`res anne´es, un nombre croissant de chercheurs s’est attache´ a`
l’e´tude de l’ale´a et du bruit pre´sent dans les syste`mes biologiques. Le lecteur inte´resse´ pourra se
reporter a` [MSD04] ou` sont de´taille´s de nombreux phe´nome`nes stochastiques en biologie, et ce du
niveau mole´culaire au niveau cellulaire. De fac¸on a` pouvoir rendre compte de ces phe´nome`nes, de
nombreux formalismes de´die´s a` la simulation de syste`mes dynamiques ont inte´gre´ des me´canismes
afin de pouvoir exprimer des mode`les stochastiques. On peut citer :
• Les L syste`mes stochastiques [Ju¨r76, ES80, Yok80, Nis80, Pru87, PH89, Cie06],
• Les P syste`mes stochastiques [Obt03, Mad03, AC03, PBMZ06],
• Les automates cellulaires stochastiques [TN87, Fre90, Mar98].
Le langage MGS e´tant de´die´ a` la simulation de mode`les de syste`mes dynamiques, une extension
pour fournir les me´canismes ne´cessaires a` l’introduction de la stochasticite´ dans l’application des
transformations est naturel.
En ce qui concerne les syste`mes de re´e´criture, l’application de re`gles parame´tre´es par des
lois de probabilite´ a de´ja` e´te´ e´tudie´e. Ces me´canismes d’application probabilistes de re`gles ont
e´te´ introduits dans des environnements ge´ne´raux de re´e´criture : en Maude par exemple, ce
me´canisme passe par la notion de the´ories de re´e´criture probabiliste [KKMA03] ; un syste`me
de strate´gies de re´e´criture probabiliste a e´galement e´te´ propose´ pour le syste`me de re´e´criture
Elan [BK02, BH03].
L’introduction de la stochasticite´ dans les syste`mes de re´e´criture se traduit par la de´finition
de nouvelles relations d’e´valuation, et par conse´quent de nouvelles strate´gies d’application des
re`gles obe´issant aux contraintes impose´es par les lois de probabilite´ associe´es au syste`me de
re`gles. Dans le cadre du langage MGS, nous nous sommes inte´resse´s a` deux nouveaux types de
strate´gies d’application pour les transformations :
1. Strate´gie stochastique standard (ou strate´gie StS) : il s’agit de l’extension de la strate´gie
asynchrone sans priorite´. En effet, cette dernie`re permet l’application d’une des re`gles (dont
on peut trouver une instance de motif dans la collection) de fac¸on ale´atoire. L’implantation
de cette strate´gie ne´cessite un ge´ne´rateur de nombres ale´atoires avec une loi de probabilite´
uniforme1 : il est utilise´ pour choisir de fac¸on uniforme quelle re`gle appliquer. La strate´gie
stochastique e´tend la strate´gie asynchrone sans priorite´ en proposant de parame´trer la
loi de probabilite´ pour le tirage au sort de la re`gle a` appliquer. Chaque re`gle doit alors
disposer de sa probabilite´ d’application. Les re`gles ainsi ponde´re´es, la strate´gie stochastique
standard probabilise le de´clenchement de l’application de l’une des re`gles.
2. Strate´gie pour les syste`mes a` e´ve`nements discrets (ou strate´gie SED) : alors que la strate´gie
stochastique standard permet de probabiliser le de´clenchement de l’une des re`gles de la
transformation, la strate´gie SED probabilise le choix d’une occurrence de sous-collection
filtre´e et l’application de la re`gle correspondante. Ce type de strate´gie permet de mode´liser
et de simuler un syste`me dont les lois d’e´volution sont de´crites par des re`gles dont la
probabilite´ de´pend :
• du nombre d’applications potentielles de cette re`gle, et
• du nombre d’applications potentielles des autres re`gles.
Par exemple, les syste`mes chimiques font intervenir ce type de probabilite´ [Gil77]. En effet,
meˆme si les affinite´s chimiques sont tre`s grandes, une re´action n’aura que peu de probabilite´
1L’interpre`te MGS utilise le ge´ne´rateur de nombre ale´atoire de la GSL (pour GNU Scientific Library [GDT+06]).
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de se produire si l’un des re´actants est rare. Les probabilite´s interviennent donc bien pour
ponde´rer les occurrences possibles d’applications d’une re`gle, et non le choix de cette re`gle.
Relation entre strate´gie SED et StS. En MGS, il est possible d’e´muler une strate´gie
SED en utilisant une strate´gie StS : l’ide´e est de parame´trer chaque re`gle par une expression
faisant intervenir le nombre d’instances possibles de la re`gle. En effet, contrairement a` d’autres
syste`mes de re´e´criture probabilistes,MGS permet d’associer une expression a` chaque re`gle et non
une simple valeur flottante, autorisant un calcul complexe pouvant faire intervenir la collection
argument de la transformation (par la variable self). Ce calcul se fait a` chaque application de
la transformation.
Cependant, le calcul du nombre d’instances de´pend de la « forme » du motif ainsi que de
la collection argument dont la topologie et les de´corations sont arbitraires. Un calcul ad-hoc est
ne´cessaire. Par exemple, les calculs donne´s par D.T. Gillespie dans [Gil77] correspondent aux
nombres de sous-collections filtre´es par des re`gles avec des motifs sans garde, de longueur fixe
(i.e. sans ite´ration ni choix) et dont les motifs e´le´mentaires filtrent des constantes scalaires (i.e.
sans joker), applique´es sur des multi-ensembles (voir le chapitre 10).
Il existe cependant un moyen de calculer de fac¸on ge´ne´rique le nombre d’instances de motif
en construisant l’ensemble des sous-collections filtre´es par les re`gles pour finalement en de´duire
leur cardinal. La strate´gie SED automatise ce calcul. Le programmeur parame`tre chaque re`gle
par la probabilite´ d’occurrence de l’e´ve`nement discret qu’elle mode´lise. Nous appellerons cette
probabilite´ la constante stochastique de la re`gle, en re´fe´rence au terme utilise´ par D.T. Gillespie
dans [Gil77].
L’application stochastique des re´sultats ame`ne a` conside´rer une e´valuation probabiliste de
n’importe quelle expression. Il nous faut donc modifier la se´mantique en conse´quence.
2 Outils mathe´matiques
2.1 Ne´cessite´ d’une densite´ de probabilite´
O. Bournez pre´sente dans [BH03] un syste`me de re´e´criture probabiliste de termes. La re´duction
d’un terme M en un terme N est caracte´rise´e par la relation :
M ⇒p N
ou` p correspond a` la probabilite´ de re´duction de M en N . Suivant ce meˆme principe, il paraˆıt
envisageable de de´finir une nouvelle relation pour l’e´valuation des expressions mini-MGS de la
forme suivante :
ρ ⊢ e→p v
se lisant naturellement : « l’expression e s’e´value avec une probabilite´ p en la valeur v dans
l’environnement ρ ».
De´finir une telle relation est possible, mais difficile a` calculer. En effet, supposons qu’il existe
exactement et uniquement deux arbres A1 et A2 pour la relation d’e´valuation d’une expression
e en une valeur v :
A1
ρ ⊢ e → v
A2
ρ ⊢ e → v
Nous souhaitons maintenant de´finir l’e´valuation probabiliste de l’expression e en v. Afin de
re´aliser cette e´valuation, nous transformons les re`gles d’infe´rence mises en jeu dans la construc-
tion des arbres A1 et A2 pour faire intervenir les probabilite´s : supposons que l’arbre A1 (resp.
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A2) est transforme´ en un arbre e´quivalent mais avec probabilite´ A
p1
1 (resp. A
p2
2 ) de´finie de telle
sorte que :
A
p1
1
ρ ⊢ e→A1,p1 v
A
p2
2
ρ ⊢ e→A2,p2 v
ou` la relation ρ ⊢ e →Ai,pi v signifie que « l’expression e s’e´value en la valeur v dans l’environ-
nement ρ avec une probabilite´ pi sachant que l’arbre de preuve est construit de fac¸on identique
a` l’arbre Ai ». Sachant que les seules re´ductions possibles sont A1 et A2, et que l’une et l’autre
sont des e´ve`nements inde´pendants, on peut de´duire de ces re´ductions que :
ρ ⊢ e→p1+p2 v
Cet exemple nous montre qu’il est indispensable de construire l’ensemble des re´ductions possibles
de l’e´valuation d’une expression e en une valeur v (c’est-a`-dire, l’ensemble des arbres prouvant
la relation ρ ⊢ e→ v) pour pouvoir calculer la relation ρ ⊢ e→p v.
Nous ne poursuivons pas dans la suite avec la relation ρ ⊢ e →p v ; en effet, elle ne re´pond
pas re´ellement aux motivations exprime´es dans la section pre´ce´dente. Cette relation fournit un
moyen de probabiliser l’e´valuation des expressions. Or nous souhaitons de´finir un me´canisme
calculant la probabilite´ du re´sultat de l’e´valuation. Pour cela, il faut associer a` chaque expression
les valeurs possibles de son e´valuation, avec pour chaque valeur sa probabilite´ d’obtention. Cela
peut s’e´crire :
ρ ⊢ e→ p1.v1 + p2.v2 + . . .
Le me´canisme d’e´valuation e´tablit que l’expression e est e´value´e en la valeur v1 avec la probabilite´
p1, en v2 avec la probabilite´ p2, etc. Si nous comparons avec l’approche pre´ce´dente, cela revient
a` e´tablir : ρ ⊢ e →p1 v1, ρ ⊢ e →p2 v2, . . . Nous appelons l’expression p1.v1 + p2.v2 + . . . une
densite´ de probabilite´ sur les valeurs de Val.
2.2 Densite´ de probabilite´
Voici la de´finition de la densite´ de probabilite´.
De´finition 34 (Densite´ de probabilite´) Soit E un ensemble, on de´finit une densite´ de pro-
babilite´ sur E comme une fonction totale P : E → [0, 1] nulle presque partout telle que∑
e∈E
P (e) = 1
On note P(E) l’ensemble des densite´s de probabilite´ sur E.
Nous utilisons alors le symbole
∑
au lieu du signe inte´gral
∫
pour rappeler la nature discre`te des
densite´s de probabilite´ (nous discutons ce point dans la section suivante). En tant que fonction
nulle presque partout, les densite´s de probabilite´ peuvent eˆtre repre´sente´es par des sommes
formelles finies. Soit P une densite´ de probabilite´ sur un ensemble E, P est de´note´e :
P =
∑
e∈E
P (v).v
Dans les e´quations des prochaines sections, nous utilisons les notations suivantes ; soit P , P1 et
P2 trois densite´s de probabilite´ sur un ensemble E et r un re´el de [0, 1] :
• rP =
∑
e∈E(rP (v)).v
• P1 + P2 =
∑
e∈E(P1(v) + P2(v)).v
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Les fonctions retourne´es par ces deux calculs ne sont pas des densite´s de probabilite´. Par exemple
dans le cas d’une densite´ P multiplie´e par le re´el 12 , on a :∑
e∈E
(
1
2
P )(e) =
∑
e∈E
1
2
(P (e)) =
1
2
∑
e∈E
P (e) =
1
2
La fonction 12P n’est donc pas une densite´. En revanche, pour tout r ∈ [0, 1], on ve´rifie triviale-
ment que rP + (1− r)P est toujours une densite´.
Nous terminons cette description des densite´s de probabilite´ en de´finissant un ope´rateur
permettant de combiner deux densite´s de probabilite´. Soient A et B deux ensembles arbitraires
sur lesquels est de´fini un ope´rateur op combinant un e´le´ment a ∈ A avec un e´le´ment b ∈ B en
un nouvel e´le´ment c = a op b d’un ensemble C. Soient deux densite´s de probabilite´ PA ∈ P(A)
et PB ∈ P(B). On de´finit la densite´ PA ⊙op PB, par ∀c = a op b ∈ C
(PA ⊙op PB)(c) = PA(a)PB(b)
pouvant e´galement s’e´crire :
PA ⊙op PB =
∑
a∈A
∑
b∈B
(PA(a)PB(b)).(a op b)
Prenons par exemple les deux densite´s de probabilite´ suivantes sur l’ensemble de boole´ens B :
P1 =
1
4
.true +
3
4
.false P2 =
2
5
.true +
3
5
.false
On calcule la conjonction de P1 et P2 par
P1 ⊙∧ P2 =
1
4
2
5
.(true ∧ true) +
1
4
3
5
.(true ∧ false) +
3
4
2
5
.(false ∧ true) +
3
4
3
5
.(false ∧ false)
=
1
10
.true + (
3
20
+
3
10
+
9
20
).false
=
1
10
.true +
9
10
.false
2.3 Critique de la notion de densite´ de probabilite´
Les densite´s de probabilite´ ne sont pas ne´cessairement des fonctions nulles presque par-
tout. Nous nous restreignons ici a` ce cas moins ge´ne´ral afin d’e´viter les difficulte´s souligne´es
dans [Jon90].
Dans sa the`se [Jon90], C. Jones pre´cise que l’utilisation des densite´s de probabilite´ discre`te
apparaˆıt limite´e, notamment pour repre´senter des distributions de probabilite´ d’ensembles non-
de´nombrables. Par exemple, pour le tirage ale´atoire d’un nombre re´el entre 0 et 1, chaque re´el
a une probabilite´ nulle d’eˆtre tire´. Pour re´soudre ce proble`me, on conside`re des distributions de
probabilite´ associant une probabilite´ a` certains sous-ensembles de re´sultats. C. Jones de´veloppe
dans sa the`se une e´tude pousse´e et qui fait office de re´fe´rence quant a` la formalisation des
langages non-de´terministes.
L’ambition de la se´mantique que nous proposons dans ce chapitre est plus modeste : on
cherche a` introduire les concepts lie´s a` la stochasticite´ des mode`les spe´cifie´s par des transfor-
mations et des collections topologiques dans le cadre de la simulation des syste`mes dynamiques.
Dans ces proble`mes, les syste`mes sont repre´sente´s de fac¸on finie et l’ensemble de leurs avenirs
possibles est e´galement fini : le non-de´terminisme de MGS provenant des transformations et le
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C
cte ::= n | f | true | false | s | <undef> | {||} | fct
F
fct ::= PosGen | Extension | Concat | Cons | . . .
Σ
e ::= cte
| x
| ^x
| e(e)
| e<e, e>(e)
| λx·e
| if e then e else e
| trans<x,x>{ . . . ; γ ; . . . }
Γ
γ ::= µ ={e}⇒ e
M
µ ::=
| µ, µ
| µ as x
| µ / e
Gram. 2: Grammaire restreinte du langage mini-MGS pour la se´mantique probabiliste.
nombre de sous-collections d’une collection e´tant fini (comme nous l’avons pre´cise´ dans le cha-
pitre 4), il n’existe qu’un nombre fini de re´sultats possibles a` l’application d’une transformation.
Dans cette optique, nous n’avons pas besoin de manipuler des ensembles infinis de re´sultats
d’e´valuation. C’est pourquoi, la suite du chapitre est a` lire sous l’hypothe`se que les arbres de
preuve sont finis :
• en hauteur : tout programme ne terminant pas n’est pas conside´re´,
• en largeur : un programme ne peut eˆtre e´value´ avec une probabilite´ non-nulle qu’en un
nombre fini de valeurs.
Nous pre´cisons cependant que l’intuition nous pousse a` penser que l’extension de ces notions a`
des conside´rations plus proches de celles de [Jon90] est possible. Le lecteur est invite´ a` lire [Jon90,
Mon00, PPT05] pour plus de de´tails sur les langages et les se´mantiques stochastiques.
3 Une nouvelle se´mantique
Cette section pre´sente comment la se´mantique du chapitre 4 est modifie´e pour prendre en
compte les densite´s de probabilite´ :
• la syntaxe est modifie´e pour re´duire le nombre de re`gles d’infe´rence,
• les domaines sont modifie´s pour prendre en compte les densite´s de probabilite´ des re´sultats,
• les re`gles d’infe´rence sont modifie´es et les nouvelles strate´gies d’application des re`gles
pre´sente´es.
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3.1 Nouvelle syntaxe
La grammaire 1 (page 99) du langage mini-MGS est re´duite :
• les patches ne sont pas conside´re´s, les transformations de chemins e´tant suffisantes pour
illustrer nos propos,
• les re`gles de construction des motifs sont re´duites a` 4 :
1. le joker ,
2. la poursuite µ1, µ2,
3. le nommage µ as x, et
4. la garde µ / e.
• une expression supple´mentaire de´core chaque re`gle. Celles-ci sont de la forme µ ={e1}⇒ e2
ou` e1 spe´cifie soit la probabilite´ de l’application de la re`gle dans le cadre de la strate´gie
stochastique, soit la constante stochastique de la re`gle dans le cadre de la strate´gie SED.
Ces restrictions sont formellement de´finies dans la nouvelle grammaire 2.
3.2 Nouveaux domaines
Les modifications apporte´es aux domaines concernent la de´finition des relations d’e´valuation.
En effet, celles-ci doivent retourner des densite´s de probabilite´ sur Val (dont la de´finition reste
inchange´e) et non une simple valeur de Val. Notons que les environnements associent a` chaque
variable de X une valeur unique de Val. Les e´valuations se font en effet dans des contextes
de´termine´s (c’est-a`-dire non probabilise´s). Les diffe´rents re´sultats possibles sont regroupe´s ensuite
en densite´. Il est important de conserver a` l’esprit que seules les parties droites des relations sont
modifie´es. Par exemple, de fac¸on informelle, la relation d’e´valuation des expressions ρ ⊢ e → v
est simplement transforme´e en ρ ⊢ e → P .
Nous conservons les meˆmes notations que celles introduites dans le chapitre pre´ce´dent ; seules
les signatures des relations sont modifie´es. La modification touchant la relation d’e´valuation du
filtrage est le´ge`rement diffe´rente ; le filtrage retourne l’ensemble des chemins possibles.
Evaluation des expressions. Une expression s’e´value maintenant en une densite´ de proba-
bilite´.
De´finition 35 (Evaluation des expressions) L’e´valuation des expressions est donne´e par
une relation ternaire :
ρ ⊢ e → P
de signature
E × Σ×P(Val)
La relation type´e est e´galement rede´finie :
ρ ⊢ e →T P
qui signifie que pour la densite´ P , pour toute valeur v ∈ Val − T , qui n’est pas de type T ,
P (v) = 0. Nous exprimons ici le fait que toutes les valeurs issues de l’e´valuation de e doivent
eˆtre de type T .
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Application probabiliste d’un ensemble de re`gles. L’application de plusieurs re`gles re-
tourne une densite´ de probabilite´ sur l’ensemble des collections.
De´finition 36 (Strate´gie et reconstruction) L’e´valuation de l’application d’un ensemble de
re`gles d’une 〈n, p〉-transformation est donne´e par la relation :
ρ ⊢ {... ; γi ; ...}(C) Ãn,p PC′
de signature
E × Seq(Γ)× CollType× Z× Z×P(CollType)
On notre l’absence de l’ensemble S des cellules de´ja` filtre´es. En effet, les strate´gies que nous
de´crivons sont asynchrones ; l’ensemble S est inutile.
Application probabiliste d’une re`gle. Comme nous le verrons plus loin, le filtrage retourne
une densite´ sur des ensembles de chemins filtrables. Tout d’abord, simplifions le raisonnement
en conside´rant que le filtrage retourne un seul ensemble de chemins filtrables par le motif µ,
{〈lµ, ρ
′〉 | lµ est filtre´ par µ}. Pour chacun des chemins lµ, un environnement ρ
′ contenant la
de´finition des variables de motif est e´galement fourni. L’e´valuation de la partie droite de la
re`gle dans le contexte de l’environnement ρ′ produit une densite´ de probabilite´ de se´quences
Pe. L’e´valuation de l’application d’une re`gle produit un ensemble de couples (collection filtre´e,
densite´ de collections re´sultats calcule´e) : {〈lµ, Pe〉 | lµ est filtre´ par µ}.
Il faut cependant conside´rer que les gardes a` e´valuer pendant le filtrage sont des expressions
et que, en tant que telles, leur e´valuation retourne e´galement une densite´ de probabilite´ sur l’en-
semble des boole´ens. En d’autres termes, il faut conside´rer qu’un chemin lµ pre´sente e´galement
une probabilite´ d’eˆtre filtre´ ou non.
Ge´ne´ralisons cela a` une densite´ sur des ensembles de chemins filtrables :∑
pi.{〈lµ, ρ
′〉 | lµ est filtre´ par µ}
L’application d’une re`gle retourne donc une densite´ d’ensemble de couples :∑
pi.{〈lµ, Pe〉 | lµ est filtre´ par µ}
Ces conside´rations motivent la de´finition suivante :
De´finition 37 (Application probabiliste d’une re`gle) L’e´valuation probabiliste de l’appli-
cation d’une re`gle de 〈n, p〉-transformation est donne´e par la relation :
ρ ⊢ γ(C) ⇀n,p
∑
pi.{〈lµ, Pe〉, . . .}
de signature
E × Γ× CollType× Z× Z×P(P(Seq(S)×P(Seq(Val))))
Filtrage. Le filtrage n’est pas un processus stochastique. Il permet en effet, a` partir d’un
motif, de se´lectionner un ensemble de sous-collections : aucune de´cision probabiliste n’est prise
au cours du filtrage, tout chemin valable est conside´re´. Ne´anmoins, comme nous venons de le
voir, les gardes jalonnant le motif associent a` chaque chemin filtrable une probabilite´ d’eˆtre filtre´
ou non. Un motif µ filtre par conse´quent dans une collection topologique C les chemins lµ avec
une probabilite´ pµ, ge´ne´rant un environnement de filtrage ρ
′ pour chacun d’eux. Ainsi, le re´sultat
du filtrage de µ dans C est de la forme :
{〈lµ, ρ
′, pµ〉 | lµ est filtre´ par µ}
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De´finition 38 (Filtrage) L’e´valuation du filtrage pour des motifs de chemins est donne´e par
la relation :
S, ρ ⊢ µ(C) →֒n,p {〈lµ, ρ
′, pµ〉, . . .}
de signature
P(S)× E ×M× CollType× Z× Z× P(Seq(S)× E × [0, 1])
se lisant : « dans l’environnement ρ, sachant que les cellules de S ont de´ja` e´te´ filtre´es, le motif µ
filtre dans la collection C un ensemble de 〈n, p〉-chemins de´signe´s par des triplets 〈lµ, ρ
′, pµ〉 ou`
lµ est un 〈n, p〉-chemin, ρ
′ est l’environnement ρ dans lequel les variables de motif sont de´finies,
et pµ est la probabilite´ que les gardes de µ soient toutes ve´rifie´es. »
3.3 Nouvelles re`gles
Cette section est de´die´e a` la rede´finition des re`gles d’infe´rence pour la construction des arbres
de preuve. Nous commenc¸ons naturellement par l’e´valuation des expressions. Nous poursuivons
ensuite par le filtrage et l’application d’une re`gle, et nous terminons par la de´finition des nouvelles
strate´gies.
3.3.1 Expressions
Le syste`me de re`gles 14 donne la se´mantique d’e´valuation des expressions. La de´finition des
re`gles est inspire´e des travaux de C. Jones [Jon90]. Voici une description de´taille´e de chaque
re`gle :
• Re`gle 1 : une constante cte s’e´value en une densite´ de probabilite´ associant la probabilite´
1 a` elle-meˆme : 1.cte.
• Re`gle 2 : une variable de l’environnement retourne la valeur qui lui est associe´e a` l’aide
d’une densite´ de probabilite´ associant la probabilite´ 1 a` cette valeur.
• Re`gle 3 : une λ-expression cre´e une nouvelle cloˆture retourne´e a` l’aide d’une densite´ de
probabilite´ associant la probabilite´ 1 a` cette cloˆture.
• Re`gle 4 : une transformation cre´e une nouvelle cloˆture retourne´e a` l’aide d’une densite´ de
probabilite´ associant la probabilite´ 1 a` cette cloˆture.
• Re`gle 5 : l’application d’une expression nous permet d’introduire sur un exemple les no-
tations que nous utilisons. Soit e1 une expression a` appliquer sur une autre expression e2.
Deux types de valeurs peuvent eˆtre applique´es par la construction syntaxique e1(e2) (le
cas des 〈n, p〉-transformations est capture´ par la re`gle 6) : les cloˆtures de λ-expression et
les cloˆtures opaques (les fonctions pre´de´finies suppose´es de´terministes). L’e´valuation type´e
de l’expression e1 produit donc une somme en deux parties distinctes :∑
pi.〈λx·ei, ρ
′
i〉+
∑
qj .fctj
avec a` gauche la partie de la densite´ de probabilite´ concernant les λ-expressions et a` droite
celle des cloˆtures opaques. L’expression argument e2 en revanche fournit une densite´ de
probabilite´ sur les e´le´ments de Val : ∑
rk.vk
Il est important de noter que les sommes sont faites sur les indices :∑
cabcxyz ≡
∑
xyz
cabcxyz
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ρ ⊢ cte → 1.cte (1)
ρ ⊢ x → 1.ρ(x)
x ∈ D(ρ)
(2)
ρ ⊢ λx·e → 1.〈λx·e, ρ〉 (3)
ρ ⊢ trans<n,p>{ . . . ; γi ; . . . } → 1.〈trans<n,p>{ . . . ; γi ; . . . }, ρ〉 (4)
ρ ⊢ e1 →ClType∪OpClType
∑
pi.〈λx·ei, ρ
′
i〉+
∑
qj .fctj
ρ ⊢ e2 →
∑
rk.vk
ρ′i ⊎ [x -→ vk] ⊢ ei →
∑
sikl .v
′
l
ρ ⊢ e1(e2) →
∑
(pirks
ik
l ).v
′
k +
∑
(qjrk).(fctj(vk)) (5)
ρ ⊢ e1 →
∑
pi.〈trans<n,p>{ . . . }, ρ
′
i〉
ρ ⊢ e2 →Z
∑
qj .nj
ρ ⊢ e3 →Z
∑
rk.pk
ρ ⊢ e4 →CollType
∑
sl.Cl
ρ′i ⊎
 self -→ Cl,n -→ nj ,
p -→ pk
 ⊢ {...}(Cl) Ãnj ,pk ∑ tijklm .C ′m
ρ ⊢ e1<e2, e3>(e4) →
∑
(piqjrkslt
ijkl
m ).C
′
m (6)
ρ ⊢ e1 →B 1.true ρ ⊢ e2 → P1
ρ ⊢ if e1 then e2 else e3 → P1
ρ ⊢ e1 →B 1.false ρ ⊢ e3 → P2
ρ ⊢ if e1 then e2 else e3 → P2
ρ ⊢ e1 →B p.true + (1− p).false ρ ⊢ e2 → P1 ρ ⊢ e3 → P2
ρ ⊢ if e1 then e2 else e3 → pP1 + (1− p)P2
(7)
Re`g. 14: Se´mantique probabiliste : e´valuation des expressions.
Les exposants expriment e´galement une de´pendance a` une somme mais celle-ci n’est pas
capture´e par le signe
∑
: ∑
cabcxyz .≡
∑
abcxyz
cabcxyz
Observons dans un premier temps l’application des λ-expressions. Pour chaque couple
(〈λx·ei, ρ
′
i〉,vk) nous appliquons la λ-expression sur l’argument vk pour obtenir une nouvelle
densite´ de probabilite´ sur Val note´e ∑
sikl .v
′
l
La variable v′l de´note un parcours de Val a` travers l’indice l. Pour chaque valeur, une
probabilite´ sikl est donne´e. La notation indique qu’il s’agit de la probabilite´ d’obtenir la
valeur v′l (par l’indice l), sachant que le couple (〈λx·ei, ρ
′
i〉,vk) est a` l’origine du calcul de
v′l (exposants i et k). La probabilite´ que v
′
l soit le re´sultat du calcul impliquant le couple
3 - Une nouvelle se´mantique 151
(〈λx·ei, ρ
′
i〉,vk) est donc pirks
ik
l . Cette probabilite´ apparaˆıt effectivement dans le re´sultat
final de l’e´valuation.
L’e´valuation de l’application des cloˆtures opaques suit la meˆme de´marche. Soit le couple
(fctj ,vk). La probabilite´ d’obtenir fctj(vk), sachant qu’on utilise le couple (fctj ,vk), est
e´gale a` 1 (les fonctions pre´de´finies sont de´terministes). La probabilite´ non-conditionne´e
d’avoir fctj(vk) est donc donne´e par le calcul qjrk qui apparaˆıt e´galement dans le re´sultat
final de l’e´valuation.
La densite´ de probabilite´ totale est obtenue par la somme des re´sultats des deux types
d’application.
• Re`gle 6 : il s’agit de l’application des transformations. Cette re`gle ne pose aucun proble`me
a` partir des explications donne´es pour la re`gle 5.
• Re`gle 7 : ces dernie`res re`gles e´valuent les expressions conditionnelles. Sachant que l’expres-
sion boole´enne e1 a une probabilite´ p d’eˆtre vraie (et donc (1−p) d’eˆtre fausse), l’e´valuation
de l’expression e2 est ponde´re´e par p et l’e´valuation de l’expression e3 est ponde´re´e par
(1 − p). Si p = 0 (resp. 1 − p = 0), la branche e2 (resp. e3) de la conditionnelle n’est pas
e´value´e.
3.3.2 Filtrage d’un motif
Rappelons tout d’abord que le filtrage d’un motif µ dans une collection C ge´ne`re un ensemble
de triplet :
{〈lµ, ρ
′, pµ〉 | lµ est filtre´ par µ}
ou`
• lµ est un des chemins filtre´s par µ dans C,
• ρ′ est l’environnement issu du filtrage de lµ, et
E = {σ ∈ Kn1 − S | C
K(σ) .= 0Abel(Val)}
S, ρ ⊢ (CK) →֒n1,n2 {〈[σ], ρ, 1〉 | σ ∈ E} (8)
S, ρ ⊢ µ1(C) →֒n1,n2 { 〈li, ρi, pi〉 } S ⊔ li, ρi ⊢ µ2(C) →֒n1,n2 Ei
S, ρ ⊢ (µ1, µ2)(C) →֒n1,n2
⋃
〈li, ρi, pi〉 •n1,n2 Ei (9)
S, ρ ⊢ µ(C) →֒n1,n2 E
S, ρ ⊢ (µ as x)(C) →֒n1,n2 {〈l, ρ
′ ⊎ [x -→ C(l), ^x -→ l], p〉 | 〈l, ρ′, p〉 ∈ E} (10)
S, ρ ⊢ µ(C) →֒n1,n2 E ρ
′ ⊢ e →B pe.true + (1− pe).false
S, ρ ⊢ (µ / e)(C) →֒n1,n2 {〈l, ρ
′, p pe〉 | 〈l, ρ
′, p〉 ∈ E} (11)
Re`g. 15: Se´mantique probabiliste : filtrage de chemin.
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• pµ est la probabilite´ que toute garde de µ soit vraie pendant le filtrage de µ.
Le syste`me de re`gles 15 donne la nouvelle se´mantique du filtrage de chemin. Ces re`gles sont
de´crites comme suit :
• Re`gle 8 : Il s’agit de l’axiome pour le filtrage de chemins. Nous de´finissons l’ensemble E
des cellules σ de dimension n, pouvant eˆtre filtre´es par le motif joker et n’appartenant pas
a` S. A partir de chacune des cellules, le triplet 〈[σ], ρ, 1〉 est construit ; l’environnement
reste inchange´, et toutes les gardes (il n’y en a pas) sont ve´rifie´es.
• Re`gle 9 : Il s’agit de la poursuite. Nous cherchons a` de´terminer l’ensemble des chemins
filtre´s par le motif µ1, µ2. Dans un premier temps, le filtrage de µ1 produit l’ensemble de
chemins filtrables { 〈li, ρi, pi〉 }. Le filtrage de µ2 retourne l’ensemble de chemins Ei lorsque
les positions du chemin li sont invalide´es dans S par S ⊔ li. Notons ne´anmoins que tous les
〈n, p〉-chemins de l’ensemble Ei ne conviennent pas pour prolonger le 〈n, p〉-chemin li : le
dernier e´le´ment de li doit eˆtre 〈n, p〉-voisin du premier e´le´ment des chemins filtre´s par µ2.
Cette restriction de Ei est donne´e par l’ope´rateur •n,p :
〈li, ρi, pi〉 •n,p Ei = {〈li@l
′, ρ′, pip
′〉 | 〈l′, ρ′, p′〉 ∈ Ei ∧ (last li),
n
p (hd l
′)}
Cette ope´ration concate`ne les chemins l′ de Ei respectant la condition de 〈n, p〉-voisinage
a` li par li@l
′. L’environnement a` l’issue du filtrage de ce chemin est le meˆme que l’environ-
nement a` l’issue du filtrage de l′, c’est-a`-dire ρ′. Finalement, la probabilite´ que les gardes
de µ1 et µ2 soient vraies ensemble est donne´e en multipliant pi par p
′. Notons que cette
multiplication convient car les gardes sont inde´pendantes entre elles. Le langage mini-MGS
est fonctionnel pur : en l’absence d’effet de bord, le calcul d’une garde de µ1 n’affecte en
rien l’environnement dans lequel les gardes de µ2 sont e´value´es.
• Re`gle 10 : cette re`gle permet de lier un nom de variable a` un chemin filtre´. Le 〈n, p〉-
voisinage est remplace´ par un 〈n1, n2〉-voisinage pour e´viter la confusion avec la probabilite´
p.
• Re`gle 11 : l’e´valuation d’une garde produit la densite´ de probabilite´ pe.true+(1−pe).false.
Ainsi, pour tout chemin l filtre´ par µ, la probabilite´ que les gardes soient toutes ve´rifie´es
doit eˆtre multiplie´e par pe, ce qui est fait par le calcul p pe ou` p est la probabilite´ que les
gardes de µ soient ve´rifie´es au cours du filtrage de l.
3.3.3 Application d’une re`gle
Lors de la de´finition des relations nous avons vu que le filtrage d’un motif µ ge´ne´rait un
ensemble de chemins de la forme :
{〈lµ, ρ
′, pµ〉 | lµ est filtre´ par µ}
A` partir de cet ensemble, nous allons calculer la densite´ de probabilite´ suivante :∑
pi.{〈lµ, ρ
′〉 | lµ est filtre´ par µ}
Illustrons la de´marche par un exemple. Supposons que le filtrage du motif µ retourne l’ensemble :
{ 〈l1, ρ1,
1
3
〉, 〈l2, ρ2,
1
2
〉 }
Deux chemins peuvent eˆtre filtre´s l1 et l2. Chacun d’eux voit ses gardes ve´rifie´es avec une certaine
probabilite´ (12 pour l1, et
1
3 pour l2). Quatre possibilite´s sont a` conside´rer :
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∅, ρ ⊢ µ(C) →֒n,p { 〈li, ρ
′
i, pi〉 } ρ
′
i ⊢ e →Seq(Val) Pi
ρ ⊢ (µ ={ }⇒ e)(C) ⇀n,p Den(
⋃
{ 〈li, Pi, pi〉 }) (12)
Re`g. 16: Se´mantique probabiliste : application d’une re`gle de re´e´criture mini-MGS.
1. les deux chemins conviennent : il faut donc que les gardes de l’un et de l’autre soient
ve´rifie´es, ce qui est le cas avec une probabilite´ 12
1
3 =
1
6 (les gardes sont conside´re´es comme
des e´ve`nements inde´pendants pour les meˆmes raisons que celles e´voque´es ci-dessus) ;
2. le chemin l1 filtre mais pas l2 : les gardes de l1 sont ve´rifie´es et celles de l2 ne le sont pas
avec une probabilite´ 12(1−
1
3) =
1
3 ;
3. le chemin l2 filtre mais pas l1 : les gardes de l2 sont ve´rifie´es et celles de l1 ne le sont pas
avec une probabilite´ (1− 12)
1
3 =
1
6 ;
4. aucun chemin ne filtre : les gardes ne sont pas ve´rifie´es avec une probabilite´ (1− 12)(1−
1
3) =
1
3 .
La densite´ de probabilite´ qu’on souhaite calculer est donc :
1
6
.{〈l1, ρ1〉, 〈l2, ρ2〉}+
1
3
.{〈l1, ρ1〉}+
1
6
.{〈l2, ρ2〉}+
1
3
.∅
Supposons maintenant que l’expression e donne´e en partie droite s’e´value en la densite´ de proba-
bilite´ Pe1 (resp. Pe2) dans l’environnement ρ1 (resp. ρ2). L’application de la re`gle µ=>e produit
la densite´ de probabilite´ suivante :
1
6
.{〈l1, Pe1〉, 〈l2, Pe2〉}+
1
3
.{〈l1, Pe1〉}+
1
6
.{〈l2, Pe2〉}+
1
3
.∅
La fonction Den permet de calculer la densite´ de´sire´e. Elle est de´finie par induction sur l’ensemble
des chemins filtrables :
Den(∅) = 1.∅
Den({〈l, P, p〉} ∪E) = p
∑
pi.({〈l, P 〉} ∪ Li) + (1− p)
∑
pi.Li
ou` Den(E) =
∑
pi.Li. Dans le cas ou` il n’y a aucun chemin qui puisse eˆtre filtre´, la densite´
retourne´e associe la probabilite´ 1 a` l’ensemble vide. Supposons maintenant que l’ensemble des
chemins filtre´s soit compose´ d’au moins un chemin 〈l, P, p〉 et du reste des chemins E. Un appel
re´cursif de la fonction Den sur E produit la densite´
∑
pi.Li correspondant a` l’ensemble E. Pour
chaque ensemble de chemins Li, le couple 〈l, P 〉 est ajoute´ avec une probabilite´ p dans Li. D’autre
part, Li ne contiendra pas le chemin l avec une probabilite´ (1− p).
Cette fonction est directement utilise´e pour de´finir l’unique re`gle (voir la re`gle 12) ge´rant
l’application d’une re`gle de re´e´criture mini-MGS.
3.4 La strate´gie StS
L’application d’un ensemble de re`gles de´finit la strate´gie d’application que l’on souhaite
utiliser. Le syste`me de re`gles 17 donne la se´mantique de la strate´gie stochastique standard.
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ρ ⊢ e′i →F 1.fi
ρ ⊢ µi ={e
′
i}⇒ ei(C
K) ⇀n1,n2
∑
pij .
Eij︷ ︸︸ ︷
{ 〈lijk ,
∑
qijkl .l
′ijk
l 〉 }
C ′ijkl = lijk .l
′ijk
l + C
K − CK↓(K − (SK − lijk ))
ρ ⊢ {...;µi ={e
′
i}⇒ ei;...}(C
K) Ãn1,n2
∑ efi pij qijkl
|Ei
j
|
.C ′ijkl + (1−
∑ efi pij qijkl
|Ei
j
|
).CK (13)
Re`g. 17: Se´mantique probabiliste : strate´gie StS.
Pour cette strate´gie asynchrone (une seule re`gle est applique´e une seule fois lorsque cela est
possible), chaque re`gle de re´e´criture fournit un parame`tre supple´mentaire (de´note´ e′i pour la i
e
re`gle) e´valuant un flottant. Nous appelons ce flottant le poids de la re`gle. Par exemple, pour
l’ensemble
{µ1 ={2.0}⇒ e1, µ2 ={3.0}⇒ e2 }
la premie`re (resp. la seconde) re`gle a un poids de 2 (resp. de 3). Ces poids sont normalise´s
afin d’associer a` chaque re`gle la probabilite´ de son application. On de´finit pour cela le poids
de l’ensemble de re`gles comme la somme des poids de chaque re`gle ; la probabilite´ des re`gles
est alors obtenue en divisant leur poids par le poids de l’ensemble. Dans notre exemple, la
probabilite´ d’application de la premie`re re`gle (resp. la seconde re`gle) est 22+3 =
2
5 (resp.
3
5). Par
cette normalisation, nous ve´rifions que la somme des probabilite´s d’application des re`gles est
e´gale a` 1. Cette proprie´te´ est capitale lorsqu’on manipule des densite´s de probabilite´.
3.4.1 Les re`gles se´mantiques pour StS
La strate´gie StS est donne´e par la re`gle 13. Conside´rons l’application de la ie re`gle de
re´e´criture. L’e´valuation de e′i retourne le poids de la re`gle de re´e´criture. Pour simplifier notre
description, nous supposons que les parame`tres des re`gles sont des expressions de´terministes.
Aussi, l’expression e′i e´value le poids fi de la i
e re`gle. La probabilite´ f˜i de la re`gle i est donne´e
par
f˜i =
fi∑
j fj
comme de´crit ci-dessus.
Le choix de la ie re`gle e´tant effectue´, la densite´ sur les ensembles de chemins filtre´s par µi
est calcule´e. Cette densite´ est de´note´e par∑
pij .{ 〈l
ij
1 ,
∑
qij1l .l
′ij1
l 〉, 〈l
ij
2 ,
∑
qij2l .l
′ij2
l 〉, . . . } =
∑
pij .{ 〈l
ij
k ,
∑
qijkl .l
′ijk
l 〉 }
L’ensemble { 〈lijk ,
∑
qijkl .l
′ijk
l 〉 } est note´ E
i
j . Chaque chemin de l’ensemble E
i
j a la meˆme probabi-
lite´ d’eˆtre filtre´. Ainsi, en notant |Eij | le cardinal de cet ensemble, chaque chemin a la probabilite´
1
|Eij |
d’eˆtre transforme´.
Finalement, une fois la re`gle i choisie ainsi que l’un des couples (collection filtre´e lijk , collection
calcule´e l′ijkl ) de l’ensemble E
i
j (nous nous plac¸ons donc dans le contexte ou` les indices i, j, k et
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l sont fixe´s), la collection re´sultat C ′ijkl est calcule´e par :
C ′ijkl = lijk .l
′ijk
l + C
K − CK↓(K − (SK − (S ⊔ lijk )))
On reconnaˆıt ici le calcul d’une collection dans laquelle les valeurs de´corant les cellules se´lectionne´es
par le chemin lijk sont annule´es, puis substitue´es par les valeurs de la se´quence l
′ijk
l issue de
l’e´valuation de la partie droite.
Finalement, la probabilite´ que le re´sultat final de l’application soit C ′ijkl est donne´e par
f˜i p
i
j q
ijk
l
|Eij |
ou` les probabilite´s fixant chaque indice sont multiplie´es les unes avec les autres.
Pour finir, on remarque que ces probabilite´s ne concernent que les cas ou` une des re`gles de
re´e´criture peut eˆtre applique´e. Le cas ou` Eij est vide n’est pas traite´. En fait, si aucune re`gle
ne peut eˆtre applique´e la collection retourne´e est simplement CK. C’est pourquoi la densite´ de
probabilite´ fait intervenir la collection CK avec la probabilite´
1−
∑ f˜i pij qijkl
|Eij |
3.4.2 Exemple d’utilisation de la strate´gie stochastique.
Pour illustrer cette strate´gie, nous reprenons l’exemple de transformation de chemins de´veloppe´
dans le chapitre pre´ce´dent (voir page 4.2). Nous e´tudions la transformation
trans<n,p>{
as x ={0.25}=> [10*x] ;
as x ={0.75}=> [-1*x]
}
Les re`gles sont nomme´es respectivement γ1 et γ2. Cette transformation est applique´e sur la
collection CK de´finie par :
K = ({σ1, σ2}, ∅, {σ1 #→ 0, σ2 #→ 0})
CK = 1.σ1 + 2.σ2
Soit ρ0, l’environnement vide. Nous cherchons a` de´velopper l’arbre de preuve permettant de
calculer la densite´ de collections topologiques PC′ telle que :
ρ0 ⊢ {γ1;γ2}(C
K) Ã0,1 PC′
Pour cela, nous commenc¸ons par appliquer la re`gle 13 puis la re`gle 12 pour calculer l’ensemble
des chemins filtre´s par les re`gles µ1 et µ2 de γ1 et γ2 :
ρ0 ⊢ 0.25 →
1
4 ρ0 ⊢ 0.75 →
3
4
A
∅, ρ0 ⊢ µi(C
K) →֒0,1 Fi ρ
i
j ⊢ ei → P
ij
e
ρ0 ⊢ γi(C
K) ⇀0,1 Di
12
ρ0 ⊢ {γ1;γ2}(C
K) Ã0,1 PC′
13
ou`
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• D1 (resp. D2) est la densite´ des ensembles de couples (collection filtre´e, densite´ de collec-
tions calcule´es) de la re`gle γ1 (resp. γ2), et
• F1 (resp. F2) est l’ensemble des chemins filtre´s par µ1 (resp. µ2).
Ainsi, la densite´ Di est calcule´e en appliquant la fonction Den sur l’ensemble de chemin Fi ou`
les environnements de filtrage ρij sont substitue´s par la densite´ P
ij
e (correspondant a` l’e´valuation
de la partie droite ei de la re`gle γi dans l’environnement ρ
i
j).
Dans le paragraphe suivant, nous de´veloppons le sous-arbre A. Notons que les motifs µ1 et
µ2 sont les meˆmes ; nous factorisons donc les arbres concernant les deux re`gles γ1 et γ2 de telle
sorte que F1 = F2.
Sous-arbre A. Nous de´veloppons l’arbre A en utilisant les re`gles 8 et 10 :
∅, ρ0 ⊢ ( )(C
K) →֒0,1 {〈[σ1], ρ0, 1〉, 〈[σ2], ρ0, 1〉}
8
∅, ρ0 ⊢ ( as x)(C
K) →֒0,1 {〈[σ1], ρ1, 1〉, 〈[σ2], ρ2, 1〉}
10
ou` les environnements ρ1 et ρ2 sont de´finis par :
ρ1 = ρ0 ⊎ [^x #→ σ1, x #→ 1]
ρ2 = ρ0 ⊎ [^x #→ σ2, x #→ 2]
Ainsi, l’ensemble F des chemins filtre´s vaut :
F = F1 = F2 = {〈[σ1], ρ1, 1〉, 〈[σ2], ρ2, 1〉}
Parties droites. Dans l’ensemble F , les environnements ρ1 et ρ2 sont substitue´s par les
densite´s P ije issues de l’e´valuation des parties droites de re`gle e1 et e2. Dans notre exemple,
l’e´valuation de ces expressions est de´terministe ; les densite´s sont donc compose´es d’une seule
valeur dont la probabilite´ est 1. S’agissant d’une transformation de chemins, ces valeurs sont des
se´quences :
P 11e = 1.[10]
P 12e = 1.[20]
P 21e = 1.[−1]
P 22e = 1.[−2]
Ainsi, F1 devient {〈[σ1], 1.[10], 1〉, 〈[σ2], 1.[20], 1〉} et F2 devient {〈[σ1], 1.[−1], 1〉, 〈[σ2], 1.[−2], 1〉}.
Calculs des densite´s Di. Comme nous l’avons dit plus haut, les densite´s Di sont calcule´es
en appliquant la fonction Den sur les ensembles que nous venons de de´finir :
D1 = Den({〈[σ1], 1.[10], 1〉, 〈[σ2], 1.[20], 1〉})
= 1.{〈[σ1], 1.[10]〉, 〈[σ2], 1.[20]〉}
D2 = Den({〈[σ1], 1.[−1], 1〉, 〈[σ2], 1.[−2], 1〉})
= 1.{〈[σ1], 1.[−1]〉, 〈[σ2], 1.[−2]〉}
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Calculs des collections re´sultats. Les densite´s D1 et D2 contiennent les informations suf-
fisantes pour construire les collections topologiques apparaissant dans la densite´ finale PC′ . Ces
collections correspondent a` l’application d’une des deux re`gles en conside´rant une substitution
particulie`re. Dans notre exemple, quatre collections topologiques sont construites :
C ′γ1,σ1 = 10.σ1 + 2.σ2
C ′γ1,σ2 = 1.σ1 + 20.σ2
C ′γ2,σ1 = −1.σ1 + 2.σ2
C ′γ2,σ2 = 1.σ1 + (−2).σ2
La collection C ′γi,σj signifie que la re`gle applique´e est γi et que la cellule filtre´e est σj .
Calcul du re´sultat PC′. Pour finaliser le calcul de PC′ , il suffit de calculer les probabilite´s
associe´es aux collections C ′γi,σj . La re`gle 13 donne pour calculer les probabilite´s la formule :
f˜i p
i
j q
ijk
l
|Eij |
Dans notre exemple, il n’y a qu’un ensemble de chemins par re`gle (pij = 1), il n’y a qu’une
seule valeur e´value´e par partie droite de re`gles (qijkl = 1), le poids normalise´ de chaque re`gle est
donne´ directement par le parame`tre de la re`gle (f˜1 = f1 =
1
4 et f˜2 = f2 =
3
4), et finalement,
les ensembles de chemins filtrables ont un cardinal e´gal a` 2 (|Eij | = 2). Il en re´sulte la valeur de
PC′ :
PC′ =
1
8
.(10.σ1 + 2.σ2) +
1
8
.(1.σ1 + 20.σ2) +
3
8
.(−1.σ1 + 2.σ2) +
3
8
.(1.σ1 + (−2).σ2)
3.5 La strate´gie SED
La strate´gie SED est proche de la strate´gie StS. Il s’agit e´galement d’une strate´gie asynchrone
ou` l’une des re`gles est choisie pour eˆtre applique´e. La diffe´rence re´side dans la signification du
parame`tre de chaque re`gle. Pour la strate´gie StS, le parame`tre caracte´rise la probabilite´ que
la re`gle soit applique´e. Par exemple, soit a la probabilite´ associe´e a` une re`gle µ. On suppose
que la re`gle µ permet de filtrer h sous-collections diffe´rentes. Ainsi, la probabilite´ que la re`gle
s’applique sur l’une de ces occurrences est ah . Avec la strate´gie SED, nous souhaitons parame´trer
la re`gle par la probabilite´ que celle-ci s’applique sur une des occurrences. La raison provient
de la mode´lisation des syste`mes a` e´ve`nements discrets ou` chaque e´ve`nement est caracte´rise´ par
la probabilite´ de se produire. Si nous supposons la meˆme re`gle µ dans ce nouveau contexte,
parame´tre´e par la probabilite´ c (on appelle c la constante stochastique de la re`gle, voir la section
suivante), cela signifie que la probabilite´ que la re`gle µ s’applique sur l’une des h occurrences
possibles est donne´e par c. Il est donc possible de programmer ce comportement avec la strate´gie
standard stochastique en posant :
c =
a
h
La probabilite´ de de´clenchement de la re`gle vaut donc h.c. Ce re´sultat est cohe´rent avec les
syste`mes a` e´ve`nements discrets : plus un e´ve`nement peut se produire (c’est-a`-dire plus h est
grand), plus la probabilite´ qu’il se produise est grande (c’est-a`-dire plus h.c est grand).
Le calcul du nombre h d’instances de filtrage d’une re`gle de´pend de la collection donne´e en
argument et du motif de la re`gle. Utiliser la strate´gie StS demande donc d’exprimer ce calcul
explicitement dans le parame`tre de chaque re`gle. En revanche, un moyen ge´ne´rique et implicite
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ρ ⊢ µi ={e
′
i}⇒ ei(C
K) ⇀n1,n2
∑
pij .
Eij︷ ︸︸ ︷
{ 〈lijk ,
∑
qijkl .l
′ijk
l 〉 }
ρ ⊢ e′i → 1.ci
aij = ci |E
i
j |
ai =
∑
pij .(ci |E
i
j |)
Aij = a
1 ⊙+ . . . ⊙+ a
i−1 ⊙+ 1.a
i
j ⊙+ a
i+1 ⊙+ . . .
a˜ij = 1.a
i
j ⊙/ A
i
j =
∑
rijm.a˜
ij
m
C ′ijklm = lijk .l
′ijk
l + C
K − CK↓(K − (SK − lijk ))
ρ ⊢ {...;µi ={e
′
i}⇒ ei;...}(C
K) Ãn1,n2
∑ rijm eaijm pij qijkl
|Ei
j
|
.C ′ijklm + (1−
∑ rijm eaijm pij qijkl
|Ei
j
|
).CK (14)
Re`g. 18: Se´mantique probabiliste : strate´gie SED.
de le calculer consiste a` construire l’ensemble des instances de motif et a` en prendre le cardinal.
La strate´gie SED effectue ce calcul.
La strate´gie SED correspond aux me´canismes suivants :
• Pour chaque re`gle de re´e´criture, la constante stochastique donne´e en parame`tre de la re`gle
est e´value´e ; nous supposons que ce calcul est de´terministe pour simplifier l’e´criture de la
re`gle d’infe´rence.
• Pour chaque re`gle nous e´valuons la densite´ des ensembles de couples (collection filtre´e,
densite´ de collections calcule´es). Le cardinal de chacun de ces ensembles correspond au
nombre de fois ou` la re`gle peut eˆtre applique´e, et par conse´quent, a` la variable h utilise´e
ci-dessus.
• Le poids a de la re`gle est calcule´ pour chacun de ces ensembles, puis normalise´ ; il est
finalement repre´sente´ par une densite´ de probabilite´ a˜ij (les ite´rateurs i et j fixent res-
pectivement la re`gle applique´e et l’ensemble des chemins filtrables). Nous appelons cette
variable la propension de la re`gle (voir la section suivante).
• Un couple particulier de l’ensemble est alors de´signe´ comme re´sultat. La probabilite´ de ce
re´sultat est obtenue en suivant le meˆme principe que celui de la strate´gie stochastique, ou`
le poids normalise´ f˜i est remplace´ par la propension normalise´e a˜
i
j de la re`gle.
3.5.1 Les re`gles se´mantiques pour SED
La re`gle d’infe´rence 14 de´crit ce calcul. Soit γi la i
e re`gle de re´e´criture ; γi = (µi ={e
′
i}⇒ ei).
La densite´ de probabilite´ des ensembles de chemins filtre´s par γi est donne´e par∑
pij .E
i
j ou` E
i
j = { 〈l
ij
k ,
∑
q
ijk
l .l
′ijk
l 〉 }
Rappelons que nous cherchons a` de´terminer la probabilite´ que l’application de la re`gle γi sur la
collection CK calcule la collection C ′ijklm dans la cadre de la strate´gie SED ; chaque exposant
fixe un des e´le´ments du calcul :
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• i : la re`gle γi,
• j : l’ensemble Eij des chemins filtre´s par γi,
• k : le chemin filtre´ lijk ,
• l : la sous-collection calcule´e l′ijkl , et
• m : la propension normalise´e a˜ijm, dont nous allons maintenant de´tailler le calcul.
La constante stochastique de γi e´tant ci, on de´duit le calcul de la propension de la re`gle µi,
conside´rant l’ensemble de chemins filtre´s Eij
aij = ci × |E
i
j |
ou` le nombre de chemins de chaque ensemble Eij est multiplie´ par la constante stochastique
pour obtenir la propension. Dans le contexte ou` l’on se place, les ite´rateurs i et j sont fixe´s. Par
conse´quent, la propension de la re`gle γi est e´galement fixe´e a` a
i
j . En revanche, les propensions
des autres re`gles, intervenant dans le calcul de la somme des propensions, ne sont pas fixe´es par
i et j. Il nous faut donc manipuler directement les densite´s de propension des autres re`gles γi′ ,
i ,= i′. Nous de´finissons alors la densite´ de propension d’une re`gle γi′ par :
ai′ =
∑
pi
′
j′ .a
i′
j′
ou` l’ite´rateur j′ parcourt les ensembles Ei
′
j′ des chemins filtre´s par γi′ . Nous pouvons alors e´valuer
la densite´ Aij de propension totale des re`gles par :
Aij = a1 ⊙+ . . . ⊙+ ai−1 ⊙+ 1.a
i
j ⊙+ ai+1 ⊙+ . . .
Nous conside´rons dans cette somme les densite´s de propension des autres re`gles, mais nous
fixons la propension de la re`gle γi a` a
i
j . La densite´ de propension normalise´e a˜
i
j de la re`gle γi
pour l’ensemble Eij des chemins filtre´s est finalement obtenue en divisant a` l’aide de l’ope´rateur
⊙ la propension aij par la propension totale A
i
j :
a˜ij = 1.a
i
j ⊙/ A
i
j =
∑
rijm.a˜
ij
m
De cette densite´, il ressort que la re`gle γi a une propension normalise´e de a˜
ij
m avec la probabilite´
r
ij
m. Cette propension normalise´e est finalement utilise´e de fac¸on e´quivalente au poids normalise´
des re`gles dans la strate´gie StS. La probabilite´ que l’application de la transformation s’e´value
en C ′ijklm, est donc donne´e par
r
ij
m a˜
ij
m p
i
j q
ijk
l
|Eij |
3.5.2 La strate´gie SED pour programmer la me´thode de D.T. Gillespie
L’algorithme de D.T. Gillespie, ainsi que des exemples, sont donne´s dans le chapitre 10. Il
nous semble ne´anmoins inte´ressant de rapprocher ici la strate´gie SED de l’algorithme de D.T.
Gillespie.
La the´orie mathe´matique (de´taille´e chapitre 10) explique les me´thodes suivies par D.T. Gil-
lespie pour simuler des re´actions chimiques. Nous nous concentrons ici sur la me´thode directe.
Soit un ensemble de re´actions chimiques µi. Chaque re´action µi fournit en parame`tre la
constante stochastique de re´action ci. Supposons qu’il existe dans la solution chimique hi com-
binaisons mole´culaires pouvant eˆtre a` l’origine d’une occurrence de la re´action µi.
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Soit la re´action X + Y → Z, faisant re´agir une mole´cule d’une espe`ce chimique X avec
une mole´cule de l’espe`ce chimique Y pour donner une mole´cule d’une nouvelle espe`ce Z dans
une solution compose´e de #X mole´cules X et #Y mole´cules Y . Le nombre de combinaisons
mole´culaires pour µi est hi = #X.#Y .
A` partir de ci et de hi, D.T. Gillespie [Gil77] de´finit la fonction de propension ai de la re´action
µi par
ai = hi ci
Conside´rant la fonction de propension de chaque re´action, la me´thode directe consiste a` tirer au
sort de fac¸on inde´pendante deux re´els de [0, 1], r1 et r2, pour de´terminer le temps d’inter-re´action
τ (c’est-a`-dire le temps qu’il faut attendre avant que la prochaine re´action ait lieu)
τ =
1∑M
i=0 ai
ln
1
r1
(15)
(ou` M est le nombre de re´actions chimiques µi diffe´rentes), et la prochaine re´action µi qui aura
lieu, en re´solvant l’e´quation
i−1∑
j=1
aj < r2
M∑
j=1
ai ≤
i∑
j=1
aj (16)
On reconnaˆıt dans l’e´quation 16 le tirage au sort d’une re´action µi parmi les M re´actions
possibles, avec pour chacune d’elle la probabilite´
ai∑M
j=1 aj
Cette e´quation correspond aux calculs de la strate´gie SED que nous venons de pre´senter. Les
notions de constante stochastique et de propension co¨ıncident entre l’algorithme de D.T. Gillespie
et la strate´gie SED lorsque celle-ci est utilise´e sur un multi-ensemble repre´sentant une solution
chimique.
Malheureusement, en ce qui concerne l’e´quation 15, la loi de probabilite´ du temps d’inter-
re´action τ ne peut pas eˆtre prise en compte dans notre mode`le. En effet, τ peut prendre une
infinite´ de valeurs parmi les e´le´ments de R. Afin de repre´senter des densite´s de probabilite´
sur des espaces infinis et inde´nombrables comme R, il faut de´velopper des me´canismes plus
sophistique´s que ceux que nous utilisons. Ne´anmoins, le tirage au sort de la re´action µi a` appliquer
et le tirage au sort du temps d’inter-re´action sont inde´pendants. Il est tout a fait possible de
conside´rer le tirage de la re´action sans prendre en compte τ . Cette restriction entraˆıne l’absence
de repe`re temporel dans les simulations qui pourront eˆtre programme´es en mini-MGS. Notre
se´mantique fournit l’ensemble de tous les re´sultats possibles ponde´re´s par une probabilite´ ; dans
l’implantation re´elle que nous avons faite du langage MGS et de la strate´gie ‘gillespie (voir
les chapitres 2 et 10 pour plus de de´tails), un seul des re´sultats est calcule´, mais le temps d’inter-
re´action est pris en compte. Les simulations successives d’un meˆme mode`le fournissent alors un
e´chantillon de re´sultats a` partir duquel les lois de probabilite´ peuvent eˆtre e´tudie´es.
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Dans ce chapitre, nous adoptons un point de vue diffe´rent pour la description des transfor-
mations. Notre objectif est d’introduire une analogie forte entre le concept de transformation
MGS et ceux issus du calcul diffe´rentiel. La formalisation des collections topologiques comme
des chaˆınes topologiques (voir chapitre 3), ame`ne naturellement vers les concepts de cochaˆıne et
de forme diffe´rentielle discre`te.
Nous commenc¸ons par une pre´sentation des formes diffe´rentielles et de l’inte´gration dans le
cas continu (le plus standard), puis dans le cas discret. Nous faisons ensuite le rapprochement
entre forme diffe´rentielle discre`te et transformation pour de´finir un bestiaire d’ope´rations stan-
dards en physique discre`te naturellement traduites pour l’application des transformations. Ce
rapprochement donne, de fac¸on informelle, une se´mantique de´notationnelle des transformations,
amenant la mise en place d’une alge`bre des collections topologiques, des transformations et de
l’application de ces dernie`res aux premie`res.
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1 Calcul diffe´rentiel
1.1 Ge´ne´ralite´s
Une de´finition informelle des formes diffe´rentielles est donne´e dans [Fla63] et dans [DKT06] :
une forme diffe´rentielle est ce qui apparaˆıt sous le signe inte´grale. En d’autres termes, une forme
diffe´rentielle correspond a` un objet qui peut eˆtre inte´gre´. Par exemple, dans l’e´quation suivante :∫
xdx
xdx est une forme diffe´rentielle. Elle est caracte´rise´e par une dimension, celle de l’espace sur
lequel elle peut eˆtre inte´gre´e. Dans notre exemple, la forme diffe´rentielle est de dimension 1
(on peut par exemple l’inte´grer sur un intervalle [a, b] ⊂ R) ; on dira qu’il s’agit d’une 1-forme
diffe´rentielle et, plus ge´ne´ralement, une n-forme pour une forme diffe´rentielle de dimension n.
Plus formellement, soit P un point deM⊂ Rn, une re´gion ouverte de Rn. Les 1-formes au
point P s’e´crivent :
n∑
i=1
ai dx
i, ai des constantes
Intuitivement, les quantite´s dxi correspondent a` des « de´placements infinite´simaux » suivant les
n dimensions de Rn au voisinage de P . En conside´rant la suite (xi) comme une base de Rn,
l’ensemble des 1-formes au point P surM de´finit un espace vectoriel, note´ TPM, des vecteurs
tangents au point P , pouvant eˆtre identifie´ a` Rn lui-meˆme, et dont la suite (dxi) est une base.
Les formes diffe´rentielles au point P de dimension n > 1 sont construites a` l’aide du produit
exte´rieur ∧ (a` ne pas confondre avec la conjonction des formules logiques) : soient ω et η une
p-forme et une q-forme, ω ∧ η de´finit une (p+ q)-forme. Cet ope´rateur est l’ope´ration principale
d’une construction mathe´matique appele´e alge`bre exte´rieure [MLB71]. Le produit exte´rieur est
une ope´ration biline´aire, associative telle que :
ω ∧ η = (−1)pqη ∧ ω
La de´finition des formes diffe´rentielles de dimension p en un point P deM est alors e´tendue a`
toutM en choisissant pour chaque point P deM une p-forme et cela de fac¸on continue surM.
Une p-forme surM peut eˆtre repre´sente´e par la somme formelle suivante :
ω =
∑
aH(x
1, . . . , xn)dxh1 ∧ · · · ∧ dxhp
ou` chaque fonction aH est continue (l’indice H correspond a` la suite (hi)1≤i≤p). L’ensemble des
p-formes surM, de´note´
∧p TM, est donc l’ensemble des p-vecteurs de TM. L’espace ∧0 TM est
simplement l’ensemble des fonctions continues surM.
L’ope´rateur diffe´rentiel exte´rieur d. Bien que l’ope´rateur d n’ait e´te´ utilise´ jusqu’ici
que pour former les symboles formels dxi servant de base pour la construction des formes
diffe´rentielles, il s’agit en fait d’un ope´rateur a` part entie`re, permettant la construction d’une
(p + 1)-forme a` partir d’une p-forme. Il est appele´ la diffe´rentielle exte´rieure. Dans le cas des
0-formes, nous retrouvons le calcul de la de´rive´e d’une fonction continue. Soit f une fonction
continue, on a
df =
∑
i
∂f
∂xi
dxi
La diffe´rentielle exte´rieure ve´rifie les proprie´te´s suivantes :
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• d(ω + η) = dω + dη
• d(ω ∧ η) = dω ∧ η + (−1)dimωω ∧ dη
• ddw = 0
• d co¨ıncide avec la de´rive´e des fonctions continues dans le cas des 0-formes
La preuve d’existence et d’unicite´ de la de´rive´e exte´rieure est donne´e dans [Fla63].
Le calcul exte´rieur (calcul fonde´ sur la manipulation des formes diffe´rentielles et de la
diffe´rentielle exte´rieure) fournit une liste d’e´quivalences dont l’utilite´ n’est plus a` de´montrer en
physique. En effet, les ope´rateurs standards (gradient, divergence et rotationnel) correspondent
simplement aux passages d’une p-forme a` une (p+ 1)-forme. Prenons le cas de l’ope´rateur gra-
dient souvent de´note´
−→
∇. Soit f un champ scalaire de´fini sur un domaineM de R3,
−→
∇f construit
un champ vectoriel surM tel que
−→
∇f =

∂f
∂x
∂f
∂y
∂f
∂z

Ce vecteur peut eˆtre transforme´ en une forme diffe´rentielle (le calcul exte´rieur fournit pour cela
les ope´rateurs ♯ et ♭), retrouvant alors le calcul de la diffe´rentielle exte´rieure de f :
df =
∂f
∂x
dx+
∂f
∂y
dy +
∂f
∂z
dz =
−→
∇f.
 dxdy
dz

En notant en exposant la dimension de la forme diffe´rentielle sur laquelle la diffe´rentielle exte´rieure
s’applique, on e´tablit de la meˆme fac¸on que les ope´rateurs rotationnel (note´
−→
∇∧) et divergence
(
−→
∇ .) correspondent exactement a` d1 et d2 (le gradient correspondant a` d0). Sachant que dd
retourne une forme diffe´rentielle nulle, on retrouve naturellement que :
d1d0 = 0 ⇔
−→
∇ ∧
−→
∇ =
−→
0 ⇔
−→
rot(
−−→
grad) =
−→
0
d2d1 = 0 ⇔
−→
∇.
−→
∇∧ = 0 ⇔ div(
−→
rot) = 0
D’autres e´quivalences sont donne´es dans [DKT06].
L’inte´gration de p-formes. Les p-formes sont les quantite´s pouvant eˆtre inte´gre´es sur un
domaine de dimension p. Soient ω une p-forme etM de Rn un ouvert de dimension p, l’inte´gration
de ω surM s’e´crit ∫
M
ω
Le the´ore`me de Stokes est le re´sultat principal de l’inte´gration des formes diffe´rentielles. Soit ω
une p-forme, etM un ouvert de Rn de dimension p+ 1, ce the´ore`me e´tablit l’e´galite´ suivante :∫
M
dω =
∫
∂M
ω
ou` ∂M est le bord deM.
En se plac¸ant dans le cas des fonctions continues, ce the´ore`me se traduit comme le the´ore`me
fondamental du calcul diffe´rentiel et inte´gral liant primitive et de´rive´e. Soit f une fonction
continue sur l’intervalle [a, b], la fonction F de´finie sur [a, b] par :
F (x) =
∫ x
a
f(t)dt
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est de´rivable sur [a, b] et sa de´rive´e est exactement f . F est l’unique primitive de f s’annulant
en a.
L’inte´gration et le the´ore`me de Stokes peuvent e´galement eˆtre applique´s aux ope´rateurs
physiques souligne´s dans le paragraphe pre´ce´dent. Diffe´rentes e´galite´s d’inte´grales sont alors
mises en e´vidence, notamment les the´ore`mes de Green liant l’inte´grale sur une courbe ferme´e a`
l’inte´grale sur la surface de´limite´e par cette courbe, et de Green-Ostrogradsky (e´galement dit de
flux-divergence) liant le flux a` travers une surface ferme´e aux quantite´s dans le volume de´limite´
par cette surface qui ge´ne`rent ce flux (comme la charge e´lectrique pour le flux e´lectrique).
1.2 Calcul diffe´rentiel discret
Le calcul diffe´rentiel discret (e´galement appele´ calcul exte´rieur discret) est l’e´quivalent discret
du calcul diffe´rentiel pre´sente´ ci-dessus. Le lecteur inte´resse´ par ce sujet trouvera dans [DKT06,
Hir03, Leo04] une description approfondie du calcul exte´rieur discret.
L’enjeu principal de l’e´quivalent discret du calcul diffe´rentiel concerne l’implantation et la
simulation nume´rique pour la mode´lisation. Les me´thodes d’analyse nume´rique sont pour la
plupart fonde´es sur une discre´tisation des mode`les continus de´crivant les syste`mes. Ces mode`les
(ge´ne´ralement constitue´s d’e´quations aux de´rive´es partielles) ne peuvent eˆtre re´solus symbolique-
ment, d’autant plus qu’ils s’appliquent sur des espaces complexes. Les me´thodes des diffe´rences
finies et des e´le´ments finis (standards de l’analyse nume´rique) proposent une discre´tisation de
l’espace et du temps pour l’expression des mode`les, l’approximation de´coulant de la discre´tisation
e´tant d’autant plus e´leve´e que la discre´tisation est grossie`re. De plus, ces me´thodes ne garan-
tissent pas le maintien d’invariants ge´ome´triques et/ou topologiques de tous les syste`mes (des
exemples sont donne´s dans l’introduction de [DKT06]). Pour pallier ces difficulte´s, de nouvelles
me´thodes e´mergent, fonde´es sur les re´sultats des travaux de recherche dans le domaine de la
physique discre`te. On pense en particulier a` la cell method d’E. Tonti [Ton01] et aux travaux de
J. A. Chard et V. Shapiro sur le de´veloppement de structure de donne´es de´die´es a` l’implantation
des formes diffe´rentielles [CS00].
Formes diffe´rentielles discre`tes. Le domaineM sur lequel les formes diffe´rentielles de´crites
pre´ce´demment sont de´finies, est discre´tise´ a` l’aide d’un complexe cellulaire K. La de´finition des
CW-complexes donne´e dans la chapitre 3 re´pond a` cette discre´tisation. Dans [DKT06] et [CS00],
les complexes cellulaires utilise´s pour l’implantation sont respectivement des complexes simpli-
ciaux et des starplexes (pour star pseudo-complexes).
Les formes diffe´rentielles discre`tes sont de´finies a` partir des formes diffe´rentielles continues,
et des chaˆınes combinatoires de´finies sur les complexes K issus de la discre´tisation des domaines
M. Soient ω une p-forme, M un ouvert de Rn, K la discre´tisation de M et c une p-chaˆıne de
Cp(K,Z) repre´sentant K : ∫
M
ω =
∫
P
σc(σ).σ
ω =
∑
σ∈K
c(σ)
∫
σ
ω
Dans cette e´galite´, le domaine M e´tant partitionne´ par sa discre´tisation K, l’inte´grale de la
p-forme ω est line´arise´ sur chaque cellule de K a` l’aide de la chaˆıne c. Le re´sultat de ce calcul
ressemble fortement a` la description de c par une somme formelle, ou` les cellules topologiques σ
sont remplace´s par les inte´grales
∫
σ ω :∑
σ∈K
c(σ).σ devient
∑
σ∈K
c(σ)
∫
σ
ω
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La forme discre`te de ω sur K correspond alors a` la fonction qui associe a` chaque cellule σ de K,
la valeur de l’inte´grale de ω sur σ. Cette association permet de de´finir formellement la p-forme
discre`te ωd de ω :
ωd : K → R
σ #→
∫
σ
ω
qui peut e´galement eˆtre repre´sente´e par la somme formelle suivante :
ωd =
∑
σ∈K
(∫
σ
ω
)
.σ
L’intuition pousse a` de´finir ωd comme une p-chaˆıne ; ne´anmoins, il n’apparaˆıt pas que ωd est
nulle presque partout, condition ve´rifie´e par les chaˆınes combinatoires. En fait, ωd appartient a`
l’espace dual, l’espace des cochaˆınes. Il s’agit de l’ensemble des homomorphismes de Cp(K,Z)
dans R, de´note´ Cp(K,Z,R). Soient ω une p-cochaˆıne et c une p-chaˆıne, l’application ω(c) est
note´e [ω, c]. La forme [, ] est une forme biline´aire.
Pour retrouver les re´sultats pre´ce´dents sur les formes diffe´rentielles, la diffe´rentielle exte´rieure
discre`te est de´finie de telle sorte que la version discre`te du the´ore`me de Stokes est ve´rifie´e :
[dω, c] = [ω, ∂c]
Nous arreˆtons ici la pre´sentation du calcul diffe´rentiel, les principaux concepts aborde´s e´tant
suffisants pour comprendre l’analogie que nous souhaitons mettre en place. Pour plus de de´tails
a` propos du calcul exte´rieur discret, le lecteur est invite´ a` se re´fe´rer a` la the`se d’A. Hirani [Hir03],
fournissant un texte de re´fe´rence sur ce sujet.
2 Formalisation
Dans cette section, nous formalisons les concepts issus de la pre´sentation du calcul diffe´rentiel
(discret) en vue de les appliquer aux transformations MGS.
2.1 Les cochaˆınes
La pre´sentation du calcul diffe´rentiel discret que nous venons de faire n’est pas exhaustive.
Ne´anmoins, elle nous ame`ne a` conside´rer la notion de cochaˆıne. Dans le cadre de la physique
discre`te, ces objets sont restreints au domaine d’application de la mode´lisation des syste`mes
physiques, manipulant des ensembles tels que Z et Rn. Avec les de´finitions qui suivent, nous
cherchons a` comple´ter les de´finitions du chapitre 3 avec les concepts apporte´s par le calcul
diffe´rentiel discret, en les e´tendant a` des groupes arbitraires.
De´finition 39 (Cochaˆıne topologique, p-cochaˆıne) Soient K un complexe cellulaire abs-
trait de dimension n, un entier p ≤ n, G et G′ deux groupes abe´liens. L’ensemble Cp(K, G,G′)
de´note l’ensemble des homomorphismes de Cp(K, G) dans G
′ appele´s les p-cochaˆınes sur Cp(K, G)
a` valeur dans G′. Pour la diffe´rencier de l’application des chaˆınes, l’application des cochaˆınes
est note´e par la forme [ , ]. Soient T ∈ Cp(K, G,G′) et c ∈ Cp(K, G) l’application de T sur c
s’e´crit [T, c].
On de´finit l’addition +Cp(K,G,G′) entre deux cochaˆınes T1 et T2 de C
p(K, G,G′), l’ope´ration
qui construit une nouvelle cochaˆıne de Cp(K, G,G′) telle que, ∀c ∈ Cp(K, G) :[
T1 +Cp(K,G,G′) T2, c
]
= [T1, c] +G′ [T2, c]
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L’addition de cochaˆınes permet d’e´tablir le the´ore`me suivant :
The´ore`me 7 L’ensemble Cp(K, G,G′) muni de la loi +Cp(K,G,G′) est un groupe abe´lien, et la
forme [, ] est biline´aire.
Nous utilisons alors cette proprie´te´ pour repre´senter les cochaˆınes par des sommes formelles.
Soient T ∈ Cp(K, G,G′) et c =
∑
g.σ ∈ Cp(K, G) :
[T, c] =
T, ∑
σ∈Kp
g.σ

=
∑
σ∈Kp
[T, g.σ]
=
∑
σ∈Kp
Tσ(g)
ou` nous posons Tσ(g) = [T, g.σ]. Dans la dernie`re expression, seule la variable g de´pend de la
collection c : elle correspond a` la valeur associe´e a` σ par c. En substituant g par la cellule σ elle-
meˆme, nous obtenons une nouvelle expression inde´pendante de c et qui caracte´rise comple`tement
la cochaˆıne T . Nous de´notons alors la cochaˆıne T par :
T =
∑
τ∈Kp
Tτ .τ
Cette repre´sentation n’est pas sans rappeler la de´composition de T sur chacune des cellules de
Kp. Il est facile d’en de´duire que chaque fonction Tτ est un homomorphisme. Nous utilisons la
variable τ plutoˆt que σ pour de´noter qu’il s’agit d’une cochaˆıne. Nous utilisons cette convention
dans la suite du chapitre : la variable σ repre´sente les cellules pour la de´finition des chaˆınes, et
la variable τ repre´sente les cellules pour les cochaˆınes. Notons ne´anmoins que l’application de la
fonction Tτ est faite uniquement sur la valeur associe´e a` cette meˆme cellule dans la collection :
[Tτ .τ, gσ.σ] =
{
Tσ(gσ) si τ = σ
0′G sinon
Il arrivera donc souvent dans les calculs que lors de l’application d’une cochaˆıne sur une chaˆıne,
les sommes ite´rant d’une part sur σ et d’autre part sur τ soient transforme´es en une unique
somme sur σ, les termes ou` σ et τ diffe`rent s’annulant. Par exemple[∑
τ
Tτ .τ,
∑
σ
gσ.σ
]
=
∑
τσ
[Tτ .τ, gσ.σ] =
∑
σ
Tσ(gσ)
Les chaˆınes repre´sente´es par des cochaˆınes. Dans ce paragraphe, nous remarquons que
toute p-chaˆıne de Cp(K, G) peut eˆtre repre´sente´e par une p-cochaˆıne e´quivalente de C
p(K,Z, G).
Le point de de´part de cette e´quivalence provient de la repre´sentation d’une cellule σ de K par
la chaˆıne canonique 1.σ de Cp(K, G).
Soit c, une p-chaˆıne de Cp(K, G). Elle associe a` chaque cellule σ de K une valeur g ∈ G telle
que c(σ) = g. Pour repre´senter la chaˆıne c par une cochaˆıne e´quivalente T de Cp(K,Z, G), nous
posons
[T, 1.σ] = c(σ)
2 - Formalisation 167
Par conse´quent, l’homomorphisme Tσ : Z → G associe´ par la cochaˆıne T a` la cellule σ, doit
ve´rifier Tσ(1) = g. De part sa nature d’homomorphisme, Tσ doit eˆtre line´aire. La seule de´finition
possible est
Tσ : Z −→ G
n #−→ n.c(σ)
ou` l’expression n.c(σ) (que l’on pourra e´galement e´crire nc(σ) pour simplifier les e´quations)
correspond a` la n-somme c(σ) +G · · · +G c(σ). Ainsi, pour toute chaˆıne c, il existe une unique
cochaˆıne T e´quivalente de´finie par :
T =
∑
τ
Tτ .τ =
∑
τ
(n #→ n.c(τ)).τ
2.2 Les complexes de cochaˆınes
Les p-cochaˆınes sont la repre´sentation discre`te des p-formes. Dans cette sous-section, nous
de´finissons la diffe´rentielle exte´rieure discre`te, fonde´e sur le the´ore`me de Stokes. Pour cela, nous
commenc¸ons par observer l’ope´rateur de bord des complexes de chaˆınes comme une cochaˆıne.
2.2.1 Ope´rateur de bord
Un complexe de chaˆıne C(K, G, ∂) de´finit une suite d’homomorphismes ∂p tels que ∂p ∈
Hom(Cp(K, G), Cp−1(K, G)). Par de´finition, ces ope´rateurs de bord sont des cochaˆınes envoyant
les p-chaˆınes de Cp(K, G) dans le groupe abe´lien Cp−1(K, G). Ainsi, ∀p,
∂p ∈ C
p(K, G,Cp−1(K, G))
A` partir de la repre´sentation d’une cochaˆıne par une somme formelle, on de´duit qu’il existe une
suite d’homomorphismes ∂τp ∈ Hom(G,Cp−1(K, G)) tels que :
∂p =
∑
τ∈Kp
∂τp .τ
En tant que fonctions retournant des (p − 1)-chaˆınes, les homomorphismes ∂τp peuvent eˆtre
de´veloppe´s. Ainsi, ∀g ∈ G, ∀σp ∈ Kp :
∂τp (g) =
∑
σ∈Kp−1
gτσ.σ ou` gτσ ∈ G
Nous appelons les fonctions envoyant g sur gτσ les fonctions d’orientation associe´es a` l’ope´rateur
de bord d’un complexe C(K, G, ∂) que nous notons oτσ. Soit la suite de fonctions d’orientation
(oστ )σ∈Kp,τ∈Kp−1 de G dans G, on a ∀g ∈ G, σ ∈ Kp
oστ (g) = gστ
Il est facile de ve´rifier que ces fonctions sont des homomorphismes de G dans G. De fac¸on
ge´ne´rale, l’ope´rateur de bord et le concept de chaˆıne apporte une information supple´mentaire
sur l’organisation des cellules d’un complexe cellulaire abstrait que la relation d’incidence seule ne
permet pas d’exprimer (voir le chapitre 3, page 75). Nous ne conside´rons donc que des fonctions
d’orientation telles que oστ n’est pas nul que si σ et τ sont incidentes : τ < σ.
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Ainsi, le calcul du bord d’une p-chaˆıne est entie`rement de´termine´ par la suite des fonctions
d’orientation. Soit C(K, G, ∂) un complexe de chaˆınes et c une p-chaˆıne, on a
∂(c) =
∑
τ∈Kp−1
∑
σ∈Kp
oστ (c(σ))
 .τ
Le nom de fonction « d’orientation » provient de la notion d’orientation relative. Celle-ci est
utilise´e dans [Ale82] pour de´finir l’ope´rateur de bord sur des complexes simpliciaux. Dans ce
document, en supposant K un complexe simplicial, les p-chaˆınes sont des e´le´ments de Cp(K,Z)
et l’ope´rateur de bord ∂ est de´fini pour chaque cellule topologique de σ ∈ Kp de telle sorte que :
∂σ =
∑
τ∈Kp−1
tστ .σ
ou` tστ vaut :
• 0 si σ et τ ne sont pas incidents,
• 1 si τ est une face de σ et que les deux cellules sont de meˆme orientation,
• −1 si τ est une face de σ et que les deux cellules sont d’orientations oppose´es.
L’orientation d’une cellule e´tant arbitraire, la donne´e de cet entier pour chaque couple (σ, τ)
de´finit entie`rement l’orientation des cellules pourvu que l’on fixe l’orientation de l’une d’entre
elles. Ne se restreignant pas au groupe Z (bien que dans la pratique, cet ensemble soit majori-
tairement utilise´), nous avons e´tendu cet entier a` un homomorphisme quelconque oστ , qui dans
le cas des complexes simpliciaux que nous venons de de´crire est oστ (n) = t
σ
τ .n.
Notons que l’e´criture de l’application de l’ope´rateur de bord ne respecte pas les notations
de´finies plus haut a` propos de l’application des cochaˆınes. Cependant, pour en faciliter les calculs
nous utilisons les deux notations
∂(c) ≡ [∂, c]
En me´langeant les deux notations, nous obtenons par exemple que, pour toute cochaˆıne T ,
[T ◦ ∂, c] est e´quivalent a` [T, ∂(c)].
2.2.2 Diffe´rentielle exte´rieure discre`te et the´ore`me de Stokes
Les homomorphismes ∂p d’un complexe de chaˆınes C(K, G, ∂) donnent naissance a` une suite
d’ope´rateurs duaux sur l’ensemble des cochaˆınes. Cette notion de dualite´ est la ge´ne´ralisation
directe de la dualite´ des espaces vectoriels : intuitivement, si les chaˆınes sont conside´re´es comme
des « vecteurs », les cochaˆınes sont des « formes line´aires ». En approfondissant cette analogie,
la notion d’homomorphisme dual peut e´galement eˆtre ramene´e au cas des groupes. Nous notons
Hom(A,B), l’ensemble des homomorphismes de groupes de A dans B.
De´finition 40 (Homomorphisme dual) Un homomorphisme de groupe θ ∈ Hom(A,B) pro-
duit un homomorphisme dual θ˜
Hom(A,G)
eθ
←− Hom(B,G)
de direction oppose´e, de´fini par θ˜(φ) = φ ◦ θ
La de´finition du dual de l’ope´rateur ∂ en de´coule directement
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De´finition 41 (Ope´rateur de bord dual) Soit C(K, G, ∂) un complexe de chaˆınes. Pour cha-
que homomorphisme ∂p de Cp(K, G) dans Cp−1(K, G), nous de´finissons l’ope´rateur de bord dual
∂˜p, comme l’homomorphisme dual de ∂p de C
p−1(K, G,G′) dans Cp(K, G,G′).
Ainsi, pour toute cochaˆıne T de Cp−1(K, G,G′) et pour toute chaˆıne c de Cp(K, G), on a :[
∂˜pT, c
]
= [T ◦ ∂p, c] = [T, ∂p(c)]
Cette e´quation correspond au the´ore`me de Stokes discret. Nous identifions alors l’ope´rateur ∂˜p
a` la diffe´rentielle exte´rieure discre`te.
De´finition 42 (Diffe´rentielle exte´rieure) Soit un complexe de chaˆıne C(K, G, ∂), on de´finit
la diffe´rentielle exte´rieure comme l’ope´rateur d adjoint a` ∂ tel que d = ∂˜.
Calcul de la diffe´rentielle. Nous avons vu que l’ope´rateur ∂ e´tait entie`rement de´fini par la
donne´e des fonctions d’orientation oστ . Nous proposons dans ce paragraphe de ve´rifier la meˆme
proprie´te´ pour la diffe´rentielle exte´rieure d. Soient f , un homomorphisme de groupes abe´liens
de G dans G′, τ ∈ Kp et c =
∑
gσ.σ ∈ Cp+1(K, G). Il suitdf.τ, ∑
σ∈Kp+1
gσ.σ
 =
f.τ, ∂ ∑
σ∈Kp+1
gσ.σ

=
f.τ, ∑
σ∈Kp+1
∂(gσ.σ)

=
f.τ, ∑
σ∈Kp+1
∑
σ′∈Kp
oσσ′(gσ).σ
′

=
f.τ, ∑
σ′∈Kp
 ∑
σ∈Kp+1
oσσ′(gσ)
 .σ′

= f
 ∑
σ∈Kp+1
oστ (gσ)

=
∑
σ∈Kp+1
f(oστ (gσ))
=
∑
σ∈Kp+1
(f ◦ oστ )(gσ)
=
 ∑
τ ′∈Kp+1
(f ◦ oτ ′τ ).τ
′,
∑
σ∈Kp+1
gσ.σ

On identifie ainsi l’e´galite´ suivante : ∀f ∈ Hom(G,G), τ ∈ K
d(f.τ) =
∑
σ∈Kp+1
(f ◦ oστ ).σ
En e´tendant ce re´sultat a` une cochaˆıne T non-re´duite a` une seule cellule, on obtient la forme
ge´ne´rale du calcul de la diffe´rentielle exte´rieure
d(T ) =
∑
σ∈Kp+1
∑
τ∈Kp
T (τ) ◦ oστ
 .σ
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entie`rement de´termine´ par la donne´e des fonctions d’orientation. On notera notamment sa res-
semblance avec l’e´quation calculant le bord lorsqu’on utilise les homomorphismes duaux des
fonctions d’orientation o˜στ (f) = f ◦ oστ :
∂(c) =
∑
τ∈Kp−1
∑
σ∈Kp
oστ (c(σ))
 .τ d(T ) = ∑
σ∈Kp+1
∑
τ∈Kp
o˜στ (T (τ))
 .σ
Repre´sentation ge´ome´trique de d. Nous avons vu au chapitre 3 que l’ope´rateur de bord ∂
permettait le transport des valeurs des p-cellules aux (p−1)-cellules d’un complexe. Soient deux
cellules σ1 et σ2 d’un complexe K telles que σ2 < σ1. On note ∂(g.σ1).σ2, la valeur associe´e a` la
cellule σ2 par le calcul du bord de la chaˆıne g.σ1. Par les de´finitions qui pre´ce`dent, il suit que
∂(g.σ1).σ2 = oσ1σ2(g). Ainsi, la valeur g est transporte´e de σ1 vers σ2 sous la forme oσ1σ2(g).
De fac¸on duale, si τ1 < τ2 sont deux cellules de K, un homomorphisme h est transporte´ de
τ1 vers τ2 par d(h.τ1).τ2 = o˜τ2τ1(h). La diffe´rence fondamentale avec le transport calcule´ par
l’ope´rateur de bord ∂ concerne les dimensions des cellules : ∂ transmet les valeurs des cellules
vers leurs faces (de dimension infe´rieure), alors que d transmet les homomorphismes des cellules
vers leurs cofaces (de dimension supe´rieure).
Nous cherchons alors a` de´finir formellement le transport dans une chaˆıne des valeurs des
cellules vers leurs cofaces. Pour cela nous utilisons l’e´quivalence entre chaˆıne et cochaˆıne. Soient
deux cellules σ1 < σ2, nous cherchons a` transmettre une valeur g ∈ G de σ1 a` σ2 (l’ope´rateur
∂ transporte g de σ2 a` σ1). La chaˆıne g.σ1 est transforme´e en la cochaˆıne (n #→ n.g).τ1 (ou`
τ1 = σ1). A` la lumie`re de ce qui vient d’eˆtre dit, l’ope´rateur d transporte (n #→ n.g) vers τ2
(choisie telle que τ2 = σ2) en la valeur o˜′τ2τ1(n #→ n.g). L’orientation que nous utilisons ici est
celle des cochaˆınes de C(K,Z, G,d) et n’a pas encore e´te´ de´finie. Cependant, celle-ci doit eˆtre
en accord avec l’orientation de´finie par C(K, G, ∂). Pour cela, nous posons :
o˜′τ2τ1(n #→ n.g) = (n #→ n.g) ◦ o
′
τ2τ1
= (n #→ o−1τ2τ1(n.g)) = (n #→ n o
−1
τ2τ1
(g))
ou` o−1τ2τ1 repre´sente l’orientation relative de τ1 par rapport a` τ2 (oτ2τ1 e´tant l’orientation relative
de τ2 par rapport a` τ1)
1. Ainsi, la cellule τ2 rec¸oit l’homomorphisme (n #→ n o
−1
τ2τ1
(g)). En
transformant la cochaˆıne ainsi obtenue en une chaˆıne (la transformation inverse n’est possible que
lorsque le complexe K est localement fini, cas dans lequel nous nous plac¸ons), la valeur finalement
associe´e a` σ2 est (n #→ n o
−1
τ2τ1
(g))(1) = o−1τ2τ1(g). Le transport inverse d’une cellule vers ses cofaces
est alors de´fini : la cellule σ1 recevant oτ2τ1(g) par ∂, retourne finalement o
−1
τ2τ1
(oτ2τ1(g)).
2.2.3 Les complexes de cochaˆınes
Pour clore cette section, nous de´finissons les complexes de cochaˆınes, adjoints des complexes
de chaˆınes :
1Pour e´tablir cette e´galite´, nous supposons en effet qu’il existe une suite de fonctions d’orientation o−1τ2τ1 .
Intuitivement, si oτ2τ1 correspond a` l’orientation de τ1 par rapport τ2, o
−1
τ2τ1
correspond a` l’orientation de τ2 par
rapport a` τ1. Nous utilisons l’exposant −1 pour signifier que si oτ2τ1 est inversible il s’agit effectivement de son
inverse de telle sorte que si g est transporte´ de σ1 vers σ2 en la valeur oσ2σ1(g) par ∂, alors l’ope´ration inverse
que nous de´finissons ici transporte oσ2σ1(g) de σ2 vers σ1 en effectuant le calcul o
−1
τ2τ1
(oσ2σ1(g)) dont le re´sultat
est finalement g lui-meˆme. Les e´quations me`nent finalement au fait que si oσ2σ1 est un isomorphisme, le cadre des
transports de valeurs impose qu’il s’agisse d’une involution. Ce re´sultat est tout a` fait cohe´rent dans le sens ou` la
notion d’orientation implique une orientation positive et ne´gative ; les fonctions d’orientation reviennent donc a`
retourner l’oppose´ de son argument dans le cas ne´gatif, ou a` retourner l’argument sans modification dans le cas
positif.
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De´finition 43 (Groupe de cochaˆınes, complexe de cochaˆınes) Soient K un complexe cel-
lulaire abstrait de dimension N , et G et G′ deux groupes abe´liens arbitraires. Le groupe des
cochaˆınes associe´ a` K, G et G′ est de´fini par :
C(K, G,G′) =
⊕
i∈N
Ci(K, G,G′) = C0(K, G,G′)⊕ C1(K, G,G′)⊕ · · · ⊕ CN (K, G,G′)⊕ . . .
ou` ⊕ est la somme directe de groupes abe´liens.
Un complexe de cochaˆınes C(K, G,G′,d) est une suite (Cp(K, G,G′),dp)p∈N de groupes
abe´liens et d’homomorphismes dp : Cp(K, G,G′)→ Cp+1(K, G,G′).
Les complexes de cochaˆınes construisent avec leurs complexes de chaˆınes adjoints le diagramme
suivant :
. . .
d
−→ Cp(K, G,G′)
d
−→ Cp+1(K, G,G′)
d
−→ . . .
. . .
∂
←− Cp(K, G)
∂
←− Cp+1(K, G)
∂
←− . . .
L’e´toile de Hodge, une autre ide´e du transport. Nous avons vu que l’ope´rateur d per-
mettait le transport d’une valeur d’une cellule vers ses cofaces dans une chaˆıne : pour cela nous
somme passe´s par la repre´sentation e´quivalente d’une chaˆıne par une cochaˆıne. Un autre point
de vue peut eˆtre adopte´ pour de´finir ce transport. Soit un complexe de chaˆınes C(K, G, ∂).
L’ope´rateur de bord transportant les valeurs des cellules vers leurs faces dans K, il transporte-
rait les valeurs vers leurs cofaces dans le meˆme complexe K mais ou` la relation d’incidence serait
renverse´e. Un tel complexe existe, il s’agit du complexe dual de K.
De´finition 44 (Complexe dual) Soit K = (S,≺, dim) un complexe cellulaire abstrait de di-
mension n. On de´finit le complexe ∗K = (S, ∗≺, ∗dim) dual de K par :
• τ ≺ σ ⇒ σ ∗≺ τ (autrement dit, ∗≺ =≻)
• dim(σ) = p⇒ ∗dim(σ) = n− p (autrement dit, ∗dim = n− dim)
A` partir du complexe de chaˆınes C(K, G, ∂), nous de´finissons un nouveau complexe de chaˆınes
C(∗K, G, ∗∂), ou` l’ope´rateur de bord ∗∂ co¨ıncide avec ∂ de telle sorte que le transport des
valeurs soit effectue´ des cellules vers les cofaces. Soient σ1 < σ2 deux cellules topologiques de K ;
en particulier, on note que σ2 ∗<σ1. Si ∂(g.σ2).σ1 envoie la valeur oσ2σ1(g) vers σ1, l’expression
∗∂(g.σ1).σ2 associe ∗oσ1σ2(g) de σ1 vers σ2, ou` ∗oσ1σ2 correspond aux fonctions d’orientation
dans le complexe de chaˆınes C(∗K, G, ∗∂). Pour que le transport calcule´ par ∗∂ soit le transport
inverse de ∂, nous posons simplement ∗oσ1σ2 = o
−1
σ2σ1
, l’orientation inverse de oσ1σ2 que nous
avons introduit pre´ce´demment. Dans sa the`se [Hir03], A. Hirani donne un algorithme pour
calculer l’orientation du dual en fonction de celle de´finie dans le primal.
Le complexe de chaˆınes dual C(∗K, G, ∗∂) induit e´galement une diffe´rentielle exte´rieure duale,
de´note´e par ∗d, de´finissant ainsi, les complexes de cochaˆınes duaux sur des groupes G′ arbitraires
C(∗K, G,G′, ∗d). L’ensemble de ces complexes est regroupe´ sur le diagramme suivant :
. . .
d
−→ Cp(K, G,G′)
d
−→ Cp+1(K, G,G′)
d
−→ . . .
. . .
∂
←− Cp(K, G)
∂
←− Cp+1(K, G)
∂
←− . . .
∗
yx ∗ ∗yx ∗
. . .
∂
−→ Cn−p(∗K, G)
∗∂
−→ Cn−p−1(∗K, G)
∗∂
−→ . . .
. . .
∗d
←− Cn−p(∗K, G,G′)
∗d
←− Cn−p−1(K, G,G′)
∗d
←− . . .
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La premie`re et la dernie`re ligne du diagramme sont lie´es par un nouvel ope´rateur ge´ome´trique
(il s’oppose aux ope´rateurs pre´ce´dents qui sont purement alge´briques et topologiques) appele´
l’e´toile de Hodge. Le complexe dual a une grande importance pour le calcul diffe´rentiel discret a`
travers une forte signification ge´ome´trique : si K repre´sente une partition d’une varie´te´ M, ∗K
de´coupeM de fac¸on diffe´rente. On associe alors a` chaque cellule une norme issue d’une me´trique
de´finie sur M. En notant par |σ| la norme associe´e a` la cellule σ d’un complexe K, l’e´toile de
Hodge d’une forme diffe´rentielle ω, de´note´e ⋆ω, est de´finie par :
1
|σ|
∫
σ
ω =
1
| ∗ σ|
∫
∗σ
⋆ω
Cet ope´rateur comple`te alors le diagramme pre´ce´dent en
. . .
d
−→ Cp(K, G,G′)
d
−→ Cp+1(K, G,G′)
d
−→ . . .
⋆
yx ⋆ ⋆yx ⋆
. . .
∗d
←− Cn−p(∗K, G,G′)
∗d
←− Cn−p−1(K, G,G′)
∗d
←− . . .
L’e´toile de Hodge permet notamment de de´finir la codiffe´rentielle discre`te δ, un nouvel
ope´rateur s’appliquant sur des p-cochaˆınes, en fonction de la diffe´rentielle discre`te par :
δ = (−1)n(p−1)+1 ⋆ ∗d ⋆
Cet ope´rateur est par exemple utilise´ pour de´finir le laplacien discret par ∆ = δd + dδ. Afin
de comprendre comment celui-ci fonctionne, les diffe´rentes e´tapes du calcul du laplacien d’une
p-cochaˆıne peuvent eˆtre de´crites par le diagramme suivant :
Cp−1(K, G,G′)
d
−→ Cp(K, G,G′)
d
−→ Cp+1(K, G,G′)
⋆
x ⋆yx ⋆ ⋆y
Cn−p+1(∗K, G,G′)
∗d
←− Cn−p(∗K, G,G′)
∗d
←− Cn−p−1(∗K, G,G′)
Le laplacien correspond donc a` un mouvement des valeurs associe´es par une chaˆıne a` une p-cellule
σ d’un complexe K, vers les p-cellules (p− 1)-voisines et (p+ 1)-voisines de σ.
3 Travaux en cours
Dans cette section, nous souhaitons faire part au lecteur des travaux en cours que nous
menons sur l’utilisation des concepts apporte´s par les cochaˆınes et le formalisme que nous venons
de pre´senter dans le cadre du langage MGS. En effet, nous avons utilise´ les chaˆınes topologiques
pour repre´senter formellement les collections topologiques (voir chapitre 3) et ainsi de´finir une
se´mantique du langage (voir chapitres 4 et 5). Nous pre´sentons dans ces se´mantiques comment les
transformations ope`rent pour calculer de nouvelles collections a` partir d’un ensemble de re`gles de
de´duction. Ne´anmoins, nous ne donnons pas directement un objet mathe´matique correspondant
aux transformations.
Nous avons vu plus haut que les cochaˆınes e´taient des fonctions de chaˆınes. Par notre forma-
lisation des collections topologiques, il est naturel de se pencher sur les liens existant entre les
notions de cochaˆıne et de transformation. Nous commenc¸ons par poser les bases de cette analogie
que nous illustrons ensuite en programmant a` l’aide des transformations les ope´rateurs que nous
venons de voir. Pour finir, nous de´veloppons quelques perspectives que ce rapprochement entre
transformations et cochaˆınes invite a` suivre accompagne´es d’exemples de programmes.
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3.1 Rappels sur les domaines
Pour e´laborer nos propos, nous nous plac¸ons dans le cadre de´fini par la se´mantique du
chapitre 4 auquel nous apportons les quelques modifications suivantes.
Les scalaires. Les scalaires que nous avons conside´re´s (les entiers, les flottants, les boole´ens,
les symboles, les positions de S et les cloˆtures) ne permettent pas de manipuler les e´le´ments de
Abel(Val). Nous conside´rons de´sormais qu’ils appartiennent a` l’ensemble des scalaires MGS. Ils
correspondent a` des fonctions de Val dans Z ; il s’agit donc d’un nouveau type de valeurs d’ordre
supe´rieur (en plus des cloˆtures et des cloˆtures opaques) pouvant eˆtre applique´es sur n’importe
quel e´le´ment de Val. Leur manipulation est proche de celle des cloˆtures opaques : les re`gles de
la se´mantique concernant ces dernie`res fonctionnent e´galement pour les e´le´ments de Abel(Val).
La valeur spe´ciale <undef> est alors identifie´e a` 0Abel(Val).
Les collections topologiques. Nous reprenons l’ensemble des collections topologiques cons-
truites sur les positions de l’ensemble de symboles S. Une collection topologique est une chaˆıne
de C(K,Abel(Val)) ou` K est un complexe cellulaire abstrait construit sur S (SK ⊂ S). Nous
pouvons remarquer que l’ensemble des e´le´ments Val posse`de une structure de groupe he´rite´ des
e´le´ments de Abel(Val) ; tout e´le´ment n’appartenant pas a` Abel(Val) est automatiquement trans-
forme´ en utilisant l’injection canonique InjVal. Ainsi, nous simplifions l’ensemble des collections
topologiques en CollType(Val) = C(K,Val).
Pour re´sumer, l’ensemble des valeurs MGS Val correspond au plus petit ensemble solution
de l’e´quation :
Val = ScalType ∪Abel(Val) ∪ CollType(Val)
3.2 Fondement de l’analogie transformation/forme diffe´rentielle
Les collections topologiques e´tant des chaˆınes de C(K,Val), nous posons la question de la
repre´sentation d’une cochaˆıne de C(K,Val,Val) a` l’aide d’une transformation. Pour cela nous
conside´rons la cochaˆıne T = fτ1 .τ1 + fτ2 .τ2 associant l’homomorphisme de fτ1 ∈ Hom(Val,Val)
(resp. fτ2) a` la cellule topologique τ1 (resp. τ2) du complexe K. Il est sous entendu que pour
toutes les autres cellules topologiques la cochaˆıne T associe l’homomorphisme nul envoyant tout
argument sur 0Val.
Il est intuitif de repre´senter la cochaˆıne T par la transformation T de´finie comme suit :
trans T = {
x / ^x == τ1 => fτ1(x) ;
x / ^x == τ2 => fτ2(x) ;
x => <undef>
} ;;
Bien entendu, les parties du programme faisant intervenir des variables mathe´matiques sont a`
remplacer par le programme MGS ade´quat (par exemple, fτ1 peut eˆtre substitue´e par la variable
f tau1 de´finie ailleurs et encodant le comportement de fτ1).
3.2.1 Parame´trisation de la reconstruction
Dans l’e´tat actuel des choses (c’est-a`-dire l’e´tat de la se´mantique du chapitre 4), si la trans-
formation T est applique´e sur une collection repre´sente´e par la chaˆıne
∑
gσ.σ, la valeur retourne´e
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est la collection topologique fτ1(gτ1).τ1 + fτ2(gτ2).τ2. Ce re´sultat ne correspond pas tout a` fait
au calcul effectue´ par la cochaˆıne T :[
T,
∑
gσ.σ
]
= fτ1(gτ1) +Val fτ2(gτ2)
Pour retrouver ce re´sultat, il suffirait de remplacer l’addition des chaˆınes par l’addition dans Val.
Ce « remplacement » correspond a` un homomorphisme de chaˆınes. L’application d’une forme a`
une chaˆıne peut donc eˆtre programme´e en MGS par :
fold((\x,y.x + val y), <undef>, T(c)) ;;
ou` la variable c est associe´e a`
∑
gσ.σ et l’ope´rateur + val de´note +Val l’addition du groupe Val.
L’ope´ration fold est appele´e parfois « re´duction » dans les langage fonctionnels. Or, une forme
de re´duction est pre´sente dans une transformation : la reconstruction du re´sultat apre`s la phase
de filtrage, c’est-a`-dire le passage de la structure de batch (voir les chapitres 2 et 4, pages 58
et 124) au re´sultat. Sur notre exemple, le batch construit par la transformation T applique´e sur
la collection c est le suivant :
[〈τ1, fτ1(gτ1)〉, 〈τ2, fτ2(gτ2)〉, . . . ]
ou` l’ellipse correspond aux cellules σ de K − {τ1, τ2}, pour lesquels, le couple (collection filtre´e,
collection calcule´e) est de la forme 〈σ, 0Val〉.
Pouvoir parame´ter la reconstruction effectue´e a` partir du batch, i.e. choisir de l’homomor-
phisme qui interpre`tera l’addition des chaˆınes, offre un me´canisme tre`s puissant qui ge´ne´ralise la
re´duction que l’on trouve dans les langages fonctionnels pour les types alge´briques. Aussi, nous
proposons de laisser la spe´cification de la reconstruction au programmeur, de fac¸on similaire a`
la spe´cification de la re´duction que nous venons de voir. Les transformations sont alors dote´es
de deux nouveaux parame`tres optionnels :
1. zero : il s’agit de la valeur initialisant l’accumulateur de la re´duction. La valeur par de´faut,
de cet argument optionnel est 0Val.
2. addition : il s’agit de la fonction de re´duction a` trois arguments : l’ensemble des positions
filtre´es S (repre´sentant la collection filtre´e), l’e´valuation de la partie droite de la re`gle e, et
la valeur de l’accumulateur acc. Par de´faut, la fonction de re´duction est : \(S,e,acc).e
+ val acc.
Suivant cette nouvelle parame´trisation de la reconstruction, le re´sultat de l’application T(c)
e´value la valeur fτ1(gτ1)+Val fτ2(gτ2) et non la collection topologique fτ1(gτ1).τ1+fτ2(gτ2).τ2. Ce
dernier re´sultat est obtenu par l’application parame´tre´e :
T[ addition = \(S,e,acc).({| e@oneof(S) |}, acc),
zero = {||}
](c)
L’expression oneof(S) retourne un e´le´ment de l’ensemble S, qui est dans cet exemple un single-
ton.
3.2.2 Dictionnaire de l’analogie
Les transformations avec la parame´trisation de la reconstruction2 deviennent un concept
extreˆmement proche des cochaˆınes. Ce rapprochement ame`ne a` constater l’analogie suivante
2Bien que la parame´trisation ait e´te´ introduite dans le but de rapprocher le concept de transformation a` celui
de cochaˆıne, la parame´trisation de la reconstruction est e´galement motive´e, de fac¸on totalement inde´pendante du
rapprochement avec la topologie alge´brique, par la ge´ne´ralisation des transformations a` tout type de donne´es. En
effet, a` l’heure actuelle, chaque type de collection topologique posse`de sa propre reconstruction.
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entre calcul diffe´rentiel, topologie alge´brique et les concepts issus du langage MGS :
Calcul diffe´rentiel Topologie alge´brique MGS
Application
∫
[ , ] ( )
Argument Mun ouvert deRn cune p-chaˆıne c collection topologique
Objet applique´ ω =
∑
aH(x)dx
h1 ∧ · · · ∧ dxhp T =
∑
τ∈Kp
fτ .τ trans T = { x => f(x) }
Ite´rateur/position dxh1 ∧ · · · ∧ dxhp τ ^x
Valeur x = (xh1 , . . . , xhp) c(τ) x
Fonction locale aH fτ f
Syntaxe comple`te
∫
M
ω [T, c] T(c)
Ce tableau re´sume sous la forme d’un dictionnaire les diffe´rents concepts dont nous avons parle´.
Les trois colonnes de droite correspondent respectivement au calcul d’une inte´grale, a` l’appli-
cation d’un cochaˆıne sur une chaˆıne, et a` l’application d’une transformation sur une collection
topologique. Les lignes e´tablissent l’analogie suivante :
Application : cette ligne de´crit la forme syntaxique de´notant l’application. L’application consi-
ste dans tous les cas a` appliquer localement une fonction en chaque e´le´ment d’un domaine.
La syntaxe doit permettre de fournir une fonction et un domaine a` parcourir. Du point de
vue du calcul a` effectuer, cette syntaxe spe´cifie un « ite´rateur » parcourant les e´le´ments
du domaine pour appliquer localement une fonction et combiner les re´sultats.
Argument : cette ligne indique l’objet qui de´crit le domaine de l’application. Le domaine ex-
prime une structure spatiale organise´e ou` il est possible d’ite´rer sur les e´le´ments et d’en
re´cupe´rer la valeur associe´e.
Objet applique´ : il s’agit de la spe´cification des fonctions a` appliquer localement sur chaque
e´le´ment du domaine.
Ite´rateur : l’ite´rateur est une re´fe´rence a` l’objet courant du calcul local qu’on souhaite effectuer
(l’e´le´ment indexe´ par l’ite´rateur).
Valeur : il s’agit de la de´coration associe´e par l’argument a` la position pointe´e par l’ite´rateur.
Fonction locale : elle spe´cifie le calcul a` appliquer localement ; elle prend en entre´e la valeur
associe´e par l’argument a` la position pointe´e par l’ite´rateur.
Syntaxe comple`te : donne l’ensemble des constituants de l’application suivant la syntaxe
spe´cifique a` chacun des trois champs d’application.
3.3 Implantation des ope´rateurs discrets
L’analogie entre calcul diffe´rentiel et topologie combinatoire a e´te´ de´crit au de´but de ce
chapitre. L’analogie liant la topologie combinatoire et MGS est fonde´e essentiellement sur la
formalisation mathe´matique des collections sous forme de chaˆınes topologiques. Les concepts
e´labore´s pour le langage MGS sont donc adapte´s a` la programmation d’ope´rateurs lie´s aux deux
premiers champs d’application de notre analogie.
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Positions et orientation. Les collections topologiques sont des chaˆınes construites sur des
complexes cellulaires abstraits dont les positions sont issues de S. Comme nous l’avons de´ja` dit
dans le chapitre 4, une position prise hors du contexte d’un complexe cellulaire abstrait n’a pas
de sens. Nous utilisons pour cela la notation σK pour signifier que la cellule topologique e´tait
conside´re´e dans le complexe K.
Un complexe K permet de de´finir des collections topologiques, et par conse´quent des chaˆınes
topologiques. Afin de pouvoir de´finir l’ope´rateur de bord de ces collections, les fonctions d’orien-
tation doivent eˆtre pre´cise´es. Nous supposons l’existence d’une fonction MGS orient disponible
dans les re`gles de re´e´criture d’une transformation. Elle fait alors re´fe´rence a` la fonction d’orien-
tation associe´e a` l’ope´rateur de bord de´fini par la forme de la collection. Il s’agit d’une fonction
a` trois arguments ; soient σ1 et σ2 deux cellules d’un meˆme complexe K et g une valeur de Val :
orient(σ1,σ2,g) =
{
oσ1σ2(g) si dim
K(σ1) > dim
K(σ2)
o−1σ1σ2(g) sinon
L’ope´rateur de bord. Les fonctions d’orientation de´finissent l’ope´rateur de bord. Soit une
collection topologique construite sur le complexe K. Cet ope´rateur transmet une valeur g associe´e
a` une cellule σ1 de Kp a` une cellule σ2 de Kp−1, sous la forme oσ1σ2(g). Les fonctions d’orientation
sont nulles lorsque σ1 et σ2 ne sont pas incidentes. Ainsi, pour une cellule de σ de K les seules
valeurs non nulles qui la de´coreront proviennent de ses cofaces. Il suffit par conse´quent, pour
chaque cellule de la collection d’ite´rer sur la liste des valeurs associe´es a` ses cofaces pour calculer
le transport de valeurs. La primitive cofacefold fournit par MGS (voir chapitre 2 page 51)
permet cela :
trans boundary[ addition = \(S,e,acc).({| e@oneof(S) |}, acc),
zero = {||}
] =
{ x => cofacefold(\(y,acc).(orient(^y,^x,y) + val acc), <undef>, x) } ;;
L’ope´rateur dual de bord. Comme nous l’avons vu, l’ope´rateur de bord dual agit de fac¸on
oppose´e a` l’ope´rateur ; il suit naturellement que pour l’implantation, l’ite´ration n’est plus sur les
cofaces mais sur les faces des cellules :
trans coboundary[ addition = \(S,e,acc).({|e@oneof(S)|}, acc),
zero = {||}
] =
{ x => facefold(\(y,acc).(orient(^y,^x,y) + val acc), <undef>, x) } ;;
La diffe´rentielle exte´rieure. La de´finition de cet ope´rateur est directement lie´e au the´ore`me
de Stokes : [dT, c] = [T, ∂c]. Il est important de noter que cet ope´rateur agit sur les transforma-
tions et non sur les collections. Soit T une transformation MGS. La diffe´rentielle exte´rieure
de T produit une nouvelle transformation ; en utilisant la transformation boundary de´finie
pre´ce´demment, l’implantation de la diffe´rentielle est directe :
fun derivative[zero=<undef>, addtion=\S,e,acc.(e + val acc)](T) =
\c.T[zero=zero,addition=addition](boundary(c))
;;
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La diffe´rentielle d’une transformation T prend en argument une collection c, lui applique la
compose´e de T et de la transformation de bord et retourne une transformation (i.e. une fonction).
Les parame`tres pour la reconstruction sont transmis via des arguments optionnels e´ponymes
associe´s a` la fonction derivative. Les valeurs par de´faut qui leur sont associe´es correspondent
aux parame`tres de reconstruction standards. La diffe´rentielle exte´rieure duale s’exprime de fac¸on
similaire, a` l’aide de l’ope´rateur de bord dual.
Les ope´rateurs gradient, rotationnel et divergence. Nous avons vu plus haut que la
diffe´rentielle exte´rieure avait une repre´sentation ge´ome´trique lorsqu’elle e´tait applique´e sur des
cochaˆınes issues de la traduction d’une chaˆıne en cochaˆıne. De ce point de vue, cet ope´rateur
co¨ıncide entie`rement avec l’implantation de l’ope´rateur dual de bord que nous venons de voir.
Cependant, on peut illustrer directement la diffe´rentielle exte´rieure. Pour cela nous allons nous
inte´resser aux ope´rateurs gradient, rotationnel et divergence de la physique discre`te. Ils cor-
respondent a` des applications de la diffe´rentielle exte´rieure pour des dimensions particulie`res ;
en effet, nous rappelons que le gradient (resp. le rotationnel, la divergence) calcule une 1-forme
(resp. une 2-forme, une 3-forme) a` partir d’une 0-forme (resp. une 1-forme, une 2-forme). Comme
il ne s’agit que d’une de´pendance a` la dimension, nous allons nous concentrer sur l’ope´rateur
gradient.
Conside´rons l’e´quation suivante liant le potentiel e´lectrique V au champ e´lectrique
−→
E :
−→
E = −
−→
∇V
Connaissant le potentiel e´lectrique V , un ope´rateur gradient permettrait de calculer le champ
e´lectrique. Nous avons vu plus haut que cet ope´rateur s’applique sur une 0-forme et produit une
1-forme. La champ scalaire V correspond par conse´quent a` une 0-forme ; il s’agit donc d’une
fonction qui associe a` chaque point de l’espace et de fac¸on continue, la valeur du potentiel
e´lectrique. Soit K, la structure discre`te sur laquelle nous souhaitons appliquer l’e´quation ; on
repre´sente V par une 0-cochaˆıne de C0(K,Z,R) :
V =
∑
τ0∈K0
Vτ0 .τ
0
ou` Vτ0 est un homomorphisme de Z dans R qui associe a` τ
0 ∈ K0 la valeur V (1.τ
0) = vτ0 du
potentiel e´lectrique en ce point. Suivant la logique que nous avons suivie jusqu’ici, la forme V
doit eˆtre implante´e par une transformation. Cependant, lorsque le domaine K0 est fini, ce qui
est souvent le cas en simulation, il est tout aussi envisageable de repre´senter la cochaˆıne V par
la chaˆıne V ′ ∈ C0(K,R) e´quivalente :
V ′ =
∑
σ0∈K0
V (1.σ0).σ0 =
∑
σ0∈K0
vσ0 .σ
0
Nous repre´sentons alors la « forme diffe´rentielle » V ′ par une collection topologique. L’ope´rateur
gradient, correspondant a` l’application de la diffe´rentielle exte´rieure sur la forme V , est repre´sente´
par son e´quivalent sur les chaˆınes : l’ope´rateur de bord dual. Ainsi, nous de´finissons un ope´rateur
gradient similaire directement sur les collections topologiques par :
fun grad(V) = coboundary<1>(V) ;;
L’application de la transformation coboundary est restreinte aux cellules de dimension 1 (dans
une syntaxe proche des transformations de chemins), dimension des cellules de la collection
re´sultat, ici une 1-forme. Ainsi, en supposons que le potentiel e´lectrique est encode´e dans une
collection topologique V, le champ e´lectrique se calcule par :
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E = map(\x.-x, grad(V)) ;;
Les ope´rateurs rotationnel et divergence sont implante´s de la meˆme fac¸on par
fun rot(c) = coboundary<2>(c) ;;
fun div(c) = coboundary<3>(c) ;;
Le laplacien. Le laplacien est calcule´ a` partir de la diffe´rentielle et de la codiffe´rentielle par :
∆ = δd + dδ. Comme nous l’avons constate´ pre´ce´demment, le laplacien permet, a` une cellule
σp d’un complexe K, d’acce´der aux valeurs associe´es aux cellules topologique p− 1-voisines et
p+ 1-voisines. Nous illustrons ce mouvement par deux exemples, dont l’application directe de
la formule du laplacien permet de retrouver des re´sultats connus.
Soit un graphe line´aire infiniK ou` les sommets sont place´s de fac¸on re´gulie`re dans un espace de
dimension 1 de telle sorte que la longueur de chaque arc soit unitaire. Nous de´cidons d’e´tiqueter
les sommets par un entier de telle sorte que σi ∈ K0 ait pour voisins σi−1 et σi+1 ∈ K0. Soit
q ∈ C0(K,Z,R) une cochaˆıne
q =
∑
σi∈K0
qi.σi
En appliquant le laplacien on calcule :
∆q =
∑
σi∈K0
((qi−1 − qi) + (qi+1 − qi)).σi
Ce re´sultat apparaˆıt par exemple lorsque la me´thode des diffe´rences finies est utilise´e pour
re´soudre l’e´quation de la chaleur dans un espace de dimension 1 :
∂u
∂t
= a2∆u =⇒
ui(t+∆t)− ui(t)
∆t
= a2((ui−1(t)− ui(t)) + (ui+1(t)− ui(t))
Le temps est discre´tise´ avec un pas fixe ∆t et l’espace est discre´tise´ en sections re´gulie`res,
de´note´es par un entier i, sur lesquelles la forme u a` l’instant t est estime´e a` ui(t). La constante
a est un coefficient caracte´risant le diffusivite´ de la chaleur.
Fig. 1 – Maillage hexagonal : un maillage hexagonal du plan est obtenu en construisant un graphe
re´gulier ou` chaque sommet posse`de six 1-voisins. Ce graphe triangule le plan (figure de gauche).
Le dual du graphe construit le maillage hexagonal : chaque sommet du primal correspond a` un
hexagone du dual.
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Dans l’exemple du graphe line´aire, l’effet de l’e´toile de Hodge faisant intervenir la norme et la
norme duale des cellules de K, n’apparaˆıt pas, celle-ci e´tant fixe´e a` 1 par l’intervalle re´gulier qui
se´pare les sommets. Nous remplac¸ons maintenant le graphe line´aire K par un maillage hexagonal
re´gulier : chaque sommet de K0 posse`de six 1-voisins place´s re´gulie`rement autour de lui a` une
distance unitaire. L’espace en dimension 2 est par conse´quent triangule´ comme le montre la
figure 1. Les hexagones ont une aire de
√
3
2 et les arcs duaux (bordant les hexagones) ont pour
longueur 1√
3
. En conside´rant cette me´trique, le laplacien correspond a` l’e´quation suivante
∆q =
∑
σi∈K0
(
2
3
6∑
j=0
(qj − qi)).σi
ou` nous supposons que les quantite´s qj sont celles porte´es par les voisins de σi dans le maillage.
La` encore, ce re´sultat est de´ja` utilise´ pour simuler une diffusion dans les automates cellu-
laires [Rei05].
Nous oublions pour l’instant l’aspect ge´ome´trique du laplacien pour nous concentrer sur une
de´finition combinatoire ; nous conside´rons pour cela que toutes les cellules ont une norme de 1
dans le primal et le dual. Dans ce cas, la codiffe´rentielle correspond a` la diffe´rentielle duale, qui
peut eˆtre utilise´e directement pour la programmation du laplacien.
fun coderivative[zero=<undef>, addtion=\(S,e,acc).(e + val acc)](T) =
\c.T[zero=zero,addition=addition](coboundary(c))
;;
fun laplacian[zero=<undef>, addtion=\(S,e,acc).(e + val acc)](T) =
(derivative(coderivative(T)))(c), (coderivative(derivative(T))(c))
;;
Le laplacien ainsi obtenu effectue les mouvements de donne´es que nous venons de de´crire.
Comme pour la diffe´rentielle, le laplacien peut e´galement eˆtre programme´ pour prendre
en argument une collection topologique et non une transformation. L’inte´reˆt de cette seconde
programmation est l’utilisation de la primitive neighborfold (voir chapitre 2, page 51). En
effet, nous proposons de programmer un ope´rateur quelque peu diffe´rent du laplacien, nomme´
Delta, calque´ sur les formules issues des calculs pre´ce´dents :
trans <n,p> Delta[ zero nf = <undef>,
add nf = + val,
sub nf = - val
] =
{ x => neighborfold(\(y,acc).( add nf(sub nf(y,x),acc) ), zero nf, x) } ;;
Cette transformation est constitue´e d’une seule re`gle s’appliquant sur les n-cellules de la collec-
tion argument. La primitive neighbordfold ite`re sur les n-cellules p-voisines de ^x. En plus des
arguments optionnels de la reconstruction, la transformation Delta fournit 3 nouveaux argu-
ments permettant la parame´trisation de l’ite´ration sur les voisins :
1. zero nf : initialisation de l’ite´ration et valeur de retour si ^x n’a pas de 〈n, p〉-voisines,
2. sub nf : permet de combiner les valeurs de x et de y,
3. add nf : addition de la re´duction de la liste des voisins de ^x.
Nous verrons une utilisation de cet ope´rateur dans les paragraphes suivants.
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3.4 Ouvertures et perspectives
La mise en place de l’analogie ci-dessus a permis de programmer un grand nombre d’ope´ra-
teurs. La mise en place de ces derniers invite a` de´finir une alge`bre de calcul autour des trans-
formations et des collections topologiques. Les paragraphes suivants montrent deux exemples
d’utilisation pouvant orienter le de´veloppement de cette alge`bre.
Alge`bres de programme. Les sommes formelles apparaissant dans la de´finition des collec-
tions topologiques et des transformations de´composent de fac¸on canonique ces objets. Cette
de´composition apparaˆıt de surcroˆıt dans le me´canisme de filtrage partitionnant une collection
en sous-collections. La reconstruction est alors de´finie comme la re´duction d’une liste, le batch,
issue du filtrage. Il est inte´ressant de comparer cette situation avec l’approche des alge`bres de
Bird-Meertens [Bir87] et des alge`bres de power-list [Mis94, Kor97]. Ces the´ories de´veloppent
les fondements d’une de´finition (re´cursive) des listes et des tableaux. La de´composition repose
alors sur la concate´nation : concate´ner deux listes (resp. deux tableaux de structures homoge`nes)
produit une autre liste (resp. un nouveau tableau de structure homoge`ne), amenant a` conside´rer
des strate´gies de calcul « diviser pour re´gner ».
Ces travaux sont e´galement a` l’origine de l’e´tude des homomorphismes de listes, et plus
ge´ne´ralement des catamorphismes [Mal90, MFP91] : un catamorphisme est une fonction agis-
sant sur des structures de donne´es de type alge´brique (des arbres formels), calculant suivant
une strate´gie de bas en haut (des feuilles vers les racines) en remplac¸ant syste´matiquement les
constructeurs par une fonction a` e´valuer dont les arguments sont le re´sultat de l’application du
catamorphisme sur les feuilles. Par exemple, dans la figure 2, la somme des entiers de´corant les
feuilles d’un arbre se calcule par un catamorphisme : chaque constructeur de feuille est substitue´
par la fonction identite´, alors que les constructeurs de nœud sont remplace´s par l’addition des
entiers. Ces catamorphismes sont e´le´gamment programme´s en utilisant le filtrage des structures
de donne´es alge´briques comme nous l’avons pre´sente´ dans le chapitre 2.
L’approche offerte par les transformations e´tend le filtrage a` des structures de donne´es plus
ge´ne´rales que les termes ; mais, la` aussi, la partition par filtrage des collections en sous-collections
construit une nouvelle structure a` partir de la structure de´crite par la relation d’incidence de
la collection argument. Il est donc envisageable de re´duire la collection ainsi partitionne´e en
remplac¸ant la relation d’incidence liant les sous-collections par des fonctions, suivant le meˆme
principe de substitution des constructeurs des types de donne´es alge´briques. C’est fait avec la
parame´trisation du batch d’une transformation, induisant ainsi un homomorphisme de collections
topologiques. Il reste a` pre´sent a` e´tudier les lois de composition qui en re´sulte, de la meˆme manie`re
que Bird et Merteens ont pu e´tudier les homomorphisme de listes.
2 3
1 1
2 3
+
+
Fig. 2 – Exemple de catamorphisme : la somme des valeurs des feuilles d’un arbre est un cata-
morphisme. Le constructeur des feuilles est remplace´ par la fonction identite´, et le constructeur
des nœuds est substitue´ par l’ope´rateur d’addition.
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Equations diffe´rentielles discre`tes. Nous entendons par e´quations diffe´rentielles discre`tes
un paradigme de programmation ou` les programmes ne sont plus des se´quences d’instructions
(des langages impe´ratifs), ni des compose´es de fonctions (des langages fonctionnels), mais l’ex-
pression d’e´quations, a` la fac¸on de la logique e´quationnelle. Ce paradigme est e´videmment inspire´
des e´quations diffe´rentielles et de leur utilisation pour la mode´lisation physique ou biologique.
L’ide´e est d’exprimer sous la forme d’une ou plusieurs e´quations les proprie´te´s que le syste`me
mode´lise´ doit respecter. Par exemple la de´finition d’une e´nergie peut pousser un syste`me a` se
transformer pour que la totalite´ de l’e´nergie qu’il posse`de diminue jusqu’a` atteindre un e´tat mini-
misant (a priori localement) cette quantite´. La trajectoire du syste`me peut alors eˆtre contrainte :
entre chaque modification diminuant un peu la quantite´ d’e´nergie qu’il contient, le syste`me doit
ve´rifier des proprite´te´s de conservation d’autres quantite´s.
Ces propos semblent fortement lie´s a` la simulation en physique. Les travaux de Tonti [Ton74,
Ton75, Ton76, Ton01] expriment largement ces ide´es dans le cadre de la physique discre`te ou`
les ope´rateurs discrets que nous avons pre´sente´s dans ce chapitre sont utilise´s pour exprimer
des lois de conservation, de balance, etc. Ne´anmoins, la mode´lisation des syste`mes n’est pas le
seul domaine d’application de cette alge`bre d’ope´rateurs. Pour illustrer ce point de vue, nous
proposons de programmer par e´quation le calcul du plus court chemin dans un graphe.
Soit K un complexe cellulaire de dimension 1 fini, repre´sentant le graphe pour lequel nous
souhaitons exprimer le calcul du plus court chemin. Nous conside´rons pour ce proble`me que
les arcs ont un poids e´gal a` un. Nous cherchons a` exprimer en chaque sommet de la structure
le nombre minimum d’arcs qui faudra passer pour atteindre un sommet σ ∈ K0. On note en
particulier qu’une fois le re´sultat calcule´, les 1-voisins de σ e´tant distants d’un arc de σ, sont
de´core´s par la valeur 1. Prenons un sommet arbitraire du graphe σ′ 1= σ ; il existe force´ment
parmi les 1-voisins de σ′, un sommet plus proche que lui de σ. En effet, si σ′ est a` une distance
n de σ, ce voisin sera a` une distance n − 1 de ce sommet. Cette proprie´te´ de´coule directement
du principe de Bellman. Il est alors facile de ve´rifier que pour tout sommet de la structure sauf
σ, le minimum de la diffe´rence de sa de´coration et de celle d’un de ces voisins est toujours e´gale
a` 1. Nous pouvons donc utiliser l’ope´rateur Delta que nous avons introduit pre´ce´demment :
Delta[ addition = \(S,e,acc).{| e@oneof(S) |}, acc,
zero = {||}
zero nf = -1
sub nf = \(y,x).(y-x)
add nf = min
]
Les deux premiers arguments permettent de reconstruire une collection topologique, et les trois
derniers parame`trent l’appel a` la primitive neighborfold. L’expression sub nf(y,x) soustrait
le valeur de´corant la cellule 1-voisine, de´note´e par y, a` la valeur associe´e au sommet conside´re´,
de´note´e par x. On calcule alors le minimum de ces diffe´rences. Ce minimum doit eˆtre e´gal a` −1
pour tout sommet diffe´rent de σ. En revanche, le minimum des diffe´rences est force´ment 1 pour
σ. Nous initialisons donc la re´duction de la liste des voisins a` −1 pour que tous les sommets, y
compris σ, ve´rifie la meˆme proprie´te´. En de´notant ∆nf la valeur de l’expression MGS que nous
venons de de´finir, et c la collection re´sultat de notre proble`me, le syste`me doit ve´rifier l’e´quation :
∆nfc =
∑
σ∈K0
−1.σ
Cette simple e´quation caracte´rise le re´sultat du calcul que nous souhaitons effectuer, mais ne
spe´cifie pas le calcul lui meˆme. Pour cela, nous supposons une collection c0 dont chaque sommet
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sure´value sa distance a` σ, excepte´ σ qui est de´core´ par 0. La sure´valuation est donne´e par exemple
en associant a` chaque sommet le cardinal |K0| ; en effet, il ne faudra pas travers plus de sommet
qu’il n’y en a dans le graphe pour atteindre σ.
c0 = 0.σ +
∑
σ′ "=σ
|K0|.σ
′
Soit c′0 = ∆nfc0. Si une cellule σ
′ pre´sente un coefficient diffe´rent de −1 dans c′0, ce coefficient
est obligatoirement infe´rieur a` −1 ; soit n = |c′0(σ
′)|, la valeur absolue de la de´coration de σ′.
La valeur n − 1 correspond alors a` combien est sure´value´e la distance (dans le cas d’une sous-
e´valuation, notre mode`le diverge). Il suffit donc de retrancher n−1 a` la valeur associe´e a` σ′ pour
obtenir le re´sultat. La modification entraˆıne peut eˆtre des changements vis a` vis des voisins de
σ′. Le calcul doit eˆtre alors re´ite´re´. Il vient donc le calcul de la suite :
ci+1 = ci +∆nfci +
∑
σ∈K0
1.σ
On retrouve une expression de calcul proche des e´quations diffe´rentielles :
dc
dt
= ∆nfc+ 1
ou` l’expression dc
dt
est un abus de notation pour ci+1 − ci, la variation temporelle de la suite. La
figure 3 donne un exemple d’exe´cution de notre algorithme.
Cet exemple est sans doute na¨ıf mais il illustre bien l’approche que l’on pourrait de´velopper et
qui consiste a` exprimer sous la forme d’une e´quation, le re´sultat a` calculer. L’e´quation caracte´rise
les proprie´te´s du re´sultat. Les ope´rateurs intervenant dans cette e´quation ont une interpre´tation
locale meˆme s’il correspondent a` une ope´ration globale (qui agit en paralle`le sur chacun des
e´le´ments d’une certaine structure de donne´es).
Un des challenge est de de´terminer une famille inte´ressante d’ope´rateurs (et nous avons vu
que les ope´rateurs de la physique avait une interpre´tation en terme de mouvement de valeurs
dans la structure). Nous postulons que de nombreux proble`mes peuvent s’exprimer avec ce type
d’ope´rateurs. Par exemple un algorithme de tri, le bead-sort [Coh04], correspond aussi a` un
transport simple de valeurs. Les proble`mes d’optimisation peuvent aussi sans doute s’exprimer
simplement.
Un autre challenge est de savoir re´soudre les e´quations/programmes (et donc incidemment
de de´terminer si une solution existe, si elle est unique, etc.). Dans l’exemple que nous venons
d’esquisser, la re´solution peut se faire par une me´thode explicite qui ne pose pas de difficulte´s
et qui correspond in fine a` un calcul de point-fixe.
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Fig. 3 – Calcul du plus court chemin : en haut, la suite des graphes ci calcule´s par l’algorithme,
avec de gauche a` droite l’e´tat initial ou` 0 est associe´ au sommet σ (repre´sente´ par un cercle vide),
et l’entier 8 (le nombre de sommets dans le graphe) est associe´ aux autres, l’e´tat interme´diaire
ou` les sommets distants de 1 sont de´core´s correctement, et l’e´tat final. En bas chaque graphe
repre´sente l’application de l’ope´rateur ∆nf sur le graphe place´ au-dessus. Pour l’e´tat final, tous
les sommets sont de´core´s par −1.
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Le mate´riel pre´sente´ dans ce chapitre synthe´tise des e´le´ments largement pre´sente´s dans les
articles [GM01b, GM01a, GGMP02b, MGC02, GM02a, Gia03, GMCS04, Coh04, SMG04a,
GS06a].
Comme nous l’avons e´voque´ au de´but de cette the`se, les motivations du projet MGS sont
doubles : re´pondre aux proble`mes pose´s par la simulation informatique de syste`mes dynamiques
(SD) et introduire des notions topologiques dans un langage de programmation. Ces deux moti-
vations ne sont pas e´trange`res l’une a` l’autre : un SD correspond a` un phe´nome`ne qui e´volue dans
le temps et dans l’espace. Il est donc ne´cessaire de de´velopper des repre´sentations informatiques
de relations spatiales et temporelles. Or le fondement the´orique de ces relations repose le plus
souvent sur des notions topologiques (notion de trajectoire, de bassin d’attraction, de localite´,
etc.).
Une des hypothe`ses du projet MGS est donc que la prise en compte de relations topologiques
dans un langage de programmation permet de simplifier la spe´cification et la simulation des SD
et plus particulie`rement des SD a` structure dynamique (abre´ge´ en (SD)2) [GGMP02b].
Les chapitres qui suivent mettent en e´vidence que l’hypothe`se a e´te´ effectivement valide´e : ils
sont de´die´s a` la pre´sentation d’applications non-triviales qui ont e´te´ de´veloppe´es en MGS. Les
programmes obtenus sont concis et lisibles, comme le lecteur pourra s’en rendre compte par lui-
meˆme. Le code MGS « colle » a` l’expression naturelle du proble`me ; les collections topologiques
offertes par MGS sont bien adapte´es a` la repre´sentation d’e´tats complexes dont la structure est
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dynamique et les transformations sont un outil puissant et expressif pour spe´cifier simplement
des lois d’e´volution locales de manie`re de´clarative.
Mis a` part le chapitre 8 qui pre´sente des applications qui rele`vent du domaine de l’informa-
tique graphique, de la mode´lisation ge´ome´trique et de la morphogene`se formelle, les chapitres
suivants sont de´die´s a` des applications de simulation de processus physiques et surtout biolo-
giques1.
Plan du chapitre. Dans ce chapitre, nous allons de´crire succinctement le domaine d’appli-
cation privile´gie´ du projet MGS et nous pre´sentons l’analyse a priori qui nous a amene´s a`
concevoir, de´velopper et formaliser les notions de collection topologique et de transformation
pour la simulation des (SD)2.
Nous terminons ce chapitre par les conclusions que nous avons tire´es des exemples que nous
avons de´veloppe´s.
1 Les besoins de la simulation dans le domaine de la biologie
inte´grative
La biologie constitue a` la fois un domaine d’application croissant (par exemple avec les
outils informatiques pour le se´quenc¸age du ge´nome et le traitement des donne´es issues de la
post-ge´nomique) et une source d’inspiration pour l’informatique [Pat94] : re´seaux de neurones,
automates cellulaires, algorithmes ge´ne´tiques, algorithmes e´volutionnistes, vie artificielle, cal-
cul par ADN, calcul aqueux, calcul chimique, calcul par membranes. . . on se reportera au vo-
lume [MBFG04] pour un panorama des mode`les de programmation re´cemment inspire´s par la
biologie.
Un des domaines ou` l’interaction entre la biologie et l’informatique est la plus riche est celui
de la mode´lisation et de la simulation. Dans le domaine de la biologie des syste`mes2, la simu-
lation informatique constitue un formidable outil d’analyse qui permet de ve´rifier la cohe´rence
du mode`le formel avec les hypothe`ses de´rive´es des donne´es expe´rimentales, de rechercher les
proprie´te´s particulie`res de certains ensembles d’interactions, d’e´tudier la de´composition en sous-
syste`mes inte´gre´s, de pre´dire le re´sultat de perturbations ou de situations nouvelles (mutant,
modification de l’environnement, perturbation du me´tabolisme, . . .), et de de´couvrir de nou-
veaux modes de re´gulation.
La simulation n’est pas le seul outil informatique qui peut contribuer aux avance´es de la biolo-
gie des syste`mes : la mode´lisation logique [TK01], les syste`mes de re´e´criture [GMM04, EKL+02],
le model-checking [Ric06], les techniques de validation et de test de syste`mes [FMP00], la
spe´cification des syste`mes concurrents [Car04], l’optimisation... sont autant de domaines in-
formatiques qui apportent des contributions importantes. Mais dans le cadre du projet MGS,
nous ne conside´rons que la simulation.
1Une application importante programme´e en MGS n’est pas pre´sente´e ici car elle a e´te´ de´veloppe´e par Pierre
Barbier de Reuille, un chercheur exte´rieur au projet MGS lors de son travail de the`se [BdRBCL+06, BdR05]. Cette
application mode´lise le transport actif de l’auxine, une hormone ve´ge´tale, dans le me´riste`me apical de l’arabette
(une plante des chemins) et utilise intensivement les collections de Delaunay.
2La Biologie des Syste`mes est « l’e´tude ite´rative et inte´grative des syste`mes biologiques en tant que syste`mes, en
re´ponse a` des perturbations » [AIRRH03]. Ce domaine utilise des me´thodes mathe´matiques et informatiques pour
reconstruire un mode`le physiologique et biochimique inte´gre´ a` partir des connaissances parcellaires de ses fonc-
tions et de leurs interactions, connaissances he´te´roge`nes issues notamment (mais pas seulement) de la ge´nomique
fonctionnelle (glossaire INRA http://www.jouy.inra.fr/glossaire).
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Les proble`mes informatiques qui sont pose´s par ces nouvelles applications de simulation sont
tre`s difficiles et ne´cessitent de nouveaux concepts pour la repre´sentation des diverses entite´s
biologiques, leur construction modulaire, la construction incre´mentale des programmes de simu-
lation, leur validation et l’exploitation des re´sultats. Une strate´gie possible pour faire face a` ces
proble`mes est la conception et le de´veloppement d’un langage de programmation de´die´.
Le de´veloppement d’un langage spe´cifique a` un domaine d’application (ou DSL pour Do-
main Specific Language) se justifie par la plus grande facilite´ de programmation et une meilleure
re´utilisation et capitalisation des programmes face aux proble`mes spe´cifiques pose´s par le do-
maine d’application. On peut donc espe´rer une meilleure productivite´, suˆrete´, maintenabilite´,
e´volutivite´ et flexibilite´ qu’un langage de programmation ge´ne´raliste.
Un langage de´die´ aux besoins de la simulation dans le domaine de la biologie inte´grative doit
permettre l’exploitation de l’e´norme masse de donne´es produite par les me´thodes de la biologie
a` grande e´chelle afin de mode´liser, de relier et d’inte´grer les nombreux re´seaux d’interactions
intracellulaires aux structures cellulaires et supra-cellulaires (cellules, tissus, organes, compar-
timents sanguins, etc.) dans le but de rendre compte, comprendre et maˆıtriser les nombreuses
fonctions biologiques et physiologiques. On peut lister plus pre´cise´ment les proble`mes qui se
posent de manie`re particulie`rement aigue¨ dans ce domaine :
• Il y a une explosion combinatoire des entite´s a` spe´cifier, chacune exhibant de nombreux
attributs et comportements diffe´rents.
• La spe´cification de chaque entite´ biologique regroupe des aspects he´te´roge`nes mais qui
peuvent interagir : structure physique, e´tat, spe´cification de son e´volution propre et des
interactions avec les autres entite´s, ge´ome´trie (localisation et voisinage)... De plus, ces
aspects de´pendent dynamiquement de l’e´tat de l’entite´ biologique elle-meˆme.
• Le syste`me ne peut pas eˆtre de´crit simplement de manie`re globale (par exemple a` travers
un mode`le nume´rique), mais uniquement par un ensemble d’interactions locales entre des
entite´s plus e´le´mentaires.
• La description du syste`me ne peut pas se structurer simplement en termes de hie´rarchie. De
plus, cette structure est souvent dynamique et doit eˆtre calcule´e conjointement a` l’e´volution
du syste`me.
Les deux derniers points ne´cessitent de de´velopper des concepts et des techniques de program-
mation permettant de repre´senter des processus dont la structure est dynamique et spatialement
distribue´e. Nous avons qualifier ce type de processus de syste`me dynamique a` structure dyna-
mique ou, en abre´ge´, (SD)2. La notion de (SD)2 est au cœur du projet MGS et a e´te´ expose´e par
exemple dans [GM01b, GGMP02a, GM02b, GM03, Gia03]. Un exemple paradigmatique de (SD)2
est le de´veloppement d’un embryon, ou plus ge´ne´ralement, tous les mode`les de morphogene`se un
tant soit peu re´aliste. Ces applications sont de´crites et analyse´es dans [GS06a] et nous invitons
le lecteur a` s’y reporter.
2 Les syste`mes dynamiques a` structure dynamique
Intuitivement, un syste`me dynamique est une fac¸on formelle de de´crire comment un point
(l’e´tat du syste`me) se de´place dans un espace des phases (l’espace de tous les e´tats possibles du
syste`me). Il faut donc spe´cifier une re`gle, la fonction d’e´volution, exprimant ou` doit se trouver le
point apre`s sa position courante. Il existe de nombreux formalismes qui sont utilise´s pour de´crire
un SD : e´quations diffe´rentielles ordinaires (EDO), e´quations diffe´rentielles partielles (EDP), cou-
plage discret d’e´quations diffe´rentielles, ite´rations de fonctions, automates cellulaires... suivant
la nature discre`te ou continue du temps et de l’espace ainsi que des valeurs utilise´es lors de la
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mode´lisation. Des exemples de formalismes, classe´s suivant le caracte`re discret ou continu du
temps et des variables d’e´tat, sont liste´s a` la table 1. De nombreux SD sont structure´s, c’est-a`-dire
C : continu,
D : discret.
EDO
Ite´rations
de
fonctions
Automate a`
e´tats finis
Temps C D D
Etat C C D
Tab. 1 – Quelques formalismes utilise´s pour spe´cifier les SD suivant le caracte`re discret ou continu
du temps et des variables d’e´tat (repris de [GGMP02b]).
qu’ils peuvent eˆtres de´compose´s en multiples parties. De plus, on peut parfois exprimer l’e´tat
complet s du syste`me comme la simple composition des e´tats de chaque partie. L’e´volution de
l’e´tat du syste`me entier est alors vu comme le re´sultat des changements des e´tats de chaque
partie. Dans ce cas, la fonction d’e´volution hi de l’e´tat d’une partie oi de´pend uniquement d’un
sous-ensemble {oij} des variables d’e´tat du syste`me complet. Dans ce contexte, nous disons que
le SD exhibe une structure statique si :
1. l’e´tat du syste`me est de´crit statiquement par l’e´tat d’un ensemble fini de ses parties et que
cet ensemble ne change pas au cours du temps ;
2. les relations entre les e´tats des parties, spe´cifie´es a` travers la de´finition de la fonction hi
entre les oi et les arguments oij , sont aussi fixe´es et ne changent pas au cours du temps.
De plus, on dit que les oij sont les voisins logiques des oi (et tre`s souvent, deux parties d’un
syste`me interagissent quand ils sont spatialement voisins). Cette situation est simple et apparaˆıt
souvent en physique e´le´mentaire. Par exemple, la chute d’une pierre est de´crite statiquement par
une position et une vitesse, et cet ensemble de variables ne change pas au cours du temps (meˆme
si la valeur de la position et la valeur de la vitesse changent au cours du temps). Le calcul de la
vitesse ne de´pend pas de la position alors que le calcul de la position de´pend de la position et
de la vitesse. Ces de´pendances ne changent pas au cours du temps (la fonction d’e´volution du
syste`me est toujours la meˆme).
Suivant l’analyse de´veloppe´e dans [GGMP02b], on peut remarquer que de nombreux syste`mes
biologiques peuvent eˆtre vus comme des syste`mes dynamiques dans lesquels non seulement
la valeur des variables d’e´tat, mais aussi l’ensemble de ces variables d’e´tat et/ou la fonction
d’e´volution, changent au cours du temps. Ce sont des (SD)2 suivant la terminologie introduite
dans [GM01b, GM01a].
Un exemple imme´diat de (SD)2 en biologie est donne´ par le de´veloppement d’un embryon.
Initialement, l’e´tat du syste`me est de´crit par le seul e´tat chimique o0 de l’oeuf (peu importe
la complexite´ de cet e´tat chimique). Apre`s de nombreuses divisions, l’e´tat de l’embryon n’est
plus spe´cifie´ par le seul e´tat chimique oi des cellules, mais aussi par leur arrangement spatial
3.
Le nombre des cellules, leur organisation spatiale et leurs interactions e´voluent constamment
au cours du de´veloppement et ne sont pas le fait d’une unique structure fige´e O. Au contraire,
l’espace des phases O(t) utilise´ pour caracte´riser la structure de l’e´tat du syste`me au temps t
3Le voisinage de chaque cellule est d’une extreˆme importance dans l’e´volution du syste`me du fait de la
de´pendance entre la forme du syste`me et l’e´tat des cellules. La forme du syste`me a un impact sur la diffu-
sion des signaux physico-chimiques et par conse´quent sur l’e´tat des cellules. Re´ciproquement, l’e´tat de chaque
cellule de´termine, par exemple en se divisant, l’e´volution de la forme de tout le syste`me.
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doit eˆtre calcule´ en meˆme temps que l’e´tat courant du syste`me. Autrement dit, l’espace des
phases doit eˆtre conc¸u comme une observable du syste`me.
La notion de (SD)2 est particulie`rement e´vidente en biologie du de´veloppement. Mais cette
notion est centrale dans toute la biologie et a rec¸u plusieurs noms diffe´rents : hyper-cycle dans
l’e´tude des re´seaux auto-catalytiques par Eigen et Schuster [ES79], autopo¨ıese dans les travaux
de Varela sur les syste`mes autonomes [Var79], variable structure system dans la the´orie du
controˆle [Itk76, HGH93], developmental grammar dans les travaux de Mjolsness [MSR91] ou
encore organisation dans les travaux de Fontana et Buss sur l’e´mergence de structures stables
dans les syste`mes ouverts [FB94].
Cependant, ce type de syste`mes ne se rencontre pas uniquement en biologie : la mode´lisation
de re´seaux dynamiques (internet, re´seaux mobiles), les phe´nome`nes de morphogene`se en physique
(croissance dans un me´dium dynamique), la me´canique des milieux e´lastiques ou des syste`mes
de´formables, la croissance des villes ou encore les re´seaux sociaux regorgent d’exemples de (SD)2.
3 La structure topologique des interactions d’un syste`me
La spe´cification informatique des (SD)2 pose un proble`me : quel est le langage adapte´ a` la
de´finition d’une fonction d’e´volution h qui porte sur un e´tat dont on ne peut de´crire la structure
a` l’avance ?
Le syste`me ne peut pas eˆtre de´crit simplement de manie`re globale mais uniquement par un
ensemble d’interactions locales entre des entite´s plus e´le´mentaires qui composent le syste`me.
Notre proble`me est de de´finir ces entite´s e´le´mentaires et leurs interactions. Nous allons voir que
ces interactions exhibent une structure topologique et que l’on peut en tirer parti pour les de´finir.
Le point de de´part de cette analyse4 est la de´composition d’un syste`me en fonction de
son e´volution. A` un instant t donne´, nous de´coupons un syste`me S en plusieurs sous-syste`mes
S1, . . . , Sn disjoints tels que le prochain e´tat si(t+1) du sous-syste`me Si ne de´pend uniquement
que du pre´ce´dent e´tat si(t). Autrement dit, chaque sous-syste`me Si e´volue inde´pendamment
entre un instant t et l’instant t+ 1 suivant. On parle parfois de boˆıte pour de´signer les Si : une
boˆıte regroupe l’ensemble des e´le´ments en interaction dans une e´volution locale [Rau03]. Cette
notion de boˆıte rend compte d’une encapsulation : lorsque l’e´volution se re´alise, seul ce qui est
dans la boˆıte a besoin d’eˆtre connu.
La de´composition de S en les Si est une partition fonctionnelle qui peut correspondre, mais
pas ne´cessairement, a` un de´coupage structurel du syste`me en composants. Remarquons que nous
prenons ici le contre-pied d’une « approche objet » qui commence par de´crire les constituants
structurels d’un syste`me avant de de´finir leurs interactions ; ici notre point de de´part sont les
activite´s du syste`me, et nous tentons d’en de´duire une de´composition.
La de´composition fonctionnelle de S en Si doit de´pendre du temps. En effet, si la partition
en Si ne de´pendait pas du temps, on aurait une collection de syste`mes paralle`les, comple`tement
autonomes et n’interagissant pas. Il n’y aurait alors aucune ne´cessite´ a` les conside´rer simul-
tane´ment pour constituer un syste`me inte´gre´. Par conse´quent, on e´crit St1, S
t
2, . . . , S
t
nt
pour la
de´composition du syste`me S au temps t et on a : si(t+ 1) = h
t
i(si(t)) ou` les h
t
i sont les « fonc-
tions d’e´volution locales » des Sti . Par commodite´, on suppose qu’a` un instant t donne´, l’un des
Sti repre´sente la partie du syste`me « qui n’e´volue pas » (et la fonction d’e´volution associe´e est
l’identite´).
L’e´tat « global » s(t) du syste`me S peut eˆtre retrouve´ a` partir des e´tats « locaux » des sous-
syste`mes : il existe une fonction ϕt telle que s(t) = ϕt(s1(t), . . . , snt(t)) qui induit une relation
4Cette analyse a e´te´ pre´sente´e dans [GMCS04], une version e´courte´e a e´te´ publie´e dans [Gia04] et une refor-
mulation, dont nous reprenons en grande partie les e´le´ments, a e´te´ de´veloppe´e dans [Coh04].
192 Chapitre 7 - Introduction aux exemples d’applications
entre la fonction d’e´volution « globale » h et les fonctions d’e´volution locale :
s(t+ 1) = h(s(t)) = ϕt+1(ht1(s1(t)), . . . , h
t
nt
(snt(t)))
Si l’on suit cette analyse, la spe´cification d’un (SD)2 doit passer par la de´finition de trois entite´s :
• la partition dynamique de S en Sti ,
• les fonctions hti,
• la fonction ϕt.
La description des de´compositions successives St1, S
t
2, . . . , S
t
nt
peut s’appuyer sur la notion de par-
ties e´le´mentaires du syste`me : un sous-syste`me arbitraire Sti sera compose´ de parties e´le´mentaires.
Plusieurs partitions de S en parties e´le´mentaires sont possibles ; aussi, on s’inte´resse ici a` une
de´composition induite naturellement par l’ensemble des Sti .
Deux sous-syste`mes quelconques S′ et S′′ de S interagissent (au temps t) s’il existe un Stj tel
que S′, S′′ ∈ Stj . Deux sous-syste`mes S
′ et S′′ sont se´parables s’il existe un Stj tel que S
′ ∈ Stj et
S′′ 1∈ Stj ou re´ciproquement. Cela nous ame`ne a` conside´rer l’ensemble S de´fini comme le plus petit
ensemble clos par intersection contenant les Stj (voir figure 1). Nous nommerons cet ensemble la
structure d’interaction de S. Les e´le´ments de S sont des ensembles. Les e´le´ments de S qui ne
contiennent aucun autre e´le´ment de S correspondent aux parties e´le´mentaires recherche´es.
...
S
s(0)
S11
s(1)
S01
S1i
s(t)
S ′ ∈ V (S)
Fig. 1 – La structure d’interaction d’un syste`me S re´sultant des sous-syste`mes des e´le´ments en
interactions a` un pas de temps donne´.
L’ensemble S posse`de une structure topologique naturelle : S correspond a` un complexe sim-
plicial abstrait. Cette notion est une spe´cialisation de la notion de complexe cellulaire pre´sente´e
dans le chapitre 3. Un complexe simplicial abstrait [Hen94] est une collection C d’ensembles finis
non-vides tels que si A est un e´le´ment de C, alors il en est de meˆme pour tout sous-ensemble
non-vide de A. L’e´le´ment A de C est appele´ un simplexe de C ; sa dimension est e´gale au nombre
de ses e´le´ments moins un. La dimension de C est la plus grande dimension d’un de ses simplexes.
Tout sous-ensemble non-vide de A est appele´ une face. On de´finit aussi l’ensemble des sommets
V (C), comme l’union des ensembles a` un e´le´ment de C.
La correspondance entre S et un complexe C est la suivante : un e´le´ment de S est un simplexe
et les parties e´le´mentaires de S correspondent aux sommets de C. Nous identifions donc S
avec un complexe abstrait. La correspondance entre le complexe abstrait S et la de´composition
fonctionnelle de S est la suivante : les sommets de S correspondent aux parties e´le´mentaires du
syste`me S. Les e´le´ments de S qui ne sont pas une face d’un autre e´le´ment, appele´s simplexes
maximaux, correspondent aux Sti . La dimension d’un simplexe maximal correspond au nombre
(diminue´ de 1) de parties e´le´mentaires implique´es dans une interaction.
La topologie est l’e´tude de la connexite´ : deux objets sont isomorphes d’un point de vue topo-
logique si on peut mettre en bijection leurs parties tout en conservant les relations de connections
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entre ces parties. Ici, deux parties sont connecte´es si elles interagissent lors d’une e´volution du
syste`me. C’est donc une notion tre`s abstraite de voisinage qui est capture´e par la structure
topologique de S. Par de´finition, seules des entite´s « spatialement proches » interagissent. Ce-
pendant, tre`s souvent, l’espace abstrait des interactions correspond a` l’espace physique concret
(il n’y a pas d’action a` distance). Il n’est donc pas e´tonnant que le voisinage logique de´crit par S
recoupe souvent le voisinage spatial des parties physiques du syste`me, comme on le verra dans
les nombreux exemples des chapitres suivants.
4 Structures de donne´es et structures de controˆle pour la simu-
lation des (SD)2
L’analyse pre´ce´dente nous montre qu’il est possible de spe´cifier un (SD)2 S en spe´cifiant :
• les Sti comme une composition de simplexes de S,
• en associant a` chaque Sti une fonction h
t
i,
• et en combinant les applications de chaque hti a` travers une fonction ϕ
t.
Cette approche peut sembler inutilement abstraite mais elle s’interpre`te tre`s simplement en
terme de programmation :
• L’ide´e est de de´finir directement l’ensemble S comme une structure de donne´es. Une struc-
ture de donne´es doit donc se caracte´riser par la relation de voisinage qui organise ses
e´le´ments (les sommets de S).
• Une fonction hti permet alors de de´finir le devenir d’une partie de la structure de donne´es.
L’association d’un Sti et d’une fonction d’e´volution locale h
t
i peut naturellement s’e´crire
par une re`gle :
Sti ⇒ h
t
i(S
t
i )
• Pour eˆtre ge´ne´rique, la partie gauche de la re`gle ne doit pas correspondre a` une partie
fixe´e du syste`me, mais doit spe´cifier les parties e´le´mentaires qui interagissent pour e´voluer
suivant hti.
• Les diffe´rentes applications de re`gles a` un instant donne´ doivent eˆtre controˆle´es et les
diffe´rents re´sultats doivent eˆtre recombine´s pour construire le nouvel e´tat du syste`me. De
ce point de vue, la fonction ϕt correspond a` la fois a` une strate´gie d’application des re`gles
et a` la notion de substitution utilise´e pour appliquer les re`gles (me´caisme que nous avons
aussi appele´ reconstruction dans les chapitres pre´ce´dents).
On retrouve les notions de collection topologique et de transformation que nous avons pre´-
ce´demment introduites : une collection topologique correspond a` une structure S et une trans-
formation topologique a` la de´finition des hti, a` leur domaine d’application et a` la fonction de
substitution ϕt.
Notons que dans une transformation, la spe´cification des motifs et les fonctions hti ne varient
pas au cours du temps. En revanche, les parties filtre´es Sti peuvent varier. De plus, le passage
d’un pas de temps e´le´mentaire correspond a` l’application d’une transformation et il est possible
de changer de transformation pour l’application suivante.
5 L’approche MGS pour la simulation des (SD)2
Nous pouvons a` pre´sent synthe´tiser l’approche MGS pour la simulation des (SD)2.
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Une collection topologique repre´sente l’e´tat d’un syste`me dynamique a` un instant donne´.
Les e´le´ments de la collection peuvent repre´senter des entite´s (un sous-syste`me ou une partie
atomique d’un syste`me dynamique) ou des messages (signaux, commandes, informations, actions,
...) adresse´s a` d’autres entite´s. Une sous-collection repre´sente un sous-ensemble d’entite´s en
interaction ainsi que des messages du syste`me.
L’e´volution du syste`me est spe´cifie´e par une transformation, ou` typiquement les parties
gauches d’une re`gle filtrent une entite´ et un message qui lui est destine´, et ou` la partie droite
spe´cifie le changement d’e´tat de l’entite´, ainsi que possiblement d’autres messages adresse´s a`
d’autres entite´s.
La relation de voisinage permet de prendre en compte plusieurs types d’interaction. Par
exemple, si l’on utilise une organisation de multi-ensemble pour la collection, les entite´s inter-
agissent de fac¸on non-structure´e : tout e´le´ment de la collection est susceptible d’interagir avec
tout autre e´le´ment. Un multi-ensemble re´alise donc une espe`ce de « soupe chimique ». Des col-
lections topologiques plus organise´es sont utilise´es pour repre´senter des organisations spatiales
et des interactions plus sophistique´es (voir les exemples dans les chapitres suivants).
Plus ge´ne´ralement, de nombreux mode`les mathe´matiques d’objets et de processus sont fonde´s
sur une notion d’e´tat qui spe´cifie l’objet ou le processus en attribuant certaines donne´es a`
chaque point d’un espace physique ou abstrait. Le langage de programmation MGS facilite cette
approche en offrant de nombreux me´canismes permettant la construction d’espaces complexes
et en e´volution ainsi que la gestion des relations entre ces espaces et ces donne´es.
6 Bilan des exemples de programmes MGS
Nous pre´sentons ici une conclusion que nous avons tire´e des exemples de´veloppe´s dans les
chapitres suivants. Un des enjeux de ces exemples e´tait en effet de valider les langages de motifs
disponibles en MGS. Les langages de motifs permettent de de´crire les interactions entre parties
e´le´mentaires d’un syste`me. L’implantation du filtrage est une partie lourde. Certains motifs
re´sultent en un filtrage intrinse`quement inefficace tandis que d’autres peuvent eˆtre optimise´s. Il
e´tait donc important d’analyser les motifs utilise´s dans les exemples, ainsi que leur expressivite´.
Il apparaˆıt que les exemples peuvent se classer en trois cate´gories :
Applications algorithmiques. Ces exemples ne´cessitent des motifs de chemins complexes
(utilisant par exemple l’ite´ration *). Ils rele`vent de « l’algorithmique classique ».
Ces applications ne sont pas pre´sente´es dans cette the`se. Nous avons de´veloppe´s plusieurs
algorithmes sur les graphes en MGS lors de notre stage de DEA [Spi03] : calcul de flot
maximal, de chemin, etc. On trouvera aussi dans les re´fe´rences [GM01a, GM01b, Coh04,
MJG04, MJ05] des exemples de calculs sur les multi-ensembles (calcul de factorielle, calcul
de l’enveloppe convexe d’un ensemble de points), le crible d’Eratosthe`ne, la mise en forme
conjonctive ou disjonctive de formules logiques, le tri a` bulle ou par boulier, la recherche de
chemin dans un labyrinthe, l’analyse de protocoles (recherche de solutions dans un grand
espace d’e´tats). Le spectre des applications algorithmiques couvertes est donc tre`s large.
Applications de simulation a` structure statique. Ces applications utilisent dans leur gran-
de majorite´ un motif tre`s simple. En fait, les re`gles sont tre`s souvent de la forme :
x => ϕ(Neighborfold(f, zero, x), ...)
Ces applications correspondent a` des simulations explicites de syste`mes dynamiques a`
structure statique. La fonction d’e´volution est locale. On a simplement besoin de combiner
la valeur des voisins avec la valeur du point courant. Ces motifs peuvent se complexifier un
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peu afin de mode´liser l’e´volution d’une partie finie connexe et simple du syste`me. C’est le
cas par exemple des mode`les de croissance comme le mode`le d’Eden ou de gaz sur re´seau.
On trouvera des exemples de ce type dans [Coh04] : par exemple, un processus de diffu-
sion et de diffusion-re´action. Nous avons de´veloppe´ des exemples de diffusion limite´e par
agre´gation et d’automates cellulaires sur des maillages arbitraire publie´s dans [SMG04a].
Application de simulation a` structure dynamique. Enfin, la dernie`re classe d’applications
est mixte. C’est dans cette classe que se rangent les applications pre´sente´es dans les cha-
pitres suivants. Ce sont des applications qui correspondent souvent a` des simulations de
(SD)2 ou bien a` des algorithmes qui impliquent un changement de structure (e.g. subdivision
de surface). Dans cette classe :
• certaines re`gles sont simples et correspondent a` l’e´volution explicite du syste`me n’impli-
quant pas de re´organisation ;
• les re`gles restantes sont complique´es et de´crivent un changement de structure topolo-
gique ;
• pour ces re`gles, le langage des motifs de chemin est ge´ne´ralement insuffisant pour de´crire
les parties en interaction du syste`me.
Cette classification est bien suˆr a` affiner mais elle montre bien qu’un langage de motifs sophis-
tique´s est ne´cessaire. Si le langage de motifs de chemin est suffisant pour beaucoup d’applications
algorithmiques, il ne suffit plus pour la spe´cification des changements de structures, ce qui a
motive´ le de´veloppement du langage de patches. Cependant, on peut remarquer qu’une classe
importante d’applications se contente de motifs tre`s simples : il faut donc savoir repe´rer et trai-
ter efficacement ces motifs. Il est d’ailleurs possible de capitaliser ces « patrons de traitements »
re´currents dans des ope´rateurs spe´cialise´s (ce qui motive d’ailleurs l’e´tude des ope´rateurs du
chapitre 6). Nous reviendrons sur ces constations dans la conclusion de cette the`se.
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Les exemples de´veloppe´s dans ce chapitre correspondent aux principales motivations du
de´veloppement des collections topologiques et des transformations de dimension arbitraire.
Ils illustrent l’utilisation des patches pour la spe´cification d’ope´rations topologiques sur des
maillages tridimensionnels. En particulier, ils re´pondent par la positive a` la question d’un lan-
gage de´claratif spe´cialise´ dans la description locale de tels processus pose´e dans [SPS04].
Le premier exemple propose une implantation en MGS de plusieurs algorithmes classiques de
subdivision de maillage. Il s’agit d’une ope´ration importante dans le domaine de la mode´lisation
ge´ome´trique et du rendu graphique qui consiste a` raffiner des objets ge´ome´triques repre´sente´s
par des maillages. La subdivision est une ope´ration souvent simplement de´crite informellement :
elle est explique´e sous la forme d’insertions de sommets sur des arcs et de cre´ations de nouveaux
arcs. Les sommets sont e´galement plonge´s dans l’espace de telle sorte que le raffinement affiche
une courbure cohe´rente (les algorithmes de subdivision sont e´tudie´s pour faire tendre le raffine-
ment vers des objets continus). Cette ope´ration n’est pas globale et demande une manipulation
souvent complique´e et ad-hoc de la structure de donne´es repre´sentant le maillage. Avec MGS, les
collections topologiques fournissent un point de vue suffisamment ge´ne´ral de la structure pour
que la description informelle de la subdivision soit traduite quasi-automatiquement en trans-
formations. Nous illustrons notamment le fait que l’implantation sous forme de transformations
des algorithmes de subdivision est inde´pendant du type de collection. La transformation ainsi
obtenue s’applique indiffe´remment aussi bien a` des chaˆınes abstraites qu’a` des G-cartes.
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Le second exemple s’inte´resse a` la programmation en MGS de la construction d’une fractale :
le triangle de Sierpinski. Cet exemple est un pre´texte pour comparer deux approches du concept
d’auto-assemblage, qui nous permet ici de ge´ne´rer la fractale. Dans un premier temps, nous
proposons une construction du triangle sur un espace pre´de´fini, une matrice, a` travers l’auto-
assemblage d’un motif a` la fac¸on d’un automate cellulaire. Nous illustrons ici le concept d’auto-
assemblage par agre´gation. Nous utilisons les collections GBF qui se preˆtent a` la spe´cification
d’espaces homoge`nes. Dans notre seconde approche, le proble`me est inverse´ : nous construisons
l’espace correspondant a` la fractale en en supprimant des parties. Il s’agit d’auto-assemblage par
de´coupage. Nous utilisons alors les patches et les chaˆınes abstraites pour repre´senter la structure
du triangle de Sierpinski.
1 Subdivision de maillage
La de´finition et la ge´ne´ration de courbes et de surfaces lisses spe´cifie´es a` partir d’un petit
nombre de points de controˆle est un proble`me fondamental en mode´lisation ge´ome´trique. Une
approche possible se fonde sur l’ide´e de subdivision qui consiste a` remplacer ite´rativement une
repre´sentation grossie`re par une repre´sentation plus fine. Introduits par Chaikin en 1974 [Cha74]
les algorithmes de subdivision pour les courbes et les surfaces se sont depuis multiplie´s. Si ces
algorithmes peuvent se de´crire de manie`re tre`s intuitive par des ope´rations locales agissant sur
un point et ses voisins, leur formulation et leur implantation sont souvent complique´es par les
notations indexe´es (vecteurs et tableaux) habituellement utilise´es dans les programmes. Cette
complication justifie le de´veloppement d’approches implicites, i.e. qui ne font pas re´fe´rence a` des
se´quences indexe´es de points. Cependant la de´finition d’un cadre a` la fois de´claratif et implicite
n’a re´ellement abouti que pour la subdivision de courbes [PSSK03].
Nous nous inte´ressons ici a` la subdivision de surfaces. Les algorithmes de subdivision ge´ne`rent
a` la limite des surfaces lisses en ite´rant des subdivisions de maillages polygonaux. Dans [Zor00],
on trouve une description de´taille´e des processus de subdivision utilise´s pour la mode´lisation et
l’animation. Nous nous sommes inspire´s de ce chapitre pour organiser notre exemple.
Les algorithmes de subdivision sont spe´cifie´s localement a` l’aide de masques [Zor00] ; il s’agit
de parties de complexe cellulaire de´crivant une partie d’un maillage centre´e sur un e´le´ment a`
raffiner (un arc ou une face) pour lequel un nouveau sommet est cre´e´. Les coordonne´es de ce
sommet sont de´termine´es par une combinaison affine des positions des sommets apparaissant
dans le masque. Les proprie´te´s de continuite´ de la surface obtenue en ite´rant jusqu’a` la limite
l’algorithme de subdivision, diffe`rent selon le masque utilise´. La qualite´ du masque de´pend de
ces proprie´te´s : on cherche a` construire des surfaces aussi lisses que possible (C1-continues ou
C2-continues partout par exemple). Il est difficile de re´aliser cette proprie´te´ sur des maillages
arbitraires, ceux-ci pre´sentant des irre´gularite´s situe´es en des points singuliers. Un masque est
donc choisi suivant le type de maillage ou de proprie´te´s a` ve´rifier. De fac¸on plus pre´cise, on
trouve dans [Zor00] une classification des algorithmes de subdivision. Ils sont caracte´rise´s par
• le type du raffinement :
– par insertion de sommet, ou` un sommet est inse´re´ sur chaque arc du maillage pour le
diviser en deux arcs ; les anciens sont conserve´s, et les nouveaux sommets sont lie´s entre
eux. La figure 1 montre cette ope´ration pour des maillages triangulaires et quadrangu-
laires (on note que pour ce dernier type de maillage, un nouveau sommet est e´galement
inse´re´ sur chaque quadrilate`re).
– par arrondi des coins et des areˆtes, ou` chaque face est remplace´e par une face e´quivalente
en forme et en nombre de coˆte´s, plus petite, place´e en son milieu. Cette ope´ration a pour
effet de transformer chaque arc et sommet en une nouvelle face : les parties anguleuses
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Fig. 1 – Subdivision : a` gauche, par insertion de sommets sur un maillage triangulaire. Au centre
par insertion de sommets sur un maillage quadrangulaire ; les traits en pointille´s et les cercles
vides correspondent au maillage initial, les traits et cercles pleins aux nouveaux objets. A` droite,
par arrondi des sommets et des areˆtes. Les traits en pointille´s et les cercles vides correspondent
au maillage initial, seuls les traits et cercles pleins composent le nouvel objet.
de l’objet raffine´ sont donc arrondies. La figure 1 de´crit l’arrondi.
• le type de maillage ge´ne´re´ : triangulaire, compose´ de triangles, ou quadrangulaire,
compose´ de carre´s ;
• le type de masque ; cette caracte´ristique concerne les subdivisions conservant les som-
mets du maillage initial pour former le maillage raffine´ :
– masque approximant : les anciens sommets voient leur position dans l’espace modifie´e
et les sommets inse´re´s sont place´s en fonction de la position des anciens sommets dans
le maillage initial.
– masque interpolant : les anciens sommets conservent les meˆmes coordonne´es et les som-
mets inse´re´s sont place´s pour cre´er une courbure.
Cette classification donne naissance au tableau suivant associant un exemple d’algorithme ty-
pique pour chacune de ces caracte´ristiques :
Insertion de sommet
Maillage triangulaire Maillage quadrangulaire
Approximant Loop Catmull-Clark
Interpolant Butterfly modifie´ Kobbelt
Arrondi des coins
Doo-Sabin
Les sous-sections suivantes de´veloppent l’utilisation de MGS et des patches pour programmer
ces cinq algorithmes. Nous de´taillons tout d’abord la repre´sentation des objets en MGS, puis nous
de´crivons en particulier la programmation de la subdivision Loop, les masques utilise´s e´tant les
plus simples et les me´thodes d’implantation des autres algorithmes e´tant similaires. Enfin, nous
simplifions e´galement nos exemples en nous restreignant au de´veloppement des algorithmes pour
des objets convexes et sans bord.
1.1 Repre´sentation des objets en MGS
Les objets ge´ome´triques sont repre´sente´s en MGS aussi bien par des chaˆınes abstraites (de
type achain) que par des G-cartes (de type qmf). Ces structures de donne´es MGS sont pre´sente´es
dans le chapitre 2, respectivement pages 36 et 38.
Nous souhaitons repre´senter des surfaces compose´es de polygones. Il s’agit donc de complexes
cellulaires de dimension 2. Les 2-cellules (appele´es e´galement faces dans ce chapitre) sont de´core´es
200 Chapitre 8 - Modifications topologiques
par le symbole ‘face. Les arcs (1-cellules) sont de´core´s par le symbole ‘edge ; on remarque en
particulier que la manipulation de solides impose que chaque arc soit borde´ par deux faces (les
arcs situe´s aux bords sont incidents a` une seule face ; nous ne les conside´rons pas dans notre
implantation).
Les sommets portent une information plus structure´e, repre´sente´e par l’enregistrement sui-
vant :
record vertex = { x:float,
y:float,
z:float,
d:int,
n:int
} ;;
dont les champs x, y et z codent les coordonne´es du sommet qu’ils de´corent, l’entier d est le
degre´ du sommet (c’est-a`-dire le nombre d’arcs incidents ; cette valeur est conserve´e pour ne pas
eˆtre recalcule´e a` chaque ite´ration ; elle correspond au cardinal de l’ensemble des cofaces pouvant
eˆtre calcule´ directement pour un sommet v par l’expression size(cofaces(v))), et l’entier n
encode la ge´ne´ration a` laquelle le nœud a e´te´ cre´e´. En effet, certains algorithmes demandent
a` distinguer les anciens et les nouveaux sommets. On utilise alors ce champ : soit gen, l’entier
codant la ge´ne´ration courante, un ancien sommet aura un champ n strictement infe´rieur a` gen.
Pour simplifier la description des programmes MGS, nous de´finissons une fonction addCoord
faisant la somme des coordonne´es de deux points :
fun addCoord(p1,p2) = (
{ x = p1.x + p2.x,
y = p1.y + p2.y,
z = p1.z + p2.z
}
) ;;
ainsi qu’une variable globale de´notant le neutre de cette ope´ration :
O := { x = 0.0, y = 0.0, z = 0.0 } ;;
1.2 Subdivision Loop
La subdivision Loop [Loo87] raffine un maillage triangulaire par insertion de sommet : la
modification du maillage est fonde´e sur la subdivision polye´drique pre´sente´e figure 2. Un sommet
est inse´re´ sur chaque arc ; les triangles sont raffine´s en 4 triangles plus petits. Tous les nouveaux
sommets cre´e´s posse`dent six 1-voisins.
Les masques. Les masques de Loop fournissent les informations ne´cessaires pour positionner
les nouveaux sommets en fonction des coordonne´es des anciens, et pour de´placer les anciens
sommets (la subdivision Loop est approximante) :
• insertion des nouveaux sommets : la figure 3 de´crit le calcul de la position du nouveau
sommet. Soit un arc e a` subdiviser ; e est borde´ par les sommets v1 et v2. Les sommets v3
et v4 sont les deux sommets 1-voisins de v1 et de v2. Un nouveau sommet v est cre´e´ dont
les coordonne´es sont donne´es par la somme ponde´re´e :
v =
3
8
(v1 + v2) +
1
8
(v3 + v4) (1)
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trans <0,0> even vertex = {
v => (
let mask = ccellsfold(addCoord, O, v, 1) in
let k = v.d in
let beta = β in
v + { ox = v.x,
oy = v.y,
oz = v.z,
x = (1-k*beta)*v.x + beta*mask.x,
y = (1-k*beta)*v.y + beta*mask.y,
z = (1-k*beta)*v.z + beta*mask.z
}
)
} ;;
patch odd vertex[gen] = {
~v1 < e:[dim=1, (^f1,^f2) in cofaces] > ~v2
~v1 < ~e13 > ~v3 < ~e23 > ~v2
~v1 < ~e14 > ~v4 < ~e24 > ~v2
=> (
‘v:[ dim = 0, cofaces = (‘e1,‘e2), value = { n = gen, d = 6 } + v ]
‘e1:[ dim = 1, faces = (‘v,^v1), cofaces=(^f1,^f2), value = ‘edge ]
‘e2:[ dim = 1, faces = (‘v,^v2), cofaces=(^f1,^f2), value = ‘edge ]
)
} ;;
patch subdivideFace[gen] = {
f:[ dim = 2, (^e1,^e2,^e3,^e4,^e5,^e6) in faces ]
~v1 < ~e1 > ~v2:[ v2.n == gen ] < ~e2 >
~v3 < ~e3 > ~v4:[ v4.n == gen ] < ~e4 >
~v5 < ~e5 > ~v6:[ v6.n == gen ] < ~e6 > ~v1
=> (
‘a1:[ dim = 1, faces = (^v2,^v4), cofaces = (‘f4,‘f1), value = ‘edge ]
‘a2:[ dim = 1, faces = (^v4,^v6), cofaces = (‘f4,‘f2), value = ‘edge ]
‘a3:[ dim = 1, faces = (^v6,^v2), cofaces = (‘f4,‘f3), value = ‘edge ]
‘f1:[ dim = 2, faces = (‘a1,^e2,^e3), value = ‘face ]
‘f2:[ dim = 2, faces = (‘a2,^e4,^e5), value = ‘face ]
‘f3:[ dim = 2, faces = (‘a3,^e6,^e1), value = ‘face ]
‘f4:[ dim = 2, faces = (‘a1,‘a2,‘a3), value = ‘face ]
)
}
Prog. 1: La subdivision Loop en MGS : les variables β et v sont donne´es par les e´quations 1
et 3.
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L’arc e est raffine´ en deux nouveaux arcs e1 et e2.
• de´placement des anciens sommets : pour chaque sommet v, posse´dant k 1-voisins vi,
v est de´place´ aux coordonne´es v′ donne´es par :
v′ = (1− kβ)v + β
k∑
i=1
vi (2)
β =
1
k
(
5
8
−
(
3
8
+
1
4
cos
2pi
k
)2)
(3)
L’implantation en MGS. Avant toute chose, la subdivision Loop ne´cessite un de´placement
des sommets du maillage. Afin de re´aliser l’insertion des nouveaux sommets, il faut conser-
ver la position des anciens sommets avant leur de´placement. Nous sauvegardons donc dans
l’enregistrement associe´ a` chaque sommet, sa position dans le maillage courant et nous mettons
a` jour sa position dans le nouveau maillage, et cela au moyen de la transformation even vertex1
(voir le programme 1) : celle-ci est compose´e d’une seule re`gle MGS, re´e´crivant chaque som-
met v de telle sorte que les nouvelles coordonne´es soient place´es dans les champs x, y et z de
l’enregistrement et les anciennes soient conserve´es dans les champs ox, oy et oz. L’acce`s aux
coordonne´es des sommets 1-voisins a` v est fait par l’expression ccellsfold(addCoord,O,v,1)
e´quivalente a` :
fold(addCoord, O, ccells(self,^v,1))
La liste des enregistrements associe´s aux cellules 1-voisines est calcule´e par ccells(self,^v,1)
(on rappelle que l’expression ccells(^v,1) fournit les positions 1-voisines et non les valeurs qui
leur sont associe´es) ; cette liste est ensuite re´duite a` l’aide de la fonction d’ordre supe´rieur fold
effectuant la somme des coordonne´es.
La sauvegarde et le de´placement e´tant effectue´s, il suffit de programmer la subdivision
polye´drique. Cependant, bien qu’elle soit aise´ment dessine´e localement (voir figure 2), la mo-
dification topologique de´borde sur les faces voisines d’une face subdivise´e. Elles doivent donc
e´galement eˆtre traite´es. Nous supposons dans cet exemple que l’objet entier est raffine´2. Les re`gles
MGS de´crivant des ope´rations locales, il est impossible de programmer la re`gle sche´matique de
1L’expression even vertex provient de la nomenclature standard utilise´e dans la description d’algorithme de
subdivision, et de´signe un arc nouvellement cre´e´. On trouve dans [Zor00] une justification pour cette expression.
2Pour plus de de´tails sur les subdivisions partielles ou adaptatives, nous invitons le lecteur a` s’inte´resser
a` [Zor00, Kob00].
Fig. 2 – Subdivision polye´drique, un patron pour les algorithmes Loop et Butterfly modifie´.
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Fig. 3 – Masque pour la subdivision Loop : a` gauche, l’insertion des nouveaux sommets (α = 18),
a` droite le de´placement des anciens sommets (β est donne´ par l’e´quation 3).
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Fig. 4 – Subdivision Loop : repre´sentation sche´matique des re`gles de re´e´criture des patches
odd vertex et face (voir le programme 1). En haut, l’insertion des sommets respectant le
masque de Loop ; en bas, la cre´ation des 4 triangles raffine´s. Les 0-cellules, 1-cellules et 2-
cellules consomme´es ou reconstruites sont respectivement des cercles pleins, des traits pleins et
des polygones fonce´s avec un bord plein ; les 0-cellules, 1-cellules et 2-cellules non-consomme´es
sont respectivement des cercles vides, des traits pointille´s et des polygones clairs avec un bord
pointille´.
la figure 2. C’est pourquoi, comme dans l’implantation de la subdivision polye´drique de [SPS04],
nous proce´dons suivant deux e´tapes :
1. L’insertion de sommet sur chaque arc suivant le masque de Loop est re´alise´ par le patch
odd vertex (voir le programme 1) : il filtre chaque arc comme de´crit figure 4. Les coor-
donne´es du nouveau sommet ‘v sont donne´es a` l’aide de l’e´quation 1 pour laquelle on prend
soin d’utiliser les champs de sauvegarde ox, oy et oz pour les coordonne´es de v1, v2, v3 et
v4. On associe e´galement au nouveau sommet sa ge´ne´ration avec la de´finition du champ n
dans l’enregistrement prenant la valeur de la ge´ne´ration courante gen, et son degre´ d de
valeur 6 ; en effet, bien que chaque sommet inse´re´ ne soit incident pour l’instant qu’a` deux
voisins (v1 et v2), l’e´tape qui suit en rajoutera quatre. Cette ope´ration transforme chaque
triangle en hexagone.
2. La subdivision de chaque hexagone en quatre triangles est de´crite figure 4 et re´alise´e par
le patch subdivideFace du programme 1. Ce patch est compose´ d’une re`gle filtrant et
consommant une 2-cellule, et filtrant sans consommer son bord (on remarque l’utilisation
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de l’ope´rateur ~), en distinguant les sommets nouvellement inse´re´s des anciens par un
pre´dicat sur leur ge´ne´ration : les sommets ^v2, ^v4 et ^v6 ve´rifient la condition v.n ==
gen ou` gen est la ge´ne´ration courante. En partie gauche, la 2-cellule est remplace´e par les
trois arcs internes ‘a1, ‘a2 et ‘a3 dont les bords sont ^v2, ^v4 et ^v6, ainsi que par quatre
nouvelles faces triangulaires ‘f1, ‘f2, ‘f3 et ‘f4.
1.3 La subdivision Butterfly
La modification topologique de la subdivision Butterfly [DLG90] est la meˆme que pour Loop :
un sommet est inse´re´ sur chaque arc, puis, les triangles raffine´s sont construits a` partir des
hexagones ainsi cre´e´s. Les deux subdivisions diffe`rent par le placement des sommets du nouveau
maillage. Pour la subdivision Butterfly, les anciens sommets ne sont pas de´place´s (il s’agit d’un
sche´ma interpolant). Le placement des nouveaux sommets suit des masques diffe´rents de ceux
de Loop. Ces masques sont pre´sente´s figure 5.
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Fig. 5 – Masques pour la subdivision Butterfly modifie´e : a` gauche pour les sommets re´guliers
(α = 116), a` droite pour les sommets singuliers (les Si sont donne´s par les e´quations 6). L’arc en
gras borde´ par deux cercles vides repre´sente l’arc a` raffiner. Le sommet ajoute´ est figure´ par un
cercle plein.
L’implantation de la subdivision Butterfly requiert une attention particulie`re par rapport a`
la re´gularite´ du maillage, ce qui n’est pas le cas pour la subdivision Loop3 : dans un maillage
triangulaire re´gulier, les sommets sont de degre´ 6 (a` l’exception des bords) ; ces sommets sont
dits re´guliers. On les oppose aux sommets singuliers posse´dant un nombre de 1-voisins diffe´rent
de 6. Si le maillage initial posse`de des points singuliers, ceux-ci doivent eˆtre traite´s spe´cialement
pour conserver les proprie´te´s de continuite´ de´sire´es. On programme donc l’insertion par plusieurs
re`gles de re´e´criture selon les cas suivants :
• Arcs aux sommets re´guliers : le masque de Loop est e´tendu ; soient v5, v6, v7 et v8 les quatres
sommets supple´mentaires pris en compte (voir figure 5). Les coordonne´es du sommet v cre´e´
entre v1 et v2 sont donne´es par :
v =
1
2
(v1 + v2) +
1
8
(v3 + v4)−
1
16
(v5 + v6 + v7 + v8) (4)
3Dans [Zor00], on pre´cise tout de meˆme que le masque ne peut eˆtre utilise´ sur des maillages posse´dant des
sommets de degre´ supe´rieur a` 7 sans perdre la proprie´te´ de C1-continuite´ assure´e pour les autres maillages. Un
masque diffe´rent est propose´ pour ces cas particuliers et pour ainsi re´tablir la proprie´te´, mais les diffe´rences ne
sont pas visibles sur les rendus graphiques.
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• Arcs dont l’un des sommets est singulier : soient v le sommet singulier, v0 l’extre´mite´
oppose´e de l’arc a` de´composer, et vi (1 ≤ i < k) les autres sommets 1-voisins de v. L’entier
k repre´sente donc le degre´ de v (k #= 6 pour que v soit singulier). On associe a` chaque
sommet vi (0 ≤ i < k) un coefficient Si (voir figure 5) permettant le calcul de la position
du nouveau sommet a` cre´er entre v et v0 :
v′ = (1−
k∑
i=0
Si)v +
k∑
i=0
Sivi (5)
S0 =
5
12 , S1,2 = −
1
12 si k = 3
S0 =
3
8 , s2 = −
1
8 , S1,3 = 0 si k = 4
Si =
1
k
(
1
4 + cos
2ipi
k
) + 12 cos
4ipi
k
)
si k ≥ 5
(6)
• Arcs dont les deux sommets sont singuliers : dans ce cas, le calcul du point pre´ce´dent est
fait inde´pendamment pour chacun des sommets ; les coordonne´es finales sont la moyenne
de ces deux re´sultats interme´diaires.
Bien que plus longue, l’implantation de ces masques en MGS est tre`s proche du programme 1.
Nous ne la donnons donc pas. Ces deux approches sont compare´es sur un exemple figure 6 ; ces
images sont re´alise´es par MGS. Toutes les sorties graphiques que nous pre´sentons sont ge´ne´re´es
par le programme MGS que nous de´crivons. Une fonction, non donne´e dans ce manuscrit, permet
d’exporter dans un format de´die´ la structure des collections : les sommets sont positionne´s selon
les coordonne´es calcule´es par l’algorithme. L’affichage et l’exportation au format EPS sont assure´s
par un logiciel compagnon de´veloppe´ en paralle`le du projet MGS, appele´ Imoview.
Fig. 6 – Re´sultats d’applications des algorithmes de Loop (en haut) et Butterfly (en bas) : de
gauche a` droite, l’objet initial puis raffine´ jusqu’a` 3 ite´rations de l’algorithme.
1.4 Subdivision Catmull-Clark et Kobbelt
Ces deux sche´mas [CC78, Kob96] raffinent un maillage quadrangulaire par insertion de som-
met pour chaque face et chaque arc ; la modification du maillage est de´crite figure 7. Les tech-
niques d’implantation en MGS sont proches de celles pour les subdivisions Loop et Butterfly.
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Fig. 7 – Modification topologique de maillage pour les algorithmes Catmull-Clark et Kobbelt.
trans <2,2> face vertex = {
f => let G = icellsfold(..., O, f, 0) in G + { faceval = f }
} ;;
patch edge vertex[gen] = {
~v1 < e:[dim=1, (^f1,^f2) in cofaces] > ~v2
... le masque correspondant
=> ( ‘v:[ dim = 0, value = ... ]
‘e1:[ dim = 1, faces = (‘v,^v1), cofaces=(^f1,^f2), value = ‘edge ]
‘e2:[ dim = 1, faces = (‘v,^v2), cofaces=(^f1,^f2), value = ‘edge ]
)
} ;;
patch subdivideFace[gen] = {
f:[dim=2 , (^e1,^e2,^e3,^e4,^e5,^e6,^e7,^e8) in faces ]
~v1 < ~e1 > ~v2:[ dim=0 , (v2.n==idx) ] < ~e2 >
...
~v7 < ~e7 > ~v8:[ dim=0 , (v8.n==idx) ] < ~e8 > ~v1
=> ( ‘v:[ dim = 0, value = { x = f.x, y = f.y, z = f.z, n = gen, d = 4} ]
‘e2:[ dim = 1 , face=(‘v,^v2), value = ‘edge ]
‘e4:[ dim = 1 , face=(‘v,^v4), value = ‘edge ]
‘e6:[ dim = 1 , face=(‘v,^v6), value = ‘edge ]
‘e8:[ dim = 1 , face=(‘v,^v8), value = ‘edge ]
‘f1:[ dim = 2 , face=(^e1,‘e2,‘e8,^e8), value = ... ]
‘f2:[ dim = 2 , face=(^e2,‘e2,‘e4,^e3), value = ... ]
‘f4:[ dim = 2 , face=(^e4,‘e4,‘e6,^e5), value = ... ]
‘f3:[ dim = 2 , face=(^e6,‘e6,‘e8,^e7), value = ... ]
)
} ;;
Prog. 2: Les subdivisions Catmull-Clark et Kobbelt en MGS.
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Encore une fois, le modification de maillage sche´matise´e figure 7 n’est pas strictement locale
(la frontie`re des faces adjacentes a` la face d’inte´reˆt sont modifie´s). Plusieurs e´tapes sont donc
ne´cessaires a` sa re´alisation. Nous ne de´taillons pas les diffe´rents masques (une fois de plus, le
lecteur inte´resse´ se re´fe´rera a` [Zor00]) mais nous pre´sentons les diffe´rents patches re´alisant la
modification topologique :
• Insertion des sommets. Deux types de nouveaux sommets apparaissent :
1. pour chaque face : un sommet est cre´e´ en son milieu. Les coordonne´es de ce sommet
sont calcule´es par la transformation face vertex du programme 2. Nous utilisons
pour cela l’ite´rateur icellsfold qui donne acce`s aux coordonne´es des sommets inci-
dents a` la face ^f filtre´e et qui est parame´tre´ par une fonction particulie`re de´pendant
du masque utilise´. Cre´er seul ce sommet n’aurait pas de sens. Ses coordonne´es sont
donc conserve´es en les associant a` la face. Nous construisons pour cela l’enregistre-
ment G + { faceval = f } contenant, en plus des coordonne´es G, l’ancienne valeur f
associe´e a` la face ^f. Le sommet sera re´ellement construit par le patch subdivideFace
du programme 2.
2. pour chaque arc : un sommet est cre´e´ pour le diviser en deux. Nous de´finissons pour
cela le patch edge vertex du programme 2 qui, suivant le masque utilise´, construit
et place dans l’espace un nouveau sommet. Cette e´tape transforme chaque carre´ du
maillage en octogone.
• Subdivision des octogones. De fac¸on totalement e´quivalente au patch subdivideFace
du programme 1, le patch subdivideFace du programme 2 construit pour chaque octogone
f filtre´, le nouveau sommet ‘v en son centre en re´cupe´rant les coordonne´es calcule´es par
l’application de la transformation face vertex, les arcs ‘e1, ‘e2, ‘e3 et ‘e4 liant ‘v aux
sommets de ^f, et finalement, les quatre carre´s raffine´s ‘f1, ‘f2, ‘f3 et ‘f4.
La figure 8 compare l’utilisation des subdivisions Catmull-Clark et Kobbelt ; ces images sont
re´alise´es par MGS.
Fig. 8 – Re´sultats d’applications des algorithmes Catmull-Clark (en haut) et Kobbelt (en bas) :
de gauche a` droite, l’objet initial puis raffine´ jusqu’a` 3 ite´rations de l’algorithme.
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1.5 La subdivision Doo-Sabin
Il s’agit du dernier algorithme de la classification. Il s’apparente a` l’arrondi d’objets ge´o-
me´triques, appele´ aussi commune´ment chanfreinage [Led02]. Dans cette subdivision [DS78],
chaque cellule (de n’importe quelle dimension) est transforme´e en une 2-cellule. Pour un cube
par exemple, les areˆtes et les sommets sont respectivement biseaute´s en rectangles et en triangles :
Afin de re´aliser cette modification du maillage, trois e´tapes s’appliquent sur chaque dimension
de telle sorte que tout e´le´ment du maillage initial est remplace´ ; l’objet final est compose´ de
cellules « fraˆıches » :
• Suppression des 2-cellules : chaque face
est remplace´e par un polygone identique
de taille infe´rieure. Les nouveaux som-
mets de ce polygone sont lie´s par un arc
aux anciens sommets.
• Suppression des 1-cellules : dans le
maillage initial, chaque arc est au bord
de deux faces. Sachant que l’ope´ration
pre´ce´dente construit une copie des arcs
pour chacune des faces, chaque arc initial
dans le maillage interme´diaire est isole´
comme figure´ ci-contre (en gras). Ces arcs
sont alors de´truits et remplace´s par un
hexagone.
• Suppression des 0-cellules : soit un som-
met du maillage initial de degre´ n ; apre`s
les deux premie`res e´tapes, le sommet est
commun a` n hexagones. Le sommet est
alors de´truit pour eˆtre remplace´ par un
polygone a` n coˆte´s. La figure suivante
illustre cette suppression pour un som-
met de degre´ 3 (ce qui est le cas dans
la premie`re application de l’algorithme
Doo-Sabin sur un cube).
La figure 9 illustre l’utilisation de la subdivision Doo-Sabin pour chanfreiner un cube ; ces
images sont re´alise´es par MGS.
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Fig. 9 – Re´sultats de l’application de l’algorithme Doo-Sabin : de gauche a` droite, l’objet initial
et ses raffinements jusqu’a` 4 applications de l’algorithme.
2 Auto-assemblage de fractales
L’auto-assemblage (self-assembling en anglais) est un processus qui cre´e de fac¸on incre´mentale
des structures spatiales complexes. On trouve dans la nature un grand nombre d’exemples
de syste`mes auto-assemble´s : de la cristallisation en physique jusqu’aux processus de morpho-
gene`se en biologie. Il n’existe aucune the´orie ge´ne´rale et unifie´e concernant l’auto-assemblage ;
ne´anmoins, en comprendre les principes permettrait d’e´largir nos possibilite´s technologiques, en
particulier dans le domaine des nanotechnologies.
Dans cette section, les syste`mes auto-assemble´s sont vus comme des agre´gats de briques
e´le´mentaires (mole´cules, cellules, etc.) dont le comportement est ge´ne´ralement simple, et qui
se coordonnent localement pour former une entite´ dont la structure et le comportement sont
complexes.
Du point de vue informatique, les processus d’auto-assemblage sont une source d’inspiration
particulie`re. L’organisation dynamique de leurs constituants e´merge de fac¸on de´centralise´e a`
partir d’interactions uniquement locales, se produisant en paralle`le et a` diffe´rentes e´chelles de
temps et d’espace. Ils ont en particulier inspire´ de nouveaux mode`les de calcul comme le calcul
amorphe [AAC+00] ou le calcul autonome [Hor01].
L’e´mergence d’une structure globale d’un syste`me auto-organise´ ne peut eˆtre induit a` partir
des proprie´te´s de ses composants e´le´mentaires. La simulation permet bien souvent, meˆme si ce
n’est pas le seul moyen, d’obtenir des informations de´taille´es sur la construction de ces syste`mes
complexes. Ne´anmoins, la mode´lisation et la simulation de phe´nome`nes d’auto-assemblage sont
difficiles a` re´aliser, a` cause de la repre´sentation de l’espace et de la manipulation de structures
spatiales dans cet espace.
Un the`me central de la recherche sur les processus d’auto-assemblage concerne l’e´tude des
principes organisationnels qui peuvent eˆtre utilise´s pour structurer une population a` partir de
briques e´le´mentaires. Dans cette partie, nous nous concentrons sur deux types d’auto-assemblage
fonde´s sur l’ajout ou la suppression d’e´le´ments. Nous ne conside´rons pas l’auto-organisation par
de´placement de matie`re ou par de´formation (avec e´tirement par exemple). Enfin, notre point de
vue sur l’auto-assemblage est de nature combinatoire. Nous distinguons deux formes de processus
d’auto-assemblage : par accre´tion et par de´coupage.
Auto-assemblage par accre´tion. Il s’agit de l’une des formes d’auto-assemblage les plus
fondamentale ou` les briques e´le´mentaires s’unissent pour former une structure complexe par
processus de croissance. Un processus de croissance incre´mental peut eˆtre de´crit par l’ite´ration
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d’agre´gations e´le´mentaires : a` chaque e´tape de la croissance, de nouvelles entite´s sont ajoute´es
en fonction de l’e´tat de la croissance a` l’issue de l’e´tape pre´ce´dente [Kaa92]. L’agre´gation de´pend
des entite´s disponibles et de la forme de la structure en construction a` chaque e´tape.
L’expression « croissance par accre´tion » caracte´rise en particulier les processus de crois-
sance localise´s aux frontie`res du syste`me. Ce type de croissance s’oppose a` une « croissance
intercalaire » situe´e a` l’inte´rieur du syste`me.
Auto-assemblage par de´coupage. Manca et al. ont introduit une forme de calcul non-
conventionnel appele´e calcul par de´coupage4 [MMVP99], dont l’ide´e est de ge´ne´rer un (large)
ensemble de solutions a` un proble`me a` partir d’un ensemble duquel sont supprime´s les candidats
ne re´solvant pas le proble`me. Ce principe de suppression des e´le´ments non de´sirables permet
e´galement de construire des espaces complexes par de´coupage. Sur ce principe, [KS00] propose
par exemple un algorithme de construction d’un volume en accord avec un ensemble de photos
d’une forme tridimensionnelle. Transpose´ au domaine de l’auto-ensemblage, cela conduit a` sup-
primer de fac¸on ite´rative, des parties d’une structure a` partir d’une forme initiale simple. Peut
eˆtre le terme d’auto-de´sassemblage serait-il plus approprie´.
Pour illustrer ces deux formes d’auto-assemblage, nous proposons de construire de fac¸on
ite´rative et suivant ces deux concepts, un espace fractal : le triangle de Sierpinski. On profite
e´galement de cette dualite´ pour comparer l’utilisation de deux types diffe´rents de collections
topologiques : les collections GBF fournissant un espace homoge`ne et les chaˆınes abstraites pour
la construction d’espaces et de structures arbitraires.
2.1 Croissance par accre´tion du triangle de Sierpinski
Le triangle de Sierpinski (TS dans la suite du document) est une figure fractale de´crite formel-
lement par Waclaw Sierpinski (mathe´maticien polonais 1882-1969) en 1915 mais qui est apparue
dans l’art italien de`s le XIIIe sie`cle (par exemple, il est repre´sente´ dans les mosa¨ıques Cosmati de
la cathe´drale d’Anagni en Italie). L’appellation « dentelle de Sierpinski » est e´galement utilise´e
(Sierpinski gasket ou Sierpinski sieve en anglais [Ste95]). Le TS peut eˆtre produit en ite´rant le
morphisme bidimensionnel de´fini sur {0, 1} par 0 −→ 0 00 0 et 1 −→
1 0
1 1 . Partant de 1, on obtient :
1 −→
1 0
1 1
−→
1 0 0 0
1 1 0 0
1 0 1 0
1 1 1 1
−→
1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0
1 1 1 1 0 0 0 0
1 0 0 0 1 0 0 0
1 1 0 0 1 1 0 0
1 0 1 0 1 0 1 0
1 1 1 1 1 1 1 1
−→ . . .
De fac¸on e´quivalente, cette matrice peut eˆtre construite a` partir du triangle de Pascal dont les
coefficients sont conside´re´s modulo 2 (voir figure 10). La formule des coefficients binoˆmiaux est
P (0, j) = 1, P (i, j) = 0 si i > j et P (i, j) = P (i− 1, j − 1) + P (i− 1, j) sinon.
Nous construisons le GBF a` deux dimensions suivant (voir chapitre 2 page 33 pour plus de
de´tails sur les collections GBF)
gbf Grid2 = < sud, ouest >
pour traduire cette formule « modulo 2 » avec la transformation
trans ST1 = { <undef> |sud> x |ouest> y => (x+y) mod 2, x, y }
4pour computation by carving en anglais.
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Fig. 10 – Prendre les coefficients binoˆmiaux modulo 2 produit la forme du TS.
Dans cette re`gle, la virgule est spe´cialise´e a` l’aide d’un ge´ne´rateur de Grid2 : a |sud> b signifie
que b est voisin de a suivant la direction sud. Cette transformation peut eˆtre ite´re´e sur une
maillage initial ou` les positions (0, j) sont de´core´es par l’entier 1 et les positions (i, 0) par 0. Le
re´sultat est donne´ figure 11.
Cependant, cette transformation utilise des ope´rateurs arithme´tiques (+ et mod). Ce mode`le
ne correspond pas a` un processus de croissance physique : les entiers 0 et 1 doivent eˆtre conside´re´s
comme des symboles et non comme des valeurs sur lesquelles un calcul arithme´tique peut eˆtre
applique´. Pour e´viter ces ope´rations, l’unique re`gle pre´ce´dente peut eˆtre capture´e par quatre
re`gles diffe´rentes correspondant aux quatre possibilite´s de calcul que peut de´cliner la re`gle de la
transformation ST1. La nouvelle transformation s’e´crit :
trans ST2 = {
<undef> |sud> 0 |ouest> 0 => 0, 0, 0
<undef> |sud> 0 |ouest> 1 => 1, 0, 1
<undef> |sud> 1 |ouest> 0 => 1, 1, 0
<undef> |sud> 1 |ouest> 1 => 0, 1, 1
}
Ce calcul plus e´le´mentaire est proche de la spe´cification de la construction du TS par un processus
de pavage ou` les tuiles sont des fragments d’ADN, pre´sente´e dans [RPW04]. Ce travail introduit
quatre tuiles correspondant aux deux valeurs boole´ennes qu’une cellule (i, j) du maillage rec¸oit
des cellules (i− 1, j − 1) et (i− 1, j). Ce pavage est facilement implante´ en MGS : nous utilisons
quatre symboles ‘T00, ‘T10, ‘T01 et ‘T11 re´fe´rant aux quatre tuiles. La tuile ‘Txy a` la position
(i, j) signifie que x est la valeur P (i−1, j) et y est celle P (i−1, j−1). Ainsi, l’entier 0 (resp. 1)
pre´ce´dent est encode´ soit par ‘T00 ou ‘T11 (resp. ‘T10 ou ‘T01). Finalement, les quatre re`gles
de la transformation deviennent :
trans ST3 = {
<undef> |south> (‘T00|‘T11) as x |west> (‘T01|‘T10) as y
=> ‘T01, x, y
<undef> |south> (‘T00|‘T11) as x |west> (‘T00|‘T11) as y
=> ‘T11, x, y
... deux re`gles syme´triques supple´mentaires ...
}
Dans [RPW04], les tuiles correspondent a` des mole´cules et le processus d’auto-assemblage
est la cristallisation. Dans ce type de phe´nome`ne, a` un moment donne´, seule une partie des
sites acceptent effectivement une mole´cule entraˆınant la croissance de la structure. La strate´gie
maximale paralle`le de MGS ne correspond pas a` ce type de mode`le.
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Le caracte`re non-de´terministe de [RPW04] est duˆ aux erreurs et a` la cine´tique chimique de
la cristallisation. Ce non-de´terminisme peut eˆtre mode´lise´ a` l’aide de la strate´gie probabiliste de
MGS. Comme le montre la figure 11, l’utilisation de l’une ou l’autre des strate´gies n’affecte pas
l’e´tat final de la simulation, mais les e´tats interme´diaires diffe`rent durant la croissance du TS.
Fig. 11 – Croissance du TS sur une collection GBF : les quatre figures pre´sentent la croissance de
la structure sur une grille de type Grid2. A` gauche, l’e´tat initial ; a` droite, l’e´tat final ; au centre
en haut, une e´tape interme´diaire pour une simulation utilisant la strate´gie maximale paralle`le
de MGS ; au centre en bas, utilisation de la strate´gie stochastique (on note la frontie`re irre´gulie`re
de la structure). Sur les grilles, les carre´s blancs correspondent a` la valeur <undef>, les carre´s
gris clair et gris fonce´ sont respectivement les entiers 0 et 1. L’e´tat initial est compose´ d’une
ligne horizontale de 1 et d’une colone verticale de 0 repre´sentant les « bords » sur lesquels va
s’appuyer le pavage.
2.2 Croissance par de´coupage du triangle de Sierpinski
Dans cette seconde implantation, nous utilisons pour repre´senter le TS, un complexe cellulaire
abstrait de dimension 2 ou` les sommets sont de´core´s par des coordonne´es afin de plonger la
structure dans le plan. Le principal avantage des complexes cellulaires est qu’ils permettent la
manipulation de cellules topologiques de dimension arbitraire repre´sentant ainsi tous les e´le´ments
constituant le TS. En fait, dans la repre´sentation pre´ce´dente, le TS est un motif apparaissant sur
une matrice de 0 et de 1, c’est-a`-dire un espace pre´de´fini. Ici, la structure concre`te et ge´ome´trique
du TS est spe´cifie´e et il constitue e´galement l’espace dans lequel le TS est embarque´. Construire
le TS par de´coupage signifie alors : ite´rer la suppression de la partie centrale d’un triangle. La
limite du processus conduit a` la structure fractale du TS (voir figure 12).
L’e´tat initial consiste en un triangle. Il correspond a` l’entier 1 de la repre´sentation matricielle
du TS et est compose´ de trois 0-cellules, trois 1-cellules et une 2-cellule :
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let v1 = add cell(0,[],[])
and v2 = add cell(0,[],[])
and v3 = add cell(0,[],[])
and e1 = add cell(1,[v1,v2],[])
and e2 = add cell(1,[v2,v3],[])
and e3 = add cell(1,[v3,v1],[])
and f = add cell(2,[e1,e2,e3],[]) ;;
v2v3
e1
e2
e3
v1
f
Le de´coupage, seule e´tape du processus de construction, correspond a` la chirurgie topologique
de´crite figure 13. Le patch MGS correspondant est donne´ par le programme 3.
La fonction average qui n’est pas de´taille´e ici, calcule les coordonne´es du milieu de chaque
arc. Dans ce patch, tous les e´le´ments sont filtre´s et consomme´s, a` l’exception des sommets
faisant toujours partie de la structure apre`s l’application de la re`gle. Il est important de noter
qu’a` n’importe quelle e´tape, chaque arc posse`de une seule coface ; cette proprie´te´ est facilement
ve´rifiable suivant un raisonnement inductif sur chaque e´tape : en effet, la re`gle cre´e 9 nouveaux
arcs posse´dant chacun une seule coface. Ce type de preuve (qui repre´sente une proble´matique que
nous n’adressons pas dans ce document) est standard sur les syste`mes de re´e´criture et permet
une ve´rification simple d’un certain nombre de proprie´te´s des processus auto-assemble´s mode´lise´s
par de tels syste`mes.
Le patch CRV est long ce qui rend sa lecture difficile (cf. programme 3 page 215). De plus,
il de´pend fortement du fait que chaque arc a une unique coface. En effet, si nous appliquons
CRV sur un autre e´tat initial comme pre´sente´ figure 14, le re´sultat obtenu n’est pas force´ment le
re´sultat attendu. Dans cet exemple, deux triangles partagent un arc. Si nous appliquons CRV sur
l’un des deux triangles, l’autre triangle est e´galement modifie´ en un quadrilate`re.
Pour s’assurer que le re´sultat ne de´pend pas de l’e´tat initial, le processus de construction
est divise´ en deux transformations distinctes, proches des transformations de la subdivision
polye´drique (voir figure 15) :
patch AV [gen] = {
~v1 < e:[dim = 1] > ~v2
=> ‘v:[dim=0, cofaces=(‘e1,‘e2), val=average(v1,v2,gen)]
‘e1:[dim=1, faces=(^v1,‘v), val=‘edge]
‘e2:[dim=1, faces=(^v2,‘v), val=‘edge]
}
L’e´tape suivante remplace tous les hexagones par trois triangles (voir figure 15) :
patch RF [gen] = {
f:[dim=2, (e1,e2,e3,e4,e5,e6) in faces]
~v1 < ~e1 > ~v2:[v2.n == gen] < ~e2 >
~v3 < ~e3 > ~v4:[v4.n == gen] < ~e4 >
~v5 < ~e5 > ~v6:[v6.n == gen] < ~e6 > ~v1
=> ‘e24:[dim=1, faces=(v2,v4)]
‘e46:[dim=1, faces=(v4,v6)]
‘e62:[dim=1, faces=(v6,v2)]
‘f1:[dim=2, faces=(e6,e1,‘e62)]
‘f2:[dim=2, faces=(e2,e3,‘e24)]
‘f3:[dim=2, faces=(e4,e5,‘e46)]
}
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Fig. 12 – Le TS peut e´galement eˆtre produit par ite´rations successives du de´coupage d’un
triangle dans un autre.
CRV
v1
‘v2
v3‘v4v5
‘e1
‘e3‘e4
‘f2‘f3
‘e46
‘f1
‘e62
‘e24
‘e2
v1
v5 v3
f
e1e3
e2
‘e5
‘v6
‘e6
Fig. 13 – Modification topologique du TS : le patch divise chaque triangle en 3 plus petits,
laissant un trou triangulaire au milieu de la structure.
CRV attendue
transformation
Fig. 14 – A` gauche, l’application du patch CRV sur un e´tat initial diffe´rent. A` droite, le re´sultat
attendu.
e2
v1
v2
v3v4v5
v6
e1
e3e4
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f
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v2
v3v4v5
v6
e1
e3e4
e5
e6
‘f2‘f3
‘e46
‘f1
‘e62
‘e24
RFAV
Fig. 15 – De´coupage d’un triangle. La premie`re transformation AV ajoute un sommet au milieu
de chaque arc. La seconde, RV, raffine l’hexagone obtenu en 3 triangles.
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patch CRV = {
~v1 < e1:[dim = 1] >
~v3 < e2:[dim = 1] >
~v5 < e3:[dim = 1] > ~v1
f:[dim = 2, (e1,e2,e3) in faces]
=>‘v2[dim = 0, value = average(v1,v3)]
‘v4[dim = 0, value = average(v3,v5)]
‘v6[dim = 0, value = average(v5,v1)]
‘e1[dim = 1, faces = (^v1,‘v2), value = ‘edge]
‘e2[dim = 1, faces = (‘v2,^v3), value = ‘edge]
‘e3[dim = 1, faces = (^v3,‘v4), value = ‘edge]
‘e4[dim = 1, faces = (‘v4,^v5), value = ‘edge]
‘e5[dim = 1, faces = (^v5,‘v6), value = ‘edge]
‘e6[dim = 1, faces = (‘v6,^v1), value = ‘edge]
‘e24:[dim = 1, faces = (‘v2,‘v4), value = ‘face]
‘e46:[dim = 1, faces = (‘v4,‘v6), value = ‘face]
‘e62:[dim = 1, faces = (‘v6,‘v2), value = ‘face]
‘f1:[dim = 2, faces = (‘e6,‘e1,‘e62), value = ‘face]
‘f2:[dim = 2, faces = (‘e2,‘e3,‘e24), value = ‘face]
‘f3:[dim = 2, faces = (‘e4,‘e5,‘e46), value = ‘face]
}
Prog. 3: Premie`re version de la construction du TS par de´coupage en MGS.
Le TS est un objet de dimension 2. La fractale correspondante en 3 dimensions s’appelle
l’e´ponge de Sierpinski (voir figure 16 page 216). Ces images ont e´te´ ge´ne´re´es par MGS. Le
programme est pratiquement le meˆme qu’en dimension 2. En fait, nous utilisons les patches AV
et RV pour « perforer » les faces du te´trae`dre. Un dernier patch (qui n’est pas de´taille´ ici) est
utilise´ pour cre´er les quatre te´trae`dres raffine´s. Il est inte´ressant de noter que ce processus de
de´coupage est re´cursif avec la dimension : pour une e´ponge de dimension n, on utilise les patches
de dimension n − 1, puis une dernie`re e´tape traite l’objet de dimension n. La figure 17 montre
une autre construction de fractale : l’e´ponge de Menger.
3 Travaux apparente´s
Dans cette section, nous voulons revenir sur le lien entre certains travaux mene´s dans le
domaine de la mode´lisation ge´ome´trique et les notions de collection topologique et de transfor-
mation en MGS.
La recherche en mode´lisation ge´ome´trique et en infographie est a` l’origine d’un nombre
conside´rable de structures de donne´es pour repre´senter des solides cherchant a` e´quilibrer efficacite´
(repre´sentation de donne´es la plus compacte possible avec possibilite´ d’en parcourir les e´le´ments)
et expressivite´ (spe´cification d’ope´rations ge´ome´triques standards comme des ope´rations boole´en-
nes, des extrusions, des triangulations, des raffinements, etc). Avec la mode´lisation des (SD)2, nous
nous sommes inte´resse´s en particulier aux structures offrant des me´canismes supple´mentaires
facilitant la modification de l’organisation topologique de la structure.
• Les triangulations de Delaunay [Aur91, OBSC00] ont e´te´ pre´sente´es dans les chapitres 2
et 3. Elles permettent la repre´sentation d’un espace de dimension n a` partir d’un nombre
fini de sommets. La partition de l’espace est calcule´e a` partir de la position des som-
mets choisis. Les modifications topologiques correspondent simplement a` l’insertion ou la
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Fig. 16 – Construction de l’e´ponge de Sierpinski : e´tat initial et e´tapes 1, 2, 3 et 4.
Fig. 17 – Construction de l’e´ponge de Menger : e´tat initial et e´tapes 1 et 2.
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suppression de sommets. Le de´savantage de cette structure provient de l’expression im-
plicite des cellules topologiques autres que les sommets : il n’est pas facile d’associer une
information a` un arc par exemple.
• Les L syste`mes sont une grande re´ussite dans le domaine de la repre´sentation de mode`les
de croissance. Leur utilisation a mene´ a` des implantations a` la fois efficaces mais e´galement
expressives.
L’utilisation des L syste`mes est restreinte a` la repre´sentation de structures line´aires ou
arborescentes. Bien que conservant le cadre de´claratif des L syste`mes, leurs extensions a` la
repre´sentation de maillages polygonaux manquent des dispositifs ne´cessaires a` l’application
d’ope´rations topologiques complexes (comme par exemple la subdivision) [SPS04].
• Les vertex-vertex syste`mes permettent de repre´senter des maillages polygonaux. Ils sont
fonde´s sur la notion de syste`me de rotation de graphes. Dans ces syste`mes, chaque sommet
d’un maillage polygonal fournit la liste ordonne´e de ses 1-voisins. Une alge`bre d’ope´rations
sur les vertex-vertex syste`mes a e´te´ de´finie pour de´crire des ope´rations topologiques locales.
Enfin, une implantation, appele´e VV, a e´te´ de´veloppe´e pour manipuler la structure des
vertex-vertex syste`mes comme une extension du langage de programmation C++ [SPS04].
L’implantation tre`s efficace est actuellement utilise´e pour la simulation de croissance sur-
facique des plantes. Cette structure pre´sente ne´anmoins deux inconve´nients. D’une part,
le langage VV ne fournit pas un cadre de´claratif pour spe´cifier les ope´rations (par exemple
dans un style se rapprochant des grammaires de graphes) : les manipulations restent
impe´ratives. D’autre part, les vertex-vertex syste`mes sont une structure de dimension 1
(un graphe) et permettent de repre´senter des surfaces en typant certains sommets comme
repre´sentant une 2-cellule et non une 0-cellule. Le passage a` la dimension 3 semble plus
de´licat encore.
• Les G-cartes sont des mode`les combinatoires de´finis pour la repre´sentation de la topo-
logie de subdivisions de quasi-varie´te´s orientables ou non, avec ou sans bord. Les quasi-
varie´te´s sont de´finies comme une sous-classe des pseudo-varie´te´s5, objets connus en topolo-
gie alge´brique. Il a e´te´ montre´ qu’il existe une correspondance bijective entre les G-cartes et
les quasi-varie´te´s, illustrant le pouvoir de repre´sentation, en terme d’objets ge´ome´triques,
de cette structure de donne´es [Lie94].
Cette structure satisfait e´galement les contraintes d’efficacite´ requise en mode´lisation du
solide. Les de´finitions des mode`les et des ope´rations topologiques et ge´ome´triques sont
simples et peuvent eˆtre implante´es facilement dans des modeleurs ge´ome´triques [LM99].
Par la rigueur mathe´matique liant la structure de donne´es a` la classe d’objets repre´sente´s,
le de´veloppement des G-cartes a e´galement conduit vers la formalisation des ope´rations to-
pologiques et ge´ome´triques, passant d’algorithmes ordinaires a` des spe´cifications prouve´es
de ces ope´rations :
– L’implantation d’ope´rations topologiques et ge´ome´triques complexes sur les G-cartes
ont fait l’objet d’une spe´cification formelle, offrant alors a` la fois une description plus
abstraite, locale, affranchie de l’ordre de parcours des e´le´ments, et ge´ne´ralisable a` des
dimensions arbitraires [LAGB01, LMA+00, LAB00].
– La construction de G-cartes peut se parame´trer en augmentant un λ-calcul. Le lan-
gage obtenu est tre`s puissant et offre toute l’expressivite´ d’un calcul fonctionnel pour
composer et ite´rer la construction de G-cartes (via la composition de fonctions et la
5Un complexe simplicial K de dimension n fortement connexe est appele´ une pseudo-varie´te´ de dimension n si
tout (n− 1)-simplexe de K est une face de pre´cise´ment deux n-simplexes de K.
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re´cursivite´) dans un cadre mathe´matique bien maˆıtrise´ [DL02]. Ces constructions sont
bien suˆr aussi disponibles en MGS, puisque celui-ci est un langage fonctionnel. Ce point
n’est pas de´veloppe´ dans cette the`se, mais le lecteur peut se re´fe´rer a` [SM04a].
La question des modifications topologiques pour simulation de solide en croissance a e´galement
e´te´ e´tudie´e dans le cadre des G-cartes. L’e´volution de la constitution meˆme des objets (pas
seulement la de´formation de leur forme) est appele´e me´tamorphose. Dans [Ter94], il est propose´
d’une part, une me´thode hie´rarchique pour repre´senter les objets (en ajoutant des involutions
« virtuelles » permettant de repre´senter par exemple la filiations entre objets) et un me´canisme
ge´ne´ral associant a` chaque brique e´le´mentaire d’une G-carte un fragment de programme enco-
dant le traitement a` appliquer a` cet e´le´ment au cours de l’e´volution de l’objet. Il s’agit la` d’une
spe´cification proce´durale de l’e´volution qui doit eˆtre rapproche´e du paradigme multi-agents :
chaque cellule est un agent autonome interagissant avec les autres. Il est ne´anmoins difficile de
spe´cifier par cette approche une notion ge´ne´rale d’interaction : chaque cellule e´tant inde´pendante,
il n’existe pas de support pour l’interaction.
Avec les exemples de ce chapitre, nous mettons en avant la capacite´ des transformations a`
fonctionner sur tout type de structure de donne´es. En effet, comme cela a de´ja` e´te´ pre´cise´, les
exemples que nous avons de´veloppe´s dans ce chapitre fonctionnent aussi bien sur des chaˆınes
abstraites que sur des G-cartes. La spe´cification de modifications topologiques a` l’aide des trans-
formations est inde´pendante de la structure de donne´es utilise´e in fine. Nous insistons sur le fait
que les diffe´rentes structures de donne´es spe´cialise´es en mode´lisation ge´ome´trique et informa-
tique graphique sont autant d’implantations possibles, avec plus ou moins de contraintes, de la
notion abstraite de collection topologique manipule´e par MGS. Cette affirmation est valide´e par
l’inte´gration des G-cartes comme un type particulier de collections topologiques dans l’interpre`te
MGS. Ensuite, nous offrons un cadre abstrait et de´claratif dans lequel les ope´rations topologiques
sont repre´sente´es localement par des re`gles de re´e´criture. La se´mantique du chapitre 4 permet
alors de raisonner sur les programmesMGS. Finalement, en se´parant la description de la structure
et de l’e´volution du syste`me (contrairement a` une approche proce´durale ou` les lois d’e´volution
sont porte´es par chaque cellule topologique a` la fac¸on des multi-agents), nous fournissons un
support naturel, explicite et de´claratif a` la notion d’interaction a` travers des re`gles.
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Dans ce chapitre, nous souhaitons mettre en avant l’utilisation du langageMGS pour re´soudre
des proble`mes pose´s lors de simulations nume´riques. Nous proposons pour cela deux exemples.
Le premier exemple montre comment programmer un proble`me d’inte´gration nume´rique en
MGS. Pour cela, nous proposons d’implanter un mode`le de couplage d’oscillateurs dont l’ori-
gine est l’e´tude du plasmodium de Physarum polycephalum, un organisme utilisant la fre´quence
d’oscillateurs pour encoder et propager de l’information.
Nous proposons ensuite la programmation d’un mode`le du de´placement cellulaire du sper-
matozo¨ıde du ne´matode Ascaris suum. Ce second exemple est inte´ressant car il implique une
structure dynamique, une mode´lisation qui fait appel a` la re´solution nume´rique d’e´quations aux
de´rive´es partielles, et la mode´lisation de lois me´caniques et chimiques. Il apparaˆıt donc comme
un excellent test pour ve´rifier l’expressivite´ et l’ade´quation de notre approche sur un proble`me
« en vraie grandeur ».
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1 Physarum polycephalum : inte´gration nume´rique
Le plasmodium1 de Physarum polycephalum est un organisme unicellulaire amibo¨ıde2 qui,
malgre´ l’absence de syste`me nerveux, pre´sente une forme de transmission d’informations en-
traˆınant la migration cellulaire quand il est stimule´.
Diverses formes d’oscillations sont observables dans le plasmodium : chimiques, thermiques
ou me´caniques (vagues cytoplasmiques). Ces oscillations sont interde´pendantes et encodent l’in-
formation des stimuli dans leur fre´quence. Celle-ci augmente sous l’effet d’un attracteur, et
diminue sous l’effet d’un re´pulseur.
Dans [TTNT97], les auteurs proposent un mode`le de couplage de fre´quences afin d’e´tudier
la propagation d’un stimulus entre plusieurs oscillateurs. La topologie (l’organisation des oscil-
lateurs) du syste`me est une se´quence d’oscillateurs, chacun d’eux influenc¸ant et e´tant influence´
par son voisin gauche et son voisin droit (a` l’exception des extre´mite´s bien entendu).
Dans cette section, nous implantons ce mode`le en MGS. Nous profitons du contexte pour
illustrer l’utilisation des transformations pour re´soudre un proble`me d’inte´gration nume´rique. En
effet, les oscillateurs sont couple´s par deux e´quations non-line´aires qu’il est difficile de re´soudre
symboliquement. Nous programmons cette re´solution par des inte´grations nume´riques de types
Euler et Runge-Kutta d’ordres 2 et 4.
1.1 Description du syste`me
Le syste`me est une se´quence de n oscillateurs. Pour chacun d’eux, la dynamique de l’os-
cillation est encode´e dans une variable complexe xi dont la partie re´elle repre´sente la quantite´
oscillante (une concentration chimique dans [TTNT97]) et la fre´quence de l’oscillation est ca-
racte´rise´e par la fre´quence intrinse`que ωi telle que :
xi = x
0
i + r exp
jθi
x˙i = F (xi, ωi)
ou` la valeur de la fre´quence intrinse`que ωi est proportionnelle a` la valeur x
0
i repre´sentant la
composante lente de l’oscillation, et ou` θi est la phase de la composante rapide de l’oscillation.
La fonction F est capture´e par deux e´quations aux de´rive´es partielles faisant intervenir les
constantes de couplage K1 et K2 :
θ˙i = ωi +K1
∑
j∈Vois(i)
H(θj − θi) (1)
ω˙i = K2
∑
j∈Vois(i)
((ωj − θ˙j)− (ωi − θ˙i)) (2)
Nous supposons pour la suite que la fonction H est implante´e par une fonction MGS H.
Nous proposons ici une implantation de l’inte´gration nume´rique de ces deux e´quations. Pour
plus de de´tails sur la mise en place de ces e´quations, le lecteur inte´resse´ se re´fe´rera a` [TTNT97].
E´tat du syste`me. Le syste`me est repre´sente´ en MGS par une se´quence de longueur n dont
les e´le´ments sont des enregistrements re´fe´rant aux quantite´s ωi et θi de´finies ci-dessus ainsi qu’a`
leurs variations :
1Masse multinucle´aire de cytoplasme forme´ par l’agre´gation de plusieurs cellules amibo¨ıdes.
2de ou ressemblant a` une amibe.
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constraint state = [oscillator]seq(n)
and record oscillator = { w : float,
dw : float,
T : float,
dT : float
} ;;
Initialisation. L’e´tat initial du syste`me est de´termine´ ale´atoirement. Dans la pratique, la
longueur de la se´quence est fixe´e a` n = 20, les phases θi des oscillateurs a` 0.0, et les fre´quences
intrinse`ques ωi sont choisies suivant une distribution gaussienne de moyenne 0.1 et de variance
0.0001. L’interpre`te MGS fournit la fonction random permettant le tirage uniforme d’un re´el
entre 0 et 1, et qui est utilise´e pour programmer le tirage suivant la loi gaussienne.
Expe´rience. L’expe´rience propose´e dans [TTNT97] est de simuler l’oscillation pour 1000
unite´s de temps, puis de perturber a` cette date et pour le reste de l’expe´rience le premier oscil-
lateur de la se´quence en fixant la variable ω0 a` une valeur ωs (pour stimulus). Afin de re´aliser
une simulation en accord avec les propos de l’article de re´fe´rence, nous optons pour K1 = 0.10,
K2 = 0.10 et ωs = 0.08. La gestion du temps est donne´e par les me´thodes d’inte´gration : on
suppose l’existence d’une variable globale t correspondant a` la date courante ; a` chaque pas
d’inte´gration, cette date est incre´mente´e de dt, une seconde variable globale encodant la lon-
gueur d’un pas d’inte´gration.
Nous comparons les implantations des diffe´rentes me´thodes d’inte´gration nume´rique sur un
meˆme e´tat initial. Cette comparaison est faite sur les variations de ωi en fonction du temps.
Traduction des e´quations en MGS. Les e´quations 1 et 2 se traduisent de la fac¸on suivante
en MGS :
fun dtheta(xi, Theta, Omega) =
Omega(xi) + K1*(neighborfold( (\xj.\y.(y + H(Theta(xj) - Theta(xi)))),
0.0,
xi))
;;
fun domega(xi, Theta, Omega) =
K2*(neighborfold( (\xj.\y.(y + ((Omega(xj) - xj.dT) -
(Omega(xi) - xi.dT)))),
0.0,
xi))
;;
Ces deux fonctions sont destine´es a` eˆtre appele´es en partie droite d’une re`gle de transformation.
En effet, la primitive neighborfold n’a de sens que dans une transformation alors que xi
correspond a` une variable de filtre. Les fonctions Theta et Omega donne´es en arguments sont
utilise´es pour parame´trer les valeurs des champs T et w de xi pour les me´thodes de Runge-Kutta.
On remarque que ces fonctions sont locales et par conse´quent ne de´pendent pas de la topo-
logie du voisinage (les oscillateurs peuvent avoir un nombre arbitraire de voisins). La primitive
neighborfold retourne en effet les valeurs associe´es aux voisins de xi quel que soit le type de
collection sur laquelle la re`gle est applique´e. Les oscillateurs pourraient tout aussi bien pre´senter
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un voisinage plus complexe (ce qui n’e´tait pas conside´re´ dans [TTNT97]) sans qu’il n’y ait a` mo-
difier la traduction enMGS des e´quations : il s’agit d’un exemple de polytypisme (voir chapitre 2,
page 45).
1.2 Me´thode d’Euler
Il s’agit de la me´thode la plus simple. Soit l’e´quation diffe´rentielle suivante
dx(t)
dt
= f(x, t) (3)
la me´thode d’inte´gration d’Euler est une me´thode ite´rative calculant a` partir d’une condition de
type x(t0) = X0, la suite :
Xi+1 = x(ti+1) = x(ti +∆t) = Xi +∆t× f(Xi, ti) (4)
Les e´quations 1 et 2 sont traduites par la transformation Euler, calculant les suites pour
les quantite´s θ et ω de chaque oscillateur. Elle est de´cline´e par le programme 4. Tous les
trans Euler = {
x / (^x==0 && t>=1000) => (
let Theta = \x.(x.T)
and Omega = \x.(x.w) in
x + { T = x.T + dt*dtheta(x, Theta, Omega),
dT = dtheta(x, Theta, Omega),
w = ws,
dw = 0 }
) ;
x => (
let Theta = \x.(x.T)
and Omega = \x.(x.w) in
x + { T = x.T + dt*dtheta(x, Theta, Omega),
dT = dtheta(x, Theta, Omega),
w = x.w + dt*domega(x),
dw = domega(x, Theta, Omega) }
)
} ;;
Prog. 4: Me´thode d’Euler : inte´gration des e´quations 1 et 2.
champs sont mis a` jour en appelant les fonctions dtheta et domega. Elles retournent la variation
des quantite´s correspondantes. Les valeurs retourne´es sont alors utilise´es comme spe´cifie´ par la
me´thode d’inte´gration d’Euler. Deux re`gles sont de´crites : la seconde correspond au cas ge´ne´ral
alors que la premie`re (prioritaire sur la suivante d’apre`s la strate´gie standard de MGS) de´crit
le stimulus applique´ au premier oscillateur (^x == 0). Sa fre´quence intrinse`que est fixe´e a` ws a`
partir de la date 1000.
1.3 Me´thodes de Runge-Kutta
Les me´thodes de Runge-Kutta construisent le meˆme type de suites que celle d’Euler, mais
propose des calculs moins approximatifs ; le pas de temps peut alors eˆtre plus grand, acce´le´rant
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l’inte´gration.
La me´thode de Runge-Kutta est caracte´rise´e par l’ordre a` laquelle on l’applique. Cet ordre va
correspondre au nombre d’e´tapes ne´cessaires pour effectuer le calcul. En re`gle ge´ne´ral, les ordres
utilise´s sont 2 et 4 ; il faut savoir que le calcul a` l’ordre n introduit n−1 inconnues dans le calcul.
Voici les e´quations de cette me´thode pour l’ordre 2 conside´rant l’e´quation diffe´rentielle 3 :
Xi+1 = Xi +∆t× (Af1 +Bf2)
f1 = f(Xi, ti)
f2 = f(Xi +
h
2B
f1, ti +
h
2B
)
A = 1− B
Le coefficient B est inde´termine´. On prend en ge´ne´ral B = 12 ou B = 1 retrouvant respectivement
la me´thode de Heun et la me´thode d’Euler ame´liore´e.
Le calcul de f2 e´tant de´pendant de la valeur de f1 (notamment pour les voisins), cette
me´thode est encode´e en deux e´tapes, la premie`re pour le calcul de f1 et la seconde pour celui
de f2 et de l’inte´gration proprement dite. Le programme 5 de´crit ces deux e´tapes avec les
transformations RK2 f1 et RK2 f2.
Les e´quations et leur traduction en MGS pour la me´thode de Runge-Kutta d’ordre 4 ne sont
pas donne´es ici ; quatre e´tapes sont ne´cessaires. Elles restent en effet proches de la me´thode
de Runge-Kutta d’ordre 2 et il n’est pas ne´cessaire de les de´velopper. La figure 1 pre´sente le
re´sultat de l’application de ces transformations sur une meˆme se´quence initiale ; on y trouve
l’inte´gration par les me´thodes nume´riques d’Euler (avec dt = 2.3), de Runge-Kutta d’ordre 2
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Fig. 1 – Comparatif des re´sultats d’inte´gration nume´rique suivant la me´thode utilise´e : en haut
a` gauche la me´thode d’Euler avec dt = 2.3, en haut a` droite la me´thode de Runge-Kutta d’ordre
2 avec dt = 4.9, en bas a` gauche la me´thode de Runge-Kutta d’ordre 4 avec dt = 6.9, et en bas
a` droite la me´thode d’Euler avec dt = 3.0.
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trans RK2 f1 = {
x / (^x==0 && t>=1000) => (
let Theta = \x.(x.T)
and Omega = \x.(x.w) in
x + { dT f1 = dtheta(x, Theta, Omega),
dw f1 = 0 }
) ;
x => (
let Theta = \x.(x.T)
and Omega = \x.(x.w) in
x + { dT f1 = dtheta(x, Theta, Omega),
dw f1 = domega(x, Theta, Omega) }
)
} ;;
trans RK f2 = {
x / (^x==0 && t>=1000) => (
let Theta = \x.(x.T + (dt/(2*B))*x.dT f1)
and Omega = \x.(x.w + (dt/(2*B))*x.dw f1) in
let dT f2 = dtheta(x, Theta, Omega) in
x + { T = x.T + dt*(A*x.dT f1 + B*dT f2),
dT = A*x.dT f1 + B*dT f2,
w = ws,
dw = 0 }
) ;
x => (
let Theta = \x.(x.T + (dt/(2*B))*x.dT f1)
and Omega = \x.(x.w + (dt/(2*B))*x.dw f1) in
let dT f2 = dtheta(x, Theta, Omega)
and dw f2 = domega(x, Theta, Omega) in
x + { T = x.T + dt*(A*x.dT f1 + B*dT f2),
dT = A*x.dT f1 + B*dT f2,
w = x.w + dt*(A*x.dw f1 + B*dw f2),
dw = A*x.dw f1 + B*dw f2 }
)
} ;;
Prog. 5: Me´thode de Runge-Kutta d’ordre 2 : inte´gration des e´quations 1 et 2. Deux e´tapes
sont ne´cessaires pour re´aliser cette inte´gration.
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(avec dt = 4.9) et de Runge-Kutta d’ordre 4 (avec dt = 6.9). Au-dela` des valeurs propose´es pour
les pas de temps, les erreurs d’approximation commencent a` eˆtre visibles. Le dernier graphique
pre´sente un exemple de re´sultat ou` le meˆme calcul, avec la me´thode d’Euler et un pas de temps
fixe´ a` dt = 3.0, diverge. On trouve dans ces graphiques les re´sultats attendus : de la date 0
a` la date 1000, les oscillateurs se stabilisent pour finalement vibrer a` la meˆme fre´quence (la
fre´quence intrinse`que ω est repre´sente´e), puis le stimulus de l’oscillateur 1 force´ a` vibrer a` la
fre´quence ws = 0.8 entraˆıne une modification de la fre´quence intrinse`que des oscillateurs voisins,
modification qui se re´percute de proche en proche pour finalement atteindre le dernier oscillateur.
En attendant assez longtemps, les oscillateurs finissent par se resynchroniser de nouveau.
2 De´placement cellulaire : e´le´ments finis
Dans cette section, nous nous inte´ressons a` l’implantation d’un mode`le biologique propose´
dans [BMR+02]. Ce mode`le simule la motilite´ du spermatozo¨ıde du ne´matode Ascaris suum, un
ver parasite habituellement trouve´ chez le porc. Nous commenc¸ons par de´crire le mode`le et sa
discre´tisation en 2 dimensions. Nous verrons ensuite comment ce mode`le peut eˆtre implante´ en
utilisant les constructions offertes par le langage MGS.
2.1 Description du mode`le
Le spermatozo¨ıde d’Ascaris suum est une cellule biologique se´pare´e en deux parties distinctes.
A` gauche de la figure 2, un diagramme de´crit l’organisation de cette cellule vue du dessus. A
gauche, la re´gion pe´ri-nucle´aire contient entre autres le noyau et les mitochondries de la cellule,
et a` droite, s’e´tend la partie de la cellule ou` les me´canismes chimiques et me´caniques permettant
a` la cellule de se de´placer ont lieu, la re´gion lamellipodale. Sur ce sche´ma, la cellule se de´place
vers la droite.
Le spermatozo¨ıde se de´place suivant un cycle protusion-adhe´sion-re´traction. Dans ce mode`le,
le syste`me correspond a` la partie de la membrane de la re´gion lamellipodale accroche´e a` la matrice
extra-cellulaire (environnement de la cellule) sous la cellule. Tout d’abord, une polyme´risation
fibreuse apparaˆıt sur le front de la cellule cre´ant des protusions. Ces protusions poussent alors
la membrane vers l’avant qui se prolonge alors par des « bras » cherchant a` prendre contact
avec la matrice extracellulaire. Durant la phase d’adhe´sion, la protusion se colle a` la matrice. Un
me´canisme de traction permet alors au corps de la cellule de se de´placer vers l’avant. A` mesure
que la cellule avance, les contraintes me´caniques entre la matrice et la cellule emmagasine de
l’e´nergie sous forme d’e´nergie e´lastique. L’e´tape finale a lieu pre`s de la frontie`re pe´ri-nucle´aire
ou` la de´polyme´risation du gel fibreux cause la de´sadhe´sion, ou re´traction, de la membrane de
la matrice exte´rieure. L’e´nergie e´lastique stocke´e est alors libe´re´e, tirant la re´gion pe´ri-nucle´aire
vers l’avant. Ce me´canisme est re´gule´ par un gradient de pH s’e´tendant du front de la cellule a`
la re´gion nucle´aire ou` les mitochondries sont une source d’acidite´.
Les e´quations continues conside´re´es pour mode´liser le fonctionnement de la machinerie la-
mellipodale, correspondent d’une part a` un mode`le me´canique ou` les forces e´lastiques et de
contraction s’appliquent sur la partie de la membrane en contact avec la matrice extra-cellulaire,
et d’autre part a` un mode`le chimique calculant la distribution des protons dans cette meˆme zone
afin de prendre en compte le gradient de pH.
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Forces me´caniques
L’e´quation donne´e par Bottino et al. de´terminant les forces me´caniques est la suivante :
µ(u)
∂u
∂t
= ∇.σ(u)
Cette e´quation est valable sur l’ensemble de la membrane : u est un vecteur position. La partie
droite calcule la somme des forces agissant en un point u de la membrane ; les contraintes
me´caniques e´tant de deux sortes, le parame`tre σ se divise en deux parties :
σ = contraintes e´lastiques − contraintes de tension
En effet, les proprie´te´s me´caniques du gel fibreux ne se restreignent pas a` une contrainte e´lastique
simple ; il permet notamment le stockage d’e´nergie e´lastique a` mesure qu’il se polyme´rise. La
contrainte de tension mode´lise la dilatation due a` la pression osmotique du gel, couple´e au
phe´nome`ne de stockage d’e´nergie. Les contraintes e´lastiques et de tension seront respectivement
associe´es aux variables κ et τ par la suite. En partie gauche, on calcule le frottement visqueux qui
agit en chaque point u de la membrane. Celui-ci est proportionnel a` la vitesse de de´placement
locale de la membrane en ce point. L’e´galite´ entre ces deux membres correspond au calcul
de l’e´quilibre des forces en tout point de la membrane. Les valeurs des coefficients (dans les
expressions de µ et de σ) apparaissant dans cette e´quation de´pendent de la position car elles
sont re´gule´es par la distribution du pH le long de la membrane.
Région périnucléaire
Polygone de Voronoï
Triangle de Delaunay
mnτij
mnµi mnµj
mnXi mnXj
mnκ
Fig. 2 – Le spermatozo¨ıde du ne´matode. A` gauche, un diagramme sche´matique montrant l’orga-
nisation de la cellule : sur la gauche, la re´gion nucle´aire, avec a` sa droite la re´gion lamellipodale.
La discre´tisation est donne´e par les sommets. Les arcs pleins correspondent au voisinage de
Delaunay. Les arcs en pointille´s sont les frontie`res des polygones de Vorono¨ı. En haut a` droite,
figure une partie zoome´e de la discre´tisation. En bas a` droite, un arc de Delaunay reliant deux
sommets repre´sente un ressort de module κ en paralle`le avec un e´le´ment de tension τ . Une
friction de coefficient µ apparaˆıt quand un sommet est en contact avec le tissu exte´rieur (ces
diagrammes sont inspire´s des figures prises de [BMR+02], mais sont ge´ne´re´s par MGS).
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Distribution de pH
La seconde e´quation qui nous inte´resse rend compte de la distribution en proton le long de
la membrane. Elle permet donc de calculer le gradient de pH :
D∇2[H+] = P([H+]− [H+]ext)
ou` [H+] est la concentration en protons a` une position donne´e, et [H+]ext est la concentration
externe en protons. Cette e´quation est celle d’une diffusion avec fuite. Elle relate e´galement
un e´quilibre. En effet, elle exprime que la diffusion des protons en chaque point (partie gauche
de l’e´quation) est compense´e par la fuite des protons vers l’exte´rieur, due a` la perme´abilite´ de
la membrane (partie droite de l’e´quation). Le phe´nome`ne de diffusion a lieu a` une e´chelle de
temps plus rapide que l’e´chelle de temps des forces me´caniques, et cet e´quilibre correspond a`
une approximation quasi-statique. Les parame`tres D et P sont respectivement les coefficients de
diffusion et de perme´abilite´ de la cellule.
2.2 Le mode`le a` e´le´ments finis
Dans [BMR+02], les e´quations pre´ce´dentes sont re´solues directement en dimension 1. En ce
qui concerne la re´solution en deux dimensions, les auteurs proposent l’utilisation d’une me´thode
nume´rique fonde´e sur l’utilisation d’e´le´ments finis pour approximer le comportement de la surface
a` simuler.
Cette me´thode suit plusieurs e´tapes successives. La premie`re consiste a` partitionner l’espace
dans lequel on cherche a` re´soudre les e´quations. Pour nous, le syste`me se re´duit a` la partie de la
membrane lamellipodale en contact avec la matrice extra-cellulaire. Pour re´aliser la discre´tisation
de cet espace, on utilise un diagramme de Vorono¨ı associe´ a` son concept dual la triangulation de
Delaunay (voir chapitre 2, page 31). La figure 2 pre´sente ce partitionnement : chaque sommet
de Delaunay repre´sente une partie de la membrane. Cette partie correspond au polygone de
Vorono¨ı qui l’entoure, dual du sommet. Ces polygones sont repre´sente´s en pointille´s sur la figure 2.
Les sommets sont lie´s par des arcs de Delaunay dessine´s en trait plein graˆce a` la triangulation
de Delaunay.
En re`gle ge´ne´rale, la me´thode des e´le´ments finis a besoin d’une certaine homoge´ne´ite´ des
e´le´ments pour fournir une bonne approximation. Or les e´le´ments issus du diagramme de Vo-
rono¨ı sont des polygones irre´guliers dont le nombre de sommets varie. Son utilisation ne semble
pas convenir au cadre usuel des e´le´ments finis. Cependant dans notre proble`me, le mode`le tire
parti du fait que les e´quations ne de´pendent pas de la forme exacte de l’e´le´ment fini, mais uni-
quement de crite`res plus globaux comme sa surface ou la longueur d’un coˆte´. Cette constatation
permet d’utiliser un diagramme de Vorono¨ı de la manie`re suivante :
• chaque e´le´ment de surface est associe´ a` un sommet du graphe de Delaunay, et
• chaque e´le´ment de surface correspond a` la cellule de Vorono¨ı associe´e au sommet,
• un arc dans le graphe correspond aux interactions entre deux e´le´ments de surface visite´s.
Cette approche permet d’implanter tre`s facilement un maillage adaptatif : pour raffiner un
e´le´ment fini, il suffit de rajouter des points (et inversement), le maillage est automatiquement
recalcule´. La structure issue de la triangulation de Delaunay est particulie`rement adapte´e a` la
mode´lisation de syste`mes a` structure dynamique.
L’e´tape suivante consiste a` associer a` chaque partie de la discre´tisation de l’espace les infor-
mations qui vont eˆtre utilise´es lors de la re´solution des e´quations. Les sommets, repre´sentant la
membrane, sont de trois types selon leur place sur la membrane :
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1. Les NRnodes (pour nuclear region nodes) sont les nœuds situe´s a` la frontie`re entre la re´gion
lamellipodale et la re´gion pe´ri-nucle´aire de la cellule ou` a lieu la re´traction. Ils figurent en
gris sur la figure 2.
2. Les Bnodes (pour boundary nodes) sont les nœuds de´limitant l’endroit ou` la membrane
n’est plus en contact avec la matrice exte´rieure. Par rapport au syste`me que nous cherchons
a` de´crire, ils correspondent a` la bordure ou` la protusion se produit. Ils figurent en gris fonce´
sur la figure 2.
3. Les Inodes (pour inner nodes) regroupent les nœuds restants repre´sentant le corps du
syste`me. Ils figurent en gris clair sur la figure 2.
Afin de simuler l’e´volution du syste`me, les e´quations de´crites pre´ce´demment doivent eˆtre
re´solues sur chaque e´le´ment de la partition, puis les solutions coordonne´es pour chaque e´le´ment
de fac¸on a` obtenir une solution globale du mouvement du spermatozo¨ıde. Pour de´crire l’action
d’un nœud sur un autre, nous allons utiliser les arcs issus de la triangulation de Delaunay.
Aussi, les deux contraintes me´caniques releve´es pre´ce´demment et applique´es en tout point de la
membrane, vont eˆtre repre´sente´es par la mise en paralle`le d’un e´le´ment e´lastique et d’un e´le´ment
de tension entre deux sommets lie´s par un arc de Delaunay. D’autre part, nous ajoutons sur les
sommets un e´le´ment de frottement pour repre´senter la viscosite´. En ce qui concerne le pH, nous
supposons une re´partition homoge`ne de la concentration en protons sur un e´le´ment (autrement
dit, un point du polygone de Vorono¨ı a comme concentration celle du nœud qui lui est associe´),
et sur les arcs, on calcule le pH comme la moyenne des pH des deux sommets lie´s.
Finalement, on discre´tise les e´quations continues pour ne conserver que les interactions entre
les polygones de Vorono¨ı.
Discre´tisation des e´quations continues
Les e´quations pre´ce´dentes sont traduites de la fac¸on suivante ; pour tout sommet Xi :
µi
∂ui
∂t
=
∑
j
Cij2 (κ|Xi −Xj | − τij)
Xj −Xi
|Xj −Xi| (forces me´caniques)
D
∑
j
Cij1 ([H
+]i − [H+]j) = P([H+]i − [H+]ext) (re´partition du pH)
Dans ces deux e´quations, l’ope´rateur ∇ de l’e´quation continue est remplace´ par une ite´ration
finie sur les voisins Xj du sommet Xi ; ui est le vecteur position du nœud Xi et l’expression
Xj−Xi
|Xj−Xi|
repre´sente le vecteur unitaire dont la direction est celle de l’arc de Delaunay reliant Xi
a` Xj . Dans la premie`re e´quation les contraintes σ utilise´es dans l’e´quation continue e´quivalente,
sont pre´cise´es ; le terme κ|Xi −Xj | correspond a` la force e´lastique entre Xi et Xj , et la valeur
de l’e´le´ment de tension est donne´e par la fonction τij qui est de´taille´e dans [BMR
+02].
Deux nouveaux parame`tres sont apparus lors de cette discre´tisation ; les coefficients Cijk
inse`rent dans le calcul les proprie´te´s ge´ome´triques des polygones de Vorono¨ı et de la triangulation
de Delaunay (telles que la surface des polygones de Vorono¨ı, la longueur des arcs de Delaunay,
. . .). Leur pre´sence est due au caracte`re non microscopique des e´quations discre`tes, a` l’instar des
e´quations continues.
Polyme´risation et de´polyme´risation
La polyme´risation et la de´polyme´risation du gel ont lieu lors des e´tapes d’adhe´sion et de
re´traction de la membrane. En fait ils correspondent au changement de structure auquel nous
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devons faire face lors de cette mode´lisation. En effet, lors de l’adhe´sion, la membrane se colle
au substrat ; elle compose alors le syste`me qui, rappelons-le, est la partie de la membrane de la
re´gion lamellipodale en contact avec la matrice. Il nous faut alors prendre en compte la croissance
de cette structure en modifiant l’espace repre´sentant le syste`me, espace servant notamment de
support aux calculs des mode`les me´canico-chimiques pre´sente´s ci-dessus. En revanche, lors de la
re´traction, la membrane se de´solidarise de la matrice et sort du domaine traite´ par le mode`le. Le
syste`me que nous conside´rons est hautement dynamique, ce qui rend la re´solution des e´quations
complexe.
Pour prendre en compte ces deux phe´nome`nes, nous allons simplement conside´rer la cre´ation
et la destruction d’Inodes. Deux seuils encadrent les longueurs autorise´es des arcs de Delaunay.
Soient Xi et Xj les deux sommets et lij la longueur de l’arc de Delaunay reliant Xi et Xj . Si
lij > lmax, un sommet est cre´e´ au milieu de l’arc avec un pH e´gal a` la moyenne des pH de Xi
et Xj . Au contraire, si lij < lmin, on supprime l’un des deux nœuds. Bien que ces contraintes
soient applique´es partout, on peut constater dans la simulation que les sommets sont cre´e´s pre`s
des Bnodes, et de´truits pre`s de la frontie`re pe´ri-nucle´aire.
2.3 Implantation en MGS
Le mode`le propose´ dans [BMR+02] se preˆte bien a` une implantation MGS. En effet, le
voisinage e´mergeant de la triangulation de Delaunay fournit les bases pour la de´finition d’une
collection topologique, et la localite´ des e´quations discre`tes correspond parfaitement a` un cadre
de re´e´criture, et par conse´quent a` une implantation par transformation.
Dans cette dernie`re section, nous montrons comment ce mode`le est directement traduit
en MGS. Dans un premier temps, nous nous inte´ressons a` la structure du syste`me, puis a` sa
dynamique.
Structures de donne´es
L’espace suit la structure issue de la triangulation de Delaunay. Pour de´finir une collection
de Delaunay, il est ne´cessaire de fournir une fonction extrayant les coordonne´es du sommet a`
partir de la valeur qui le de´core. Nous commenc¸ons donc par de´crire cette valeur.
Nous utilisons un enregistrement compose´ de 8 champs dont la de´finition est la suivante :
record Node = {
px : float, py : float,
vx : float, vy : float,
H : float, pH : float,
Bflag : bool, NRflag : bool
};
Nous rappelons que cette e´criture de´finit e´galement un pre´dicat Node qui permet de ve´rifier que
son argument est un enregistrement de type Node. Ici, les champs px et py doivent eˆtre des re´els ;
ils repre´sentent la position du nœud. Les champs vx et vy spe´cifient le vecteur vitesse, et H et pH
la concentration en protons et le pH. Les deux derniers champs vont permettre de de´terminer le
type de nœud auquel on a affaire. Il est en effet possible de de´finir trois autres pre´dicats Inode,
Bnode et NRnode de la fac¸on suivante :
record Inode = Node + { Bflag = false, NRflag = false }
and record Bnode = Node + { Bflag = true }
and record NRnode = Node + { NRflag = true } ;;
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Nous pouvons de´sormais spe´cifier la collection de Delaunay que nous souhaitons manipuler :
delaunay(2) D2 = \elt.(
if Node(elt)
then (elt.px, elt.py)
else error("e´le´ment de type incorrect") fi
) ;;
Nous de´finissons ainsi le pre´dicat D2 pour une collection Delaunay de dimension 2 et dont les
e´le´ments sont de type Node. La fonction donne´e lors de cette de´finition permet d’extraire le
couple (elt.px, elt.py), c’est-a`-dire la position d’un e´le´ment de type Node.
A` partir de cette de´finition, MGS est capable de calculer automatiquement le voisinage
re´sultant de la triangulation de Delaunay d’une se´quence d’e´le´ments. La se´quence de code sui-
vante pre´sente un exemple de ge´ne´ration d’e´tat initial :
{ px = -3.374538, py = 3.031106,
vx = 0.000000, vy = 0.000000
Bflag = true, NRflag = true,
H = 0.000001, pH = 6.019161 }, ...
..., { px = -2.132081, py = 8.084903,
vx = 0.000000, vy = 0.000000
Bflag = true, NRflag = false,
H = 0.000001, pH = 6.144690 }, D2:()
Ici, seuls deux nœuds ont e´te´ pre´sente´s ; il s’agit d’enregistrements ve´rifiant la spe´cification
Node donne´e pre´ce´demment. La liste des nœuds se termine par la collection topologique vide
D2:() correspondant a` une triangulation de Delaunay sans nœud. La virgule sert d’ope´rateur
d’insertion.
Lois d’e´volution
Maintenant que nous disposons d’une repre´sentation pour les donne´es, nous devons spe´cifier
les lois d’e´volution a` partir des e´quations discre`tes. L’algorithme principal est le suivant :
1. calcul de l’e´quilibre chimique pour de´terminer le gradient de pH,
2. calcul des forces agissant sur chaque nœud et inte´gration,
3. ajout/suppression de nœuds suivant la longueur des arcs,
4. retour a` l’e´tape 1.
E´quilibre chimique
L’e´quation discre`te de la distribution de pH est un e´quilibre chimique et ne peut donc pas
eˆtre re´solue directement. En effet, rien n’affirme que la re´partition du pH sur les nœuds de la
structure ve´rifie cet e´quilibre. Cependant, nous savons comment e´volue la diffusion et la fuite de
protons ; il est donc possible de calculer, dans un pas de temps plus petit, l’e´volution chimique du
syste`me. L’ite´ration jusqu’a` un point fixe de ce calcul nous permet alors de calculer l’e´quilibre.
Pour cela, nous transformons l’e´quation de distribution de pH en une suite dont nous cher-
chons la limite ; pour chaque nœud Xi, on a(
[H+]i
)
n
=
D
∑
j C
ij
1 ([H
+]j)n−1 − P[H+]ext
D
∑
j C
ij
1 − P
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L’e´quation calcule la valeur de la concentration en protons pour un sommet comme une fonction
de la concentration en protons de ses voisins ; la traduction en MGS est imme´diate :
trans update pH = {
Xi:NRnode => ...;
Xi:Bnode => ...;
Xi => let num = (P/D) * H ext
+ neighborfold(
(fun Xj acc -> C1(Xi,Xj) * Xj.H + acc),
0, Xi)
and den = (P/D)
+ neighborfold(
(fun Xj acc -> C1(Xi,Xj) + acc),
0, Xi)
in Xi + {H = num/den, pH = -log10(num/den) }
} ;;
La transformation update pH est compose´e de 3 re`gles. Les deux premie`res traitent les conditions
aux frontie`res de l’e´quation dont nous ne parlerons pas. La dernie`re calcule un pas d’ite´ration
de la suite de´finie pre´ce´demment. La primitive neighborfold ite`re les voisins de Xi pour en
re´cupe´rer la valeur. L’expression C1(Xi,Xj) correspond au coefficient Cij1 . Enfin, Xi est remplace´
par Xi + { H = num/den, pH = -log10(num/den) } qui de´note la nouvelle valeur de Xi ou` les
champs H et pH sont mis a` jour.
L’ite´ration jusqu’au point fixe est spe´cifie´e au moment de l’application de la transformation
update pH sur une collection c :
update pH[fixpoint](c) ;;
Cette me´thode de re´solution est diffe´rente de celle fournie dans [Bot00] qui consiste a` inverser
un syste`me matriciel. Ici nous nous rapprochons d’une re´solution par relaxation.
Me´canique et inte´gration
L’e´quation de calcul des forces agissant sur chaque nœud est directement traduisible enMGS.
Elle calcule alors la nouvelle vitesse de chaque nœud :
trans update velocities = {
Xi:NRnode => ...;
Xi:Bnode => ...;
Xi => (
let zero = { fx = 0.0, fy = 0.0 } in
let sum = fun Xj acc -> (
let Xij = { x = Xj.px - Xi.px, y = ...} in
let Lij = norm(Xij) and Fij = force(Xij) in
{ fx = acc.fx + Fij * Xij.x / Lij, fy = ...} )
in
let fi = neighborfold(sum, zero, Xi) in
Xi + { vx = fi.fx / mu(Xi), vy = ...}
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)
} ;;
On remarquera l’utilisation de la primitive neighborfold pour calculer la somme des forces.
L’ensemble des coefficients apparaissant dans le calcul des forces de´pend uniquement des valeurs
porte´es par les sommets et de la longueur des arcs, a` l’exception de la longueur au repos des
ressorts. Celle-ci est maintenue dans une structure a` part (c’est-a`-dire inde´pendamment de la col-
lection) puisqu’il est impossible d’associer des valeurs aux arcs dans une collection de Delaunay,
ceux-ci repre´sentant uniquement la relation de voisinage.
L’inte´gration consiste a` de´terminer la nouvelle position de chaque nœud en fonction de la
vitesse qui vient d’eˆtre calcule´e. Nous utilisons le sche´ma de re´solution d’Euler pour simplifier
la pre´sentation de l’exemple :
trans euler integration[dt] = {
Xi => Xi + { px = Xi.px + dt * Xi.vx, py = ...}
} ;;
ou` un parame`tre optionnel dt donne la valeur d’un pas de temps dans la simulation.
Mise a` jour de la structure
La dernie`re e´tape de l’algorithme ajoute des nœuds aux endroits ou` les arcs sont trop grands
et en retire ou` ils sont trop petits. La transformation suivante re´alise cette modification de la
structure :
trans update structure = {
polymerization :
Xi, Xj / (length(Xi,Xj) > lmax) =>
Xi, { pH = (Xi.pH+Xj.pH) / 2,...}, Xj
depolymerization :
Xi:Inode, Xj / (length(Xi,Xj) < lmin) => Xj
} ;;
ou` la fonction length retourne la longueur de l’arc entre deux sommets. Aussitoˆt que ces re`gles
sont applique´es, le voisinage de Delaunay est automatiquement mis a` jour.
Re´sultat
Le mode`le ainsi programme´ a e´te´ compare´ au programmeMatlab e´quivalent fourni avec [Bot00].
Au total, 750 lignes de codes auront suffi pour coder le mode`le (dont 350 de´die´es aux transfor-
mations pre´sente´es plus haut). Elles prennent en compte l’ensemble des fonctions ne´cessaires a`
la simulation, depuis l’initialisation des donne´es jusqu’a` la gestion de la sortie dans un format
convenant a` notre e´diteur graphique Imoview. L’e´tat initial et la valeur des parame`tres respectent
ceux de [Bot00] afin de respecter le mode`le initial.
Notre sentiment est que le code de´veloppe´ en MGS est plus concis et plus lisible que celui de
l’implantation Matlab e´quivalente. De plus, le caracte`re de´claratif du langage et les techniques
de re´e´criture qu’il fournit, nous permettent d’e´crire un code proche des e´quations mathe´matiques
re´gissant les me´canismes chimiques et me´caniques en jeu dans le mode`le ; on remarquera d’ailleurs
qu’il n’a suffi de programmer qu’une seule transformation pour chaque e´quation, et que les
diffe´rents mode`les ont e´te´ combine´s par simple composition de ces transformations.
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En ce qui concerne l’efficacite´, 6 minutes sur PC sous linux posse´dant un processeur Intel
Xeon 1.2Ghz sont suffisantes pour ge´ne´rer une simulation de 800 pas de temps (conside´rant
qu’a` chaque pas, un point fixe doit eˆtre calcule´ pour atteindre l’e´quilibre chimique), ce qui est
comparable aux informations fournies dans [BMR+02], et ce malgre´ le fait que l’interpre`te utilise´
ne soit qu’une version prototype du langage ; il ne pre´sente en effet aucune optimisation ad-hoc
en ce qui concerne le filtrage ou les me´canismes de re´e´criture des collections Delaunay.
La figure 3 montre les images ge´ne´re´es par cette simulation ou` l’on peut constater que la
forme du spermatozo¨ıde est conserve´e malgre´ un maillage qui a fortement e´volue´. Deux films
correspondants sont disponibles en ligne3.
Fig. 3 – Images ge´ne´re´es lors de la simulation du mode`le par l’interpre`te MGS correspondant :
a` gauche l’e´tat initial, et a` droite l’e´tat final apre`s 800 ite´rations.
Avec cet exemple, nous souhaitons mettre en avant que l’utilisation d’un paradigme de calcul
fonde´ sur les interactions locales (par l’utilisation de la re´e´criture) produit bien e´videmment les
meˆmes re´sultats, en terme de simulation, qu’une mode´lisation globale (s’appuyant pour notre
exemple sur du calcul matriciel). L’expressivite´ se voit alors ame´liore´e conside´rablement pour
se rapprocher du mode`le mathe´matique initial. D’autre part, la notion de re´e´criture a dans cet
exemple parfaitement joue´ son roˆle, nous ramenant naturellement vers deux proprie´te´s essen-
tielles des syste`mes dynamiques a` structure dynamique :
• elle a permis dans un premier temps de ne spe´cifier que les interactions locales par le biais
des motifs de filtre et par un acce`s facile au voisinage des e´le´ments (graˆce notamment a` la
primitive neighborfold) ;
• la dynamique de la structure a e´te´ parfaitement retranscrite, chaque nœud e´voluant in-
de´pendamment tout en respectant les contraintes impose´es par son voisinage, et le calcul
du voisinage e´tant fourni « gratuitement » graˆce a` la collection topologique de Delaunay.
La triangulation est faite de fac¸on implicite (ce qui n’est pas le cas pour l’implantation
MatLab) alors que son importance e´tait primordiale dans le mode`le (par exemple pour le
calcul du gradient de pH).
3http://mgs.lami.univ-evry.fr/ImageGallery/EXEMPLES/Spermcrawling/, fichiers ascaris.avi et
ascaris2.avi
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3 MGS et la physique discre`te
L’un des prolongements naturels de la mode´lisation du solide consiste a` la ge´ne´raliser pour
mode´liser des proprie´te´s spatialement et temporellement distribue´es sur des solides.
E. Tonti a e´te´ un pre´curseur dans ce domaine. Il a analyse´ la structure ge´ome´trique, alge´brique
et analytique partage´e par diffe´rents mode`les physiques afin de conside´rer les analogies qui
existent entre eux. Cette e´tude a mis en e´vidence l’association des quantite´s physiques a` des
e´le´ments ge´ome´triques de l’espace (points, lignes, surfaces et volumes) et du temps (instants et
intervalles). Il e´labora a` partir de ce constat une classification des quantite´s et des e´quations
dans chaque domaine de la physique [Ton74].
L’association des quantite´s physiques a` des e´le´ments d’espace-temps permet une formulation
discre`te des mode`les physiques classiques. Cette formulation passe par les concepts de´veloppe´s en
topologie alge´brique [Sha01] : incidences, chaˆınes, cochaˆınes, bord, cobord, etc. Cette spe´cification
directement discre`te permet notamment d’e´viter de passer par le sche´ma classique ou` une for-
mulation a` partir d’e´quations diffe´rentielles est discre´tise´e afin d’eˆtre re´solue nume´riquement.
On pense en particulier aux me´thodes des diffe´rences finies ou des e´le´ments finis. E. Tonti a
de´veloppe´ une me´thode nume´rique pour la re´solution d’e´quations de champ reposant sur la for-
mulation discre`te des lois du champ, sans passer par une spe´cification diffe´rentielle. Il montre en
particulier que sa me´thode co¨ıncide avec, ou ame´liore (suivant le type d’interpolation utilise´),
celle des e´le´ments finis [Ton01].
Ce type de me´thode a e´te´ e´tendue pour mettre en place un ve´ritable calcul diffe´rentiel discret
dont nous avons de´ja` discute´ au de´but du chapitre 6. La principale motivation est de retrouver
l’expression de proprie´te´s donne´es par le calcul diffe´rentiel standard, comme le the´ore`me de
Stokes, mais dans une version discre`te. Nous notons en cela le conside´rable apport de [Hir03]
qui a pose´ les fondements du calcul exte´rieur discret ou` l’on trouve l’expression des e´quivalents
discrets d’une grande partie des ope´rateurs du calcul exte´rieur standard, dans un cadre ge´ne´ral.
Ces travaux sont e´galement de´veloppe´s dans [Leo04]. Une bonne introduction a` ces travaux est
donne´e dans [DKT06].
Du point de vue langage dans lequel nous nous plac¸ons, nous nous sommes inte´resse´s aux
formalismes issus de ces conside´rations et qui permettent l’expression de mode`les physiques. En
particulier, le langage de programmation CHAINS de´veloppe´ par R. Palmer et V. Shapiro [PS93,
Pal94] met en œuvre ces concepts ; on y trouve une structure de donne´es fonde´e sur le concept
de chaˆıne topologique avec la prise en charge d’une orientation relative entre les cellules, ainsi
qu’une multitude d’ope´rateurs pour construire les chaˆınes et manipuler les valeurs associe´es aux
cellules topologiques (de´placement de valeurs vers des cellules incidentes, avec ou sans prise en
compte de l’orientation, etc.). On trouve dans [ES04] une extension de ce langage sous la forme
d’une API ou` la principale nouveaute´ permet de construire des chaˆınes de chaˆınes.
Dans [ES04], les auteurs de´veloppent plusieurs exemples d’utilisation de l’API pour la si-
mulation et l’implantation d’ope´rations topologiques. Nous nous sommes inspire´s d’un de leurs
exemples, la simulation de diffusion de particules dans un fluide, pour montrer que MGS dispose
de me´canismes e´quivalents. Pour cela, nous avons traduit litte´ralement leurs programmes en
〈n, p〉-transformations. La figure 4 montre l’e´volution de la densite´ de particules sur une surface
triangule´e. Ils proposent e´galement la programmation de l’algorithme de subdivision fonde´ sur
le masque de Cattmul-Clark (voir chapitre 8), mais son expression ne semble pas eˆtre simple,
contrairement a` notre proposition.
Les conside´rations pre´ce´dentes et cette expe´rience de traduction de l’API de [ES04], meˆme
si elle est limite´e, nous font penser que MGS dispose de toutes les notions ne´cessaires au
de´veloppement des approches de type physique discre`te dans le domaine de la simulation. La
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Fig. 4 – E´volution de la densite´ de particules sur une surface non-homoge`ne. La densite´ est
figure´e de la fac¸on suivante : en gris fonce´ une tre`s forte densite´ de particules, en noir l’absence
de particule et en gris clair la densite´ a` l’e´tat d’e´quilibre. Les images montrent l’e´volution au
cours du temps de gauche (ou` les particules sont concentre´es a` gauche de la surface) a` droite
(ou` l’e´tat d’e´quilibre est atteint).
notion de transformation englobe en effet une tre`s grande varie´te´ d’ope´rateurs, aussi bien dans
les ope´rations de modifications topologiques (voir chapitre 8) que dans les ope´rations de mani-
pulation de champs physiques (comme nous l’avons constate´ ci-dessus et dans le chapitre 6).
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En pre´ambule a` ce chapitre, nous souhaitons pre´ciser que les travaux de´crits dans ce chapitre
ont e´te´ initie´s durant ma visite au Professeur Przemyslaw Prusinkiewicz a` l’Universite´ de Calgary
(Canada) en Avril 2006. Ces travaux ont donne´ lieu a` la publication [SMC+06] dont nous nous
sommes tre`s largement inspire´s pour ce chapitre.
Dans ce chapitre, nous nous inte´ressons a` une strate´gie d’application des re`gles spe´cialise´e
issue de l’algorithme de simulation exacte de re´action chimique propose´ par D.T. Gillespie [Gil77].
Son utilisation est illustre´e a` travers deux exemples de mode´lisation biologique.
D.T. Gillespie a de´veloppe´ une me´thode stochastique [Gil77] pour la simulation de syste`mes
chimiques homoge`nes. Cette me´thode et ses diffe´rentes e´volutions [Gil00, GB00, Gil01] ont
re´cemment trouve´ nombre d’applications dans le domaine de la simulation de syste`mes bio-
logiques. La force de la simulation stochastique est qu’elle permet de manipuler des syste`mes
chimiques ou` le nombre de mole´cules est faible, ne pouvant donc pas eˆtre bien caracte´rise´s par
une approche classique fonde´e sur les e´quations cine´tiques des re´actions chimiques et des concen-
trations des re´actants. En effet, cette dernie`re se re´ve`le trop faible et perd tout son sens pour
un nombre de mole´cules peu e´leve´.
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Ce chapitre s’inte´resse a` l’utilisation de cet algorithme pour parame´trer l’application des
re`gles d’un syste`me de re´e´criture MGS. La me´taphore chimique ou biochimique est a` l’origine de
nombreux formalismes. Ces formalismes sont souvent fonde´s sur la re´e´criture de multi-ensemble :
les re`gles correspondent aux diffe´rents types de re´actions, les e´le´ments des multi-ensembles
aux mole´cules pouvant interagir, et la structure de multi-ensemble repre´sente une solution chi-
mique homoge`ne ou` toutes les mole´cules d’une espe`ce ont la meˆme probabilite´ de rencontrer
les autres mole´cules. Ces formalismes sont, pour ne nommer qu’eux, la CHAM1 [BB90], le lan-
gage Gamma [BL86, BL90, BFL01], et le calcul par membrane provenant d’une extension de
la re´e´criture de multi-ensemble a` la re´e´criture de multi-ensembles imbrique´s [Pa˘u01, Car04]. Ils
proposent pour la plupart de de´river2 un multi-ensemble en appliquant de fac¸on maximale pa-
ralle`le les re`gles de re´e´criture. Cependant, une telle application des re`gles rend difficile la prise en
compte des cine´tiques chimiques lorsque les formalismes sont utilise´s pour simuler une e´quation
chimique re´elle. L’algorithme de D.T. Gillespie proposant une telle forme d’application, nous
avons « de´tourne´ » son utilisation de la simulation de syste`mes chimiques vers la de´rivation des
syste`mes de re´e´criture.
Nous proposons l’utilisation de cette strate´gie en MGS pour deux raisons. Tout d’abord, par
son point de vue ge´ne´rique des structures de donne´es, MGS permet la manipulation de multi-
ensembles en tant que collections topologiques illustrant donc l’utilisation de l’algorithme de
D.T. Gillespie dans ce cadre. La seconde raison concerne l’application de cette strate´gie sur des
structures de donne´es non-re´duites a` un multi-ensemble. En effet, l’un des enjeux actuels de la
simulation de syste`mes chimiques vise a` e´tendre l’algorithme de D.T. Gillespie a` la mode´lisation
de solutions non-homoge`nes [TAT05, LDVS05, Cie06] (ou` les concentrations en espe`ces chimiques
diffe`rent d’un point a` l’autre de l’espace, l’espace lui-meˆme e´voluant), celui-ci rendant compte
des lois de probabilite´ pour des simulations stochastiques exactes de re´actions dans un milieu
homoge`ne. Nous proposons notamment dans ce chapitre une extension de l’algorithme de D.T.
Gillespie a` une structure de multi-ensembles imbrique´s (re´e´criture proche du calcul par mem-
brane) permettant d’isoler un sous-ensemble d’individus e´voluant inde´pendamment du reste du
syste`me.
Nous commenc¸ons par pre´senter l’algorithme de D.T. Gillespie et l’utilisation que nous en
faisons en MGS pour implanter une nouvelle strate´gie d’application de re`gles pour les trans-
formations. Nous pre´sentons notamment notre extension de l’algorithme a` des multi-ensembles
imbrique´s. Pour illustrer ces propos, nous de´veloppons deux exemples, le premier concerne la
simulation du switch ge´ne´tique du phage λ, une utilisation directe de l’algorithme de D.T. Gilles-
pie, et le second, la simulation d’un mode`le d’infection virale ou` des multi-ensembles imbrique´s
sont mis en jeu.
1 L’algorithme de D.T. Gillespie
1.1 Re´actions chimiques de simulation stochastique
D’un point de vue informatique, la me´thode de D.T. Gillespie repose sur une simulation a`
e´ve`nements discrets [Kre86] des re´actions entre des mole´cules individuelles. Une re´action Rµ,
par exemple A+B → C, peut se produire quand les mole´cules re´actantes (A et B) se heurtent
avec suffisamment d’e´nergie pour cre´er le produit (mole´cule C). La probabilite´ P (µ, dτ) qu’une
re´action Rµ se produise durant un intervalle de temps infinite´simal dτ est proportionnelle a`
1pour CHemical Abstract Machine.
2Une de´rivation correspond a` une e´tape de re´duction d’un syste`me de re´e´criture.
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• la constante stochastique cµ de la re´action, dont la valeur de´pend de la nature de la re´action
et de la tempe´rature,
• le nombre hµ de combinaisons mole´culaires distinctes du syste`me pouvant eˆtre a` l’origine
de la re´action Rµ (si [X] de´note le nombre total de mole´cules d’espe`ce X, le nombre de
combinaisons mole´culaires hµ de notre exemple vaut [A][B]),
• la longueur de l’intervalle de temps dτ ,
de telle sorte que :
P (µ, dτ) = hµcµdτ = aµdτ, (1)
ou` le produit aµ = hµcµ est appele´e la propension de la re´action Rµ.
Soit X(t) l’e´tat du syste`me conside´re´ a` l’instant t. Cet e´tat est caracte´rise´ par le nombre de
mole´cules de chaque espe`ce Xi pour i = 1, 2, . . . , N . D.T. Gillespie a montre´ dans [Gil77] que
la probabilite´ p˜(τ, µ)dτ avec laquelle la prochaine re´action aura lieu dans l’intervalle de temps
infinite´simal [t+ τ, t+ τ + dτ ], est donne´e par :
p˜(τ, µ)dτ = aµe
−aµτdτ, (2)
L’e´quation 2 diffe`re de l’e´quation 1 par le terme e−aµτ , fournissant la probabilite´ qu’aucune
re´action Rµ ne se produise avant, c’est-a`-dire durant l’intervalle de temps [t, t+ τ ]. Si le nombre
de re´actions chimiques diffe´rentes mises en jeu par le syste`me est note´ M , la probabilite´ que la
prochaine re´action produite soit Rµ et qu’elle ait lieu pendant l’intervalle de temps [t + τ, t +
τ + dτ ], est donne´e par :
p(τ, µ)dτ = aµe
−a0τdτ, (3)
ou` a0 = Σ
M
ν=1aν calcule la propension combine´e de l’ensemble des M re´actions [Gil77]. En som-
mant les probabilite´s exprime´es par l’e´quation 3 pour lesM types de re´action, nous obtenons la
probabilite´ p1(τ)dτ que la premie`re re´action d’un type arbitraire se produise pendant l’intervalle
de temps [t+ τ, t+ τ + dτ ] :
p1(τ)dτ =
M∑
µ=1
p(τ, µ)dτ =
M∑
µ=1
aµe
−a0τdτ = a0e
−a0τdτ. (4)
L’e´volution de l’e´tat du syste`me au cours du temps est simule´e en ite´rant les deux e´tapes
suivantes :
• connaissant l’e´tat du syste`me X(t), on de´termine le type µ de la prochaine re´action et le
temps d’inter-re´action τ a` attendre avant que cette re´action ait lieu,
• on modiﬁe l’e´tat du syste`me X(t) en prenant en conside´ration le nombre de re´actants
de´truits et le nombre de mole´cules produites par la re´action Rµ,
• on fait progresser le temps de simulation t de τ .
D.T. Gillespie propose deux me´thodes pour de´terminer le type de re´action µ et le temps d’inter-
re´action τ en accord avec les distributions de probabilite´ donne´es par l’e´quation 3 :
me´thode directe : le temps d’inter-re´action est donne´ par l’e´quation 4, conside´rant tous les
types de re´action en meˆme temps. Une re´action particulie`re est alors choisie selon leurs
propensions.
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me´thode de la premie`re re´action : le temps d’inter-re´action de chaque e´quation µ est choisi
a` l’aide de l’e´quation 2. La re´action pre´sentant le temps d’inter-re´action la plus faible est
applique´e pour mettre a` jour le syste`me.
La me´thode directe est fonde´e sur la probabilite´ conditionnelle [Gil77, page 418]
p(τ, µ)dτ = p1(τ)dτ · P2(µ|τ), (5)
ou` p1(τ)dτ est la probabilite´ que la prochaine re´action se produise durant l’intervalle de temps
(t+ τ, t+ τ + dτ) (voir e´quation 4), et P2(µ|τ) est la probabilite´ que la prochaine re´action soit
Rµ, sachant que la date de la re´action est t + τ . La probabilite´ conditionnelle est obtenue en
divisant l’e´quation 3 par l’e´quation 4 :
P2(µ|τ) = p(τ, µ)/p1(τ) = aµ/a0. (6)
Le temps d’inter-re´action τ et la re´action Rµ sont choisis en accord avec les probabilite´s donne´es
par les e´quations 4 et 6 en utilisant la me´thode d’inversion [Ros89, page 564]. Concre`tement, le
temps d’inter-re´action est donne´ a` partir de deux nombres r1 et r2 de [0, 1] produits inde´pen-
damment par un ge´ne´rateur de nombres ale´atoires :
τ =
1
a0
ln
1
r1
, (7)
et le type de re´action µ est de´termine´ en re´solvant l’e´quation
µ−1∑
ν=1
aν < r2a0 ≤
µ∑
ν=1
aν . (8)
Dans la me´thode de la premie`re re´action, le temps τν de premie`re re´action du type de re´action
ν est choisi inde´pendamment des autres re´actions pour chaque ν = 1, 2, . . . ,M avec la me´thode
d’inversion applique´e a` l’e´quation 2. Pour cela, M nombres rν sont ge´ne´re´s ale´atoirement et
inde´pendamment dans [0, 1], et les temps τν sont calcule´s a` partir de l’e´quation 9, similaire a`
l’e´quation 7 :
τν =
1
aν
ln
1
rν
pour ν = (1, 2, . . . ,M). (9)
La plus petite valeur τν est choisie comme temps d’inter-re´action, et l’e´tat du syste`me est mis a`
jour en appliquant la re´action Rν .
1.2 Gillespie en MGS
L’algorithme de D.T. Gillespie permet la simulation de re´actions dans des solutions chimiques
homoge`nes. Si une telle solution est repre´sente´e par un multi-ensemble d’objets e´le´mentaires
repre´sentant les mole´cules [BL86, DZB01], les re´actions chimiques peuvent eˆtre exprime´es par
des re`gles de re´e´criture. L’algorithme de D.T. Gillespie conduit donc au de´veloppement d’une
nouvelle strate´gie d’application de ces re`gles : une et une seule re`gle est applique´e par de´rivation
(ou par pas de simulation) en accord avec les lois de probabilite´ pre´ce´demment de´crites.
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Algorithme de D.T. Gillespie en MGS. Les re`gles de re´e´criture sont parame´tre´es de la
fac¸on suivante :
1. ={C=cµ}=> pour spe´ciﬁer explicitement la constante stochastique cµ de la re`gle ;
2. ={A=\self.f(self)}=> pour fournir directement la propension de la re`gle.
Dans le second cas, f(self) est une fonction s’appliquant sur la collection passe´e en argument
a` la transformation. Par exemple, sur la re`gle suivante
‘X, ‘Y ={A=\self.count(self,‘X)*count(self,‘Y)}=> ‘Z
la propension de la re`gle est calcule´e par l’e´valuation de la fonction fournie en parame`tre de la
re`gle qui retourne le nombre de symboles ‘X multiplie´ par le nombre de symboles ‘Y contenus
dans la collection argument self.
La strate´gie stochastique fonde´e sur l’algorithme de D.T. Gillespie est utilise´e par
T[strategy = ‘gillespie](c)
pour appliquer une transformation T sur une collection c. Cette application suppose que chaque
re`gle pre´sente une fonction de propension ou une constante stochastique, et e´choue dans le cas
contraire. Une variable globale pre´de´finie tau contient le temps d’inter-re´action et peut eˆtre
utilise´e dans la de´finition du pre´lude, du postlude et de l’interlude. La strate´gie implante la
me´thode de la premie`re re´action.
1.3 Gillespie dans l’espace
Hormis les collections de type ensemble ou multi-ensemble, les collections topologiques violent
la condition d’homoge´ne´ite´ requise dans le contexte de´fini par D.T. Gillespie. Bien que la strate´gie
puisse eˆtre utilise´e sur n’importe quel type de collection, laissant au programmeur le soin de
donner un sens a` cette application, nous pre´sentons une extension de l’utilisation de l’algorithme
de D.T. Gillespie dans le cadre de multi-ensembles imbrique´s :
• les re´actions ayant lieu dans les compartiments (nom donne´ aux sous-ensembles imbrique´s)
sont simule´es en conside´rant chaque compartiment individuellement (nous supposons que
que les mole´cules sont re´parties de fac¸on homoge`ne dans chaque compartiment),
• des re`gles de re´e´criture impliquant des transports de mole´cules, des cre´ations et des disso-
lutions de compartiments, pre´sentent leurs propres propensions et sont traite´es comme des
re´actions impliquant des compartiments conside´re´s alors comme des individus atomiques.
Deux compartiments peuvent ainsi re´agir ensemble (pour fusionner par exemple).
Nous de´finissons un pas de de´rivation d’un tel syste`me par analogie avec les me´thodes directe
et de premie`re re´action. Dans la me´thode directe, une re´action d’un certain type, mais associe´e
a` diffe´rents compartiments, est applique´e inde´pendamment dans chaque compartiment avec la
propension correspondant a` ce compartiment. Formellement, la re`gle est renomme´e pour chaque
compartiment pour cre´er autant de nouveaux types de re´action et se retrouver dans le cadre
ge´ne´ral de l’algorithme de D.T. Gillespie.
Dans la me´thode de premie`re re´action, l’algorithme de D.T. Gillespie est applique´ dans
chaque compartimentm se´pare´ment, se´lectionnant alors une re´action Rm et un temps de re´action
τm pour chaque compartiment. Le compartiment avec le temps de re´action le plus faible est le
seul a` e´voluer. L’algorithme ci-dessous de´crit cette me´thode.
Soit split une fonction divisant un multi-ensemble m en deux parties : les mole´cules conte-
nues dans le multi-ensemble d’une part, et les compartiments d’autre part. Soit Rm, l’ensemble
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des re`gles applicables sur le multi-ensemble m, et 〈τ ; p〉 = SSA(m) le re´sultat de l’application
d’une de ces re`gles en accord avec l’algorithme original de D.T. Gillespie. Dans le couple 〈τ ; p〉,
τ est le temps d’inter-re´action relatif a` l’e´volution de m en p. L’algorithme est le suivant :
function nestedSSA (m : nested multiset)
〈m′;m′′〉 := split(m)
〈τ0;n0〉 := SSA(m
′)
let N = size(m′′)
for i = 1 to N do
〈τi;ni〉 := nestedSSA(m
′′
i )
let j such that τj = min(0≤i≤N) τi
if j = 0 then return 〈τ0; (n0,m
′′)〉
else return 〈τj ; m
′::m′′1:: . . . ::m
′′
j−1::nj::m
′′
j+1:: . . . ::m
′′
N 〉
2 Switch ge´ne´tique du phage λ
La simulation stochastique de syste`mes biochimiques est inte´ressante quand le nombre de
mole´cules et/ou l’intervalle de temps sont faibles. Nous de´crivons dans cette section l’usage de
MGS pour la description et la simulation d’un processus biologique tre`s connu, la re´gulation du
phage λ.
2.1 Contexte biologique
Le bacte´riophage λ [Pta92] est un virus qui infecte les cellules de la bacte´rie Escherichia
coli3. Ce phage dispose de deux voies de de´veloppement :
1. re´plication et lyse (dissolution et destruction) de la cellule hoˆte, libe´rant ainsi environ 100
virions,
2. inte´gration de son ADN dans l’ADN de la bacte´rie, et entre´e en phase de lysoge´nie.
En phase lysoge´nique, le virus va se dupliquer de fac¸on silencieuse a` chaque fois que la bacte´rie
se divise. De plus, une bacte´rie en phase de lysoge´nie dispose d’une immunite´ face a` de futures
infections du phage, prote´geant la bacte´rie d’une destruction possible due a` une nouvelle infection
lytique. Sous certaines conditions (exposition aux U.V. par exemple) une lyse peut eˆtre induite a`
partir de la voie lysoge´nique : l’ADN viral s’extrait de l’ADN bacte´rien et entame une re´plication
normale et une lyse.
En re´sume´, le virus qui infecte la bacte´rie a deux devenirs possibles : la lyse ou la lysoge´nie.
Suivant le milieu, l’une ou l’autre de ces voies est privile´gie´e, la de´cision e´tant sous le controˆle
d’une petite re´gion du ge´nome du phage (une centaine de paires de bases, comparativement aux
48502 paires de bases de l’ADN), de deux ge`nes (cI et cro) et deux promoteurs4. On appelle
cette re´gion de re´gulation le switch ge´ne´tique.
Cette re´gion de l’ADN (voir figure 1) du phage λ est compose´e de deux ge`nes cI et cro codant
respectivement pour les prote´ines CI et CRO. Lors de la transcription, l’ARN polyme´rase5 se fixe
sur les promoteurs de ces ge`nes (respectivement Prm et Pr) pour synthe´tiser l’ARNm ensuite
traduit en prote´ines monome`res CI et CRO. Ces monome`res se dime´risent en CI2 et CRO2. Ces
3Cet organisme unicellulaire, de´couvert par T. Escherich en 1885, est un hoˆte normal de la flore intestine chez
l’homme et dont certaines souches sont toxiques.
4Un promoteur est une se´quence d’ADN pre´ce´dant un ge`ne sur laquelle l’ARN polyme´rase se fixe pour com-
mencer la transcription du ge`ne en ARNm.
5L’ARN polyme´rase est l’enzyme responsable de la transcription.
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Fig. 1 – Description de la re´gion du switch ge´ne´tique (provenant de [Mes06b]) : l’ADN pre´sente
deux ge`nes, cI et cro, codant respectivement pour les prote´ines CI et CRO. Celles-ci sont capables
de dime´riser puis de se fixer sur les ope´rateurs OR1, OR2 et OR3 : OR1 chevauche Pr, OR3
chevauche Prm et OR2 chevauche a` la fois Prm et Pr. La fixation de l’ARN-polyme´rase sur ces
promoteurs (entraˆınant la transcription des deux ge`nes) est active´e ou inhibe´e par les dime`res,
et est donc re´gule´e.
derniers peuvent se fixer sur les ope´rateurs6 OR1, OR2 et OR3 chevauchant les promoteurs (voir
figure 1). L’absence ou la pre´sence de dime`res lie´s aux promoteurs, ge`ne ou facilite suivant le cas
la fixation de l’ARN polyme´rase, ayant pour conse´quence la re´gulation de l’expression de cI et
cro. La liaison des dime`res aux promoteurs re´pond a` certaines re`gles d’affinite´ :
• CI2 se lie de pre´fe´rence a` OR1, puis OR2 et enfin OR3 ;
• CRO2 se lie de pre´fe´rence a` OR3, puis OR2 et enfin OR1 ;
• si CI2 est lie´ a` OR1, il facilite la liaison d’un autre dime`re CI2 a` OR2 et par conse´quent
la fixation de l’ARN polyme´rase sur le promoteur Prm. Cette proprie´te´ n’est pas ve´rifie´e
par CRO2 ;
• l’ARN polyme´rase peut se fixer sur Pr mais CI2 doit eˆtre lie´ a` OR2 pour qu’elle puisse se
fixer a` Prm.
Combine´es, ces re`gles cre´ent un comportement complexe entraˆınant la re´gulation ge´ne´tique ; pour
simplifier, chacune des deux prote´ines CI et CRO va inhiber la synthe`se de l’autre et augmenter
sa propre synthe`se (elles s’auto-inhibent tout de meˆme lorsqu’elles sont trop exprime´es). Selon
les conditions de culture, une des deux prote´ines va prendre le dessus sur l’autre (en terme
de concentration) et on entrera alors en phase lytique (CRO l’emporte) ou lysoge´nique (CI
l’emporte).
2.2 Les e´quations biochimiques
La figure 2 pre´sente le mode`le utilise´ pour notre implantation. Il respecte exactement les
quatre re`gles de comportement des dime`res CI2 et CRO2 pre´sente´es ci-dessus. Il est tout de
meˆme simplifie´ dans le sens ou` l’ensemble des liaisons dime`res-ope´rateurs n’est pas conside´re´.
En fait, le sous-ensemble auquel nous nous sommes restreints correspond aux liaisons les plus
probables. Une liaison CI2 sur OR2, avec OR1 libre, aurait pu eˆtre envisage´e ; cette conformation
reste rare [Mes06b]. Nous conside´rons e´galement que cI est exprime´ quand OR2 est occupe´ par
CI2 et OR3 est libre. Le ge`ne cro est exprime´ quand OR1 et OR2 sont libres.
L’ensemble des interactions (dime´risation, fixation des prote´ines sur l’ADN et expression des
ge`nes) sont vues comme des e´quations biochimiques :
CI −→C0 . (10)
6Les ope´rateurs sont des petites re´gions de l’ADN reconnues par des complexes mole´culaires spe´cifiques indui-
sant une re´gulation transcriptionnelle.
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Fig. 2 – Re´seau de re´gulation du switch ge´ne´tique du phage λ : en ce fixant sur les ope´rateurs, CI2
et CRO2 re´gulent l’expression des ge`nes cI et cro. Les monome`res CI et CRO sont respectivement
repre´sente´s par des cercles et des losanges. Les dime`res sont construits a` partir des monome`res.
Le sche´ma respecte la description de l’ADN donne´e figure 1.
2CI ←→C12 C21 CI2 (11)
D + CI2 ←→C1 C−1 D1 (12)
D1 +CI2 ←→C2 C−2 D2 (13)
D2 +CI2 ←→C3 C−3 D3 (14)
D2 + P −→Ct D2 + P+ CI (15)
CRO −→C′0 . (16)
2CRO ←→C′12 C′21 CRO2 (17)
D + CRO2 ←→C′3 C′−3 D
′
3 (18)
D′3 +CRO2 ←→C′2 C′−2 D
′
2 (19)
D′2 +CRO2 ←→C′1 C′−1 D
′
1 (20)
D + P −→C′t D2 + P+ CRO (21)
D′3 + P −→C′t D2 + P+ CRO (22)
Les e´quations 10 et 16 de´crivent la de´gradation naturelle des monome`res CI et CRO. Les
re´actions 11 et 17 correspondent a` la dime´risation de CI et CRO en CI2 et CRO2. Les e´quations 12–
14 et 18–20 expriment les liaisons des dime`res sur les ope´rateurs ; les diffe´rents e´tats de l’ADN
sont repre´sente´s : la constante D correspond a` l’ADN sans liaison, D1, D2 et D3 a` l’ADN avec
1, 2 ou 3 dime`res CI2 fixe´s, et D
′
3, D
′
2 et D
′
1 a` l’ADN avec 1, 2 ou 3 dime`res CRO2 fixe´s (voir
figure 2). Finalement, l’expression des ge`nes est donne´e par les re´actions 15, 21 et 22, ou` P est
l’ARN polyme´rase. Chaque re´action est parame´tre´e par une constante stochastique, Ci pour les
re´actions concernant CI et C ′i pour CRO.
Du point de vue biochimique ou` nous nous plac¸ons, la bacte´rie est vue comme une solution
chimique homoge`ne ou` les re´actions de´crites ci-dessus se produisent.
2.3 Implantation en MGS
La traduction en programme MGS est imme´diate. Chaque e´quation est traduite en une re`gle
de re´e´criture (ou deux s’il s’agit d’une re´action re´versible) et la valeur des constantes C correspon-
dant aux valeurs des coefficients Ci et C
′
i est de´termine´e par des expe´riences biologiques [KN05].
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Ce jeu de constantes est donne´ par :
k0 = k
′
0 = 0.005
k12 = k
′
12 = 0.01
k21 = k
′
21 = 0.25
k1 = k2 = k3 = k
′
1 = k
′
2 = k
′
3 = 9.768
k−1 = k−2 = 15.0
k−3 = 2022.38
k′−1 = k
′
−2 = 245.371
k′−3 = 29.77
kt = k
′
t = 0.5
Le programme 6 est la traduction des re´actions biochimiques en MGS, ou` les diffe´rents complexes
mole´culaires mis en jeu sont repre´sente´s de fac¸on abstraite par des symboles. La bacte´rie, vue
trans Phage = {
//
// Re`gles pour CI
//
‘CI ={ C = 0.005 }=> <undef> ;
#2 ‘CI ={ C = 0.01 }=> ‘CI2 ;
‘CI2 ={ C = 0.25 }=> #2 ‘CI ;
‘D0, ‘CI2 ={ C = 9.768 }=> ‘D1 ;
‘D1 ={ C = 15.0 }=> ‘D0, ‘CI2 ;
‘D1, ‘CI2 ={ C = 9.768 }=> ‘D2 ;
‘D2 ={ C = 15.0 }=> ‘D1, ‘CI2 ;
‘D2, ‘CI2 ={ C = 9.768 }=> ‘D3 ;
‘D3 ={ C = 2022.38 }=> ‘D2, ‘CI2 ;
‘D2, ‘P ={ C = 0.5 }=> ‘D2, ‘P, ‘CI ;
//
// Re`gles pour CRO
//
‘CRO ={ C = 0.005 }=> <undef> ;
#2 ‘CRO ={ C = 0.01 }=> ‘CRO2 ;
‘CRO2 ={ C = 0.25 }=> #2 ‘CRO ;
‘D0, ‘CRO2 ={ C = 9.768 }=> ‘D’3 ;
‘D’3 ={ C = 29.77 }=> ‘D0, ‘CRO2 ;
‘D’3, ‘CRO2 ={ C = 9.768 }=> ‘D’2 ;
‘D’2 ={ C = 245.371 }=> ‘D’3, ‘CRO2 ;
‘D’2, ‘CRO2 ={ C = 9.768 }=> ‘D’1 ;
‘D’1 ={ C = 245.371 }=> ‘D’2, ‘CRO2 ;
‘D0, ‘P ={ C = 0.5 }=> ‘D0, ‘P, ‘CRO ;
‘D’3, ‘P ={ C = 0.5 }=> ‘D’3, ‘P, ‘CRO ;
};;
Prog. 6: Mode`le du switch du phage λ en MGS.
comme une solution chimique ou` les mole´cules uniforme´ment re´parties sont anime´es par un
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mouvement brownien, est repre´sente´e par un multi-ensemble MGS. A` l’e´tat initial, une mole´cule
d’ADN est place´e dans ce multi-ensemble, ainsi que quelques mole´cules d’ARN polyme´rase.
Comme dans la re´alite´ biologique, la probabilite´ que CI l’emporte sur CRO est faible ; pour que
la simulation tourne a` l’avantage de CI de fac¸on significative, nous rajoutons quelques prote´ines
CI a` l’e´tat initial :
Bact := ‘D :: #10 ‘P :: #15 ‘CI :: bag:() ;;
La figure 3 montre le re´sultat de huit applications de la transformation Phage avec la strate´gie
‘gillespie propose´e par l’interpre`te ; ces graphiques ont e´te´ ge´ne´re´s par GNUPLOT (les ins-
tructions ne´cessaires pour cette sortie ne sont pas reproduites ici). Les trois premie`res figures
montrent le syste`me dans un e´tat qui n’a pas encore e´volue´ vers une phase de lyse ou de ly-
soge´nie ; les trois figures suivantes montrent le syste`me ayant effectue´ le switch pour la lyse (seuls
CRO et CRO2 persistent) ; enfin, les deux dernie`res figures montrent le syste`me ayant e´volue´
vers la voie lysoge´nique (seuls CI et CI2 sont pre´sents).
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Fig. 3 – Re´sultats de la simulation sous GNUPLOT du switch du phage λ. Les 3 premie`res figures
montrent un e´tat de la bacte´rie ou` le switch vers la lyse ou la lysoge´nie n’est pas encore de´termine´ ;
les trois figures suivantes montrent le syste`me en e´tat de lyse, les deux dernie`res figures le
montrent dans un e´tat lysoge´nique. Toutes ces simulations ont consiste´ en 2000 ite´rations de la
transformation Phage (voir programme 6) sur l’e´tat initial Bact de´fini dans le texte, en utilisant la
strate´gie ‘gillespie pour l’application des re`gles. La varie´te´ des re´sultats montre parfaitement
la nature stochastique du phe´nome`ne de switch.
L’utilisation de l’algorithme de D.T. Gillespie pour simuler l’e´volution de la solution apporte
une repre´sentation de l’espace implicite : en effet, on suppose que dans la solution, un mouvement
brownien anime les mole´cules qui peuvent alors se rencontrer. L’inte´reˆt de l’algorithme de D.T.
Gillespie est la capture de ce mouvement a` travers des probabilite´s, nous permettant de ne pas
avoir a` mode´liser le de´placement spatial des mole´cules. On trouve dans [Mes06a] une description
du meˆme mode`le par un syste`me multi-agents ; les mole´cules sont repre´sente´es par des agents et
se de´placent ale´atoirement dans un espace de´termine´.
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Fig. 4 – Croquis approximatif en 7 e´tapes de l’infection d’une cellule par le virus de la foreˆt de
Semliki. Cette image est inspire´e de [Car04] et reprise de [SMC+06].
3 Mode`le d’une infection virale
Nous pre´sentons dans cette section un mode`le de haut niveau d’une infection virale qui suit
le processus mis en avant dans [ABL+94, pages 273-280]. Cet exemple requiert en particulier
la formation et la dissolution de membranes ainsi que le transport de mole´cules seules et de
compartiments entiers. Ce processus a de´ja` e´te´ mode´lise´ en brane calculus [Car04], dans lequel
les compartiments imbrique´s sont traite´s de fac¸on similaire aux P syste`me [Pa˘u01]. Ne´anmoins,
le brane calculus ne fournit pas les moyens suffisants pour embarquer le caracte`re stochastique
des re´actions mole´culaires.
3.1 Contexte biologique
Les virus sont du mate´riel ge´ne´tique encapsule´ dans une prote´ine, rendant possible sa trans-
mission d’une cellule a` une autre. La structure et le cycle de vie du virus de la foreˆt de Semliki
sont de´crits figure 4. Le virus consiste en un seul brin d’ARN viral entoure´ d’une coquille appele´e
capside. La capside est compose´e de nombreuses copies de la meˆme prote´ine C. En dehors d’une
cellule, le virus pre´sente une seconde couche externe de prote´ines appele´e l’enveloppe. Une infec-
tion commence lorsque le virus se lie a` un re´cepteur de la membrane de la cellule hoˆte (phase 1
de la figure 4). Le virus pe´ne`tre alors une cellule saine par une endocytose7 classique. De par
l’endocytose, le virus est dote´ d’une coquille supple´mentaire, appele´e ve´sicule, dont l’origine est
la membrane cellulaire. Un processus de dissolution re´sorbe alors a` la fois la ve´sicule et l’enve-
loppe, laissant le virus encapsule´ dans sa capside (phase 2). La capside se de´sassemble en le brin
d’ARN et les prote´ines C (phase 3). L’ARN viral est alors traduit en prote´ines structurelles du
virus (phase 4), et duplique´ (phase 5). Les anciennes prote´ines C et les prote´ines nouvellement
synthe´tise´es se lient aux nouveaux brins d’ARN formant ainsi de nouvelles capsides (phase 6).
Lorsqu’une capside s’approche de la membrane cellulaire, un me´canisme d’exocytose8 recons-
7L’endocytose est le me´canisme de transport des mole´cules vers l’inte´rieur de la cellule : la membrane cellulaire
s’invagine autour des mole´cules devant pe´ne´trer dans la cellule pour finalement l’entourer comple`tement. Le
compartiment se de´tache alors de la membrane se retrouvant a` l’inte´rieur de la cellule
8Me´canisme inverse de l’endocytose.
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truit l’enveloppe virale et laisse e´chapper dans le milieu extra-cellulaire un nouveau virus preˆt a`
infecter une autre cellule saine (phase 7).
3.2 Mode`le stochastique avec compartiments imbrique´s
Nous mode´lisons l’attaque du virus de la foreˆt de Semliki de la fac¸on suivante : un com-
partiment de type Univ repre´sente le syste`me complet, comprenant une population de virus
et de cellules saines. Une cellule saine est un compartiment vide de type Cell (nous omettons
la repre´sentation de la structure interne des cellules saines qui n’entre pas en jeu dans notre
mode`le). En revanche, une cellule infecte´e contient les virus et leurs composants. Un virus du
milieu extra-cellulaire est un compartiment de type Env dans lequel se trouve un compartiment
de type Cap. Finalement, ce dernier compartiment contient une mole´cule d’ARN. A` l’inte´rieur
d’une cellule, le compartiment de type Env est contenu dans un compartiment de type Ves.
En de´notant un compartiment de type T par une paire d’accolades J. . . KT , l’endocytose
(phase 1) correspond a` la « re´action chimique » suivante :
rJRNAKCap
z
Env
+ JKCell Univ−→C1
rrrJRNAKCap
z
Env
z
Ves
z
Cell
(23)
Cette re`gle est associe´e a` un compartiment de type Univ ou` elle doit s’appliquer. La constante
stochastique C1 de cette re´action est proportionnelle a` la probabilite´ qu’une cellule rencontre un
virus. Cette probabilite´ est de la forme :
c1 [Env ] [Cell ]
ou` c1 est le coefficient de proportionnalite´, [T ] est le nombre d’entite´s de type T pouvant re´agir
selon l’e´quation. L’ope´rateur + utilise´ ici est celui des re´actions chimiques.
L’ensemble complet des re´actions chimiques est le suivant :
rrJRNAKCap
z
Env
z
Ves
Cell
−→C2 JRNAKCap (24)
JRNAKCap Cell−→C3 RNA + nC (25)
RNA
Cell
−→C4 RNA + C (26)
RNA
Cell
−→C5 RNA + RNA (27)
RNA + nC
Cell
−→C6 JRNAKCap (28)rJRNAKCap + . . .
z
Cell
Univ
−→C7
rJRNAKCap
z
Env
+ J. . . KCell (29)
Toutes ces re´actions sont associe´es a` un compartiment de type Cell (c’est en effet a` cet endroit
que la re´plication du virus a lieu), excepte´e la dernie`re qui se situe au niveau englobant, associe´e
a` un compartiment de type Univ. Le coefficient n apparaissant dans les re´actions 25 et 28
correspond au nombre de prote´ines C ne´cessaires a` la construction d’un virus. Nous fixons ce
coefficient a` 5 pour l’implantation.
3.3 Implantation en MGS
Les types de compartiments de´finis ci-dessus sont repre´sente´s par des types de multi-ensembles
MGS :
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collection Univ = bag ;;
collection Cap = bag ;;
collection Env = bag ;;
collection Cell = bag ;;
collection Ves = bag ;;
Un virus pre´sent dans le milieu extra-cellulaire est par conse´quent de´fini par :
(‘RNA :: Cap:()) :: Env:() ;;
Les processus de´crivant l’infection se produisant dans les compartiments de types Univ et Cell,
deux transformations sont utilise´es pour de´crire ces re´actions. La premie`re transformation
trans T Univ = {
P1 =
e:Env, ce:Cell
={ A = \x.(c1 * count(Env,x) * count(Cell,x)) }=>
(e :: Ves:()) :: ce ;
P7 =
(ce:Cell) \/ (ca:Cap)
={ A = \x.(c7 * countAll(Cell,Capsid,x)) }=>
(ca :: Env:()), ce
} ;;
trans T Cell = {
P2 = (v:Ves) \/ ((e:Env) \/ (ca:Cap))
={ A = \x.(c2 * count(Ves,x)) }=>
ca ;
P3 = (ca:Cap) \/ ‘RNA
={ A = \x.(c3 * count(Cap,x)) }=>
‘RNA, #5 ‘C ;
P4 = ‘RNA ={ C = c4 }=> ‘C,‘RNA ;
P5 = ‘RNA ={ C = c5 }=> ‘RNA,‘RNA ;
P6 = #5 ‘C, ‘RNA ={ C = c6 }=> ‘RNA :: Cap:() ;
} ;;
Prog. 7: Mode`le de l’infection du virus de la foreˆt de Semliki en MGS
T Univ (voir programme 7) de´crit les re´actions se produisant dans un compartiment de type
Univ. La re`gle P1 de´crit la phase 1 de la figure 4, et la re`gle P7 la phase 7. Les propensions
sont donne´es explicitement (parame`tre A de chaque fle`che). En effet, les motifs qui ne sont pas
compose´s uniquement de constantes ne sont pas ge´re´s directement par l’interpre`te (dans le cas
contraire, on utilise le parame`tre C donnant la constante de re´action, les propensions e´tant cal-
cule´es de fac¸on interne). La fonction donne´e calcule donc le nombre d’occurrences de la re`gle.
Pour cela, countAll(Cell,Cap,u) compte les capsides pre´sentes dans l’ensemble des cellules
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dans l’univers u. La seconde transformation est T Cell (voir programme 7) et relate les phases
2− 6 de la figure 4. Dans la re`gle P2, l’ope´rateur \/ est utilise´ deux fois pour filtrer une ve´sicule
encapsulant une enveloppe, contenant elle-meˆme une capside. Les propensions sont donne´es de
fac¸on explicite pour les re`gles P2 et P3, et de fac¸on implicite (parame`tre C des fle`ches) pour les
autres, l’interpre`te calculant lui-meˆme les propensions.
3.4 Un exemple de simulation
La figure 5 montre le re´sultat d’une simulation ; a` l’e´tat initial, l’univers contient un virus
pour vingt cellules saines :
initial state := ((‘RNA :: Cap:()) :: Env:() ::
#20 Cell:() ::
Univ:() ;;
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Fig. 5 – Re´sultats pour une simulation dont l’univers est compose´ d’un virus et de 20 cel-
lules saines a` l’e´tat initial. Chaque courbe montre le nombre total de mole´cules seules ou de
compartiments dans l’univers entier.
Toutes les constantes stochastiques sont les meˆmes et arbitrairement fixe´es a` 1.0. Le nombre
total de mole´cules d’ARN, de ve´sicules, de capsides et de virus augmente de fac¸on exponentielle
en temps, comme attendu. La simulation re´ve`le une variation significative en nombre de virus en
accord avec leur petit nombre. Le nombre de prote´ines C libres dans les cellules augmente rela-
tivement doucement ; cela est duˆ a` leur presqu’imme´diate re´utilisation pour former de nouvelles
capsides. Une analyse plus pousse´e de ce mode`le d’un point de vue biologique sera possible une
fois que les constantes de re´actions seront rendues disponibles par des donne´es expe´rimentales.
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1 Comprendre le de´veloppement pour expliquer le vivant
Cette section est un re´sume´ de l’introduction de [GS06a].
1.1 De la biome´canique a` l’auto-reproduction et au de´veloppement
R. Descartes (1596 – 1650) a de´veloppe´ une philosophie biome´caniste qui re´duit les organes
du corps humain aux pie`ces d’une machine « agence´e par Dieu ». R. Descartes pense en ef-
fet comprendre la vie en comparant le corps a` une machine : on peut expliquer les principales
fonctions corporelles – la digestion, la locomotion, la respiration, mais aussi la me´moire et l’ima-
gination – comme si elles re´sultaient d’un automate, a` l’image d’une horloge destine´e a` montrer
les heures par la seule disposition de ses roues et contrepoids. Mais la Reine Christine de Sue`de,
que R. Descartes essaya de convaincre, lui re´torqua qu’elle y croirait quand il lui aurait montre´
comment une horloge peut se reproduire...
La de´monstration prit trois sie`cles : il fallu attendre un article de John von Neumann en
1951, The General and Logical Theory of Automata, pour se convaincre qu’une machine peut
effectivement construire une copie d’elle-meˆme [vN66]. Pour J. von Neumann, qui a sur ce
point une approche tre`s fonctionnaliste, la me´canique est in fine ce qui peut eˆtre re´duit a` un
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programme d’ordinateur et la reproduction correspond a` dupliquer ce programme. L’objectif de
J. von Neumann e´tait clairement de montrer que les processus du vivant sont re´ductibles a` des
processus me´caniques, de´crits par des ope´rations pouvant eˆtre exe´cute´es de manie`re autonome,
sans l’aide d’un « cornac cache´ » : une machine. Et pour J. von Neumann, comme pour la Reine
Christine, la reproduction et le de´veloppement sont une caracte´ristique spe´cifique du vivant.
Mais pour J. von Neumann cette caracte´ristique est juste une proprie´te´ particulie`re posse´de´e par
certaines machines, et non pas une qualite´ transcendant les processus physiques pour donner un
statut particulier aux processus biologiques. L’existence d’une machine, d’un automate, capable
de reproduction, est donc un e´le´ment de re´ponse crucial dans un de´bat fort ancien opposant le
statut de la biologie a` celui de la physique.
Le de´veloppement. Mais si les biologistes contemporains se posent les meˆmes questions que
les philosophes et les reines des sie`cles passe´s, la compre´hension des me´canismes de la repro-
duction passe aujourd’hui par l’e´lucidation des processus qui conduisent de la cellule1 germinale
a` l’organisme complet : il s’agit de comprendre e´tape par e´tape la construction au cours du
temps d’un organisme a` partir des tre`s nombreuses interactions locales des e´le´ments constituant
l’organisme. On parle alors de de´veloppement.
Les e´le´ments de re´ponse apporte´s par J. von Neumann sont tre`s abstraits : ils reposent sur
la description d’un automate cellulaire qui reproduit au cours du temps la configuration d’un
sous-domaine spatial dans une re´gion voisine. On voit que l’on est tre`s loin des me´canismes
mole´culaires auxquels les biologistes contemporains veulent re´duire les phe´nome`nes biologiques.
L’existence d’un automate auto-reproducteur est un argument qui indique qu’il n’y a pas de
proble`me de principe a` l’existence d’une telle machine, mais qui ne nous e´claire pas sur le
« comment » mis en œuvre dans les processus biologiques.
1.2 Le de´veloppement comme un syste`me dynamique
La notion de syste`me dynamique2 permet de formaliser la notion de processus de de´velop-
pement. Un syste`me dynamique (SD) est caracte´rise´ par des observations qui e´voluent dans le
temps. Ces observations sont les variables du syste`me et sont relie´es par certaines relations. Ces
variables rendent compte des proprie´te´s pertinentes du syste`me (qu’elles soient biologiques, phy-
siques, chimiques, sociologiques, ...). A` un instant donne´, elles prennent une valeur et l’ensemble
de ces valeurs constitue l’e´tat du syste`me. L’ensemble de tous les e´tats possibles d’un syste`me
constitue son espace d’e´tat (ou espace des configurations).
La se´quence temporelle des e´tats du syste`me est appele´e une trajectoire. Un SD est un moyen
formel pour spe´cifier comment on passe d’un point dans l’espace des configurations (un e´tat) a`
un autre (l’e´tat suivant). Ceci peut se faire directement par une fonction (la fonction d’e´volution
du syste`me) ou indirectement en donnant des contraintes (e´quations) sur l’e´tat futur possible
(qui n’est pas ne´cessairement unique si le syste`me n’est pas de´terministe).
Dans les cas simples, la trajectoire d’un syste`me dynamique peut s’exprimer explicitement
par une fonction analytique du temps t. Par exemple, dans le cas de la pierre qui tombe, les
e´quations diffe´rentielles dx/dt = v et dv/dt = g peuvent s’inte´grer explicitement pour donner la
distance parcourue par la pierre en fonction du temps : x = gt2/2.
Dans les cas un peu plus complexes, une formule analytique donnant la trajectoire n’existe pas
et la simulation par ordinateur est alors une approche privile´gie´e pour e´tudier les trajectoires
du syste`me. Par ailleurs, on peut s’inte´resser non pas a` une trajectoire particulie`re mais aux
1Dans toute cette section, le terme de cellule re´fe`re a` une cellule biologique.
2Voir aussi l’introduction de cette the`se et le chapitre 7.
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proprie´te´s qualitatives ve´rifie´es par toutes les trajectoires possibles, comme par exemple : « si
on attend assez longtemps, le syste`me finira par prendre un e´tat bien de´termine´ qu’il ne quittera
plus » ou encore « si on passe par ces e´tats, on n’y repassera jamais ». On parle de proprie´te´s
e´mergeantes quand il n’existe aucun moyen plus rapide pour les pre´dire que de les observer
ou de les simuler. Notons que des SD dont la spe´cification est tre`s simple peuvent donner des
trajectoires extreˆmes complexes (on parle parfois de comportement chaotique) ; d’autre part, le
calcul de la trajectoire du syste`me peut eˆtre couˆteux en temps d’ordinateur et exiger beaucoup
de me´moire.
Le de´veloppement comme trajectoire d’un syste`me dynamique. Les e´tapes successives
du de´veloppement peuvent se voir comme les e´tats successifs de la trajectoire d’un syste`me
dynamique. Mais le de´veloppement implique le mouvement et la re´organisation de matie`re. En
termes de syste`me dynamique, cela veut dire que l’espace des e´tats et sa topologie peuvent
e´voluer avec le temps. On retrouve la une notion que nous avons de´ja` introduite : un syste`me
dynamique a` structure dynamique.
Illustrons cette notion en l’opposant a` l’exemple de la pierre qui tombe : la vitesse et la posi-
tion de la pierre changent a` chaque instant mais ce syste`me dynamique est toujours ade´quatement
de´crit par un couple de vecteurs. Nous dirons dans ce cas que la structure du SD est statique.
L’espace des e´tats peut eˆtre de´crit ade´quatement a` l’origine des temps, avant la simulation ; il
correspond a` l’espace des mesures du syste`me. La valeur de ces mesures change avec le temps,
mais la donne´e de l’espace des e´tats et sa topologie ne font pas partie des variables du syste`me
et elles ne peuvent pas e´voluer au cours du temps.
Le cas est tout autre pour les processus de de´veloppement : les processus biologiques consti-
tuent des syste`mes dynamiques hautement structure´s et hie´rarchiquement organise´s, dont la
structure spatiale varie au cours du temps et doit eˆtre calcule´e conjointement avec l’e´tat du
syste`me.
Pour illustrer la notion de (SD)2 dans le cadre du de´veloppement, prenons pour exemple
le de´veloppement d’un embryon. L’e´tat de l’embryon est initialement de´crit par l’e´tat s0 ∈ S
de la cellule germinale (aussi complique´e cette description puisse-t-elle eˆtre). Apre`s la premie`re
division, il faut de´crire l’e´tat de 2 cellules, c’est-a`-dire un nouvel e´tat s1 ∈ S × S. Mais de`s
que le nombre n de cellules de l’embryon est assez grand, l’e´tat du syste`me n’est pas de´crit
ade´quatement par un e´le´ment de Sn. En effet, cet ensemble de´crit uniquement l’e´tat de chaque
cellule mais il ne contient pas l’information spatiale permettant de de´crire le re´seau des cellules
(leur positionnement les unes par rapport aux autres). Or ce re´seau est de la premie`re importance
car il conditionne la diffusion des signaux (chimiques, me´caniques, e´lectriques) entre cellules, et
donc in fine leur mode de fonctionnement. A` chaque mouvement, division ou mort cellulaire, la
topologie de ce re´seau se transforme. Par exemple, lors de la phase de gastrulation, des cellules
initialement e´loigne´es deviennent voisines, permettant leur interaction et la modification de leur
destin (diffe´rentiation des cellules).
1.3 Quel formalisme pour les syste`mes dynamiques a` structure dynamique ?
Nous avons indique´ que la position de chaque cellule changeait au cours du temps ce qui rend
par exemple difficile la spe´cification des processus de diffusion entre les cellules. Une solution qui
vient imme´diatement a` l’esprit est donc de comple´ter l’e´tat d’une cellule par une information
de position et de conside´rer T = S × R3 comme une brique de base3 permettant de construire
3Pour simplifier, on ne prend en compte que la position dans R3 de chaque cellule, mais il faudrait en plus
spe´cifier sa forme qui conditionne son voisinage et les e´changes avec les autres cellules (penser a` l’aire de la surface
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l’ensemble :
T + = T ∪ T 2 ∪ · · · ∪ T n ∪ . . .
= T ∪ T × T +
Il est sans doute possible de caracte´riser un embryon comme un point dans cet espace des phases,
mais cela n’apporte pas grand chose : T + a en effet tre`s peu de structure intrinse`que et ne nous
apprend que peu de choses sur les trajectoires possibles du syste`me. Par exemple, la fonction
d’e´volution sera tre`s difficile a` de´finir et elle a peu de chances d’eˆtre continue.
Le proble`me de la localite´. Pour comprendre pourquoi la fonction d’e´volution sera difficile a`
de´finir, il faut voir que la spe´cification de la position de chaque cellule par ses coordonne´es dansR3
pre´suppose la de´finition d’un repe`re global. Lors de l’e´volution de l’embryon, la croissance d’une
cellule va repousser les cellules voisines et de proche en proche, affecter la position de chaque
cellule. Entre deux e´tats successifs, il faut donc exprimer le changement de position de chaque
cellule par une transformation globale des coordonne´es. Parce qu’elle doit exprimer globalement
les e´volutions de chaque position, et que ces e´volutions sont dues a` de multiples transformations
locales concurrentes, l’expression de cette transformation peut eˆtre arbitrairement complexe.
L’origine de ce proble`me est dans l’expression extrinse`que et globale de la forme du syste`me4
et une solution est donc de spe´cifier de manie`re intrinse`que la position de chaque cellule, par
exemple en comple´tant l’e´tat s ∈ S de chaque cellule par sa distance aux cellules voisines. Dans
ce cas, la spe´cification des changements de position d’une cellule est locale mais, le voisinage de
chaque cellule se modifiant, on retrouve le proble`me d’un espace d’e´tat qui e´volue au cours du
temps.
Le proble`me de la continuite´ Si on reprend l’exemple de la pierre qui tombe, la position
de la pierre varie continuˆment et il en va de meˆme de sa vitesse. L’e´tat du syste`me varie donc
continuˆment au cours du temps et la trajectoire du syste`me est une fonction continue du temps
dans l’espace des e´tats. Cette continuite´ permet de raisonner sur les e´volutions infinite´simales
du syste`me et de poser une e´quation diffe´rentielle qui caracte´rise la trajectoire. Dans les cas plus
complique´s, on obtient une e´quation aux de´rive´es partielles (quand l’e´tat posse`de une structure
spatiale) ou un ensemble de telles e´quations quand il faut prendre en compte plusieurs modes
de fonctionnement (en nombre fini et ge´ne´ralement petit).
Dans le cas du de´veloppement de l’embryon, ce n’est plus possible : tant qu’il n’y a pas
de mouvement5, de division ou de mort cellulaire, l’e´tat s appartient a` un certain T n et cette
e´volution est continue (en supposant que les potentiels e´lectriques, les concentrations chimiques,
les contraintes me´caniques, ..., e´voluent continuˆment). Mais les e´ve´nements morphoge´ne´tiques
essentiels (par exemple une division cellulaire qui fait passer de T n a` T n+1) sont discontinus par
nature6.
de contact entre deux cellules voisines qui conditionne les flux inter-membranaires).
4Dans l’approche e´voque´e, la spe´cification de la position des cellules se fait dans un repe`re global inde´pendant
de l’embryon en croissance. Ce repe`re correspond au repe´rage des points de l’espace dans lequel la forme est
plonge´e, et non a` un processus intrinse`que a` la forme en croissance : les lois gouvernant le mouvement, la division
et la mort cellulaire seraient les meˆmes si l’embryon se de´veloppait dans un volume torique (mais le re´sultat
pourrait eˆtre diffe´rent car les voisinages des cellules seraient alors diffe´rents).
5Les mouvements cellulaires suffisent a` changer la topologie et donc l’interaction des cellules.
6Dans l’exemple qui nous sert de fil conducteur, les e´ve´nements morphoge´ne´tiques sont discontinus parce que
la mode´lisation est faite au niveau cellulaire. On aurait pu mode´liser la concentration des diffe´rentes mole´cules en
chaque point de l’espace, ce qui e´viterait peut-eˆtre ce proble`me de discontinuite´ (le mouvement de chaque mole´cule
e´tant a priori continu). Mais un autre proble`me surgit alors : comment retrouver dans ces concentrations les entite´s
biologiques qui nous inte´ressent : cellules, tissus, organes, etc ?
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Vers d’autres solutions. La mode´lisation et la simulation du de´veloppement sont donc par-
ticulie`rement ardues car il est difficile de de´finir a` la fois la structure et la dynamique du syste`me,
l’une de´pendant de l’autre. L’exemple pre´ce´dent souligne l’inade´quation des formalismes globaux
et des formalismes continus (on veut exprimer une e´volution comme une succession d’e´ve´nements
morphoge´ne´tiques discrets qui correspondent a` des ruptures et des changements qualitatifs). Ce-
pendant, la description de ces syste`mes reste possible et les lois d’e´volution sont alors souvent
informellement de´crites comme un ensemble de transformations locales agissant sur un ensemble
organise´ d’entite´s discre`tes.
Face a` ces difficulte´s, plusieurs chercheurs ont propose´ d’utiliser les syste`mes de re´e´criture
pour formaliser ce type de description [GGMP02a, GMM04]. Un bel exemple de cette approche
est donne´ par le formalisme des syste`mes de Lindenmayer [PLH+90, LJ92, Pru99]. Cependant,
ce formalisme est limite´ au de´veloppement de structures filamentaires et arborescentes. MGS
est une solution possible pour la spe´cification du de´veloppement de structure de plus grande
dimension. Le reste de ce chapitre de´veloppe un exemple paradigmatique.
2 Mode´lisation de l’e´volution topologique d’un feuillet e´pithe´lial
Dans cette section, nous utilisons les concepts de collection topologique et de transformation
pour spe´cifier un mode`le de changement de topologie d’un feuillet e´pithe´lial. Cette mode´lisation
repre´sente un premier pas vers la mode´lisation de´clarative du phe´nome`ne de neurulation.
2.1 Description du mode`le
Avec la formation du tube neural, la neurulation marque, chez les verte´bre´s, le de´but de
l’organoge´ne`se. Le processus de neurulation consiste en une modification topologique de la
Fig. 1 – La figure de gauche donne une description diagrammatique du processus de neurulation
(traduction d’un dessin de Patricia Phelps). La figure a` droite de´taille les trois e´tapes de notre
mode`le. Initialement, le syste`me se compose d’un feuillet de cellules repre´sentant la plaque
neurale. Puis, il est incurve´ sous l’action de la de´formation des cellules. Enfin, lors de la dernie`re
e´tape, le feuillet est clos pour devenir un ve´ritable cylindre topologique continu.
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Fig. 2 – Sur la figure de gauche, le mode`le d’Odell pour la simulation des cellules e´pithe´liales
est repre´sente´. Sur la droite, nous pre´sentons l’extension du mode`le d’Odell en trois dimensions.
re´gion ante´rieure de l’embryon (voir les images de gauche de la figure7 1) : la plaque neu-
rale se creuse pour former les bourrelets neuraux. Puis, dans une seconde e´tape, les bourrelets
neuraux se soule`vent et se rapprochent pour finalement se souder. Enfin, lors de la dernie`re
e´tape, l’ache`vement de la soudure des bourrelets neuraux conduit a` la formation du tube neural.
La de´formation globale de la plaque neurale provient de changements locaux de la forme, de
la division et de la migration des cellules qui composent la plaque neurale. Le changement de
la ge´ome´trie est suivi d’une modification topologique qui correspond a` la transformation de la
plaque en tube. Cette modification est particulie`rement difficile a` mode´liser.
Pour notre exemple, nous avons simplifie´ le mode`le en conside´rant que le feuillet de cellules
e´pithe´liales ne se repliait que sous la seule action de la de´formation locale des cellules (voir la
figure de droite de la figure 1). Apre`s la migration, les cellules qui e´taient sur des cote´s oppose´s
au de´but du processus, se retrouvent tre`s proches les unes des autres. Une fois qu’elles sont
suffisamment proches, elles fusionnent pour transformer le feuillet initial en un cylindre.
Notre mode`le me´canique est fonde´ sur le mode`le pre´sente´ dans [OOAB81] pour la mode´-
lisation des cellules e´pithe´liales. Dans ce mode`le, une cellule e´pithe´liale est de´crite en deux
dimensions par un syste`me masses/ressorts. La figure 2 de´crit cette repre´sentation. Une cellule
est un carre´ compose´ de 4 sommets et 6 arcs de fibres (4 pour les bords et 2 autres pour les
diagonales). Les bords du carre´ correspondent a` la membrane de la cellule et les diagonales sont
utilise´es pour mode´liser les fibres internes, et pre´venir une implosion de la cellule. De plus, la
cellule est polarise´e : les fibres au dessus sont apicales et celles en dessous sont basales. Par la
contraction des ressorts de la partie basale et/ou apicale, la cellule change sa forme.
Chaque arc correspond a` un ressort d’une constante de raideur k et d’une longueur au repos
e´gale a` L0 en paralle`le a` une friction d’un facteur d’amortissement µ. Soit L la longueur du
ressort, les forces me´caniques sont donne´es par la seconde loi du mouvement de Newton :
d2L
dt
= k(L0 − L)− µ
dL
dt
(1)
Chaque sommet est relie´ a` plusieurs ressorts et le vecteur de son acce´le´ration peut eˆtre calcule´
en sommant les forces applique´es par les ressorts. Soit pi le vecteur de position du sommet i, on
a :
m
d2pi
dt
=
∑
j∈voisins(i)
d2Lij
dt
.
pj − pi
||pj − pi||
(2)
ou` Lij est la longueur du ressort entre i et j, donne´ par l’e´quation 1. La figure 3 pre´sente
l’application de ce mode`le sur un anneau de cellules en MGS.
7Dessin pris, avec autorisation de l’auteur, P. Phelps, de http://www.physci.ucla.edu/research/phelps/
index.php et http://biology.kenyon.edu/courses/biol114/Chap14/Chapter_14.html
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Fig. 3 – Application du mode`le d’Odell sur un anneau de cellules en MGS. Les figures de gauche
a` droite repre´sentent des copies d’e´cran des diffe´rentes e´tapes de la simulation.
Ce mode`le a` e´te´ e´tendu a` la troisie`me dimension par R. Nagpal [Nag01]. Nous utilisons cette
extension dans notre mode`le. Plutoˆt que de repre´senter une cellule par un carre´, nous utilisons
des cubes, comme nous le voyons sur la figure de droite de la figure 2 : une cellule est compose´e
de 8 sommets, 24 arcs, 6 faces (les faces du cube) et 1 volume. Remarquons que les fibres
internes ne sont pas repre´sente´es, et plutoˆt que de correspondre aux fibres internes du mode`le
en 2 dimensions, les diagonales repre´sentent les fibres dans la membrane en 3 dimensions.
2.2 Implantation en MGS
2.2.1 Repre´sentation du syste`me
On commence par de´finir le type des valeurs associe´es a` chaque cellule.
record Vertex = { px:float, py:float, pz:float,
vx:float, vy:float, vz:float,
ax:float, ay:float, az:float,
m:float } ;;
record Edge = { k:float, L0:float, mu:float, vL:float,
vi:cell, vj:cell } ;;
On de´finit deux types d’enregistrements MGS pour les cellules de dimension 0 et 1. Le type
Vertex est compose´ de 10 champs pour de´crire la me´canique newtonienne : px, py et pz
repre´sentent le vecteur position, vx, vy et vz le vecteur vitesse, ax, ay et az le vecteur ac-
ce´le´ration, et m la masse. Le type Edge encapsule les diffe´rentes constantes associe´es au mode`le
des ressorts k, mu et L0. La vitesse de l’e´longation est enregistre´e dans les champs vL. De plus,
deux champs, vi et vj re´fe`rent aux bords des arcs ; ils sont utilise´s pour ge´ne´rer une orientation
arbitraire des arcs.
Les faces et les volumes ne sont pas utilise´s dans cet exemple. Il est cependant facile d’ima-
giner que les volumes renferment un certain type de « script ge´ne´tique » et que les faces sont les
lieux ou` se passent les e´changes de substances chimiques entre les cellules (les canaux ioniques
par exemple). Ainsi, ces cellules permettraient de mettre en place des me´canismes additionnels
comme des processus de re´action-diffusion en plus de la re´gulation de re´seaux ge´ne´tiques.
Dans un deuxie`me temps, nous devons initialiser la chaˆıne repre´sentant le filament de cellules.
Il est possible de charger des complexes cellulaires en MGS a` partir de fichiers externes. On
conside`re par conse´quent que la structure du filament a e´te´ construit a` l’aide d’un logiciel de
CAO puis importe´ en MGS. Soit c une chaˆıne ou` les positions { px=..., py=..., pz=... }
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sont associe´es a` chaque sommet, et ou` les autres cellules n’ont aucune valeur. L’initialisation
est faite par 4 transformations pour chaque dimension. A` titre d’exemple, nous de´crivons ici
l’initialisation des sommets :
trans <0> init 0 =
{ v => v + { m=1.0, vx=0.0, vy=0.0, vz=0.0, ax=0.0, ay=0.0, az=0.0 } };;
Pour chaque e´le´ment filtre´, la variable v contient la position du sommet. L’initialisation consiste
en l’ajout a` l’enregistrement v des informations de vitesse et d’acce´le´ration (nulles au de´but).
2.2.2 Le mode`le me´canique
Le mode`le me´canique est de´crit par deux e´quations. Nous e´crivons donc deux transformations
pour calculer la force applique´e sur chaque arc et par conse´quent le de´placement de chaque
sommet.
trans <1> update spring = {
e:Edge =>
let vi = self.(e.vi) and vj = self.(e.vj) in
let L = dist(vi,vj) in
let f = (e.k*(e.L0-L) + e.mu*e.vL) in
let eij x = (vj.px - vi.px) / L and eij y = ... and eij z = ... in
e + { vL = vL, fx = f*eij x, fy = f*eij y, fz = f*eij z }
};;
Cette transformation (de´die´e aux cellules de type Edge) est une traduction directe de l’e´quation 1.
L’amplitude de la force e´lastique est associe´e a` la variable f. L’orientation des arcs est prise en
compte : le vecteur !eij =
pj−pi
||pj−pi||
est calcule´ et la force est distribue´e selon les 3 directions.
La variable self de´notant la collection argument sur laquelle update spring est applique´e,
l’expression self.(x) retourne la valeur associe´e a` la cellule x de la collection self. La fonction
dist calcule la distance entre ses deux arguments de type Vertex.
trans <0> integration [delta t = 0.01] = {
vi:Vertex =>
let forces = cofacesfold (
(fun e acc ->
let ve = self.(e) in
if (vi == ve.vi) then
{ fx = acc.fx+ve.fx, fy = ..., fz = ...}
else
{ fx = acc.fx-ve.fx, fy = ..., fz = ...}
fi),
{ fx=0.0, fy=0.0, fz=0.0 },
vi
) in
vi + { ax = forces.fx / vi.m, ay = ..., az = ...,
vx = vi.vx + delta t * vi.ax, vy = ..., vz = ...,
px = vi.px + delta t * vi.vx, py = ..., pz = ...}
} ;;
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Fig. 4 – Sche´ma pour une re`gle de re´e´criture pour la transformation topologique d’un feuillet
de cellules vers un cylindre. Pour simplifier la figure, les diagonales ne sont pas dessine´es. Les
arcs en pointille´s repre´sentent le reste du complexe cellulaire.
La transformation integration calcule les nouvelles positions des sommets en utilisant l’e´qua-
tion 2 (pour obtenir la mise a` jour des acce´le´rations) et une approximation par inte´gration
d’Euler classique. La variable delta t correspond a` la discre´tisation du temps, et est donne´e
comme argument optionnel de la transformation, dont la valeur par de´faut est 0.01. Dans la
partie droite de la re`gle, la fonction cofacesfold correspond au fold standard sur la se´quence
des cofaces de vi. Ces cofaces sont les arcs dont le vi est un des bord. La fonction passe´e en
argument fait la somme des forces applique´es sur chaque arc vi. Notons le test conditionnel
utilise´ pour prendre en compte l’orientation de l’arc, en conse´quence de quoi la force est ajoute´e
ou soustraite.
2.2.3 Chirurgie topologique
La transformation que nous venons de voir permet d’incurver le feuillet de cellules. Cepen-
dant, aucune intersection entre les cellules n’est ve´rifie´e. Le patch suivant fusionne deux faces
suffisamment proches l’une de l’autre. Cette transformation est ad-hoc et la longueur initiale au
repos a e´te´ choisie de fac¸on a` obtenir une courbure re´aliste.
La figure 4 de´taille une vue diagrammatique des re`gles de re´e´criture que l’on souhaite spe´cifier
en MGS. Les cellules sont regroupe´es deux a` deux et fusionne´es. De plus, le reste du complexe
cellulaire (repre´sente´ par les arcs en pointille´s) doit eˆtre pris en compte pour la reconstruction.
A` titre d’exemple, les cofaces non filtre´es des sommets v11 et v21 doivent eˆtres des cofaces de v1.
Le patch est :
patch surgery = {
f1:[dim=2, (e11,e12,e13,e14) in faces]
v11 < e11 > v12 < e12 > v13 < e13 > v14 < e14 > v11
f2:[dim=2, (e21,e22,e23,e24) in faces]
v21 < e21 > v22 < e22 > v23 < e23 > v24 < e24 > v21
[P(v11,v12,v3,v14,v21,v22,v23,v24)]
=>
‘v1:[dim=0,faces=(),
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cofaces=(‘e1,‘e4)@unmatched cofaces(v11,v12),
average 0(v11,v21)]
...
‘e1:[dim=1,faces=(‘v1,‘v2),
cofaces=(‘f)@unmatched cofaces(f1,f2),
average 1(e11,e21)]
...
‘f:[dim=2,faces=(‘e1,‘e2,‘e3,‘e4),
cofaces=cofaces(f1,f2),
average 2(f1,f2)]
} ;;
Pour simplifier le programme, les diagonales ne sont pas spe´cifie´es sur le patch surgery. Un
pre´dicat P est utilise´ pour ve´rifier certaines proprie´te´s ge´ome´triques additionnelles des sommets
(les deux carre´s doivent eˆtre tre`s proches).
Sans entrer dans les de´tails du patch, remarquons par exemple que l’on cre´e une nouvelle
cellule ‘v1 de dimension 0 qui a deux nouveaux e´le´ments (‘e1 et ‘e4), et les anciennes cofaces
de v11 et v12 qui n’ont pas e´te´ filtre´es (elles sont donne´es par la fonction unmatched cofaces)
comme cofaces. La valeur associe´e avec ‘v1 est calcule´e par la fonction average 0(v11,v21). La
figure 5 montre quatre e´tapes de l’animation ge´ne´re´e par MGS sur un feuillet de 20x2 cellules.
Fig. 5 – Simulation du processus neurulation en MGS : de la gauche a` la droite, un feuillet de
cellules e´pithe´liales s’incurve jusqu’a` ce que les bords soient joints pour former un tube.
2.2.4 De´placement d’un jeton sur un anneau de cellules
Pour montrer que le cylindre est re´ellement clos apre`s l’e´tape de chirurgie topologique, nous
avons place´ un jeton dans les volumes. Nous souhaitons de´placer le jeton d’un bord a` l’autre du
feuillet. Apre`s la formation du cylindre, le jeton doit eˆtre capable de se de´placer sur l’anneau
sans eˆtre bloque´ au niveau de l’ancienne frontie`re8. La transformation suivante peut aussi eˆtre
vue comme un transport de substance entre cellules biologiques.
Nous associons des valeurs aux volumes (3-cellules) afin de simuler le mouvement du jeton.
Au de´but, chaque cube porte une valeur ‘cell. Tous les volumes posse`dent cette de´coration,
excepte´ le volume qui contiendra la valeur ‘token qui de´note le jeton ainsi qu’une de ses cellules
voisines qui contiendra le jeton ‘back. Ce dernier symbole est utilise´ pour ne permettre le
de´placement du jeton que dans une seule direction.
trans <3,2> token = {
‘back, ‘token, ‘cell => ‘cell, ‘back, ‘token ;
8Le film de cette simulation est disponible a` l’url suivante http://www.ibisc.univ-evry.fr/~mgs/
ImageGallery/EXEMPLES/Neurulation/neurulation.avi
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‘back, ‘token => ‘token, ‘back
} ;;
Cette transformation est applique´e sur les e´le´ments de dimension 3 et l’on conside`re une relation
de 2-voisinage entre elles. Ainsi, le motif ‘back, ‘token, ‘cell signifie que l’on cherche un
chemin compose´ de trois cellules dont les valeurs correspondent a` ‘back, ‘token et ‘cell dans
cet ordre. On re´e´crit ‘cell, ‘back, ‘token qui permet au jeton de se de´placer en avant. La
seconde re`gle correspond au cas ou` le jeton est a` une extre´mite´. Ne pouvant aller plus loin, il se
de´place dans la direction oppose´e.

Quatrie`me partie
Conclusions et annexes
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1 Conclusions
Nous avons conc¸u et de´veloppe´ les notions de collection topologique de dimension arbitraire
et de transformation, dans le contexte du de´veloppement d’un langage de programmation de´die´ a`
la mode´lisation et a` la simulation de syste`mes dynamiques a` structure dynamique. Ces construc-
tions nouvelles ont e´te´ formalise´es, mise en relation avec les notions de chaˆıne, de cochaˆıne et
de forme diffe´rentielle, implante´es dans un interpre`te expe´rimental et valide´es a` travers de nom-
breuses applications.
1.1 Formalisation
Collections topologiques. Nous avons commence´ par poser les besoins exprime´s par la repre´-
sentation de l’e´tat d’un syste`me a` structure dynamique. Inspire´ par des notions de topologie
alge´brique de´ja` utilise´es dans des domaines tels que la mode´lisation ge´ome´trique et l’informa-
tique graphique, nous avons e´labore´ la notion de collection topologique. Une collection topologique
est une structure de donne´es adapte´e a` la repre´sentation de champs sur des organisations spa-
tiales discre`tes et arbitrairement complexes, suffisamment souple pour autoriser les modifications
locales de ces organisations et offrant la notion de dimension.
Nous avons utilise´ les concepts de complexe cellulaire abstrait et de complexe de chaˆınes pour
respectivement repre´senter des espaces complexes comme l’agencement de briques e´le´mentaires,
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et associer des valeurs a` la structure obtenue. Le cadre mathe´matique peut sembler sophistique´
pour l’usage que nous en faisons (nous nous appuyons principalement sur des de´finitions et nous
utilisons peu de re´sultats profonds), mais nous utilisons les possibilite´s qu’il offre pour e´tablir
un cadre ge´ne´ral permettant d’unifier plusieurs mode`les de calcul (du point de vue de leur
programmation) et pour e´tablir une « alge`bre » des collections topologiques fonde´e sur quatre
ope´rations : la cre´ation de position, la de´coration, la concate´nation de deux collections et le
changement de domaine.
Si l’utilisation des chaˆınes et des cochaˆınes avait de´ja` e´te´ sugge´re´e dans le projet MGS, la
formulation pre´cise, en prenant en compte a` la fois la notion d’orientation et de valeur de´corant
une cellule, ainsi que la de´finition des quatre ope´rations, est un travail original. De meˆme, la
mise en relation de la notion de forme diffe´rentielle et de transformation est nouvelle.
Transformations. Nous avons ensuite de´crit, dans une version simplifie´e, le langage que nous
avons de´veloppe´ : un langage fonctionnel e´tendu avec les collections topologiques et les transfor-
mations, une forme de re´e´criture locale des collections topologiques.
Nous avons de´fini la se´mantique de ce langage dans le style de la se´mantique naturelle afin
de rendre compte des trois me´canismes fondamentaux mis en jeu dans une transformation :
• le filtrage d’une sous-collection : avec deux langages de motifs (motifs de chemin et motifs
de patch) ;
• les strate´gies d’applications des re`gles : synchrone/asynchrone avec ou sans priorite´ d’une
part, et stochastique d’autre part (en particulier les strate´gies StS et SED) ;
• la reconstruction : fonde´e sur l’alge`bre d’ope´rations sur les collections topologiques.
Notre se´mantique est la premie`re se´mantique qui rende compte de ces trois e´tapes simultane´ment.
Notre objectif e´tait de « re´sumer », de manie`re concise et formelle, les nombreux de´veloppements
logiciels. Un des enjeux e´tait de rendre compte des strate´gies d’application qui sont difficiles a`
de´crire de manie`re informelle, en particulier les strate´gies stochastiques. Ce but a e´te´ atteint,
meˆme si ce n’est le cas que pour un langage limite´ a` des valuations finies.
Analogie avec les formes diffe´rentielles. Outre la possibilite´ d’exprimer facilement l’e´tape
de reconstruction des transformations, la de´finition des collections topologiques par des concepts
issus de topologie alge´brique rapproche la notion de transformation de celles de forme diffe´rentielle
et d’inte´gration a` partir de la notion de cochaˆıne.
Ce rapprochement est fertile : il sugge`re de parame´trer les transformations par l’ope´ration
de reconstruction, il permet de simplifier l’expression des mode`les dans le style de la physique
discre`te et du calcul diffe´rentiel discret, et il ouvre la voie a` une notion d’homomorphisme avec
l’e´tude d’une alge`bre de ces ope´rateurs, e´tude qui pourrait se faire dans la ligne´e des alge`bres
que R.S. Bird et B.M. Merteens ont de´veloppe´es pour les listes.
1.2 Applications et exemples
Une part importante de notre travail a consiste´ a` e´prouver et valider les concepts que nous
avons de´veloppe´s par des applications typiques. Nous avons souhaite´ mettre en avant les pos-
sibilite´s de MGS pour re´pondre a` diffe´rents types de proble´matiques gravitant autour de la
simulation des (SD)2 :
• Modifications topologiques : comment calculer de´clarativement un espace complexe de di-
mension arbitraire a` partir de re`gles de construction locales ? Cette question a e´te´ clai-
rement pose´e dans [SPS04] et nous y apportons une re´ponse avec la notion de patch.
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Les patches permettent la spe´cification locale et de´clarative d’ope´rations transformant la
structure d’une collection topologique.
• Calcul nume´rique : comment exprimer simplement la re´solution nume´rique d’e´quations
diffe´rentielles sur des organisations spatiales arbitraires ? Les e´quations diffe´rentielles de´-
crivent de fac¸on locale (en temps et en espace) des conservations ou des transferts de
quantite´s a` l’aide d’ope´rateurs tels que le calcul de la diffe´rentielle d’une forme. Les 〈n, p〉-
transformations fournissent les moyens de programmer localement les e´quivalents discrets
de ces ope´rateurs. A l’aide de sche´mas de re´solution classiques (inte´gration d’Euler, de
Runge Kutta, me´thodes des e´le´ments finis, etc.) ou en utilisant des me´thodes de´veloppe´es
dans le cadre de la physique discre`te (la cell method de E. Tonti), les 〈n, p〉-transformations
peuvent eˆtre utilise´es pour re´soudre nume´riquement ces syste`mes d’e´quations. L’expres-
sion est implicite dans le sens ou` les coordonne´es des objets spatiaux n’apparaissent pas,
pas plus que les sche´ma d’indexation qui obscurcissent classiquement les programmes
nume´riques en FORTRAN.
• Mode`les et simulations stochastiques : comment spe´cifier de manie`re de´clarative l’e´volution
d’un phe´nome`ne connaissant les lois de probabilite´s qui le caracte´risent ? Les strate´gies
d’application des re`gles de transformations MGS autorisent une forme de mode´lisation du
temps. La strate´gie fonde´e sur l’algorithme de D.T. Gillespie correspond par exemple a` des
mode`les a` e´ve`nements discrets probabilise´s. Le cadre offert par MGS autorise l’utilisation
d’une telle me´thode dans un cadre diffe´rent de celui pour lequel elle a e´te´ cre´e´e : nous
avons de´veloppe´ dans ce document son utilisation dans le cadre des imbrications de multi-
ensembles.
Ces trois proble´matiques se rencontrent simultane´ment dans la mode´lisation de la mor-
phoge´ne`se biologique, un exemple de syste`me dont la structure croˆıt au cours du temps et
faisant intervenir des mode`les me´canico-chimiques. Le mode`le tre`s simplifie´ du processus de
neurulation que nous avons simule´, pre´sente les deux premie`res proble´matiques. Une extension
afin de prendre en compte un mode`le de re´action-diffusion de morphoge`nes est en cours de
de´veloppement.
1.3 Implantation
Enfin, l’ensemble de ce travail n’aurait pas pu eˆtre re´alise´ sans un important effort d’implan-
tation. Celui-ci se situe a` deux niveaux :
1. Implantation de MGS : nous avons participe´ au de´veloppement d’un interpre`te complet du
langage MGS correspondant a` la formalisation donne´e dans ce document, et qui a permis
de valider l’approche par collection topologique et transformation.
2. Implantation en MGS : nous avons de´veloppe´ et simule´ un grand nombre de mode`les
exprime´s dans le langage MGS. Outre l’illustration des concepts, nous avons profite´ de
l’expe´rience gagne´e pour de´terminer les limites de notre formalisme et pour apporter les
nouveaute´s et les ame´liorations ne´cessaires.
2 Prolongement du travail en cours
Le langage MGS est en constante e´volution, re´pondant a` la fois aux besoins e´mergeants de
son utilisation et aux diffe´rents de´veloppements the´oriques.
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2.1 L’interpre`te MGS
Si au niveau the´orique les diffe´rents types de donne´es en MGS sont de´crits de manie`re unifie´e
par la structure de collection topologique, au niveau de l’implantation, chaque type de collection
topologique dispose de sa propre implantation ad-hoc. Cela est ne´cessaire pour des raisons d’ef-
ficacite´. Par exemple, il n’est pas raisonnable de repre´senter des multi-ensembles de plus de 105
e´le´ments, ce que nous avons fait dans le cas de simulations chimiques, par un graphe complet.
Cette diversite´ de repre´sentation n’empeˆche pas de de´velopper des codes ge´ne´riques (par
exemple pour le filtrage). Nous sommes persuade´s que les techniques permettant d’implanter des
algorithmes ge´ne´riques peuvent eˆtre de´veloppe´es afin de factoriser plus de code dans l’interpre`te.
Par ailleurs, l’ame´lioration des performances a` l’exe´cution passe tre`s certainement par la com-
pilation et des phases d’optimisation. Le proble`me de la compilation a e´te´ aborde´ dans [Coh04]
sous l’angle du typage. Nous avons aborde´ le proble`me de l’optimisation des filtres dans notre
stage de DEA en proposant de re´e´crire certains filtres en des filtres e´quivalents mais dont les oc-
currences sont plus efficaces a` rechercher. Nous avons aussi implante´ des strate´gies parame´trables
de parcours des cellules d’un complexe, afin d’optimiser la recherche des occurrences d’un patch.
La strate´gie par de´faut peut eˆtre modifie´ explicitement par le programmeur mais les parame`tres
devraient ide´alement eˆtre de´termine´es automatiquement par une analyse statique des motifs et
par la connaissance du type de collections sur lequel on travaille.
2.2 Les transformations
La distinction entre les patches et les 〈n, p〉-transformations ne semble pas justifie´e. La
diffe´rence entre ces deux types de transformation ne re´side que dans les deux langages de motifs.
Quel que soit le langage utilise´, l’application d’une re`gle retourne un couple (collection filtre´e,
collection calcule´e). Cela conduit a` conside´rer les transformations comme des ensembles ordonne´s
(ou non) de re`gles de re´e´criture, de fac¸on inde´pendante des langages de motifs. La composition
de ces ensembles de re`gles est une voie pour modulariser les simulations. Un des enjeux de la
simulation est en effet de pouvoir de´finir des composants re´utilisables, capitalisant un savoir-
faire et permettant de construire aise´ment des simulations par assemblage. On retrouve la` des
proble´matiques de´veloppe´es dans le domaine des langages a` objets et des aspects.
L’analogie entre transformation et forme diffe´rentielle ne´cessite d’eˆtre approfondie. Les se´man-
tiques des chapitres 4 et 5 de´crivent le fonctionnement de l’application des transformations
mais ne fournissent pas d’objet mathe´matique correspondant a` une transformation. La notion
de cochaˆıne semble eˆtre un point de de´part pour de´finir cet objet formel. Ne´anmoins, comme
nous l’avons vu, les cochaˆınes expriment des transformations dont les re`gles sont de la forme
x => f(x), partitionnant les collections en des sous-collections constitue´es d’un seul e´le´ment.
Des filtres plus complexes ne partitionnent pas les collections aussi simplement. On pense par
exemple a` un motif x, y constituant des sous-collections comprenant deux e´le´ments. Nous en-
visageons d’e´tendre les cochaˆınes en utilisant par exemple le treillis des sous-collections d’une
collection ; ce treillis de´finit un complexe simplicial sur lequel on peut ramener les motifs les plus
complexes a` des motifs e´le´mentaires. Cette extension des cochaˆınes permettrait alors de donner
une identite´ mathe´matique aux transformations et de de´finir une alge`bre des transformations
par analogie a` l’alge`bre des formes diffe´rentielles. Les identite´s remarquables de cette alge`bre
correspondraient alors a` des transformations de programmes (par exemple pour les simplifier
ou` les rendre plus efficaces). Un e´quivalent du the´ore`me de Stokes permettrait par exemple de
simplifier le domaine de la collection sur laquelle s’applique une transformation (au prix de la
complexification de la fonction a` appliquer).
Mentionnons une dernie`re direction de recherche concernant les transformations : les relations
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avec la re´e´criture (et en particulier avec la re´e´criture de graphe) doivent eˆtre e´tudie´es. Des
concepts de´veloppe´s dans ce domaine comme la notion de forme normale ou de confluence ont
des interpre´tations utiles en mode´lisation. Une forme normale peut par exemple correspondre a`
un attracteur de la trajectoire du syste`me. La confluence peut s’interpre´ter comme une forme
de stabilite´ ou de robustesse. L’e´tude des proprie´te´s des syste`mes de re´e´criture peuvent donc
apporter beaucoup a` MGS et a` la mode´lisation des (SD)2.
3 Perspectives : la programmation spatiale
Nous avons mentionne´ dans l’introduction de cette the`se que le projet MGS s’inscrivait aussi
dans la proble´matique des langages de programmation non-conventionnels. Plus pre´cise´ment,
MGS fait partie des langages conc¸us pour le calcul spatial (spatial computing en anglais). Ce
nouveau domaine de recherche vise a` de´velopper des formalismes, des langages et des architec-
tures mate´rielles qui permettent de prendre en compte la notion d’espace1. Le calcul spatial
re´pond a` trois motivations :
• de´passer l’architecture se´quentielle de von Neumann pour de´velopper des mode`les paralle`les
dans lequel l’espace est une ressource prise en compte pour optimiser les performances (couˆt
de communication, organisation des circuits VLSI, acce`s aux donne´es, reconfiguration de
l’architecture, etc.) ;
• fournir l’environnement adapte´ a` des applications qui doivent construire des espaces (re´alite´
virtuelle, simulation et expe´rience nume´rique, ge´ome´trie computationnelle, etc.) ;
• fournir un environnement adapte´ a` des applications qui doivent interagir avec l’espace re´el
(re´seau de capteurs, claytronics, robots mobiles, etc.).
Le mode`le classique se´quentiel de von Neumann atteint des limites et il est ne´cessaire
d’e´tudier des alternatives. Les progre`s de la biologie mole´culaire2 et les avance´es en nanosciences
offrent de nouveaux supports du calcul : on peut disposer a` pre´sent d’un tre`s grand nombre
d’entite´s e´le´mentaires (supe´rieur a` 106) qui interagissent et coope`rent de manie`re ale´atoire,
irre´gulie`re, de´faillante et dynamique dans le temps. Les questions pose´es par ces nouveaux sup-
ports sont
• Comment obtenir un comportement global cohe´rent ?
• Comment programmer une grande quantite´ d’entite´s pour parvenir a` un re´sultat particu-
lier ?
Ces proble`mes sont aussi aborde´s par le calcul amorphe [AAC+00] (amorphous computing en an-
glais). La programmation d’un support de calcul amorphe demande de passer de la spe´cification
d’un objectif global a` la de´finition d’un programme local a` chaque entite´. Plusieurs langages ont
de´ja` e´te´ de´veloppe´s pour des applications de´die´es (GPL [Coo91], OSL [Nag01], AML [Bea05],
. . .). Toutes les entite´s posse`dent initialement le meˆme programme. Celui-ci consiste en l’envoi
de signaux formant ainsi des gradients virtuels sur le support de calcul. Les entite´s perc¸oivent
ces signaux et sont aptes a` modifier en conse´quence leur comportement.
La programmation de ce type de me´dium est un proble`me difficile qui ne´cessite le de´velop-
pement de langages spe´cialise´s. Par ailleurs, la biologie du de´veloppement est une source d’inspi-
ration pour concevoir de nouvelles approches dans ce domaine. Par exemple, l’utilisation de gra-
dients n’est pas sans rappeler les patrons de de´veloppement observe´s par H. Meinhardt [Mei82].
1Voir a` ce sujet [BFGM05] et le re´cent se´minaire qui s’est tenu a` Dagstuhl en septembre 2006 sur « Computing
Media and Languages for Space-Oriented Computation ».
2Nous pensons en particulier aux outils de´veloppe´s par la biologie synthe´tique.
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La de´termination d’une position dans un re´seau amorphe peut s’inspirer des me´canismes e´tudie´s
par L. Wolpert pour l’e´tablissement d’une information de position. E. Cohen et P. Prusinkiewicz
ont e´tudie´ comment on pouvait controˆler la ge´ome´trie (globale) d’un tissu en croissance a` partir
d’un petit ensemble de parame`tres qui peuvent se relier a` l’action (locale) des ge`nes [CRLM+04].
On pourrait multiplier les exemples.
On voit que dans ce domaine, les re´troactions entre un niveau global et un niveau local sont
de´terminantes et s’inscrivent donc comple`tement dans la proble´matique des (SD)2. C’est pourquoi
nous pensons que les structures de donne´es et de controˆle de´veloppe´es dans MGS offrent des ou-
tils inte´ressants pour la mode´lisation et la simulation de ce type de syste`mes. Le de´veloppement
d’une alge`bre de transformations, l’approfondissement des ope´rateurs diffe´rentiels, le raffinement
des strate´gies stochastiques sont des voies qui permettraient d’e´tablir des ponts entre le compor-
tement local des entite´s et les proprie´te´s globales assigne´es au syste`me. La perspective ouverte est
de de´velopper une « inge´nierie des populations » permettant de donner une forme a` un me´dium
amorphe.
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1 L’interpre`te MGS
Notre implantation du langage MGS consiste en un interpre`te qui a largement e´te´ pre´sente´
dans le chapitre 2. Nous proposons de de´tailler dans cette section quelques e´le´ments d’im-
plantation mettant en avant diffe´rents proble`mes rencontre´s. Nous illustrons nos propos par
la pre´sentation de l’introduction des collections QMF dans l’interpre`te. Nous commenc¸ons par
de´crire l’organisation des sources de l’interpre`te ; nous nous inte´ressons en particulier a` la mise
en place du polytypisme ad-hoc de MGS et d’un me´canisme permettant l’ajout de nouveaux
types de valeurs sans modifier les fichiers existants. Nous voyons ensuite la mise en place du
type de collections QMF.
1.1 Structuration du code et me´canisme d’indirection
L’interpre`te MGS est en constante e´volution. Ces e´volutions consistent la plupart du temps
en l’ajout d’un nouveau type de valeurs et des fonctions qui lui sont associe´es.
L’interpre`te est programme´ dans un environnement fonctionnel dont le squelette est une
fonction d’e´valuation qui prend en argument une expression du langage (sous la forme d’un
arbre de syntaxe abstraite) pour calculer une valeur. Cette valeur est de´crite a` l’aide d’un type
somme :
type value = VAL int of int
| VAL float of float
| ...
| VAL funct value -> value
;;
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On remarque la pre´sence du constructeur VAL funct qui a pour argument une fonction OCaml
pour la repre´sentation des fonctions MGS.
Un point important du de´veloppement de l’interpre`te consiste en l’enrichissement de l’environ-
nement par l’introduction de fonctions pre´de´finies. Une fonction pre´de´finie du langage correspond
a` un filtrage sur les constructeurs du type value. A` titre d’exemple, l’addition s’e´crit :
let add = function
| VAL int i1, VAL int i2 -> VAL int (i1+i2)
| VAL int i1, VAL float f2 -> VAL float ((float of int i1)+.f2)
| VAL float f1, VAL int i2 -> VAL float (f1+.(float of int i2))
| VAL float f1, VAL float f2 -> VAL float (f1+.f2)
...
;;
On remarque que le filtrage permet ici de programmer la surcharge de l’ope´rateur d’addition
(extreˆmement surcharge´ dans l’interpre`te). Plus ge´ne´ralement, ce type d’implantation facilite la
programmation du polymorphisme et du polytypisme ad-hoc. La valeur MGS correspondant a`
ce calcul est alors
VAL funct(function v1 -> VAL funct (v2 -> add (v1,v2)))
Elle est associe´e a` l’identificateur add de l’interpre`te dans l’environnement initial, donnant ainsi
l’acce`s au programmeur a` cette fonction pre´de´finie.
L’ajout d’un nouveau type de donne´, de´note´ xxx, correspond simplement a` la de´finition d’un
nouveau constructeur pour le type value, VAL xxx. Cependant la spe´cification de ce nouveau
constructeur ame`ne deux difficulte´s concernant les fonctions pre´de´finies :
• toute fonction OCaml sur le type value doit eˆtre modifie´e pour comple´ter le filtrage sur les
constructeurs de value, devenu non exhaustif par l’introduction du constructeur VAL xxx ;
• toutes les fonctions pre´de´finies sur le type de donne´es xxx doivent eˆtre soit programme´es
par filtrage sur les constructeurs de value (les cas d’erreur sont pris en compte), soit
inte´gre´es a` une de´finition existante (ce cas correspond a` la surcharge d’un ope´rateur).
MGS compte a` l’heure actuelle 24 types de donne´es diffe´rents dont 12 types scalaires et 12
types de collections topologiques, ainsi que 225 fonctions pre´de´finies. L’implantation de l’in-
terpre`te (analyseurs syntaxique et lexical, e´valuation et fonctions pre´de´finies) ne´cessite environ
50 000 lignes de code OCaml, C et C++, re´parties en 75 fichiers.
Une organisation du code de l’interpre`te ainsi qu’un me´canisme de redirection ont e´te´ mis
en place pour faciliter le de´veloppement incre´mental de l’interpre`te.
Structuration du code. L’organisation des sources de l’interpre`te est pre´sente´e figure 1. Elle
consiste en une structuration par couches. Les couches les plus fonce´es de´pendent des couches
les plus claires. Elles sont, de la plus fonce´e a` la plus claire :
La machine virtuelle : il s’agit du cœur de l’interpre`te. On y trouve l’analyseur lexical, l’ana-
lyseur syntaxique, le moteur pour la combinatorisation SK1 et l’e´valuateur.
Les fonctions pre´de´finies : il s’agit des modules associant un identificateur a` une de´finition
de fonction pre´de´finie, comme nous l’avons vu pour la fonction d’addition.
1L’interpre`te repose sur la SK-traduction au vol des expressions ; la combinatorisation SK permet de transfor-
mer les fonctions de´finies par l’utilisateur en composition de fonctions pre´de´finies du langage hoˆte (ici OCaml) et
par suite d’utiliser une valeur fonctionnelle OCaml pour repre´senter une fonction MGS de´finie par le programmeur.
Cette traduction est particularise´e par la prise en compte de traits impe´ratifs autorise´s par MGS.
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fonctions
prédéfinies
bibliothèques
externes
Type_qmfQmfPrinter_qmf
machine virtuelle
Kernel_qmf
Core_qmf
Def_qmf stub_qmf_ml.h stub_qmf_ml.c
stub_qmf.cc
libgmapkernel.a
value.ml
dispatch.ml
indirection
modules
machine
virtuelle
Fig. 1 – Organisation par couches des sources de l’interpre`te MGS : a` gauche, la figure de´crit les
de´pendance entre les couches sous la forme d’une tour de Hano¨ı vue de dessus : chaque couche
est repre´sente´e par un e´tage de la tour ; les e´tages les moins larges (au dessus dans la tour)
repre´sentent les couches de´pendantes de celles correspondant aux e´tages les plus larges. A` droite
les couches sont repre´sente´es de fac¸on verticale pour le cas particulier des collections QMF.
Les indirections : elles font le lien entre les valeursMGS, de type value, et les objets re´ellement
manipule´s. Intuitivement, en reprenant la fonction d’addition de´crite ci-dessus, l’indirec-
tion correspond au lien qui est fait entre « l’addition de deux valeurs MGS » d’une part
( add(v1,v2)) et, par exemple, « l’addition de deux entiers » (i1+i2) dans le cas du
constructeur VAL int.
Les modules : il s’agit de l’implantation concre`te des structures de donne´es et des fonctions
utilise´es pour manipuler les valeurs MGS. On trouve e´galement dans cette couche la des-
cription re´elle des types de donne´es utilise´s pour encoder une valeur MGS.
Les bibliothe`ques externes : certains types de valeurs ne´cessitent l’utilisation de proce´dures
spe´cifie´es dans des bibliothe`ques spe´cialise´es. Cette dernie`re couche contient a` la fois ces
bibliothe`ques et l’interface avec les modules de la section pre´ce´dente.
Me´canisme d’indirection. Le point important de l’organisation des sources de MGS re´side
dans une de´coupe particulie`re des couches pre´sente´es ci-dessus. En effet, les secteurs en pointille´s
observe´s sur la figure 1 correspondent chacun a` un type de donne´es MGS particulier, et chaque
secteur est inde´pendant des autres. L’exemple de secteur a` droite sur la figure 1 correspond
a` l’introduction des collections QMF dans l’interpre`te. Nous de´taillons les diffe´rents fichiers et
modules apparaissant dans cet exemple :
• Les collections QMF sont fonde´es sur la notion de G-carte. La bibliothe`que libgmapkernel,
de´veloppe´e dans le cadre du projet MOKA, est de´die´e a` cette structure de donne´es. Il s’agit
d’une bibliothe`que e´crite en C++ que nous devons interfacer avec l’interpre`te MGS :
stub qmf.cc : OCaml permet d’interfacer des programmes C [LDG+04, chapitre 18]. Ce
fichier correspond a` un wrapper entre les classes et les objets C++ de la bibliothe`que
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libgmapkernel et les fonctions C correspondantes. Ces fonctions sont soit des pro-
ce´dures de la bibliothe`que qu’on souhaite rendre accessibles dans le langage cible
(MGS), soit des nouvelles fonctions implante´es a` partir des primitives fournies par
libgmapkernel.
stub qmf ml.[hc] : Ces deux fichiers implantent l’interface entre les fonctions de´finies
dans stub qmf.cc et le langage OCaml. Cela consiste a` encapsuler les structures de
donne´es C/C++ en valeurs OCaml utilisables dans les modules de l’interpre`te a` travers
des types abstraits. Ceci est de´taille´ plus loin dans l’annexe.
• Les fichiers de la couche modules spe´cifient en OCaml les types et fonctions utilise´s pour
l’implantation des collections topologiques QMF.
Def qmf : On trouve dans ce fichier la de´claration des types abstraits correspondant aux
structures de donne´es et aux valeurs OCaml de´crites dans stub qmf ml pour la mani-
pulation des G-cartes, ainsi que la de´claration du type polymorphe ’a qmf e´mulant
les collections topologiques QMF dont les positions sont de´core´es par des valeurs de
type ’a.
Code qmf : Ce module contient les fonctions OCaml de manipulation des valeurs de type ’a
qmf. En particulier, on y trouve les ite´rateurs fold, map, . . . implante´s uniquement
pour les collections QMF. Chaque secteur implante ces fonctions pour chaque type
de collection topologique. Ces fonctions ne sont pas polytypiques mais simplement
polymorphes. Par exemple, la fonction map de´finie dans ce module a pour signature
map : (’a -> ’b) -> ’a qmf -> ’b qmf
• Les couches les plus internes consistent a` utiliser les types de valeurs de´crits dans les fichiers
de la couche modules pour spe´cifier les fonctions MGS s’appliquant sur des collections
topologiques QMF.
value.ml : On trouve ce fichier a` la frontie`re des couches modules et indirections. Il
contient la de´claration du type somme value que nous avons e´voque´ plus haut. Ce
fichier est le seul commun a` tous les secteurs et il est ne´cessaire de le modifier pour
ajouter un nouveau type de donne´es. En particulier, pour les QMF, il est mis a` jour
par :
open Def qmf ;;
type value = ...| VAL qmf of qmf ;;
Qmf : Ce module permet l’instanciation des objets de la couche modules en e´le´ments agis-
sant sur des e´le´ments de type value. Dans le cas de map, l’instanciation donne :
map funct qmf : (value -> value) -> value qmf -> value qmf
Printer qmf : Il regroupe les fonctions pour l’affichage des collections QMF dans l’in-
terpre`te.
Type qmf : Il construit et met a` jour la hie´rarchie des types des valeurs MGS pre´sente´e au
chapitre 2.
• Dans la couche indirections, les fonctions pre´de´finies sont associe´es aux identificateurs
auxquels elles re´fe`rent dans l’interpre`te. C’est ici que les indirections sont faites suivant les
types arguments des fonctions MGS. Par exemple, pour la fonction map, il est ne´cessaire
de de´finir la fonction suivante :
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let map v1 v2 = match (v1,v2) with
| VAL funct v1, VAL seq v2 -> Seq. map funct seq v1 v2
| VAL funct v1, VAL qmf v2 -> Qmf. map funct qmf v1 v2
...
;;
La fonction map est polytypique car s’appliquant sur tous les types de collections topo-
logiques et quel que soit le type des e´le´ments contenus. Dans notre exemple, elle redirige
le calcul suivant le type du second argument vers les fonctions map xxx yyy ade´quates.
dispatch.ml : Ce fichier contient l’ensemble des de´clarations des fonctions ne´cessitant
une redirection vers une fonction spe´cifique par filtrage sur les constructeurs du type
value. On y trouve par exemple la de´finition de la fonction map ci-dessus.
La spe´cification de fonctions telles que map est au cœur des difficulte´s e´voque´es
plus haut a` propos de l’introduction d’un nouveau type de donne´es. En ajoutant un
constructeur au type somme value, tous les filtrages de dispatch.ml sont a` mettre
a` jour. Afin d’e´viter ce travail fastidieux, nous avons conc¸u un me´canisme ge´ne´rant
automatiquement le fichier dispatch.ml a` partir des fonctions d’indirection spe´cifie´es
dans les modules de la couche indirections. Ainsi, si une fonction fct arg (ou` fct est
le nom de la fonction et arg est le type de son argument) est spe´cifie´e dans l’un de
ces fichiers, le me´canisme cre´e automatiquement dans dispatch.ml la fonction :
let fct = function
| VAL arg v -> fct arg v
| ->
failwith "Dispatch: fct: error in argument type"
;;
si celle-ci n’existe pas ou la comple`te si elle existe de´ja`.
La construction automatique du fichier dispatch.ml permet une inde´pendance entre
les secteurs de la figure 1.
Kernel qmf : Ce dernier module, associe la fonction map a` l’identificateur MGS map si
cela n’a pas e´te´ fait par ailleurs :
addenv "map" map ;;
ou` addenv est la fonction de mise a` jour de l’environnement de l’interpre`te MGS.
1.2 Collection topologique
Nous avons vu d’un point de vue pratique comment les sources sont organise´es pour rendre
accessibles dans l’interpre`te de nouvelles structures de donne´es ainsi que leurs fonctions. Dans
cette partie, nous allons nous inte´resser plus au fond de l’implantation qu’a` la forme, en de´crivant
le codage des collections QMF.
G-cartes et complexes cellulaires. Rappelons tout d’abord qu’un complexe cellulaire de
dimension N est un triplet K = (S,≺, dim) ou` (S,≺) est un ensemble de cellules topologiques
ordonne´es par la relation d’incidence ≺ ; la fonction dim associe une dimension a` chaque cellule
de S ; N est la plus grande dimension associe´e a` une cellule de S. Une G-carte de dimension N
est un couple G = (B, (α0, . . . , αN )) ou` B est un ensemble de brins et les αi sont des involutions
de B dans B ; les involutions ve´rifient :
∀ 0 ≤ i < i+ 2 ≤ j ≤ N, αi ◦ αj est une involution
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La G-carte G de´crit le complexe cellulaire K s’il existe une bijection entre les brins de G et les
N -tuples2 de K.
Les collections topologiques de type QMF sont restreintes a` des espaces de positions repre´sente´s
par des complexes cellulaires pouvant eˆtre de´crits par des G-cartes (au meˆme titre que les
collections de type seq de´crivent des espaces de positions correspondant a` des graphes line´aires).
Nous proposons donc de programmer les collections QMF en utilisant la structure de donne´es de
G-carte pour encoder l’espace de positions. Il est important de conserver a` l’esprit que la structure
de donne´es de G-carte n’est pas accessible depuis l’interpre`te ou` seul le graphe d’incidence et les
cellules topologiques peuvent eˆtre manipule´s. Tout l’enjeu de cette implantation est de rendre
opaque l’utilisation des G-cartes.
Afin de re´aliser la traduction d’une G-carte G en le complexe cellulaire K qu’elle repre´sente,
il est ne´cessaire de retrouver les cellules de K a` partir de G. Intuitivement, une cellule σ de K
est repre´sente´e implicitement par l’ensemble des brins dont le N -tuple associe´ contient σ. En
supposant b ∈ B un tel brin, l’ensemble des brins contenant σ est accessible au moyen d’une
orbite. Une orbite est de´finie par une se´quence d’involutions <αi1 , . . . , αik> ; soit b un brin de
B, on de´finit de fac¸on inductive l’ensemble <αi1 , . . . , αik>(b) des brins accessibles a` partir de
l’orbite <αi1 , . . . , αik> par :{
b ∈ <αi1 , . . . , αik>(b)
b′ ∈ <αi1 , . . . , αik>(b) ⇒ ∀ 1 ≤ j ≤ k, αij (b
′) ∈ <αi1 , . . . , αik>(b)
Ainsi, l’ensemble des brins repre´sentant une cellule σ de dimension i est donne´ par l’orbite
<α0, . . . , αi−1, αi+1, . . . , αN> et un des brins b dont le N -tuple associe´ contient σ. Cette orbite
permet d’emprunter toutes les involutions excepte´e αi pour parcourir les N -tuples accessibles
a` partir de b. En interdisant αi, tous les N -tuples conside´re´s posse`dent la meˆme cellule de
dimension i, a` savoir σ.
Finalement, on de´duit de ce parcours des brins qu’un couple (b, i) ∈ B × N permet d’iden-
tifier la cellule σ de dimension i telle que le N -tuple associe´ a` b contient σ. Tous les brins de
<α0, . . . , αi−1, αi+1, . . . , αN>(b) conviennent pour repre´senter σ. Afin de normaliser le couple
(b, i), nous conside´rons que b est choisi tel que son adresse me´moire soit la plus petite.
Types OCaml. A` partir de la bibliothe`que libgmapkernel.a, nous mettons en place deux
types OCaml abstraits (voir les custom blocks dans [LDG+04, page 254]) : gmap pour les G-
cartes et dart pour les brins. Ces types sont mis en place coˆte´ C dans les fichiers stub qmf ml.h
et stub qmf ml.c, et de´clare´s coˆte´ OCaml dans le module Def qmf :
type gmap
and dart ;;
Une valeur de type gmap est un pointeur vers un objet de la bibliothe`que libgmapkernel.a
encodant une G-carte ; une valeur de type dart est un pointeur vers un brin d’une G-carte.
Les fonctions remonte´es en OCaml permettent entre autre de parcourir les brins d’une G-carte
ou les brins d’une orbite, de re´cupe´rer la G-carte a` laquelle appartient un brin, de rede´finir les
involutions, etc.
A` partir de ces deux types abstraits, nous de´finissons dans Def qmf deux types supple´men-
taires respectivement pour les cellules des G-cartes (c’est-a`-dire l’espace de positions) et pour
les collections QMF :
2Un N -tuple de K est une se´quence ordonne´e de cellules (σN , . . . , σ0) telle que ∀0 ≤ i ≤ N , dim(σi) = i et
σi ≺ σi+1 pour i #= N .
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type ncell = dart * int
and ’a qmf = gmap * (ncell, ’a) Hash.t ;;
Comme nous l’avons de´crit plus haut, une cellule topologique est un couple (brin, dimension). En
ayant assure´ l’unicite´ de la repre´sentation des cellules, on repre´sente une collection QMF comme
une table de hachage3 associant une valeur de type ’a aux cellules de type ncell. La donne´e
d’une G-carte dans la de´claration du type qmf permet d’assurer que seules les cellules de cette
G-carte sont conside´re´es. Ainsi, le type d’une collection QMF est parame´tre´ par une G-carte (voir
chapitre 2).
Construction de´clarative de G-cartes. La construction des structures dans le langage
est similaire a` la parame´trisation d’objets ge´ome´triques par le λ-calcul propose´e dans [DL02].
Il y est pre´sente´e une inte´gration des G-cartes dans un λ-calcul type´ qui facilite e´norme´ment
la composition des objets ge´ome´triques. Les G-cartes et leurs ope´rations deviennent alors des
expressions fonctionnelles.
A` l’instar de ces travaux, nous nous plac¸ons dans un contexte ou` le point de vue « brins et
involutions » est cache´ pour ne laisser apparaˆıtre que les cellules topologiques. Les primitives
propose´es dans l’interpre`te sont, dans ce contexte, de plus haut niveau que celles de [DL02]. Il
est alors possible d’utiliser la puissance d’expression d’un langage fonctionnel pour construire de
nouveaux objets (par notamment la composition de fonctions et la re´cursivite´). Dans l’exemple
suivant, on propose de construire une ligne de n carre´s (vus comme des 2-cellules a` 4 coˆte´s). Le
programme suivant sche´matise comment faire :
let add square = function ->
let rec line = function 0 ->
| n -> add square(line(n-1))
La fonction add square prend en argument un complexe cellulaire (encode´ dans une G-carte)
re´fe´rence´ par un arc (les cercles gris et vide de´notent le bord de cet arc, les lignes pointille´es
repre´sentent la partie restante du complexe cellulaire). Elle construit un nouveau complexe
identique au pre´ce´dent (la partie du complexe figurant en pointille´s n’est pas modifie´e) auquel
est ajoute´ un nouveau carre´ construit a` partir de l’arc passe´ en parame`tre. Elle retourne alors
un des coˆte´s de ce nouveau complexe a` partir duquel un nouvel appel a` la fonction construira
un autre carre´. La fonction line utilise ce principe en appelant de fac¸on re´cursive add square
pour construire une ligne de n carre´s a` partir d’un arc distingue´ originel (pour n = 0).
Les fonctions pre´de´finies pour construire les G-cartes sont deux types :
1. la cre´ation de nouveaux objets inde´pendants dans une G-carte (add vertex, add edge,
add facet, add polygon, add sphere, add polyline, etc.) ;
2. des transformations simples d’objets :
insert vertex : divise en deux un arc donne´ en argument ;
3Le module Hash fournit par OCaml implante les tables de hachage.
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insert edge : divise en deux une face en cre´ant un nouvel arc a` partir de deux des som-
mets de la face ;
insert face : divise un volume en deux a` partir de la liste des arcs bordant la nouvelle
face ;
remove ncell : ope´ration inverse de insert [vertex|edge|face] ;
create edge : cre´e un nouvel arc a` partir de deux sommets si cela est possible ;
create face : cre´e une nouvelle face a` partir de la liste ordonne´e des arcs qui la borde ;
delete ncell : ope´ration inverse de create [edge|face].
Ces fonctions ont e´te´ programme´es lors d’une semaine de collaboration avec l’e´quipe du
projet MOKA. La difficulte´ de l’implantation de telles primitives provient de l’opacite´ que
nous imposons vis-a`-vis des G-cartes.
2 Les logiciels compagnons
2.1 Le visualisateur Imoview
Le langage MGS permet la de´finition de structures de donne´es e´voluant dans le temps pour
la simulation de processus complexes en biologie. L’exploitation des re´sultats de la simulation
ne´cessite la visualisation sous plusieurs formes des re´sultats de l’exe´cution d’un programmeMGS.
Pour cela, il est possible d’associer une repre´sentation graphique abstraite a` chaque structure et
sous-structure.
Ces repre´sentations graphiques sont transmises sous forme abstraite au serveur graphique
en utilisant une architecture de type client/serveur unidirectionnelle. La communication entre
le programme MGS et le serveur graphique passe par une couche interme´diaire : MGS ge´ne`re
un fichier refle´tant la repre´sentation des structures et transformations de la simulation effectue´e
et respectant une syntaxe bien de´finie ; le serveur quant a` lui interpre`te le fichier et en pro-
duit l’affichage a` l’e´cran sous forme d’objets tridimensionnels permettant l’exploitation de ces
re´sultats.
La communication entre le client et le serveur repose sur un langage interme´diaire, Teom. Ce
langage offre des primitives de haut-niveau permettant de construire des sce`nes graphiques qui
sersont affiche´es par le serveur graphique, Imoview. Une caracte´ristique de Teom est de permettre
la description symbolique du placement des objets ainsi que de leur positionnement a` l’aide de
coordonne´es explicites.
La connexion entre le client et le serveur est faite par l’interme´diaire d’un fichier4. L’ajout
d’une couche interme´diaire, mate´rialise´e par un fichier respectant un langage bien pre´cis, facilite
l’interaction entre les application et le logiciel d’affichage Imoview.
Nous commenc¸ons par pre´senter le langage Teom puis nous de´crivons le logiciel Imoview.
Le langage Teom. La syntaxe du langage Teom a e´te´ de´finie de telle sorte que les fichiers
soient facilement ge´ne´re´s par un programme MGS. Une me´thode classique pour repre´senter une
sce`ne 3D est d’utiliser une structure hie´rarchique d’objets, c’est-a`-dire un arbre, les nœuds et les
feuilles contenant les informations sur les e´le´ments qui constituent la sce`ne :
4Une communication par socket est envisage´ et fait l’objet d’un de´veloppement actuel.
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• Les nœuds sont appele´s des groupes. Ils connectent diffe´rents sous-arbres afin de former
et de placer des objets complexes. Ils correspondent aux ope´rations ge´ome´triques ou aux
groupements de sous-objets.
• Les feuilles correspondent aux objets primitifs, contenant leur propre description.
De´taillons les trois cate´gories d’objets que nous venons d’introduire :
Les objets primitifs : Ils repre´sentent les formes ge´ome´triques fondamentales de la sce`ne. Ils
ne peuvent pas eˆtre directement en relation avec d’autres objets de l’arbre et posse`dent
leurs propres parame`tres.
Le langage Teom dispose d’un large inventaire d’objets simples liste´s dans le tableau 1.
Nom Objet ge´ome´trique
Box Paralle´le´pipe`de rectangle
Cone Coˆne
Cylinder Cylindre
Disc Disque
Empty Case vide
Frustum Tronc de coˆne
Polyline Ligne brise´e
Polygone Polygone convexe
Sphere Sphe`re
Tab. 1 – Liste de primitives du langage Teom.
Les ope´rations ge´ome´triques : Les ope´rations ge´ome´triques repre´sentent des nœuds dont
les fils subissent une transformation ge´ome´trique particulie`re. Le tableau 2 pre´sente les
diffe´rentes ope´rations offertes par le langage Teom ainsi que les mots cle´s qui leur sont
associe´s.
Nom Ope´ration
AxisRotated Rotation
Scaled Homothe´tie
Translated Translation
Tab. 2 – Liste des ope´rations ge´ome´triques du langage Teom.
Les groupes : Les groupes permettent de conside´rer un ensemble d’objets (leurs fils dans
l’arbre) comme une entite´ monolithique. Ils permettent e´galement de positionner dans
l’espace et de fac¸on implicite ces objets les uns par rapport aux autres, suivant des pa-
trons d’organisations simples (droites, grilles carre´es et grilles hexagonales). Les groupes
conviennent a` la repre´sentation de GBF par exemple. On remarquera notamment que l’ob-
jet vide (empty) trouve ici toute son utilite´ pour repre´senter les positions non de´finies des
collections newtoniennes.
Le logiciel Imoview. Ce logiciel permet l’affichage de sce`nes de´crites dans le langage Teom
e´voque´ ci-dessus. L’implantation est fonde´e sur l’utilisation de la bibliothe`que graphique OpenGL
ainsi que des suites LablGL, LablGTK et CamlImages de´veloppe´es autour d’OCaml. La figure 2
est une capture d’e´cran de la version actuelle d’Imoview.
280 Annexe A - De´tails d’implantation et logiciels compagnons
Fig. 2 – Capture d’e´cran du logiciel Imoview : construction de l’e´ponge de Menger
Imoview permet :
• de charger le contenu d’un fichier de´crivant des sce`nes dans le langage Teom,
• d’animer l’affichage de ces sce`nes pour rendre compte de l’e´volution du syste`me repre´sente´,
• de naviguer dans la sce`ne (zoom, translation et rotation de la came´ra a` l’aide de la souris)
pour l’observer depuis n’importe quel point de vue,
• de faire des captures d’e´cran et de film.
Pour plus d’informations sur le logiciel Imoview, le lecteur inte´resse´ se re´fe´rera au rapport de
stage de F. Thonne´rieux [Tho03]. Je suis intervenu sur le logiciel Imoview pour :
• corriger les bugs,
• le mettre a` jour,
• rajouter quelques fonctionnalite´s.
2.2 L’e´diteur de re`gles PatchGen
La motivation principale du de´veloppement du logiciel PatchGen est ne´e d’un constat fait a`
l’issue du de´veloppement de la construction de l’e´ponge de Menger (voir chapitre 8). L’e´ponge
de Menger est une fractale ge´ne´re´e a` partir d’un cube plein qui est « troue´ » suivant chacune
des trois directions. Cette construction demande trois e´tapes :
1. la subdivision des arcs en trois arcs,
2. la subdivision des faces en huit carre´s (le carre´ central n’est pas cre´e´), et
3. la subdivision du volume en vingt cubes.
Ce processus de construction est ensuite ite´re´ sur les cubes cre´e´s pour obtenir a` la limite la figure
fractale.
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La troisie`me e´tape consiste en une seule re`gle de patch filtrant 32 sommets, 108 arcs, 48 faces
et un volume pour 8 sommets, 36 arcs, 48 faces et 20 volumes cre´e´s. Bien que particulie`rement
syme´trique et extreˆmement re´gulie`re, la re`gle correspondante compte environ 200 lignes sur
lesquelles 301 variables doivent eˆtre prises en compte (voir pages 284–283). La programmation
de ce patch est tre`s fastidieuse et sujette a` de nombreuses erreurs. C’est pourquoi, nous avons
propose´ un e´diteur graphique de re`gles de patch.
La figure 3 pre´sente une capture d’e´cran du logiciel PatchGen ou` la re`gle correspondant a` la
troisie`me e´tape de la construction de l’e´ponge de Menger est spe´cifie´e graphiquement.
Fig. 3 – Capture d’e´cran du logiciel PatchGen : troisie`me e´tape de la construction de l’e´ponge
de Menger
L’environnement graphique de PatchGen propose deux feneˆtres OpenGL conjointes repre´sen-
tant respectivement la partie gauche et la partie droite de la re`gle e´dite´e. Ces deux feneˆtres
sont inde´pendantes en termes de sce`ne 3D, et il est possible d’y prendre deux points de vues
diffe´rents comme le montre la figure 3. En revanche, les objets repre´sente´s de part et d’autre sont
lie´s : les e´le´ments composant l’objet de gauche repre´sente les cellules filtre´es ; a` droite, celles-
ci apparaissent toujours si elles sont re´e´crites. Afin de manipuler les deux objets, trois modes
d’e´dition sont fournis :
1. toute action dans l’une des sce`nes est e´galement applique´es dans l’autre ;
2. toute action dans la cellule de gauche (resp. de droite) est e´galement applique´e dans la
cellule de droite (resp. de gauche), mais pas l’inverse ;
3. les deux parties sont inde´pendantes.
Afin de re´aliser ce couplage entre les deux sce`nes, les deux structures de donne´es sous-jacentes,
fonde´es sur la notion de graphe d’incidence pour respecter les besoins de MGS, sont lie´es l’une
a` l’autre.
PatchGen dispose e´galement d’un format pour importer et exporter les re`gles graphiques. La
figure 3 a e´te´ re´alise´e de la fac¸on suivante :
• un maillage tridimensionnel 3x3x3 a e´te´ cre´e´ a` l’aide MOKA ;
• ce maillage a ensuite e´te´ importe´ dans l’interpre`te MGS pour ge´ne´rer un fichier de donne´es
pour PatchGen contenant une re`gle filtrant ce maillage et le retournant inchange´5 ;
5
PatchGen ne permet pas pour l’instant d’importer des objets dans des formats autre que le sien. Nous tra-
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• cette re`gle est ensuite e´dite´e dans PatchGen :
– dans le mode d’e´dition s’appliquant en meˆme temps sur les parties gauches et droites de
la re`gle, le maillage est perfore´ pour obtenir une ite´ration de la construction de l’e´ponge
de Menger, spe´cifiant ainsi la partie droite de la re`gle,
– dans le mode d’e´dition laissant les deux parties inde´pendantes, la partie gauche (corres-
pondant au filtre) est travaille´e pour de´truire l’inte´rieur de l’e´ponge et cre´er un unique
volume ;
• la re`gle est finalement ge´ne´re´e par PatchGen et utilise´e dans un programme MGS.
Pour le cas de l’e´ponge de Menger, la programmation directe de la re`gle a ne´cessite´ 2 jours de
travail contre 10 minutes avec l’utilisation de PatchGen. Pour plus d’informations sur le logiciel
PatchGen, le lecteur inte´resse´ se re´fe´rera au rapport de stage de Y. Jullian [Jul05]. J’ai co-encadre´
avec O. Michel ce stage, conc¸u l’architecture du projet et participe´ au de´veloppement du logiciel.
vaillons a` l’heure actuelle sur l’importation des G-cartes.
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patch subdivide volumes[gen] = {
vvol:[dim=3,faces in (vf11,vf12,vf13,vf14,vf15,vf16,vf17,vf18,
vf21,vf22,vf23,vf24,vf25,vf26,vf27,vf28,
vf31,vf32,vf33,vf34,vf35,vf36,vf37,vf38,
vf41,vf42,vf43,vf44,vf45,vf46,vf47,vf48,
vf51,vf52,vf53,vf54,vf55,vf56,vf57,vf58,
vf61,vf62,vf63,vf64,vf65,vf66,vf67,vf68
)]
~vf11 > ~ve1 12:[(vv11) in faces] < ~vf12 > ~ve1 23:[(vv12) in faces] <
~vf13 > ~ve1 34:[(vv12) in faces] < ~vf14 > ~ve1 45:[(vv13) in faces] <
~vf15 > ~ve1 56:[(vv13) in faces] < ~vf16 > ~ve1 67:[(vv14) in faces] <
~vf17 > ~ve1 78:[(vv14) in faces] < ~vf18 > ~ve1 81:[(vv11) in faces] < ~vf11
~vf21 > ~ve2 12:[(vv21) in faces] < ~vf22 > ~ve2 23:[(vv22) in faces] <
~vf23 > ~ve2 34:[(vv22) in faces] < ~vf24 > ~ve2 45:[(vv23) in faces] <
~vf25 > ~ve2 56:[(vv23) in faces] < ~vf26 > ~ve2 67:[(vv24) in faces] <
~vf27 > ~ve2 78:[(vv24) in faces] < ~vf28 > ~ve2 81:[(vv21) in faces] < ~vf21
~vf31 > ~ve3 12:[(vv31) in faces] < ~vf32 > ~ve3 23:[(vv32) in faces] <
~vf33 > ~ve3 34:[(vv32) in faces] < ~vf34 > ~ve3 45:[(vv33) in faces] <
~vf35 > ~ve3 56:[(vv33) in faces] < ~vf36 > ~ve3 67:[(vv34) in faces] <
~vf37 > ~ve3 78:[(vv34) in faces] < ~vf38 > ~ve3 81:[(vv31) in faces] < ~vf31
~vf41 > ~ve4 12:[(vv41) in faces] < ~vf42 > ~ve4 23:[(vv42) in faces] <
~vf43 > ~ve4 34:[(vv42) in faces] < ~vf44 > ~ve4 45:[(vv43) in faces] <
~vf45 > ~ve4 56:[(vv43) in faces] < ~vf46 > ~ve4 67:[(vv44) in faces] <
~vf47 > ~ve4 78:[(vv44) in faces] < ~vf48 > ~ve4 81:[(vv41) in faces] < ~vf41
~vf51 > ~ve5 12:[(vv51) in faces] < ~vf52 > ~ve5 23:[(vv52) in faces] <
~vf53 > ~ve5 34:[(vv52) in faces] < ~vf54 > ~ve5 45:[(vv53) in faces] <
~vf55 > ~ve5 56:[(vv53) in faces] < ~vf56 > ~ve5 67:[(vv54) in faces] <
~vf57 > ~ve5 78:[(vv54) in faces] < ~vf58 > ~ve5 81:[(vv51) in faces] < ~vf51
~vf61 > ~ve6 12:[(vv61) in faces] < ~vf62 > ~ve6 23:[(vv62) in faces] <
~vf63 > ~ve6 34:[(vv62) in faces] < ~vf64 > ~ve6 45:[(vv63) in faces] <
~vf65 > ~ve6 56:[(vv63) in faces] < ~vf66 > ~ve6 67:[(vv64) in faces] <
~vf67 > ~ve6 78:[(vv64) in faces] < ~vf68 > ~ve6 81:[(vv61) in faces] < ~vf61
~ve1 12 > ~vv12 1 < ~ve2 12
~ve1 23 > ~vv12 2 < ~ve2 23 ~ve2 34 > ~vv25 1 < ~ve5 12
~ve1 34 > ~vv15 1 < ~ve5 81 ~ve2 45 > ~vv25 2 < ~ve5 23
~ve1 45 > ~vv15 2 < ~ve5 78 ~ve5 56 > ~vv54 1 < ~ve4 34
~ve1 56 > ~vv14 1 < ~ve4 56 ~ve5 67 > ~vv54 2 < ~ve4 45
~ve1 67 > ~vv14 2 < ~ve4 67 ~ve4 78 > ~vv46 1 < ~ve6 67
~ve1 78 > ~vv16 1 < ~ve6 78 ~ve4 81 > ~vv46 2 < ~ve6 56
~ve1 81 > ~vv16 2 < ~ve6 81 ~ve6 12 > ~vv62 1 < ~ve2 81
~ve6 23 > ~vv62 2 < ~ve2 78
~ve3 12 > ~vv34 1 < ~ve4 12
~ve3 23 > ~vv34 2 < ~ve4 23
~ve3 34 > ~vv35 1 < ~ve5 45
~ve3 45 > ~vv35 2 < ~ve5 34
~ve3 56 > ~vv32 1 < ~ve2 56
~ve3 67 > ~vv32 2 < ~ve2 67
~ve3 78 > ~vv36 1 < ~ve6 34
~ve3 81 > ~vv36 2 < ~ve6 45
=>
let fct = \p1,p2.((common cofaces(p1,p2)).(0)) in
(* Cre´ation des huit points centraux *)
‘v126:[dim=0,val={gen=0}+bary(c2 3,vv11,c1 3,vv34)]
‘v326:[dim=0,val={gen=0}+bary(c1 3,vv11,c2 3,vv34)]
‘v125:[dim=0,val={gen=0}+bary(c2 3,vv12,c1 3,vv33)]
‘v325:[dim=0,val={gen=0}+bary(c1 3,vv12,c2 3,vv33)]
‘v145:[dim=0,val={gen=0}+bary(c2 3,vv13,c1 3,vv32)]
‘v345:[dim=0,val={gen=0}+bary(c1 3,vv13,c2 3,vv32)]
‘v146:[dim=0,val={gen=0}+bary(c2 3,vv14,c1 3,vv31)]
‘v346:[dim=0,val={gen=0}+bary(c1 3,vv14,c2 3,vv31)]
(* Cre´ation des arcs internes *)
‘e13 14 1:[dim=1,faces=(^vv11,‘v126),val=‘edge]
‘e13 14 2:[dim=1,faces=(‘v126,‘v326),val=‘edge]
‘e13 14 3:[dim=1,faces=(‘v326,^vv34),val=‘edge]
‘e13 23 1:[dim=1,faces=(^vv12,‘v125),val=‘edge]
‘e13 23 2:[dim=1,faces=(‘v125,‘v325),val=‘edge]
‘e13 23 3:[dim=1,faces=(‘v325,^vv33),val=‘edge]
‘e13 32 1:[dim=1,faces=(^vv13,‘v145),val=‘edge]
‘e13 32 2:[dim=1,faces=(‘v145,‘v345),val=‘edge]
‘e13 32 3:[dim=1,faces=(‘v345,^vv32),val=‘edge]
‘e13 41 1:[dim=1,faces=(^vv14,‘v146),val=‘edge]
‘e13 41 2:[dim=1,faces=(‘v146,‘v346),val=‘edge]
‘e13 41 3:[dim=1,faces=(‘v346,^vv31),val=‘edge]
‘e24 14 1:[dim=1,faces=(^vv21,‘v126),val=‘edge]
‘e24 14 2:[dim=1,faces=(‘v126,‘v146),val=‘edge]
‘e24 14 3:[dim=1,faces=(‘v146,^vv44),val=‘edge]
‘e24 23 1:[dim=1,faces=(^vv22,‘v125),val=‘edge]
‘e24 23 2:[dim=1,faces=(‘v125,‘v145),val=‘edge]
‘e24 23 3:[dim=1,faces=(‘v145,^vv43),val=‘edge]
‘e24 32 1:[dim=1,faces=(^vv23,‘v325),val=‘edge]
‘e24 32 2:[dim=1,faces=(‘v325,‘v345),val=‘edge]
‘e24 32 3:[dim=1,faces=(‘v345,^vv42),val=‘edge]
‘e24 41 1:[dim=1,faces=(^vv24,‘v326),val=‘edge]
‘e24 41 2:[dim=1,faces=(‘v326,‘v346),val=‘edge]
‘e24 41 3:[dim=1,faces=(‘v346,^vv41),val=‘edge]
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‘e56 11 1:[dim=1,faces=(^vv51,‘v125),val=‘edge]
‘e56 11 2:[dim=1,faces=(‘v125,‘v126),val=‘edge]
‘e56 11 3:[dim=1,faces=(‘v126,^vv61),val=‘edge]
‘e56 22 1:[dim=1,faces=(^vv52,‘v325),val=‘edge]
‘e56 22 2:[dim=1,faces=(‘v325,‘v326),val=‘edge]
‘e56 22 3:[dim=1,faces=(‘v326,^vv62),val=‘edge]
‘e56 33 1:[dim=1,faces=(^vv53,‘v345),val=‘edge]
‘e56 33 2:[dim=1,faces=(‘v345,‘v346),val=‘edge]
‘e56 33 3:[dim=1,faces=(‘v346,^vv63),val=‘edge]
‘e56 44 1:[dim=1,faces=(^vv54,‘v145),val=‘edge]
‘e56 44 2:[dim=1,faces=(‘v145,‘v146),val=‘edge]
‘e56 44 3:[dim=1,faces=(‘v146,^vv64),val=‘edge]
(* Cre´ation des faces internes communes a` 2 bords... *)
‘f12 1:[dim=2,faces=(^ve1 12,^ve2 12,‘e13 14 1,‘e24 14 1),val=‘face]
‘f12 2:[dim=2,faces=(^ve1 23,^ve2 23,‘e13 23 1,‘e24 23 1),val=‘face]
‘f15 1:[dim=2,faces=(^ve1 34,^ve5 81,‘e13 23 1,‘e56 11 1),val=‘face]
‘f15 2:[dim=2,faces=(^ve1 45,^ve5 78,‘e13 32 1,‘e56 44 1),val=‘face]
‘f14 1:[dim=2,faces=(^ve1 56,^ve4 56,‘e13 32 1,‘e24 23 3),val=‘face]
‘f14 2:[dim=2,faces=(^ve1 67,^ve4 67,‘e13 41 1,‘e24 14 3),val=‘face]
‘f16 1:[dim=2,faces=(^ve1 78,^ve6 78,‘e13 41 1,‘e56 44 3),val=‘face]
‘f16 2:[dim=2,faces=(^ve1 81,^ve6 81,‘e13 14 1,‘e56 11 3),val=‘face]
‘f34 1:[dim=2,faces=(^ve3 12,^ve4 12,‘e13 41 3,‘e24 41 3),val=‘face]
‘f34 2:[dim=2,faces=(^ve3 23,^ve4 23,‘e13 32 3,‘e24 32 3),val=‘face]
‘f35 1:[dim=2,faces=(^ve3 34,^ve5 45,‘e13 32 3,‘e56 33 1),val=‘face]
‘f35 2:[dim=2,faces=(^ve3 45,^ve5 34,‘e13 23 3,‘e56 22 1),val=‘face]
‘f32 1:[dim=2,faces=(^ve3 56,^ve2 56,‘e13 23 3,‘e24 32 1),val=‘face]
‘f32 2:[dim=2,faces=(^ve3 67,^ve2 67,‘e13 14 3,‘e24 41 1),val=‘face]
‘f36 1:[dim=2,faces=(^ve3 78,^ve6 34,‘e13 14 3,‘e56 22 3),val=‘face]
‘f36 2:[dim=2,faces=(^ve3 81,^ve6 45,‘e13 41 3,‘e56 33 3),val=‘face]
‘f25 1:[dim=2,faces=(^ve2 34,^ve5 12,‘e24 23 1,‘e56 11 1),val=‘face]
‘f25 2:[dim=2,faces=(^ve2 45,^ve5 23,‘e24 32 1,‘e56 22 1),val=‘face]
‘f26 1:[dim=2,faces=(^ve2 78,^ve6 23,‘e24 41 1,‘e56 22 3),val=‘face]
‘f26 2:[dim=2,faces=(^ve2 81,^ve6 12,‘e24 14 1,‘e56 11 3),val=‘face]
‘f45 1:[dim=2,faces=(^ve4 34,^ve5 56,‘e24 32 3,‘e56 33 1),val=‘face]
‘f45 2:[dim=2,faces=(^ve4 45,^ve5 67,‘e24 23 3,‘e56 44 1),val=‘face]
‘f46 1:[dim=2,faces=(^ve4 78,^ve6 67,‘e24 14 3,‘e56 44 3),val=‘face]
‘f46 2:[dim=2,faces=(^ve4 81,^ve6 56,‘e24 41 3,‘e56 33 3),val=‘face]
(* ... et des volumes qui vont avec *)
‘v126:[dim=3,faces=(^vf11,^vf21,^vf61,‘f12 1,‘f26 2,‘f16 2),val=‘volume]
‘v125:[dim=3,faces=(^vf13,^vf23,^vf51,‘f12 2,‘f25 1,‘f15 1),val=‘volume]
‘v145:[dim=3,faces=(^vf15,^vf45,^vf57,‘f14 1,‘f45 2,‘f15 2),val=‘volume]
‘v146:[dim=3,faces=(^vf17,^vf47,^vf67,‘f14 2,‘f46 1,‘f16 1),val=‘volume]
‘v326:[dim=3,faces=(^vf37,^vf27,^vf63,‘f32 2,‘f26 1,‘f36 1),val=‘volume]
‘v325:[dim=3,faces=(^vf35,^vf25,^vf53,‘f32 1,‘f25 2,‘f35 2),val=‘volume]
‘v345:[dim=3,faces=(^vf33,^vf43,^vf55,‘f34 2,‘f45 1,‘f35 1),val=‘volume]
‘v346:[dim=3,faces=(^vf31,^vf41,^vf65,‘f34 1,‘f46 2,‘f36 2),val=‘volume]
(* Cre´ation des faces internes formant les trous... *)
‘f12:[dim=2,faces=(‘e13 14 1,‘e13 23 1,‘e56 11 2,fct(^vv11,^vv12)),val=‘face]
‘f14:[dim=2,faces=(‘e13 23 1,‘e13 32 1,‘e24 23 2,fct(^vv12,^vv13)),val=‘face]
‘f16:[dim=2,faces=(‘e13 32 1,‘e13 41 1,‘e56 44 2,fct(^vv13,^vv14)),val=‘face]
‘f18:[dim=2,faces=(‘e13 41 1,‘e13 14 1,‘e24 14 2,fct(^vv14,^vv11)),val=‘face]
‘f32:[dim=2,faces=(‘e13 41 3,‘e13 32 3,‘e56 33 2,fct(^vv31,^vv32)),val=‘face]
‘f34:[dim=2,faces=(‘e13 32 3,‘e13 23 3,‘e24 32 2,fct(^vv32,^vv33)),val=‘face]
‘f36:[dim=2,faces=(‘e13 23 3,‘e13 14 3,‘e56 22 2,fct(^vv33,^vv34)),val=‘face]
‘f38:[dim=2,faces=(‘e13 14 3,‘e13 41 3,‘e24 41 2,fct(^vv34,^vv31)),val=‘face]
‘f22:[dim=2,faces=(‘e24 14 1,‘e24 23 1,‘e56 11 2,fct(^vv21,^vv22)),val=‘face]
‘f24:[dim=2,faces=(‘e24 23 1,‘e24 32 1,‘e13 23 2,fct(^vv22,^vv23)),val=‘face]
‘f26:[dim=2,faces=(‘e24 32 1,‘e24 41 1,‘e56 22 2,fct(^vv23,^vv24)),val=‘face]
‘f28:[dim=2,faces=(‘e24 41 1,‘e24 14 1,‘e13 14 2,fct(^vv24,^vv21)),val=‘face]
‘f42:[dim=2,faces=(‘e24 41 3,‘e24 32 3,‘e56 33 2,fct(^vv41,^vv42)),val=‘face]
‘f44:[dim=2,faces=(‘e24 32 3,‘e24 23 3,‘e13 32 2,fct(^vv42,^vv43)),val=‘face]
‘f46:[dim=2,faces=(‘e24 23 3,‘e24 14 3,‘e56 44 2,fct(^vv43,^vv44)),val=‘face]
‘f48:[dim=2,faces=(‘e24 14 3,‘e24 41 3,‘e13 41 2,fct(^vv44,^vv41)),val=‘face]
‘f52:[dim=2,faces=(‘e56 11 1,‘e56 22 1,‘e13 23 2,fct(^vv51,^vv52)),val=‘face]
‘f54:[dim=2,faces=(‘e56 22 1,‘e56 33 1,‘e24 32 2,fct(^vv52,^vv53)),val=‘face]
‘f56:[dim=2,faces=(‘e56 33 1,‘e56 44 1,‘e13 32 2,fct(^vv53,^vv54)),val=‘face]
‘f58:[dim=2,faces=(‘e56 44 1,‘e56 11 1,‘e24 23 2,fct(^vv54,^vv51)),val=‘face]
‘f62:[dim=2,faces=(‘e56 11 3,‘e56 22 3,‘e13 14 2,fct(^vv61,^vv62)),val=‘face]
‘f64:[dim=2,faces=(‘e56 22 3,‘e56 33 3,‘e24 41 2,fct(^vv62,^vv63)),val=‘face]
‘f66:[dim=2,faces=(‘e56 33 3,‘e56 44 3,‘e13 41 2,fct(^vv63,^vv64)),val=‘face]
‘f68:[dim=2,faces=(‘e56 44 3,‘e56 11 3,‘e24 14 2,fct(^vv64,^vv61)),val=‘face]
(* ... et les volumes qui vont avec *)
‘v12:[dim=3,faces=(‘f12,‘f22,^vf12,^vf22,‘f12 1,‘f12 2),val=‘volume]
‘v15:[dim=3,faces=(‘f14,‘f58,^vf14,^vf58,‘f15 1,‘f15 2),val=‘volume]
‘v14:[dim=3,faces=(‘f16,‘f46,^vf16,^vf46,‘f14 1,‘f14 2),val=‘volume]
‘v16:[dim=3,faces=(‘f18,‘f68,^vf18,^vf68,‘f16 1,‘f16 2),val=‘volume]
‘v32:[dim=3,faces=(‘f36,‘f26,^vf36,^vf26,‘f32 1,‘f32 2),val=‘volume]
‘v35:[dim=3,faces=(‘f34,‘f54,^vf34,^vf54,‘f35 1,‘f35 2),val=‘volume]
‘v34:[dim=3,faces=(‘f32,‘f42,^vf32,^vf42,‘f34 1,‘f34 2),val=‘volume]
‘v36:[dim=3,faces=(‘f38,‘f64,^vf38,^vf64,‘f36 1,‘f36 2),val=‘volume]
‘v25:[dim=3,faces=(‘f24,‘f52,^vf24,^vf52,‘f25 1,‘f25 2),val=‘volume]
‘v26:[dim=3,faces=(‘f28,‘f62,^vf28,^vf62,‘f26 1,‘f26 2),val=‘volume]
‘v45:[dim=3,faces=(‘f48,‘f56,^vf48,^vf56,‘f45 1,‘f45 2),val=‘volume]
‘v46:[dim=3,faces=(‘f44,‘f66,^vf44,^vf66,‘f46 1,‘f46 2),val=‘volume]
} ;;
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