Condition number based complexity estimate for computing local extrema  by She, Zhikun & Zheng, Zhiming
Journal of Computational and Applied Mathematics 230 (2009) 233–242
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Condition number based complexity estimate for computing
local extremaI
Zhikun She ∗, Zhiming Zheng
LMIB and School of Science, Beihang University, Beijing, China
a r t i c l e i n f o
Article history:
Received 22 June 2007
Received in revised form 9 November 2008
MSC:
primary 68W40
secondary 68W30
Keywords:
Steepest descent method
Sturm’s theorem
Grid subdivision
Condition number
Singly exponential
a b s t r a c t
In this paper, we present a new algorithm for computing local extrema by modifying
and combining algorithms in symbolic and numerical computation. This new algorithm
improves the classical steepest descent method that may not terminate, by combining a
Sturm’s theorem based separation method and a sufficient condition on infeasibility. In
addition, we incorporate a grid subdivision method into our algorithm to approximate all
local extrema. The complexity of our algorithm is polynomial in a newly defined condition
number, and singly exponential in the number of variables.
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1. Introduction
How to efficiently compute the local extrema for the real polynomial functions has become a challenging task for
many theoretical perspectives and practical applications. During the past ten years, many methods have been proposed
to solve this problem, especially in optimization areas [1–4]. Among thesemethods, one possible way is to convert this local
extrema computation into an equivalent critical point detecting problem, that is, a problem of solving systems of polynomial
equations. Such works are essentially related to research on algorithms for deciding the feasibility of systems of polynomial
(in)equalities. In the literature, Tarski’s algorithm has hyper-exponential complexity [5], and many new algorithms [6–8]
(for instance, a double exponential algorithm in [6]) were proposed to improve Tarski’s algorithm recently. Further, based on
the real Turing model [9], Cucker and Smale [10] introduced a singly exponential algorithm, which works under round-off
computation for all well-posed inputs by combining the homogenization, grid subdivision and Newton operator.
In this paper, we start with the classical steepest descent method, which consists of finding an extremal point in the
direction of the gradient and applying this process again from this new point until a fixed point is reached. However, this
classical method may not terminate. Thus, to improve this classical method, we propose a new algorithm by incorporating
a separation method based on Sturm’s theorem, a grid subdivision method and a sufficient condition for deciding the
infeasibility. Here, infeasibility means that there are no nonzero local extremal points. By doing so, our new method not
only guarantees the termination, but also approximates all extremal points.
Moreover, we analyze the complexity of our algorithm, based on a newly defined condition number and show that our
complexity is polynomial in the condition number and singly exponential in the number of variables.
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Clearly, our approach can also be applied to decide the feasibility of a special class of polynomial systems ϕ(x) =
(ϕ1(x), . . . , ϕn(x)) satisfying that there exists a f (x) ∈ R[x1, . . . xn] (i.e., a polynomial ring overR) such thatϕ is the gradient
of f at the point x, where x = (x1, . . . , xn) and n ≥ 2.
This paper is organized as follows. In Section 2, we discuss the termination problem of the classical steepest descent
method for computing local extrema; in Section 3, a separation method based on Sturm’s theorem is provided; in Section 4,
we propose a new algorithm for computing local extrema, based on the classical steepest descent method, Sturm’s theorem
and grid subdivision; in Section 5, we define some condition numbers and then investigate our algorithm’s complexity; we
conclude the paper in Section 6.
2. Termination of the classical steepest descent method
In this section, we first review the classical steepest descent method which can be applied for minimizing a polynomial
function, and then discuss its termination.
For a bounded and non-empty set D ⊂ Rn, assume that f (x) : D 7→ R1 is differentiable at a neighborhood of a point
x ∈ D and g = ∇f (x) = ( ∂
∂x1
f (x), . . . , ∂
∂xn
f (x)) 6= 0, i.e., the gradient of f at x is not equal to 0. Then, there exists an a > 0
such that f (x− ag/‖g‖) < f (x). And, the classical steepest descent method [1] can be reviewed in Algorithm 1 as follows.
Algorithm 1. Input an initial point x1 ∈ D ⊂ Rn and a given precision ε.
(1) Let k := 1;
(2) If ‖∇f (xk)‖ ≤ ε, halt and return xk; otherwise, let dk := −∇f (xk);
(3) Use the one-dimensional Newton Method and exact linear search method to get ak such that ak satisfies locally
f (xk + akdk) = mina>0 f (xk + adk);
(4) Let xk+1 := xk + akdk and k := k+ 1. Go to Step 2.
It is easy to show that xk and xk+1 in Algorithm 1 satisfy f (xk+1) < f (xk). Note that, here, we suppose that for all k, ak is
bounded, implying that xk + akdk is also bounded. Otherwise, xk + akdk does not exist. In addition, we say that f is feasible
if it has a nonzero local extremal point inD; otherwise, f is infeasible. Following these notations, we can modify a theorem
described in [1] as follows:
Theorem 1. Assume that D ⊂ Rn is a bounded and non-empty set and f : D 7→ R1 is a function that can be differentiated
twice, leaving a continuous second derivative. Then, for any given precision ε > 0 and x ∈ D , the above algorithm either halts
and outputs an approximate minimal point up to this given precision or does not halt.
Before proving Theorem 1, we recall the following lemma.
Lemma 1 ([1]). Assume that D ⊂ Rn is a bounded and non-empty set and f : D 7→ R1 is a function that can be
differentiated twice, leaving a continuous second derivative. For any point x ∈ D , if there exist a constant a∗ ∈ R+ such that
f (x + a∗d) = mina>0 f (x + ad), where d = −∇f (x), and a constant M such that ‖∇2f (x + ad)‖ ≤ M for all a > 0, then
f (x)− f (x+ a∗d) ≥ 12M ‖∇f (x)‖2.
Based on Lemma 1, we can now prove Theorem 1 as follows.
Proof (Proof of Theorem 1). Let dk = −∇f (xk). By Lemma 1,
f (xk)− f (xk+1) ≥ 12M ‖∇f (xk)‖
2.
So, f (x1)− f (xk+1) =∑ki=1 (f (xi)− f (xi+1)) ≥ 12M ∑ki=1 ‖∇f (xi)‖2.
- If f (x) is bounded, then {∑ki=1 ‖∇f (xi)‖2}+∞k=1 is convergent, which implies that limk→+∞ ‖∇f (xk)‖ = 0. Therefore, for
any given precision ε, there exists N ∈ N such that when k > N , ‖∇f (xk)‖ ≤ ε. Hence, the above algorithm halts up to
the given precision ε.
- If limk→+∞ f (xk) = −∞, then Algorithm 1 does not halt. 
Similarly, we can apply the above steepest descent method for solving the local maximum problems. Thus, we arrive at
the following corollary.
Corollary 1. If {xk}+∞k=1 is bounded, then {xk}+∞k=1 is a convergent sequence.
Proof. Since {xk}+∞k=1 is bounded, there exists a subsequence {xkj }+∞j=1 and a point x∗ such that limj→+∞ xkj = x∗. Clearly,∇f (x∗) = 0. Without loss of generality, assume that x∗ is a strictly localminimal point. Let V (xk) = f (xk)−f (x∗). Obviously,
{V (xk)}+∞k=1 is a decreasing sequence. Hence, {V (xk)}+∞k=1 is a convergent sequence. That is, there exists a constant V¯ ≥ 0 such
that limk→+∞ V (xk) = V¯ . We claim V¯ = 0. Otherwise, 0 < V¯ ≤ V (xk) ≤ V (x1), k = 1, 2, 3, . . . . Due to continuity of
V (x) and the fact that V (x∗) = 0, there exists a δ > 0 such that for all k ∈ N, ‖xk − x∗‖ > δ, contradicting the fact that
limj→+∞ xkj = x∗. 
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The convergence rate of the sequence is given by the following theorem.
Theorem 2 ([1]). Assume that f : D 7→ R1 is a function that can be differentiated twice, leaving a continuous second derivative.
In addition, assume that {xk}+∞k=1 converges to x∗ such that ∇f (x∗) = 0 and ∇2f (x∗) is positive. Then,
|f (xk+1)− f (x∗)|
|f (xk)− f (x∗)| = βk < 1 and lim supk→+∞ βk ≤
m1 −m2
m1
≤ 1,
where m2 and m1 satisfy 0 < m2 ≤ λn ≤ λ1 ≤ m1 and λn and λ1 are the minimal and maximal eigenvalues of ∇2f (x∗),
respectively.
From Corollary 1, if {xk}+∞k=1 is bounded, then f is feasible. However, xk may not exist. Moreover, according to Theorem 1,
Algorithm 1 may not terminate. In order to check the existence and guarantee the termination, in the rest of this paper we
would like to choose more necessary initial points to do a global search based on certain extra techniques and criteria. As
an example, to determine the zeros of a univariate polynomial, we can first compute a bounded interval for the zeros and
then search for zeros in this bounded interval. Moreover, we can separate this interval into smaller intervals and search in
each smaller interval. To make sure that there is a zero in a certain interval, we will use Sturm’s theorem [11]. This whole
idea will be described in details in the posterior sections of this paper.
3. Separation method based on Sturm’s theorem
In Section 2, we have introduced the steepest descent method. As a supplement to the third step of Algorithm 1, in this
section we will compute all the local extrema of univariate polynomials.
As we can see from Algorithm 1 that the gradient direction is investigated, for all x ∈ Rn, let us first define a new function
Fx : R1 7→ R1 as Fx(a) = f (x− a∇f (x)) and then compute all extrema of Fx(a). We can alternatively compute all a ∈ R1
such that F ′x(a) = 0, where F ′x(a) denotes the derivative of F ′x at the point a. Specifically, we will use the 1-dimensional
Newton method to get the roots of F ′x(a) based on an iterative map from R1 to itself, which is defined to be:
NF ′x(a) = a−
(
F ′′x (a)
)−1 F ′x(a), (1)
where NF ′x(a) is well-defined as long as F
′′
x (a) 6= 0.
Since we apply the Newton method to F ′x(a) instead of Fx(a), some results on the convergence of the Newton method
in [9,12] need to be adapted, that is, we need a comprehensive study of the convergence again. For this, we first suppose
f (x) to be an analytic function instead of a polynomial function. Moreover, for any arbitrary but fixed a0 ∈ R1 and a ∈ R1,
we construct a sequence {ak}+∞k=0 and define an auxiliary quantity r(Fx, a) as follows:
ai+1 = NF ′x(ai), i = 0, 1, . . . ;
r(Fx, a) = sup
k≥3
∣∣∣∣∣F ′′x (a)−1F (k)x (a)k!
∣∣∣∣∣
1
k−2
.
The principal tasks of this section are to firstly show in which condition the sequence {ak}+∞k=1 can be convergent, and
then point out that zeros of F ′x(a) can be separated by intervals whose length depends on r(Fx, a).
To reach the above two tasks, we first introduce the following two lemmas.
Lemma 2. If u = r(Fx, a)|a′ − a| < 1− 3
√
2
3 , then
(1) F ′′x (a)−1F ′′x (a′) = 1+ B, where |B| ≤ 2
(
1
(1−u)3 − 1
)
< 1.
(2)
∣∣F ′′x (a′)−1F ′′x (a)∣∣ ≤ (1−u)33(1−u)3−2 .
Proof. (1) It is easy to see that:
F ′′x (a)
−1F ′′x (a
′) = F ′′x (a)−1
(
F ′′x (a)+ F ′′′x (a)+
∞∑
k=4
F (k)x (a)
(k− 2)! (a
′ − a)k−2
)
= 1+
∞∑
k=3
F ′′x (a)−1F
(k)
x (a)
(k− 2)! (a
′ − a)k−2 = 1+ B,
where B = ∑∞k=3 F ′′x (a)−1F (k)x (a)(k−2)! (a′ − a)k−2 = ∑∞k=3 k(k − 1) F ′′x (a)−1F (k)x (a)k! (a′ − a)k−2. Thus |B| ≤ ∑∞k=3 k(k −
1)
(
r(Fx, a)|a′ − a|
)k−2 = 2 ( 1
(1−u)3 − 1
)
< 1.
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(2) By (1), we can show that:∣∣F ′′x (a′)−1F ′′x (a)∣∣ = ∣∣∣(F ′′x (a)−1F ′′x (a′))−1∣∣∣ = ∣∣(1+ B)−1∣∣
≤
∞∑
k=0
|B|k ≤ 1
1− 2
(
1
(1−u)3 − 1
) = (1− u)3
3(1− u)3 − 2 . 
Lemma 3. If F ′x(ξ) = 0 and u = r(Fx, ξ)|a− ξ | < 1− 3
√
2
3 , then
(1)
∣∣NF ′x(a)− ξ ∣∣ ≤ 3u−u23(1−u)3−2 |a− ξ |.
(2)
∣∣∣NkF ′x(a)− ξ ∣∣∣ ≤ ∣∣∣ 3u−u23(1−u)3−2 ∣∣∣k |a− ξ |.
Proof. (1) It is easy to see that:
F ′x(a) =
∞∑
k=1
F (k+1)x (ξ)
k! (a− ξ)
k and F ′′x (a) =
∞∑
k=1
F (k+1)x (ξ)
(k− 1)! (a− ξ)
k−1.
Thus, ∣∣NF ′x(a)− ξ ∣∣ = ∣∣(a− ξ)− F ′′x (a)−1F ′x(a)∣∣ = ∣∣F ′′x (a)−1∣∣ ∣∣F ′′x (a)(a− ξ)− F ′x(a)∣∣
= ∣∣F ′′x (a)−1F ′′x (ξ)∣∣ |a− ξ |
∣∣∣∣∣F ′′x (ξ)−1 ∞∑
k=1
(k− 1)F
(k+1)
x (ξ)
k! (a− ξ)
k−1
∣∣∣∣∣
≤ (1− u)
3
3(1− u)3 − 2 |a− ξ |
∣∣∣∣∣F ′′x (ξ)−1 ∞∑
k=1
(k+ 1)(k− 1)F
(k+1)
x (ξ)
(k+ 1)! (a− ξ)
k−1
∣∣∣∣∣ .
Let C = F ′′x (ξ)−1
∑∞
k=1(k+ 1)(k− 1) F
(k+1)
x (ξ)
(k+1)! (a− ξ)k−1, then
|C | ≤
∞∑
k=1
(k+ 1)(k− 1) (r(Fx, ξ)|a− ξ |)k−1 =
∞∑
k=1
(k+ 1)(k− 1)uk−1 = 3u− u
2
(1− u)3 .
So |NF ′x(a)− ξ | ≤ 3u−u
2
(1−u)3
(1−u)3
3(1−u)3−2 |a− ξ | = 3u−u
2
3(1−u)3−2 |a− ξ |.
(2) We can prove it by induction. 
Thus, it is straightforward to achieve:
Theorem 3. If F ′x(ξ) = 0, F ′′x (ξ)−1 exists and u = r(Fx, ξ)|a − ξ | satisfies 0 ≤ u < 1 − 3
√
2
3 and 0 ≤ 3u−u
2
3(1−u)3−2 < 1, then
{NkF ′x(a)}
+∞
k=1 is convergent to ξ .
Clearly, the first task can be solved by Theorem 3. For solving the second task, we will in the following proposition give
a possible range for u such that u satisfies the second inequality listed in Theorem 3.
Proposition 1. If 0 ≤ u ≤ 112 , then u satisfies 0 ≤ 3u−u
2
3(1−u)3−2 < 1.
Proof. It is trivial when u = 0.When 0 < u ≤ 112 , it is clear that 0 < u < 1− 3
√
2
3 . Thus, 3u−u2 > 0 and 3(1−u)3−2 > 0.
Letting g(u) = 3(1− u)3 − 2− (3u− u2), we want to show that g(u) > 0. Obviously, g ′(u) = −12+ 20u− 9u2. Since the
discriminant of g ′(u) is less than 0 (i.e.,∆ = 202− 4× 12× 9 < 0), we have g ′(u) < 0, which implies that g(u) is a strictly
decreasing function. Thus, due to the fact that g( 112 ) > 0, we deduce that for all u ∈ [0, 112 ], g(u) > 0.
Combining the two cases, if u ∈ [0, 112 ], then u satisfies 0 ≤ 3u−u
2
3(1−u)3−2 < 1. 
Let
r(Fx) = max{ξ∈R:F ′x(ξ)=0}
r(Fx, ξ).
Due to Theorem 3 and Proposition 1, we conclude that if ξ and ξ ′ satisfy F ′x(ξ) = 0 and F ′x(ξ ′) = 0 respectively, then ξ and
ξ ′ can be separated by an interval with length 16
1
r(Fx)
, that is, |ξ − ξ ′| > 16 1r(Fx) . And hence we solved the second task.
Further, by applying Sturm’s theorem [11] for every interval of length 112
1
r(Fx)
, firstly, we can check whether there exists
a zero of F ′x in the interval or not; and then, if such a zero exists, we will use the 1-dimensional Newton method to compute
the zero.
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4. An algorithm for computing local extrema
In Section 2, we have discussed the steepest descent method which can be applied to multivariate polynomials. Also,
in Section 3, we have proposed a separation method which can be applied to univariate polynomials. By noting that
multivariate polynomials can be homogenized [10,12], in this section we propose an algorithm for computing local extrema
of homogeneous polynomials, which takes advantage of the homogeneity property and avoids the non-termination of the
classical steepest descent method.
Let R[x1, . . . , xn] be a polynomial ring over R and f (x) ∈ R[x1, . . . , xn] be a homogeneous polynomial of degree N of
form f (x) = ∑β1+···+βn=N aβxβ , wherein aβ ∈ R1, |aβ| ≤ 1, β = (β1, . . . , βn), and βi ≥ 0 for all i ∈ {1, . . . , n}. Note that
n ≥ 2 here. Clearly, the number of the coefficients aβ is at most l =
(
N+n
n
)
. We can regard these aβs as a vector in Rl and
denote this vector by A = (aβ)1×l ∈ Rl. In addition, let ‖x‖∞ = max1≤i≤n{|xi|}, ||f ||1 =
∑
β1+···+βn=N |aβ|, and B(Rn) be the
set {x ∈ Rn : 12 ≤ max1≤i≤n |xi| ≤ 1}.
Obviously, we can directly check whether x = 0 is a local minimal (or maximal) point. Observing that, if ∇f (x) = 0 and
x 6= 0, then ∇f ( x‖x‖∞ ) = 0, we can first take x1 ∈ B(Rn) as an initial point; and then, if ak satisfies f (xk − ak∇f (xk)) =
mina>0 f (xk − a∇f (xk)), we can take
xk+1 =

xk − ak∇f (xk)
‖xk − ak∇f (xk)‖∞ if ‖xk − ak∇f (xk)‖∞ > 1
xk − ak∇f (xk) if ‖xk − ak∇f (xk)‖∞ ≤ 1.
Mention that if xk+1 is not contained in B(Rn), we should take a new initial point, whose choice strategy will be specified
after the definition of grids, and then re-execute Algorithm 1.
In order to re-choose the initial points, we would like to introduce Cucker and Smale’s definition of grids and then use it
in our new algorithm.
Definition 1 ([10]). Let G be a finite set of points in B(Rn). We say that G is a grid of mesh size s if for each y ∈ B(Rn) there
is an x ∈ G such that ‖x− y‖∞ ≤ s.
Based on Definition 1, we use the following choice strategy for initial points: for a givenmesh size s, we divide B(Rn) into
at most (b 1s c + 1)n regions which are n-dimensional cubes, compute a grid of mesh size s by choosing the centers of these
cubes, and take the points in the computed grid as initial points.
Note that if f is infeasible, the classical steepest descent method may not terminate. Thus, before describing our new
algorithm, we will give a sufficient condition for infeasibility, as follows.
Proposition 2. Let G be a grid in B(Rn) of mesh size s and f be a homogeneous polynomial of degree N. If ‖∇f (x)‖∞ >
sN(N − 1)‖f ‖1 for all x ∈ G, then f is infeasible.
Proof. Suppose that there exists a point x′ ∈ B(Rn) such that ∇f (x′) = 0. Let x ∈ G be a point such that ‖x − x′‖∞ ≤ s
and ∇f (x) = (∇1f (x), . . . ,∇nf (x)). By the mean value theorem and Lemma 4 in Section 5, for each i = 1, . . . , n, there is a
point ξ ∈ B(Rn) such that
|∇if (x)| = |∇if (x)−∇if (x′)| = |∇(∇if (ξ))(x− x′)| ≤ N(N − 1)‖f ‖1‖x− x′‖∞.
Then, ‖∇f (x)‖∞ ≤ sN(N − 1)‖f ‖1, contradicting ‖∇f (x)‖∞ > sN(N − 1)‖f ‖1. This implies that f has no nonzero critical
points. Thus, f is infeasible. 
Now, combing the grid subdivision method and the sufficient condition for infeasibility, we design our algorithm as
Algorithm 2 for computing local extrema of homogeneous polynomials as follows.
Algorithm 2. Input A = (aβ)1×l ∈ Rl and a given precision ε.
(1) Let s := 1;
(2) Divide B(Rn) into at most (b 1s c+1)n cubes and compute a grid G in B(Rn) of mesh size s by choosing the centers of these
cubes;
(3) If ‖∇f (x)‖∞ > sN(N − 1)‖f ‖1 for all x ∈ G, halt and return infeasible;
(4) If a > s for all x ∈ G such that f (x2) = min f
(
x− a ∇f (x)‖∇f (x)‖∞
)
or f (x2) = min f
(
x−a∇f (x)/‖∇f (x)‖∞
‖x−a∇f (x)/‖∇f (x) ‖∞ ‖∞
)
, go to (6);
(5) For each x ∈ G, apply Algorithm 1 in its corresponding n-dimensional cube in which x is contained. If there is an x ∈ G
such that the obtained sequence {xk} is finite and contained in the same cube, then Algorithm 1 halts and returns a
feasible and an approximate critical point up to the given precision; otherwise, go to (6);
(6) Let s := s2 and go to (2).
In addition, we would like to give more detailed descriptions to support the possibility of the implementation of
Algorithm 2 as follows.
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- The first step and the sixth step are easily understood.
- For the second step, we store (b 1s c + 1)n points, which are the centers of the corresponding (b 1s c + 1)n cubes. Note that
each component xi of each point x has form xi = s2 + ks, where k is an integer.
- For the third step, we check for each point, whether the inequality is true.
- For the fourth step, we can use Sturm’s theorem [11] occurring in symbolical computation to check whether there is a
zero of the derivative of f
(
x− a ∇f (x)‖∇f (x)‖∞
)
or f
(
x−a∇f (x)/‖∇f (x)‖∞
‖x−a∇f (x)/‖∇f (x) ‖∞ ‖∞
)
at a in the interval [0, s].
- For the fifth step, we first use Sturm’s theorem to determine whether in the third step of Algorithm 1 ak exists. If the ak
exists, we use the separation method and the 1-dimensional Newton method in Section 3 to approximate it; otherwise,
we directly exit the fifth step and carry out the sixth step.
Remark 1. Obviously, our algorithm can be applied for solving a special class of polynomial systems ϕ(x) =
(ϕ1(x), . . . , ϕn(x)), where ϕi(x) ∈ R[x1, . . . xn]. Specifically, if a system ϕ(x) has the property that ϕ(x) is the gradient
of a certain polynomial f , that is, there exists a f (x) ∈ R[x1, . . . xn] such that ϕ(x) = (∇f (x)), then to find a zero of ϕ(x) is
equivalent to finding a point satisfying ∇f (x) = 0. Thus, we can regard the problem of solving such a special polynomial
system as a problem of finding critical points of the initial polynomial f (x).
Remark 2. Compared to the algorithmproposed by Cucker and Smale [10], although our algorithm and their algorithmboth
use a grid search algorithm, our algorithm is much more efficient than their algorithm in the following two aspects:
- Their algorithm requires additional computations for three auxiliary quantities Lf , α(f , x) and β(f , x) [10]. The definition
of each quantity involves an optimization problem and the optimization problem is an NP-problem [9]. However, our
algorithm does not need to compute these auxiliary quantities.
- The complexity of Algorithm 2 mostly depends on the arithmetic operations involved in the fifth step, which can be
measured by a polynomial in N , ‖f ‖1 and 1/ε and will be explained in Remark 4 in Section 5.
5. Condition number based complexity analysis
In this section, we will define some new condition numbers which are different from those in [10] and then use these
newly defined condition numbers to estimate the complexity of the algorithm described in the previous section. Note that
the condition number is defined here in the sense that the condition number associated with a problem is a measure of
the problem’s amenability to digital computation, that is, how numerically well-posed the problem is: a problemwith a low
condition number is said to bewell-conditioned, while a problemwith a high condition number is said to be ill-conditioned.
Recall that for any given x ∈ Rn, Fx(a) = f (x− a∇f (x)). In addition, let Dkf (x) be the k-th derivative of f at x and F (k)x (a)
be the k-th derivative of Fx(a) at a. First, we will introduce two lemmas to respectively point out the bounds of Dkf (x) and
F (k)x (a) as follows.
Lemma 4 ([10]). Let f (x) =∑β1+···+βn=N aβxβ be a homogeneous polynomial of degree N, where |aβ | ≤ 1, then
(1) ||Df (x)|| ≤ N ||f ||1 ‖x‖N−1∞ ;
(2)
∣∣∣∣Dkf (x)∣∣∣∣ ≤ N(N − 1) . . . (N − k+ 1) ||f ||1 ‖x‖N−k∞ .
Lemma 5. (1)
∣∣F ′x(a)∣∣ ≤ nN ||f ||1 ||x− a∇f (x)||N−1∞ ‖∇f (x)‖∞;
(2)
∣∣F ′′x (a)∣∣ ≤ n2N(N − 1) ||f ||1 ‖x− a∇f (x)‖N−2∞ ‖∇f (x)‖2∞;
(3)
∣∣∣F (k)x (a)∣∣∣ ≤ nkN(N − 1) . . . (N − k+ 1) ||f ||1 ‖x− a∇f (x)‖N−k∞ ‖∇f (x)‖k∞.
Proof. (1) Let Fx(a) = f (x− a∇f (x)), then
F ′x(a) = −∇f (x− a∇f (x)) · ∇T f (x) = −
n∑
i=1
∇if (x− a∇f (x)) · ∇if (x).
Since |F ′x(a)| ≤ n‖∇f (x− a∇f (x))‖∞‖∇f (x)‖∞, from Lemma 4, we have that:
|F ′x(a)| ≤ nN ||f ||1 ‖x− a∇f (x)‖N−1∞ ‖∇f (x)‖∞.
(2) Obviously, F ′′x (a) = ∇f (x) · ∇2f (x− a∇f (x)) · ∇T f (x).
LetM(x− a∇f (x)) =

∑n
i=1 ∇if (x) ·
∂2
∂x1∂xi
f (x− a∇f (x))
.
.
.∑n
i=1 ∇if (x) ·
∂2
∂xn∂xi
f (x− a∇f (x))

T
, then
|F ′′x (a)| ≤ n‖M(x− a∇f (x))‖∞‖∇f (x)‖∞.
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By Lemma 4, we obtain:
||M (x− a∇f (x))||∞ ≤ nN(N − 1) ||f ||1 ‖x− a∇f (x)‖N−2∞ ‖∇f (x)‖∞.
Therefore,
|F ′′x (a)| ≤ n2N(N − 1) ||f ||1 ‖x− a∇f (x)‖N−2∞ ‖∇f (x)‖2∞.
(3) We can prove it by induction. 
Note that our discussion is based on the supposition that F ′x(a) have nomultiple roots, i.e., F ′′x (a) 6= 0. Thus, we introduce
the following definition.
Definition 2. For any given x ∈ Rn and a homogeneous polynomial f of degree N , which has nonzero critical points, let
k(Fx, a) = max
{
1,
∣∣F ′′x (a)−1 ||f ||1∣∣} .
We call k(Fx, a) to be a condition number defined for F ′′x (a) at a. Let
µ(f ) = max
x∈B(Rn)
max
{a∈R+
>0:F ′x(a)=0 and ‖x−a∇f (x)‖∞≤1}
k(Fx, a).
This quantity µ(f ) is called a condition number defined for ∇2f with x ∈ B(Rn) and ‖x− a∇f (x)‖∞ ≤ 1.
Lemma 6 ([10]). Let s ∈ N, then for all k ≥ 2, we have ( s2 ) ≥ ( sk ) 1k−1 .
By Lemma 5, if x ∈ B(Rn) and ‖x− a∇f (x)‖∞ ≤ 1, then we have the following estimate.
Proposition 3. r(Fx, a) ≤ k(Fx, a) C34 n3N4, where C is a constant. Thus,
r(f ) := max
x∈B(Rn)
max
{a∈R+
>0:F ′x(a)=0 and ‖x−a∇f (x)‖∞≤1}
r(Fx, a) ≤ µ(f )C
3
4
n3N4.
Proof. From Lemma 5, it follows:∣∣∣∣∣F (k)x (a)‖f ‖1k!
∣∣∣∣∣
1
k−2
≤
∣∣∣∣ 1||f ||1 nk
(
N
k
)
||f ||1 ‖∇f (x)‖k∞
∣∣∣∣ 1k−2 = ∣∣∣∣nk (Nk
)
‖∇f (x)‖k∞
∣∣∣∣ 1k−2
= n kk−2
(
N
k
) 1
k−2 ‖∇f (x)‖
k
k−2∞ ≤ n3
(
N2
2
) k−1
k−2
||∇f (x)||
k
k−2∞
≤ n3N
4
4
‖∇f (x)‖
k
k−2∞ .
Since B(Rn) is bounded, due to continuity of ‖∇f (x)‖∞ over B(Rn), there is a constant D > 0 such that ‖∇f (x)‖∞ ≤ D.
Letting C = max{1,D}, we obtain
r(Fx, a) = sup
k≥3
∣∣F ′′x (a)−1 ||f ||1∣∣ 1k−2 ∣∣∣∣ F ′′x (a)||f ||1 k!
∣∣∣∣ 1k−2 ≤ k(Fx, a)C34 n3N4. 
In the case that x ∈ B(Rn) and ‖x−a∇f (x)‖∞ > 1, let us denote the function f
(
x−a∇f (x)
‖x−a∇f (x)‖∞
)
by Gx(a). Thenwe estimate
the bounds of G(k)x (a) as follow.
Lemma 7. (1) |G′x(a)| ≤ nN ||f ||1 (2‖∇f (x)‖∞);
(2) |G′′x(a)| ≤ 2!n2N(N − 1) ||f ||1 (2‖∇f (x)‖∞)2;
(3) |G(k)x (a)| ≤ k!nkN(N − 1) . . . (N − k+ 1) ||f ||1 (2‖∇f (x)‖∞)k.
Proof. (1) Let g(x) = x−a∇f (x)‖x−a∇f (x)‖∞ , then Gx(a) = f (g(x)). Let i be an arbitrary but fixed index such that xi − a∇if (x) =‖x−∇f (x)‖∞, then
Dg(x) = −∇f (x)‖x− a∇f (x)‖∞ + (x− a∇f (x))∇if (x)‖x− a∇f (x)‖2∞
.
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Therefore,
G′x(a) = ∇Gx(a) ·
−∇T f (x)‖x− a∇f (x)‖∞ + (x− a∇f (x))T∇if (x)
‖x− a∇f (x)‖2∞
.
Hence,∣∣G′x(a)∣∣ ≤ n ||∇Gx(a)||∞ 2‖∇f (x)‖∞‖x− a∇f (x)‖∞ ≤ nN ||f ||1 (2‖∇f (x)‖∞) .
(2) Since G′′x(a) = Dg(x) · ∇2f (g(x)) · DTg(x)+∇f (g(x)) · (D2g(x))T , then∣∣G′′x(a)∣∣ ≤ ∣∣Dg(x) · ∇2f (g(x)) · DTg(x)∣∣+ ∣∣∇f (g(x)) · (D2g(x))T ∣∣
≤ (n2N(N − 1)+ nN) ||f ||1 (2‖∇f (x)‖∞)2
≤ 2!n2N(N − 1) ||f ||1 (2∇f (x))2.
(3) We can prove it by induction. 
Similarly to Definition 2, we introduce the following definition.
Definition 3. For any given x ∈ Rn and a homogeneous polynomial f of degree N , which has nonzero critical points, the
quantity
k(Gx, a) = max
{
1,
∣∣G′′x(a)−1 ||f ||1∣∣}
is said to be a condition number defined for G′′x(a) at a. Put
µ′(f ) = max
x∈B(Rn)
max
{a∈R+
>0:G′x(a)=0 and ‖x−a∇f (x)‖∞>1}
k(Gx, a)
and call it a condition number defined for ∇2f with x ∈ B(Rn) and ‖x− a∇f (x)‖∞ > 1.
Then, similarly to Proposition 3, if x ∈ B(Rn) and ‖x− a∇f (x)‖∞ > 1, we have the following estimate.
Proposition 4. Let r(Gx, a) = supk≥3
∣∣∣∣ G′′x (a)−1G(k)x (a)k! ∣∣∣∣ 1k−2 , then r(Gx, a) ≤ 8k(Gx, a)C3n3N3, where C is a constant. Further,
r ′(f ) := max
x∈B(Rn)
max
{a∈R+
>0:G′x(a)=0 and ‖x−a∇f (x)‖∞>1}
r(Gx, a) ≤ 8µ′(f )C3n3N3.
Proof. Lemma 7 implies that∣∣∣∣∣ G(k)x (a)||f ||1 k!
∣∣∣∣∣
1
k−2
≤
∣∣∣∣ 1‖f ‖1 nkN . . . (N − k+ 1)‖f ‖1(2‖∇f (x)‖∞)k
∣∣∣∣ 1k−2
= n kk−2 (N . . . (N − k+ 1)) 1k−2 (2‖∇f (x)‖∞) kk−2
≤ n3N kk−2 (2‖∇f (x)‖∞) kk−2
≤ n3N3(2‖∇f (x)‖∞) kk−2 .
Similarly to the proof of Proposition 3, there exists an upper boundD > 0 such that for all x ∈ B(Rn), ‖∇f (x)‖∞ ≤ D. Letting
C = max{1,D}, we have:
r(Gx, a) = sup
k≥3
∣∣G′′x(a)−1‖f ‖1∣∣ 1k−2 ∣∣∣∣ G′′x(a)‖f ‖1k!
∣∣∣∣ 1k−2 ≤ 8k(Gx, a)C3n3N3. 
Remark 3. Since we have modified Algorithm 1 by replacing f (x− a∇f (x))with f (x− a ∇f (x)‖∇f (x)‖∞ ) for any given x ∈ B(Rn)
in Algorithm 2, we have that
r(f ) ≤ 1
4
µ(f )n3N4 and r ′(f ) ≤ 8µ′(f )n3N3.
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Definition 4. For a homogeneous polynomial f of degree N , which has nonzero critical points, let
µmax(f ) = max
{
1
4
µ(f ), 8µ′(f )
}
.
We say that µmax(f ) is a condition number defined for ∇2f with x ∈ B(Rn).
For simplicity, we will use the notation R = max{r(f ), r ′(f )}. By Remark 3 and Definition 4, R ≤ µmax(f )n3N4. Mention
that µmax(f ) is not defined if f has no nonzero critical points. Observing that the distance from the set B(Rn) to the origin 0
is positive, we can extend its definition for this case by denoting
µmax(f ) = max
x∈B(Rn)
‖f ‖1
‖∇f (x)‖2 .
Putting together all above discussions, we now reach our main result on a complexity estimate for computing local
extrema as follows.
Theorem 4. For a homogeneous polynomial f over n variables of degree N, there is an algorithm with inputs A = (aβ)1×l ∈ Rl
and a given precision ε such that it either halts and outputs correctly:
(1a) ‘‘f is feasible’’, together with all approximate critical points up to ε, or
(1b) ‘‘f is infeasible’’,
or
(2) does not halt.
The last case occurs only if µmax(f ) = +∞. Moreover, the number of basic steps is bounded by
(
bµmax(f )n
7
2N4
)n
, where b
is a universal constant.
Proof. Let us consider Algorithm 2 and its relevant detailed descriptions. In addition, let us first assume that f has nonzero
critical points.
Since Algorithm 2 is designed according the steepest descent method, we only need to consider the gradient direction.
From the discussions in Section 3, we know that: for all given x, if ξ and ξ ′ satisfy F ′x(ξ) = 0 and F ′x(ξ ′) = 0 respectively,
then ξ and ξ ′ can be separated by an interval with length 16
1
R .
From Theorem 1, Corollary 1 and Theorem 3, our algorithm halts for any value of s satisfying s < 16
1
R
1√
n , and returns
‘‘feasible’’ and all approximate critical points up to the given precision.
Let l be the smallest integer such that
2−l ≤ 1
6
1
R
1√
n
≤ 2−l+1.
Thus, 2l ≤ 12R√n.
The main loop of the algorithm is executed at most (l+ 1) times, with s = 1, 2−1, 2−2, . . . .2−l. At the i-th execution of
the loop, s = 2−i and G has at most (2i + 1)n points. Thus, the total number of basic steps in the algorithm is at most
l∑
i=0
(2i + 1)n ≤
l∑
i=0
2in
(
3
2
)n
=
(
3
2
)n 2(l+1)n − 1
2n − 1
≤
(
3
2
2l+1
)n
≤
(
36µmax(f )n
7
2N4
)n
.
For the case that f has no nonzero critical points, from Proposition 2, the algorithm halts for any s satisfying
s <
1
µmax(f )
√
nN(N − 1) .
Then, similarly to the above calculations, the total number of basic steps is at most (6µmax(f )
√
nN(N − 1))n. 
Remark 4. Since the Sturm sequence [11] can be computed in polynomial time, the number of arithmetic operations
involved in Step 4 is bounded by a polynomial in N due to the fact that F ′x(a) is a univariate polynomial of degree N − 1.
Moreover, from Lemma 4, Lemma 1 and the proof of Theorem 1, the number of arithmetic operations involved in Step 5 is
bounded by a polynomial in ‖f ‖1, N and 1/ε. Specifically, if ∇f (xi) ≥ ε for all i, based on the following relation achieved in
the proof of Theorem 1:
f (x1)− f (xk+1) ≥ 12M
k∑
i=1
‖∇f (xi)‖2,
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wherein |f (x)| ≤ ‖f ‖1, ‖f (xk+1)‖ ≤ ‖f ‖1 andM can be chosen as N(N − 1)‖f ‖1 according to Lemma 4, we have:
k ≤ 4N(N − 1)‖f ‖21/ε.
This implies that the number of arithmetic operations involved in Step 5 is bounded by 4N(N − 1)‖f ‖21/ε.
Remark 5. Based on the real Turing model [9] on which operations deal with not only 0 and 1, but the real numbers, we
have shown in Theorem4 that our algorithm’s complexity is polynomial in the condition number and singly exponential in n.
Here, the notation of the singly exponential function is used due to the fact that limn→∞ n ln nn(1+c) = 0, where c is an arbitrary
but sufficiently small positive constant. Obviously, this complexity estimate is also a complexity estimate for solving the
special class of polynomial systems mentioned in Remark 1 in Section 4.
6. Conclusion
In this paper, we present a singly exponential algorithm for computing local extrema, which consists of the classical
steepest descentmethod, separationmethod based on Sturm’s theoremand a sufficient condition for infeasibility.Moreover,
for approximating all extremal points, a grid subdivision is described. Note that by applying the sufficient condition and
Sturm’s theorem, we can avoid the problem that the steepest descent method may not terminate.
Our long term goal is to develop a method for deciding the feasibility of general polynomial systems with (in)equalities
and then analyze the complexity of the method. Our attempt is to convert this problem to the problem of computing local
extrema with constraints.
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