Abstract. We describe a new algorithm for decomposing tensor products of indecomposable KG-modules into a direct sum of indecomposable KG-modules when K is a field of finite characteristic p and G a cyclic group of order q ¼ p t . We use this algorithm to extend reciprocity results of Gow and La¤ey relating the exterior and symmetric squares of indecomposable modules when p is odd.
Introduction
Let p be a prime number, K a field of characteristic p, and G a cyclic group of order q ¼ p t , where t is a positive integer. It is well known there are q isomorphism classes of indecomposable KG-modules. Let fV 1 ; . . . ; V q g be a set of representatives of these isomorphism classes with dim V i ¼ i. Many authors have investigated the decomposition of V m n V n into a direct sum of indecomposable KG-modules. See [2] , [3] , [5] , [6] , [7] , and [8] .
The inspiration for our algorithm is the following result: if m < p r and n < p r but m þ n > p r , then
This formula exhibits V m n V n as a direct sum of ðm þ n À p r Þ Á V p r , a direct sum of indecomposable modules-all the same in this case-of large dimensions, and a tensor product V p r Àm n V p r Àn where ðp r À mÞ þ ðp r À nÞ < m þ n. Our goal is to describe an algorithm along the lines of this formula so that we write V m n V n ¼ U l V r n V s where U is a prescribed direct sum of indecomposable modules of large dimensions and r þ s < m þ n.
The key to our description is the sequence s p ðm; nÞ where m and n are nonnegative integers with m c n. Before we give a formal recursive definition, let us say that s p ðm; nÞ is a nonincreasing sequence of m þ n integers whose first m terms are positive, whose last m terms are negative, and whose middle n À m terms all 0. Further, letting s p ðm; nÞðkÞ denote the kth term of s p ðm; nÞ, the sequence is 'balanced around its middle' in the sense that s p ðm; nÞðm þ n þ 1 À kÞ ¼ Às p ðm; nÞðkÞ; k ¼ 1; . . . ; m þ n;
and its positive terms sum to m Á n; so P m k¼1 s p ðm; nÞðkÞ ¼ m Á n. For example, s 5 ð6; 7Þ ¼ ð12; 10; 8; 5; 5; 2; 0; À2; À5; À5; À8; À10; À12Þ and s 3 ð6; 8Þ ¼ ð9; 9; 9; 9; 9; 3; 0; 0; À3; À9; À9; À9; À9; À9Þ:
The positive terms in s p ðm; nÞ will turn out to be the dimensions of the indecomposable modules in the decomposition of V m n V n . The utility of the negative terms in s p ðm; nÞ will be made apparent but the following example gives a foretaste. If 0 < m c n and m þ n c p r , then
Here s p ðm; nÞ parametrizes the modules of large dimension. We now state our principal results.
Theorem 1. For positive integers m and n with m c n c q,
If V is a KG-module, denote the subspace of symmetric tensors of V n V by S 2 ðV Þ and the subspace of alternating tensors of V n V by A 2 ðV Þ. Gow and La¤ey [1] related the exterior and symmetric squares of indecomposable modules when p is odd in Case (1) of our next theorem. We extend their result to all cases.
Theorem 2. Suppose that p is an odd prime. Let n be a positive integer satisfying n c q. In the recursive definition of s p ðm; nÞ we assume that s p ðm 0 ; n 0 Þ has been defined for all m 0 with 0 c m 0 c n 0 and m 0 þ n 0 < m þ n. Assume now that 0 < m c n and let k be the unique nonnegative integer such that p k c n < p kþ1 . We define s p ðm; nÞ recursively as follows: 
The base cases for recursion with m > 0 are (2b)(ii)(B) with ðm; nÞ ¼ ðc; bp k Þ and (2c) with ðm; nÞ ¼ ðp k ; bp k Þ, where 0 < b < p in both cases. In (2c), one can show easily that
When k ¼ 0, so ðm; nÞ ¼ ða; bÞ, this specializes to
As an illustration we will compute s 5 ð8; 44Þ. By (1), We now prove some of the basic properties of s p ðm; nÞ.
Proposition 1. Let p be a prime and let m and n be integers with 0 < m c n. Then (1) s p ðm; nÞ is a nonincreasing sequence of m þ n integers; Proof. We prove this by induction. The base cases for induction, as indicated above, are ðm; nÞ ¼ ðc; bp k Þ and ðm; nÞ ¼ ðp k ; bp k Þ, where 0 < b < p. Now
and the result is true in these cases. Assume that the result holds for all pairs of positive integers ðm 0 ; n 0 Þ with 0 < m 0 c n 0 and m 0 þ n 0 < m þ n. If ðm; nÞ is a base case for induction, we know already that the result holds for ðm; nÞ. So assume that ðm; nÞ is not a base case. Then ðm; nÞ falls in one of the six cases of Definition 1. The two most complicated cases to deal with are (2b)(i) and (2b)(ii)(A) and we will work out the details only in these two cases.
In (2b) 
Thus every term in ðs p ðminðc; dÞ; maxðc; dÞÞ þ ða þ bÞp k Þ is larger than every term in s p ðða þ bÞ p k À n; ða þ bÞ p k À mÞ. Similarly every term in In a similar fashion, the result is true when 2ða þ bÞ
Hence, when 1 c l c m,
By our inductive hypothesis, the result is true for s p ðm; bp k À dÞ. In particular, s p ðm; bp k À dÞ is nonincreasing, implying that its subsequences s p ðm; bp k À dÞ > and s p ðm; bp k À dÞ < are both nonincreasing. Also every term in s p ðm; bp k À dÞ is at most m þ bp k À d À 1 and at least its opposite. Therefore every term in 
and at least
When 1 c l c m, Norman [6] gave a recursive algorithm for decomposing V m n V n as a direct sum of indecomposable KG-modules. The approach consists of computing a permutation pðm; nÞ of f1; . . . ; minðm; nÞg and then the dimensions of the components are given by m þ n þ 1 À i À pðm; nÞðiÞ, for i ¼ 1; . . . ; minðm; nÞ. We will prove Theorem 1 by showing that its assertion agrees with the results of Norman. In describing Norman's algorithm, we follow Hou's account [3, Theorem 2.2]. In the notation of [6] and [3] , iðmÞ is the identity permutation of f1; . . . ; mg and tðmÞ is the permutation of f1; . . . ; mg which maps i to m þ 1 À i. If p 1 and p 2 are permutations of f1; . . . ; r 1 g and f1; . . . ; r 2 g, respectively, then p 1 l p 2 is the permutation of f1; . . . ; r 1 þ r 2 g given by For Norman and Hou, pðm; nÞ ¼ pðn; mÞ. We will refer to the four cases in part 4 of Theorem 3 as 4 (i), 4 (ii), 4 (iii), and 4 (iv).
We will need a result of Green.
Theorem 4 ([2]). If c c d, d
< p k À c, and
Proof of Theorem 1. For positive integers m and n with m c n, define the function dðm; nÞ by dðm; nÞðlÞ ¼ m þ n þ 1 À l À pðm; nÞðlÞ for l ¼ 1; . . . ; m. We will show by induction that, for integers m and n satisfying 0 < m c n c q, 
Assume then that the result holds for all pairs ðm 0 ; n 0 Þ satisfying 0 < m 0 c n 0 c q and m 0 þ n 0 < m þ n. If ðm; nÞ is a base case for induction, then we have verified that the result holds for ðm; nÞ. We can assume that ðm; nÞ is not a base case for induction. Then ðm; nÞ falls in one of the six cases of Definition 1.
(1) Here n < p kþ1 but m þ n > p kþ1 . By Theorem 3, part 2, we have
By definition, s p ðm; nÞðlÞ ¼ p kþ1 when 1 c l c m þ n À p kþ1 and
Consider the case that m þ n À p kþ1 þ 1 c l c m. By definition,
By inductive assumption, By Case 2 of Theorem 3, pðd; cÞ
Since
By inductive assumption,
Also, in this case
showing that dðm; nÞðlÞ ¼ s p ðm; nÞðlÞ. 
By inductive assumption, s p ðc; dÞðlÞ ¼ dðc; dÞðlÞ; 1 c l c c: 
We must show that s p ð0;
By Theorem 4, or because it is well known that
We have shown that s p ð0; We should point out that, in the actual statement of Lindsey's result, k takes values from 0 to n À 1, whereas in our paraphrase k takes values from 1 to n and as a result, the roles of odd and even are switched. In our setting, a ¼ 1 and V c i ða kÀ1 Þ ¼ V c i . It is clear that fk j k odd; s iÀ1 þ 1 c k c s i for some ig ¼ fk j 1 c k c n; k oddg; fk j k even; s iÀ1 þ 1 c k c s i for some ig ¼ fk j 1 c k c n; k eveng:
The result follows now from Theorem 1. r Proof of Theorem 2. We apply Corollaries 2 and 3.
(1) By Corollary 3, since p is odd, The proof of the statement for S 2 ðV n Þ is similar. r
