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ABSTRACT
We investigate the dynamics of a closed corona cartesian reduced magnetohydrodynamic (MHD) model where
photospheric vortices twist the coronal magnetic field lines. We consider two corotating or counter-rotating vortices
localized at the center of the photospheric plate, and additionally more corotating vortices that fill the plate entirely.
Our investigation is specifically devoted to study the fully nonlinear stage, after the linear stage during which the
vortices create laminar and smoothly twisting flux tubes. Our main goal is to understand the dynamics of photospheric
vortices twisting the field lines of a coronal magnetic field permeated by finite amplitude broadband fluctuations. We
find that depending on the arrangement and handedness of the photospheric vortices an inverse cascade storing a
significant amount of magnetic energy may occur or not. In the first case a reservoir of magnetic energy available to
large events such as destabilization of a pre-CME configuration develops, while in the second case the outcome is a
turbulent heated corona. Although our geometry is simplified our simulations are shown to have relevant implications
for coronal dynamics and CME initiation.
Keywords: magnetohydrodynamics (MHD) — Sun: corona — Sun: coronal mass ejections (CMEs)
— Sun: magnetic topology — turbulence
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1. INTRODUCTION
Solar activity is the manifestation of magnetic en-
ergy dissipation, and relevant models involve physical
mechanisms able to store and dissipate such energy.
In many instances magnetic energy is thought to be
stored in flux tubes that are in equilibrium (force-
free), and their instability (primarily kink) and/or
interaction with neighboring flux tubes could play
an important role in flares, corona mass ejections
(CMEs) and coronal heating (e.g., Gold & Hoyle 1960;
Lau & Finn 1996; Kondrashov et al. 1999; Linton et al.
2001; Rappazzo et al. 2013; Amari et al. 2014, 2018;
Bareford et al. 2016; Hood et al. 2016). Flux tubes can
either emerge from sub-photospheric layers where they
have been generated by a dynamo mechanism, or they
can originate from the twisting of closed coronal mag-
netic field lines by photospheric motions. In this paper
we investigate flux-tube formation as well as energy stor-
age and dissipation due to the effects of photospheric
motions.
Numerical simulations of the Parker model for coro-
nal heating (Parker 1972, 1988, 1994) have shown
that the continuous shuffling of coronal magnetic
field line footpoints by random motions uniformly
distributed in the photosphere brings about turbu-
lent dynamics that transfer the energy injected from
the photosphere at large transverse spatial scales to-
ward small spatial scales, thus forming approximately
field-aligned current sheets where energy is dissi-
pated impulsively and intermittently in the fashion
of nanoflares (Einaudi et al. 1996; Dmitruk & Go´mez
1997; Georgoulis et al. 1998; Dmitruk & Go´mez 1999;
Einaudi & Velli 1999; Dmitruk et al. 2003; Rappazzo et al.
2007, 2008; Rappazzo & Velli 2011).
In this case the system is not in equilibrium and flux
tubes are not force-free, because the continuous motions
at the field lines footpoints keep injecting energy into
the corona while the magnetic field strives to relax. On
the other hand the dynamics brought about by a sin-
gle localized photospheric velocity vortex discussed in
Rappazzo et al. (2013) show that initially straight field
lines are at first twisted in an orderly manner by the
smooth photospheric vortex (and the magnetic field is
in equilibrium) until internal kink instability sets in. In
the subsequent fully nonlinear stage the system does not
relax to equilibrium as the footpoints continue to get
shuffled by the vortex. Indeed field lines continue to ex-
hibit a certain amount of twist, albeit in a disordered
way and with a twist that grows weakly in time and is
much lower than the kink instability threshold. Addi-
tionally, besides a direct energy cascade that forms cur-
rent sheets where dissipation occurs, an inverse cascade
is also present, transferring magnetic energy (and twist)
from the injection scale toward the large scales, so that
the spatial region where field lines are twisted increases
in time (see Figures 4-5 in Rappazzo et al. 2013).
We can therefore conclude that a single isolated pho-
tospheric velocity vortex can bring about a flux tube
with disordered twisted field lines that is out of equi-
librium, and consequently is stable to kink modes, that
slowly increases its transverse scale in time (doubling its
transverse scale in about 500 Alfve´n crossing times, see
Rappazzo et al. 2013) well beyond the transverse scale
of the photospheric vortex stirring the field line foot-
points.
The interaction of two flux tubes has been shown
to depend mostly on the curl of the azimuthal com-
ponent of the magnetic field (e.g., Lau & Finn 1996;
Kondrashov et al. 1999; Linton et al. 2001). In fact
when the curl has the same sign for both flux tubes then
magnetic reconnection can occur for the field lines of the
azimuthal component, while when the sign is opposite it
cannot. Consequently in the first case the magnetic en-
ergy of the azimuthal component can be dissipated but
not in the second case. This behavior is similar whether
the flux tubes have parallel or anti-parallel axial mag-
netic fields, except that in the anti-parallel case also the
axial component can reconnect and more magnetic en-
ergy can then be dissipated thus resulting in a much
different final magnetic topology.
Kondrashov et al. (1999) and Linton et al. (2001)
have both used Gold-Hoyle tubes (Gold & Hoyle 1960)
that are in force-free equilibrium, with uniform twist,
and a net axial current. Kondrashov et al. (1999) imple-
mented non-periodic boundary conditions in the axial
direction where field line footpoints are either allowed to
slip or are line-tied, while Linton et al. (2001) drove one
against the other two flux tubes at different contact an-
gles, thus generalizing previous results that considered
only parallel or anti-parallel axial magnetic fields. On
the other hand Lau & Finn (1996) twist at their foot-
points the initially straight axially oriented field lines,
bringing about different magnetic field topologies de-
pending on the handedness of the photospheric vortices
and whether the two resulting flux tubes have parallel
or anti-parallel axial fields.
In this paper we investigate only flux tubes with
the same axial magnetic fields in the reduced MHD
regime,which is maintained by a strong and uniform
guide magnetic field (Kadomtsev & Pogutse 1974), im-
plementing different twists at the footpoints of the mag-
netic field lines (Rappazzo et al. 2013). While the afore-
mentioned simulations have explored also the dynamics
of flux tubes with anti-parallel axial fields, the numer-
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ical integration of the reduced MHD equations allows
the use of much higher numerical resolutions and longer
durations, thus substantially decreasing the influence of
numerical diffusion and most importantly enabling us to
explore and understand for the first time the behavior
of the Poynting flux, i.e., the injection of energy at the
boundary by photospheric motions. In fact all previ-
ous simulations have studied the coronal dynamics but
have not been able to understand how and why the in-
teraction of magnetic field (determined by the internal
nonlinear dynamics) and velocity flow at the boundary
modifies the Poynting flux into the corona and in turn its
back-reaction on the dynamics, that as recently shown
by Rappazzo et al. (2018) can be dramatic.
Recently Reid et al. (2018) have investigated the dy-
namics of three flux tubes within the framework of MHD
avalanches and SOC (Self-organized criticality) models
for coronal heating (Hood et al. 2016), and Zhao et al.
(2015); Knizhnik et al. (2015); Knizhnik et al. (2017)
have simulated the dynamics of multiple flux tubes
applied to the so-called helicity “condensation” model
(Antiochos 2013). We will discuss any relevant impact
of our results on these phenomena throughout the paper
and in our concluding section.
The paper is organized as follows. In Section 2 we
briefly describe the model, equations, and numerical
techniques used in the code, while in Section 3 we dis-
cuss the boundary and initial conditions. The results
of our previous work with a single vortex at the bound-
ary are summarized in Section 4, while the results of
our numerical simulations with multiple forcing vortices
are reported in Section 5, and their impact on coronal
physics is finally discussed in Section 6.
2. GOVERNING EQUATIONS
Flux tubes formation and interaction are studied in
a simplified Cartesian geometry, modeling a magnet-
ically closed coronal region with an axially elongated
box with orthogonal cross section of size ℓ and ax-
ial length L, embedded in a strong, homogeneous and
uniform axial magnetic field B0 = B0 eˆz aligned to
the z-direction, thus neglecting any curvature effect.
As in previous works (e.g., Rappazzo et al. 2007, 2013)
the dynamics are integrated with the equations of Re-
duced MHD (Kadomtsev & Pogutse 1974; Strauss 1976;
Montgomery 1982; Zank & Matthaeus 1992), well suited
for a plasma embedded in a strong axial magnetic field,
with constant and uniform density ρ. Introducing the
magnetic and velocity field potentials ψ and ϕ, the
physical fields are then given by b = ∇ψ × eˆz, and
u = ∇ϕ × eˆz, with axial current density j = −∇2ψ,
and vorticity ω = −∇2ϕ. In dimensionless form the
equations are then given by:
∂tψ = − [ψ, ϕ] +B0∂zϕ+ ηn∇2n ψ, (1)
∂tω = [j, ψ]− [ω, ϕ] +B0∂zj + νn∇2n ω. (2)
Magnetic and velocity fields b and u have only com-
ponents orthogonal to the axial direction z, so as the
gradient and Laplacian operators, e.g.,
∇ = eˆx∂x + eˆy∂y. (3)
The Poisson bracket of generic functions g and h is de-
fined as [g, h] = ∂xg∂yh− ∂yg∂xh (e.g., [j, ψ] = b · ∇j).
The linear terms ∝ ∂z couple the planes along the axial
direction through a wave-like propagation at the Alfve´n
speed B0. Incompressibility in the reduced MHD regime
follows from the large value of the axial magnetic field
(Strauss 1976) and they apply also to low β systems
such as the corona (Zank & Matthaeus 1992). Further-
more recent fully compressible simulations of a similar
Cartesian coronal loop model have shown that the inclu-
sion of thermal conductivity and radiative losses, that
transport away the heat produced by the small scale en-
ergy dissipation, keep the dynamics in the reduced MHD
regime for strong guide magnetic fields (Dahlburg et al.
2012, 2016; Dahlburg et al. 2018).
To render the equations in nondimensional form, we
have first expressed the magnetic field as an Alfve´n ve-
locity [b → b/√4πρ], where ρ is the density supposed
homogeneous and constant, and then all velocities have
been normalized to the typical velocity of photospheric
convective motions u∗ = 1 km s−1. In order to comply
(and for a readily comparison of simulation results) with
normalizations used in our previous simulations the as-
pect ratio of the box axial length L to the photospheric
convective length-scale ℓc is taken equal to L/ℓc=40.
Therefore with its typical value ℓc ∼103 km, we ob-
tain a box axial length L ∼ 40,000 km, a typical coronal
loop length. Physical lengths are thus normalized with
ℓ∗ = 4ℓc (so that, as in our previous works, the con-
vective length-scale is 1/4 in dimensionless units), and
times with the related crossing time t∗ = ℓ∗/u∗. As a
result, the linear terms ∝ ∂z in Eqs. (1)–(2) are multi-
plied by the dimensionless Alfve´n velocity B0 that is the
ratio of the Alfve´n velocity to u∗ (keeping in mind that
the magnetic field has been first expressed as an Alfve´n
velocity, i.e., B0 → B0/
√
4πρ).
In our numerical simulation we have implemented hy-
perdiffusion (e.g., Biskamp 2003), that effectively limits
diffusion to small scales, in all our numerical simulations
except run C (Table 1). The index n in the diffusive
terms in Eqs. (1)-(2) is called dissipativity and we use
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n=4, with ηn = νn = (−1)n+1/Ren, with Ren corre-
sponding to standard diffusion for n=1, for which the
kinetic and magnetic Reynolds numbers are given by:
Re =
ρ ℓ∗u∗
ν
, Re
m
=
4π ℓ∗u∗
ηc2
, (4)
where c is the speed of light. For numerical stability the
dissipative coefficients are given the same value ηn = νn.
The diffusive timescale τn at the scale λ associated with
the dissipative terms in Equations (1)-(2)
τn ∼ Renλ2n, (5)
decreases faster toward the small scales for higher values
of n. Therefore to have the same diffusive timescale at
the resolution scale λmin = 1/N (with N the number of
grid points) for both standard (n = 1) and hyperdiffu-
sion (n > 1), i.e., τn = τ1, we need to have
Ren ∼ Re1N2(n−1). (6)
For instance, assuming a grid with N = 512 and
Re1 = 800, for n = 4 we obtain Re4 ∼ 1019. At the
same time the corresponding diffusive timescales at large
scales (λ ∼ 1) is much bigger for the hyperdiffusive case,
with τ4/τ1 ∼ Re4/Re1 ∼ 2 × 1016. With the boundary
velocity forcings used in the simulations described in
this paper (see Sections 3 and 4) the use of hyperdiffu-
sion with a negligible diffusion at large scale is crucial
because, as discussed in Rappazzo et al. (2013), with
the adopted grid resolutions diffusion at the large scales
is big enough to impede twisting field lines beyond the
threshold of kink instability, a clear numerical artifact.
Our parallel code RMH3D solves numerically Equa-
tions (1)-(2), by advancing in time the Fourier com-
ponents in the x- and y-directions of the scalar po-
tentials. Along the z-direction we implement non-
periodic boundary conditions (Section 3), and use a cen-
tral second-order finite-difference scheme, while in the
x-y plane, a Fourier pseudospectral method is imple-
mented. Time is discretized with a third-order Runge-
Kutta method. More details of the numerical code and
methods are discussed in Rappazzo et al. (2007, 2008).
3. BOUNDARY AND INITIAL CONDITIONS
Magnetic field lines are line-tied to the top and bot-
tom photospheric-mimicking plates (z = 0 and L), were
we impose as boundary condition a velocity field that
convects the footpoints of the magnetic field lines.
In Rappazzo et al. (2013) we have used a single ve-
locity vortex at the center of the top plate z=L. Here
we use different combinations of the same vortex that
is the building block of our boundary velocity forcing.
Table 1. Simulations summary
Run Forcing B0 nx × ny × nz n Ren
A co2 200 1024× 512× 208 4 1× 1019
B cr2 200 1024× 512× 208 4 5× 1019
C co4 200 5122 × 208 1 800
D co16 1000 5122 × 504 4 1× 1019
E co16 200 5122 × 504 4 1× 1019
F co16 50 5122 × 504 4 2× 1020
Note—The boundary velocity forcing is indicated as ‘co2’
for two corotating photospheric vortices, ‘cr2’ for two
counter-rotating vortices, and ‘co4’ and ‘co16’ for
respectively four and sixteen corotating vortices (see
Section 3). The numerical grid resolution is nx × ny × nz.
The next columns indicate respectively the value of the
dissipativity n and the hyperdiffusion coefficient Ren
(Section 3).
The velocity potential for the single vortex centered in
(x0, y0) in the z=L plane and extending in the 2D in-
terval I = Ix × Iy, where Ix = [x0 −∆/2, x0 +∆/2],
and Iy = [y0 −∆/2, y0 +∆/2], both of linear extent
∆ = 1/4 (corresponding to the photospheric convec-
tive length-scale ℓc ∼ 103 km in dimensionless units, see
Section 2), while vanishing outside, is given by:
ϕ(x, y) =
1
2π
√
3
sin2
[
4π
(
x− x0 + 3
8
)]
×
sin2
[
4π
(
y − y0 + 3
8
)]
(7)
for (x, y) ∈ I , and ϕ = 0 for (x, y) /∈ I .
The velocity is linked to the potential by u = ∇ϕ × eˆz
and its components are then:
uLx (x, y) = +
2√
3
sin2
[
4π
(
x− x0 + 3
8
)]
×
sin
[
8π
(
y − y0 + 3
8
)]
(8)
uLy (x, y) = −
2√
3
sin
[
8π
(
x− x0 + 3
8
)]
×
sin2
[
4π
(
y − y0 + 3
8
)]
(9)
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Figure 1. Counter-clockwise rotating quasi-circular vortex
of linear length ∆=1/4 and centered at (x0, y0) = (1/2,
1/2) (see Eqs. (7)–(9)) employed as the building block to
make the boundary velocity forcings in our simulations. Top:
streamlines (left), and profile of its absolute velocity value
|u| (right). Bottom: plot of the velocity y-component as a
function of x at y = 0.5.
in the interval I and vanish outside.
An illustration of a single vortex centered in (x0, y0)
= (1/2, 1/2) is shown in Figure 1. This is a counter-
clockwise vortex centered in the middle of the plane
z = L and has quasi-circular streamlines, with a slight
departure from a perfectly circular shape toward the
edge of the interval I, where all velocity components
then vanish. Averaging over the surface I the veloc-
ity r.m.s. is 〈(uL)2〉I = 1/2, the same value of the
boundary velocity fields used in our previous works
(Rappazzo et al. 2007, 2008, 2010; Rappazzo & Velli
2011; Rappazzo et al. 2013).
In Rappazzo et al. (2013) we considered a single vor-
tex centered at (x0, y0) = (1/2, 1/2), and the domain
spanned 0 ≤ x, y ≤ 1. Here we want to investigate
the dynamics induced by two nearby vortices. In order
for the periodic boundary conditions along x and y not
to affect the dynamics through interactions across those
boundaries, we double the box length along x and main-
tain the same length along y: 0 ≤ x ≤ 2, and 0 ≤ y ≤ 1.
The two vortices (each of linear extent ∆=1/4) are set
side by side and centered respectively in (x1, y1) = (1-
∆/2, 1/2), and (x2, y2) = (1+∆/2, 1/2). As summa-
rized in Table 1 we performed two simulations with two
vortices: in run A both vortices are the same and there-
fore corotating (indicated with ‘co2’ in Table 1), while
for run B the velocity of the second vortex is oppo-
site and therefore the two vortices are counter-rotating
(‘cr2’).
Additionally we also performed a simulation with four
corotating vortices (run C, Table 1) of double linear
length ∆ = 1/2 and centered symmetrically in (x, y) =
(1/2 ± 1/4, 1/2 ± 1/4), see the top-left panel in Fig. 10
for an illustration. For run C the orthogonal box size
is same as our previous simulations (and in particular
the case with one vortex, Rappazzo et al. 2013) with
0 ≤ x, y ≤ 1, so that the four vortices fill entirely the
x-y plane. The velocity potential in this case is given by
ϕ(x, y) =
1
π
√
3
sin2(2πx) sin2(2πy) . (10)
Finally, in order to better understand the inverse cas-
cade process for corotating vortices we have also per-
formed a parameter study with three additional simula-
tions with sixteen vortices (runs D, E and F, Table 1)
discussed in section 5.4. In this case the boundary po-
tential is given by:
ϕ(x, y) =
√
3
2π
sin2(4πx) sin2(4πy) . (11)
The velocity fields derived from Equations (10)–(11)
yield for the boundary velocity the usual r.m.s. value
〈(uL)2〉 = 1/2 used in our previous simulations.
In all simulations a vanishing velocity is imposed at
the bottom plate z = 0:
u0 (x, y) = 0. (12)
At time t = 0 we start our simulations with a uni-
form and homogeneous magnetic field along the axial
direction B0 = B0 eˆz. The orthogonal component of
the velocity and magnetic fields are zero inside our com-
putational box u = b = 0, while field lines are line-
tied at the bottom plate (z=0) to a motion-less photo-
sphere and at the top-plate footpoints are shuffled by
the applied boundary velocity forcing discussed previ-
ously (kept constant in time).
As shown in our previous work (Rappazzo et al. 2013),
initially for a time interval smaller than the nonlinear
timescale t < τnl, the time evolution of the magnetic
and velocity fields with boundary forcing uL in z=L,
and u0 = 0 in z=0, is given by:
b(x, y, z, t) ≈ t
τA
uL, (13)
u(x, y, z, t) ≈ z
L
uL. (14)
where τA = L/B0 is the Alfve´n crossing time along the
axial direction z. The magnetic field grows linearly in
time and is proportional to uL, while the velocity field is
stationary with its value increasing linearly along z from
0 at z=0 up to uL at z=L. Both are therefore mappings
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of the boundary velocity field uL. We can therefore in-
cidentally use this property to visualize the location of
the vortices in the x-y plane by looking at the magnetic
field lines of the orthogonal magnetic component b in
the mid-plane z=5 at t/tA=0.61 for simulation A in Fig-
ure 2, for simulation B in Figure 6, and for simulation C
in Figure 10. The sign of the current, in color, indicates
also the vortex rotation, since from Equation (13) we
can write j = eˆz · ∇ × b = t/τAeˆz · ∇ × uL = t/τA ωL,
with ωL the axial vorticity of the boundary velocity uL.
4. PREVIOUS SINGLE VORTEX STUDY RESULTS
In (Rappazzo et al. 2013) we have carried out numeri-
cal simulations with a single boundary photospheric ve-
locity vortex (Eqs. (7)-(9)) at the center of the top plate
z=L as illustrated in Figure 1.
The originally straight field lines threading the com-
putational box along the z direction (B0 = B0eˆz), and
line-tied to the end-plates z=0 and L, get twisted by
the boundary flow, initially following the linear behav-
ior of Eq. (13). Our forcing vortex is not perfectly cir-
cular, particularly toward the edge (see Figure 1), so
that the resulting orthogonal component of the mag-
netic field b is slightly out of equilibrium, but field
line tension quickly straightens out the field lines in
a round shape (e.g., see Fig. 4 at t/tA = 80.64 in
Rappazzo et al. (2013), and Fig. 6 at t/tA = 33.63 in
this paper), so that b is in equilibrium at any given
time at this stage. The slight difference between the
vortex streamlines and the field lines of the orthogo-
nal magnetic field component b introduces a very small
perturbation that makes the system unstable to the in-
ternal kink mode, leading during the nonlinear stage of
the instability to dissipate about 90% of the accumu-
lated magnetic energy, with ∆E ∼ 1025 erg that is a
typical value for a micro-flare. These results are in full
agreement with previous theoretical analysis and nu-
merical simulations of kink instabilities for the closed
corona with field lines line-tied both to a motionless
photosphere (Baty & Heyvaerts 1996; Velli et al. 1997;
Lionello et al. 1998; Browning et al. 2008; Hood et al.
2009) or with an applied non-vanishing velocity at the
boundary (Mikic et al. 1990; Gerrard et al. 2002).
Nevertheless all these previous simulations have been
carried out with smooth and laminar initial magnetic
and velocity fields, with only an infinitesimal pertur-
bation added to the magnetic and velocity fields that
then triggers the development of kink instability. On the
other hand it is clear from observations and simulations
that magnetic and velocity fields of finite amplitude are
continuously injected in the solar corona from the un-
derlying photosphere, chromosphere and also from dy-
namical processes occurring in the corona. It can there-
fore be posited that very often, in a more realistic case,
twisting motions are not applied to initially straight and
laminar magnetic field lines but rather to a magnetic
field where finite-amplitude broadband fluctuations with
small-scales and current sheets are present.
For this reason in Rappazzo et al. (2013) we have con-
tinued our numerical simulations beyond the stage when
kink instability develops, at which point magnetic en-
ergy is small (with b/B0 ∼ 5%), but magnetic and ki-
netic energies exhibit a broadband spectrum from large
to small dissipative scales. During this (nonlinear) stage
the photospheric vortex continues to twist the magnetic
field lines, but it occurs in a disordered way as the mag-
netic field is always out of equilibrium and it never re-
turns to the laminar and smooth field exhibited during
the initial linear stage (Equation (13)). Therefore the
kink instability, in its classic linear version, does not oc-
cur again, rather the presence of broadband fluctuations
leads to a turbulent cascade of the energy injected by the
photospheric vortex at large transverse scales. This is
not to say that rapid dynamical large scale phenomena
do not occur, they do but in a nonlinear disordered fash-
ion. Field lines still exhibit a twist whose r.m.s. value
remains approximately constant during this non-linear
stage fluctuating around its mean (∼ 180◦). The elec-
tric current is no longer structured coherently at the
large scales as it was during the linear stage described
in Equation (13), but similarly to reduced MHD turbu-
lence it is organized in thin current sheets elongated in
the axial directions.
Current sheets are formed by a direct cascade trans-
porting energy from the large to the small scales. This
phenomenon has been detected also in our previous sim-
ulations with disordered photospheric motions and a
shear flow (Rappazzo et al. 2008, 2010). But for the
single vortex, besides the direct cascade also an inverse
cascade of magnetic energy occurs, transporting energy
from the transverse injection scale toward larger scales.
In physical space this corresponds to the twisted field
lines occupying an increasingly larger volume, with its
transverse scale increasing in time. Because at large
scales no dissipation occurs the inverse cascade can store
a significant amount of magnetic energy that subse-
quently can be released and dissipated if interactions
with nearby magnetic structures occur (for a more de-
tailed discussion, see Rappazzo et al. 2013).
Notice that the inverse cascade of magnetic energy
and twist occurring for a single isolated photospheric
vortex (Rappazzo et al. 2013) is very different from the
inverse energy cascade arising from the coalescence of
magnetic islands in two dimensions (e.g., Politano et al.
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1989; Malara et al. 1992; Einaudi et al. 1996) that ex-
tended in three dimensions with a strong axial field is at
the base of the helicity ‘condensation’ model proposed
by (Antiochos 2013).
Indeed for a single isolated flux tube twisted at its
footpoint by a single velocity vortex, and characterized
in its nonlinear stage by a single isolated distorted mag-
netic island in the orthogonal plane, no coalescense and
merging of magnetic islands can evidently occur. The
inverse cascade is in fact caused by the continued in-
jection of magnetic energy from the photospheric vortex
that twists the field lines, thus increasing the orthogonal
magnetic field intensity and its magnetic pressure.
It is interesting to notice though that it is the thin
current sheets elongated along the axial direction, that
in the nonlinear stage are continuously generated by
the direct energy cascade, that through the j×b force
(with j axial and b orthogonal) push outward the re-
gions with more intense magnetic field thus enlarging
and spreading the region where field lines are twisted
(e.g., see Rappazzo et al. (2013), and it is also well vis-
ible in the animation associated to Figure 2 in the fully
nonlinear stage at t & 22.5 tA). Therefore in this case
it is the direct energy cascade, that continuously creates
thin current sheets, that drives the inverse energy cas-
cade of magnetic energy that enlarges the region where
field lines are twisted.
Further discussion of the results obtained from the
simulations with a single photospheric vortex will be
given in our concluding Section 6, together with a dis-
cussion about the results from simulations with multiple
boundary velocity vortices described in the next Section.
5. NUMERICAL SIMULATIONS
In this section we discuss the results of the numerical
simulations outlined in Table 1. Simulation A is forced
by two equal vortices at the photospheric plate z=L that
are therefore corotating, while simulation B employs two
counter-rotating vortices. Simulation C has four coro-
tating vortices at the boundary and employs standard
diffusion. In all simulations the vortical velocity pat-
terns are applied at the top plate z=L, and a vanishing
velocity at the bottom plate z=0. Initially at time t=0
the orthogonal magnetic and velocity field components
vanish inside the computational box, i.e., b = u = 0,
and only the uniform and constant axial magnetic field
B0 = B0 eˆz is present.
5.1. Run A
In this simulation two identical photospheric vortices,
of linear extension ∆ = 1/4 (corresponding in conven-
tional units to the length-scale of photospheric gran-
ulation ∼ 103 km) as described in Equations (7)-(9)
and illustrated in Fig. 1, are set side by side in the
boundary plane z=L centered respectively in (x0, y0) =
(1 ± ∆/2, 1/2). The numerical grid has nx× ny× nz
= 1024 × 512 × 208 points spanning 0 ≤ x ≤ 2,
0 ≤ y ≤ 1, and 0 ≤ z ≤ 10. The hyperdiffusion co-
efficient is Re4 = 10
19, with diffusivity n = 4. The
Alfve´n velocity is B0 = 200, corresponding to 200 km/s
in conventional units. The total duration is ∼ 600 axial
Alfve´n crossing times τA = L/B0, where L=10 is the
axial box length.
Figure 2 shows the field lines of the orthogonal mag-
netic field component b and the current density j (in
color) in the mid-plane z=5 at selected times. Initially
the fields evolve linearly according to Equation (13). At
time t=0.61 tA magnetic field and current density are
then a mapping of the boundary velocity and vorticity
fields, with the field lines displaying their slight depar-
ture from a circular shape toward the vortices’ edge. At
later times the field line tension straightens them out
into a circular shape (t=11.35 tA).
For a single vortex kink instability transitions to the
nonlinear stage around t∼ 84 tA (Rappazzo et al. 2013).
In the present double vortex case though there is not
enough time for the internal kink mode to develop fully.
Because the vortices are corotating, then the field lines
of the orthogonal magnetic field b are oppositely di-
rected between the two flux-tubes around x=1, and they
can therefore reconnect. In fact around time t ∼ 15 tA
the more external field lines start to reconnect in the
region around x=1. The corresponding removal of mag-
netic pressure between the flux tubes further contributes
to push the two flux tubes toward each other and conse-
quently more flux is reconnected (see Figure 2 at times
t/tA=17.47, 17.87, and 22.51).
As mentioned in Section 4 our investigation is aimed
at understanding the dynamics in the fully nonlinear
stage, when strong magnetic fluctuations are present in
the corona. In particular, as discussed in Section 4, with
a single vortex we have seen that after the kink instabil-
ity develops the system never returns to a laminar state,
rather the field lines exhibit a twist fluctuating around a
mean value and an inverse energy cascade occurs so that
the region of twisted field lines increases its transverse
scale in time.
Therefore we can reasonably suppose that the dynam-
ics we have described so far for the run with two coro-
tating vortices continues to hold also for the case of two
separated vortices. In fact even if they are set apart a
certain distance, after they transition to the nonlinear
stage through kink instability, the inverse cascade will
then make them bigger until they get in contact with
one another and subsequently they will merge similarly
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Figure 2. Run A – Corotating vortices: Axial component of the current j (in color) and field lines of the orthogonal magnetic
field component b in the mid-plane z = 5 at selected times. At the beginning of the linear stage (t=0.61 tA) the orthogonal
magnetic field is a mapping of the two corotating boundary vortices (see linear analysis in Section 3, Equation (13)). Later on
the field line tension straightens out in a circular shape the vortices mapping (e.g., t=11.35 tA). Field lines of b are oppositely
directed at the boundary between the two flux ropes brought about by the two corotating vortices. Magnetic reconnection
therefore starts to occur in the plane z=5 around t=11.35 tA, pushing together the two original flux tubes (t=17.47 and
17.87 tA) until they completely merge (t=22.51 tA). From this point on the dynamics are similar to the simulations with one
single vortex centered in the top plate z=10 (Rappazzo et al. 2013), with an inverse cascade of energy increasing the transverse
scale where a disorderly twisted magnetic field is present, up to reach the y-direction box size at t∼548.26 tA.
(An animation of this figure is available.)
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Figure 3. Run A: Three-dimensional views of magnetic field lines at selected times (they are always traced from the same
locations in the motionless photospheric boundary z=0, as visible in the panels). In the linear stage (t < 10 τA) the corotating
boundary vortices (shown in color in the plane z = 10) twist into helices the magnetic field lines in the corresponding underlying
regions. Those outside these two regions remain straight at first (a sample of is shown in red). As magnetic reconnection starts
to develop in the central region (around z=5) field lines start changing connectivity (already visible at t=16.25 tA). As it
progresses more field lines change connectivity in and between the two original flux tubes (t=18.28, 19.28, and 20.29 tA). Later
on, as the magnetic energy inverse cascades progresses, the region where field lines are twisted increases its transverse scale
including also field lines that were not twisted initially by the boundary vortices during the linear stage (confront t=15.24 tA
with t=545.03 tA). The box has been rescaled for an improved visualization, the axial length (along z) is ten times the length
of the orthogonal cross section (along x-y).
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Figure 4. Run A: Magnetic (EM ) and kinetic (EK) energies
as a function of time. τA = L/B0 is the axial Alfve´n crossing
time.
to what already occurs for the simulation presented here.
Nevertheless this scenario should be verified with numer-
ical simulations in subsequent work.
Interestingly, once the two flux tubes merge, the sub-
sequent nonlinear dynamics are very similar to the case
with a single vortex, i.e., an inverse cascade of magnetic
energy (with the mechanism discussed in Section 4 and
Rappazzo et al. (2013)) occurs and the transverse scale
of the region with twisted magnetic field lines increases
in time as shown in Figure 2, where at t=548.26 tA the
transverse scale of the twisted nonlinear flux tube has
reached the box size in the y-direction.
A three-dimensional view of selected field lines of the
total magnetic field (i.e, B0eˆz+b) is shown in Figure 3 at
different stages of the dynamics. The two photospheric
vortices are shown in the plane z=10 in color scale. As
expected because of line-tying in z=0 and z=10, mag-
netic reconnection is more active in the central region of
the numerical box (extended around z=5). As magnetic
reconnection occurs field lines change connectivity, at
first (t=18.28, 19.28, and 20.29 tA) interchanging con-
nectivity between the two original flux tubes, and later
on, once the inverse cascade of magnetic energy devel-
ops, the change of connectivity includes also field lines
external to the two original flux tubes, and giving rise to
an overall twisted pattern as can be seen from Figure 3
at t=545.03 tA and Figure 2 at t=548.26 tA.
Further insight into the dynamics is given by the tem-
poral evolution of the total magnetic and kinetic energies
EM =
1
2
∫
dV b2, EK =
1
2
∫
dV u2, (15)
Figure 5. Run A: Ohmic (J) dissipation rate and the in-
tegrated Poynting flux S (the injected power) versus time.
Viscous dissipation is negligible respect to the ohmic contri-
bution.
the total ohmic dissipation rate
J =
(−1)n+1
Ren
∫
dV b · ∇2nb, (16)
and the integrated Poynting flux S, i.e., the power in-
jected from the top boundary by the work done by con-
vective motions on the field lines’ footpoints
S = B0
∫
z=L
dab · uL. (17)
Because in these simulations viscous dissipation is much
smaller than ohmic dissipation the system obeys the en-
ergy equation dE/dt = S−J , where E=EM +EK (e.g.,
Rappazzo et al. 2008).
The ohmic dissipation rate (Eq. 16) can be derived
from the reduced MHD equations (1)-(2), and is the
generalization to the hyperdiffusive case of the dissi-
pative term obtained for standard diffusion with n=1,
for which from Eq. (16) we can obtain the more fa-
miliar form J =
∫
dV j2/Re (e.g., see Rappazzo 2006).
These integrated quantities are shown in Figures 4 and
5. They display a very similar time evolution to the case
with a single vortex (Rappazzo et al. 2013), because the
increase in magnetic energy (Figure 4) is determined
by the inverse cascade that increases steadily the vol-
ume where field lines are twisted in the computational
box, while kinetic energy remains approximately con-
stant throughout the nonlinear stage. The main differ-
ence is that for the single vortex case there is a strong
dissipative event around time t ∼ 85 tA, when kink in-
stability transitions to the nonlinear stage, with a dis-
sipation peak for J about 150 larger than the average
values at subsequent times. On the other hand in the
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present case with two corotating vortices ohmic dissipa-
tion has statistically steady fluctuations in the nonlin-
ear stage, similarly to the single vortex case (we do not
plot the viscuous dissipation rate, because in both cases
it is much smaller), but lacks such a strong dissipative
peak in the transition from the linear to the nonlinear
stage, because as discussed previously magnetic recon-
nection between the two flux tubes starts earlier around
t ∼ 12 tA, so that there is less magnetic energy available
to dissipate and kink instability has also faster dynam-
ics. Additionally as shown in Figure 5, the integrated
Poynting flux S shows that energy is injected into the
computational box in a statistically steady fashion, but
with fluctuations that are on average higher than the
energy dissipation rate, there is therefore on average a
surplus of injected energy to sustain the inverse cascade.
Simulations with two and seven corotating vortices
next to each other have been recently carried out by
Zhao et al. (2015). Nevertheless these simulations are
stopped when the magnetic islands of the orthogonal
magnetic field merge thus forming a single twisted flux
tube. Therefore they do not observe the propagation
of the magnetic field twist in the surrounding region,
that on the opposite is clearly observed in our simulation
(e.g., see Figures 2 and 3), thus neglecting this physical
mechanism for an inverse cascade of magnetic energy
and field line twist.
More recently Reid et al. (2018) have performed nu-
merical simulations with three corotating vortices. But
they are isolated only in the y-direction while along x be-
cause of periodicity they form an infinite chain of adjoin-
ing vortices. Although not specifically discussed in the
paper, from their figures an inverse cascade not directly
linked to the merging of magnetic islands appear to oc-
cur along the y-direction in the fully nonlinear stage with
a mechanism similar to what described here for two vor-
tices after the flux tubes merge and in Rappazzo et al.
(2013) for a single vortex. Their manuscript focuses
mostly on MHD avalanches for SOC models and their
impact on coronal heating. We will discuss this aspect
in Section 5.3 and in our concluding section.
5.2. Run B
The simulation discussed in this section, run B, has
almost all parameters as run A discussed in the previ-
ous section, except that the two photospheric vortices in
the top plate z=L are counter-rotating, i.e., they rotate
in opposite directions. A minor difference is a slightly
higher value for the hyperdiffusion coefficient that is now
Re4 = 5 × 1019. The Alfve´n velocity is still B0 = 200,
corresponding to 200 km/s in conventional units. The
total duration is slightly longer at ∼ 650 axial Alfve´n
crossing times τA = L/B0, where L=10 is the axial box
length.
Figure 6 shows the field lines of the orthogonal mag-
netic field component b and the current density j (in
color) in the mid-plane z=5 at selected times. As seen
for run A the fields initially evolve linearly according to
Equation (13). At time t=0.61 tA the magnetic field
and current density are then a mapping of the bound-
ary velocity and vorticity fields, and they display op-
positely directed currents in the flux tube centers (and
consequently oppositely directed return current at their
edges so than the integrated current vanishes in each
flux tube). Again the field lines have a slight departure
from a circular shape toward the flux tube edges, and
at later times the field line tension straightens them out
into a circular shape (e.g., see t=33.63 tA).
In contrast to run A now the magnetic field lines of
b are parallel along the boundary between the two flux
tubes around the plane x=1, and therefore they cannot
reconnect. We then expect the dynamics to be very dif-
ferent because the flux tubes cannot merge as they do in
run A. In fact now the internal kink mode develops to
some extent in similar fashion to the case with a single
vortex. As shown in Figure 6 at t=38.26 tA kink in-
stability transitions to the nonlinear stage. For a single
vortex the transition to the nonlinear stage occurs at a
later time (t∼84 tA) with much more twisted field lines
(Equation (13)). The quicker development of kink insta-
bility is probably due to the proximity of the two flux
tubes that in the process of straightening into a circu-
lar shape their orthogonal magnetic field lines produce,
due to their proximity, an additional perturbation to the
magnetic field.
Once the system transitions to the fully nonlinear
stage (t & 40 tA) an inverse cascade appears to occur
for the individual flux tubes, but in a limited manner re-
spect to the single vortex case (t=47.32, and 347.46 tA).
In fact even at later stages it never proceeds beyond
what can be observed at time t=347.46 tA. A three-
dimensional view of selected field lines at various stages
of the dynamics is shown in Figure 7. At times t=565.81
and 646.73 tA the region where field lines are twisted
has not increased its transverse scale beyond what al-
ready reached at t=347.46 tA, i.e., the inverse cascade
appears to have stopped transferring energy toward the
large scales.
The temporal evolution of the total magnetic (EM )
and kinetic (EK) energies in Figure 8, and of the ohmic
dissipation rate J and integrated Poynting flux S in Fig-
ure 9 gives us further insight into the dynamics. We can
notice around t ∼ 40 tA the big dissipative peak due to
the transition of kink instability to the nonlinear stage
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Figure 6. Run B – Counter-rotating vortices: Axial component of the current j (in color) and field lines of the orthogonal
magnetic field in the midplane (z = 5) at selected times covering the linear and nonlinear regimes up to t ∼ 600 τA. At the
beginning of the linear stage (t = 0.61 τA) the orthogonal magnetic field is a mapping of the boundary vortex [see linear analysis,
Equation (13)]. Still in the linear stage but at later times (t = 80.64 τA) the field line tension straightens out in a circular shape
the vortex mapping. An internal kink mode develops (t ∼ 83.85 τA) and the instability transitions the system to the nonlinear
stage. In the fully nonlinear stage the field lines are still circular, but in a disordered way, exhibit a broad range of scales,
including current sheets, and steadily occupy a larger fraction of the computational box.
(An animation of this figure is available.)
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Figure 7. Run B : Three-dimensional view of magnetic field lines at selected times (always traced from the same locations in the
motionless photospheric boundary z=0, as visible in the panels). In the linear stage (t = 20.28 τA) the counter rotating boundary
vortices (shown in color in the plane z = 10) twist into helices the magnetic field lines in the corresponding regions underneath
them. Those outside this region remain straight, a sample of which is shown in red. Kink instability releases magnetic energy
and untwists the field lines (t = 40.46 τA). In subsequent dynamics field lines between the two flux tubes do not interchange
connectivity among them, but a moderate inverse cascade occurs slightly enlarging both flux tubes (t=60.62 and 121.29 τA),
until it saturates (t=565.81 and 646.73 τA) as a balance between Poynting flux and energy dissipation is achieved (Figures 8 and
9). The box has been rescaled for an improved visualization, the axial length (along z) is ten times the length of the orthogonal
cross section (along x-y).
14 Rappazzo et al.
Figure 8. Run B : Magnetic (EM) and kinetic (EK) for
counter rotating vortices. Magnetic (EM ) and kinetic (EK)
energies as a function of time for counter-rotating boundary
vortices. τA = L/B0 is the axial Alfve´n crossing time.
(see also inset in Figure 9), and the corresponding en-
ergy drop in Figure 8. After kink instability a statisti-
cally steady state is reached for all quantities, including
magnetic energy that now fluctuates around its mean
value (Figure 8) instead of growing steadily in time as
in the corotating vortices case (Figure 4). Additionally
it can be seen that respect to run A (Figure 5) now
the integrated Poynting flux S has the same average as
the ohmic dissipation rate J , while for run A it was
distinctly higher thus originating the energy surplus to
sustain an inverse cascade of energy.
The reason for the lack of an inverse cascade origi-
nates from the fact that this would make the single flux
tubes larger in the transverse direction. Because the field
line topology does not allow the two tubes to recon-
nect and merge they would then displace each other in
opposite directions thus de-centering each flux tube re-
spect to the corresponding boundary vortex that orig-
inates them. On the other hand the power injected
from the boundary is given by the integrated Poynting
flux (Equation (17)) that depends crucially on the scalar
product between the magnetic field b and the boundary
velocity uL.
Defining the correlation between the two fields as
C(b,uL) = b · uL/(〈b2〉〈(uL)2〉)1/2, where 〈. . .〉 indi-
cates the r.m.s. value in the plane z=L, and taking
into account that magnetic energy is approximately con-
stant along z in this type of simulations (e.g., see Fig-
ure 5 in Rappazzo et al. 2008), without writing explic-
itly all constant terms we obtain from Equation (17)
that S ∝ E1/2M 〈C(b,uL)〉. The correlation and there-
fore S is clearly maximized when the flux tube is cen-
tered below the respective forcing vortex (with b approxi-
Figure 9. Run B : Ohmic (J) dissipation rate and the inte-
grated Poynting flux S (the injected power) versus time for
counter-rotating boundary vortices. Inset shows the ohmic
dissipative peak of kink instability around time t ∼ 40 tA.
mately proportional to uL), while decreases when it gets
de-centered. Thus in the present simulation a balance
must be reached between the integrated Poynting flux S
and the ohmic dissipation rate J . In fact if S were higher
than J as in the corotating vortices case (run A), the sur-
plus energy would sustain an inverse cascade, but that
would de-center the flux tubes and decrease the Poynting
flux to the point that it matches the ohmic dissipation
rate, thus stopping the inverse cascade.
In run A the two flux tubes merge forming a single
flux tube that continues to expand in the transverse di-
rection through the inverse cascade, but the new flux
tube remains approximately centered under the two pho-
tospheric vortices. A closer inspection of the data shows
that the field lines of the orthogonal component of the
magnetic field b in the plane z=L form a single magnetic
island that in the fully nonlinear stage is alternatively
centered under one of the two vortices or in between
them, in any of these cases the correlation between u
and b remains then positive at the boundary and the
Poynting flux fluctuates around its average value that
remains higher than the average dissipation rate (Fig-
ure 5).
5.3. Run C
Furthermore we perform a numerical simulation that
uses the boundary vortex described in Equations (7)-
(9) as a building block for the boundary forcing, but
we now use four corotating vortices of linear extension
∆=1/2 (double respect to ∆=1/4 used in Runs A and
B) in a computational box spanning 0 ≤ x, y ≤ 1. The
vortices do fill completely the boundary plate z=L, and
because of periodicity at the x–y boundaries there is no
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Figure 10. Run C – Four corotating vortices : Axial component of the current j (in color) and field lines of the orthogonal
magnetic field in the midplane (z = 5) at selected times. At the beginning of the linear stage (t = 0.61 τA) the orthogonal
magnetic field is a mapping of the boundary vortices [see linear analysis, Equation (13)]. Still in the linear stage but at later
times (t = 55.01 τA) the field line tension straightens out in a circular shape the vortices mapping. A collective internal kink
mode develops transitioning to the nonlinear stage around t ∼ 58.04 τA, with the four flux tubes merging into two. Subsequently
in the fully nonlinear stage (t=80.04, and 170.17 tA) nonlinearity does not allow the system to return to a linear-like mapping
as at times t . 58 tA, with dynamics overall similar to those obtained with disordered photospheric motions (Rappazzo et al.
2007, 2008).
(An animation of this figure is available.)
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Figure 11. Run C : Magnetic (EM) and kinetic (EK) as a
function of time.
empty space around them (since they are repeated
in all directions) unlike in runs A and B. Because in
the linear stage the magnetic field maps the boundary
velocity (Equation (13)) this can be visualized from the
magnetic field lines of b in Figure 10 at time t=0.61 tA.
This numerical simulation has a grid with nx× ny× nz
= 5122× 208, employs standard diffusion with n=1 and
Re=800 (because of the larger vortex size we can avoid
to use hyperdiffusion). We use same boundary forcing
and initial conditions as Klimchuk et al. (2009, 2010),
but those early simulations had much lower resolution
so that the higher diffusion prevented the system from
transitioning to the nonlinear stage by reaching a diffu-
sive equilibrium as discussed in Rappazzo et al. (2013).
This simulation allows us to show the difference between
the dynamics developing with a space filling boundary
forcing in the plane z=10 versus a localized forcing as
implemented in runs A and B, and to explore dynam-
ics relevant to the inverse cascade of twist in the solar
corona (Antiochos 2013), and MHD avalanches for coro-
nal heating (Hood et al. 2016).
As shown in Figure 10 after the linear stage (t=0.61 tA)
a collective internal kink mode develops transitioning to
the nonlinear stage around t=58.04 tA, with the orig-
inal four flux tubes merging two by two thus forming
two flux tubes (t=59.24 tA). At this point, once in
the fully nonlinear stage, the boundary velocity vor-
tices continue to twist and inject magnetic energy at
the large scale ∆=1/2, and also in this case the re-
sulting nonlinear magnetic field that is generated never
return to the laminar fields of the linear stage (Equa-
tions (13)-(14)). Rather, the dynamics and magnetic
field strongly resemble those that occur when the top
and bottom boundaries velocity fields are made of dis-
torted velocity vortices as implemented in our previous
Figure 12. Run C : Ohmic dissipation rate (J) and inte-
grated Poynting flux (S) versus time.
work (Rappazzo et al. 2007, 2008), with the orthogonal
magnetic field component b structured in many dis-
torted magnetic islands and current sheets (t=80.04,
and 170.17 tA).
Additional insight into the dynamics is given by the
r.m.s. of magnetic (EM ) and kinetic (EK) energies
shown in Figure 11 and of Ohmic dissipation rate J
and integrated Poynting flux shown in Figure 12. They
display dynamics very similar to those exhibited by
the simulations with distorted photospheric vortices
(Rappazzo et al. 2007, 2008) with some distinctive fea-
tures.
In particular for run C a big dissipative peak around
time t=60 tA is present due to the kink-like instabil-
ity developing around that time. On the opposite no
similar large dissipative events occur in our previous
simulations with distorted vortices where no kink in-
stability develops. However, in common with those
early simulations a statistically steady state is reached
in the subsequent fully nonlinear stage, when all the
r.m.s. quantities fluctuate around their mean values,
with kinetic energy much smaller than magnetic energy
and the integrated Poynting flux balancing on average
ohmic dissipation. The main distinctive difference dur-
ing the nonlinear stage is that in our previous simula-
tions (Rappazzo et al. 2007, 2008) the ohmic dissipation
rate was uniformly fluctuating around its mean value,
while here it exhibits a distinctive skewness with bursty
dissipative peaks above its average value (Figure 12),
a feature held in common with all previous simulation
with ordered vortices at the boundary, including runs A
and B (see Figures 5 and 9), and also for the simula-
tion with a single vortex at the top boundary (see Fig-
ure 3 in Rappazzo et al. 2013). The distorted vortices
we have used in (Rappazzo et al. 2007, 2008) have alter-
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nate sense of twist among them, therefore besides mag-
netic reconnection field lines can also get untwisted by
the photospheric vortices as their connectivity changes.
In the simulations presented here only run B has vortices
with alternate twist, but as we have seen in Section 5.2,
their isolation from nearby vortices does not allow that
from happening.
The reason for which in the nonlinear stage a statis-
tically steady state is reached quickly for the simula-
tions with four space-filling vortices (run C) while en-
ergy continues to grow for an extended time for the sim-
ulations with two (run A) or just one (Rappazzo et al.
2013) corotating vortices is simple from the energetic
point of view. As shown in Rappazzo et al. (2008) the
integrated Poynting flux entering from the photospheric
planes, that we indicate with ǫin, and that injects en-
ergy at the large scale ℓc (the convective length-scale,
with ℓc = ∆ in the runs discussed here) is proportional
to δbℓc (the magnetic field intensity of the component
at the scale ℓc). I.e., considering all other parameters
fixed, including loop length and Alfve´n velocity associ-
ated to the axial field B0, then ǫin ∝ δbℓc (see Eq. (64)
in Rappazzo et al. 2008).
On the other hand the energy flowing from the large
to the small scales in the turbulent cascade, the so-called
spectral energy flux ǫ scales proportionally to a higher
power, in fact ǫ ∝ δbα+3ℓc , where α ≥ 0 is determined
by the magnetic energy spectral index (see Eq. (53) in
Rappazzo et al. 2008). The point here is that when a
statistically steady state is reached as for run C the in-
jection and spectral fluxes are equal on average, i.e.,
ǫin = ǫ, and δbℓc has a critical value for which both
fluxes are the same, that we indicate with δb∗ℓc . Inter-
estingly when δbℓc < δb
∗
ℓc
the Poynting flux is larger
than the spectral flux ǫin > ǫ making the magnetic field
intensity grow, but when it grows beyond the critical
value δbℓc > δb
∗
ℓc
then the spectral flux transports en-
ergy away from the large scales faster then the Poynting
flux injects it ǫ > ǫin and the magnetic field intensity de-
creases toward its critical value. This mechanism clearly
leads the magnetic field intensity to fluctuate around its
critical value in a statistically steady way as observed.
For two isolated corotating vortices and a single one
the magnetic field intensity does not reach initially its
critical value because the inverse energy cascade that
enlarges the flux tube leads to a weaker magnetic field
intensity respect to the case with many nearby flux tubes
where such expansion cannot occur. Nevertheless in
run A after the two flux tube merge the dynamics are
similar to those of the single vortex, and for that case
we have carried out the simulation for much longer times
finding that when the flux tube expands enough that it
interacts with the nearby identical flux tubes (via the pe-
riodic boundary conditions) a statistically steady state
is then reached (Rappazzo et al. 2013), as expected from
the energetics of the four space-filling vortices in run C.
Regarding the possibility of an inverse cascade of en-
ergy and twist toward the largest possible scale allowed
by the system (Antiochos 2013) the most interesting re-
sult of run C is that no inverse cascade occurs, as clearly
visible from Figure 10. This aspect is further investi-
gated and discussed in the next section.
5.4. On Inverse Cascades in a Line-tied Corona:
Runs D, E and F.
Inverse cascades in MHD turbulence have been stud-
ied extensively (e.g., Politano et al. 1989; Malara et al.
1992; Biskamp 2003), and early two dimensional works
modeling line-tied loops found that an inverse cascade
occurred (Einaudi et al. 1996; Georgoulis et al. 1998;
Einaudi & Velli 1999). Later, three-dimensional re-
duced MHD simulations found that line-tying inhibits
the development of an inverse cascade for hot coronal
loops. Keeping fixed as parameters the loop length
L, the orthogonal scale of convective-mimicking photo-
spheric velocity ℓc and its r.m.s. uph, and the Alfve´n
velocity associated to the strong guide magnetic field
B0, and keeping the photospheric velocity constant in
time, the solutions of the reduced MHD equations are a
family depending on the single parameter:
f =
ℓcB0
Luph
. (18)
For typical hot solar coronal loops we can estimate
B0 ∼ 2 × 103 km/s, L ∼ 4 × 104 km, while for the
photospheric velocity ℓc ∼ 103 km and uph ∼ 1 km/s,
thus yielding f ∼ 50. For this reason Rappazzo et al.
(2007, 2008) have performed a parametric study of coro-
nal loop dynamics, with different values of f (specifically
f ∼ 1.8, 7, 14, and 35), finding only for the lower value
of f ∼ 1.8 the presence of an inverse cascade, namely
that energy injected at the forcing scale with wavenum-
ber n=4, besides giving rise to a direct energy cascade
toward smaller scales, flows also toward larger scale with
energy at wavenumber n=1 (the largest accessible scale)
growing higher then n=4. But for all higher values no
inverse cascade develops, i.e., energy modes with n < 4
are always smaller than n=4.
The simulations carried out recently by Zhao et al.
(2015); Knizhnik et al. (2015); Knizhnik et al. (2017)
with circular photospheric vortices appear to show the
development of an inverse cascade. For them we can
estimate that in dimensionless form ℓc ∼ 1/4, L = 1,
B0 = 1, and uph ∼ 0.2, so that f ∼ 1.25. Compared to
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Figure 13. Runs D, E, and F : Magnetic energy spectra,
during the linear stage (symbols) and in the fully nonlinear
statistically steady stages (lines) for simulations D, E and
F with respectively B0=1000, 200, and 50. No inverse cas-
cade develops, although slightly more energy is present at
wavenumber n=1 respect to n=4 for lower values of B0, cor-
responding to lower values of the parameter f (Eq. 18). For
an improved visualization the spectra are normalized to the
value of the energy at wavenumber n=4, and for B0=200 and
50 they are multiplied by a scaling factor not to overlap with
each other.
hot coronal loops, these are longer loops or loops with
weaker magnetic fields.
The parametric study carried out by Rappazzo et al.
(2008) was not using co-rotating photospheric vortices,
but a more complex forcing with distorted vortices and
zero total vorticity. The simulation described in the pre-
vious section (run C) with four co-rotating vortices has
L = 10, B0 = 200, uph ∼ 1/
√
2, and ℓc = ∆ = 1/2, for
which f = 14, and as can be seen from Figures 10 no sig-
nificant inverse cascade occurs, but the initial wavenum-
ber is about n = 2, and this might limit the room avail-
able for the development of an inverse cascade. For this
reason we have carried out three simulations with six-
teen photospheric vortices each (see Eq. (11)), so that
the energy injection wavenumber is about n = 4 (corre-
sponding to a vortex length of about ℓc ∼ 1/4). The
loop length L = 10 and photospheric velocity r.m.s.
uph = 1/
√
2 are same for all simulations, while the
Alfve´n velocity is respectively B0= 1000, 200, and 50
for runs D, E, and F, thus yielding for the parameter f
(Eq. (18)) the values f= 35, 7, 1.8.
The magnetic energy spectra are shown in Figure 13.
During the linear stage the magnetic field is a map of
the photospheric velocity field (Equation 13) so that
most of the energy is predominantly at the injection
scales in modes n=4 and 5 (marked with symbols in
the Figure). In the fully nonlinear stage when turbu-
lent dynamics sets in and all relevant quantities fluctu-
ate around their mean value, a direct energy cascade
develops leading to the formation of steep spectra sim-
ilarly to our previous simulations with distorted vor-
tices, and in a similar fashion no inverse cascade de-
velops, but a tendency to a higher value of the ratio
EM (1)/EM (4) for lower values of B0 and therefore f is
present, with EM (1)/EM (4)=3.2% and 9.1% for respec-
tively B0=1000 and 50.
These results therefore suggest that there is a hierar-
chy of loops for which an inverse cascade can occur or
be inhibited. An inverse cascade does not develop for
loops with f & 1.8. Although for all simulations that
we have carried out a direct energy cascade that forms
small scales current sheets does develop Dahlburg et al.
(2016); Dahlburg et al. (2018) have shown that it is only
for high values of f that a significant radiative emission
occurs (f & 30).
Regarding the inverse energy cascade model for closed
loops envisioned by Antiochos (2013), we can conclude
that it does not seem to occur for loops with f & 1.8,
and in particular for those active regions loops that shine
bright in X-rays and EUV. Additionally caution has to
be taken also for lower values of f . In fact it is to
be noticed that indicating with τA = L/B0 the Alfve´n
crossing time, and with τp = ℓc/uph the photospheric
timescale the parameter f (Eq. (18)) can be written as:
f =
τp
τA
. (19)
Since the photospheric timescale τp represents also the
lifetime of convective cells, and therefore also the char-
acteristic timescale of the photospheric velocity, while it
is acceptable to use as boundary forcing a velocity con-
stant in time for loops with high values of f for which the
photospheric timescale is larger than the Alfve´n cross-
ing time, for lower values of this ratio the impact of
a velocity pattern changing in time at the boundary is
significant. In fact as shown recently in Rappazzo et al.
(2018) for τp/τA . 3 the higher decorrelation at the
boundary between velocity and magnetic fields caused
by the rapidly changing velocity leads do a strong de-
crease of the Poynting flux and radiative emission, and
to overall vanishing dynamics.
Magnetic helicity injection depends critically by the
scalar product of the magnetic vector potential and the
velocity field at the boundary, therefore its behavior
with higher frequency boundary forcings might have a
similarly strong decrease.
6. CONCLUSIONS AND DISCUSSION
In this paper we have investigated the dynamics of
a cartesian reduced MHD model of a closed coronal
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region forced at the photosphere by two or more vor-
tices. Isolated photospheric vortices have been ob-
served on the Sun (Brandt et al. 1988; Bonet et al. 2008,
2010) particularly in intergranular lanes and between su-
pergranular cells, and they can have important effects
on the corona and heliosphere (Velli & Liewer 1999;
Wedemeyer-Bo¨hm et al. 2012; Panasenco et al. 2014).
We have previously investigated the dynamics in-
duced by a single isolated photospheric vortex with our
reduced MHD model (Rappazzo et al. 2013). Those re-
sults were in strong agreement with previous simulations
and analysis (Baty & Heyvaerts 1996; Velli et al. 1997;
Lionello et al. 1998; Mikic et al. 1990; Gerrard et al.
2002; Browning et al. 2008; Hood et al. 2009), namely
that an isolated vortex at the photosphere will twist
the field lines into a helix, and once the twist is beyond
the instability threshold the system will undergo inter-
nal kink instability (assuming a small perturbation is
present).
We then continued the simulation into the fully non-
linear stage to understand the dynamics when the photo-
spheric vortex is not applied to originally straight mag-
netic field lines, but rather when twisting is applied to
a magnetic field with finite amplitude broadband mag-
netic fluctuations. In the fully nonlinear stage the pres-
ence of an already structured field does not allow the
forced configuration to return to a laminar state with
orderly and smoothly twisted field lines (laminar heli-
cal equilibria). Nevertheless field lines do get twisted by
the photospheric vortex and exhibit an approximately
constant r.m.s. twist of about 180◦ from top to bottom
(for the specific conditions and parameters of that sim-
ulation). Additionally an inverse cascade of magnetic
energy develops in time as also field lines not connected
at their footpoints with the photospheric vortex get pro-
gressively twisted, so that in physical space the region
where field lines are twisted expands in time in the or-
thogonal direction (see Section 4). The inverse cascade
can store a significant amount of magnetic energy that
becomes available when it interacts with other magnetic
structures, as seen in Rappazzo et al. (2013) where we
verified that interactions with neighboring structures oc-
cur when the transverse scale reaches the computational
box size, i.e., when interactions with copies of itself oc-
cur because of the periodic boundary conditions, giving
rise to dissipative events in the micro-flare range with
∆E ∼ 2× 1025 erg.
To further understand the development of inverse cas-
cades of energy and twist in the solar corona, we have
discussed in this paper simulations with two velocity
vortices (corotating or counter-rotating, Sections 5.1
and 5.2) applied at the center of the top photospheric
boundary. Additionally we have carried out two nu-
merical simulation with respectively four (Section 5.3)
and sixteen (Section 5.4) corotating vortices that fill the
photospheric plate entirely.
The results of the two simulations with two photo-
spheric vortices either corotating or counter-rotating
are in full agreement with previous studies of this kind
(Lau & Finn 1996; Kondrashov et al. 1999; Linton et al.
2001): two corotating photospheric vortices bring about
two flux tubes where field lines of the orthogonal mag-
netic field component b are anti-parallel and therefore
reconnect. In fact we find that magnetic reconnection
occurs and leads to the merging of the originally distinct
two flux tubes. In our specific case with the two vortices
one next to the other, kink instability does not have time
to develop because magnetic reconnection and merging
start to occur earlier than the internal kink mode re-
quires to develop. Nevertheless as we discussed in Sec-
tion 5.1, if we increased the distance between the two
photospheric vortices, while we do expect that the fur-
ther they are from each other the more fully the inter-
nal kink mode can develop and kink instability transi-
tion to the nonlinear stage, the overall dynamics would
not be that different because we have already seen in
Rappazzo et al. (2013) that the nonlinear stage of kink
instability for a single vortex leads to an inverse cascade
of magnetic energy, i.e., field lines are twisted in a disor-
derly manner and the linear extent of the region where
they are twisted increases in time. We expect that set-
ting the two vortices a certain distance apart will still
lead to the two regions of twisted field lines to merge
(this hypothesis and the specific dynamics at varying
distance between the vortices should be investigated in
future work).
Once merging between the two regions of twisted field
lines occurs then the dynamics are very similar to that
of a single photospheric vortex, i.e., an inverse cascade
of magnetic energy develops, sustained by the Poynt-
ing flux injected from the boundary, and driven by
the Lorentz force resulting from the small scale cur-
rent sheets created by the direct cascade of energy and
the orthogonal magnetic field, so that field lines will get
twisted outside the region with field lines directly con-
nected to the photospheric vortices, thus expanding the
flux tubes in the orthogonal direction.
For two counter-rotating photospheric vortices (run B,
Section 5.2), the topology with parallel field lines in the
boundary region between the two flux tubes prevents
them from reconnecting and merging. Kink instability
will then develop in both flux tubes, but in the fully
non linear stage the inverse cascade will be very limited
because, as described in Section 5.2, the inverse cascade
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makes the field lines bundle region expand, and pushing
against each other without being able to reconnect and
merge the two bundles push each other away and be-
come de-centered from the respective vortices that orig-
inate them. As discussed here for the first time, this
causes a strong decrease of the value of the integrated
Poynting flux (Equation (17)), that depends critically
on the correlation between the vortex velocity field uL
and the coronal magnetic field b. The field line bundles
then find a dynamic balance between energy injection
and ohmic dissipation that prevents them from fully de-
veloping an inverse cascade of magnetic energy.
We have then considered four corotating vortices set
side by side and filling completely the photospheric plane
z=L (run C, Section 5.3). In this case in the linear
regime a collective kink mode develops and subsequently
the system transitions to the non-linear stage by merg-
ing the original four flux tubes into two nonlinear field
lines bundles. Subsequently the system never returns to
the linear laminar configuration with four smooth and
ordered flux tubes, but they exhibit the formation and
dissipation of disordered magnetic islands and current
sheets in similar fashion to what we have already ob-
served for our simulations with distorted photospheric
vortices mimicking the effective orthogonal velocity field
of solar convective cells (Rappazzo et al. 2007, 2008).
Recently (Hood et al. 2016) have proposed that the
solar corona is made by marginally stable flux tubes
prone to release energy via kink instability in the fashion
of MHD avalanches (giving rise to self-organized criti-
cality or SOC), thus bringing about an X-ray and EUV
emitting hot corona. Nevertheless as shown by the sim-
ulations discussed so far, even with four corotating vor-
tices in the non-linear stage the orthogonal magnetic
field lines are very distorted and never return to the
laminar condition in which they might be kink unsta-
ble. In our view this conclusion is also supported by
the simulation with three adjacent vortices carried out
by Reid et al. (2018)). This suggests that a mechanism
to posit a corona structured in flux tubes marginally
unstable to kink is lacking.
Additionally, no significant inverse cascade develops
in the simulation with four corotating vortices (run C).
To better understand the conditions under which in-
verse cascades develop in closed coronal structures we
have carried out three additional simulations with six-
teen vortices.
As recently proposed by Antiochos (2013) the inverse
cascade of helicity may have an impact on the boundary
structure between open and closed regions and the dy-
namics developing there. The simulations carried in this
framework by Zhao et al. (2015); Knizhnik et al. (2015);
Knizhnik et al. (2017) indeed appear to give always rise
to an inverse cascade of magnetic energy and helicity
when the system is shuffled at its footpoints by coro-
tating vortices. Nevertheless they always use the same
characteristic parameters for the considered closed re-
gion, in particular the same Alfve´n velocity B0 and axial
length L.
As discussed in Section 5.4 the reduced MHD solutions
depend on the single parameter f = ℓcB0/Luph, where
ℓc is the convective length-scale and uph the r.m.s. of
the photospheric velocity. While ℓc and uph have char-
acteristic fixed values for solar convection, loop length
L and Alfve´n velocity B0 have substantial variations in
the magnetically closed corona. Therefore while for typi-
cally hot loops f ∼ 50, longer loops or loops with weaker
magnetic fields will exhibit lower values for f .
As discussed in more detail in Section 5.4 we have
carried out three simulations with f = 35, 7, 1.8. In
all of them no inverse cascade develops, although the
energy at the largest scales increases respect to the en-
ergy at the injection scale for lower values of f , similarly
to what observed in our previous simulations with dis-
torted vortices and zero net vorticity (Rappazzo et al.
2008). Nevertheless for values of f smaller than about
3 (f . 3) the time variation of photospheric convective
cells cannot be neglected, and could lead to a substan-
tial decrease of the helicity injection, analogously to the
decrease of Poynting flux observed by Rappazzo et al.
(2018) (see Section 5.4 for a more thorough discussion).
There is therefore a hierarchy of loops that depending
on their parameter f can develop an inverse cascade of
energy and twist at different rates or it can be entirely
inhibited.
We conclude then that the dynamics induced in the
closed corona by photospheric vortices can be very dif-
ferent depending on how they are arranged. This has
consequences for coronal heating, namely higher energy
releases can occur when more energy can be stored, e.g.,
for a single or two corotating vortices, but also for the
initial stage of a coronal mass ejection. Indeed photo-
spheric rotations have been detected within the region
of interest to CMEs and they are thought to play a role
in their initiation process (To¨ro¨k et al. 2013). Although
typically twisted field lines are found from the force-free
extrapolation of the photospheric magnetic field at var-
ious stages of the initiation of a CME (e.g., Amari et al.
2015, 2018), the technique used specifically looks for
equilibria configurations so that it is natural to think
of kink instability as playing a key role in the initiation
of CMEs. Our simulations suggests though the situa-
tion can be much more complicated, that twisted field
lines in the presence of photospheric rotations or vor-
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tices do not need to be in equilibrium and might not
be unstable to kink instability at all. Rather a complex
inverse cascade process able to expand the field line bun-
dles could occur that could in turn destabilize the CME
region, bypassing in this way the need for kink instabil-
ities (To¨ro¨k et al. 2013). We have here neglected any
effects due to curvature, that already by itself can lead,
when not confined by overarching closed field lines, to
flux tube expansion (Amari et al. 1996).
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