In this paper, we introduce a new kind of "variant" reflected backward doubly stochastic differential equations (VRBDSDEs in short), where the drift is the nonlinear function of the barrier process. In the one stochastic case, this type of equations have been already studied by Ma and Wang [24]. They called it as "variant" reflected BSDEs (VRBSDEs in short) based on the general version of the Skorohod problem recently studied by Bank and El Karoui [5] . Among others, Ma and Wang [24] showed that VRBSDEs is a novel tool for some problems in finance and optimal stopping problems where no existing methods can be easily applicable. Since more of those models have their stochastic counterpart, it is very useful to transpose the work of Ma and Wang [24] to doubly stochastic version. In doing so, we firstly establish the stochastic variant Skorohod problem based on the stochastic representation theorem, which extends the work of Bank and El Karoui [5] . We prove the existence and uniqueness of the solution for VRBDSDEs by means of the contraction mapping theorem. By the way, we show the comparison theorem and stability result for the solutions of VRBDSDEs.
Introduction
The theory of backward stochastic differential equations (BSDEs in short) was developed by Pardoux and Peng [30] . Precisely, given a data (ξ, f ) consisting of a progressively measurable process f , so-called the generator, and a square integrable random variable ξ, they proved the existence and uniqueness of an adapted process (Y, Z) solution to the following BSDEs:
These equations have attracted great interest due to their connections with mathematical finance [15, 16] , stochastic control and stochastic games [19, 20, 21] . Furthermore, it was shown in various papers that BSDEs give the probabilistic representation for the solution (at least in the viscosity sense) of a large class of systems of semi-linear parabolic partial differential equations (PDEs in short) [28, 29, 31, 33] .
Further, other settings of BSDEs have been proposed. Especially, El-Karoui et al. [14] have introduced the notion of reflected BSDEs (RBSDEs in short), which is a BSDE but the solution is forced to stay above a lower barrier. In details, a solution of such equations is a triple of processes (Y, Z, K) satisfying that
where S, so-called the barrier, is a given stochastic process. The role of the continuous increasing process K is to push the state process upward with the minimal energy, in order to keep it above S; in this sense, it satisfies T 0 (Y t − S t ) dK t = 0. RBSDEs have been proven to be powerful tools in mathematical finance [12, 18] , the mixed game problems [11, 22] , providing a probabilistic formula for the viscosity solution of an obstacle problem for a class of parabolic PDEs ( [13, 14, 36] ) and so on. On other interesting results on RBSDEs driven by a Brownian motion with different barrier conditions, one can see Hamadène [17] , Lepeltier and Xu [23] and Peng and Xu [34] .
Very recently, Ma and Wang [24] introduced the so-called Variant Reflected Backward Stochastic Differential Equations (VRBSDEs in short) associated with the notion of variant Skorohod problem studied by Bank and El Karoui [5] , that is
where X = {X t } t≥0 is an optional process of class (D) and the solution (Y, A) satisfies that
(ii) A = {A t } is an adapted, increasing process such that A 0− = −∞, and the following flat-off condition holds
In addition, if the filtration F is generated by a Brownian motion B, then (1.2) has the following extension form
Unlike the role of K in (1.1) as stated previously, the process A here could be regarded as a density of a reflecting force, which acts through the drift f in a nonlinear manner. From the above statements, we can see that there is great difference between the frameworks of RBSDEs and VRBSDEs. Also, even the fundamental well-posedness property of the VRBSDE cannot be obtained by means of the usual ways used in BSDE and RBSDE. This brand new kind of BSDEs has some important applications in finance and optimal stopping problems ( [24] ). In [32] , Pardoux and Peng proposed another class of BSDEs, named backward doubly stochastic differential equations (BDSDEs in short) with the form: 5) where the integral with respect to {B t } is a backward Itô integral and the integral with respect to {W t } is a standard forward Itô integral. Those two types of integrals are particular cases of the Itô-Skorohod integral, see Nualart and Pardoux [27] . Following it, some well-known works have been done in the probabilistic representation of certain quasi-linear stochastic partial differential equations by means of BDSDEs from different aspects, one can see Bally and Matoussi [4] , Boufoussi et al. [6, 7] , Buckdahn and Ma [8, 10, 9] , Matoussi and Scheutzow [25] , Zhang and Zhao [37] and the references therein. Based on the reflected framework of El-Karoui et al. [14] , Bahlali et al. [3] , Aman [1] and Ren [35] respectively proved the existence and uniqueness of the solution for a class of reflected BDSDEs (RBDSDEs in short) driven by Brownian motions and Lévy processes. Especially, very recently, Matoussi and Stoica [26] proved the existence and uniqueness result for the obstacle problem of quasi-linear parabolic stochastic PDEs by means of the RBDSDEs. Motivated by the aforementioned works, in this paper, we study a class of variant reflected backward doubly stochastic differential equations (VRBDSDEs in short). In doing so, we firstly establish the stochastic variant Skorohod problem based on the stochastic representation theorem, which extends the work of Bank and El Karoui [5] . We prove the existence and uniqueness of the solution for VRBDSDEs by means of the contraction mapping theorem. In addition, we show the comparison theorem and the stability result for the solutions of VRBDSDEs.
Let us describe our plan. First, the formulation of the problems is proposed in Section 2. The main results are presented in Section 3.
Formulation of the problems
Let (Ω, F , P) be a probability space and T > 0 be fixed throughout this paper. Let {W t , 0 ≤ t ≤ T } and {B t , 0 ≤ t ≤ T } be two mutually independent standard Brownian motion processes, with values respectively in R d and in R ℓ , define on (Ω, F , P). Let N denote the class of P-null sets of F . For each t ∈ [0, T ], let us define
where for any process
} is an increasing filtration and {F B t,T ,t ∈ [0, T ]} is a decreasing filtration, the collection {F t ,t ∈ [0, T ]} is neither increasing nor decreasing so it does not constitute a filtration. Let us describe the following spaces will frequently used in the sequel.
• For any n ∈ N, M 2 (0, T, R n ) denotes the set of (class of dP ⊗ dt a.e.) n-dimensional jointly measurable random processes {ϕ t ; 0 ≤ t ≤ T } such that
• S ∞ ([0, T ], R) denotes the set of one dimensional continuous F t -measurable bounded random processes.
• L ∞ (R) denotes the space of all F T -measurable bounded random variables.
• M 0,T denotes the space of all stopping times taking values in [0, T ].
• The process X is said to belong to Class (D) on [0, T ] if the family of random variables
Next, let us give the standing assumptions relative to VRBDSDE.
(A1) The boundary processes X = {X t , 0 ≤ t ≤ T } is assumed to be an optional process of class (D) and is lower-semi-continuous in expectation,
is continuous and strictly decreasing from +∞ to −∞;
(ii) for fixed (y, l) ∈ R 2 , the processes f (·, ·, y, l) and g(·, ·, y) are jointly measurable with
(iv) there exist two constants k > 0 and K > 0, such that for all fixed t, ω, y, it holds that
Given ξ ∈ L 2 (R) and the boundary process X , we consider the following VRBDSDE.
(i)
(iii) the process (A t ) t is F t -measurable, increasing, càdlàg (right continuous with left limits), and
The study of this new type of BDSDEs is based on the extension of Stochastic Representation Theorem initiated by Bank and El Karoui [5] . To do this, let us consider the following filtration (G t ) t≥0 defined by 
for any stopping times S ∈ M 0,T , where L is an optional process taking values in R ∪ {−∞, +∞}, and it can be characterized as follows
where the "ess inf" is taken over all stopping times S ∈ M 0,T such that S < T , a.s.; and l S,τ is the unique F S -measurable random variable satisfying that
, is the value functions of a family of optimal stopping problems indexed by l ∈ R, then
Proof. Let X be a optional process X of class (D) which is lower semi-continuous in expectation and g be a function given above. Setting
according to assumption (A1) and (A2), it is clear that X is a optional process of class (D) and is lower semi-continuous. Therefore, it follows from Theorem 3 in [5] that there exists an optional process L taking values in R ∪ {−∞, +∞} such that for any stopping times
Moreover, L is characterized as follows:
for any stopping times S, which satisfy (i).
• L S = ess inf τ>S l S,τ , where the "ess inf" is taken over all stopping times S ∈ M 0,T such that S < T , a.s.; and l S,τ is the unique G S -measurable random variable satisfying that
Since X S is F S -measurable and F S ⊂ G S , and according to the definition of X , it follows from equalities (2.3) and (2.4) that
respectively. To prove (ii), it remains to show that l S,τ is a F S -measurable random variable, which is clear by (2.4). To end the proof let us show (iii). In fact, equalities (2.4) and (2.5) provide
Hence, denoting
we have
which prove (iii).
A direct consequence of the previous stochastic representation theorem is the following stochastic variant Skorohod problem.
Theorem 2.2. Assume (A2)-(i), (ii). Then, for every optional process X of class (D) which is lower semi-continuous in expectation, there exists a unique pair of F t -measurable processes (Y, A), where Y is continuous and A is increasing such that
Furthermore, the process A can be expressed as 
Proof. Let us define
where L is the process appears in (2.2) and the
An obvious extension of the Itô martingale representation theorem yields the existence of a G t -progressively measurable process {Z t } with values in R d such that
Hence,
Replacing M T and M t , by their defining formulas and subtracting
dB u from both sides of the equality yields that
It remains to show that {Y t } and {Z t } are F t -measurable. For Y t , this is obvious since for each t,
, and 
which shows the desired result.
Main results
The main objective of this section is to prove the existence and uniqueness result to the new type of reflected BDSDEs. As mentioned in [24] , we use the well-known contraction mapping theorem, to provide the existence and uniqueness of the solution. Next, like as in [24] , we derive the comparison theorem and a stability result of such equations.
Existence and uniqueness
Let us make the following extra assumptions on the boundary process X and the coefficients f and g.
(A3) There exists a constant Γ > 0, such that (i) for any µ ∈ M 0,T , it holds that ess sup
Let us consider the following mapping
is the unique solution of the variant Skorohod problem:
It follows from Theorem 2.1 and Theorem 2.2 that the reflecting process A is exactly determined by y in this sense: A t = sup 0≤s≤t + L s and L satisfies the stochastic representation:
Our goal is to prove that the mapping Φ is a contraction from S 2 ([0, T ], R) to itself. However, it should be noted that the contraction can only show the existence and uniqueness of Y ; the uniqueness of A must be established separately. We now derive some priori estimates that will be useful in the sequel. To begin with, let us consider the stochastic representation 
Let us denote
Then, it follows from Theorem 2.1 that L 0 s = ess inf τ>s l 0 s,τ and A 0 t = sup 0≤s≤t + L 0 s . On the other hand, we have
On the set {ω, l 0 s,τ (ω) < 0}, since f (t, 0, ·) is decreasing and l 0 s,τ is F s -measurable, we have
According to (3.3), we get
In other words, on {l 0 s,τ < 0}, we have
We can show similarly that on the set {l 0 s,τ > 0} the following relation holds
Putting (3.4) and (3.5) together, we have
Using conditional expectation version of isometry property, we get
which together with (3.6) leads to
we derive from (3.6) and (A3) that
and ends the proof. 
Lemma 3.2. Assume (A1), (A2) and (A3) hold. Then, for any t ∈ [0, T ], it holds almost surely that
By assumption (A2)-(iv), we have
(3.10)
Next, assumption (A2)-(iii) together with conditional expectation version of isometry property lead to
Combining (3.10) and (3.11) with (3.9), we obtain
Similarly, we can show that the inequality holds on the complement of D τ s as well. Therefore, we have 
We are now ready to prove the main result of this section, the existence and uniqueness of the solution to the VRBDSDE. 
then the VRBDSDE (2.1) admits a unique solution (Y, A).
Proof. First, let us show that the mapping Φ defined by (3.4) is from S ∞ to itself. To do this, we note that by using assumption (A1) and Lemmas 3.1 and 3.2, we derive
We have
and
It follows from (3.13), (3.14) and (3.15) that
As it is known by assumption that ξ belongs to L ∞ , we deduce from (A3)-(i) that Y = Φ(y) belongs to S ∞ . Now, let us prove that Φ is a contraction. For y, y ′ ∈ S ∞ , we denote Y = Φ(y) and Y ′ = Φ(y ′ ). Then, for t ∈ [0, T ], we have
Applying assumption on f and Lemma 3.2, we derive that
Moreover, it follows from conditional expectation version of isometry property that
Finally, putting (3.17) and (3.18) into (3.16), we obtain
Since we assume that 2T
Let us denote by Y ∈ S ∞ the unique fixed point and by A the associating reflecting process defined by A t = sup 0≤v≤t + L v , where L satisfies the representation
Let us now prove that (Y, A) is the solution to the VRBDSDE (2.1). For this instance, it follows from (3.19) , the definition of A, and the monotonicity of f on the third variable that for all t ∈ [0, T ],
To end the proof of existence, it remains to show that the flat-off conditions holds. The properties of optional projection and definition of A and L lead to
Next, using the Fubini theorem and the fact that Lebesgue measure does not charge the discontinuities of the path u → sup t≤v≤u L v , which are only countably many, we have
which provide by the same argument used in [24] that
For the uniqueness, let us suppose that there is another solution
Since both Y and Y ′ are the unique fixed points of the mapping Φ, it follows that Y = Y ′ . Let us consider the stochastic variant Skorohod problem
where Proof. Since the existence and uniqueness proof depends heavily on the well-posedness result of the extended stochastic representation theorem, we must require that A 0 − = −∞. On the other hand, since Y is a fixed point of the mapping Φ defined by (3.4), it not difficult to see that Y 0 and X 0 satisfy the following equalities:
Hence, by the same argument that the paths of the increasing process u → sup t≤v≤u L v has only countably many discontinuities, which are negligible under the Lebesgue measure, we prove that Y 0 = X 0 .
Comparison theorems
This section is devoted to study the comparison theorem of the VRBDSDE, one of the very important tools in the theory of BSDEs. Let us remark that our method follows closely to one appeared in [24] , which is quite different from all the existing arguments in the BSDE literature.
To state, let us consider the following two VRBDSDEs for i = 1, 2,
In the sequel, we call ( f i , g, X i ), i = 1, 2 as the "parameters" of the VRBDSDE (3.21), i = 1, 2, respectively. We also define the two following stopping times
We recall the following result appear in [24] . (ii) P(µ < τ) = 1, and
Before give the comparison theorem, in order to simplify the notations, let us give the following. For (Y i , A i ), i = 1, 2 be the solution to two VRBDSDEs with boundaries X 1 and X 2 respectively, we denote ∆Θ = Θ 1 − Θ 2 , Θ = X ,Y, A, and ξ. Furthermore, recall
we define two martingales
Theorem 3.6. Assume that the parameters of the VRBDSDEs (3.21) ( f i , g, X i ), i = 1, 2, satisfy (A1) and (A2). Assume further that
s. for all s and t such that s < t.
Then, we have
As it is explained in [24] , the assumption (iii) in above theorem significate that the process e Ls ∆X s , is a submartingale and it does not add restrictive on the regularity of the boundary processes X 1 and X 2 , which are only required to be the optional processes satisfying (A3).
Proof of Theorem 3.6. According to (3.21) and the previous notations, we can write, on the set {µ < T }
where ∆M = M 1 − M 2 , and
It is clear that (A2) implies that ∇ y f 1 and ∇ y g are bounded progressively measurable processes, and by the definition of µ, τ and the monotonicity of f on it variable l, we have
Hence, ∆Y is a unique solution of the following linear
s., and consequently, since M i , i = 1, 2, is a martingale, we get
On the other hand, by the flat-off condition and Lemma 3.5-(iii), one can check that
(3.25)
Stability results
In this section, we study another useful aspect of the well-posedness of the VRBDSDE, which it is called the continuous dependence of the solution on the boundary process whence the terminal process as well. For this instance, let us introduce, for any optional process X and any stopping time µ and τ satisfy that µ < τ,
Let us note that the random variable m µ,τ (X ) measures the path regularity of the "nonmartingale" part of the boundary process X . In the sequel, we will show that this will be a major measurement for the "closeness" of the boundary processes, as far as the continuous dependence is concerned. Let us consider {X n } ∞ n=1 , a sequence of optional processes satisfying that (A3). We suppose that {X n } ∞ n=1 converges to X 0 in S ∞ , and that X 0 satisfies (A3) as well. Let (Y n , A n ) be the unique solution to the VRBDSDE's with parameters ( f , g, X n ), for n = 0, 1, 2, · · · · ·. Roughly speaking, for n = 0, 1, 2, · · ··, we have
Next, let us give the following lemma that provides the control of |A n t − A 0 t |, which is needed in the sequel. 
Proof. The proof follows the similar step as the proof of Lemma 3.2. Let us consider, l n s,τ , n = 0, 1, · · · the F s -measurable random variable such that
Therefore, for n = 1, · · ·, we have 
Then, it holds that
Proof. Using the similar arguments as Theorem 3.3, we obtain this estimation
which, together with Lemma 3.9, proves the desired result.
Remark 3.11. Let us emphasize that, since all the model study in section 6 of [24] have their stochastic counterpart, we can with no more difficulty establish respectively the stochastic version of recursive intertemporal utility minimization, optimal stopping problems. It suffice to follows the similar step as in [24] with some additional argument due to the presence of the backward stochastic integral with respect the Brownian motion B.
