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COMPLEX PRODUCT STRUCTURES
ON LIE ALGEBRAS
ADRIA´N ANDRADA AND SIMON SALAMON
Abstract. A study is made of real Lie algebras admitting compatible complex and product
structures, including numerous 4-dimensional examples. If g is a Lie algebra with such a
structure then its complexification has a hypercomplex structure. It is shown in addition
that g splits into the sum of two left-symmetric subalgebras. Interpretations of these results
are obtained that are relevant to the theory of both hypercomplex and hypersymplectic
manifolds and their associated connections.
MSC. 17B60; 53C15, 53C30
1. Introduction
A complex structure on a real Lie algebra g is an endomorphism J of g satisfying
J2 = −1 and the usual integrability condition expressed in terms of Lie brackets. Let
gC = g ⊗R C denote the complexification of g, and σ : g
C → gC the corresponding
conjugation. The integrability of J is then equivalent to a splitting
gC = g1,0 ⊕ g0,1,
where g1,0 and g0,1 are complex Lie subalgebras of gC and g0,1 = σ(g1,0). A product
structure on g is an endomorphism E of g which satisfies E2 = 1 and an even simpler
integrability condition. Let
g = g+ ⊕ g−
be the splitting in which g± denotes the eigenspaces corresponding to the eigenvalue ±1
of E. Then the integrability of E is equivalent to requiring that g+, g− are both Lie
subalgebras of g.
In this article we are interested in another structure on g which arises from the com-
bination of the two above. Namely, a complex product structure on a real Lie algebra g
is a pair {J, E} where J is a complex structure on g, E is a product structure on g, and
JE = −EJ . In this case, the subalgebras g± satisfy g− = Jg+. We summarize the basic
definitions in §2, and provide some simple examples and constructions of such structures.
Whilst the concept of a product structure is a relatively elementary one, we shall see that
complex product structures are altogether more subtle and their classification far from
easy.
A complex product structure on a Lie algebra is an analogue of a hypercomplex struc-
ture, i.e. a pair of anticommuting complex structures. Indeed, a complex product structure
is a ‘latent hypercomplex structure’ in the sense that a complex product structure on a Lie
algebra g determines a hypercomplex structure on the real Lie algebra (gC)R underlying g
C.
This result, that we establish in §3, provided our original interest in the subject. We also
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explain how a standard complex product structure on gl(2n,R) gives rise to a hypercom-
plex structure on gl(2n,C). In general, (gC)R also admits a complex product structure, so
the process can be continued so as to obtain an infinite family of hypercomplex structures.
Complex product structures are closely related to a number of other algebraic concepts,
and these relationships are pursued in §4. If (g, J, E) is a Lie algebra with a complex
product structure as above, then (g, g+, g−) is an example of a double Lie algebra [21].
Actually, following [22], (g+, g−) is a matched pair of Lie algebras for certain representa-
tions ρ : g+ −→ gl(g−) and µ : g− −→ gl(g+). The isomorphism J : g+ −→ g− then allows
us to construct left-symmetric algebra (LSA) structures on g+ and g−. This implies that
neither g+ nor g− are semisimple [10], though we do not know whether there are exam-
ples with g semisimple. Theorems 4.1 and 4.2 provide a complete characterization of Lie
algebras carrying complex product structures in terms of pairs of LSA structures, and we
also examine the special situation in which g is itself an LSA.
Whilst the focus of this paper is algebraic, the correspondence between flat torsion-
free connections on a Lie group and LSA structures on its Lie algebra allows us to give
various geometrical interpretations of the theory developed thus far. This we do in §5.
Suppose that g has a complex product structure, and is the Lie algebra of a Lie group
G. The endomorphisms J,E can be regarded as left-invariant tensors on G still satisfying
JE = −EJ . This makes G a complex product manifold, a concept that is most easily
defined in terms of a GL(n,R)-structure for a diagonal inclusion GL(n,R) ⊂ GL(2n,R).
We explain how properties of this type of manifold reflect the theory of §4, referring the
reader to [1] for a more complete treatment.
A complex product manifoldM possesses two involutive totally real distributions T±. It
also has a unique torsion-free connection ∇CP for which J,E are parallel, and the integral
submanifolds of T± are flat with respect to ∇
CP. Thus, complex product manifolds are
integrable in a rather strong sense. When M = G is a Lie group, we obtain a local double
Lie group (G, G+, G−) in which each of the subgroups G± has a flat affine structure. We
also show that ∇CP gives rise to the Obata connection of the associated hypercomplex
structure on GC; indeed the two connections share many properties.
There are natural links between complex product structures and symplectic geome-
try, since a class of left-symmetric algebras are those arising from Lie groups with a
left-invariant symplectic form [8]. It therefore makes sense to look for complex product
structures on Lie algebras for which g+, g− are both symplectic Lie algebras. Algebraically,
this means that n = 2m is even and the structure group GL(n,R) reduces to Sp(m,R).
Geometrically, this arises when an associated Lie group is endowed with a hypersymplectic
structure in the sense of [17]. We explain this briefly in §5, but do not pursue this aspect
of the theory in the present paper.
In §6, we consider examples of 4-dimensional Lie algebras carrying complex product
structures, referring in part to the classification of complex structures given by Ovando
[26] and Snow [30]. We determine the associated affine Lie groups and the hypercomplex
structures on their complexifications. We should emphasize though that the complex
product structures considered in this article can exist in dimensions 2n 6≡ 0 mod 4, and
we expect a subsequent analysis of the case n = 3 to prove fruitful.
Acknowledgments. The first author was supported by grants from CONICET, FONCYT and
SECYT-UNC (Argentina). The authors are grateful to I. Dotti, A. Fino and R. Miatello for various
valuable suggestions, and to N. Andruskiewitsch and D. Burde for help with the references.
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2. Preliminaries and basic results
We begin by recalling some definitions which will be used throughout this work. All
Lie algebras will be finite dimensional and defined over R, unless explicitly stated.
An almost complex structure on a Lie algebra g is a linear endomorphism J : g −→ g
satisfying J2 = −1. If J satisfies the condition
(1) J [X,Y ] = [JX, Y ] + [X,JY ] + J [JX, JY ] for all X,Y ∈ g,
we will say that J is integrable and we will call it a complex structure on g. Note that the
dimension of a Lie algebra carrying an almost complex structure must be even. Given an
almost complex structure J on g, there is a splitting of gC = g⊗R C into the sum of two
subspaces
(2) gC = g1,0 ⊕ g0,1,
where g1,0 and g0,1 are the eigenspaces corresponding to the eigenvalues ±i of the com-
plexification of J . It is easy to see that J is integrable if and only if both g1,0 and g0,1 are
complex subalgebras of gC.
The splitting (2) induces a decomposition of (gC)∗ as
(gC)∗ = (g1,0)∗ ⊕ (g0,1)∗
and then ∧k
(gC)∗ =
⊕
p+q=k
Λp,q,
where Λp,q ∼=
∧p
(g1,0)∗ ⊗
∧q
(g0,1)∗ is the space of (p, q)-forms relative to J .
Recall that the Lie bracket in g can be thought of as a linear map [ , ] :
∧2
g −→ g. In
this way, we can consider its transpose d : g∗ −→
∧2
g∗, defined as follows:
(d f)(X ∧ Y ) = −f([X,Y ]) for all f ∈ g∗, X, Y ∈ g.
It is well known that J is integrable if and only if
d(Λ1,0) ⊆ Λ2,0 ⊕ Λ1,1.
Whilst an almost complex structure on a Lie algebra gmakes the latter a complex vector
space, g need not be a complex Lie algebra since the Lie bracket might not be C-bilinear.
This problem may be overcome in the following situation. Let g be a Lie algebra with an
almost complex structure I which satisfies
(3) [IX, Y ] = I[X,Y ] for all X,Y ∈ g,
It is straightforward to verify that I is integrable, since (3) is stronger than (1). Then g can
be viewed as a complex Lie algebra, with multiplication by i given by the endomorphism
I, since (3) implies the C-bilinearity of the Lie bracket.
Condition (3) is equivalent to I ad(X) = ad(X)I for all X ∈ g, i.e. ad(X) is a complex
transformation on g, and it is also equivalent to d(Λ1,0) ⊆ Λ2,0. Conversely, if h is a com-
plex Lie algebra, let hR denote the underlying real Lie algebra. Then the endomorphism
I of hR given by multiplication by i, i.e. IX = iX for all X ∈ hR, defines a complex
structure on hR satisfying (3).
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Next, we define another kind of structure on a Lie algebra which is analogous to a
complex structure. An almost product structure on g is a linear endomorphism E : g −→ g
satisfying E2 = 1 (and not equal to ±1). It is said to be integrable if
(4) E[X,Y ] = [EX,Y ] + [X,EY ]− E[EX,EY ] for all X,Y ∈ g.
An integrable almost product structure will be called a product structure. If dim g+ =
dim g−, where g± is the eigenspace of g associated to the eigenvalue ±1 of E, then the
product structure E is called a paracomplex structure [19, 20]. In this case, g also has even
dimension.
Given an almost product structure E on g, we have a decomposition g = g+ ⊕ g− into
the direct sum of two linear subspaces, the eigenspaces associated to E, which induces a
splitting g∗ = A+ ⊕A− and then ∧k
g∗ =
⊕
p+q=k
Ap,q,
where Ap,q ∼=
∧p
A+⊗
∧q
A−. It is easy to verify that E is integrable if and only if g+ and
g− are both Lie subalgebras of g, and this is in turn equivalent to
(5) d(A1,0) ⊆ A2,0 ⊕A1,1, d(A0,1) ⊆ A0,2 ⊕A1,1.
Verification of these statements can be found within the proof of Proposition 2.2.
Lie algebras carrying either a complex structure or a product structure have many inter-
esting properties that have been exhaustively studied. Our interest lies in an appropriate
combination of these two structures:
Definition 2.1. A complex product structure on the Lie algebra g is a pair {J, E} of a
complex structure J and a product structure E satisfying JE = −EJ .
The condition JE = −EJ implies that the eigenspaces corresponding to the eigenvalues
+1 and −1 of E have the same dimension, showing that E is in fact a paracomplex
structure on g.
The endomorphism F := JE satisfies F 2 = 1, and overall {J,E, F} obey the rules
(6)
−J2 = E2 = F 2 = 1,
JE = F, EF = −J, FJ = E,
satisfied by the so-called paraquaternionic numbers [15]. It is easy to verify that (4) is
satisfied by F in place of E. Indeed g has a circle’s worth {cosθ E + sinθ F} of product
structures, and a corresponding ‘pencil’ of subalgebras gθ with g0 = g+,
g±pi/2 = {X ± JX : X ∈ g+},
and gpi = g−.
Proposition 2.2. Let g be a Lie algebra. The following statements are equivalent:
(i) g has a complex product structure,
(ii) g has a complex structure J and can be decomposed as g = g+ ⊕ g−, where g+, g−
are Lie subalgebras of g and g− = Jg+.
(iii) g has a complex structure J and g∗ can be decomposed as g∗ = A+ ⊕ A−, where
A+, A− are subspaces satisfying (5) and A− = JA+.
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Proof. (i) ⇐⇒ (ii). If g has a complex product structure {J,E}, let g± denote the
eigenspace corresponding to the eigenvalue ±1 of E. The integrability of E implies that
both g+ and g− are Lie subalgebras of g and JE = −EJ implies g− = Jg+.
Conversely, if (ii) holds, set E|g+ = 1 and E|g− = −1. Then it is easy to verify that
{J,E} determine a complex product structure on g.
(ii)⇐⇒ (iii). Assuming (ii), let A+ ⊂ g
∗ (respectively, A− ⊂ g
∗) denote the annihilator of
g− (respectively, g+). Since g+ and g− are subalgebras of g, one immediately checks (5).
The complex structure J induces a complex structure J on the vector space g∗ by setting
Jf = f ◦ J . Then g− = Jg+ implies A− = JA+.
Conversely, if (iii) holds, set g+ = {X ∈ g : f(X) = 0 for all f ∈ A−} and g− = {X ∈
g : f(X) = 0 for all f ∈ A+}. Conditions (5) imply at once that g+ and g− are Lie
subalgebras of g and g− = Jg+ follows from A− = JA+. 
Definition 2.3. Let (g, J, E) and (g′, J ′, E′) be two Lie algebras with complex product
structures. We shall say that these complex product structures are equivalent if there
exists an isomorphism of Lie algebras φ : g −→ g′ such that φJ = J ′φ and φE = E′φ.
The equivalence of Lie algebras with complex product structures can be reformulated
in the following manner: according to (ii) of Proposition 2.2, we have a decomposition
into a sum of subalgebras g = g+ ⊕ g− and g
′ = g′+ ⊕ g
′
− with g− = Jg+, g
′
− = J
′g′+.
Then φE = E′φ means that φ(g±) = g
′
±, i.e. φ maps each eigenspace for E onto the
corresponding eigenspace for E′. Also φJ = J ′φ means that the natural extension of φ to
an isomorphism φC : gC −→ (g′)C satisfies φC(g1,0) = (g′)1,0 and φC(g0,1) = (g′)0,1, where
the splittings gC = g1,0 ⊕ g0,1, (g′)C = (g′)1,0 ⊕ (g′)0,1 are as in (2).
A definition that will be useful for our purposes is the following, which appeared in [21].
Definition 2.4. Three Lie algebras (g, g+, g−) form a double Lie algebra if g+ and g− are
Lie subalgebras of g and g = g+ ⊕ g− as vector spaces.
Observe that a double Lie algebra (g, g+, g−) gives a product structure E : g −→ g on
g, where E|g+ = 1 and E|g− = −1. Conversely, a product structure on the Lie algebra
g gives rise to a double Lie algebra (g, g+, g−), where g± is the eigenspace associated to
the eigenvalue ±1 of E. Thus, a complex product structure {J,E} on g gives rise to a
double Lie algebra (g, g+g−) with g− = Jg+. The complex structure J determines a vector
space isomorphism J : g+ −→ g− which satisfies the condition (1) on g. In particular,
dim g+ = dim g−.
Let us assume now we begin with a double Lie algebra (g, g+, g−) such that dim g+ =
dim g−. Consider a linear isomorphism ϕ : g+ −→ g− and define an endomorphism J of g
by J(X +A) = −ϕ−1(A) +ϕ(X) for X ∈ g+ and A ∈ g−. J is clearly an almost complex
structure on g but, if we want J to be integrable, we need ϕ to satisfy the extra condition
(7) ϕ[X,Y ] + ϕ−1[ϕX,ϕY ] = [ϕX,Y ] + [X,ϕY ], X, Y ∈ g+.
These observations are summarized by
Proposition 2.5. A double Lie algebra (g, g+, g−) with dim g+ = dim g− is associated
to a complex product structure on the Lie algebra g if and only if there exists a linear
isomorphism ϕ : g+ −→ g− such that (7) holds.
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We now wish to exhibit some simple examples of Lie algebras carrying complex product
structures. A natural class to begin with is the class of real Lie algebras underlying a
complex Lie algebra, since we have already mentioned that they are naturally endowed
with a complex structure. Nevertheless, it is impossible to find interesting examples of
complex product structures among these algebras, due to
Proposition 2.6. Suppose that g admits a complex product structure given by a complex
structure I and a product structure E where I satisfies (3). Then g is abelian.
Proof. There is a splitting g = g+ ⊕ g−, with g+ and g− = Ig+ Lie subalgebras of g. If
U, V ∈ g+ then
E[U, IV ] = EI[U, V ] = −IE[U, V ] = −I[U, V ] = −[U, IV ],
which shows [U, IV ] ∈ g−, and
E[U, IV ] = −E[I(IU), IV ] = −EI[IU, IV ] = IE[IU, IV ] = −I[IU, IV ] = [U, IV ],
which shows [U, IV ] ∈ g+. Thus, g± are ideals in g and the proposition follows from the
following lemma. 
Lemma 2.7. Let g admit a complex product structure {J,E} and let (g, g+, g−) be its
associated Lie algebra. If both g+ and g− are ideals in g then g is abelian.
Proof. There is a splitting g = g+ ⊕ g−, with g+ and g− = Jg+ ideals in g. Since
[g+, g−] = 0, we have that [JU, V ] = [U, JV ] = 0 for all U, V ∈ g+. From the integrability
of J we obtain J [U, V ] = J [JU, JV ], and then [U, V ] = [JU, JV ] = 0 for all U, V ∈ g+.
Hence g± are abelian ideals and it follows that g is abelian. 
Examples 2.8. (i) Given any Lie algebra u, set g = u × u. Let E : g −→ g be defined by
E(U, V ) = (U,−V ). Then E is clearly a product structure on g. However, Lemma 2.7
implies that there exists no complex product anticommuting with E unless u is abelian.
In this case any complex structure anticommuting with E can be seen to be equivalent
to the standard complex structure on the abelian Lie algebra Cn = Rn × Rn given by
J(U, V ) = (−V,U).
(ii) The simplest non-abelian example of a Lie algebra carrying a complex product struc-
ture is given by aff(R), the Lie algebra of the group Aff (R) of affine motions of the real line.
aff(R) is a solvable non nilpotent Lie algebra with a basis {X,Y } satisfying [X,Y ] = Y .
There is a complex structure J and a product structure E on aff(R) given by JX = Y
and EX = X, EY = −Y . As JE = −EJ , {J,E} defines a complex product structure on
aff(R).
An important class of Lie algebras carrying a complex product structure is obtained
by the following construction. Consider a finite dimensional real vector space A equipped
with a bilinear product A×A −→ A, (a, b) 7→ ab. On the vector space A⊕A we consider
the following skew-symmetric bilinear bracket:
(8) [(a, b), (a′, b′)] = (aa′ − a′a, ab′ − a′b), a, b, a′, b′ ∈ A.
Suppose for a moment that the bracket (8) satisfies the Jacobi identity, hence defining a
Lie algebra structure on A⊕A. Let J : A⊕A −→ A⊕A be the endomorphism given by
J(a, b) = (−b, a), a, b ∈ A.
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A computation shows that J is a complex structure on A⊕A. Furthermore, if we denote
A+ := A⊕ {0} and A− := {0} ⊕ A, then it is easy to see that A+ is a subalgebra, A− is
an abelian ideal of A⊕A and also A− = JA+. Hence, letting E : A⊕A −→ A ⊕A be
given by E|A+ = 1, E|A− = −1, we obtain a complex product structure {J,E} on A⊕A.
Let us now investigate the conditions under which (8) does in fact satisfy the Jacobi
identity. To do so, we shall need the following concept, which has already been intensively
studied (see for instance [9, 10, 16, 29]).
Definition 2.9. A left-symmetric algebra (LSA) structure on a Lie algebra h is a bilinear
product h× h −→ h, (x, y) 7→ x · y, which satisfies
(9) x · (y · z)− (x · y) · z = y · (x · z)− (y · x) · z
and
(10) [x, y] = x · y − y · x.
Lemma 2.10. The bracket on A⊕A given by (8) satisfies the Jacobi identity if and only
if A is a Lie algebra with an LSA structure.
Proof. Let a, a′, a′′, b, b′, b′′ ∈ A. Then it is easy to see that
[[(a, b), (a′, b′)], (a′′, b′′)] + [[(a′, b′), (a′′, b′′)], (a, b)] + [[(a′′, b′′), (a, b)], (a′, b′)] = 0
if and only if
(aa′)a′′ − a(a′a′′)− (a′a)a′′ + a′(aa′′) + (a′′a)a′ − a′′(aa′)− (aa′′)a′ + a(a′′a′)+
(a′a′′)a− a′(a′′a)− (a′′a′)a+ a′′(a′a) = 0
and
(11) (aa′)b′′ − a(a′b′′)− (a′a)b′′ + a′(ab′′) + (a′′a)b′ − a′′(ab′)− (aa′′)b′ + a(a′′b′)+
(a′a′′)b− a′(a′′b)− (a′′a′)b+ a′′(a′b) = 0.
It is clear that if A is a Lie algebra with an LSA structure, then the Jacobi identity is
valid on A ⊕ A, using (9). Conversely, suppose that the bracket (8) satisfies the Jacobi
identity. If we take a′ = b′′ = 0 and a = x, a′′ = y, b′ = z in (11), we obtain equation (9).
As we have already mentioned, A+ = A⊕ {0} is a Lie subalgebra of A⊕A. Identifying
A+ with A in the obvious way, A itself acquires a Lie algebra structure which satisfies
[a, a′] = aa′ − a′a. Hence A is a Lie algebra with an LSA structure and the proof of the
lemma is complete. 
Remarks. (i) LSA structures on a Lie algebra are also known as Koszul-Vinberg structures
or affine structures.
(ii) If we define (x, y, z) = x · (y · z) − (x · y) · z for all x, y, z ∈ h, condition (9) becomes
(x, y, z) = (y, x, z), whence the name “left-symmetric”.
(iii) Lemma 2.10 generalizes the result given in [6], where it is shown that the bracket (8)
gives a Lie algebra structure on aff(A) := A ⊕ A whenever A is an associative algebra.
We will also use the notation aff(A) for the Lie algebra A ⊕ A when A is a Lie algebra
with an LSA structure.
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To sum up, starting with a Lie algebra with an LSA structure, we have constructed a Lie
algebra with a complex product structure in which one of the eigenspaces corresponding
to the product structure is an (abelian) ideal. We now reveal the converse.
Proposition 2.11. Let (g, J, E) be a Lie algebra with a complex product structure, and
let (g, g+, g−) be its associated double Lie algebra, g− = Jg+. Suppose g− is an ideal in g.
Then g− is abelian and hence g is isomorphic to the semidirect product g+⋉adg g−. Also,
g+ carries an LSA structure, which is given by
X · Y = −J [X,JY ], X, Y ∈ g+
Proof. Let X,Y ∈ g−. Since J is integrable, we have
(12) J [X,Y ] = [X,JY ] + [JX, Y ] + J [JX, JY ].
Now, the left-hand side of (12) is in g+, whereas the right-hand side is in g−. So, both
sides of (12) are zero, showing that g− is an abelian ideal. Then g is isomorphic to the
semidirect product g+ ⋉ρ g−, where the representation ρ : g+ −→ gl(g−) is simply given
by ρ(X) = ad(X), X ∈ g+. To see that g+ carries an LSA structure, we compute for
X,Y,Z ∈ g+:
X · Y − Y ·X = −J [X,JY ] + J [Y, JX]
= −J([X,JY ] + [JX, Y ])
= −J(J [X,Y ]− J [JX, JY ])
= [X,Y ]
using the integrability of J and the fact that g− is abelian. Thus, (10) holds. Also,
X · (Y · Z)− Y · (X · Z) = −X · (J [Y, JZ]) + Y · (J [X,JZ])
= −J [X, [Y, JZ]] + J [Y, [X,JZ]]
= J [JZ, [X,Y ]] (using Jacobi)
= −J [[X,Y ], JZ]
= [X,Y ] · Z,
from where (9) follows. 
3. Hypercomplex structures from complex product structures
In this section we will show that each complex product structure on a Lie algebra gives
rise to a hypercomplex structure on the real Lie algebra underlying its complexification.
Firstly, we recall
Definition 3.1. A hypercomplex structure on the Lie algebra g is a pair {J1, J2} of
complex structures on g satisfying J1J2 = −J2J1.
Note that J3 := J1J2 is another complex structure on g and {J1, J2, J3} satisfy
J1J2 = J3, J2J3 = J1, J3J1 = J2.
Throughout this section, we shall use the notation: gˆ = (gC)R. We have already noted
that multiplication by i in gC = g⊗R C defines a complex structure I on gˆ satisfying (3).
Now suppose that g has dimension 2n and a complex structure J . In this situation, the
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complexification of J can be regarded as a complex structure J on gˆ that commutes with
I. To see this, use the decomposition
gˆ = g⊕ Ig,
set J|g = J and extend the definition of J to Ig by J(IX) = I(JX). It is easy to verify
the integrability of J, using (3).
Of course, I and J never determine a hypercomplex structure because they commute.
Our aim is to construct hypercomplex structures on g by retaining J, but modifying I.
Lemma 3.2. Let g be a Lie algebra with a complex structure I satisfying (3). Suppose
there is a splitting g = u1 ⊕ u2 with u1, u2 complex subalgebras of g. Then the linear
endomorphism I defined by
I|u1 = I, I|u2 = −I
is a complex structure on g.
Proof. It is clear that I2 = −1, so, we only have to check the integrability of I. Let
X = X1 +X2 ∈ g, Y = Y1 + Y2 ∈ g, with X1, Y1 ∈ u1 and X2, Y2 ∈ u2. Then we have
I[X,Y ] = I[X1 +X2, Y1 + Y2]
= I[X1, Y1]− I[X2, Y2] + I([X1, Y2] + [X2, Y1])
On the other hand,
[IX,Y ] = [IX1 − IX2, Y1 + Y2]
= I[X1, Y1] + I[X1, Y2]− I[X2, Y1]− I[X2, Y2]
[X, IY ] = [X1 +X2, IY1 − IY2]
= I[X1, Y1]− I[X1, Y2] + I[X2, Y1]− I[X2, Y2]
I[IX, IY ] = I[IX1 − IX2, IY1 − IY2]
= I(−[X1, Y1] + [X1, Y2] + [X2, Y1]− [X2, Y2]
= −I[X1, Y1] + I[X2, Y2] + I([X1, Y2] + [X2, Y1])
Hence, I[X,Y ] = [IX,Y ] + [X, IY ] + I[IX, IY ] and I is integrable. 
Theorem 3.3. If g has a complex product structure then gˆ has a hypercomplex structure
{I, J} with I and J as above.
Proof. From Proposition 2.2, we have a decomposition g = g+⊕g−, with g+ and g− = Jg+
subalgebras of g. By complexifying, we obtain gˆ = (g+⊕Ig+)⊕(g−⊕Ig−), where g+⊕Ig+
and g− ⊕ Ig− are complex subalgebras of gˆ. By the lemma, the endomorphism I defined
by I|g+⊕Ig+ = I, I|g−⊕Ig− = −I is a complex structure on gˆ. Also, it is clear that I and
J anticommute. 
Remark. It is easy to verify that two equivalent complex product structures on the Lie
algebra g give rise to equivalent hypercomplex structures on gˆ. We need only recall that
two hypercomplex structures {Jk}k=1,2 and {J
′
k}k=1,2 are said to be equivalent if there
exists an automorphism φ of g such that φJk = J
′
kφ for k = 1, 2.
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Note that gˆ also has a complex product structure, induced by the one on g. Indeed,
define E : gˆ −→ gˆ by E = −II. As I commutes with I, we have that E2 = 1 and JE = −EJ.
It is also easy to verify that E is integrable, as a consequence of (3). Finally, the eigenspaces
corresponding to the eigenvalues +1 and −1 of E are, respectively, the subalgebras g+⊕Ig+
and g− ⊕ Ig−. Hence, the pair {J,E} determines a complex product structure on gˆ.
Applying Theorem 3.3 to gˆ, we obtain another Lie algebra with a hypercomplex structure,
with dimension twice the dimension of gˆ and four times the dimension of g. In this way,
starting with a 2n-dimensional Lie algebra g endowed with a complex product structure,
we obtain a family {g(k) : k ∈ N} of Lie algebras carrying hypercomplex structures, where
g(1) := g, g(k+1) := ĝ(k) and then dim g(k) = 2
k+1n.
Examples 3.4. (i) If g = aff(R), applying Theorem 3.3 we obtain a hypercomplex structure
on gˆ = aff(C), the Lie algebra of the group Aff (C) of affine motions of the complex plane.
aff(C) has a basis {X,Y, Xˆ, Yˆ } with non-zero bracket relations
[X,Y ] = −[Xˆ, Yˆ ] = Y, [X, Yˆ ] = [Xˆ, Y ] = Yˆ ,
and the hypercomplex structure {I, J} is given by
IX = Xˆ, IY = −Yˆ , I2 = −1,
JX = Y, JXˆ = Yˆ , J2 = −1.
According to [4], aff(C) is the only 4-dimensional Lie algebra with 2-dimensional commu-
tator ideal admitting a hypercomplex structure.
(ii) More generally, recall from §2 that aff(A) admits a complex product structure, where
A is a Lie algebra with an LSA structure. Hence, Theorem 3.3 gives a hypercomplex
structure on âff(A) = aff(AC), where AC is the complex Lie algebra with an LSA structure
obtained by complexifying A. This hypercomplex structure {I, J} is given by
I(a, b) = (ia,−ib), J(a, b) = (−b, a),
where a, b ∈ AC. This hypercomplex structure coincides (up to a sign) with the hyper-
complex structure constructed in [6] (where only associative algebras were considered).
We will prove next that the reductive Lie algebra gl(2n,R) carries a canonical complex
product structure; hence we will obtain a hypercomplex structure on gl(2n,C).
Proposition 3.5. gl(2n,R) has a complex product structure for all n ≥ 1.
Proof. First let
(13) E0 =
(
1 0
0 −1
)
and J0 =
(
0 −1
1 0
)
denote the standard almost product and complex structures acting on R2n, where 1 is the
(n× n)-identity matrix. Here E0 and J0 are expressed as 2n × 2n matrices acting by left
multiplication on column vectors. Then E0 and J0 define an almost product structure
E and an almost complex structure J on the set gl(2n,R) of 2n × 2n matrices by right
multiplication:
E(A) = AE0, J(A) = AJ0
for any A ∈ gl(2n,R). Clearly, EJ = −JE. To see that E is integrable, one can argue as
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Let V = R2n, so gl(2n,R) = End(V ) = V ⊗ V ∗. Multiplying two matrices corresponds
to (v⊗α)·(w⊗β) = α(w)(v⊗β) for α, β ∈ V ∗ and v,w ∈ V . On a generator v⊗α ∈ V ⊗V ∗,
the action of E is given by E(v ⊗ α) = v ⊗ E0α, where E0α = α ◦ E0. So, if V
∗
± denotes
the (±1)-eigenspace of E0 on V
∗, then the (+1)- and (−1)-eigenspaces of E are given,
respectively, by V ⊗ V ∗+ and V ⊗ V
∗
−. It is easily seen that the product (and thus the Lie
bracket) of two elements of V ⊗ V ∗+ will produce a matrix that remains in that subspace,
showing that V ⊗V ∗+ is a Lie subalgebra of EndV . The same is true for V ⊗V
∗
− and hence
E is integrable.
In the same way we may prove that J is integrable, by considering the (±i)-eigenspaces
of JC0 on V
C. Therefore, {J,E} is a complex product structure on gl(2n,R). 
Corollary 3.6. The induced hypercomplex structure on gl(2n,C) is given by right multi-
plication by the matrices
I =
(
i1 0
0 −i1
)
, J = J0.
This hypercomplex structure on gl(2n,C) merely corresponds to writing
(14) gl(2n,C) = (C2n)∗ ⊗Hn ∼=
⊕
2n
Hn,
and using right multiplication by unit quaternions on Hn.
We close this section with a negative result, namely the failure of a na¨ıve attempt to
extend Proposition 3.5 to the Lie algebra
(15) sp(n,R) = {X ∈ gl(2n,R) : XtJ0 + J0X = 0}
of the symplectic group preserving a non-degenerate skew form on R2n (notation of (13)).
Example 3.7. It can be seen that X ∈ sp(n,R) if and only if
X =
(
A B
C −At
)
,
where A,B,C ∈ gl(n,R) and B and C are symmetric. The subspace of sp(n,R) given by{(
A 0
0 −At
)
: A ∈ gl(n,R)
}
is in fact a subalgebra of sp(n,R) isomorphic to gl(n,R). Also, the subspaces
a+ =
{(
0 B
0 0
)
: B symmetric
}
, a− =
{(
0 0
C 0
)
: C symmetric
}
are abelian subalgebras of sp(n,R). We have thus obtained a decomposition
sp(n,R) = gl(n,R)⊕ a+ ⊕ a−
of (15) into the direct sum of three subalgebras. The proof of the following result is based
on simple matrix computations best left to the reader.
Proposition 3.8. There is no complex product structure {J,E} on sp(n,R) such that
Ja+ = a−.
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4. Complex product structures from matched pairs of Lie algebras
In this section we will characterize Lie algebras carrying a complex product structure
in terms of double Lie algebras and matched pairs of Lie algebras endowed with a left-
symmetric algebra (LSA) structure.
In Proposition 2.5, we characterized those double Lie algebras associated to a complex
product structure. Given a double Lie algebra (g, g+, g−), the existence of such a structure
on g depends on the existence of a linear isomorphism ϕ : g+ −→ g− which satisfies a
certain property that involves the Lie bracket of g, not only the brackets of g+ and g−. On
the other hand, we should like to construct Lie algebras with a complex product structure
beginning with two Lie algebras of the same dimension, which are not a priori subalgebras
of another one. The idea is to obtain certain conditions on these two Lie algebras which
ensure that their direct sum as vector spaces admits a Lie bracket with respect to which
both summands are Lie subalgebras.
Firstly, let us recall the following construction, which appears for example in [22, 23]. Let
(u, v, ρ, µ) be a matched pair of Lie algebras, i.e. u and v are Lie algebras and ρ : u −→ gl(v)
and µ : v −→ gl(u) are representations satisfying
ρ(X)[A,B] − [ρ(X)A,B] − [A, ρ(X)B] + ρ(µ(A)X)B − ρ(µ(B)X)A = 0,(16)
µ(A)[X,Y ]− [µ(A)X,Y ]− [X,µ(A)Y ] + µ(ρ(X)A)Y − µ(ρ(Y )A)X = 0,(17)
for X,Y ∈ u and A,B ∈ v. In this case, the vector space g = u⊕ v admits a Lie bracket,
given by
[(X,A), (Y,B)] = ([X,Y ] + µ(A)Y − µ(B)X, [A,B] + ρ(X)B − ρ(Y )A),
for X,Y ∈ u and A,B ∈ v. We will denote this new Lie algebra by g = u ⊲⊳ρµ v (or simply
g = u ⊲⊳ v) and will call it the bicrossproduct of u and v. Observe that u ≡ u ⊕ {0} and
v ≡ {0} ⊕ v are subalgebras of g and then (u ⊲⊳ v, u, v) is a double Lie algebra.
Conversely, if u and v are Lie subalgebras of a Lie algebra g such that u ⊕ v = g, i.e.
(g, u, v) is a double Lie algebra, then (u, v, ρ, µ) forms a matched pair of Lie algebras,
where the representations ρ : u −→ gl(v) and µ : v −→ gl(u) are determined by
(18) [X,A] = −µ(A)X + ρ(X)A, X ∈ u, A ∈ v,
so that g = u ⊲⊳ v.
Let us now suppose that g is a Lie algebra endowed with a complex product structure
{J,E} and let (g, g+, g−) be its associated double Lie algebra, where g− = Jg+. From the
paragraph above, there exist representations ρ : g+ −→ gl(g−) and µ : g− −→ gl(g+) such
that (g+, g−, ρ, µ) forms a matched pair of Lie algebras and then g = g+ ⊲⊳ g−. In this
situation, a particular feature is given by the existence of the isomorphism J : g+ −→ g−,
since it allows us to produce a pair of representations equivalent to ρ and µ in the following
way. Let ρ˜ : g+ −→ gl(g+) and µ˜ : g− −→ gl(g−) be given by
(19) ρ˜(X) := −Jρ(X)J, µ˜(A) := −Jµ(A)J,
for X ∈ g+ and A ∈ g−. It is a simple matter to check that ρ˜ and µ˜ are indeed represen-
tations of g+ and g−, respectively. With this notation, (18) translates into
[X,A] = −Jρ˜(X)JA + Jµ˜(A)JX,
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for X ∈ g+ and A ∈ g−. So, if π+ : g −→ g+ and π− : g −→ g− denote the projections,
we have the relations
ρ˜(X)Y = −π+J [X,JY ], µ˜(A)B = −π−J [A, JB],
for X,Y ∈ g+ and A,B ∈ g−.
The relationship between Lie algebras with a complex product structure and Lie algebras
with an LSA is the content of the following result, which is a generalization of Proposition
2.11.
Theorem 4.1. Let (g, J, E) be a Lie algebra with a complex product structure and let
(g, g+, g−) be its associated double Lie algebra with g− = Jg+. Then g+ and g− carry an
LSA structure.
Proof. Define a bilinear product on g+ in the following manner
g+ × g+ −→ g+, (X,Y ) 7→ X · Y := ρ˜(X)Y,
where ρ˜ is as in (19). Let us first verify (10). For X,Y ∈ g+, we have
X · Y − Y ·X = ρ˜(X)Y − ρ˜(Y )X
= −π+J([X,JY ] + [JX, Y ])
= −π+J(J [X,Y ]− J [JX, JY ])
= π+([X,Y ]− [JX, JY ])
= [X,Y ].
The third equality follows from the integrability of J . Next, to verify (9), we perform the
following computation. For X,Y,Z ∈ g+,
X · (Y · Z)− Y · (X · Z) = ρ˜(X)ρ˜(Y )Z − ρ˜(Y )ρ˜(X)Z = ρ˜([X,Y ])Z = [X,Y ] · Z
since ρ˜ is a representation. Also,
(X · Y ) · Z − (Y ·X) · Z = (X · Y − Y ·X)Z = [X,Y ] · Z.
Hence, X · (Y · Z)− Y · (X · Z) = (X · Y ) · Z − (Y ·X) · Z and this implies (9).
To show that g− carries an LSA structure too, consider the bilinear product
g− × g− −→ g−, (A,B) 7→ A · B := µ˜(A)B,
where µ˜ is as in (19). In the same way as before, it is shown that this product satisfies
(9) and (10). 
Remarks. (i) A semisimple Lie algebra does not admit any LSA structure (see [10, 16]).
Thus g+ and g− cannot be semisimple.
(ii) There do exist compact Lie algebras with an LSA structure. The simplest is so(3)⊕R,
the Lie algebra of the Lie groups U(2) and S3 × S1. An LSA structure on so(3) ⊕ R
is obtained from the associative algebra H of quaternions. (This is related to the fact
that S3 × S1 is an affine quotient of H \ {0}, and admits a left-invariant flat torsion-free
connection [5]; see §5).
(ii) Many, but not all, nilpotent Lie algebras admit LSA structures [7].
Conversely, we shall show that Lie algebras arising from certain pairs of Lie algebras
with LSA structures, admit a complex product structure.
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Theorem 4.2. Let u and v be two Lie algebras of the same dimension, both carrying
an LSA structure. Suppose there exists a linear isomorphism ϕ : u −→ v such that the
representations ρ : u −→ gl(v) and µ : v −→ gl(u) given by
ρ(X)A = ϕ(X · ϕ−1(A)), µ(A)X = ϕ−1(A · ϕ(X))
satisfy (16) and (17). Then (u, v, ρ, µ) forms a matched product of Lie algebras and the
bicrossproduct Lie algebra g = u ⊲⊳ v admits a complex product structure.
Proof. We start by defining an endomorphism E : g −→ g by E|u = 1, E|v = −1. Then
E2 = 1 and since the corresponding eigenspaces are Lie subalgebras of g, E determines a
product structure on g. Next, we define another endomorphism J of g by
J(X,A) = (−ϕ−1(A), ϕ(X)), X ∈ u, A ∈ v.
It is clear that J2 = −1. We only have to prove the integrability. In order to do so, we
will consider several cases.
(i) For X,Y ∈ u, we have:
J [(X, 0), (Y, 0)] = J([X,Y ], 0) = (0, ϕ[X,Y ]).
On the other hand,
[J(X, 0), (Y, 0)] = [(0, ϕX), (Y, 0)]
= −(−µ(ϕX)Y, ρ(Y )ϕX)
= (ϕ−1(ϕX · ϕY ),−ϕ(Y ·X)),
[(X, 0), J(Y, 0)] = [(X, 0), (0, ϕY )]
= (−µ(ϕY )X, ρ(X)ϕY )
= (−ϕ−1(ϕY · ϕX), ϕ(X · Y ))
and
J [J(X, 0), J(Y, 0)] = J [(0, ϕX), (0, ϕY )]
= J(0, [ϕX,ϕY ])
= (−ϕ−1[ϕX,ϕY ], 0).
Therefore, using (10), we obtain
J [(X, 0), (Y, 0)] = [J(X, 0), (Y, 0)] + [(X, 0), J(Y, 0)] + J [J(X, 0), J(Y, 0)].
(ii) For A,B ∈ v, with a similar computation to the one above, we obtain
J [(0, A), (0, B)] = [J(0, A), (0, B)] + [(0, A), J(0, B)] + J [J(0, A), J(0, B)].
(iii) Finally, for X ∈ u, A ∈ v, one obtains
J [(X, 0), (0, A)] = J(−µ(A)X, ρ(X)A)
= (−ϕ−1(ρ(X)A),−ϕ(µ(A)X))
= (−X · ϕ−1A,−A · ϕX),
[J(X, 0), (0, A)] = [(0, ϕX), (0, A)] = (0, [ϕX,A]),
[(X, 0), J(0, A)] = [(X, 0), (−ϕ−1A, 0)] = (−[X,ϕ−1A], 0),
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and also
J [J(X, 0), J(0, A)] = J [(0, ϕX), (−ϕ−1A, 0)]
= −J [(−ϕ−1A, 0), (0, ϕX)]
= −J(µ(ϕX)ϕ−1A,−ρ(ϕ−1A)ϕX)
= −J(ϕ−1(ϕX · A),−ϕ(ϕ−1A ·X))
= (−ϕ−1A ·X,−ϕX · A).
Using (10) again, we obtain
J [(X, 0), (0, A)] = [J(X, 0), (0, A)] + [(X, 0), J(0, A)] + J [J(X, 0), J(0, A)].
This concludes the verification of the integrability of J . Thus, J is a complex structure
which anticommutes with E, since v = Ju, showing that {J, E} is a complex product
structure on g. 
Remarks. (i) Suppose that the LSA structure on v is trivial, i.e. A ·B = 0 for all A,B ∈ v.
Hence v is an abelian ideal of u ⊲⊳ v and, in fact, u ⊲⊳ v ∼= aff(u).
(ii) Majid [22] has constructed for the Lie algebra g of a compact semisimple Lie group
another Lie algebra g′ such that (g, g′) determines a matched pair of Lie algebras. We have
shown that for each Lie algebra carrying an LSA structure there exists another Lie algebra
of the same dimension (namely, the abelian one) such that they determine a matched pair
of Lie algebras.
Corollary 4.3. Consider the abelian Lie algebra Rn endowed with an LSA structure.
Then (Rn,Rn, ρ, ρ) is a matched pair of Lie algebras, where ρ : Rn −→ gl(Rn) is the
representation of Rn given by ρ(X)Y = X · Y . Hence, g = Rn ⊲⊳ Rn admits a complex
product structure.
Proof. Simply set ϕ = 1Rn in Theorem 4.2. It is trivial to verify that (16) and (17) hold
and then the corollary follows. 
The previous corollary can be generalized in the following way.
Corollary 4.4. Suppose the abelian Lie algebra Rn carries two LSA structures, denoted
by Rn × Rn −→ Rn, (X,Y ) 7→ X · Y and Rn × Rn −→ Rn, (X,Y ) 7→ X ∗ Y . Denote by
L : Rn −→ gl(Rn) and L∗ : Rn −→ gl(Rn) the representations given by left multiplications:
LXY = X · Y, L
∗
XY = X ∗ Y . If
LXL
∗
Y = LY L
∗
X , L
∗
XLY = L
∗
Y LX
for all X,Y ∈ Rn, then (Rn,Rn, L, L∗) is a matched pair of Lie algebras and hence,
g = Rn ⊲⊳ Rn carries a complex product structure.
Proof. Take ϕ = 1Rn in Theorem 4.2. 
Let (g, J, E) be a Lie algebra with a complex product structure and let (g, g+, g−) be its
associated double Lie algebra. We have shown that both g+ and g− carry LSA structures.
A natural question to ask is whether g itself supports an LSA structure, which restricts
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to the ones already existing on g±. We can naturally extend the bilinear products on g+
and g− to g by using the representations ρ, µ, ρ˜, µ˜ in the following fashion:
(X +A) · (Y +B) = ρ˜(X)Y + ρ(X)B + µ(A)Y + µ˜(A)B, X, Y ∈ g+, A,B ∈ g−,
or more simply
(20) (X +A) · (Y +B) = X · Y + ρ(X)B + µ(A)Y +A ·B
where we are using the LSA structure on g±. It is a simple matter to verify that this
product on g verifies (10). However, it does not necessarily fulfill (9). We will give an
example of this fact in the next section (see Example 6.3).
To see when (20) satisfies (9), we introduce the following notation. Define Φ : g+ −→
(g− ⊗ g−)
∗ ⊗ g− by
(21) Φ(X)(A,B) = ρ(X)(A ·B)− (ρ(X)A) · B −A · (ρ(X)B) + ρ(µ(A)X)B
and Ψ : g− −→ (g+ ⊗ g+)
∗ ⊗ g+ by
(22) Ψ(A)(X,Y ) = µ(A)(X · Y )− (µ(A)X) · Y −X · (µ(A)Y ) + µ(ρ(X)A)Y,
for X,Y ∈ g+, A,B ∈ g−. Then equations (16) and (17) can be rewritten simply as
Φ(X)(A,B) = Φ(X)(B,A), Ψ(A)(X,Y ) = Ψ(A)(Y,X),
for X,Y ∈ g+, A,B ∈ g−. Using Lemma 3.0.3 of [11], we obtain that the product defined
above determines an LSA structure on g if and only if Φ ≡ 0 and Ψ ≡ 0.
Summing up,
Proposition 4.5. Let (g, J, E) be a Lie algebra with a complex product structure with
associated double Lie algebra (g, g+, g−) and g− = Jg+. There exists an LSA structure on
g extending the LSA structures on g+ and g− if and only if Φ ≡ 0 and Ψ ≡ 0, where Φ
and Ψ are as in (21) and (22).
Corollary 4.6. Let (g, J, E) be a Lie algebra with a complex product structure and let
(g, g+, g−) be its associated double Lie algebra, with g− = Jg+. Suppose that g− is an
ideal of g. Then g admits an LSA structure which extends the LSA structures on g+ and
g−
Proof. We already know that in this case the LSA structure on g− is trivial (i.e. A ·B = 0
for all A,B ∈ g−) and consequently, the µ is also trivial. Substituting into (21) and (22),
we get Φ ≡ 0 and Ψ ≡ 0. Hence g does admit an LSA structure. 
5. Torsion-free connections and G-structures
We start recalling that for an arbitrary connection ∇ on (the tangent bundle of) a
manifold M , the torsion and curvature tensor fields T and R are defined by
T (X,Y ) = ∇XY −∇YX − [X,Y ]
R(X,Y ) = ∇X∇Y −∇Y∇X −∇[X,Y ]
for X,Y smooth vector fields on M . The connection is called torsion-free when T = 0,
and flat when R = 0. A flat torsion-free affine connection on M gives rise to an affine
structure on M [2, 24].
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Let G be a Lie group with Lie algebra g and suppose that G admits a left-invariant
connection ∇. This means that if X,Y ∈ g are two left-invariant vector fields on G then
∇XY ∈ g is also left-invariant. Accordingly, one may define a connection on a Lie algebra
g to be merely a g-valued bilinear form g × g −→ g. One can speak of the torsion and
curvature of such a connection using the formulae above, with brackets determined by the
structure of g. We can now re-interpret the results obtained in previous sections in terms
of connections.
Let g be a Lie algebra with a complex product structure {J,E} and let (g, g+, g−) be the
associated double Lie algebra. In §4, we have shown that both g+ and g− carry an LSA
structure, and we introduced a bilinear product on g which extends these LSA structures
and satisfies (10). This product becomes a torsion-free affine connection ∇CP (CP for
‘complex product’) on g by setting
∇CPX Y = X · Y,
for X,Y ∈ g. The torsion-free condition reads
X · Y − Y ·X = [X,Y ],
and the connection is flat if
X · (Y · Z)− Y · (X · Z) = [X,Y ] · Z.
Since this is exactly condition (9), it follows that ∇CP restricts to flat torsion-free con-
nections on g+ and g−. In general though, ∇
CP is not itself flat (see Example 6.3 in
§6).
Proposition 5.1. If (g, J, E) is a Lie algebra carrying a complex product structure then
∇CPJ = 0 = ∇CPE. Moreover, ∇CP is the unique torsion-free connection on g for which
J and E are parallel.
Proof. The parallelism of J,E is quickly established from the definitions of the represen-
tations ρ, µ, ρ˜, µ˜ and equation (20).
As to uniqueness, suppose ∇,∇′ are two connections on g which satisfy the conditions
in the statement. Define A : g × g −→ g by A(X,Y ) = ∇XY − ∇
′
XY . Since ∇,∇
′ are
both torsion-free,
A(Y,X) = ∇YX −∇
′
YX
= ∇XY + [Y,X]−∇
′
XY + [X,Y ] = A(X,Y ),
and A is symmetric. Since ∇J = 0, we obtain
A(X,JY ) = ∇XJY −∇
′
XJY
= J(∇XY −∇
′
XY ) = JA(X,Y )
and (by symmetry) A(JX, Y ) = JA(X,Y ). Since also ∇E = 0, the following is valid:
A(X,EY ) = EA(X,Y ) = A(EX,Y ).
Then, A(JX,EY ) = EA(JX, Y ) = JEA(X,Y ), and
A(JX,EY ) = JA(X,EY ) = EJA(X,Y ) = −JEA(X,Y ).
It follows that A(X,Y ) = 0 for all X, Y ∈ g, and so ∇ = ∇′. 
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We have shown in Theorem 3.3 that the complex product structure {J,E} on g de-
termines a hypercomplex structure {I, J} on gˆ = (gC)R. In this case, any Lie group G
with L(G) = gˆ is a hypercomplex manifold, since it admits a pair {I, J} of anticommuting
complex structures. These are obtained by left-translating those that are already defined
on g ∼= TeG. Every hypercomplex structure on M uniquely determines a torsion-free
connection ∇HC (HC for ‘hypercomplex’), sometimes called the Obata connection, with
respect to which I, J are parallel. Thus,
∇HCI = 0, ∇HCJ = 0
(see [25]). Since I, J are left-invariant, it follows that ∇HC is left-invariant. In this way,
we obtain a torsion-free connection on gˆ, that we also call the Obata connection.
On the other hand, the connection ∇CP on g extends naturally to a torsion-free con-
nection ∇̂CP on gˆ by setting
∇̂CPX+IY (X
′ + IY ′) = (∇CPX X
′ −∇CPY Y
′) + I(∇CPX Y
′ +∇CPY X
′),
for X,X ′, Y, Y ′ ∈ g. Since ∇CPJ = 0, it is clear that ∇̂CPJ = 0, and a simple computation
shows that ∇̂CPI = 0. By uniqueness of the Obata connection, we have ∇̂CP = ∇HC. We
have thus proven
Proposition 5.2. The canonical extension of ∇CP to gˆ coincides with the connection
∇HC determined by the hypercomplex structure {I, J} on gˆ given by Theorem 3.3.
Corollary 5.3. The Obata connection ∇HC on gˆ is flat if and only if the complex product
connection ∇CP on g is flat.
Example 5.4. The corollary applies to g = gl(2n,R). For the proof of Proposition 3.5
shows that the complex product structure on gl(2n,R) realizes it as 2n copies of the flat
structure on R2n. In the same way, the induced hypercomplex structure on gl(2n,C) is
2n copies (14) of flat space Hn.
Recall the matrices J0, E0 defined in (13), and acting by left multiplication on the space
R2n of column vectors. The subgroup of GL(2n,R) consisting of matrices commuting with
J can be identified with GL(n,C). The subgroup of those commuting with both J and E
consists of invertible block-diagonal matrices
(23)
(
A 0
0 A
)
and can be identified with GL(n,R).
We can generalize the preceding theory by
Definition 5.5. A complex product manifold is a smooth manifold M , of even dimen-
sion 2n, equipped with a GL(n,R)-structure (relative to the above inclusion GL(n,R) ⊂
GL(2n,R)) admitting a GL(n,R) connection.
In the general context of G-structures, there is a well-known series of obstructions
to a given structure being equivalent to the standard structure on flat space [31]. The
existence of a torsion-free connection is in general only the first such obstruction. The
proof of Proposition 5.1 can be extended to show that a torsion-free GL(n,R)-connection
will (if it exists) be unique. Full details of this and the subsequent remarks appear in [1].
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Given a GL(n,R)-structure, we can regard its Lie algebra gl(n,R) as a subspace of
EndT = T ⊗ T ∗, where T = R2n stands for the tangent space representation. Torsion
properties are determined by the natural mapping
f1 : gl(n,R)⊗ T
∗ → T ⊗
∧2
T ∗.
The difference of two compatible torsion-free connections is a tensor that hypothetically
takes values at each point in ker f1, which is the so-called the first prolongation of gl(n,R)
(as a subalgebra of gl(2n,R)). The above remarks then imply
Lemma 5.6. ker f1 = {0}.
Let T = T+⊕T− be the decomposition reflecting (23), so that T+ ∼= T− is the standard
representation of GL(n,R). The torsion-free condition ensures that the distributions de-
termined by T+, T− are integrable and totally geodesic. Moreover, M has an integrable
complex structure J for which T− = JT+. The spaces T± now play the role of g± in §4.
The second (and only remaining) obstruction to flatness of the GL(n,R)-structure of
M is provided by the curvature tensor R of ∇. This takes values in the kernel of the linear
mapping
f2 : gl(n,R)⊗
∧2
T ∗ → T ⊗
∧3
T ∗
that establishes the first Bianchi identity. The existence of an LSA structure on g± can
be seen as a special case of the next result, that can be proved by working in terms
of the standard GL(n,R)-module V = Rn, using the isomorphisms T+ ∼= V ∼= T− and
gl(n,R) ∼= V ∗ ⊗ V [1].
Lemma 5.7. The restriction of R to gl(n,R)⊗
∧2
T ∗± vanishes.
This implies that the restriction of ∇ to each of the integrable submanifolds tangent to
T± is flat.
The symmetries of R resemble those of the curvature tensor of a hypercomplex manifold
(described in [27]), which is not surprising given the intimate relationship between the two
structures. Hypercomplex structures are associated to the group GL(n,H) in the same
way that complex product structures are associated to GL(n,R). The two groups can be
extended to GL(n,R)×GL(2,R) and GL(n,H)×GL(1,H) respectively, and the resulting
G-structures are both types of paraconformal geometries [3].
The above manifold theory can of course be applied to any Lie group G whose Lie
algebra g admits a complex product structure {J,E}. We may regard J,E as tensors on
G by left-translating the ones on g = TeG. If (g, g+, g−) is the double Lie algebra defined
by E, let G+ and G− be Lie subgroups of G such that L(G±) = g±. We learn from [21]
that (G,G+, G−) is a local double Lie group, i.e. the mapping G+ × G− −→ G defined
by (g+, g−) 7→ g+g− is a local diffeomorphism near the identities. Since g± carry LSA
structures, both G+ and G− are flat affine Lie groups, whilst G itself need not be flat.
In the notation of §2, let Gˆ be a Lie group with Lie algebra gˆ. Then Gˆ acquires
a GL(n,C)-structure, obtained by complexifying (23) and then embedding the complex
matrix in GL(4n,R). The induced hypercomplex structure on Gˆ comes about as a result
of inclusions
GL(n,C) ⊂ GL(n,H) ⊂ GL(4n,R).
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Before concluding the G-structure approach, we consider cases in which a complex
product structure reduces from GL(n,R) to either (i) the orthogonal group O(n), or (ii)
the symplectic group Sp(n/2,R).
(i) O(n) represents the subgroup preserving a scalar product g on T+ or T−. These
two representations are equivalent by means of J , so we extend g to T = R2n by the
requirement that
g(JX, JY ) = g(X,Y ), g(EX,EY ) = g(X,Y ),
for all tangent vectors X,Y . A 2-form is now defined in the usual way, by setting
ω(X,Y ) = g(X,JY ).
If this is closed on a complex product manifold, then g is a reducible Ka¨hler metric,
and ∇CP coincides with the Levi-Civita connection ∇g. It is however possible to drop
the integrability assumption on J , and consider the complementary Lagrangian foliations
defined by the distributions T± on a symplectic manifold.
(ii) Sp(n/2,R) represents the group preserving a non-degenerate 2-form ω1 on T+ or T−,
each of which must then have even dimension n = 2m. We may extend ω1 to T by the
requirement that
ω1(JX, JY ) = ω(X,Y ), ω1(EX,EY ) = ω1(X,Y ),
in analogy to g above. A symmetric bilinear form h is now defined by setting
h(X,Y ) = ω1(JX, Y ),
and it follows that h(EX,EY ) = −h(X,Y ); thus T± are isotropic and h has signature
(2m, 2m). Additional 2-forms are defined by setting
ω2(X,Y ) = h(X,EY ), ω3(X,Y ) = h(X,JEY ).
A manifold is called hypersymplectic if it has such an Sp(n/2,R) structure for which all
three forms ωi are closed [17]. Such manifolds are also called neutral hyperka¨hler [18, 14],
and admit tensors J,E, F satisfying (6). The complex 2-form Ω = ω2+ iω3 has type (2, 0)
relative to J and the fact that Ωm is closed and non-zero implies that J is integrable. It
follows that h is pseudo-Ka¨hler, and that ∇CP coincides with ∇h. The subspaces T± are
Lagrangian relative to ω2, though it is more usual to seek submanifolds that are special
Lagrangian relative to the forms ω1 and Im (Ω
m) (meaning that these restrict to zero).
In conclusion, a hypersymplectic manifold always has an underlying complex product
structure (with n even), in the same sort of way that a hyperka¨hler manifold has a sub-
ordinate hypercomplex structure.
6. Complex product structures on 4-dimensional Lie algebras
In this section we shall consider some concrete examples of 4-dimensional Lie algebras
carrying complex product structures. We will determine the associated isomorphisms with
bicrossproduct Lie algebras and also the corresponding local double Lie groups.
Let us first make the following observation. If a 4-dimensional Lie algebra admits
a complex product structure, then it can be written as the sum of two 2-dimensional
subalgebras. We will use the fact that any 2-dimensional Lie algebra is either abelian or
isomorphic to aff(R) (see Example 2.8 (ii)).
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We will consider separately the solvable Lie algebras and the non-solvable Lie algebras.
It is easy to see that there are only two of the latter, using the Levi decomposition and the
classification of 3-dimensional simple Lie algebras. The only possibilities are the reductive
Lie algebras R⊕ so(3) and R⊕ sl(2,R) ∼= gl(2,R).
6.1. Reductive case.
Example 6.1. Let us begin with R ⊕ sl(2,R) ∼= gl(2,R). This Lie algebra has a basis
{W,X, Y,Z} with Z central and non-zero brackets given by
[W,X] = 2X, [W,Y ] = −2Y, [X,Y ] =W.
We already know from Proposition 3.5 that gl(2,R) carries a complex product structure
{J,E} given by right multiplication with the standard almost complex and almost product
structures J0 and E0 on R
2n. Identifying W,X, Y,Z with (2 × 2) matrices, it is easy to
see that
JW = −(X + Y ), JX = 12(W + Z), JY =
1
2(W − Z), JZ = −X + Y,
while
EW = Z, EX = −X, EY = Y, EZ =W.
The eigenspaces for E are the following subalgebras of gl(2,R):
g+ = span{Y,W + Z}, g− = span{X,W − Z}.
Observe that both g+ and g− are isomorphic to gl(2,R); therefore the associated double
Lie algebra is (gl(2,R, aff(R), aff(R)) and its local double Lie group is (GL(2,R), G+, G−),
where both G+ and G− are locally isomorphic to Aff (R).
Remark. Sasaki classified the complex structures on gl(2,R) in [28]. They are parametrized
by d ∈ C \ {0} on the curve Re(1/d) = −1. The complex structure which appears above
corresponds to the case d = −1.
Now consider the other 4-dimensional reductive Lie algebra.
Proposition 6.2. The Lie algebra R⊕ so(3) does not support any complex product struc-
ture.
Proof. The compact Lie algebra g = R ⊕ so(3) admits an invariant inner product 〈 , 〉.
Consider a 2-dimensional Lie subalgebra u of g. As u is a 2-dimensional Lie algebra, we
know that u is abelian or isomorphic to aff(R). If u ∼= aff(R), there is a basis {U1, U2} of
u with [U1, U2] = U2. Thus
〈[U1, U2], U2〉 = 〈U2, U2〉 = ||U2||
2,
but, using the invariance of 〈 , 〉,
〈[U1, U2], U2〉 = −〈U2, [U1, U2]〉,
from where we obtain 〈[U1, U2], U2〉 = 0. Hence, ||U2||
2 = 0, a contradiction. Therefore, u
must be abelian.
Let us now suppose that g admits a complex product structure {J,E} with associated
double Lie algebra (g, g+, g−). As we have just seen, both g+ and g− are abelian. For
U,U ′ ∈ g+ and V, V
′ ∈ g−, we compute
〈[U, V ], U ′〉 = −〈V, [U,U ′]〉 = 0
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and
〈[U, V ], V ′〉 = −〈[V,U ], V ′〉 = −〈U, [V, V ′]〉 = 0
because g± are abelian. Hence [U, V ] = 0 and then g should be abelian, which is false.
The proof is now complete. 
6.2. Solvable case.
Example 6.3. Let g be the Lie algebra defined by g = span{A,B,C,D} with non-zero Lie
bracket relations given by
[A,B] = B, [A,C] = −C, [A,D] = −D.
g lies in the class A2 of the classification made in [26], with λ = −1. It follows that g
admits only one complex structure J , up to isomorphism, given by
JA = B, JC = D.
Consider the following subalgebras of g:
g+ = span{A−D,C}, g− = span{B + C,D}.
Set E|g+ = 1, E|g− = −1; the endomorphism E of g is clearly a product structure on g
which anticommutes with the complex structure J , giving rise then to a complex product
structure on g. Thus, there exists an LSA structure on g+ and g−, which can be extended
to a bilinear product on g. We already know that this product satisfies condition (10) but
we will show that it does not satisfy (9). Denote by Lv the endomorphism of g given by
left-multiplication with v ∈ g. Using equation (20), we obtain
LA−D(A−D) = A−D, LB+C(A−D) = 2C,
LA−D(C) = −C, LB+C(C) = 0,
LA−D(B + C) = B + C, LB+C(B + C) = 2D,
LA−D(D) = −D, LB+C(D) = 0.
and LC ≡ 0, LD ≡ 0. Now, setting x = A−D, y = B + C, z = A−D in (9), we get
x · (y · z)− (x · y) · z = −4C,
while
y · (x · z)− (y · x) · z = 2C,
and hence (9) does not hold.
Example 6.4. Consider the Lie algebra defined by g = span{X,Y,Z,W} with the only
non-zero bracket given by [X,Y ] = Z. This Lie algebra is isomorphic to h3 ⊕ R, a direct
sum of ideals, where h3 denotes the 3-dimensional Heisenberg Lie algebra. This Lie algebra
belongs to the class S1 in the classification made in [30], from where it follows that there
is, up to equivalence, only one complex structure on g and it is given by
JX = Y, JZ =W.
Proposition 6.5. h3⊕R admits complex product structures. With each of these structures,
the associated double Lie algebra is (h3⊕R,R
2,R2) and the associated local double Lie group
is (G,G+, G−), where G is locally isomorphic to H3×R and G+, G− are locally isomorphic
to R2.
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Proof. It can be shown that the product structures on g which anticommute with J are
parametrized by
Eθ =


1 0 0 0
0 −1 0 0
0 0 cos θ sin θ
0 0 sin θ − cos θ

 ,
where the ordered basis used for the matrix representation is {X,Y,Z,W}. The pairs
{J,Eθ} with θ ∈ [0, 2π) exhaust all the complex product structures on g, up to equivalence.
For a fixed θ ∈ [0, 2π), let us establish the decomposition of g into a sum of subalgebras.
In order to do so, we simply have to determine the eigenspaces of Eθ. The eigenspace g+
corresponding to the eigenvalue +1 is given by
g+ = span{X, cosθ/2 Z + sinθ/2W},
while the eigenspace g− corresponding to the eigenspace −1 is given by
g− = span{Y, − sinθ/2 Z + cosθ/2W}.
(We indicate the trigonometric arguments as subscripts for visual clarity.) Observe that
both g+ and g− are abelian Lie algebras. Hence, we have g = R
2 ⊲⊳ R2 for suitable
representations and certain LSA structures on each R2. 
Example 6.6. Let g = span{A,B,C,D} be the Lie algebra with non-zero Lie bracket
relations given by
[A,B] = B, [A,C] = C, [A,D] = D.
Then g lies in the class A4 of the classification [26], and is the Lie algebra corresponding
to the real hyperbolic space RH4, i.e. the simply connected Lie group S with L(S) = g
acts simply transitively on RH4. It follows that g admits only one complex structure J ,
up to isomorphism, given by
JA = B, JC = D.
Proposition 6.7. g admits complex product structures. The possible associated double
Lie algebras are either (g, aff(R), aff(R)) or (g,R2, aff(R)) and the associated local double
Lie groups are (S,G+, G−), where both G+, G− are both locally isomorphic to Aff (R), or
G+ is locally isomorphic to R
2 and G− to Aff (R).
Proof. The following are examples of product structures on g which anticommute with the
complex structure J :
Eθ =


cos θ sin θ 0 0
sin θ − cos θ 0 0
0 0 1 0
0 0 0 −1

 , E′θ =


cos θ sin θ 0 0
sin θ − cos θ 0 0
− sin θ 1 + cos θ 1 0
1 + cos θ sin θ 0 −1

 ,
E′′θ =


cos θ sin θ − sin θ 1 + cos θ
sin θ − cos θ 1 + cos θ sin θ
0 0 1 0
0 0 0 −1

 , E˜ =


−1 0 0 0
0 1 0 0
−2 0 1 0
0 2 0 −1

 .
The ordered basis used for the matrix representation is {A,B,C,D}. It can be shown
that every complex product structure on g is equivalent to {J,E} where J is as above and
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E ∈ {Eθ : θ ∈ [0, 2π)} ∪ {E
′
θ : θ ∈ [0, 2π), θ 6= π} ∪ {E
′′
θ : θ ∈ [0, 2π), θ 6= π} ∪ {E˜}, and
these are all inequivalent.
For θ ∈ [0, 2π), let us compute the eigenspaces corresponding to Eθ. The eigenspace g+
corresponding to the eigenvalue +1 is given by
g+ = span{C, cosθ/2A+ sinθ/2B},
while the eigenspace g− corresponding to the eigenvalue −1 is
g− = span{D, − sinθ/2A+ cosθ/2B}.
Observe that both g+ and g− are isomorphic to aff(R), hence we have an isomorphism
g ∼= aff(R) ⊲⊳ aff(R), for suitable representations and certain LSA structures on each
aff(R).
For θ ∈ [0, 2π), θ 6= π, let us consider the complex product structures {J,E′θ}. The
eigenspaces of E′θ are
g′+ = span{C, cosθ/2A+ sinθ/2B + cosθ/2D},
g′− = span{D, − sinθ/2A+ cosθ/2B − cosθ/2 C}.
Observe that both g+ and g− are isomorphic to aff(R), hence g ∼= aff(R) ⊲⊳ aff(R), for
suitable representations and certain LSA structures on each aff(R).
For θ ∈ [0, 2π), θ 6= π, let us consider the complex product structures {J,E′′θ }. The
eigenspaces of E′′θ are
g′′+ = span{cosθ/2A+ sinθ/2B, − cosθ/2A+ sinθ/2C},
g′′− = span{− sinθ/2A+ cosθ/2B, − cosθ/2B + sinθ/2D}.
Note that both g+ and g− are isomorphic to aff(R), hence g ∼= aff(R) ⊲⊳ aff(R), for suitable
representations and certain LSA structures on each aff(R).
Finally, the eigenspaces for E˜ are
g˜+ = span{C,B +D}, g˜− = span{D,A+ C}.
Note that g˜+ is abelian while g˜− is isomorphic to aff(R). Thus, in this case we have an
isomorphism g ∼= R2 ⊲⊳ aff(R), for suitable representations and certain LSA structures on
each summand. 
In contrast to above, not every solvable Lie algebra (among those carrying a complex
structure) admits a complex product structure.
Example 6.8. Let g be the Lie algebra given by g = span{A,X, Y, Z} with Lie bracket
relations
[X,Y ] = Z, [A,X] = −Y, [A,Y ] = X.
This Lie algebra belongs to the class H2 of the classification made in [26] and it follows
that it admits, up to equivalence, only one complex structure J , which is given by
JA = Z, JX = Y.
We will show that this Lie algebra does not admit any complex product structure, using
Lemma 6.9. g does not contain a non-abelian 2-dimensional Lie subalgebra.
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Proof. Suppose that u is a non-abelian 2-dimensional Lie subalgebra of g. Then it is
isomorphic to aff(R) and hence there is a basis {U, V } of u such that [U, V ] = V . If
U = a1A+x1X+y1Y +z1Z, V = a2A+x2X+y2Y +z2Z, the relation [U, V ] = V implies
at once that a2 = 0 and 

a1y2 = x2,
a1x2 = −y2,
x1y2 − y1x2 = z2.
From the first two equations we obtain that y2(a
2
1 + 1) = 0. Since we are working over R,
we have that y2 = 0. But this implies that x2 = 0 and hence z2 = 0, showing that U = 0,
which is a contradiction. 
Let us suppose now that g admits a complex product structure. Then, we have g =
g+⊕g− with g+ and g− = Jg+ subalgebras of g. From the lemma, we obtain that both g±
are abelian. It can be seen that in this case the complex structure J satisfies the condition
(24) [JX, JY ] = [X,Y ]
for all X,Y ∈ g. A complex structure J on a Lie algebra g satisfying (24) is called abelian,
and only solvable Lie algebras admit such structures [13]. A result in [6] states that if a Lie
algebra with commutator ideal of codimension 1 admits an abelian complex structure then
it is isomorphic to aff(R). Since g is not isomorphic to aff(R), we obtain a contradiction
and then g cannot carry a complex product structure.
6.3. Induced hypercomplex structures. In this subsection we will give some appli-
cations of Theorem 3.3, using the examples studied in §6.1 and §6.2. We will use the
following notation: for X ∈ g, we denote Xˆ = iX in gC.
Example 6.10. Let us begin with gl(2,R). Consider on this Lie algebra the complex product
structure given in §6.1 and let {I, J} be the hypercomplex structure on gl(2,C) = ̂gl(2,R)
given by Theorem 3.3 and (14). gl(2,C) is an 8-dimensional real Lie algebra with a basis
{W,X, Y,Z, Wˆ , Xˆ, Yˆ , Zˆ} and Lie bracket given by
[W,X] = −[Wˆ , Xˆ] = 2X, [W,Y ] = −[Wˆ , Yˆ ] = −2Y, [X,Y ] = −[Xˆ, Yˆ ] =W,
[W, Xˆ ] = [Wˆ ,X] = 2Xˆ, [W, Yˆ ] = −[Wˆ , Y ] = −2Yˆ , [Xˆ, Y ] = −[X, Yˆ ] = Wˆ ,
The hypercomplex structure {I, J} is given by
IW = Zˆ, IX = −Xˆ, IY = Yˆ , IZ = Wˆ ,
IWˆ = −Z, IXˆ = −X, IYˆ = Y, IZˆ = −W,
and
JW = −(X + Y ), JX = 12(W + Z), JY =
1
2(W − Z), JZ = −X + Y,
JWˆ = −(Xˆ + Yˆ ), JXˆ = 12(Wˆ + Zˆ), JYˆ =
1
2(Wˆ − Zˆ), JZˆ = −Xˆ + Yˆ .
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Example 6.11. We continue here Example 6.3. gˆ = (gC)R is an 8-dimensional solvable Lie
algebra with a basis {A,B,C,D, Aˆ, Bˆ, Cˆ, Dˆ} and non-zero Lie brackets given by
[A,B] = −[Aˆ, Bˆ] = B, [A,C] = −[Aˆ, Cˆ] = −C, [A,D] = −[Aˆ, Dˆ] = −D,
[A, Bˆ] = [Aˆ, B] = Bˆ, [A, Cˆ] = [Aˆ, C] = −Cˆ, [A, Dˆ] = [Aˆ,D] = −Dˆ.
The complex product structure considered on g gives rise to a hypercomplex structure
{I, J} on gˆ. This hypercomplex structure is given by
IA = Aˆ− 2Dˆ, IB = −Bˆ − 2Cˆ, IC = Cˆ, ID = −Dˆ,
IAˆ = −A+ 2D, IBˆ = B + 2C, ICˆ = −C, IDˆ = D,
and
JA = B, JC = D, JAˆ = Bˆ, JCˆ = Dˆ.
According to Example 6.3 and Corollary 5.3 we obtain that the Obata connection on gˆ
(or on any Lie group G with L(G) = gˆ) is not flat.
Example 6.12. We continue here Example 6.4. If g = h3 ⊕ R, then gˆ = (g
C)R is an
8-dimensional 2-step nilpotent Lie algebra with a basis {X,Y,Z,W, Xˆ , Yˆ , Zˆ, Wˆ} and non-
zero Lie brackets given by
[X,Y ] = −[Xˆ, Yˆ ] = Z, [X, Yˆ ] = [Xˆ, Y ] = Zˆ.
The hypercomplex structure {Iθ, J} on gˆ given by Theorem 3.3 is
IθX = Xˆ, IθY = −Yˆ , IθZ = cosθ Zˆ + sinθ Wˆ , IθW = sinθ Zˆ − cosθ Wˆ ,
IθXˆ = −X, IθYˆ = Y, IθZˆ = − cosθ Z − sinθW, IθWˆ = − sinθ Z + cosθW,
JX = Y, JZ =W, JXˆ = Yˆ , JZˆ = Wˆ .
Remark. A classification of 8-dimensional nilpotent Lie groups carrying an abelian hy-
percomplex structure (meaning all its complex structures satisfy (24)) was given in [12].
According to this classification, if G is a Lie group whose Lie algebra is the one considered
in the previous example, then G is a isomorphic to a trivial extension of a group of type
H with centre of dimension 2.
Example 6.13. We continue here Example 6.6. gˆ = (gC)R is an 8-dimensional solvable Lie
algebra with a basis {A,B,C,D, Aˆ, Bˆ, Cˆ, Dˆ} and non-zero Lie brackets given by
[A,B] = −[Aˆ, Bˆ] = B, [A,C] = −[Aˆ, Cˆ] = C, [A,D] = −[Aˆ, Dˆ] = D,
[A, Bˆ] = [Aˆ, B] = Bˆ, [A, Cˆ ] = [Aˆ, C] = Cˆ, [A, Dˆ] = [Aˆ,D] = Dˆ.
Each complex product structure on g gives rise to a hypercomplex structure on gˆ.
If we take {J,Eθ}, we have the hypercomplex structure {Iθ, J}, where
IθA = cosθ Aˆ+ sinθ Bˆ, IθB = sinθ Aˆ− cosθ Bˆ, IθC = Cˆ, IθD = −Dˆ,
IθAˆ = − cosθ A− sinθ B, IθBˆ = − sinθ A+ cosθ B, IθCˆ = −C, IθDˆ = D,
and
JA = B, JC = D, JAˆ = Bˆ, JCˆ = Dˆ.
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Considering {J,E′θ}, we have the hypercomplex structure {I
′
θ, J}, with J as above and
I′θA = cosθ Aˆ+ sinθ Bˆ − sinθ Cˆ + (1 + cosθ)Dˆ,
I′θB = sinθ Aˆ− cosθ Bˆ + (1 + cosθ)Cˆ + sinθ Dˆ,
I′θC = Cˆ, I
′
θD = −Dˆ,
I′θAˆ = − cosθ A− sinθ B + sinθ C − (1 + cosθ)D,
I′θBˆ = − sinθ A+ cosθ B − (1 + cosθ)C − sinθD,
I′θCˆ = −C, I
′
θDˆ = D.
For {J,E′′θ }, we have the hypercomplex structure {I
′′
θ , J}, where J is as above and
I′′θA = cosθ Aˆ+ sinθ Bˆ, I
′′
θB = sinθ Aˆ− cosθ Bˆ,
I′′θC = − sinθ Aˆ+ (1 + cosθ)Bˆ + Cˆ, I
′′
θD = (1 + cosθ)Aˆ+ sinθ Bˆ − Dˆ,
I′′θAˆ = − cosθ A− sinθ B, I
′′
θBˆ = − sinθ A+ cosθ B,
I′′θ Cˆ = sinθ A− (1 + cosθ)B − C, I
′′
θDˆ = −(1 + cosθ)A− sinθ B +D,
Finally, for the complex product structure {J, E˜} we have the hypercomplex structure
{I˜, J}, with J as above and
I˜A = −Aˆ− 2Cˆ, I˜B = Bˆ + 2Dˆ, I˜C = Cˆ, I˜D = −Dˆ,
I˜Aˆ = A+ 2C, I˜Bˆ = −B − 2D, I˜Cˆ = −C, I˜Dˆ = D.
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