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Abstract
Extending results in [L.A. Coburn, The measure algebra of the Heisenberg group, J. Funct. Anal. 161
(1999) 509–525; L.A. Coburn, On the Berezin–Toeplitz calculus, Proc. Amer. Math. Soc. 129 (11) (2001)
3331–3338] we derive composition formulas for Berezin–Toeplitz operators with i.g. unbounded symbols in
the range of certain integral transforms. The question whether a finite product of Berezin–Toeplitz operators
is an operator of this type again can be answered affirmatively in several cases, but there are also well-known
counter examples. We explain some consequences of such formulas to C∗-algebras generated by Toeplitz
operators.
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1. Introduction
Let H 2(Cn,μ) be the Segal–Bargmann space of all entire functions on Cn which are square
integrable with respect to some Gaussian measure μ, cf. [1]. Via the orthogonal projection P
from L2(Cn,μ) onto H 2(Cn,μ) the class of Berezin–Toeplitz operators (shortly: Toeplitz oper-
ators) Tf on the Segal–Bargmann space arises naturally as Tf := PMf where Mf denotes the
pointwise multiplication by a suitable measurable, complex valued symbol f .
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3108 W. Bauer / Journal of Functional Analysis 256 (2009) 3107–3142It is well known, cf. [15], that through the Bargmann transform β which maps L2(Rn) iso-
metrically onto H 2(Cn,μ) the operator Tf is unitary equivalent to a pseudo-differential operator
Wσ(f ) on L
2(Rn) in its Weyl form. In this correspondence the operator symbols f and σ(f )
are related via the heat equation. More precisely, with the usual identification R2n ∼= Cn the
symbol σ(f ) turns out to be the solution at a certain time evolving from the initial data f .
The Toeplitz operators with polynomial symbols correspond to partial differential operators with
polynomial coefficients and therefore form an algebra of unbounded Toeplitz operators. In gen-
eral, if the polynomials are replaced by another symbol space S (e.g. S = L∞(Cn)), it turns out
that {Wσ(f ): f ∈ S} only forms a linear subspace in the algebra of pseudo-differential operators.
Therefore the question remains open, whether for fj ∈ S the operator product Tf1Tf2 · · ·Tfm
is a Toeplitz operator again and what its symbol would be. It is equivalent to ask in which cases
the product Wσ(f1) · · ·Wσ(fm) of pseudo-differential operators has a total symbol that arises as
the solution of the heat equation with some initial data f at a certain fixed time t0 > 0 and
to determine f . To obtain necessary and sufficient conditions in the most general situation of
just measurable functions seems to be quite challenging since—roughly speaking—this would
require a time reverse in the heat flow.
The first approach to such questions in the case of two operators Tf and Tg seems to be
[10] where the author has proved that for Fourier transforms f and g of compactly supported
measures the product Tf Tg is a Toeplitz operator with symbol h. Furthermore, the function h
can be calculated as a certain product h = f  g in form of an infinite series involving higher
order derivatives of f and g. Subsequently in [11], the corresponding product formula has been
extended to polynomial symbols (i.e. unbounded operators) which turn into an associative unital
algebra under the -product. There are various ways to extend the -product to spaces of real
analytic or even smooth functions and to determine function -algebras. However, it is not clear
which of these extensions lead to composition formulas for the corresponding Toeplitz operators.
In the present paper we derive several spaces of smooth symbols S such that for f1, f2 ∈ S the
product f1  f2 exists and there is a composition formula Tf1Tf2 = Tf1f2 of Toeplitz operators.
Since we are dealing with unbounded symbols in general we restrict ourselves to cases where
the (unbounded) operators Tfj , j = 1,2, act on a scale of Banach spaces by a finite order shift.
Operators of such kind form an algebra L and the composition of unbounded operators is well
defined. Theorem A below is a (simplified) version of Theorem 16 in the text and it provides a
typical example of our results. Here Sym>0(Cn) is a space of measurable functions having certain
growth at infinity (for a precise definition see (20)):
Theorem A. Let f,g ∈ Sym>0(Cn). Denote by f˜ and g˜ the solutions of the heat equation with
initial data f and g at a (suitable fixed) time t0 > 0, respectively. Then the product Tf˜ Tg˜ ∈ L is
a Toeplitz operator with symbol f˜  g˜ ∈ Sym>0(Cn).
It is not an easy task to fully characterize the range of the Berezin transform B which injec-
tively maps L into the real analytic functions on Cn. Necessary conditions for a real analytic
function to be the Berezin transform of a bounded operator have been given recently in [12] and
the papers cited therein. Restricted to functions, B can be seen as the correspondence between
the initial data and the solution of the heat equation at a certain time. Therefore Theorem A is a
result on symbols in the range of B (see also [16,17]).
As an integral transform on i.g. unbounded functions with an explicitly given inverse we
employ the Fourier–Wiener transform W to derive composition formulas for (i.g. unbounded)
Toeplitz operators similar to Theorem A. However, in some applications W may be easier to
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the Fourier transform and multiple operator products can be treated.
Let Tvo be the linear space of Toeplitz operators with symbols of vanishing oscillation at
infinity. We write Cvmo for the C∗-algebra generated by Toeplitz operators with symbols of van-
ishing mean oscillation at infinity. As an application of Theorem A we show that the inclusion
of quotient spaces Tvo/K ↪→ Cvmo/K is dense where K denotes the closed ideal of compact op-
erators on H 2(Cn,μ). The topics we deal with in this paper combine aspects of Fourier analysis,
function theory, and operator theory on reproducing kernel Hilbert spaces and the methods we
apply have sources from all these directions.
In Section 2 we introduce our notations and prove an integral form of the -product in [11]
on polynomials. As an application we derive extensions of this product to spaces of real analytic
functions under some integrability conditions. We also extend the -product to a class of smooth
functions by posing growth conditions on the sequence of higher derivatives in each point (i.e.
local conditions). Typically, these conditions ensure real analyticity. In Section 3 we prove com-
position formulas for Toeplitz operators acting on a scale of Banach spaces by using various
integral transforms. We explain a relation between the -product and a star product that arises in
deformation quantization. Moreover, we give an application of our results to C∗-algebras gener-
ated by Toeplitz operators with symbols of vanishing mean oscillation.
2. Preliminaries
In the present section we introduce some basic notations that will be used throughout the text.
With k,n ∈ N we write P[z1, z1, . . . , zk, zk] for the space of polynomials on Cnk having coef-
ficients in C and in the complex variables zj = (z1,j , . . . , zn,j )t and zj = (z1,j , . . . , zn,j )t where
j = 1, . . . , k. By zi,j we mean the complex conjugation of zi,j . For fixed m ∈ N0 we denote
by Pm[z1, z1, . . . , zk, zk] the polynomials of degree  m. Not all variables have to appear, e.g.
P[z1, z2] would be the space of holomorphic polynomials of 2n variables zi,j where i = 1, . . . , n
and j = 1,2. For k complex-valued functions fl defined on spaces Xl and with xl ∈ Xl where
l = 1, . . . , k we set
f1 ⊗ · · · ⊗ fk(x1, . . . , xk) := f1(x1)f2(x2) · · ·fk(xk).
For any dimension q ∈ N let dv(w) = (i/2)qdw1 ∧dw1 ∧· · ·∧dwq be the Lebesgue measure
on Cq ∼= R2q . Given t > 0 we denote by μt a normed Gaussian measure on Cq :
dμt (w) := 1
(tπ)q
exp
(
−|w|
2
t
)
dv(w).
For u,v ∈ Cq with components uj and vj we write uv := u1v1 + · · · + uqvq . Moreover,
|u| := √uu stands for the usual Euclidean norm on Cq .
Let H 2(Cq,μt ) be the Segal–Bargmann space of all μt -square integrable entire functions on
C
q (see [1]). It is well known that H 2(Cq,μt ) is a closed subspace of L2(Cq,μt ) having an
orthonormal basis [(t |α|α!)−1/2zα: α ∈ Nq0 ] with respect to the L2-inner product:
〈f,g〉t :=
∫
q
f (z)g(z) dμt (z), f, g ∈ H 2
(
C
q,μt
)
.C
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and 〈·,·〉, respectively.
The spaces H 2(Cq,μt ) are equipped with a reproducing kernel
Kt :Cq ×Cq → C: Kt (z, u) := exp
{
zu
t
}
.
More precisely, the evaluation functionals for each z ∈ Cq are continuous and given by an integral
with respect to Kt : for f ∈ H 2(Cq,μt ),
f (z) =
∫
Cq
f (u) exp
{
zu
t
}
dμt (u). (1)
Formula (1) will be used frequently in the calculations below, mostly without being cited.
For a smooth function h ∈ C∞(Cn) and α = (α1, α2) ∈ Nn0 × Nn0 we shortly write for the higher
order Wirtinger derivatives:
h[α1,α2] := ∂
|α|h
∂zα1∂z¯α2
.
In the first part of the present paper an associative non-commutative product introduced in
[10,11] is extended from polynomials to various function spaces. We recall the definition:
Definition 1 (-Product). Let p,q ∈ P[z, z] and z ∈ Cn, then we set:
[p  q](z) :=
∑
γ∈Nn0
(−1)|γ |
γ ! p
[γ,0](z)q[0,γ ](z). (2)
To p ∈ P[z1, z1] we can assign a holomorphic polynomial A(p) on C2n by replacing z1
with an independent complex variable z2 := (z1,2, . . . , zn,2)t. Clearly, A defines an isomor-
phism between P[z1, z1] and the space of holomorphic polynomials P[z1, z2]. Via A and for
P,Q ∈ P[z1, z2] the -product on P[z1, z1] defines a second product P A Q on P[z1, z2]. With
this notation we obtain a commutative diagram:
P[z1, z2] × P[z1, z2]
A
J
P[z1, z2, z3, z4]
T :=R◦L
P[z1, z2]
where [J (P,Q)] := P ⊗Q. Here the operator L is defined by
L :=
∑
γ∈Nn
(−1)|γ |
γ !
∂2|γ |
∂z
γ
1 ∂z
γ
4
0
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L involves a finite number of differentiations only. Moreover, it preserves the degree of polyno-
mials. The composition T = R ◦L can be rewritten as an integral operator in an explicit form.
It is readily verified that the formal adjoint of the derivative ∂/∂zi,j for i = 1, . . . , n and
j = 1, . . . ,4, with respect to the inner-product of H 2(C4n,μ1) is given by ∂∗zi,j := zi,j − ∂/∂zi,j .
Therefore, by using (1) and with the notation w := (z1, z2, z1, z2) ∈ C4n it follows that
[T F ] (z1, z2)︸ ︷︷ ︸
=:v
= 〈LF,K1(·,w)〉= 〈F,L∗K1(·,w)〉
where with ∂∗uj := (∂∗u1,j , . . . , ∂∗un,j ) for j = 1, . . . ,4, the integral kernel on the right-hand side
has the form:
[
L∗K1(·,w)
]
(u1, u2, u3, u4) =
∑
γ∈Nn0
(−1)|γ |
γ !
(
∂∗u4
)γ (
∂∗u1
)γ
exp
{
z1(u1 + u3)+ z2(u2 + u4)
}
= exp{−u1u4 + z1(u1 + u3)+ z2(u2 + u4)}. (3)
Using this factorization of A, one can write the -product in an integral form.
Proposition 2. For z1 ∈ Cn and p,q ∈ P[z1, z1],
[p  q](z1) =
∫
C2n
[Ap ⊗Aq](u1, z1, z1, u4)K(u1, u4; z1, z1) dμ1(u1, u4) (4)
and the kernel K is given by K(u1, u4; z1, z1) = exp{−u1u4 + z1u1 + z1u4}.
Proof. Pulling back the A-product to P[z1, z1] where in the integral below we write u :=
(u1, u2, u3, u4) ∈ C4n gives:
[p  q](z1) =
[
A−1T (Ap ⊗Aq)](z1)
=
∫
C4n
Ap ⊗Aq(u) exp{−u1u4 + z1(u1 + u3)+ z1(u2 + u4)}dμ1(u).
The integration over u2 and u3 can be carried out using the reproducing kernel property (1)
and the assertion follows. 
Remark 3. By a second application of (1), the -product (4) even can be reduced to an integration
over Cn. One possible expression would be:
[p  q](z1) =
∫
Cn
[Ap ⊗Aq](u1, z1, z1, z1 − u1) exp{z1u1}dμ1(u1).
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written as a power series:
f (z1) :=
∑
γ1,γ2∈Nn0
cγ1,γ2z
γ1
1 z1
γ2 (5)
with infinite radius of convergence. In the following we denote by H(Cn) the Fréchet space of
all entire functions on Cn equipped with the topology of uniformly compact convergence. Using
the same notation as for polynomials, (5) defines a function Af ∈H(C2n) by
[Af ](z1, z2) :=
∑
γ1,γ2∈Nn0
cγ1,γ2z
γ1
1 z
γ2
2 .
We define a sequence of normed subspaces Hk(Cn) ⊂ H(Cn) for k ∈ N by an exponential
growth condition at infinity. With αk := 1/2 − 1/k consider
Hk
(
C
n
) := {f ∈H(Cn): ‖f ‖k := sup∣∣f (z)∣∣e−αk |z|2 < ∞}. (6)
The inclusion maps (Hk(Cn),‖ · ‖k) ↪→H(Cn) are continuous and since H(Cn) is complete,
(6) defines an increasing scale of Banach spaces. We set
H∞
(
C
n
) := ⋃
k∈N
Hk
(
C
n
)⊂ H 2(Cn,μ1) (7)
and (7) is equipped with the topology of an inductive limit corresponding to the continuous maps
Hk(Cn) ↪→ Hk+1(Cn). Now, we can describe an extension of the -product to a suitable space
of real analytic functions.
To f ∈ P∞[z1, z1] we assign two maps Ji[f ] : Cn → H(Cn), where i = 1,2, given by
J1[f ](z) := [Af ](·, z) and J2[f ](z) := [Af ](z, ·). Let Ji[f ](Cn) denote the range of Ji[f ] and
consider the spaces
Si :=
{
f ∈ P∞[z1, z1]: ∃ k ∈ N such that Ji[f ]
(
C
n
)⊂Hk(Cn)}.
Corollary 4. (4) extends to a bilinear map ˜ :S1 × S2 → P∞[z1, z1].
Proof. For (f, g) ∈ S1 × S2 choose k ∈ N such that J1[f ](Cn) and J2[g](Cn) are subsets of
Hk(Cn). Hence we can fix dz1 > 0 depending only on z1 ∈ Cn with∥∥[Af ](·, z1)∥∥k + ∥∥[Ag](z1, ·)∥∥k  dz1 .
By the definition of the ‖ · ‖k-norm it therefore follows:∣∣[Af ⊗Ag](u1, z1, z1, u4)∣∣ dz1 exp{αk(|u1|2 + |u4|2)}.
Note that the kernel K in Proposition 2 can be estimated by
∣∣K(u1, u4; z1, z1)∣∣ exp{Re(z1u1 + z1u4)+ |u1|2 + |u4|2}. (8)2 2
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f and g. 
Example 5. Using Remark 3 with z1 = 0 and p ∈ P[z1, z1] shows the integral formula:
[p  p](0) =
∫
Cn
[Ap](u1,0)[Ap](0,−u1) dμ1(u1).
For f ∈ P∞[z1, z1] the conditions (∗): [Af ](·,0), [Af ](0, ·) ∈ H 2(Cn,μ1) would be sufficient
to ensure the convergence of f  f in z = 0. Note that (∗) is weaker than the assumption f ∈
S1 ∩ S2.
A look at the initial definition (2) shows, that the -product may extend from polynomials to
suitable spaces of smooth functions h ∈ C∞(Cn). However, instead of a finite sum, one has to
deal with an infinite series and convergence has to be ensured. Growth conditions at infinity of
the above kind have to be replaced by suitable assumptions on the growth of the sequence of nth
derivatives of h in each single point.
Consider the function space F(Cn) which by definition consists of smooth functions f ∈
C∞(Cn) such that there are Cf (z) > 0 and Df (z) > 0 depending on z ∈ Cn with∣∣f [α1,α2](z)∣∣ Cf (z) ·Df (z)|α|
for all α := (α1, α2) ∈ Nn0 × Nn0 and z ∈ Cn. If Cf (z) and Df (z) can be chosen continuously, it
follows from the Taylor formula that f is a real analytic function. Given an arbitrary set X ⊂ Cn
a corresponding subspace FX(Cn) ⊂F(Cn) is defined by
FX
(
C
n
) := {f ∈ F(Cn): sup
z∈X
[
Cf (z)+Df (z)
]
< ∞
}
.
Clearly, P[z, z¯] ⊂ FX(Cn) for compact sets X ⊂ Cn and z = (z1, . . . , zn). The -product (2)
extends from P[z, z] to f,g ∈F(Cn) as an i.g. infinite and pointwise convergent series:
[f  g](z) =
∑
γ∈Nn0
(−1)|γ |
γ ! f
[γ,0](z) · g[0,γ ](z). (9)
Lemma 6. The series (9) converges in z ∈ Cn. With α = (α1, α2) ∈ Nn0 × Nn0:∣∣{f  g}[α1,α2](z)∣∣ Cf (z)Cg(z)enDf (z)Dg(z)[Df (z)+Dg(z)]|α|. (10)
For X ⊂ Cn all spaces FX(Cn) are unital -algebras and with k ∈ N:∣∣∣{(g  g) · · ·  g︸ ︷︷ ︸
k times
}[α1,α2](z)∣∣∣ Ckg(z) exp{k(k − 1)2 nD2g(z)
}
· [kDg(z)]|α|. (11)
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F(Cn): ∣∣{f  g}[α1,α2](z)∣∣

∑
γ∈Nn0
1
γ !
∑
ρ=(ρ1,ρ2)α
(
α
ρ
)∣∣f [γ+ρ1,ρ2](z) · g[α1−ρ1,α2+γ−ρ2](z)∣∣
 Cf (z) ·Cg(z)enDf (z)·Dg(z)
[
Df (z)+Dg(z)
]|α|
. (12)
We prove (11) by induction with respect to k. The cases k = 1,2 are clear from the definition
and using the above calculation. The implication k → k+1 follows by replacing f with g  · · ·g
(k times) in (12). 
In some of the examples below we prove associativity of the -product by using an integral
form for multiple -products such as (34) in Lemma 21 or a relation to operator composition.
Here we give some further examples of -algebras consisting of real analytic functions and con-
taining elements which not necessarily are in the spaces Sj defined above Corollary 4.
We fix a polynomial of degree m,
p(z) :=
∑
|(γ1,γ2)|m
aγ1,γ2z
γ1 z¯γ2 ∈ Pm[z, z¯], (13)
with
∑
|(γ1,γ2)|=m aγ1,γ2z
γ1 z¯γ2 = 0. Set λ(z) :=√1 + |z|2 and assign to p the function
Fp(z) :=
∑
|(γ1,γ2)|m
|aγ1,γ2 | · λ|(γ1,γ2)|(z).
With the definition c(p) := inf{c > 0: Fp(z)  cλ(z)m, ∀z ∈ Cn} and for α = (α1, α2) ∈
N
n
0 ×Nn0 one readily verifies that
c
(
p[α1,α2]
)
 c(p) (m!)
2
(m − α1)!(m − α2)! (14)
where m := (m, . . . ,m) ∈ Nn0. In the case of polynomials, where only a finite number of deriva-
tives are not vanishing we can prove an estimate finer than (11). Let qk := p  · · · p (a k-times
product), then it holds:
Proposition 7. For k ∈ N, c(qk) 2mn(k−1)c(p)k{[(k − 1)m]!}n.
Proof. The assertion is valid for k = 1. It follows from (14) that
F
q
[α1,0]
k
(z) c(qk)λ(z)km−|α1|
km!
(km − α1)!
where km := (km, . . . , km) ∈ Nn0 and similarly for Fp[0,α2](z). Using the definition of the
-product,
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∑
|γ |m
1
γ !Fq[γ,0]k (z) · Fp[0,γ ](z)
 c(qk)c(p)λ(z)(k+1)m
∑
|γ |m
(
m
γ
)
km!
(km − γ )!
 c(qk)c(p)λ(z)(k+1)m
km!
(km − m)!2
nm.
Now, the assertion follows by induction with respect to k. 
We return to the case of non-polynomial functions and with p(z) as in (13) we consider the
exponentials Ep(z) := ep(z).
Given α = (α1, α2) ∈ Nn0 × Nn0 we set
Iα :=
{(
(ρ1, τ1), . . . , (ρ, τ)
)
: 0 = (ρj , τj ) ∈ Nn0 ×Nn0 and
∑
j=1
(ρj , τj ) = α,  ∈ N,  |α|
}
.
Lemma 8. For α = (α1, α2) ∈ Nn0 × Nn0
E[α1,α2]p (z) = Ep(z)
∑
Iα
p[ρ1,τ1](z) · · ·p[ρ,τ](z). (15)
Proof. We use induction with respect to |α| = |α1| + |α2|. In case |α| = 1 we can assume that
|α1| = 1 and α2 = 0. Then Iα = {(α)} and formula (15) is clear. As for the implication |α| →
|α| + 1 we may assume that β = (β1, α2) = α + e1 where e1 := (1,0, . . . ,0) ∈ N2n0 . Then
E[β1,α2]p (z) = Ep(z)
∑
Iα
{
∑
k=1
p[ρ1+δ1,ke1,τ1](z) · · ·p[ρ+δ,ke1,τl ](z)
+ p[ρ1,τ1](z) · · ·p[ρ,τ](z)p[e1,0](z)
}
= Ep(z)
∑
Iβ
p[ρ1,τ1](z) · · ·p[ρ,τ](z). 
Combining (14) and Lemma 8 it follows:
Corollary 9. For α = (α1, α2) ∈ Nn0 ×Nn0 there is dp > 0 only depending on p ∈ Pm[z, z] where
z = (z1, . . . , zn) ∈ Cn such that
∣∣E[α1,α2]p (z)∣∣ ∣∣Ep(z)∣∣{dpλ(z)m−1}|α|.
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-product can be estimated by∣∣∣{(Ep  Ep)  · · ·  Ep︸ ︷︷ ︸
k times
}
(z)
∣∣∣ ∣∣Ep(z)∣∣k exp{k(k − 1)2 nd2pλ(z)2(m−1)
}
.
Proof. Inserting (14) into (15) yields with m := (m, . . . ,m) ∈ Nn0:∣∣E[α1,α2]p (z)∣∣

∣∣Ep(z)∣∣λ(z)|α|(m−1)∑
Iα
c
(
p[ρ1,τ1]
) · · · c(p[α,τ])

∣∣Ep(z)∣∣λ(z)|α|(m−1)[c(p)+ 1]|α|
×
∑
Iα
(m!)2
(m − ρ1)!(m − τ1)! · · · (m − ρ)!(m − τ)! .
The sum can be estimated by [m!e]2n|α| since it holds  |α|. Therefore, with dp := [c(p)+
1][m!e]2n the first estimate follows. The second inequality is a direct consequence of (11). 
In general, the functions Ep do not define elements in the spaces Sj , e.g. choose n = 1 and
p(z) := z3. Using Lemma 6 and Corollary 9 it follows that {Ep: p ∈ P[z, z]} generates a unital
-sub-algebra of FK(Cn) for all compact subsets K ⊂ Cn.
3. Composition formulas for Berezin–Toeplitz operators
In Section 3 we embed the -product into a family of products t parametrized by the “time”
t > 0 such that 1 = . Then we prove composition formulas of (i.g. unbounded) Toeplitz opera-
tors acting on a scale of Banach spaces. Some special cases have been treated before in [10,11].
Moreover, a relation to a star-product in deformation quantization (cf. [7,9,13]) is explained.
We write M(Cn) for the space of measurable complex-valued functions on Cn. As usual,
(L∞(Cn),‖ · ‖∞) means the essentially bounded functions. For c ∈ R and generalizing the defi-
nition of H∞(Cn) before we set
Dc :=
{
f ∈M(Cn): ∃d > 0 such that ∣∣f (z)∣∣ d exp(c|z|2) a.e.}. (16)
We equip (16) with the norm ‖f ‖Dc := ‖ exp(−c| · |2)f ‖∞ turning (Dc,‖·‖Dc ) into a Banach
space. If c < 1/2t one can check that the embedding
It :
(Dc,‖ · ‖Dc) ↪→ L2(Cn,μt)
is continuous with a norm estimate ‖It‖ (1 − 2ct)−n/2.
For a fixed t > 0, any sequence (cj (t))j∈N0 in R
+
0 which is strictly increasing in j ∈ N0 with
c0(t) = 0 and limj→∞ cj (t) = 1/2t defines an increasing scale of Banach spaces:
L∞
(
C
n
)=Dc0(t) ⊂Dc1(t) ⊂ · · · ⊂Dt := ⋃ Dcj (t) ⊂ L2(Cn,μt). (17)j∈N
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consider such acting on a scale of type (17). For normed spaces X and Y let L(X,Y ) and L(X,Y )
be the linear and bounded linear operators from X to Y , respectively. As usual we set L(X) :=
L(X,X) and L(X) := L(X,X). With k, j ∈ N0 we define
Lkj (Dcj (t),Dcj+k(t)) :=
{
A ∈ L(Dt): A|Dcj (t) ∈ L(Dcj (t),Dcj+k(t))}.
The operators acting on (17) of order-shift k are given by
Ot (k) :=
⋂
j∈N0
Lkj (Dcj (t),Dcj+k(t)).
Finally, the algebra of operators acting on (17) by a finite order-shift is defined as
Lfos(Dt) := ⋃
k∈N0
Ot (k).
Let Pt be the orthogonal projection from L2(Cn,μt ) onto H 2(Cn,μt ). We write P := P1 and
remark that Pt can be expressed as an integral operator
[Ptg](z) =
〈
g,Kt (·, z)
〉
t
where g ∈ L2(Cn,μt ). From now on we choose the sequence (cj (t))j above in a certain way.
Inductively, we define:
c0(t) := 0 and cj+1(t) := 14[t − t2cj (t)] (18)
which has the explicit form cj (t) := (2t)−1 − (2tj + 2t)−1. Thus (cj (t))j fulfills the above
assumptions and it defines a scale (17) for each t > 0. We show that the projection Pt acts
on (17) of order shift 1 (cf. [3,4]).
Lemma 10. It holds Pt ∈ Ot (1). Moreover, for j ∈ N0 and g ∈Dcj (t),
‖Ptg‖Dcj+1(t) 
1
[1 − tcj (t)]n ‖g‖Dcj (t) . (19)
Proof. It is sufficient to prove (19). Using the integral expression for Pt together with the trans-
formation rule shows:
∣∣[Ptg](z)∣∣ ∫
Cn
∣∣∣∣g(x) exp{z · x¯t
}∣∣∣∣dμt (x)

‖g‖Dcj (t)
(tπ)n
∫
n
exp
{
Re z · x¯
t
−
[
1
t
− cj (t)
]
|x|2
}
dv(x)C
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‖g‖Dcj (t)
[1 − tcj (t)]n
∫
Cn
exp
{
Re z · x¯√
t − t2cj (t)
}
dμ1(x)
=
‖g‖Dcj (t)
[1 − tcj (t)]n exp{cj+1(t)|z|
2}. 
In order to define Toeplitz operators acting on the scale (17) we restrict ourselves to the fol-
lowing space of (i.g. unbounded) symbols:
Sym>0
(
C
n
) := ∞⋂
j=1
D1/j (20)
which clearly is a ∗-algebra under pointwise multiplication and with respect to the complex
conjugation. Furthermore, for f ∈ Sym>0(Cn) and all t > 0 one easily checks that the pointwise
multiplication Mf defines an element in Ot (1). Due to Lemma 10 it follows:
PtMf ∈Ot (2) ⊂ Lfos
(Dt)
and the restriction of this operator product to Dt ∩H 2(Cn,μt ) is called Berezin–Toeplitz operator
(shortly: Toeplitz operator) with symbol f . We denote the Berezin–Toeplitz operator by T (t)f . In
particular, since Lfos(Dt ) is an algebra, arbitrary products of Toeplitz operators with symbols in
(20) are well defined.
The assignment f → T (t)f which maps functions to operators can be seen as a quantization.
The existence of a reproducing kernel allows us to define a family of Berezin transforms (Bt )t>0
as some kind of “inverse quantizations”:
For z,u ∈ Cn and t > 0 we write ktz ∈ Dc1(t) for the normalized reproducing kernel of the
space H 2(Cn,μt ). Using (1) it follows:
ktz(u) :=
Kt (u, z)
‖Kt (·, z)‖t = exp
{
u · z¯
t
− |z|
2
2t
}
.
The Berezin transform Bt , cf. [6], maps Lfos(Dt ) into the space Cω(Cn) of real analytic
functions on Cn. For A ∈ Lfos(Dt ) it is defined by
Bt [A](z) :=
〈
Aktz, k
t
z
〉
t
. (21)
Moreover, for f ∈ Sym>0(Cn) we write
f (t)(z) = Bt [f ] := Bt
[
T
(t)
f
]
(z) = 〈f ktz, ktz〉t (22)
and we call (22) the Berezin transform of f with respect to the time-parameter t .
Remark 11. Restricted to functions one can compute that up to a constant Bt is the heat operator
exp(t/4). In particular, it fulfills the semi-group property {f (s1)}(s2) = f (s1+s2) with s1, s2 > 0.
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H 2(Cn,μt ):
C ∼=Hc0(t) ⊂Hc1(t) ⊂ · · · ⊂Ht :=
⋃
j∈N
Hcj (t) ⊂ H 2
(
C
n,μt
) (23)
where we set Hcj (t) := Dcj (t) ∩ H 2(Cn,μt ) equipped with the norm ‖ · ‖Dcj (t) . Completely
analogous to our definition above we can consider the algebra:
Lfos(Ht)⊂ L(Ht)
of all operators that are acting on (23) by a finite order shift. Via (21) and using ktz ∈ Hc1(t) for
all z ∈ Cn the Berezin transform Bt [A] is defined for all operators A ∈ Lfos(Ht ). Clearly, the
algebra Lfos(Ht ) contains all Toeplitz operators T (t)f having symbols in Sym>0(Cn) and as a
crucial property we remark:
Lemma 12. The Berezin transform Bt is one-to-one on Lfos(Ht ).
Proof. For fixed t > 0 and with the sequence (cj (t))j defined in (18) we choose numbers κj > 0
with j ∈ N0 such that
cj (t) <
1
2κj
< cj+1(t) <
1
2t
∀j ∈ N0.
Corresponding to each κj we have a Hilbert space Hj := H 2(Cn,μκj ) of entire functions.
Clearly, the embedding (Hcj (t),‖ · ‖Dcj (t) ) ↪→ Hj is well defined and continuous. With f ∈ Hj
and z ∈ Cn it holds:
∣∣f (z)∣∣= ∣∣〈f,Kκj (·, z)〉κj ∣∣ ‖f ‖κj exp
( |z|2
2κj
)
and one also has the continuous embedding Hj ↪→ (Hcj+1(t),‖ · ‖Dcj+1(t) ). Therefore, we obtain
the following scale of spaces with continuous embeddings:
C =H0 ⊂ H0 ⊂Hc1(t) ⊂ · · · ⊂Hcj (t) ⊂ Hj ⊂Hcj+1(t) ⊂ · · · ⊂Ht .
As a consequence, operators in Lfos(Ht ) also act on the scale of Hilbert spaces below:
H0 ⊂ H1 ⊂ · · · ⊂ Hj ⊂ Hj+1 ⊂ · · · ⊂ H∞ :=
∞⋃
j=0
Hj =Ht (24)
by a finite order shift. Note, that X := span{ktz: z ∈ Cn} is a dense subspace of Hj for all j ∈ N0.
Let A ∈ Lfos(Ht ) and assume that for all z ∈ Cn:
Bt [A](z) =
〈
Aktz, k
t
z
〉 = 0 ⇒ 〈AKt (·, z),Kt (·, z)〉 = 0. (25)t t
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basis of Hj . Moreover, we have:
Kt (u, z) =
∑
γ∈Nn0
1
γ !
uγ zγ
t |γ |
=
∑
γ∈Nn0
zγ
t |γ |
√√√√κ |γ |j
γ ! e
(j)
γ (u). (26)
Since for all z ∈ Cn it holds
∑
γ∈Nn0
1
γ !
|z¯γ |2κ |γ |j
t2|γ |
= exp{ |z|
2κj
t2
} < ∞,
we find that the right-hand side of (26) considered as a function of u is convergent in Hj for all
j ∈ N0. By assumption, the operator A acts on the scale (24). Hence for each j ∈ N0 there is
j ∈ N0 such that A :Hj → Hj is continuous:
AKt (·, z) =
∑
γ∈Nn0
zγ
t |γ |
·
√√√√κ |γ |j
γ !
[
Ae(j)γ
] ∈ Hj .
In particular, the assignment
C
n  z → AKt (·, z) ∈ Hj ↪→ H 2
(
C
n,μt
)
defines an anti-holomorphic Hilbert-space-valued function. Hence the map
C
n  z → 〈AKt (·, z),Kt (·, z)〉t
is the restriction of an entire function in the variables z and w to the diagonal (z, z). Now, we can
apply [14, Proposition (1.69)] and it follows from (25), that:〈
AKt (·, z),Kt (·,w)
〉
t
= 0, for all z,w ∈ Cn.
Since X is dense in H 2(Cn,μt ) we have AKt (·, z) = 0 for all z ∈ Cn and therefore the re-
striction of A to X vanishes. Since A :Hj → Hj is continuous and X ⊂ Hj is a dense subspace
we conclude that the restriction of A to Hj vanishes for all j . This finally implies that A = 0 on
Ht =⋃∞j=0 Hj . 
Example 13. Let t = 1 and fix p =∑|γ1|+|γ2|k aγ1,γ2zγ1zγ2 ∈ Pk[z, z¯] where k ∈ N and z =
(z1, . . . , zn). By a straightforward calculation the Berezin transform p(1) of p is a polynomial
having the same principal part:
p(1)(z) =
∑
aγ1,γ2z
γ1zγ2 + r(z), where r ∈ Pk−1[z, z]. (27)|γ1|+|γ2|=k
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(27) that (I − B1)k+1 identically vanishes on Pk[z, z]. Therefore, the inverse of B1 restricted
to Pk[z, z] can be written as the sum:
B−11 =
k∑
j=0
(I −B1)j =
k∑
j=0
j∑
=0
(
j

)
(−1)B1.
For  ∈ N the function B1p = p() coincides with the solution of the heat equation on Cn
with initial data p at the time t0 where t0 > 0 is fixed. Here
p()(z) = 1
(π)n
∫
Cn
p(u) exp
{
−|u− z|
2

}
dv(u).
Restricted to Pk[z, z], the inverse B−11 of the Berezin transform can be written as an integral
operator with respect to the Lebesgue measure v having the kernel
Lk(u, z) = 1
πn
k∑
j=0
j∑
=0
(
j

)
(−1)
n
exp
{
−|u− z|
2

}
.
For α = (α1, α2) ∈ Nn0 × Nn0 and t > 0 consider Bα,t ∈ P|α|[u,u, z, z] defined by
Bα,t (u, z) :=
∑
γα1,α2
(−1)|γ |
t |α|−|γ |
γ !
(
α1
γ
)(
α2
γ
)
(u− z)α2−γ (u¯− z¯)α1−γ .
For f ∈ Sym>0(Cn) it can be checked by a straightforward calculation that{
f (t)
}[α1,α2](z) = 〈fBα,t (·, z)ktz, ktz〉t . (28)
Now, we embed the -product in (9) into a family t of products parametrized by the time
t > 0 such that  = 1. We define for all f,g ∈ C∞(Cn) such that the series below converges,
[f t g](z) :=
∞∑
γ∈Nn0
(−t)|γ |
γ ! f
[γ,0](z) · g[0,γ ](z). (29)
Lemma 14. For t, s > 0 and f,g ∈ Dc where 0 < c < 1/t − s/2t2 (in particular that means
t > s2 ) the product f (t)sg(t) exists and has an integral form[
f (t) s g
(t)
]
(z) = e− 2t |z|2
∫
C2n
f ⊗ g(w) exp{qs,t (w, z)}dμt (w)
where w := (w1,w2) ∈ Nn0 ×Nn0 and
qs,t (w, z) := − s
t2
(w1 − z)(w2 − z)+ 2
t
Re z(w1 +w2).
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B(γ,0),t (u, z) = (u¯− z¯)
γ
t |γ |
and B(0,γ ),t (u, z) = (u− z)
γ
t |γ |
.
Therefore, it follows that
[
f (t) s g
(t)
]
(z) =
∑
γ∈Nn0
(−s)|γ |
γ !
{
f (t)
}[γ,0]
(z)
{
g(t)
}[0,γ ]
(z)
=
∑
γ∈Nn0
∫
C2n
f ⊗ g(w)(−s)
|γ |
γ !
(w1 − z)γ
t |γ |
(w2 − z)γ
t |γ |
∣∣ktz ⊗ ktz(w)∣∣2 dμt(w)
=
∑
γ∈Nn0
∫
C2n
f ⊗ g(√tw1 + z,
√
tw2 + z) (−s)
|γ |
γ !
w1γ w
γ
2
t |γ |
dμ1(w).
The series over the γ -dependent part is dominated by exp{s|w|2/2t}. The first factor of the
integrand in the last line can be estimated in w by d exp(ct |w|2 + ρ|w|) for suitable num-
bers d,ρ > 0. Hence a sufficient condition for the interchange of summation and integration
is f,g ∈Dc with 0 < c < 1/t − s/2t2. 
Lemma 15. For s, t > 0 with t > s2 and for f,g ∈ Sym>0(Cn) it holds:
f (t) s g
(t) ∈ Sym>0
(
C
n
)
.
In particular, Sym>0(Cn) is invariant under the Berezin transform Bt for all t > 0.
Proof. Fix f,g ∈ Sym>0(Cn) and s, t > 0 with t > s2 . For 0 < ε  1 there is Cε > 0 such that
for h ∈ {f,g}, ∣∣h(z)∣∣√Cε exp{ε|z|2}. (30)
With qs,t defined in Lemma 14 we use the decomposition
Reqs,t (w1,w2, z) = ps,t (w1,w2, z)+ rs,t (w2, z)− s
t2
|z|2
where ps,t and rs,t are the polynomials
ps,t (w1,w2, z) := s
t2
Re
{
w1(z −w2)
}+ 2
t
Re{w1z}
and
rs,t (w2, z) = 2t + s Re{w2z}.
t2
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wise estimate:∣∣[f (t) s g(t)](z)∣∣
 Cε
(tπ)2n
e
− 2t+s
t2
|z|2
∫
C2n
eps,t (w1,w2,z)+rs,t (w2,z)−(t−1−ε)|w|2 dv(w) = (∗).
After the transformation w1 → w1,ε := (t−1 − ε)− 12 w1 one has:
(∗) = Cε
πntn(1 − tε)n e
− 2t+s
t2
|z|2
∫
Cn
ers,t (w2,z)−(t−1−ε)|w2|2
×
∫
Cn
eps,t (w1,ε,w2,z) dμ1(w1) dv(w2)
= Cε
πntn(1 − tε)n e
− 2t+s
t2
|z|2
×
∫
Cn
e
rs,t (w2,z)+ 1
t−t2ε |
s
2t (z−w2)+z|2−(t−1−ε)|w2|2dv(w2)
= Cε
πntn(1 − tε)n e
(2t+s)(s−2t+4t2ε)
4t3(1−tε) |z|
2
×
∫
Cn
e
(2t+s)(2t−2t2ε−s)
2t3(1−tε) Re(w2z¯)−
4t2(1−tε)2−s2
4t3(1−tε) |w2|
2
dv(w2)
= (4t
2)nCε
[4t2(1 − tε)2 − s2]n e
(2t+s)(s−2t+4t2ε)
4t3(1−tε) |z|
2
×
∫
Cn
e
(2t+s)(2t−2t2ε−s)√
t3(1−tε)
Re(w2z)√
4t2(1−tε)2−s2 dμ1(w2)
= (4t
2)nCε
[4t2(1 − tε)2 − s2]n exp
{
κs,t (ε)|z|2
}
where
κs,t (ε) := (2t + s)4t3(1 − tε)[4t2(1 − tε)2 − s2]
× [(2t + s)(2t − 2t2ε − s)2 + (4t2(1 − tε)2 − s2)(s − 2t + 4t2ε)].
One easily checks that κs,t (0) = 0 independently from t > s2 > 0 showing that
f (t) s g
(t) ∈
⋂
Dκs,t (ε) = Sym>0
(
C
n
)0<ε1
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lows now from f (t) = f (t) t 1. 
3.1. Berezin transform and composition formulas
Let t > 0. In the case of (suitable) measurable symbols m1 and m2 it is known that the product
T
(t)
m1 T
(t)
m2 of two Toeplitz operators in general is not an operator of this type anymore, cf. the
remark following (44) below. Moreover, given two bounded symbols b1 and b2 it may happen
that the operator product T (t)b1 T
(t)
b2
is a (bounded) Toeplitz operator with unbounded symbol.
These effects are highly related with the type of products on function spaces which we have
studied so far. The aim of the next section is to determine spaces St of i.g. unbounded symbols
which lead to composition formulas
T (t)s1 T
(t)
s2 = T (t)h
for s1, s2 ∈ St and to clarify the relation between s1, s2 and h. We study higher products of
Toeplitz operators and give some applications of our results to Toeplitz C∗-algebras. In all the
cases we consider here, St arises as the range of an integral transform on some suitable space. For
certain classes of bounded or for polynomial symbols results of similar kind have been proved
in [10,11] before and partly follow as special cases from our method. We start calculating the
Berezin transform of a product of Toeplitz operators having symbols in the range of Bt .
Let f,g ∈ Sym>0(Cn) and fix t > s2 > 0. By using the integral expressions of f (t) and g(t)
one obtains:
Bs
[
T
(s)
f (t)
T
(s)
g(t)
]
(z) = 〈f (t)Ps[g(t)ksz], ksz 〉s
=
∫
C2n
∫
C2n
f ⊗ g(u3, u4)
∣∣ktu1(u3)∣∣2∣∣ktu2(u4)∣∣2
× ksz(u2)ksz(u1)e
u1u2
s dμt (u3, u4) dμs(u1, u2). (31)
In order to justify the interchanges of integration we need to check the existence of the above
integral in a second step. Due to Tonelli’s theorem it is enough to ensure the existence of an
iterated integral over the absolute value of the integrand and we can assume that f,g are positive-
valued. By Lemma 15 it follows f (t)ksz, g(t)ksz ∈ Sym>0(Cn) for all z ∈ Cn. According to the
calculation in Lemma 10 the assignment
G :Cn  u1 →
∫
Cn
∣∣g(t)(u2)ksz(u2)e u1u2s ∣∣dμs(u2)
is an element in Dc2(s). Hence the product G · f (t) · ksz ∈Dc3(s) Since
c3(s) = 12s −
1
8s
<
1
2s
it follows that G · f (t) · ksz ∈ L1(Cn,μs) which guarantees the existence of (31). To reduce the
order of integration in (31) note that
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Cn
∣∣ktu1(u3)∣∣2ksz(u1)e u1u2s dμs(u1)
= t
n
(s + t)n exp
{
1
st (s + t) (su3 + tz)(su3 + tu2)−
|z|2
2s
}
.
We insert the expression on the right-hand side above into (31) and integrate over the u2-
dependent part:∫
Cn
exp
{
1
s(s + t) (su3 + tz)u2
}∣∣ktu2(u4)∣∣2ksz(u2) dμs(u2)
= t
n
(t + s)n exp
{
−|z|
2
2s
+
(
su3 + tz
s[s + t] +
u4
t
)(
su4
t + s +
tz
t + s
)}
.
This now implies, that
K
(1)
z,s,t (u3, u4)
:=
∫
C2n
∣∣ktu1(u3)∣∣2∣∣ktu2(u4)∣∣2ksz(u2)ksz(u1)e u1u2s dμs(u1, u2)
= t
2n
(s + t)2n e
− |z|2
s
× exp
{
s|u3|2 + tzu3
t (t + s) +
(
su3 + tz
s(s + t) +
u4
t
)(
su4
t + s +
tz
t + s
)}
.
On the other hand, in case of t > s2 > 0 and with f,g ∈ Sym>0(Cn) we determine Bs[f (t) s
g(t)]. The calculations in Lemma 15 together with Tonelli’s theorem shows that the integral below
exists and one can interchange the order of integration. By using Lemma 14:
Bs
[
f (t) s g
(t)
]
(z) = 〈[f (t) s g(t)]ksz, ksz 〉s
= e− |z|
2
s
∫
Cn
∫
C2n
f ⊗ g(u3, u4)
× e− st2 (u3−w)(u4−w)+2 Rew(
u3
t
+ u4
t
+ z
s
)− 2
t
|w|2
dμt (u3, u4) dμs(w) = (∗).
An integration over the variable w leads to
(∗) =
∫
C2n
f ⊗ g(u3, u4)K(2)z,s,t (u3, u4) dμt (u3, u4)
where the integral kernel K(2)z,s,t is given by
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(2)
z,s,t (u3, u4)
= e− |z|
2
s
− s
t2
u3u4
∫
Cn
e
w( s+t
t2
u3+ u4t + zs )+w( s+tt2 u4+
u3
t
+ z
s
)− (s+t)2
t2s
|w|2 dv(w)
(πs)n
.
The integral can be calculated explicitly and one has
K
(2)
z,s,t (u3, u4)
= t
2n
(s + t)2n e
− |z|2
s
× exp
{
− su3u4
t2
+
(
u4
t
+ u3
s + t +
tz
s(s + t)
)(
su3
t
+ su4
s + t +
tz
s + t
)}
.
Comparing both the expressions shows K(1)z,s,t = K(2)z,s,t and it follows that
Bs
[
T
(s)
f (t)
T
(s)
g(t)
]= Bs[f (t) s g(t)].
According to Lemma 12 the Berezin transform Bs is one-to-one on Lfos(Hs). Though we
have proved a composition formula for Berezin–Toeplitz operators.
Theorem 16. With functions f,g ∈ Sym>0(Cn) and for t > s2 > 0 there is a composition formula:
T
(s)
f (t)
T
(s)
g(t)
= T (s)
f (t)sg(t)
.
Using the semi-group property {f (s1)}(s2) = f (s1+s2) for s1, s2 > 0 the map(⋃
t> s2
St , s
)
 f (t) → T (s)
f (t)
∈ Lfos(Hs)
is multiplicative with respect to the s -product and composition of operators if we define the
space of real analytic functions St by St := Bt {Sym>0(Cn)}.
The semi-group property of (Bt )t>0 implies that St2 ⊂ St1 for t2  t1.
Remark 17. There are close relations between the s -product and a star-product ∗s on C∞(Cn)
parametrized by s > 0 in deformation quantization which appears by a different approach (cf.
[7–9,13]). Here ∗s fulfills as s ↓ 0:
f ∗s g → f · g, 1
s
[f ∗s g − g ∗s f ] → i2π {f,g}.
The ∗s -product is defined on symbols which arise as Berezin transforms of bounded operators
A,B on H 2(Cn,μs) as follows:
Bs[A] ∗s Bs[B] := Bs[AB]. (32)
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gether into a star-product on C∞(Cn) (cf. [13]). Fix bounded functions f,g ∈ L∞(Cn), then it
follows from Theorem 16 with t > 3s2 ,
f (t) ∗s g(t) =
{
f (t−s)
}(s) ∗s {g(t−s)}(s) = Bs[T (s)f (t−s)T (s)g(t−s)]
= [f (t−s) s g(t−s)](s).
According to the first and second equality above the star product ∗s is defined on St =
Bt {Sym>0(Cn)} with t  s. However, s does not converge on all smooth functions and due
to our calculation in Lemma 14 it seems that even the expressions f (t−s) s g(t−s) do not exist
for general bounded symbols f and g in the case where s < t < 32 s.
As a corollary to Theorem 16 we obtain a proof of the following result which has been shown
in [11] by different methods.
Corollary 18. Let p,q ∈ P[z, z¯] where z = (z1, . . . , zn) and t > 0, then it holds T (t)p T (t)q = T (t)pt q .
Proof. Due to Example 13—which generalizes to all t > 0—Bt defines an isomorphism of
P[z, z] for t > 0. In particular, P[z, z] ⊂ Bt {Sym>0(Cn)} and the assertion follows from The-
orem 16. 
3.2. Applications and examples
We give applications of the results above to algebras of Toeplitz operators. We only consider
the case t = 1 and we write f˜ := f (1) for the Berezin transform of a symbol f ∈ Sym>0(Cn). For
n ∈ N let C(Cn), Cb(Cn) and C0(Cn) be the spaces of continuous functions, bounded continuous
functions and continuous functions vanishing at infinity, respectively. The mean oscillation MO
is given by
MO : Sym>0
(
C
n
)→ Sym>0(Cn): MO(f, ·) := |˜f |2 − |f˜ |2. (33)
Using (33) we can define the space VMO(Cn) of functions having vanishing mean oscillation
at infinity (cf. [2]) by
VMO(Cn) := {f ∈ Cb(Cn): lim
z→∞ MO(f, z) = 0
}
.
Furthermore, the oscillation of a symbol h ∈ Cb(Cn) is the expression:
Oscz(h) := sup
{∣∣h(z)− h(w)∣∣: |z −w| < 1}
which gives a bounded continuous function of z. Similarly we have the functions VO(Cn) of
vanishing oscillation at infinity:
VO(Cn) := {f ∈ Cb(Cn): [z → Oscz(f )] ∈ C0(Cn)}.
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VO(Cn) as a linear subspace. We consider bounded Toeplitz operators having symbols of van-
ishing oscillation and of vanishing mean oscillation:
Lemma 19. Let f,g ∈ VO(Cn). Then f˜ and all its derivatives are of vanishing oscillation. The
following map is well defined:
VO(Cn)× VO(Cn)→ VO(Cn): (f, g) → f˜  g˜.
Proof. For γ ∈ Nn0 and f ∈ Cb(Cn) it follows from (28) and a translation in the integral that
{f˜ }[γ,0](z) =
∫
Cn
f (u+ z)uγ dμ1(u)
and {f˜ }[γ,0] = {f˜ }[0,γ ]. Fix z1, z2 ∈ Cn with |z1 − z2| < 1 and R > 1, then∣∣{f˜ }[γ,0](z1)− {f˜ }[γ,0](z2)∣∣

∫
Cn
∣∣f (u+ z1)− f (u+ z2)∣∣∣∣uγ ∣∣dμ1(u)

√
γ ! sup
|u|R
Oscu+z1(f )+ 2‖f ‖∞
∫
|u|R
∣∣uγ ∣∣dμ1(u).
Let ε > 0 and fix R > 1 such that the second term on the right-hand side is dominated by ε.
By the assumption on f the first term tends to zero as z1 → ∞. A similar argument applies to the
higher derivatives with respect to z¯ and all “mixed derivatives.” Therefore, the Berezin transform
f˜ and its derivatives belong to VO(Cn). From our calculations in Lemma 14 it follows for
f,g ∈ VO(Cn),
[f˜  g˜](z) =
∫
C2n
f (u1 + z)g(u2 + z)e−u1u2 dμ1(u1, u2).
Note that f˜  g˜ is bounded since
∫
C2n |e−u1u2 |dμ1(u) = 4n/3n is finite and f and g are
bounded. With z1, z2 ∈ Cn as above, u := (u1, u2) ∈ C2n and R > 1 one has:∣∣[f˜  g˜](z1)− [f˜  g˜](z2)∣∣
 4
n
3n
[
sup
|u1|R
Oscu1+z1(f )‖g‖∞ + sup|u2|R
Oscu2+z1(g)‖f ‖∞
]
+ 2‖f ‖∞‖g‖∞
∫
|u|R
∣∣e−u1u2 ∣∣dμ1(u).
Fix R  1 such that the second term on the right-hand side is dominated by ε. The first term
tends to zero for z1 → ∞ and f˜  g˜ ∈ VO(Cn). 
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the space VMO(Cn) decomposes via f = f˜ + (f − f˜ ) into
VMO(Cn)= VO(Cn)+ {h ∈ Cb(Cn): |˜h|2 ∈ C0(Cn)}.
Let K be the ideal of compact operators in L(H 2(Cn,μ1)) and fix functions f,g ∈
VMO(Cn). Because of Th ∈ K for |˜h|2 ∈ C0(Cn) (as for the proof of this fact see [5]) there
is K0 ∈K such that
Tf Tg = (Tf˜ + Tf−f˜ )(Tg˜ + Tg−g˜) = Tf˜ Tg˜ +K0 = Tf˜ g˜ +K0.
From Lemma 19 it follows that f˜  g˜ ∈ VO(Cn) ⊂ VMO(Cn) and the process can be iterated.
More precisely, for h ∈ VMO(Cn) there is K1 ∈K with:
Tf TgTh = T˜
(f˜ g˜)h˜
+K1.
Given a set of operator S := {A1,A2, . . .} we write A{S} for the algebra generated by S. By the
remarks above,
A{Tf : f ∈ VMO(Cn)}⊂ {Th: h ∈ VO(Cn)}+K
and the left-hand side defines a ∗-algebra. We write C∗{Tf : f ∈ VMO(Cn)} for the C∗-algebra
generated by Tf with f ∈ VMO(Cn). Then we have seen, that there is a dense inclusion of
quotient spaces: {
Th: h ∈ VO
(
C
n
)}/K ⊂ C∗{Tf : f ∈ VMO(Cn)}/K.
3.3. Fourier transform and composition formulas
We derive composition formulas for higher products of Toeplitz operators. Since the spaces⋃
t> s2
St for s, t > 0 which appear in Theorem 16 may not be closed under the s -product we did
not cover such cases before. However, we only consider bounded symbols contained in the range
of the Fourier transform F on a certain subspace of L2(Cn) := L2(Cn, v). In Example 27 we
remark a relation between these symbol spaces and the ones considered before. For the rest of this
paper we deal with the case t = 1, i.e. operators on H 2(Cn,μ1), but the results extend to t > 0
by appropriate rescalings. We shortly write Tg := T (1)g for a Toeplitz operator with symbol g.
Moreover, in our notations we do not distinguish between the Fourier transform F on L1(Cn),
the Schwartz space S(Cn) or its unitary extension to L2(Cn).
For f ∈ S(Cn) we define:
[Ff ](z) = 1
(2π)n
∫
Cn
f (u)e−i Re zu dv(u).
Let Cc(Cn) be the space of continuous and compactly supported complex-valued functions.
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Lemma 6. Moreover, F [Cc(Cn)] generates an associative -sub-algebra in F(Cn). There is an
integral expression for the k-times -product:
(Ff1 Ff2  · · · Ffk)(z) =F
[
f1 ⊗ · · · ⊗ fk · e 14
∑
i<j uiuj
]
(z, . . . , z) (34)
where z ∈ Cn, k ∈ N and f1, . . . , fk ∈ Cc(Cn).
Proof. Fix f ∈ Cc(Cn) and α := (α1, α2) ∈ Nn0 × Nn0. Then it follows by differentiation under
the integral and with a suitable compact set K ⊂ Cn:
∣∣[Ff ][α1,α2](z)∣∣ ‖f ‖∞
(2π)n
∫
K
∣∣∣∣ ∂ |α|∂zα1∂zα2 e−i Re zu
∣∣∣∣dv(u)
= ‖f ‖∞
(2π)n
1
2|α|
∫
K
∣∣uα1+α2 ∣∣dv(u)
 ‖f ‖∞
(2π)n
vol(K)
(
maxu∈K |u|
2
)|α|
.
Hence, by definition, Ff ∈ F(Cn). Now, let us fix f1, . . . , fk, g1, . . . , gl ∈ Cc(Cn) where
k, l ∈ N. We define:
F(z) : = F[f1 ⊗ · · · ⊗ fk · e 14 ∑i<j uiuj︸ ︷︷ ︸
=:hf (u)
]
(z, . . . , z),
G(z) :=F[g1 ⊗ · · · ⊗ gl · e 14 ∑i<j yiyj︸ ︷︷ ︸
=:hg(y)
]
(z, . . . , z)
where the functions hf and hg are compactly supported on Cnk and Cnl , respectively. Now:
[F G](z) =
∑
γ∈Nn0
(−1)|γ |
γ ! F
[γ,0](z) ·G[0,γ ](z)
= 1
(2π)(l+k)n
∑
γ∈Nn0
(−1)|γ |
γ !
∫
C(l+k)n
hf ⊗ hg(u, y) (−1)
|γ |
4|γ |
× (u1 + · · · + uk)γ (y1 + · · · + yl)γ e−i Re z(u1+···+uk+y1+···+yl) dv(u, y) = (∗).
Since the integrand is compactly supported in Cn(l+k) we can interchange the summation with
the integral:
(∗) = 1
(2π)(l+k)n
∫
C(l+k)n
hf ⊗ hg(u, y)
× e 14 (u1+···+uk)(y1+···+yl)−i Re z(u1+···+uk+y1+···+yl) dv(u, y).
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f1 ⊗ · · · ⊗ fk ⊗ g1 ⊗ · · · ⊗ gl(w)e 14
∑
i<j wiwj−i Re z(w1+···+wk+l ).
It follows that
[F G](z) =F[f1 ⊗ · · · ⊗ fk ⊗ g1 ⊗ · · · ⊗ gl(w)e 14 ∑i<j wiwj ](z, . . . , z).
The product formula (34) follows inductively from this identity and the result is independent
from the order of the multiplication (associativity). 
In the following we view the integral form of the multiple -product in Lemma 21—i.e. the
right-hand side of the identity (34)—as its definition on F [Cc(Cn)]. Since this integral expression
makes sense not only for functions fj ∈ Cc(Cn) but in a wider class of symbols, it can be used
to extend the -product. Now, one has to pose suitable growth conditions on the functions fj
at infinity that ensure the existence of the Fourier transform on the right-hand side of (34) as a
pointwise defined function on Cnk .
Next, we estimate the growth of the factor e
1
4
∑
i<j uiuj
. With k ∈ N and a, b ∈ C consider the
k × k-matrix
Aa,b := bD + (a − b)Id, where D =
⎛⎜⎜⎝
1 1 · · · 1
1 · · · 1
...
...
1 1 · · · 1
⎞⎟⎟⎠ ∈ Rk×k.
Clearly, Aa,b is symmetric and a − b is an eigenvalue of multiplicity k − 1 with eigenvec-
tors [(1 − k,1, . . . ,1), (1,1 − k,1, . . . ,1), . . . , (1, . . . ,1, k − 1)] of rank k − 1. An additional
eigenvector with eigenvalue a + (k − 1)b is (1, . . . ,1).
To Aa,b we assign the quadratic form Qa,b(z) := (Aa,bz) · z where z ∈ Ck . In particular, with
ε > 0 we are interested in the case
Q
ε,− 18 (z) = ε|z|
2 − 1
4
Re
∑
i<j
zizj .
Lemma 22. For ε > (k − 1)/8 it holds:
∫
Ck
e
−Q
ε,− 18
(z)
dv(z) π
k
(ε − k−18 )k
.
Proof. With our remark above the minimal eigenvalue of the symmetric matrix A
ε,− 18 is given
by ε − (k − 1) 18 . Hence, one obtains the estimate
A
ε,− 18 
{
ε − (k − 1)1
}
Id.8
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Ck
e
−Q
ε,− 18
(z)
dv(z)
∫
Ck
e−(ε−
k−1
8 )|z|2 dv(z) = π
k
(ε − k−18 )k
. 
If we replace z ∈ Ck in Lemma 22 by u = (u1, . . . , uk) ∈ Cn × · · · × Cn = Cnk and uj =
(u1,j , . . . , un,j )t where j = 1, . . . , k, then we have
Q
ε,− 18 (u) =
n∑
=1
Q
ε,− 18 (u,1, . . . , u,k).
Therefore it follows with ε > k−18 :
∫
Cnk
e
−Q
ε,− 18
(u)
dv(u) =
n∏
=1
∫
Ck
e
−Q
ε,− 18
(u,1,...,u,k)
dv(u,1, . . . , u,k)
 π
kn
(ε − k−18 )kn
. (35)
For k ∈ N and with our notations in (16) consider the following symbol spaces of complex-
valued functions on Cn:
D˜k :=
⋃
ρ<(1−k)/8
Dρ and Sym<0
(
C
n
) := ⋂
k∈N
D˜k. (36)
For symbols f1, . . . , fk ∈ D˜k we have
f1 ⊗ · · · ⊗ fk(u)e 14
∑
i<j uiuj ∈ L1(Ckn)
and the expression on the right-hand side of (34) exists. By the Riemann–Lebesgue lemma it
defines a function in C0(Cn). Therefore, we can extend k-times -products to an associative
product on F(D˜k) ⊂ C0(Cn). More precisely, with u = (u1, . . . , uk) ∈ Cn × · · · × Cn (k times)
and z ∈ Cn we set
(Ff1 Ff2  · · · Ffk)(z)
:= 1
(2π)kn
∫
Ckn
f1 ⊗ · · · ⊗ fk(u)e 14
∑
i<j uiuj−i Re z(u1+···+uk) dv(u)
=F[f1 ⊗ · · · ⊗ fk · e 14 ∑i<j uiuj ](z, . . . , z). (37)
Here and in the following we will not distinguish in our notation between the product in (37)
and the -product defined in (29).
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the range F{Sym<0(Cn)} of the Fourier transform.
Given functions f1, . . . , fk+1 ∈ D˜k+1 we set f := Ff1  Ff2 · · · Ffk and calculate the
Berezin transform of f Ffk+1:
B1[f Ffk+1](z)
= e
−|z|2
(2π)n(k+1)
∫
Cn
∫
Cn(k+1)
f1 ⊗ · · · ⊗ fk+1(u)
× exp
{
1
4
∑
i<j
uiuj − i Rew(u1 + · · · + uk+1)+ zw +wz
}
dv(u)dμ1(w)
= e
−|z|2
(2π)n(k+1)
∫
Cn(k+1)
f1 ⊗ · · · ⊗ fk+1(u)
× exp
{
1
4
∑
i<j
uiuj +
(
z − i
2
u1 − · · · − i2uk+1
)(
z − i
2
u1 − · · · − i2uk+1
)}
dv(u). (38)
On the other hand, the Berezin transform of the Toeplitz product Tf TFfk+1 is given by
B1[Tf TFfk+1 ](z) =
∫
Cn
f (w)
(
TFfk+1k
1
z
)
(w)k1z (w)dμ1(w).
By a straightforward calculation
(
TFfk+1k
1
z
)
(w) = e
− |z|22
(2π)n
∫
Cn
fk+1(uk+1)e(w−
i
2 uk+1)(z− i2 uk+1) dv(uk+1).
After inserting this expression into the integral above one obtains:
B1[Tf TFfk+1 ](z) =
e−|z|2
(2π)n
∫
C2n
f (w)fk+1(uk+1)
× exp
{(
w − i
2
uk+1
)(
z − i
2
uk+1
)
+wz
}
dv(uk+1) dμ1(w)
= (∗).
Now, we use the integral expression for f (w) which produces the n(k + 2)-times complex-
dimensional integral:
3134 W. Bauer / Journal of Functional Analysis 256 (2009) 3107–3142(∗) = e
−|z|2
(2π)n(k+1)
∫
Cn(k+1)
f1 ⊗ · · · ⊗ fk+1(u)
× exp
{
1
4
∑
i<jk
uiuj − i2uk+1
(
z− i
2
uk+1
)}
×
∫
Cn
exp
{
−i Rew(u1 + · · · + uk)+w
(
z − i
2
uk+1
)
+wz
}
dμ1(w)dv(u).
The inner integral can be calculated explicitly:∫
Cn
exp
{
−i Rew(u1 + · · · + uk)+w
(
z − i
2
uk+1
)
+wz
}
dμ1(w)
= exp
{(
z − i
2
u1 − · · · − i2uk
)(
z − i
2
u1 − · · · − i2uk+1
)}
,
and it follows that
(∗) = e
−|z|2
(2π)n(k+1)
∫
Cn(k+1)
f1 ⊗ · · · ⊗ fk+1(u)
× exp
{
1
4
∑
i<jk
uiuj − i2uk+1
(
z − i
2
uk+1
)
+
(
z − i
2
u1 − · · · − i2uk
)(
z− i
2
u1 − · · · − i2uk+1
)}
dv(u)
= e
−|z|2
(2π)n(k+1)
∫
Cn(k+1)
f1 ⊗ · · · ⊗ fk+1(u)
× exp
{
1
4
∑
i<jk+1
uiuj +
(
z − i
2
u1 − · · · − i2uk+1
)(
z − i
2
u1 − · · · − i2uk+1
)}
dv(u)
= 2n(k+1)
∫
Cn(k+1)
f1 ⊗ · · · ⊗ fk+1(u)
× exp
{
−1
4
∑
i<jk+1
uiuj − i Re z(u1 + · · · + uk+1)
}
dμ4(u). (39)
A comparison of this expression with the Berezin transform of f Ffk+1 shows:
B1[f Ffk+1] = B1[Tf TFfk+1 ].
Since B1 is one-to-one on bounded operators we have proved:
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TFf1TFf2 · · ·TFfk = TFf1Ff2···Ffk .
In particular, the quantization map
Q :
{F[Sym<0(Cn)], }  f → Tf ∈ L(H 2(Cn,μ1))
extends to an algebra homomorphism Q˜ :AF (Cn) → L(H 2(Cn,μ1)).
Remark 25. In Theorem 24 one could weaken the assumptions to fj ∈ L1(Cn) such that
f1 ⊗ · · · ⊗ fk · e 14
∑
i<j uiuj ∈ L1(Cnk). Note that the integrals in (38) and (39) exist under this
assumption and coincides with the restriction of an entire function on C2n in the variables z and
w to the diagonal.
The following example indicates that the above composition formulas easily fail in the case
of non-real analytic symbols.
Example 26. Choose n = 1 and let Cc(C) be the space of compactly supported continuous func-
tions on C. Let fj ∈ Cc(C) for j = 1,2 be positive-valued. Under the assumption Tf1Tf2 = 0 it
follows for all  ∈ N0:
0 = 〈Tf1Tf2z, z〉= ∫
C2
f1 ⊗ f2(u) exp{u1u2}u1u2 dμ1(u1, u2).
Multiplying this integral by (!)−1 and summing over  ∈ N0 leads to
0 =
∫
C2
f1 ⊗ f2(u)
∣∣exp{u1u2}∣∣2 dμ1(u1, u2)
and since f1 ⊗ f2 is positive-valued and continuous we conclude that either f1 ≡ 0 or f2 ≡ 0.
In particular, choose open discs D(xj ) ⊂ C of radius r = 1 centered in xj ∈ C for j = 1,2,
and let 0 = pj ∈ P[z, z] positive-valued and vanishing of arbitrary order at ∂D(xj ). Define fj :=
pj on D(xj ) and fj ≡ 0 on C\D(xj ). Then f1 f2 can be defined as in (9) a.e. on C. It vanishes
a.e. in the case |x1 − x2| > 2 such that Tf1f2 = 0. Since fj = 0 for j = 1,2, we conclude from
our remark above that Tf1Tf2 = 0 showing that Tf1f2 = Tf1Tf2 .
In the final part of this section we remark a relation between the Fourier transform and the
Berezin transform restricted to the Schwartz space S(Cn). This can be seen as a link between
Theorems 16 and 24.
Example 27. Let t > 0, then Bt can be regarded as a convolution operator on S(Cn). More
precisely, Bt f = f ∗ht where ht (z) := 2ntn exp{− |z|
2
t
}. Here f ∗ht denotes the usual convolution
product on the Schwartz space. Defining
gt (z) :=
[F−1ht](z) = e− t4 |z|2
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on S(Cn). In particular, one has the inclusion of ranges:
B1
[
S
(
C
n
)]⊂F{e− 14 |·|2g: g ∈ S(Cn)}⊂F(D˜2).
For symbols f,g ∈ B1[S(Cn)] the composition formula Tf Tg = Tf g can be obtained from
both, Theorems 16 and 24. In addition, Theorem 24 shows that f  g ∈ C0(Cn).
As an application of Theorem 24 we show that the space of Toeplitz operators having symbols
in Cc(Cn) is dense in the ideal of all compact operators.
Example 28. For ϕj ∈ Cc(Cn), j = 1, . . . , k, we can choose sequences
(ϕj,l)l∈N ∈F
[
Sym<0
(
C
n
)]
such that liml→∞ ϕj,l = ϕj uniformly on Cn. It follows from ‖Tϕj ‖ ‖ϕj‖∞,
Tϕ1 · · ·Tϕk = lim
l→∞Tϕ1,l · · ·Tϕk,l = liml→∞Tϕ1,l ···ϕk,l .
Since for each l the product ϕ1,l  · · · ϕk,l tends to zero at infinity, the following inclusion is
dense (cf. Example 20 for notations):{
Tϕ : ϕ ∈ Cc
(
C
n
)}⊂ C∗{Tϕ : ϕ ∈ Cc(Cn)}=K.
3.4. Fourier–Wiener transform and composition formulas
We consider composition formulas for Toeplitz operators arising from the Fourier–Wiener
transform. We only deal with the time parameter t := 1.
Definition 29. The Fourier–Wiener transform W ∈ L(L2(Cn,μ1)) is the Hilbert space isomor-
phism given as an extension of
[Wf ](z) =
∫
Cn
f (u) exp
{
Q(z,u)
}
dμ2(u)
where f ∈ Cc(Cn) and Q(z,u) := 12 {|z|2 − iuz¯ − iu¯z}.
Note, that W can be written as the composition of (unitary) operators
W :L2(Cn,μ1) Md−→ L2(Cn) F−→ L2(Cn) M−1d−→ L2(Cn,μ1)
where d(z) = π−n/2 exp{−| · |2/2}. In particular, W is an isometry with
[W−1f ](z) = ∫
n
f (u) exp
{
Q(z,−u)}dμ2(u).C
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[Wf ][α1,α2](z) =
∫
Cn
f (u)Wα(z,u) exp
{
Q(z,u)
}
dμ2(u)
where Wα(z,u) is the polynomial of maximal degree |α| given by
Wα(z,u) :=
∑
γα1,α2
γ !
2|α|−|γ |
(
α1
γ
)(
α2
γ
)
(z − iu)α2−γ (z¯ − iu¯)α1−γ .
By using W[γ,0](z, u) = 2−|γ |(z¯ − iu¯)γ and W[0,γ ](z, u) = 2−|γ |(z − iu)γ it can be verified
that Wf Wg exists and has the integral expression
[Wf Wg](z) = exp
{
3
4
|z|2
} ∫
C2n
f ⊗ g(u)
× exp
{
1
4
u1u2 − i4z(u1 + 2u2)−
i
4
z(u2 + 2u1)
}
dμ2(u1, u2). (40)
Our first aim is it to extend this definition from Cc(Cn) to some larger space. We use the
notations introduced in (16):
Lemma 30. For c < 38 the -product extends to a continuous bilinear form:
 :W(Dc)×W(Dc) →Dκ(c)
where κ(c) = 34 + 112−32c . In particular, κ(0) = 10/12 < 1. Here W(Dc) carries the norm
‖W−1 · ‖Dc .
Proof. By using the integral expression (40) it follows:∣∣[Wf Wg](z)∣∣
 1
(2π)2n
exp
{
3
4
|z|2
}
‖f ‖Dc‖g‖Dc
×
∫
C2n
exp
{(
c − 3
8
)
|u|2 − 1
4
Re iz(u1 + 2u2)+ 14 Re iz(u2 + 2u1)
}
dv(u)
= (∗).
After the transformation u → (3/8 − c)− 12 u one obtains
(∗) = e
3
4 |z|2
( 34 − 2c)2n
‖f ‖Dc‖g‖Dc
∫
2n
exp
{
Re(u1 − u2)iz√
6 − 16c
}
dμ1(u).C
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C2n
exp
{
Re(u1 − u2)iz√
6 − 16c
}
dμ1(u) = exp
{
1
12 − 32c |z|
2
}
. 
Example 31. Let 0 < β < 1/2 and hj (z) := exp{β|z|2}[F−1gj ](z) where gj ∈ C∞c (Cn) for
j = 1,2, such that hj ∈Dβ . With the usual convolution product ∗ in S(Cn) one has
exp
{
−| · |
2
2
}
Whj =F
[
exp
{
−
(
1
2
− β
)
| · |2
}
F−1gj
]
= (2ρ)n exp{−ρ| · |2} ∗ gj
where ρ := (2 − 4β)−1 > 0. It is easy to check that
[Whj ](z) = e |z|
2
2 [B 1
ρ
gj ](z) (41)
and for α < 0 one has
∣∣[Whj ]∣∣ ρn
(ρ − α)n ‖gj‖Dα exp
{
ρα
ρ − α |z|
2 + |z|
2
2
}
.
Since limα→−∞ ρα(ρ − α)−1 + 1/2 = −ρ + 1/2 = β2β−1 < 0 we conclude that Whj ∈ D−ε
where 0 < ε < β1−2β . Using (41) we also can give an integral expression for the -product:
[Wh1 Wh2](z) = e|z|2B 1
ρ
[
g1 ⊗ g2e−{(ρu1−(ρ− 12 )z}{ρu2−(ρ− 12 )z}
]
(z, z).
Let r1 < 1/6 such that κ(r1) < 1 (cf. the notation in Lemma 30) and D1/3+r1 ⊂ L2(Cn,μ1).
Fix functions h, s ∈ Sym>0(Cn) and assume that Wh,Ws ∈ Dr1 and Wh  Ws ∈ Dr2 where
0 < r2 < 12 . Using the notations in (18) and
X := spanC
{
k1z : z ∈ Cn
}⊂ H 2(Cn,μ1)
the following assignments are well defined:
X
MWs−→ D
c1(1)= 14
P−→D
c2(1)= 13
MWh−→ D 1
3 +r1
P−→ H 2(Cn,μ1).
Therefore, by assumption the product TWhTWs and TWhWs can be considered as densely
defined operators on H 2(Cn,μ1). In order to prove a composition formula we calculate the
Berezin transform of Wh Ws:
B1[Wh Ws
]
(z) =
∫
n
[Wh Ws](x)∣∣k1z (x)∣∣2 dμ1(x) = (∗).
C
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(∗) =
∫
C3n
h⊗ s(u) exp
{
3
4
|x|2 + 1
4
u1u2 − i4x(u1 + 2u2 + 4iz)
− i
4
x(u2 + 2u1 + 4iz)− |z|2
}
dμ2(u) dμ1(x).
It can be checked that the integral exists. Moreover, the integration over the variable x can be
carried out explicitly:∫
Cn
e−
i
4 x(u1+2u2+4iz)− i4 x(u2+2u1+4iz)+ 34 |x|2dμ1(x)
= 4n exp
{
−1
4
(u2 + 2u1 + 4iz)(u1 + 2u2 + 4iz)
}
.
After inserting this expression above one obtains:
(∗) =
∫
C2n
h⊗ s(u)e−u1u2+3|z|2−iz(u1+2u2)−iz(2u1+u2) dμ1(u).
On the other hand, we calculate the Berezin transform of TWhTWs . Note that
[
TWsk1z
]
(v) = 2n
∫
Cn
s(u2) exp
{
2
(
v − i
2
u2
)(
z − i
2
u2
)
− |z|
2
2
}
dμ2(u2).
Inserting this integral expression into
B1[TWhTWs](z) =
∫
Cn
[Wh](v)[TWsk1z ](v)k1z (v) dμ1(v) =: (∗∗)
shows that
(∗∗) = 2n exp{−|z|2} ∫
C3n
h⊗ s(u) exp
{
−|u2|
2
2
− iu2z + |v|
2
2
+ v
(
2z − i
2
u1 − iu2
)
+ v
(
z − i
2
u1
)}
dμ1(v) dμ2(u).
We calculate the integral over the variable v:∫
Cn
exp
{
v
(
2z − i
2
u1 − iu2
)
+ v
(
z − i
2
u1
)
+ |v|
2
2
}
dμ1(v)
= 2n exp
{
2
(
z − i u1
)(
2z − i u1 − iu2
)}
,2 2
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(∗∗) =
∫
C2n
h⊗ s(u)e−u1u2+3|z|2−iz(u1+2u2)−iz(u2+2u1) dμ1(u).
Comparing (∗) and (∗∗) above shows that B1[Wh  Ws] = B1[TWhTWs] and both are re-
strictions of an entire functions on the variable z and w to the diagonal. Similar to the proof of
Lemma 12 we conclude:
Theorem 32. Let h, s ∈ Sym>0(Cn) and r1 < 1/6 and r2 < 1/2. In the case Wh,Ws ∈ Dr1
and Wh  Ws ∈ Dr2 there is a composition formula TWhTWs = TWhWs as operators on
spanC{k1z : z ∈ Cn}.
We show, how the various composition formulas above can be used for explicit symbols
spaces.
Example 33. For a multi-index γ = (γ1, γ2) ∈ Nn0 ×Nn0 consider the monomials mγ (z) := zγ1zγ2
on Cn. It follows:
(−i)|γ |
2|γ |
e−
|z|2
2 [Wmγ ](z) = ∂
γ
∂zγ1∂zγ2
∫
Cn
e−
i
2 uz− i2 uz dμ2(u) = ∂
|γ |
∂zγ1∂zγ2
e−
|z|2
2
and the Fourier–Wiener transform of mγ is a polynomial of degree |γ |. Since W is one-to-one
and preserves Pn[z, z¯] it gives an isomorphism of P[z, z¯]. Therefore Corollary 18 also follows
from Theorem 32 in the case t = 1. The holomorphic and anti-holomorphic polynomials are
W-invariant, as well.
For a, b ∈ Cn and c ∈ C we define the complex-valued functions
a,b,c(z) := exp
{
az + bz+ c|z|2}. (42)
Let Re c < 12 such that a,b,c ∈ L2(Cn,μ1). The Fourier–Wiener transform can be calculated
explicitly as
[Wa,b,c](z) = 1
(1 − 2c)n exp
{
2ab
1 − 2c
}
a0,b0,c0(z)
where a0 := ia/(2c − 1), b0 = ib/(2c − 1) and c0 = c/(2c − 1) with Re c0 < 1/2.
Hence the linear hull
S := spanC
{
a,b,c: a, b ∈ Cn, c ∈ C and Re c < 12
}
is W-invariant (and by similar reasons W−1-invariant). In particular, W defines an isomorphism
of S . Now, let r, s ∈ Cn, t ∈ C and Re t < 1/2. Then one obtains by a straightforward calculation
a,b,c  r,s,t = exp{−as}a(1−t)+r,s(1−c)+b,t (1−c)+c. (43)
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Re
[
t (1 − c)+ c]= t1 + c1 − t1c1 + t2c2
that the right-hand side of (43) can grow exponentially at infinity even if both factors of the -
product vanish exponentially at infinity but have “high oscillation” (i.e. t2c2 is large compared to
t1 + c1 − t1c1). In particular, it holds:
0,0,i  0,0,i = 0,0,1+2i . (44)
The right-hand side does not define a Toeplitz operator on H 2(Cn,μ1) whereas the product
T 20,0,i exists as a bounded operator. This serves as an example of a case where the product of two
Toeplitz operators is not a Toeplitz operator anymore. However, S has a -invariant subspace
S,0 := spanC
{
a,b,t : a, b ∈ Cn and t  0
}
.
The Berezin transform of a function a,b,c ∈ S is given by
[B1a,b,c](z) = 1
(1 − c)n exp
{
1
1 − c
(
ab + az + bz+ c|z|2)}.
Therefore,
B1[S,0] = spanC
{
a,b,t : a, b ∈ Cn, t ∈ (−1,0]
}⊂ S,0 ⊂ Sym>0(Cn).
As a corollary to Theorem 16 we obtain:
Corollary 34. For f,g ∈ spanC{a,b,t : a, b ∈ Cn, t ∈ (−1,0]} there is a composition formula of
Toeplitz operators: Tf Tg = Tf g .
In case of Re c < 0 we also can calculate the Fourier transform of a,b,c:
[Fa,b,c](z) = 1
(−2c)n exp
{
− 1
4c
(
4ab − 2ibz − 2iaz − |z|2)}.
In particular, spanC{a,b,c: a, b ∈ Cn and c ∈ C s.t. Re c < 0} is invariant under F . For k ∈ N
and using (36) we define the spaces
D,k := spanC
{
a,b,c: a, b ∈ Cn, Re c < 1 − k8
}
⊂ D˜k. (45)
According to Theorem 24 we obtain an identity for multiple products:
Corollary 35. Let {f1, . . . , fk} ⊂D,k , then it holds:
TFf1TFf2 · · ·TFfk = TFf1Ff2···Ffk .
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