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1. INTRODUCTION 
There are many problems in engineering and physics which can be 
described by some linear dynamical system that can be treated from the 
input-output viewpoint as four-port dynamic systems. Such systems can 
represent a scattering process of waves or intensities through a medium or 
an electrical device. The medium or the device assumed to be embedded in 
a space so that the physical properties of the elements of the scattering 
process do not undergo any changes. The elements of the scattering process 
involve reflection, transmission, and internal source operators. 
Redheffer [l] introduced the star-product (*-product) for 2 x 2 scatter- 
ing matrices involving reflection and transmission operators. Without tak- 
ing the internal source operator into consideration, the applications of such 
systems are somewhat limited. During the recent years, it has become clear 
that the extension is necessary in order to deal with such problems as 
stellar or planetary atmosphere [2-51 cascade-synthesis in network theory 
[6, 73 and least-square estimation in control [S, 9, 101. 
Actually, certain extensions have been done, for example: Kailath’s [7] 
results on state-space extimation and control, Redheffer’s paper on the 
MycielskiiPaszkowski diffusion problem [ 111 and Mistiri’s thesis on linear 
dynamic systems [ 121. 
This paper presents a generalized view of the system by constructing an 
abstract system on a B*-algebra. Some of the previous results were derived 
from this approach and many new results are obtained. 
In Section 2, we formally construct the system P = (P; 0, o,Gj) of 2 x 3 
matrices. It includes the *-products given by Redheffer on 2 x 2 scattering 
matrices. Some elementary algebra properties are presented. It is important 
to observe that under @ and 0 the commutative law and the distributive 
law over 0 do not hold. We also give conditions under which PE P has 
inverses with respect to @ and 0. 
The tilda (“) and caret (^) operations on P are introduced in Section 3. 
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They are extensions of those given by Redheffer and of the so-called 
Mason’s exchange rule in state system theory. Elementary properties are 
presented. Some of the results are summarized in Fig. 3, the isomorphism 
diagram. 
In Section 4, some analytic properties are obtained. Namely, (P; 0) and 
(P; 0) form the @-semi group and the a-semi group, respectively. The 
important result is that if (P; 0) has generator M(y) exist on a set 
D(P, Y) E B ** then (P; 0) has generator G(y) exist on the same set, i.e., 
D(P:y) = D(P: y). Thus, if the hat (*) operation is well defined, their 
isomorphism between P and p can also be applied to their operators 
between A4 and fi. Of course, the similar result holds between P and p. 
After some Lemmas on 11 P, @ Pzll, the remaining section is devoted to dis- 
cussion of a diagonalization of P, i.e., there exists 2 x 2 unitary matrices U, 
and U,, with Qj = [ Ui, Nil E P such that 
Q, 0 P 0 Q2 = CR 01, 
where D is a diagonalized 2 x 2 matrix. 
In Section 5, we obtain the differential forms, and their linearization. We 
discussed the critical point property. The final result is the approximate 
solution for the differential form by taking advantage of the diagonalized 
form. 
A separate paper will show the application of such result to approximate 
the solution of a radioative transfer problem in a nonhomogeneous 
anisotropic medium with internal source function. 
2. THE EXTENDED SYSTEM 
In this section, we extend the definition of the *-product, given originally 
by Redheffer for 2 x 2-matrices, to a special family of 2 x 3 matrices, 
pcx, Y) = cm Y), Nx, Y)l, (2.1) 
where 
S(x, Y) = f(X? Y) Pk Y) 
4-G Y) T(X> Y) 
and N(x, Y) = 
’ 
and S is the 2 x 2 scattering matrix with entries as bounded linear operators 
&L(B*, B’), on B* algebra lE8. Where t and z are, respectively, forward and 
backward transmission operators and p and r are forward and backward 
reflection operators. N is the 1 x 2 internal source matrix, with entries as 
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elements of B where F and G are, respectively, forward and backward inter- 
nal source function. Mathematically, 
S(x, y): R2 + L( B2, B’) 
N(x, y): R2 + B2, 
where R is the real and the arrow denotes a mapping. Thus, the 2 x 3 
matrix P has mixed entries. As we shall show, such mixed entries cause no 
problem in all the following analysis. On the other hand, Redheffer and 
Mistiri used 3 x 3 matrix. Both of them considered entries of this 3 x 3 
matrix are elements of L(H2, H2) where H is the Hilbert space, without 
mixing as in this paper. But we believe the 2 x 3 extension is more natural 
because the extended scattering matrix PE L(B2, B2) has the following 
mapping property, 
m, Y ): 
(3::1)-($1) (2.2) 
input output 
where 
t(x, Y) u(x)+ P(X, Y) 4~) + F(x, Y) 
r(x,~)u(x)+t(x,y)u(y)+G(x,~) . 
Sometimes, for convenience, the arguments x and y are dropped, and we 
merely write 
P= [S, N]. (2.1’) 
This notation is closely related to that used by Kailath [7]. By the way, all 
previous work done by Mistiri and Kailath are independent. And of course, 
they are influenced by Redheffer’s original work. It was Kailath who poin- 
ted out that Redheffer’s *-product is related to the Mason exchange rule 
used in linear state-space system theory. 
The extended system is a mathematical system P = {P; a,@, a}. The 
elements of this system are P’s as defined in (2.1) and there are three 
operations: @-product, addition and multiplication. If P, = [S,, Nil E P 
then 
P, 0 P2= CS, * S2, NJ @-product (2.3) 
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with 
N3=[(GF: ::)*(:: S)]($ 
Addition, 
P, Of’z=CS,.&,S,N,+N,l Multiplication, (2.5) 
where * is the *-product given by Redheffer [ 11, 
s, *s,= 
i 
t2 Ptl P2+tzPlv2 
rl +zlr,Ptl TIT2 
(2.6) 
providedp=(E-p,r,)-’ and q=(E-r,p,)-’ exist, and + and. are the 
usual matrix addition and multiplication. It is well that p exists if and only 
if q exists. It is easy to check if p or q exists, then 0, 0, and 0 are all well 
defined and they map P2 + P’. 
Definition (2.3) was motivated by the physical input-output model, that 
is, by considering two media in series located between x and y, y and z 
with P, = P(x, y) and P, = P(y, z) as their respective extended scattering 
matrices. Then (see Fig. l), 
P, 0 P2: (;‘,:;)-($;) 
input output 
(2.7) 
U(X) 
v(x) 
Frci. 1. 
U(Y) q z Pl V(Y) q p2 
x Y Y z 
Two extended scattering matrices 
U(Z) 
- 
V(Z) 
in series. 
Definition (2.4) means that two input and output devices can be 
connected in parallel, with P, = P(x, y) E P and P2 = Q(x, y) E P as their 
respective xtended scattering matrices (see Fig. 2), 
(2.8) 
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PI +- 
-B- 
x Y 
V(Y) -J(Y) 
-+ P2 
FIG. 2. Two extended scattering matrices in parallel. 
The motivation of the definition (2.5) will be discussed in Section 3. 
It follows immediately froim the definition that the association law holds 
under addition 0. Under the multiplication 0, it is observed that 
V’, 0 PA 0 P, = [SI. Sz. S,, (S, S,) N, + (S, N, + N, )I 
= [IS,. S>. S3r S,(S,N, + N2) + N,] = P, 0 (Pz 0 PJ. 
Therefore, the associative law also holds under 0. As for the *-product, it 
requires some computation and used the fact that the associative law 
applies to *-products, if they are well defined. 
Certainly, we do not expect the commutative law is valid, neither under 
the @-product nor under multiplication 0, But, it is clear that P, @P, = 
plop,. 
To check the distributive law, it is observed that in general 
s,*(s,+s,)#s,*s,+s,*s,, because if E- p,(rz + r3) having a 
bounded inverse does not imply that E - p I r2 and E - p, r3 have bounded 
inverses and vice versa. Nor is it to be expected that the @-product is 
right distributive over addition 0. As for the multiplication 0 over 
addition 0, even 
s, . (S, + S,) = s, s* + s1 s, 
but 
P, 0 (Pz 0 f’J = CS, . (S, + S,), S,(S,N, + NJ + N, 1 
(f’, 0 PJ 0 (PI 0 PA = ES, . Sz + S, S3, S, . US, N, + N,) 
+S,N,+Nl]. 
Hence, in general multiplication 0 is also not right distributive over 
addition 0. It would be true if N, = N, = N, =0 or even N, = N, =O. 
However, even if N, = N, = N, = 0, the @-product is not right distributive 
over addition 0. Likewise, the left distributive law does not hold for either 
case. 
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LEMMA 2.1. The system $ = (P; @,a, O), has the following algebraic 
properties: 
(i) Associative under 0, 0, and 0. 
(ii) Commutative under @ only. 
(iii) Multiplication 0 is not distributive under addition 0. 
(iv) @-product is not distributive under addition 0. 
The following lemmas regarding the inverses can be easily established. 
LEMMA 2.2. (i) Zf t and (t- rtt’p) have bounded inverses, then there 
exists 
S-‘EL(ltB2, B”) and Se.S-‘=S-‘*S=E, 
S.,“‘=S.S-‘=E. 
(ii) If z and (t - pz ~ ‘r) have bounded inverses, then the result of (i) 
also holds. 
LEMMA 2.3. (i) If S and t have bounded inverses, then (z - rtt ‘p) also 
has a bounded inverse. 
(ii) If S and z have bounded inverses, then (t - pz- ‘r) also has a 
bounded inverse. 
Note. If, in Lemma 2.3(i), the condition t has a bounded inverse, it 
can be replaced by p is compact. Likewise, the assumption that z has a 
bounded inverse in Lemma 2.3(ii), can be replaced by the condition r 
is compact. Such proofs require much more in analysis, which will be 
presented in a separate paper by Shew and Wang. 
With the above lemmas, it is not difficult to show that: 
LEMMA 2.4. If the assumptions given in Lemma 2.2 holds, then PE P has 
a bounded inverse under 0, i.e., 
POP ’ =p-’ @ p=E, 
where 
P-‘=[S-‘,-S-‘N]E[FD (2.9) 
and 
E = [E, 0] = identity element in P. 
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This result was also obtained by Mistiri. In a similar manner, we obtain 
LEMMA 2.5. Under the same assumption as given in Lemma 2.4, then 
P E P has a bounded inverse under 0, i.e, 
LEMMA 2.6. If Pi E P and P; ’ exist for i = 1, 2 then 
(i) (P, @ P,)-‘= P;’ @ PC’, (2.10) 
(ii) (P, 0 PI)-’ = P,’ 0 P;l, (2.11) 
provided all operations are well defined. 
Proof. For part (i), the proof consists of long and complicated steps to 
show that 
-(S, * S,)-‘N,= [( 
t;-’ -S;‘N,, q * ( &qq; 
71 r2 
where 
and N, as given in (2.3). Then we use the fact that S; ’ * S,-’ = (S, * S,))‘. 
For part (ii), the proof is much easier. 
(P, OPJl= [S, OS,, S*N,+N,]-’ 
= [(s,.s2)-1,-(sI.s2)~1 (S,N*+N,)l 
= [s,“s;~‘,-s~‘(s; W,)-S,‘N,] 
= [S,‘, -S;‘N,] 0 [ST’, 4, ‘Iv] = P;’ 0 P, ‘. 
3. THE EXCHANGE RULE 
Associated with the extended system P, there are two operations called 
the tilda and hat operations and denoted by (“) and (^), respectively. Their 
physical significance is that 
input output 
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and 
P = P(x, y): (3 + (r::;) 
input output 
for u and v in IEI and x< y. It is clear from the above definition that 
p= k’ whenever all operations are well defined. 
LEMMA Let P E P. If z has a bounded inverse, then P exists with P E P and 
in which case 
p= [X(S), (E, -X(S) Ep) N], (3.1) 
where 
and 
(3.2) 
(3.3) 
with E as the identity in L(B, B). 
The X: (B’, lE8’) was introduced by Redheffer. It is also sometimes called 
Mason’s exchange rule. As for proof, see Mistiri [ 121 and Kailath [ 111. 
The following lemma gives a similar result for P. 
LEMMA 3.2. Let P E P. If t has a bounded inverse, then P exists with 
? E P and in which case 
p= [Y(S), (Em - Y(S) E+)N], (3.4) 
where 
Y(S)= ‘L’ 
( 
-tr’p 
rt ’ 1 z-rrt-‘p ’ (3.5) 
Ep and E, are given in (3.3). 
In view of the fact that 
x2= y*=E and (E, -X(S) Ep)* = (Ep - Y(S) E, )’ = E (3.6) 
the next lemma follows immediately. 
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LEMMA 3.3. Zf PE P and z (or t) have bounded inverse, then 
jLp (or 8= P). (3.7) 
LEMMA 3.4. Zf P, and P, are elements of P, then 
(P, @ P,)“= P, 0 P, (3.8) 
whenever the @-product and the tilda (-) operation are well defined. 
The proof consists of two parts. The first part is that 
X(S, * &I = NS,) * a&), 
and the second part is that 
(E, - X(S, * S,) E ) N, = (X(S,) I%+, + .@,), 
where fij = (E, - X( Si) E _ ) Ni, i = 1.2, and N, is given in (2.3). To prove 
those two equalities is not hard, but it is rather long and complicated. 
Details are not presented here. The following is a companion lemma of 
Lemma 3.4. 
LEMMA 3.5. If P, and P, are elements of P, then 
(P, @ PJ= P, 0 P, (3.9) 
whenever the @-product and the hat (^) operation are well defined. 
With Lemmas 3.4 and 3.5, if t and r have bounded inverses, then is t, P 
(or P c* P) is an isomorphism of the algebra under the multiplication 0 
with that under the @-product for elements in P. Taking advantage of this 
isomorphism, the next lemma follows. 
LEMMA 3.6. If t, t and P have bounded inverse, then 
(i) (P))’ = (P- I)-, 
(ii) (B) ’ = (P-l)-, 
(iii) (B)^= (P)-= P-‘. 
With the above lemmas, a physical interpretation of the multiplication 
0 can be given. 
When two adjacent medii are assembled in series as in Figure 1, then 
i’, (g B,: I(x) + I(z) with I(. ) = 
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PI 0% P;’ @ p*-1 
FIG. 3. lsomorphism Diagram. 
Since H,: Z(x) -+ Z(y) and ii,: Z(y) + Z(z), x 6 y < z, then P2 0 Pi denotes 
cascade of two forward mappings with P, forward by Pi. If p, 0 P, has a 
bounded inverse, then by Lemmas 3.4 and 3.5, 
B, &=(P, @ P*)^=[(P, @P*)-]-‘=(P*~P,)-‘, 
i.e., p, 0 P,: Z(z) + Z(x). The diagram in Fig. 3 will be interesting provided 
tilda and hat operations are well defined. 
4. ANALYTICAL PROPERTIES 
Let 11 )I be the norm defined on It%. If ZE B* then we define 
11412= 11412+ /1412, where Z= 
u 
0 
E Gil*. 
V 
The norm of PE P is given by 
IIPII = Sup IIPZII with l/Zl( = 1. 
A two parameter family P(x, y) E P, -cc <x ,< y < co, is said to be a 
*-se&group of bounded linear operators on R*, R = real, if 
(i) P(x, x)= E 
(ii) P(x,z)=P(x,y)@P(y,z) forx<y<z. (4.1) 
The element P(x, y) E P is said to be strongly continuous at x if for each 
ZE El*, 
(iii) IIP(x,y)Z-III -0 as y-x 
The above @-semigroup can be reduced to the definition of 
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@emigroup by considering the hat (-) operation on P. We define the 
Osemigroup by 
(i) B(.~,x)=Efor all XER (since ~=EEP). 
(ii) P(x, z) = &x., y) Q p(y, z) for x d y < z. This is due to the fact 
P(x, z) = cm Y) 0 P(Y, 41- = &x, Y) 0 &Y, z). (4.2) 
(iii) II&x, y) I- III + 0 as y +x for all ZE H2, 
This is due to a result which we will see later, and which states that P(x, y) 
is strongly continuous at x if and only if P(x, y) is strongly continuous 
at x. 
Furthermore, the O-semigroup can be further reduced to a simpler form 
considering the homogeneous PE P, that is, P(s) = P(y - x) for x < y, 
and in this case the family P(s) with s > 0 forms a regular semi-group of 
bounded linear operators on B2 under 0. 
Let M(y) be the generator of a @-semigroup at y where M(y) is defined 
by 
Wy)Z=jmo$[P(y,y+h)Z-Z] (4.3) 
whenever the limit exists for all ZE E12. The limit is in the strong sense, that 
is, 
as h -0. 
Let D(P: y) denote the domain of M(y). We assume that KD(P; y) # 0. 
If M(y) is the generator for a strongly continuous semigroup P at y then 
usually we write M(y) as follows 
WY) = 
L 
dy) b(y) f(y) 
C(Y) d(Y), k?(Y) 1 
= [C(y). y(y)]. 
In fact, M(y) satisfies the differential equation 
It can be shown that 
LEMMA 4.1. Zf PEP is strongly continuous at y on D(P; y), then 
P(y, y + h) is bounded on D(P; y) for h > 0, and h small. 
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The proof is similar to the 2 x 2 case given by Wang [ 131, therefore, 
details are not presented. The next lemma gives us the relation between P 
and P, whenever it exists, with respect to strong continuity. 
LEMMA 4.2. P E P is strongly continuous at y if and only if P is strongI-v 
continuous at y. 
Proof: Assume P is strongly continuous at y, then for ZE B*. 
llP( y, z) I- III + 0 as z -+ y. Also, by the previous lemma tere exists an 
h>O with h+O such that IIP(y,y+h)Z-Ill ~1. This implies that 
llt( y, y + h) u - ul] < 1, and t--‘(y, y + h) exists, then p( y, y + h) is well 
defined and 
=Il(t~‘-E)u-t~‘pu-t~‘FII*+Ilrt~‘u 
+(z-rt-‘p-E)u+(G-rt -‘F)/l* 
G(llf ’ -EII II4 + lltm’II IIPII II4 + llfP’ll im* 
+ llrll lltplll Ilull + II-4 Ilull + II4 lltm’II IIPII Ilull 
+(llGll + lbll Ilt ‘II II~ll)*-0 as h-+0 
since P(y, y + h) is strongly continuous at y and by the fact that 
t(y,y+h)--+E as h-+0, implies that t ‘(y,y+h)-E=t-‘(y,y+h) 
[E- t( y, y + h)] + 0 as h -+ 0 whenev;r t ’ is bounded. The converse of 
the lemma follows from the fact that P= P. 
Using Lemma 3.2, the next lemma follows. 
LEMMA 4.3. Zf f and P are strongly continuous at y, then M(y) is a 
generator of P if and only ij” 
NY) = [f‘(Y), y^(Y)l = CJ, C(Y), J, Y(Y)l, where J, = 
(4.4) 
is a generator of p and D(P:y)=D(p:y). 
Similar results can be obtained between P and p inview of some sym- 
metric relations between P and P. 
An extended matrix P E P is called dissipative if /I PII 6 1. Physically, this 
definition means for an input-output model, if 
Z output =pzlnput 
4091120’2.3 
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then 
IlLutput IIG IIzinputll. 
PROPOSITION 4.4. If Pie P, i = 1, 2 and both are dissipative, then 
P, @ P, is also dissipative and 
IIP, 0 P2II dmax(llP,ll, llPzll). 
Proof: To prove this lemma, we use the input-output model for a com- 
posite slab x < y d z. 
For the slab x d y let 
(:~~~)=~[x,y)(:~x~) and p(x,~)=p,, (4.5) 
then 
Ib(Y)ll*+ lIv(x)l1’6 IIPll12 (114x)11*+ llV(Y)II’). (4.6) 
For the slab y d z let 
(~?~)=pL~,z)(~~f~) and P(y,z)=P,, (4.7) 
then 
(4.8) 
For the composite slab x d z we have, by (2.7), 
u(z) 
( > 4x1 =P, @P, 
4x) 
( ) u(z) ’ 
I14z)l12 + II@I12 G IIP, 0 P2112 (Il~(x)ll’+ Ilv(z)l12). 
On the other hand, (4.6) and (4.8) give 
l14z)l12 + llv(x)l12 
(4.9) 
6 llP,ll’ (I14X)I12f l14Y)I12)+ 11~2112 (ll~bJ)Il*+ l14z)l12) 
- l14Y)l12 - ll~(Y)ll’ 
or 
IMz)l12 + Il~(X)ll’ 
< lIm2 IM~)lI*+ lIp,ll’ll~~~~ll*+~l/~,ll*~~~ lI~(Y)l12 
+ (llP2112- 1) I14Y)I12. (4.10) 
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Since both P, and P, are dissipative, then 
l14z)l12+ IlWl12G lIPIll l14x)l12+ I/p2112 IIWl12. (4.11) 
Since in (4.9) the right-hand side is the least upper bound for (Ilu(z) + 
ilo(x ‘) then result follows from (4.11). 
In general, we do not have the dissipativity condition for any extended 
scattering matrix PE P, but it is desirable to have an inequality for the 
norm of P, @ P,, without the assumption of dissipativity of P, and P,. 
For this purpose, the following proposition gives a bound on I/P, @ P,JI, 
and Lemma 4.4 becomes a special case. 
PROPOSITION 4.5. Zf P;E P, i = 1, 2 and the @-product is well defined, 
then 
IIP, 0 P211 6 Cl +(m,m,- l)~2~,1”2max(llP111, llP211), 
where 
m=max(II(E-p,r,)~‘II, II(E-r2~,)m’/Ih 
ml =max(llP,l12, 11, 
m2=max(llP2112, I), 
m,=maxW + llp,II)2, (1 + IIp211)*). 
Proof: Here again, we use the input-output model for the composite 
slab x < y < z as we did for previous lemma. (4.5) and (4.7) yield the 
system 
u(~)=(E-~,r2)-’ Ct,u(x)+p,s,u(z)+F,+p,G,l, (4.12) 
u(Y)=(E-~~P~)~’ Cr2t,~(X)+~2~(z)+G2+r2F,1, (4.13) 
where the existence of (E-p,r,)-’ and (E- r,p,)-’ follow from the 
assumption that P, @ P, is well defined. But since 
where * represents elements that are not needed in the computation of the 
following: 
Ilt,~(x)+~,~2~(z)+~,+~,G2112 
G(IlP,I/ + Ib,G211)* (I14x)l12+ lI~24z)l12) 
d(llPIIl + IIPJ llP211)2 (I14x)l12+ IIp2112 Ildz)ll’) 
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and consequently, (4.12) becomes 
Ib(~)ll’G II(~-p,r2)~,l12 (llP,II + llP,II 11~211)2 (I14x)l12+ IIP2112 I14z)l12. 
(4.14) 
Similarly, we have 
which leads to 
Ilr2t,u(x)+z2u(z)+G2r2F,l12 
<W2ll + lIP2Il II~,I/)2w/12 l14x)l12+ l14z)l12) 
and then (4.13) becomes 
II~Y)II~< II(E-r,p,) -,/I2 (lIP2ll + 11~,1112 
x (IIP,/l’ l14x)l12+ I14z)l12). (4.15) 
Substitution of (4.14) and (4.15) in (4.10) yields 
l14z)l12+ 11~~~~112~~~~~11~,112, IIP2 12K1 +(m,m2- l)m24 
x CI14x)I12+ I14Z)l121~ (4.16) 
where details are omitted. From (4.9) and (4.16) we get the desired result. 
We now investigate under what conditions an extended scattering matrix 
P E P can be diagonalized. 
LEMMA 4.6. P= [S, N] E P, with IjSll < 1, llrll < 1 and t has a bounded 
inuerse. Then there exists a 2 x 2-unitary matrix U, and a matrix Q, E [Ip such 
that 
Q, Of’=CU,*XOl, where U, * S = 
Proof Part of the proof concerning the 2 x2-unitary matrix U, can be 
found in [ 131, and from which we have 
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where r* is the adjoint of r and w, is such that 
w,w:+r*r=E and wlr=r*w* 1 ) 
and such that 
For the rest of the proof, since t has a bounded inverse then we form the 
following matrix: 
(4.17) 
where fi= -t-‘F and C?=G-rt-‘F. Clearly Q,EP, and it is easily 
checked that Q, has the desired property. 
By similar arguments we can show the following result: 
LEMMA 4.7. P = [S, N] E [Fp with IlSll d 1, IIplI < 1 and t have a bounded 
inverse. Then there exists a 2 x 2-unitary matrix U, and a matrix Q2 E [FD such 
that 
P* Qz= CS* U,,Ol, where S, * U, = 
where 
Q2=[U2,(cTi*f$] with U2=(Fi iy), (4.18) 
F= F-pz- ‘G and G= ---‘G. 
PROPOSITION 4.8. rf P= [S, IV] E P, where IlSll < 1, llrll < 1 and llpll < 1 
then : 
(i) If t has a bounded inverse, then there are two 2 x 2-unitary matrices 
U1 and U2 and two matrices Ql and Q2 in P such that 
QI = Cu,, N,l, Q2 = CU2301, and Q, 0 P 0 Q2 = IID> 01, 
(4.19) 
where D is diagonal. 
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(ii) If z has a bounded inverse, then (i) holds except in this case Q, and 
Q, are such that 
QI = CU,, 01, Q2 = CU,, NJ. (4.20) 
Proof Let 
U,=(Til it) and U2=(T: ir2) (4.21) 
be two unitary matrices with llr,II < 1 and llpzll < 1. Since llS[l < 1 then 
U, * S * U2 is well defined and if 
(i) t has a bounded inverse then by Lemma 4.6 we have Ql and Q2 as 
given in (4.19). Since U, * S * U2 is well defined, then also Q, @ P @ Q, 
is well defined and by the associtivity of the @-product we get 
where U, * S * U2 is diagonal if r, and p2 are the solutions of the following 
equations: 
r:=r+zp,(E-rp,)-‘t, pT=p+tr,(E-r,r)-‘z. (4.22) 
The existence of such solutions is equivalent to finding a fixed point. 
However, the existence of such a fixed point is established in the scattering 
operator theory (see Wang [13]). 
(ii) r has a bounded inverse exists then by Lemma 4.9 we have Q, and 
Q2 as given in (4.20) and 
Q, * P * Q2 = [U, * S * U,, 0] = [D, 01, 
where D is diagonal and r,, p2 are given by (4.22). 
5. THE DIFFERENTIAL SYSTEM 
Let MY) = CC(y), Y(Y)I be a generator of W, Y) = CYx, Y), N(y)1 E P, 
where x d y d y + h. We start by finding what is known as forward differen- 
tial system by taking the limit of 
(P(x,y+h)-W,y))= {P(x,Y) 0 P(Y,Y+~)-P(x,Y)} 
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where 
F,=(E+ah)p(E-chp)-‘gh+(E+ah)(E-pch)-’P+fh, 
G,=z(E-chp)-‘gh+zch(E-pch)-V+G, 
and where we used Eq. (4.3). Since P is strongly continuous for small h by 
Lemma 4.2, P(x, y + h) E P, then I)pchII < 1 and /Ichpll < 1. Consequently, 
(E - chp) and (E - hcp) have bounded inverses. Hence, F, and G, are well 
defined. The result is 
$ w, Y) = L fj Sk Y), F(x) 1 3 (5.1) 
where 
(Pc+a)F+Pg+f 
(rb+d)G+rf+g > 
(5.2) 
and it is well known that 
~s(J,Y)=B(Y)+A(Y)S(x,Y~+S(x,Y)D(Y)fS(x,Y)C(Y)S(x,?‘) (5.3) 
with 
A(y)= 
U(Y) 0 
( 1 
0 NY) 
o o 9 B(y)= o o 
( 1 
and so on. 
Now consider P(x, y)~ P with generator M(x) and take the limit of 
P(x - h, y) - P(x, y), the backward differential system is obtained. 
- $ Pk Y) = 
[ 
-& S(x, Y), ‘F(x)], 
where 
‘F(x) = 
t(bG+f) 
(rh + d) G + rf + g 
and 
-; S(x,Y)=C(Y)+S(x,Y)A(Y)+~(Y)+~(Y)S(x,Y) 
+ St-T Y) WY) St-? Y ). 
(5.4) 
(5.5) 
(5.6) 
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The above differential systems are nonlinear Riccati systems. The follow- 
ing two propositions are extensions of that for S(x, y) given by Wang [ 131. 
Proofs are straightforward extensions, therefore we only state our extended 
results. 
Let x, be the critical point of (5.1), then P(x, y) has bounded solution 
cannot be extended beyond x,. 
I%~P~~ITION 5.1. Zf P(x, y) E P satisfies (5.1) for all x < y < x, and 
p = p(x, y) is compact, then either 
(i) P(y, x,) is not strongly continuous at y or 
(ii) there is a I E HZ with I # 0 such that 
CE- r(y, x,) P(X, ~11 I= 0. 
PROPOSITION 5.2. Zf P(x, y) E P satisfies (5.1) and S(x, y) is dissipative 
for all x < y; then there exist no interval [x, z] with z > x, in which 
P(x, z) E P satisfies (5.1). 
We shall now use the (j and (“) operations to linearize both system 
(5.1) and (5.4). If PE P and t has a bounded inverse, then p is strongly 
continuous at y and by Lemma 4.3 there exists a generator Q(y) = [$ y^] 
for P= [s, fi] and D(P:y)=D(p:y). It can be shown that 
for all YE D(P: y). Likewise, we show that the generator J?(x) exists and 
consider &x - h, y). After taking the limit as h -+ 0, the following corollary 
is obtained. 
COROLLARY 5.3. If P E P satisfies (5.1) and (5.4), and if t has bounded 
inverse, then P exists and satisfies 
$ &% Y) = [Qx, Y)? 010 Q(y), 
-; f?x, Y) = Q(x) 0 c%, Y), ml, 
(5.7) 
where A(z) = [f(z), f(z)] 
It is observed that symmetric relations such as 
g 3(x, y) = $xy) f’(y) and -; 3(x, y)=i‘(x)d(x,y) 
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for 2 x 2 case has been destroyed in this case. This is also true for P. In this, 
the generator A(y) = -A(y) = [ -c( I?), -y(y)]. 
The remaining section is devoted to the approximate solution of 
P(x, y) E P. For the 2 x 2 case, there are the so-called doubling method and 
the diagonalization method [13]. We shall show that the known 
diagonalization method for 2 x 2 S cannot be extended to P. A new 
procedure is introduced here. 
Let us assume that the extended scattering matrix is dissipative and 
homogeneous, then by Proposition 4.8 
P(x, y) = i P, = P, @ P, 0 . . @ P,, A = y -x/n, P, = P(A), 
and there exist Q, and Q2 E P, 
where D is diagonal. Since 
fi [D, O] = [D”, 01. 
There is a temptation to those Q, and Q2 such that 
Q,=Q and Q2=Q* with Q* @ Q=Q @ Q*=E. 
Then 
Q* 0 IIQ 0 f’, 0 Q*l 0 ... 0 [Q 0 PA 0 Q*l 
O.~.O[Q@f’2OQ*lOQ 
as in the 2 x 2 case. However, if we write 
(5.9) 
where Q,-’ = [ UF, -UTN,], i = 1, 2, with Ui are unitary is constructed in 
Proposition 4.8. To have a useful produces, it is necessary to reduce the a. 
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An additional assumption that S= S* is required. In this case, by (4.21) 
and (4.22), 
rl = p2*, w, = w2, and u, = UT. (5.10) 
Then, use case (ii) of Proposition 4.8 
Q, 0 Qz= [u,, 01 0 Cu,, NJ = CE, Nxl, 
where 
N, = Fz++~z 
w,(E-r @ r,)-’ G, 
(5.11) 
Then, by a direct computation and Lemma 2.6 
Upon applying mathematical induction, we obtain 
h (CD, 01 0 (Q, ’ 0 Q,‘))= Co”, N”1, (5.12) 
where 
t” 0 D”= 0 
( ! 0 z;; 
and 
N”= 
i 
The above analysis leads to the following. 
PROPOSITION 5.4. I’, PE P is a solution of 5.1 or 5.4 under the assumption 
that P= [S, n] is homogeneous and dissipative with S= S*, then 
J-TX, y) = Q,’ 0 CD”, N”1 0 Q, ‘> (5.13) 
where Q, and Q2 are given in Proposition 4.8 with r, = pz and [D”, N”] as 
in (5.12). 
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The importance of Proposition 5.4 lies in the computation of 
approximation solution. That is, if we use the approximation 
P, A [E+MA], 
where M is the generator for P, In practice, M is given. Accordingly, 0, , 
Q2, D”, and p are obtained for E + MA. Then 
is a nth order approximation of P(x, y). The construction is such that 
doubling in n, B” and N” can be easily computed. It can show that as 
n + cc the convergence is uniform. 
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