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Abstract-we consider Predholm integral equations of the form f = 9 + Lf with weakly singular 
kernels (both logarithmic and algebraic). This type of equation appears in the formulation of many 
engineering and physics problems (see [l, p. 5291). W . e Investigate the use of a Brakhagelike iterative 
technique coupled with product integration to solve numerically a variety of such equations. Several 
orders of magnitude of improvement were obtained for smooth solutions, but the method also worked 
well in the more severe cases. 
1. INTRODUCTION 
There exist many techniques and much literature devoted to the numerical solution of singular 
integral equations. In this paper, we concentrate on solutions of 
f(x) = s(z) + J” k(z,t)f(t) ln(/z - tl) dt, a<x<b (I) 
a 
and 
f(x) = g(x) + /d” “$“‘$) dt, a<z<b,O<cr<l, 
using product integration, equally spaced nodes, and a method originated by Brakhage (21 and 
presented by Atkinson [3] and Delves and Mohamed [4]. This technique is designed to utilize 
an iterative procedure that will work when Neumann iteration fails, i.e., when the norm of the 
operator is greater than one. The method is presented in detail in [4] and outlined here. 
2. THE ITERATIVE TECHNIQUE 
For simplicity, we consider a general Fredholm integral equation 
J 
b 
4s) = Y(S) + K(s, t) z(t) dt. (3) 
a
(We assume that the underlying integral operator is compact.) We will approximate the integral 
in (3) using the product integration technique (see [3]). The resulting approximation is 
%(S) = Y(S) + 2 Wn,jK(% &,j) X(Gz,j), (4) 
j=O 
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where n is the number of partitions of the interval ]a, b] used in the numerical integration. Em- 
ploying the NystrLim method, we set s = t+, i = 0,. . . , n and obtain the following set of linear 
equations: 
We want to use the above to define an iterative procedure for solving (5) at the points tn,i, 
i=l ,‘a*> m where m > n. To do this, we write the approximate integral equations with both 
discretizations (m and n) in operator form: 
From (6), it follows that 
(I-K,)Em =y+(K, -&)t,. 
Consequently, we see that 
Hence, given x,,e, (7) yields the iterative scheme 
for k 2 0. 
It is asserted by Atkinson [3] that for sufficiently large n, the iterative scheme (8) converges, 
and Delves and Mohamed (41 point out that this is a reasonable assumption. A form for the 
scheme that is more computationally oriented is the following (see (3,4]): 
(9) 
where 
Our modification consists of using interpolation to construct the solution at the larger number 
of points from the solution at the smaller number. More specifically, quartic interpolation with 
appropriate end point adjustments is more than adequate for our purposes. Usually, the Bra&age 
technique employs the Nystriim method [3] for the construction; however, we felt that this did 
not maintain the accuracy which had been achieved with the quadrature method used. It turns 
out that the interpolation procedure is not only more accurate, but also less costly in computer 
time. In the interest of clarity, we should mention that this interpolation which is of degree four 
is completely independent of the interpolation used in the product quadrature method (for the 
solution at the smaller number of points), which is of degree one or two. 
We point out that this method requires the numerical solution of only the smaller size linear 
system and hence is much more efficient than simply increasing the size of n in the one-step prod- 
uct integration method. Since much experimental data is collected for equally spaced reference 
points, we used equally spaced quadrature points with both linear and quadratic interpolation 
of the solution. (Only the results for the quadratic interpolation are presented here; the linear 
works well also, but, of course, with a slower rate of convergence.) 
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Figure 1. Error vs. x for log kernel with f(z) = z3. 
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Figure 2. Error vs. x for log kernel with f(x) = x1i2. 
3. NUMERICAL EXAMPLES 
We begin by applying the method to equations of the form (1) for simple kernels with loga- 
rithmic singularities. We first let k(z,t) = 1, and a = 0, b = 1, and look at results for solution 
functions of the form f(z) = to for several values of ,8. Results of the computations can be seen 
in Figures l-3, where the lower curve, in each case, represents the Brakhage-like modification 
and the upper curve is from simple product integration. 
In each case, the smaller number of intervals n, has been chosen to be 32 and the larger number 
has been chosen to be 10n. The error is computed pointwise and is displayed graphically across 
the interval. 
We see in each case, that 10 Brakhage iterations produce a considerable enhancement over 
the original product integration solution. Since the error depends on the differentiability of the 
solution function, we expect, as we see, that the results for f(z) = z3 are better than those for 
f(z) = zl/s and that those for f(z) = xm112 are the poorest of the three. 
We next consider the following solution function which appeared in (51: 
f(x) = 
( 
10 2 E (0,0.5), 
-90s + 55 2 E (0.5,0.6), 
1 z E (0.6,1). 
For this function, we look at the product integration solution and the Brakhage solution for 
various values of n (the smaller number of intervals) with the larger number of intervals being 10n. 
(See Table 1.) We see that for n = 16, we have decreased the error by 10 orders of magnitude. 
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Table 1. Brakhage improvement for various n. 
n Product integration Brakhage 
4 1.156435354147683 1 1.6743626285023816E05 
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Figure 3. Error vs. r for log kernel with f(r) = x-l/‘. 
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Figure 4. Error vs. I for f(r) = z3.21(1 - z)3.61 and a = 0.5. 
Roundoff makes the error slightly higher for larger values of n. Therefore, for this function, 16 
seems to be the optimal choice. This method compares quite favorably with the adaptive scheme 
of [5] for this function. The data for the entire table was generated in about five minutes on a 
moderate sized machine (Stardent 1500). 
We next construct solutions to (2) of the form 
f(z) = zfl(l - CC)‘. 
(For simplicity, we have only considered cases where Ic(z,t) = 1, but we believe these results 
will extend.) Figure 4 shows the absolute error versus z for a solution function with p = 3.21, 
y = 3.61, n = 32, and k = 10, where the three curves represent 1, 5 and 10 Brakhage iterations. 
We again see that 10 Brakhage iterations provide a very nice error dimunition. 
In Figure 5, we study the error improvement for different values of k. In each case, we have 
started with a discretization of 32 intervals for the product integration method and then used 32k 
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Figure 6. Error vs. o for various /3 and y. 
for the larger set of intervals needed by the Brakhage technique. Figure 6 shows the average 
error after 10 Brakhage iterations using n = 32 and k = 10 (where the larger number of intervals 
is kn) plotted against CY for four choices of P and y. Again, we see that the error depends on 
the differentiability of the solution function. We also draw attention to the unusual peak in the 
error. This is explained by the elfinvalue phenomenon; computations are affected for those cy for 
which J! = 1 is an eigenvalue of the integral operator (see [S]). 
4. CONCLUSIONS 
We conclude that the Brakhage iterative technique coupled with product integration using qua- 
dratic interpolation at equally spaced nodes is very successful when applied to integral equations 
with weakly singular kernels. We note that both types of kernels investigated possessed & norms 
bigger than 1 (the norm of the operator involved in equation (1) is between 1.54 and 1.87, and 
the norm in equation (2) lies between 1 and 2a/l - a), and hence the usual Neumann iteration 
is inappropriate. As we have seen, Brakhage iteration works extremely well for a variety of test 
functions. 
Considerable effort, was given to explore the technique for use with strongly singular ker- 
nels as well. After much computational experimentation, we conclude that the method fails for 
Hadamard (finite-part) and Cauchy singular kernels except in the case of a fixed Cauchy singular- 
ity. This is not unexpected since the operators involved are either not compact or not bounded. 
(This agrees with recent results of Atkinson for a two-step method [7].) One can, however, achieve 
error enhancement using extrapolation techniques (see [8]). 
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REMARKS. The numerical work was done on a Stardent 1500 computer. A FORTRAN code of 
about 300 lines was constructed for the computations described in this paper; in addition, routines 
from LINPACK were used to solve the linear systems. A copy of the program is available upon 
request from the author. 
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