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IMPULSE CONTROL MAXIMIZING AVERAGE COST PER UNIT
TIME: A NONUNIFORMLY ERGODIC CASE∗
JAN PALCZEWSKI† AND ŁUKASZ STETTNER‡
Abstract. This paper studies maximization of an average cost per unit time ergodic functional
over impulse strategies controlling a Feller–Markov process. The uncontrolled process is assumed to
be ergodic but, unlike the extant literature, the convergence to invariant measure does not have to
be uniformly geometric in total variation norm; in particular, we allow for nonuniform geometric or
polynomial convergence. Cost of an impulse may be unbounded, e.g., proportional to the distance
the process is shifted. We show that the optimal value does not depend on the initial state and
provide optimal or ε-optimal strategies.
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1. Introduction. Let (Xt) be a Feller–Markov process on (Ω, F, (Ft)) with val-
ues in a locally compact space E with the metric ρ and Borel σ field E . The process
starting from x at time 0 generates a probability measure Px; Ex denotes a related
expectation operator. Process (Xt) is controlled by impulses (τ, ξ): at time τ the
process is shifted from the state Xτ to the state ξ at the cost of c(Xτ , ξ) and follows
its dynamics until the next impulse. We assume that impulses shift the process to
a compact set U ⊆ E, i.e., ξ ∈ U and the cost function c is negative, continuous
and uniformly bounded away from zero.1 A strategy V = (τi, ξi) is admissible for
x ∈ E if τi form an increasing sequence of stopping times (possibly taking the value
∞) with limi→∞ τi = ∞, Px-a.s. To describe the evolution of the controlled process
we introduce a construction of [18, section 2] which follows ideas of [15]. Namely, we
consider Ω = D(R+, E)∞, where D(R+, E) is a canonical space of right continuous,
left limited functions on R+ taking values in E. We assume that (F 1t ) is a canonical
filtration on D(R+, E) and inductively define Fn+1t = Fnt ⊗ Ft. The stopping times
τi are adapted F it × {∅, D(R+, E)}∞ while the impulses ξi to F iτi × {∅, D(R+, E)}
∞.
The trajectory of the controlled process (Xt) is defined using coordinates xn of the
canonical space Ω, i.e., Xt = xnt for t ∈ [τn−1, τn), with τ0 = 0. Given an impulse
strategy V following [18, section 2] and [15, Chapter 5 and Appendix 2] we define a
probability measure P on Ω. Although the controlled process (Xt) and probability
measure P depend on the control strategy V in what follows we shall not indicate that
explicitly.
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1In a slightly misleading way, we call c the cost. As it stands in functional (1) with a plus sign, it
is assumed to be negative and bounded away from zero, i.e., there is a minimum cost of an impulse.
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IMPULSE CONTROL MAXIMIZING COST PER UNIT TIME 937
Our goal is to maximize over all admissible strategies the functional
(1) J
(
x, (τi, ξi)
)
= lim inf
T→∞
1
T
Ex
{∫ T
0
f(Xs)ds+
∞∑
i=1
1τi≤T c(Xτi−, ξi)
}
,
where f is a continuous bounded function and Xτi− is the state of the process before
the ith impulse with a natural meaning if there is more than one impulse at the same
time. Alternatively, we shall also consider a weaker form of (1), namely,
(2) Jˆ
(
x, (τi, ξi)
)
= lim inf
n→∞
1
Ex{τn}E
x
{∫ τn
0
f(Xs)ds+
n∑
i=1
1τi≤T c(Xτi−, ξi)
}
,
assuming that (τn) are such that Ex{τn} <∞.
Controlling random systems by impulses, i.e., discrete interventions, is often the
only feasible strategy from an application point of view and, therefore, the literature
is extensive. For applications in finance, the reader is referred to [5, 10] and references
therein. Intensive studies of impulse control of diffusions and diffusions with jumps
are presented in [4]. Impulse control of Markov processes with average cost per unit
time criterion (1) was studied first in [16, 17] under uniform ergodicity assumption
for constant cost for impulses. These results were extended to a separated cost (for
a definition see Proposition 3.13) in [18] and to quasi-compact transition semigroups
in [19]. The problem was also studied under some compactness assumptions in [6].
Ergodic impulse control of diffusion processes on bounded domains was studied in
[9] and [14]. The extension to unbounded domains, although in R only, with linear
impulse cost function c depending on the size of an impulse and with f ≤ 0 was
tackled in [7]. Average cost per unit time functionals have also been widely studied
in a different setting where the control affects the diffusion process continuously; see
the monograph [2] for a detailed discussion.
Solution of problems of the form (1) and (2) usually follows through a study of
an auxiliary Bellman equation
(3) w(x) = sup
τ
lim inf
T→∞
Ex
{∫ τ∧T
0
(f(Xs)− λ)ds+Mw(Xτ∧T )
}
,
where Mw(x) = supξ∈U [w(ξ) + c(x, ξ)]. The solution is a pair: a function w : E → R
and a constant λ. One of the main contributions of this paper is showing that when
the process is not uniformly ergodic or the cost function c is unbounded, (3) has a
solution. The function w, which we will often call the value function, is unbounded
as is Mw. We prove that the constant λ in the solution to the Bellman equation (3)
is an optimal value for the functional Jˆ and frequently also for J , while an optimal
stopping time for (3) provides times of consecutive impulses in the optimal strategy.
The impulses themselves are given by the maximizer of Mw(x) which is shown to
depend continuously on x and, therefore, is measurable.
The novelty of this paper is that
• the uncontrolled process (Xt) is not uniformly ergodic,
• the cost function is not bounded, hence it can measure the size of an impulse
using the distance between the state before and after the impulse.
To the best of our knowledge, this paper is the first significant extension of a gen-
eral theory of ergodic impulse control of Feller–Markov processes since 1980s. The
relaxation of uniform ergodicity opens up the theory applicable to many ergodic pro-
cesses encountered in applications, including an Ornstein–Uhlenbeck process with
Levy noise.
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938 JAN PALCZEWSKI AND ŁUKASZ STETTNER
The paper is structured as follows. Section 2 provides preliminary results for
α-potentials of centered f . In section 3 we address the impulse control problem with
average cost per unit time functional (1) and (2) and an unbounded cost for a non-
uniformly ergodic underlying process under an assumption that the zero-potential of
centered f is bounded from below. This restriction is relaxed in section 4, where,
using approximation techniques, we show that the optimal values in (1) and (2) do
not depend on x. We also provide ε-optimal strategies through solutions to auxiliary
impulse control problems that satisfy assumptions of section 3.
2. Preliminaries. We write Pt for the semigroup, acting on bounded Borel func-
tions, corresponding to the (uncontrolled) Markov process (Xt): Ptφ(x) = Ex{φ(Xt)}.
A transition probability measure is denoted by Pt(x, ·) := Px{Xt ∈ ·}. We make the
following assumptions:
(A1) (Weak Feller property)
Pt C0 ⊆ C0,
where C0 is the space of continuous bounded functions E → R vanishing in
infinity.
(A2) There is a unique probability measure µ on E , a function K : E → (0,∞)
bounded on compacts, and a function h : [0,∞)→ R+ such that
∫∞
0
h(t)dt <
∞ and for any x ∈ E
‖Pt(x, ·)− µ(·)‖TV ≤ K(x)h(t),
where ‖ · ‖TV denotes the total variation norm. Furthermore, Ex {K(XT )} <
∞ for each T ≥ 0, and for any compact set Γ ⊂ E and a sequence of sets
AT ∈ FT
lim
T→∞
sup
x∈Γ
Px {AT } = 0 =⇒ lim
T→∞
sup
x∈Γ
Ex{1ATK(XT )} = 0.
Assumption (A1) is necessary to establish the existence of optimal stopping times
for general weak Feller processes (a counterexample when it is relaxed is provided at
the end of section 3.1 in [11]). The class of weakly Feller processes (A1) comprises
Levy processes [1, Theorem 3.1.9], solutions to stochastic differential equations with
continuous coefficients driven by Levy processes (see, e.g., [1, Theorem 6.7.2]).
The first part of assumption (A2) is satisfied by nonuniform geometrically ergodic
or polynomially ergodic processes; see discussion and examples in [12, section 6].
The second part of assumption (A2) is weaker than requiring that random variables
{K(XT ), T ≥ 0} are uniformly integrable for initial states x of (Xt) from compact
sets. However, the following condition which implies uniform integrability is more
explicit to verify: supx∈Γ supT≥0 Ex{K(XT )1+β} < ∞, for any compact set Γ and
some β > 0 possibly depending on Γ. It is easy to verify using this condition that a
standard Ornstein–Uhlenbeck process satisfies assumption (A2).
Lemma 2.1. Under (A1) the operator Pt transforms continuous bounded from
above functions into upper semicontinuous functions bounded from above.
Proof. By [11, Corollary 2.2] the semigroup Pt transforms continuous bounded
functions into continuous bounded functions. Approximating a continuous function
ϕ bounded from above by a sequence of bounded functions ϕn = max(ϕ,−n) and
applying Fatou’s lemma completes the proof.
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IMPULSE CONTROL MAXIMIZING COST PER UNIT TIME 939
Let, for α ≥ 0,
(4) qα(x) = Ex
{∫ ∞
0
e−αt(f(Xt)− µ(f))dt
}
with q := q0. We have the next lemma.
Lemma 2.2. Under (A1) and (A2) we have that qα(x)→ q(x) uniformly on com-
pact sets as α→ 0, and q is a continuous function such that for any bounded stopping
time τ
(5) q(x) = Ex
{∫ τ
0
(f(Xt)− µ(f))dt+ q(Xτ )
}
.
Moreover, for any compact set Γ ⊂ E and a sequence of sets AT ∈ FT we have
(6) lim
T→∞
sup
x∈Γ
Px {AT } = 0 =⇒ lim
T→∞
sup
x∈Γ
sup
α∈[0,1)
Ex{1AT |qα(XT )|} = 0.
Proof. By (A2) we have that |qα(x)| ≤ K(x)‖f‖
∫∞
0
h(t)dt for α ∈ [0, 1), where
‖ · ‖ is the supremum norm, so qα(x) is well defined. Now
|q(x)− qα(x)| ≤
∫ ∞
0
(1− e−αt)|Pt(f − µ(f))(x)|dt ≤
∫ ∞
0
(1− e−αt)K(x)‖f‖h(t)dt→ 0
(7)
as α → 0 uniformly on compact sets, because K(x) is bounded on compact sets.
Consequently, since under (A1) qα is a continuous function, we have that q is also
continuous. We have
sup
x∈Γ
sup
α∈[0,1)
Ex{1AT |qα(XT )|} ≤ sup
x∈Γ
Ex{1ATK(XT )}‖f‖
∫ ∞
0
h(t)dt→ 0
as T → ∞ provided that limT→∞ supx∈Γ Px {AT } = 0. It remains to show (5). For
α > 0 and T ≥ 0 we have qα(x) = Ex{
∫ T
0
e−αt(f(Xt) − µ(f))dt + e−αT qα(XT )}.
Easily, limα→0 Ex
{ ∫ T
0
e−αt(f(Xt)− µ(f))dt
}
= Ex
{ ∫ T
0
(f(Xt)− µ(f))dt
}
. Denoting
L = ‖f‖ ∫∞
0
h(t)dt and using (A2) we obtain∣∣Ex {e−αtqα(Xt)}− Ex {q(Xt)} ∣∣
≤ (1− e−αt)Ex {|qα(Xt)|}+ Ex {|qα(Xt)− q(Xt)|}
≤ (1−e−αt)LEx{K(Xt)}+ Ex
{
1ρ(x,Xt)<R|qα(Xt)−q(Xt)|
}
+ Ex
{
1ρ(x,Xt)≥RLK(Xt)
}
= aα + bα + cR.
Clearly aα → 0 as α → 0. By (7) also limα→0 bα = 0 for any fixed R. By (A1) and
[11, Proposition 2.1] taking into account integrability of K(Xt) we obtain that cR → 0
as R →∞. Consequently, q(Xt) is integrable and q(x) = Ex
{ ∫ T
0
(f(Xt)− µ(f))dt+
q(XT )
}
, from which it follows that Zs =
∫ s
0
(f(Xt)− µ(f))dt+ q(Xs) is a martingale
and we immediately have (5).
3. Optimal control when q is bounded from below. We make the following
standing assumption for the cost function c:
(B1) There is c < 0 such that c(x, x′) ≤ c for (x, x′) ∈ E × U , and for z, z′ ∈ U
(8) c(x, z) ≥ c(x, z′) + c(z′, z).
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940 JAN PALCZEWSKI AND ŁUKASZ STETTNER
Define c(x) = infa∈U c(x, a) and c¯(x) = supa∈U c(x, a). Denote by S the family
of stopping times taking finite values only and by S¯ the extension of the latter to
stopping times with possibly infinite values. We follow a convention that, unless
specified otherwise, all stopping times are from S¯.
We will follow a vanishing discount approach; see, e.g., [16]. We consider first
a discounted cost impulse control problem which consists in maximization of the
functional
(9) Jα
(
x, (τi, ξi)
)
= Ex
{∫ ∞
0
e−αsf(Xs)ds+
∞∑
i=1
1τi<∞e
−ατic(Xτi−, ξi)
}
over admissible impulse strategies2 (τi, ξi) with the optimal value denoted by vα(x).
Using vα we will then obtain a sequence of functions converging, as α → 0, to w in
(3). From there, we will derive an optimal value and an optimal strategy for (1).
The following assumption is used for characterization of the value function vα as
a fixed point of an appropriate Bellman operator:
(B2) For any compact set Γ ⊂ E and any T > 0, the random variable ζT =
supt∈[0,T ] |c(Xt)| is uniformly integrable with respect to Py for y ∈ Γ, i.e.,
lim
n→∞ supy∈Γ
Ey{ζT 1ζT>n} = 0.
For a continuous function v, consider an operator
(10) T v(x) := sup
τ∈S¯
Ex
{∫ τ
0
e−αsf(Xs)ds+ 1τ<∞e−ατMv(Xτ )
}
,
where Mv(x) := supξ∈U [c(x, ξ) + v(ξ)] and its approximation
TLv(x) := sup
τ∈S¯
Ex
{∫ τ
0
e−αsf(Xs)ds+ e−ατMLv(Xτ )
}
with MLv(x) := supξ∈U [c(x, ξ) ∨ (−L) + v(ξ)]. In the definition of operator TL, the
indicator 1τ<∞ is omitted intentionally as MLv is bounded, so for infinite value of τ
the discounting makes that term equal 0.
Define a functional with a truncated cost function
(11) JLα
(
x, (τi, ξi)
)
= Ex
{∫ ∞
0
e−αsf(Xs)ds+
∞∑
i=1
e−ατi
(
c(Xτi−, ξi) ∨ (−L)
)}
,
and denote its optimal value by vLα(x).
Lemma 3.1. Assume (B2) and that v is a continuous function with ‖v‖ ≤ ‖f‖/α.
For each n ≥ 1, the limits
lim
L→∞
T nL v(x) = T nv(x), lim
L→∞
MLT nL v(x) = MT nv(x)
are uniform in x from compact sets.
2Recall that (τi, ξi) is an admissible strategy if (τi) is a nondecreasing sequence of stopping times
from S¯ and ξi ∈ U are Fτi -measurable random variables. For more details including construction of
the controlled process, see the introduction.
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IMPULSE CONTROL MAXIMIZING COST PER UNIT TIME 941
Proof. Define TT v(x) = supτ Ex
{ ∫ τ∧T
0
e−αsf(Xs)ds+ 1τ≤T e−ατMv(Xτ )
}
. Take
any stopping time τ and let τˆ = τ1τ≤T +∞1τ>T ∈ S¯. Then τˆ brings up the same
value of the functional for T as τ brings in functional for TT . Hence T v ≥ TT v. Due
to the boundedness of Mv(x) from above by ‖f‖/α, we have for any T > 0
T v(x)− TT v(x) ≤ sup
τ
Ex
{∫ τ
τ∧T
e−αsf(Xs)ds+ 1T<τ<∞e−ατMv(Xτ )
}
≤ sup
τ
Ex
{‖f‖
α
(
e−α(τ∧T ) − e−ατ)+ 1T<τ<∞e−ατ ‖f‖
α
}
= sup
τ
Ex
{
1τ>T e
−αT ‖f‖
α
}
= e−αT
‖f‖
α
.
Similarly,
0 ≤ TLv(x)− sup
τ
Ex
{∫ τ∧T
0
e−αsf(Xs)ds+ 1τ≤T e−ατMLv(Xτ )
}
≤ e−αT ‖f‖
α
.
Hence,
0 ≤ TLv(x)− T v(x) ≤ sup
τ
Ex
{
1τ≤T e−ατ
(
Mv(Xτ )−MLv(Xτ )
)}
+ 2e−αT
‖f‖
α
≤ Ex{ζT 1ζT>L}+ 2e−αT
‖f‖
α
,
where ζT is defined in assumption (B2). The second term can be made arbitrarily
small by choosing T sufficiently large. The first term converges to 0 as L → ∞
uniformly in x from compact sets by (B2). Hence, TLv(x) converges, as L → ∞,
to T v(x) uniformly in x from compact sets. Then, limL→∞MLTLv(x) = MT v(x)
uniformly on compacts. Proceeding by induction and using arguments similar to those
above, the proof of the lemma is completed.
Lemma 3.2. Assume (B2) and that v is a continuous function with ‖v‖ ≤ ‖f‖/α.
Then in (10) the supremum can be restricted to finite stopping times:
(12) T v(x) = sup
τ∈S
Ex
{∫ τ
0
e−αsf(Xs)ds+ e−ατMv(Xτ )
}
.
Proof. From the proof of Lemma 3.1, ε-optimal stopping times τ for T v(x) take
values in [0, T ] ∪ {∞} for some T depending on ε. Under assumption (A2) there is a
compact set K ⊂ E with µ(K) > 0, so it is recurrent. Define σ1 = inf{t ≥ T : Xt ∈
K} and σn+1 = inf{t ≥ σn + 1 : Xt ∈ K}. Then σn <∞ and limn→∞ σn =∞. Set
τn = τ ∧ σn. The boundedness of Mv on K and boundedness of f yield then
Ex
{∫ τ
0
e−αsf(Xs)ds+ 1τ<∞e−ατMv(Xτ )
}
= lim
n→∞E
x
{∫ τn
0
e−αsf(Xs)ds+ e−ατnMv(Xτn)
}
.
The finding of the above lemma that the supremum in (10) can be restricted to
finite stopping times will be used implicitely in the proof of Theorem 3.3.
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942 JAN PALCZEWSKI AND ŁUKASZ STETTNER
Theorem 3.3. Under the assumptions (A1) and (B2), the function vα is contin-
uous and it is a solution to the equation
(13) vα(x) = sup
τ∈S
Ex
{∫ τ
0
e−αsf(Xs)ds+ e−ατMvα(Xτ )
}
,
where Mv(x) := supξ∈U [c(x, ξ) + v(ξ)]. Furthermore, |vα| ≤ ‖f‖α and it is approxi-
mated by vLα(x) uniformly in x from compact sets.
Proof. Without loss of generality we can assume that f ≥ 0 in (9). Notice also
that if ‖v‖ ≤ ‖f‖/α, then ‖T v‖ ≤ ‖f‖/α. Let r(x) = Ex {∫∞
0
e−αsf(Xs)ds
}
be
the resolvent of f . The sequence T nr(x) is nondecreasing and bounded and there-
fore converges to a fixed point of (13). Thanks to the boundedness of the functional
JLα , classical results yield that the function T nL r(x) is continuous. By Lemma 3.1,
T nL r(x) → T nr(x) as L → ∞ uniformly in x from compact sets, which implies
the continuity of T nr(x). Using standard supermartingale arguments of Theorem
V.2.1 and Lemma II.2.2 in [15] one can show that T nL r(x) corresponds to the optimal
value of the functional JLα
(
x, (τi, ξi)
)
over impulse strategies consisting of at most
n impulses. For a fixed strategy (τi, ξi) the monotone convergence theorem implies
limL→∞ JLα
(
x, (τi, ξi)
)
= Jα
(
x, (τi, ξi)
)
. Hence, T nr(x) is the optimal value of the
functional Jα
(
x, (τi, ξi)
)
for strategies restricted to at most n impulses.
For ε > 0, let Vε be an ε-optimal strategy for vα(x). Denote by NT the number
of impulses of this strategy up to and including time T . Then
−‖f‖
α
− ε ≤ Jα
(
x, Vε
) ≤ ‖f‖
α
+ e−αT cEx {NT } ,
from which it follows that Ex {NT } ≤ eαT−c (2‖f‖α + ε). Denote by Vε,n the strategy Vε
restricted to n impulses. For T > 0 using the above bound for Ex{NT }, we obtain
∣∣Jα(x, Vε)− Jα(x, Vε,n)∣∣ ≤ 2‖f‖
α
Ex
{
e−ατn+1
} ≤ 2‖f‖
α
Ex
{
e−αT 1τn+1>T + 1τn+1≤T
}
≤ 2‖f‖
α
(
e−αT + Px {NT ≥ n+ 1}
)
≤ 2‖f‖
α
(
e−αT +
eαT
−(n+ 1)c
(
2
‖f‖
α
+ ε
))
.
Since the right-hand side does not depend on x, letting n→∞ then T →∞ and taking
into account the ε-optimality of Vε we have that T nr(x) converge uniformly (in x ∈ E)
to vα(x). Identically, we prove limn→∞ supL≥−c |T nL r(x) − vLα(x)| = 0 uniformly in
x ∈ E. This, together with assertions of Lemma 3.1, implies that vLα(x) → vα(x)
uniformly in x from compact sets.
Remark 3.4. In the case when c is bounded the assertions of Theorem 3.3 follow
directly from [15] or [18].
Fix z ∈ U . It will be an anchor point for further definition of functions wα. We
have the following bounds for vα and for the difference vα(x)− vα(z).
Lemma 3.5. We have vα(x) ≥ c(x, z) + vα(z) for x ∈ E and
(14) c(x, z) ≤ vα(x)− vα(z) ≤ −c(z, x) for x ∈ U.
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IMPULSE CONTROL MAXIMIZING COST PER UNIT TIME 943
Proof. Clearly, vα(x) ≥Mvα(x) ≥ c(x, z) + vα(z). Whenever x ∈ U we also have
vα(z) ≥Mvα(z) ≥ c(z, x) + vα(x).
Define wα(x) = vα(x) − vα(z) for x ∈ E. We deduce from Lemma 3.5 a bound
on wα on U which is independent of α:
(15) sup
x∈U
|wα(x)| ≤ sup
x∈U
{|c(x, z)| ∨ |c(z, x)|} := κ.
From (13) we obtain easily the following equation for wα:
(16) wα(x) = sup
τ∈S
Ex
{∫ τ
0
e−αs(f(Xs)− αvα(z))ds+ e−ατMwα(Xτ )
}
.
Define DU = inf {s ≥ 0 : Xs ∈ U} and t(x) = Ex {DU}. We make the following
assumption:
(B3) For any compact set Γ ⊂ E we have supx∈Γ t(x) <∞.
Lemma 3.6. Under assumption (B3)
(17) c(x, z) ≤ wα(x) ≤ Ex {DU} ‖f − αvα(z)‖+ κ.
Proof. Define wLα(x) = vLα(x)− vLα(z). Similarly as above, we show
wLα(x) = sup
τ
Ex
{∫ τ
0
e−αs(f(Xs)− αvα(z))ds+ e−ατMLwLα(Xτ )
}
and supx∈U |wLα(x)| ≤ κ. Since MLwLα is bounded, standard supermartingale results
yield that for any stopping time σ
wLα(x) = sup
τ
Ex
{∫ τ∧σ
0
e−αs(f(Xs)− αvLα(z))ds+ 1τ<σe−ατMLwLα(Xτ )
+ 1σ≤τe−ασwLα(Xσ)
}
.
Apply the above formula for σ = DU and, taking into account negativity of c and the
upper bound on wLα on U , observe that MLwLα(Xτ ) ≤ κ and wLα(XDU ) ≤ κ. Hence
wLα(x) ≤ Ex {DU} ‖f − αvLα(z)‖+ κ. Since by Theorem 3.3 vLα(x) converges to vα(x)
uniformly in x from compact sets, taking in the above inequality the limit L → ∞
gives (17). Finally, by Lemma 3.5, c(x, z) ≤ wα(x).
Lemma 3.7. For each x ∈ E
(18) lim inf
α→0
αvα(x) ≥ µ(f).
Proof. Let Rαf(x) := Ex
{∫∞
0
e−αsf(Xs)ds
}
be the resolvent of f . From vα(x) ≥
Rαf(x) we have
lim inf
α→0
αvα(x) ≥ lim inf
α→0
αRαf(x) = lim inf
α→0
∫ ∞
0
e−uP u
α
f(x)du = µ(f).
Recall that qα(x) = Ex
{∫∞
0
e−αs
(
f(Xs)− µ(f)
)
ds
}
. We shall assume that qα is
uniformly in α bounded from below.
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944 JAN PALCZEWSKI AND ŁUKASZ STETTNER
(B4) supα∈[0,1] ‖q−α ‖ <∞, where q−α stands for the negative part of qα.
Lemma 3.8. Under (A1), (A2), and (B3), if the set Kf := {x ∈ E : f(x) ≤ µ(f)}
is compact, then (B4) holds.
Proof. We have f(x) ≥ µ(f) on Kcf , so
qα(x) = Ex
{∫ DU∧DKf
0
e−αs(f(Xs)− µ(f))ds+ e−αDU∧DKf qα(XDU∧DKf )
}
≥ Ex
{
e−αDU∧DKf qα(XDU∧DKf )
}
≥ − sup
y∈U∪Kf
q−α (y),
where DKf = inf{t ≥ 0 : Xt ∈ Kf}. By Lemma 2.2, qα is continuous and converges
to q, as α→ 0, uniformly on compact sets, hence the last term in the expression above
is uniformly bounded in α ∈ [0, 1].
Since for any stopping time τ ∈ S and α > 0
qα(x) = Ex
{∫ τ
0
e−αs(f(Xs)− µ(f))ds+ e−ατqα(Xτ )
}
we obtain from (16)
wα(x)− qα(x) = sup
τ∈S
Ex
{∫ τ
0
e−αs
(
µ(f)− αvα(z)
)
ds+ e−ατ
(
Mwα(Xτ )− qα(Xτ )
)}
.
(19)
Clearly, ε-optimal stopping times in (16) and (19) coincide. In the following lemma
we provide an upper bound on them.
Lemma 3.9. Assume (B4) and that v := lim supα→0 αvα(z) > µ(f). Then for any
δ < v − µ(f) and any α ∈ Λ := {α′ : α′vα′(z) > µ(f) + δ} we may restrict ourselves
in (16) and (19) to stopping times τ satisfying the bound
(20) Ex
{
1
α
(1− e−ατ )
}
− 1
αvα(z)− µ(f))E
x
{
e−ατ c¯(Xτ )
} ≤ Z(x),
where Z(x) = supα∈(0,1)
κ++‖q−α ‖+qα(x)−c(x,z)
δ for an arbitrarily small ε > 0. More-
over, Z(x) is bounded on compact sets.
Proof. Lemma 2.2 and assumption (B4) imply that supα∈(0,1)
(‖q−α ‖ + qα(x) −
c(x, z)
)
is bounded on compact sets and, therefore, so is Z(x). For a given ε > 0,
every ε-optimal stopping time in (19) satisfies
wα(x)−qα(x)−ε≤(µ(f)−αvα(z))Ex
{
1
α
(1−e−ατ )
}
+Ex
{
e−ατ sup
a∈U
c(Xτ , a)
}
+κ+‖q−α ‖.
Therefore,
(αvα(z)− µ(f))Ex
{
1
α
(1− e−ατ )
}
− Ex {e−ατ c¯(Xτ )}
≤ κ+ ε+ ‖q−α ‖+ qα(x)− c(x, z) ≤ Z(x)(αvα(z)− µ(f)),
from which we obtain (20).
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Complementing the above result are the following simple lemmas.
Lemma 3.10. For any nonnegative random variable τ and α > 0
P{τ > T} ≤ E
{
1
α (1− e−ατ )
}
1
α (1− e−αT )
.
Proof. Notice that t 7→ 1α (1− e−αt) is increasing for α > 0, hence
E
{
1
α
(1− e−ατ )
}
≥ P{τ > T} 1
α
(1− e−αT ).
Lemma 3.11. The mapping x 7→Mwα(x) is uniformly in α ∈ (0, 1) equicontinu-
ous on each compact subset of E.
Proof. The assertion is a consequence of the estimate |Mwα(x) −Mwα(x′)| ≤
supξ∈U |c(x, ξ)− c(x′, ξ)|.
Recalling that c(x) = infa∈U c(x, a), we assume the following:
(B5) For any compact set Γ ⊂ E and a sequence of events AT ∈ FT , T > 0, we
have
lim
T→∞
sup
x∈Γ
Px {AT } = 0 =⇒ lim
T→∞
sup
x∈Γ
Ex{1AT |c(XT )|} = 0.
In a classical case when c is bounded, (B5) is trivially satisfied.
Theorem 3.12. Under (A1)–(A2), (B1)–(B5), if lim supα→0 αvα(z) =: λ > µ(f),
then there exists a continuous function w which is a solution to the following equation:
(21) w(x) = sup
τ
lim inf
T→∞
Ex
{∫ τ∧T
0
(f(Xs)− λ)ds+Mw(Xτ∧T )
}
.
Moreover w(z) = 0,
(22) c(x, z) ≤ w(x) ≤ Ex {DU} ‖f − λ‖+ κ,
and
(23) c(x)− κ ≤Mw(x) ≤ κ.
For any impulse strategy V = (τi, ξi), such that Ex {τi} <∞ for each i, we have that
(24) w(x) ≥ Ex
{∫ τn
0
(
f(Xs)− λ
)
ds+
n∑
i=1
c(Xτi−, ξi) + w(ξn)
}
,
where (Xs) denotes the process controlled by the strategy V . We have equality in (24)
for the strategy V ∗ = (τ∗i , ξ∗i ) defined as follows: τ∗1 = inf {s ≥ 0 : w(Xs) = Mw(Xs)},
τ∗n+1 = τ
∗
n + τ
∗
1 ◦ θτ∗n , where θt is a Markov shift operator, and ξ∗n = ξˆ(Xnτ∗n), where
ξˆ : E 7→ U is a Borel measurable function such that Mw(y) = c(y, ξˆ(y)) +w(ξˆ(y)) for
y ∈ E. Moreover, x 7→ Ex{τ∗1 } is bounded on compact sets.
Proof. By local compactness of the state space E and Lemma 3.11 there is a
continuous function v such that Mwα(x) → v(x) uniformly on compact sets over a
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946 JAN PALCZEWSKI AND ŁUKASZ STETTNER
suitable sequence of α → 0. Therefore, we can choose a sequence αn → 0 such that
limn→∞ αnvαn(z) = λ, αnvαn(z) > µ(f) + δ for some δ > 0, and Mwαn(x) → v(x)
uniformly on compact sets. Let
w(x) := sup
τ
lim inf
T→∞
Ex
{∫ τ∧T
0
(
f(Xs)− λ
)
ds+ v(Xτ∧T )
}
.(25)
We are going to show that along a subsequence wαn(x)→ w(x) uniformly on compact
subsets as n→∞. For this purpose we consider finite time approximations. Let
wTαn(x) = sup
τ
Ex
{∫ τ∧T
0
e−αns
(
f(Xs)− αnvαn(z)
)
ds+ e−αnτ∧TMwαn(Xτ∧T )
}
,
(26)
and wT (x) = supτ Ex{
∫ τ∧T
0
(f(xs)− λ)ds+ v(xτ∧T )}. Then
w(x)− wαn(x) =
(
w(x)− wT (x))+ (wT (x)− wTαn(x))+ (wTαn(x)− wαn(x))
= (I) + (II) + (III).(27)
To address the convergence of the third term of (27) we write
0 ≤ wαn(x)− wTαn(x)
(28)
≤ sup
τ∈S
Ex
{∫ τ
0
e−αns(µ(f)− αnvαn(z))ds+ e−αnτ (Mwαn(Xτ )− qαn(Xτ ))
−
∫ τ∧T
0
e−αns(µ(f)− αnvαn(z))ds− e−αnτ∧T (Mwαn(Xτ∧T )− qαn(Xτ∧T ))
}
≤ sup
τ∈S
Ex
{∫ τ
τ∧T
e−αns(µ(f)− αnvαn(z))ds
+ 1τ≥T
[
e−αnτMwαn(Xτ )−e−αnTMwαn(XT )−e−αnτqαn(Xτ )+e−αnT qαn(XT )
]}
.
Recall from Lemma 3.9 that in the above we can restrict attention to stopping times
which satisfy the bound
(29) Ex
{
1
αn
(1− e−αnτ )
}
≤ Z(x)
for a function Z(x) which is independent from n and bounded on compact sets. Note
also that for α > 0 we have
(30) c(x)− κ ≤Mwα(x) ≤ κ.
Hence,
Ex
{∫ τ
τ∧T
e−αns
(
µ(f)− αnvαn(z)
)
ds
(31)
+ 1τ≥T
[
e−αnτMwαn(Xτ )−e−αnTMwαn(XT )−e−αnτqαn(Xτ )+e−αnT qαn(XT )
]}Do
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IMPULSE CONTROL MAXIMIZING COST PER UNIT TIME 947
≤ Ex {1τ≥T e−αnT (2κ+ ‖q−αn‖ − c(XT ) + qαn(XT ))}
≤ (2κ+ ‖q−αn‖)
Z(x)
1
αn
(eαnT − 1) + E
x
{
1τ≥T e−αnT
(− c(XT ) + qαn(XT ))}
≤ (2κ+ ‖q−αn‖)
Z(x)
T
+ Ex
{
1τ≥T e−αnT
(− c(XT ) + qαn(XT ))} ,
where we used (29) and Lemma 3.10 and finally the fact that eαnT − 1 ≥ αnT .
Therefore, by assumptions (B4)–(B5), (6), and (31), for any η > 0 and any compact
set Γ there is T such that wαn(x)− wTαn(x) ≤ η for all x ∈ Γ and all n.
From (30) we have that
(32) c(x)− κ ≤ v(x) ≤ κ.
Notice that
|Ex {Mwαn(Xτ∧T )− v(Xτ∧T )} | ≤
∣∣Ex {1ρ(x,Xτ∧T )≤R(Mwαn(Xτ∧T )− v(Xτ∧T ))}∣∣(33)
+ Ex
{
1ρ(x,Xτ∧T )≥R(2κ− c(Xτ∧T ))
}
= aαn + bR.
For a fixed R we have that limn→∞ aαn = 0 for x in compact sets by the definition of
v in the beginning of the proof. The term bR can be made arbitrarily small uniformly
in x in compact subsets of E, since bR ≤ Ex
{
1ρ(x,Xτ∧T )≥R(2κ+ L)
}
+Ex{1ζT>LζT },
where ζT is defined in (B2). Now letting R → ∞ (using assumption (A1) and [11,
Proposition 2.1]) and then L → ∞ we obtain that bR → 0. Hence, for each fixed T
we have uniformly in x in compact subsets of E that
wTαn(x) = sup
τ
Ex
{∫ τ∧T
0
e−αns(f(Xs)− αnvαn(z))ds+ e−αn(τ∧T )Mwαn(Xτ∧T )
}(34)
→ sup
τ
Ex
{∫ τ∧T
0
(f(Xs)− λ)ds+ v(Xτ∧T )
}
= wT (x),
which provides a uniform on compacts bound on term (II) of (27).
Finally, we estimate term (I) of (27). From the form (25) of w(x) by Lemma 2.2
using (5) we obtain
(35) w(x)− q(x) = sup
τ∈S¯
lim inf
T→∞
Ex {(µ(f)− λ)(τ ∧ T ) + v(Xτ∧T )− q(Xτ∧T )} .
Since for each ε > 0 there is a bounded ε-optimal stopping time τ , in analogy to the
proof of Lemma 3.9, using (32), we obtain
c(x)−κ− q(x)− ε ≤ v(x)− q(x)− ε ≤ w(x)− q(x)− ε ≤ (µ(f)−λ)Ex{τ}+κ+‖q−‖.
Therefore, we may restrict ourselves in (35) as well as in (25) to stopping times
satisfying
(36) Ex {τ} ≤ 2κ+ ‖q
−‖+ q(x)− c(x) + 1
λ− µ(f) .
Consequently, similarly to (28) we have
(37)
0 ≤ w(x)− wT (x) ≤ sup
τ
{
1τ≥T
(
v(Xτ ) + ‖q−‖ − v(XT ) + q(XT )
)}
≤ sup
τ
{
1τ≥T
(
2κ+ ‖q−‖ − c(XT ) + q(XT )
)}
.
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948 JAN PALCZEWSKI AND ŁUKASZ STETTNER
Since we may restrict ourselves to stopping times τ satisfying (36), the Tchebyshev in-
equality, Lemma 2.2, and assumptions (B4)–(B5) imply that wT (x)→ w(x) uniformly
in x from compact subsets of E.
Summarizing now (31), (34), and (37) we obtain that wαn(x)→ w(x) uniformly
in x from compact subsets of E. Consequently, Mwαn(x) → Mw(x) uniformly in x
from compact subsets of E. This proves that v(x) = Mw(x), which completes the
proof of the first part of the theorem. Notice that (22) follows directly from (17),
while (23) follows from (30).
Take any impulse strategy V = (τi, ξi) with integrable impulse times. For any
α > 0, by the strong Markov property of (Xt) and using approximations with bounded
cost operators ML as in the proof of Theorem 3.3 we show
vα(x) ≥ Ex
{∫ τk
0
e−αsf(Xs)ds+
k∑
i=1
e−ατic(Xτi−, ξi) + e
−ατkvα(ξk)
}
.
Subtract vα(z) from both sides to get
wα(x) ≥ Ex
{∫ τk
0
e−αs (f(Xs)− αvα(z)) ds+
k∑
i=1
e−ατic(Xτi−, ξi) + e
−ατkwα(ξk)
}
.
(38)
Since wαn converges uniformly on compact sets to w, limn→∞ αnvαn(z) = λ, and
Ex {τk} <∞ we obtain (24) from (38). By [13, Theorem 4.8]3 the stopping time τ∗1 is
optimal for the Bellman equation (21). By (36) we have that x 7→ Ex {τ∗1 } is bounded
on compact sets. Therefore for strategy V ∗ we have equality in (24), which completes
the proof.
Proposition 3.13. Under assumptions of Theorem 3.12 if the cost for impulses
is in a separated form c(x, ξ) = d(x) + e(ξ), where d and e are continuous functions,
we have
(39) sup
x∈U
sup
τ
lim inf
T→∞
Ex
{∫ τ∧T
0
(f(Xs)− λ)ds+ d(Xτ∧T ) + e(x)
}
= 0
and
(40) λ = sup
x∈U
sup
τ
Ex
{∫ τ
0
f(Xs)ds+ d(Xτ ) + e(x)
}
Ex {τ} .
The suprema in (39) and (40) are attained for xˆ = argmaxξ∈U [w(ξ) + e(ξ)] and
τˆ = inf
{
s ≥ 0 : w(Xs) = Mw(Xs)
}
. Furthermore, the measure
(41) η(A) :=
Exˆ
{∫ τˆ
0
1A(Xs)ds
}
Exˆ {τˆ}
for A ∈ E is a unique invariant measure for controlled process (X∗s ) using the strategy
V ∗ = (τ∗i , ξ
∗
i ) defined as τ∗1 = τˆ , τ∗n+1 = τ∗n + τˆ∗ ◦ θτ∗n , and ξ∗i = xˆ.
3All assumptions of Theorem 4.8 in [13] apart from (C3) are trivially satisfied. Assumption (C3)
follows from (B4) and [13, Remark 4.6].
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Proof. Note that Mw(x) = supξ∈U [w(ξ) + e(ξ)] + d(x). Then (21) has the form
w(x) = sup
τ
lim inf
T→∞
Ex
{∫ τ∧T
0
(f(Xs)− λ)ds+ d(Xτ∧T ) + sup
ξ∈U
[w(ξ) + e(ξ)]
}
.
When x ∈ U we have
w(x) ≥ sup
τ
lim inf
T→∞
Ex
{∫ τ∧T
0
(f(Xs)− λ)ds+ d(Xτ∧T ) + [w(x) + e(x)]
}
,
from which
(42) 0 ≥ sup
τ
lim inf
T→∞
Ex
{∫ τ∧T
0
(f(Xs)− λ)ds+ d(Xτ∧T ) + e(x)
}
with equality for x = xˆ. Recall from Theorem 3.12 that Ex{τˆ} <∞ for x ∈ E, so in
(42) we can consider integrable stopping times only and, therefore, skip the limit (cf.
[13, Lemma 4.2]). Hence, for any stopping time τ and x ∈ U such that Ex {τ} < ∞
we obtain
λ ≥ E
x
{ ∫ τ
0
f(Xs)ds+ d(Xτ ) + e(x)
}
Ex{τ}
with equality whenever x = xˆ and τ = τˆ . Finally, under control V ∗ = (τ∗i , ξ∗i )
the controlled process (X∗s ) is Markovian with the transition operator P∗(x,A) :=∑∞
i=0 Ex
{
1τ∗i ≤t<τ∗i+11A(x
i+1
t )
}
, with τ∗0 := 0 and xit as defined in section 1, where the
construction of the controlled process was sketched. By direct calculation, similarly
to the formula (4.14) in the proof of [8, Theorem 4.1], one can show that η defined
in (41) is in fact an invariant measure for (X∗s ). Since Ex {τ∗1 } < ∞ for x ∈ E,
the process (X∗s ) enters xˆ infinitely often and therefore η is the unique invariant
measure.
The proof of the following lemma follows immediately from [13, Lemma 4.11].
Lemma 3.14. Under assumptions of Theorem 3.12, the process Zt :=
∫ t
0
(
f(Xs)−
λ
)
ds+w(Xt) is a right continuous Px-supermartingale for any x ∈ E. Moreover, for
a bounded stopping time σ and an arbitrary stopping time τ
(43) Ex
{∫ σ
0
(
f(Xs)− λ
)
ds+Mw(Xσ)
}
≤ Ex
{∫ τ∧σ
0
(
f(Xs)− λ
)
ds+ 1σ<τMw(Xσ) + 1σ≥τw(Xτ )
}
.
Lemma 3.15. Under assumptions of Theorem 3.12
(44)
max {c(x, z),Ex {DU} (−‖f‖ − λ)− κ− ‖c‖U}
≤ w(x) ≤ min
{
q(x) + κ+ sup
α∈(0,1)
‖q−α ‖,Ex {DU} ‖f − λ‖+ κ
}
for x ∈ E, where ‖c‖U = supy∈U |c(y)|. If, additionally, f(x)− λ ≤ 0 for x outside of
some compact set K, then w is bounded from above.
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950 JAN PALCZEWSKI AND ŁUKASZ STETTNER
Proof. In view of (22), to prove (44) it remains to show
(45) Ex {DU} (−‖f‖ − λ)− κ− ‖c‖U ≤ w(x) ≤ q(x) + κ+ sup
α∈(0,1)
‖q−α ‖.
From (21) we have that w(x) ≥ Ex{∫DU
0
(f(Xs)− λ)ds+Mw(XDu)} and, therefore,
by (23) we obtain the first inequality in (45). Combining (19) with (23) yields
(46) wα(x)− qα(x) ≤ sup
τ
Ex
{∫ τ
0
e−αs(µ(f)−αvα(z))ds+e−ατ (κ+ sup
α∈(0,1)
‖q−α ‖)
}
.
Take a sequence αn → 0 such that wαn(x) → w(x). By Lemma 2.2 qαn(x) → q(x).
Hence (46) implies w(x) ≤ q(x) + κ+ supα∈(0,1) ‖q−α ‖), which completes the proof of
the second inequality in (45).
Let now Γ be a compact set that contains the sets U and K. Since the supremum
in the definition of w can be taken over bounded stopping times, from Lemma 3.14
we get
(47) w(x) ≤ sup
τ -bounded
Ex
{∫ τ∧DΓ
0
(f(Xs)−λ)ds+1τ<DΓMw(Xτ )+1DΓ≤τw(XDΓ)
}
.
Using (23) and observing that the integrand is negative outside of Γ, we obtain w(x) ≤
supτ Ex {1τ<DΓκ+ 1DΓ≤τ‖w‖Γ} , where ‖w‖Γ = supy∈Γ |w(y)| <∞ by the continuity
of w. Consequently w(x) ≤ κ ∨ ‖w‖Γ, which completes the proof.
To infer from the solution of the Bellman equation (21) that λ is the optimal
value, we will need the following Tauberian theorem.
Lemma 3.16. For a bounded function f and sequences of random variables Yi ≤ 0,
τi ≥ 0 with (τi) being an increasing sequence we have
(48)
lim inf
T→∞
1
T
(∫ T
0
f(s)ds+ E
{ ∞∑
i=1
1τi≤TYi
})
≤ lim inf
α→0
α
(∫ ∞
0
e−αsf(s)ds+ E
{ ∞∑
i=1
1τi<∞e
−ατiYi
})
.
Proof. Let a = lim infT→∞ 1T (
∫ T
0
f(s)ds + E {∑∞i=1 1τi≤TYi}). If a = −∞, then
the inequality is obvious. Otherwise, for every ε > 0 there is M > 0 such that
a − ε ≤ 1T (
∫ T
0
f(s)ds + E {∑∞i=1 1τi≤TYi}) for all T ≥ M . Using the representation
e−αt =
∫∞
t
αe−αudu we write
(49) α
(∫ ∞
0
e−αsf(s)ds+ E
{ ∞∑
i=1
1τi<∞e
−ατiYi
})
=
∫ ∞
0
f(s)
∫ ∞
s
α2e−αududs+ E
{ ∞∑
i=1
Yi
∫ ∞
0
α2e−αu1τi≤udu
}
.
For any L > 0 and any positive integer n we can apply Fubini’s theorem:
E
{
n∑
i=1
(
Yi ∨ (−L)
)∫ ∞
0
α2e−αu1τi≤udu
}
=
∫ ∞
0
α2e−αuE
{
n∑
i=1
1τi≤u
(
Yi ∨ (−L)
)}
du.
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Letting L→∞ and n→∞, the monotone convergence theorem yields
E
{ ∞∑
i=1
Yi
∫ ∞
0
α2e−αu1τi≤udu
}
=
∫ ∞
0
α2e−αuE
{ ∞∑
i=1
1τi≤uYi
}
du.
Therefore from (49) we obtain
α
(∫ ∞
0
e−αsf(s)ds+ E
{ ∞∑
i=1
1τi<∞e
−ατiYi
})
=
∫ ∞
0
α2e−αu
(∫ u
0
f(s)ds+ E
{ ∞∑
i=1
Yi1τi≤u
})
du
≥ α2M
(
|f‖+ E
{ ∞∑
i=1
Yi1τi≤M
})
+ (a− ε)
∫ ∞
M
α2e−αuu du.
Letting α→ 0, the right-hand side converges to a− ε, since the finiteness of a implies
that E
{∑∞
i=1 1τi≤MYi
}
> −∞ for all M > 0. This completes the proof since ε can
be taken arbitrarily small.
Recall that a strategy V = (τi, ξi) is admissible for x ∈ E if stopping times
τi increase to infinity Px-a.s. If, further, Ex{τi} < ∞ for all i, we call the strategy
integrable. The aim of the paper is to maximize two types of functionals: the functional
J(x, V ) defined in (1) over admissible strategies V and the functional Jˆ(x, V ) defined
in (2) over admissible integrable strategies V . The following theorem links the solution
to the auxiliary Bellman equation (21) with the optimal value of the above functionals.
Theorem 3.17. Make the same assumptions as in Theorem 3.12. Denote by
(τ∗i , ξ
∗
i ) the optimal strategy from Theorem 3.12.
1. λ = supV Jˆ
(
x, (τi, ξi)
)
with the supremum over all integrable strategies V =
(τi, ξi). The strategy (τ∗i , ξ∗i ) realizes the supremum: λ = Jˆ
(
x, (τ∗i , ξ
∗
i )
)
.
2. λ ≥ J(x, (τi, ξi)) for any admissible strategy (τi, ξi).
3. The strategy (τ∗i , ξ∗i ) is optimal for the functional J , that is, λ = J
(
x, (τ∗i , ξ
∗
i )
)
,
when c(x, ξ) = e(ξ) (a separated cost with d ≡ 0), or when w is bounded from
above.
Proof. From (24) for any integrable strategy (τi, ξi) we have
(50) w(x) + λEx {τn} ≥ Ex
{∫ τn
0
f(Xs)ds+
n∑
i=1
c(Xτi−, ξi) + w(ξn)
}
.
Since w is bounded on U , Ex {τn} <∞ and τn →∞ we obtain that λ ≥ Jˆ
(
x, (τi, ξi)
)
with equality for the strategy (τ∗i , ξ∗i ) defined in Theorem 3.12, which completes the
proof of assertion 1.
Fix x ∈ E and an admissible strategy (τi, ξi). Denote by (Xs) the controlled
process. Recalling that vα is the discounted value function and wα(x) = vα(x)−vα(z)
we have
wα(x) + vα(z) ≥ Ex
{∫ ∞
0
e−αsf(Xs)ds+
∞∑
i=1
1τi<∞e
−ατic(Xτi−, ξi)
}
.
Multiply both sides by α and take lim infα→0 using Lemma 3.16 to show λ ≥
J
(
x, (τi, ξi)
)
. Here we also use the fact that lim infα→0 wα(x) ≤ w(x).
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In the case of separated cost we use Proposition 3.13 by which the measure η
defined in (41) is invariant for X∗ controlled by the strategy (τ∗i , ξ∗i ). Then for any
T > 0 and γ we have that Eη
{ ∫ T
0
(f(X∗s ) − γ)ds
}
= Tη(f − γ), where Eη means
that the process starts with measure η. Moreover X∗ is a Harris Markov process. By
ergodic theorem for Harris Markov processes (see Theorem II.1 of [3]) we obtain that
(51) lim
T→∞
1
T
Ex
{∫ T
0
(f(X∗s )− γ)ds
}
= η(f − γ)
for η almost all x. To show that the above limit holds for all x ∈ E use Assumption
(B3), which implies that Ex {DU} <∞ for any x. Then by the proof of Theorem 3.12
(cf. [13, Theorem 4.8]) we have supx∈U Ex {τˆ} <∞, i.e., Ex{τ∗1 } <∞ for any x ∈ E,
which implies (51) for all x. Hence, in particular, for xˆ,
(52) lim
T→∞
1
T
Exˆ
{∫ T
0
(f(X∗s )− γ)ds
}
= η(f − γ).
Letting in the last limit γ = − e(xˆ)Exˆ{τˆ} we obtain
lim
T→∞
1
T
Exˆ
{∫ T
0
f(X∗s )ds+
∞∑
i=1
1τ∗i ≤T e(xˆ)
}
=
Exˆ
{∫ τˆ
0
f(Xs)ds+ e(xˆ)
}
Exˆ {τˆ} = λ.
In the case of a general cost function and w bounded from above, we obtain from
iterated application of Bellman equation (21) and Lemma 3.14
(53) w(x) + λT = Ex
{∫ τ∗n∧T
0
f(X∗s )ds+
n−1∑
i=1
1τ∗i ≤T c(X
n
τ∗i −, ξ
∗
i ) + w(X
∗
τ∗n∧T )
}
.
There is a finite number of impulses before time T , Px-a.s., because c(x, ξ) ≤ c < 0
and f and w are bounded from above. Hence limi→∞ τ∗i = ∞, Px-a.s. Passing to
the limit with n using Fatou’s lemma and boundedness from above of all terms under
expectation and dividing both sides by T yields
w(x)
T
+ λ ≤ 1
T
Ex
{∫ T
0
f(X∗s )ds+
∞∑
i=1
1τ∗i ≤T c(X
n
τ∗i −, ξ
∗
i ) + w(X
∗
T )
}
.
Taking lim infT→∞ on both sides completes the proof of optimality of (τ∗i , ξ∗i ) provided
that one shows that lim infT→∞ Ex{w(X∗T )/T} ≤ 0 and this is the case because w is
bounded from above.
Boundedness of w, required above for proving the optimality of (τ∗i , ξ∗i ) for the
functional J , is established in the following lemma.
Lemma 3.18. Assume (A1), (A2). If µ(f) < lim inf‖x‖→∞ f(x), then q is bounded
from below. Assume additionally (B1)–(B5), and lim supα→0 αvα(z) = λ > µ(f). If
lim sup‖x‖→∞ f(x) < λ or q is bounded from above, then w is bounded from above.
Proof. When µ(f) < lim inf‖x‖→∞ f(x), boundedness from below q follows from
Lemma 3.8. If lim sup‖x‖→∞ f(x) < λ the set F = {x : f(x) ≥ λ} is compact.
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Exploiting that in (21) one may take bounded stopping times, Lemma 3.14 implies
w(x) ≤ sup
τ -bounded
Ex
{∫ τ∧DF∪U
0
(f(Xs)− λ)ds+ 1τ≤DF∪UMw(Xτ )
+ 1τ>DF∪Uw(XDF∪U )
}
≤ sup
y∈U∪F
w(y),
which means that w is bounded from above. If q is bounded from above, then by (44)
and Lemma 3.8 w is also bounded from above.
Theorem 3.19. Under (A1), (A2), (B3) when lim supα→0 αvα(z) = µ(f) we have
that αvα(x)→ µ(f), as α→ 0, uniformly in x from compact sets and the strategy “do
nothing” is optimal for the functional J .
Proof. By Lemma 3.7 we have limα→0 αvα(z) = µ(f). Assume that there is a
sequence xn ∈ U and αn → 0 for which limn→∞ αnvαn(xn) > µ(f). Then
lim
n→∞αnvαn(z) ≥ limn→∞αn
(
c(z, xn) + vαn(xn)
)
> µ(f),
a contradiction. Combining it with Lemma 3.7 proves limα→0 supy∈U αvα(y) = µ(f).
Assume now that a sequence xn is from an arbitrary compact set Γ. Assumption (B3)
yields supn Exn{DU} < ∞, and this is also true when the trajectory is controlled as
then the process may enter U even earlier because each impulse shifts to U . Therefore,
lim
n→∞αnvαn(xn) ≤ limn→∞αn
(‖f‖ sup
y∈Γ
t(y) + sup
x∈U
vαn(x)
)
= µ(f),
which together with Lemma 3.7 gives αnvαn(xn)→ µ(f). In fact, the latter argument
proves uniform on compact sets convergence of αvα(x) to µ(f). Now, by Lemma 3.16
lim inf
T→∞
1
T
Ex
{∫ T
0
f(Xs)ds+
∞∑
i=1
1τi≤T c(Xτi−, ξi)
}
≤ lim inf
α→0
αEx
{∫ ∞
0
e−αsf(Xs)ds+
∞∑
i=1
1τi<∞e
−ατic(Xτi−, ξi)
}
≤ lim inf
α→0
αvα(x) = µ(f).
Since sup(τi,ξi) J
(
x, (τi, ξi)
) ≥ µ(f), it is clear that the strategy “do nothing” is
optimal.
4. Relaxation of assumption on q. In the previous section we required that
the function f is such that its potential q is bounded from below, and we constructed
an optimal strategy when w was bounded from above; cf. Lemma 3.18. We shall now
approximate a general continuous bounded f by functions with potentials bounded
from below and corresponding w being bounded above. Without loss of generality
we can restrict ourselves to functions f which are nonnegative. We also assume that
f is not constant µ-a.s.; otherwise the control problem is trivial. The main result
of this section is Theorem 4.8 which shows that the optimal value of the functional
(1) for a general continuous bounded f does not depend on x and provides explicit
construction of ε-optimal control strategies.
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Let Bz,N be a ball with center in z and radius N (z ∈ U is the point fixed in the
previous section for the definition of wα). For η ∈ (µ(f), ‖f‖) define
(54) fN (x) = f(x)(1− ρ(x,Bz,N ))+ + η(1− ρ(x,Bcz,N+1))+.
Lemma 4.1. We have ‖fN‖ ≤ ‖f‖ and limN→∞ µ(fN ) = µ(f). For sufficiently
large N the set {x : fN (x) ≤ µ(fN )} is contained in Bz,N+1.
Proof. The bound for the norm of fN follows easily from the definition. Then
µ(fN ) = µ(f) + µ(fN − f) ≤ 2‖f‖µ(Bz,N+1) → 0 as N → ∞. The remaining claim
of the lemma is now obvious.
For an admissible impulse strategy V = (τi, ξi) and δ ∈ (0,−c) we define three
functionals,
JN,c
(
x, V
)
= lim inf
T→∞
1
T
Ex
{∫ T
0
fN (Xs)ds+
∞∑
i=1
1τi≤T c(Xτi−, ξi)
}
,
JN,c+δ
(
x, V
)
= lim inf
T→∞
1
T
Ex
{∫ T
0
fN (Xs)ds+
∞∑
i=1
1τi≤T
(
c(Xτi−, ξi) + δ
)}
,
JN,δ
(
x, V
)
= lim inf
T→∞
1
T
Ex
{∫ T
0
(f(Xs)− fN (Xs))ds−
∞∑
i=1
1τi≤T δ
}
,
related value functions,
λ¯(x) = sup
V
J
(
x, V
)
, λ¯N,c(x) = sup
V
JN,c
(
x, V
)
,
λ¯N,c+δ(x) = sup
V
JN,c+δ
(
x, V
)
, λ¯N,δ(x) = sup
V
JN,δ
(
x, V
)
,
and discounted value functions,
vN,cα (x) = sup
V
Ex
{∫ ∞
0
e−αsfN (Xs)ds+
∞∑
i=1
1τi<∞e
−ατic(Xτi−, ξi)
}
,
vN,c+δα (x) = sup
V
Ex
{∫ ∞
0
e−αsfN (Xs)ds+
∞∑
i=1
1τi<∞e
−ατi(c(Xτi−, ξi) + δ)
}
,
vN,δα (x) = sup
V
Ex
{∫ ∞
0
e−αs
(
f(Xs)− fN (Xs)
)
ds− δ
∞∑
i=1
e−ατi)
}
,
with vα defined in section 3.
The introduction of the cost δ > 0 is only for technical reasons so that we can
use results from previous sections to characterize λ¯N,δ(x), which evaluates the dif-
ference between two running costs. We will prove that limN→∞ λ¯N,δ(x) = 0, which,
intuitively, should hold for δ = 0 for most ergodic processes. Indeed, impulses can
only shift the process to a compact set U and uncontrolled process will spend little
time in the complement of a sufficiently large ball Bcz,N as µ(B
c
z,N ) → 0 as N → ∞.
Providing an accurate proof of this fact is beyond the scope of this paper and we will
assume δ > 0.
Our goal now is to choose such η in the definition of fN that η < lim supα→0
αvN,cα (z), i.e., by Lemma 3.18 and Theorem 3.17 function λ¯N,c(x) is constant and
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there is a strategy realizing this value. This will be further used to show that λ¯ is
constant and to provide ε-optimal strategies for the functional J . So far we can only
establish that λ¯ is constant on U and this value is a lower bound for λ¯ on E.
Lemma 4.2. Function λ¯ is constant on U and λ¯(x) ≥ λ¯(z) for any x ∈ E.
Proof. Take x, y ∈ U . Then J(x, V ) ≥ limT→∞ c(x,y)T + J(y, V ) = J(y, V ). By
symmetry we obtain the equality. Similarly, for any x ∈ E we have J(x, V ) ≥
J(z, V ).
The following assumption will play a key role in establishing that limN→∞ λ¯N,δ(x)
= 0. A sufficient condition is discussed in Remark 4.5.
(C)
sup
x∈U
sup
τ
Ex
{ ∫ τ
0
1Bcz,N (Xs)ds
}
Ex{τ} → 0 as N →∞.
Define
(55) f˜N (x) = f(x)(1− ρ(x,Bz,N ))+ + (‖f‖+ 1)(1− ρ(x,Bcz,N+1))+.
Lemma 4.3. We have f˜N (x) ≥ fN (x) for x ∈ E, ‖f˜N‖ = ‖f‖ + 1, and the set
{x : f˜N (x) ≤ µ(f˜N )} is contained in Bz,N+1.
Proof. The first claim is obvious. Since µ(f˜N ) ≤ µ(Bz,N )‖f‖+µ(Bcz,N )(‖f‖+1) =
‖f‖+ (1− µ(Bz,N )) < ‖f‖+ 1 we have that{
x : f˜N (x) ≤ µ(f˜N )
}
⊂
{
x : f˜N (x) < ‖f‖+ 1
}
⊂ Bz,N+1.
Lemma 4.4. Under assumptions (A1), (A2), and (B3) we have
(56) µ(f − fN ) ≤ λ¯N,δ(x) ≤ λ˜N,δ,
where either
(57) λ˜N,δ = sup
x∈U
sup
τ
Ex
{∫ τ
0
(f˜N (Xs)− fN (Xs))ds− δ
}
Ex {τ}
or
(58) λ˜N,δ = µ(f˜N − fN ).
Moreover,
(59) µ(f − fN ) ≤ lim inf
α→0
αvN,δα (z) ≤ lim sup
α→0
αvN,δα (z) ≤ λ˜N,δ.
If, in addition, we assume (C), then limN→∞ |λ¯N,δ(x)| = 0 uniformly in x ∈ E and
limN→∞ λ˜N,δ = 0 for any δ > 0.
Proof. Notice first that the set {x : f˜N (x)− fN (x) ≤ µ(f˜N − fN )} is compact for
a sufficiently large N . Indeed, f˜N (x)− fN (x) = (‖f‖+ 1− η)(1− ρ(x,Bcz,N+1))+ and
µ(f˜N − fN ) < ‖f‖+ 1− η because µ(Bz,N > 0 for N large enough.
Lemma 3.8 implies that assumption (B4) is satisfied with f replaced by f˜N − fN .
Let vNα (x) be the optimal value of the discounted functional
Ex
{∫ ∞
0
e−αs
(
f˜N (Xs)− fN (Xs)
)
ds−
∞∑
i=1
e−ατiδ
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and
λ˜N,δ(x) = sup
V
lim inf
T→∞
1
T
Ex
{∫ T
0
(
f˜N (Xs)− fN (Xs)
)
ds− δ
∞∑
i=1
1τi≤T
}
.
If lim supα→0 αvNα (z) > µ(f˜N − fN ), then by Proposition 3.13, λ˜N,δ is constant and
of the form (57). In the case when lim supα→0 αvNα (z) = µ(f˜N − fN ), Theorem
3.19 yields (58). Inequalities (56) now follow easily. Since vN,δα (z) ≤ vNα (z) and
lim supα→0 αv
N
α (z) = λ˜
N,δ, the right-hand inequality in (59) holds. Lemma 3.7 yields
the left-hand inequality.
We have that either λ˜N,δ = µ(f˜N − fN )→ 0 as N →∞ or, from (57),
λ˜N,δ ≤ sup
x∈U
sup
τ
(2‖f‖+ 1)Ex
{∫ τ
0
1Bcz,N (Xs)ds
}
Ex{τ} → 0 as N →∞
by assumption (C). Easily, limN→∞ µ(f − fN ) = 0.
Remark 4.5. Notice that assumption (C) is satisfied when (Xt) is a continuous
process and
(60) lim
N→∞
supx∈∂Bcz,N t(x)
infx∈U Ex{DBcz,N }
= 0,
which means that the process returns to the set U from the boundary of Bcz,N much
faster than it enters this set starting from U . Such property is typical for ergodic
processes and is usually attained by a suitable Lyapunov condition.
Proposition 4.6. Assume (A1), (A2), (B1)–(B3), (C), and λ¯(z) > µ(f). There
is η ∈ (µ(f), ‖f‖) to be used in the definition of fN such that {x ∈ E : fN (x) ≤
µ(fN )} is compact and lim sup‖x‖→∞ fN (x) < λ¯N,c(z) for a sufficiently large N .
Furthermore, λ¯N,c is constant and the strategy given in Theorem 3.12 is optimal.
Proof. By the Tauberian theorem, Lemma 3.16, lim supα→0 αvα(z) ≥ λ¯(z) >
µ(f). We will show that for any ε > 0 we have lim infα→0 αvN,cα (z) ≥ λ¯(z) − ε for a
sufficiently large N and any η ∈ (µ(f), ‖f‖). For any δ > 0 such that c+ δ < 0 (recall
that the constant c < 0 is an upper bound on the cost function c) we have
lim sup
α→0
α
(
vα(z)− vN,cα (z)
) ≤ lim sup
α→0
α
(
vα(z)− vN,c+δα (z)
)
+ lim sup
α→0
α
(
vN,c+δα (z)− vN,cα (z)
)
.
Since vα(z) − vN,c+δα (z) ≤ vN,δα (z), Lemma 4.4 implies that lim supα→0 α
(
vα(z) −
vN,c+δα (z)
) ≤ λ˜N,δ. To bound the second term we study an estimate for ε-optimal
strategies for vN,c+δα (z). Fix such a strategy. Then
vN,c+δα (z)− ε ≤ Ex
{∫ ∞
0
e−αsfN (Xs)ds+
∞∑
i=1
1τi<∞e
−ατi(c(Xτi−, ξi) + δ)
}
≤ ‖fN‖
α
+ (c+ δ)Ex
{ ∞∑
i=1
e−ατi
}
,
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and for 0 ≤ δ < −c
(61) Ex
{ ∞∑
i=1
e−ατi
}
≤
‖fN‖
α − vN,c+δα (z) + ε
−c− δ ≤
‖f‖
α − vN,c+δα (z) + ε
−c− δ .
Hence, in the definition of vN,c+δα strategies can be assumed to satisfy the above
bound. This allows us to compute the bound
α
(
vN,c+δα (z)− vN,cα (z)
) ≤ α sup
V
Ex
{
δ
∞∑
i=1
e−ατi
}
≤ δ ‖f‖ − αv
N,c+δ
α (z) + αε
−c− δ ,
where supremum is over strategies satisfying (61). Using the lower bound vN,c+δα (z) ≥
−‖f‖
α we obtain lim supα→0 α
(
vN,c+δα (z)− vN,cα (z)
) ≤ δ 2‖f‖−c−δ . Hence,
lim sup
α→0
α
(
vα(z)− vN,cα (z)
) ≤ λ˜N,δ + δ 2‖f‖−c− δ ,
which gives
lim inf
α→0
αvN,cα (z) ≥ lim sup
α→0
αvα(z)− λ˜N,δ − δ 2‖f‖−c− δ ≥ λ¯(z)− λ˜
N,δ − δ 2‖f‖−c− δ .
The last term can be made arbitrarily small by the choice of δ sufficiently close to 0.
By Lemma 4.4, λ˜N,δ can be made arbitrarily close to 0 for N sufficiently large. Take
ε < λ¯(z)−µ(f) and choose N∗, δ∗ such that λ˜N,δ < ε/2 for all N ≥ N∗ and δ 2‖f‖−c−δ <
ε/2 for δ < δ∗ (notice that the choice of N∗, δ∗ holds uniformly in η ∈ (µ(f), ‖f‖)).
Now, choose η ∈ (µ(f), λ¯(z) − ε). Recalling limN→∞ µ(fN ) = µ(f), we obtain that
µ(fN ) < η for sufficiently large N . Hence {x ∈ E : fN (x) ≤ µ(fN )} ⊂ Bz,N+1 for
large enough N , so it is compact, and
lim sup
N→∞
fN (x) = η < λ¯(z)− ε ≤ lim inf
α→0
αvN,cα (z) ≤ lim sup
α→0
αvN,cα (z).
Let λ = lim supα→0 αvN,cα (z). Clearly λ > µ(fN ). Lemma 3.18, Theorem 3.17, and
Theorem 3.12 imply that the strategy derived from the Bellman equation in Theorem
3.12 is optimal for JN,c and λ¯N,c(x) = λ for all x.
Corollary 4.7. By the same arguments as at the end of the proof of Proposition
4.6, the value function λ¯N,c+δ is constant on E and the strategy from Theorem 3.12
is optimal.
Theorem 4.8. Assume (A1), (A2), (B1)–(B3), (C), and λ¯(z) > µ(f) for some
z ∈ U . Then the function λ¯ is constant on E and for any ε > 0 there is N such that
an optimal strategy for λ¯N,c is ε-optimal for λ¯.
The proof of the above theorem is split into several lemmas. Let NV (0, T ) be the
number of impulses under control V in the time interval [0, T ].
Lemma 4.9. For the value function λ¯(x) (respectively, λ¯N,c), the strategies can
be restricted to those satisfying
(62) lim sup
T→∞
1
T
Ex
{
NV (0, T )
} ≤ ‖f‖+ ε−c ( ≤ 2‖f‖+ ε−c )
for a fixed ε > 0. For λ¯N,c+δ the bound changes to 2‖f‖+ε−c−δ provided that c+ δ < 0.
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Proof. Consider the functional J
(
x, V
)
. For ε > 0, any ε-optimal strategy Vε =
(τi, ξi) satisfies
λ¯(x)− ε ≤ lim inf
T→∞
1
T
Ex
{∫ T
0
f(Xs)ds+
∞∑
i=1
1τi≤T c(Xτi−, ξi)
}
≤ ‖f‖+ c lim sup
T→∞
1
T
Ex
{
NVε(0, T )
}
.
Since one can obviously constrain the supremum defining λ¯(x) to ε-optimal strategies
and taking into account that λ¯(x) ≥ 0, we obtain (62). For the other two functionals,
we use the lower bound min
(
λ¯N,c, λ¯N,c+δ
) ≥ −‖f‖ instead of 0 and for λ¯N,c+δ we use
the upper bound on the cost equal to c+ δ.
Lemma 4.10.
(63) − λ¯N,δ(x)− δ ‖f‖−c ≤ λ¯
N,c − λ¯(x) ≤ ˜˜λN,δ + δ 2‖f‖−c ,
where either
(64) ˜˜λN,δ = sup
x∈U
sup
τ
Ex
{∫ τ
0
(f˜N (Xs)− f(Xs))ds− δ
}
Ex {τ}
or
(65) ˜˜λN,δ = µ(f˜N − f),
and both converge to 0 when N →∞.
Proof. We start from the lower bound in (63). Notice that
λ¯(x)− λ¯N,c+δ ≤ sup
V
(
J(x, V )− JN,c+δ(x, V ))
≤ sup
V
lim sup
T→∞
1
T
Ex
{∫ T
0
(
f(Xs)−fN (Xs)
)
ds−
∞∑
i=1
1τi≤T δ
}
= λ¯N,δ(x),
where the last equality follows from Proposition 3.13 and Lemma 4.4, which imply
integrability of impulse times in optimal strategy for λ¯N,δ(x), and the monotone
convergence theorem, which implies equivalence of functionals with lim sup and lim inf
under this integrability condition.
For any ε > 0 and a strategy Vε that is ε-optimal for λ¯(x), we have
λ¯(x)− λ¯N,c ≤ J(x, Vε)− JN,c(x, Vε) + ε
≤ J(x, Vε)− JN,c+δ(x, Vε) + JN,c+δ(x, Vε)− JN,c(x, Vε) + ε
≤ λ¯N,δ(x) + δ ‖f‖+ ε−c + ε,(66)
where the second term in (66) follows from the fact that we are allowed to restrict our-
selves to strategies V satisfying (62) while the first term results from the calculations
in the preceding part of the proof. From arbitrariness of ε we obtain (63).
For the upper bound in (63), take an ε-optimal strategy Vε for λ¯N,c satifying (62).
Then
(67) λ¯N,c − λ¯(x) ≤ JN,c(x, Vε)− JN,c+δ(x, Vε) + JN,c+δ(x, Vε)− J(x, Vε) + ε.
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Since the cost c+δ is smaller than the cost c, we have JN,c(x, Vε)−JN,c+δ(x, Vε) ≤ 0.
Esimation of the other difference is more involved:
JN,c+δ(x, Vε)− J(x, Vε) ≤ lim sup
T→∞
1
T
Ex
{∫ T
0
(fN (Xs)− f(Xs))ds+
∞∑
i=1
1τi≤T δ
}
≤ lim sup
T→∞
1
T
Ex
{∫ T
0
(fN (Xs)− f(Xs))ds−
∞∑
i=1
1τi≤T δ
}
+ lim sup
T→∞
1
T
Ex
{
2δ
∞∑
i=1
1τi≤T
}
≤ ˜˜λN,δ + δ 2‖f‖+ ε−c ,
where the inequality for the first term is shown similarly as in the proof of Lemma 4.4
with an additional argument about the integrability of impulse times as used in the
the proof of the lower bound above. The inequality for the second term follows from
Lemma 4.9. Inserting the above estimates into (67) and exploiting the arbitratiness
of ε proves the upper bound in (63). The claim about convergence of ˜˜λN,δ to zero
requires identical arguments as in the proof of Lemma 4.4.
Proof of Theorem 4.8. The upper and lower bound in (63) do not depend on x
and can be made arbitrarily small by choosing sufficiently large N and small δ. This
proves limN→∞ λ¯N,c = λ¯(x), so λ¯ is a constant function. Clearly, for any ε > 0
there is N such that |λ¯N,c − λ¯(x)| ≤ ε and an optimal strategy for λ¯N,c is ε-optimal
for λ¯.
Corollary 4.11. Under assumptions of Theorem 4.8, the value function λˆ(x) =
supV Jˆ(x, V ), where the supremum is over integrable strategies, coincides with λ¯ and
optimal strategies for λ¯N,c are integrable and ε-optimal for λˆ.
We will present below a significantly shorter proof that λˆ(x) does not depend on
x and there are ε-optimal strategies under the same assumptions as those of Theorem
4.8. Let
(68) JˆN,c
(
x, V
)
= lim inf
n→∞
1
Ex {τn}E
x
{∫ τn
0
f˜N (Xs)ds+
n∑
i=1
c(Xτi−, ξi)
}
,
λˆN (x) = supV Jˆ
N,c
(
x, V
)
and λˆ(x) = supV Jˆ
(
x, V
)
, where the suprema are taken
over integrable strategies. Theorem 3.17 implies that λˆN does not depend on x, while
the following theorem will prove it for λˆ.
Theorem 4.12. Under (A1)–(A2), (B1)–(B3), (B5), and (C) if lim supα→0 αvα(z)
= λ > µ(f) we have that λˆN is a constant function for sufficiently large N and
λˆN (x)→ λˆ(x), as N →∞, so, in particular, λˆ is a constant function.
Proof. We assume without loss of generality that f ≥ 0. Since f˜N ≥ f and
limN→∞ µ(f˜N ) = µ(f), then lim supα→0 αvˆN,cα (z) > µ(f˜N ) for sufficiently large N ,
where vˆN,cα is the analogue of vN,cα with fN replaced by fˆN . Therefore, by Theorem
3.12 and 3.17 λˆN (x) does not depend on x. For any integrable strategy V , we have
0 ≤ JˆN,c(x, V )− Jˆ(x, V ) ≤ lim sup
n→∞
1
Ex{τn}E
x
{∫ τn
0
(
fN (Xs)− f(Xs)
)
ds
}
≤ lim sup
n→∞
Ex
{ ∫ τn
0
(‖f‖+ 1)1Bcz,N (Xs)ds
}
Ex{τn} ≤ (‖f‖+ 1) supτ
Ex
{ ∫ τ
0
1Bcz,N (Xs)ds
}
Ex{τ} .
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By assumption (C) the right-hand side converges to 0 as N → ∞. Since the bound
does not depend on V , this implies that λˆN converges, as N →∞, to λˆ(x). This also
implies that λˆ(x) does not depend on x.
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