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Abstract
We consider the actor-critic contextual bandit for the mo-
bile health (mHealth) intervention. State-of-the-art decision-
making algorithms generally ignore the outliers in the dataset.
In this paper, we propose a novel robust contextual bandit
method for the mHealth. It can achieve the conflicting goal of
reducing the influence of outliers, while seeking for a similar
solution compared with the state-of-the-art contextual ban-
dit methods on the datasets without outliers. Such perfor-
mance relies on two technologies: (1) the capped-`2 norm;
(2) a reliable method to set the thresholding hyper-parameter,
which is inspired by one of the most fundamental techniques
in the statistics. Although the model is non-convex and non-
differentiable, we propose an effective reweighted algorithm
and provide solid theoretical analyses. We prove that the pro-
posed algorithm can find sufficiently decreasing points af-
ter each iteration and finally converges after a finite num-
ber of iterations. Extensive experiment results on two datasets
demonstrate that our method can achieve almost identical re-
sults compared with state-of-the-art contextual bandit meth-
ods on the dataset without outliers, and significantly out-
perform those state-of-the-art methods on the badly noised
dataset with outliers in a variety of parameter settings.
Introduction
Due to the explosive growth of smart device (i.e. smart-
phones and wearable devices, such as Fitbit etc.) users glob-
ally, mobile health (mHealth) technologies draw increasing
interests from the scientist community (Liao, Tewari, and
Murphy 2015; Murphy et al. 2016). The goal of mHealth
is to deliver in-time interventions to device users, guiding
them to lead healthier lives, such as reducing the alcohol
abuse (Gustafson et al. 2014; Witkiewitz et al. 2014) and in-
creasing physical activities (Abby et al. 2013). With the ad-
vanced smart technologies, the mHealth interventions can be
formed according to the users’ ongoing statuses and chang-
ing needs, which is more portable and flexible compared
with the traditional treatments. Therefore, mHealth tech-
nologies are widely used in lots of health-related applica-
tions, such as eating disorders, alcohol abuses, mental ill-
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ness, obesity management and HIV medication adherence
(Murphy et al. 2016; Liao, Tewari, and Murphy 2015).
Formally, the tailoring of mHealth intervention is mod-
eled as a sequential decision-making (SDM) problem. The
contextual bandit algorithm provides a framework for the
SDM (Tewari and Murphy 2017). In 2014, Lei (Lei, Tewari,
and Murphy 2014) proposed the first contextual bandit algo-
rithm for the mHealth study. It is in the actor-critic setting
(Sutton and Barto 2012), which has two advantages com-
pared with the critic only contextual bandit methods for the
internet advertising (Li et al. 2010): (a) Lei’s method has an
explicit parameterized model for the stochastic policy. By
analyzing the estimated parameters in the learned policy, we
could know the key features that contribute most to the pol-
icy. This is important to the behavior scientists for the state
(feature) design. (b) From the perspective of optimization,
the actor-critic algorithm has great properties of quick con-
vergence with low variance (Grondman et al. 2012).
However, Lei’s method assumes that the states at different
decision points are i.i.d. and the current action only influ-
ences the immediate reward (Lei 2016). This assumption is
infeasible in real situations. Taking the delayed effect in the
SDM or mHealth for example, the current action influences
not only the immediate reward but also the next state and
through that, all the subsequent rewards (Sutton and Barto
2012). Accordingly, Lei proposed a new method (Lei 2016)
by emphasizing on explorations and reducing exploitations.
Although those two methods serve a good start for the
mHealth study, they assume that the noise in the trajectory
follows the Gaussian distribution. The least square based al-
gorithm is employed to estimate the expected reward. In re-
ality, however, there are various kinds of complex noises that
can badly degrade the collected data, for example: (1) the
wearable device is unreliable to accurately record the states
and rewards from users under different conditions. (2) The
mobile network is unavailable in some areas. Such case hin-
ders the collecting of users’ states as well as the sending of
interventions. (3) The mHealth relies on the self-reported in-
formation (Ecological Momentary Assessments, i.e. EMAs)
(Firth, Torous, and Yung 2016) to deliver effective interven-
tions. However, some users are annoyed at the EMAs. They
either fill out the EMAs via random selections or just leave
some or all the EMAs blank. We consider the various kinds
of badly noised observations in the trajectory as outliers.
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There are several robust methods for the SDM prob-
lem (Dudı´k, Langford, and Li 2011; Zhang et al. 2012;
Xu 2009). However, those methods are neither in the actor-
critic setting, nor focusing on the outlier problem. Thus,
they are different from this paper’s focus. In the general ma-
chine learning task, there are some robust learning methods
to deal with the outlier problem (Sun, Xiang, and Ye 2013;
Jiang, Nie, and Huang 2015). However, none of them are
contextual bandit algorithms—it may cost of lots of work to
transfer their methods to the (actor-critic) contextual bandit
algorithms. Besides, those methods seldom pay attention to
the dataset without outliers. In practice, however, we don’t
know whether a given dataset consists of outliers or not. It
is necessary to propose a robust learning method that works
well on the dataset both with and without outliers.
To alleviate the above problems, we propose a robust con-
textual bandit method for the mHealth. The capped-`2 norm
is used to measure the learning error for the expected reward
estimation (i.e. the critic updating). It prevents outlier obser-
vations from dominating our objective. Besides, the learned
weights in the critic updating are considered in the actor up-
dating. As a result, the robustness against outliers are greatly
boosted in both actor-critic updatings. There is an important
thresholding parameter  in our method. We propose a solid
method to set its value according to the distribution of sam-
ples, which is based on one of the most fundamental ideas in
the statistics. It has two benefits: (1) the setting of  becomes
very easy and reliable; (2) we may achieve the conflicting
goal of reducing the influence of outliers when the dataset
indeed contains outliers, while achieving almost identical
results compared with the state-of-the-art contextual bandit
method on the datasets without outliers. Although the ob-
jective is non-convex and non-differentiable, we derive an
effective algorithm. As a theoretical contribution, we prove
that our algorithm could find sufficiently decreasing point af-
ter each iteration and finally converges after a finite number
of iterations. Extensive experiment results on two datasets
verify that our methods could achieve clear gains over the
state-of-the-art contextual bandit methods for the mHealth.
Preliminaries
Multi-armed bandit (MAB) is the simplest algorithm for the
sequential decision making problem (SDM). The contextual
bandit is a more practical extension of the MAB by con-
sidering some extra information that is helpful for the SDM
problem (Tewari and Murphy 2017). The use of context in-
formation allows for many interesting applications, such as
internet advertising and health-care tasks (Dudı´k, Langford,
and Li 2011; Tewari and Murphy 2017).
In contextual bandit, the expected reward is an core con-
cept that measures how many rewards we may averagely get
when it is in state s and choosing action a, i.e., E (r | s, a).
Since the state space is usually very large or even infi-
nite in the mHealth tasks, the parameterized model is em-
ployed to approximate the expected reward: E (r | s, a) =
x (s, a)
ᵀ
w, where x (s, a) ∈ Ru is a feature processing step
that combines information in the state s and the action a,
w ∈ Ru is the unknown coefficient vector.
In 2014, Lei (Lei, Tewari, and Murphy 2014) proposed
the first contextual bandit method for the mHealth study. It is
in the actor-critic learning setting. The actor updating is the
overall optimization goal. It aims to learn an optimal policy
pi∗ that maximizes the average rewards over all the states
and actions (Grondman et al. 2012). The objective function
is piθ∗n = arg maxθn Ĵ (θn) for the n
th user, where
Ĵ (θn) =
∑
s∈S
d
(n)
ref (s)
∑
a∈A
piθn (a | s)E (r | s, a) (1)
and d(n)ref (s) is a reference distribution over states for user n.
Obviously, we need the estimation of expected rewards
E (r | s, a) to define the objective (1) for the actor updating.
Such procedure is called the critic updating. State-of-the-art
method generally employs the ridge regression to learn the
expected reward from the observations. The objective is
min
wn
∑
Ui∈Dn
‖x (si, ai)ᵀwn − ri‖22 + ζc ‖wn‖22 , (2)
where Dn = {Ui = (si, ai,ri) | i = 0, · · · ,M} is the tra-
jectory of observed tuples from the nth user and Ui is the ith
tuple in Dn; ζc is a tuning parameter to control the strength
of constraints. It has a closed-form solution for (2) as:
ŵn = (XnX
ᵀ
n + ζcIu)
−1
Xnrn. (3)
where Iu is a u×u identity matrix. Unfortunately, similar to
the existing least square based models in machine learning
and statistics, the objective function in (2) is prone to the
presence of outliers (Nie et al. 2010; Zhu et al. 2015).
Robust Actor-critic Contextual Bandit via the
Capped-`2 norm
To enhance the robustness in the critic updating, the capped-
`2 norm based measure is used for the estimation of expected
rewards. By imposing the learned weights for the actor up-
dating, we propose a robust objective for the actor updating.
Robust Critic Updating via the Capped-`2 Norm
To simplify the notation, we get rid of the subscript index n,
which is used to indicate the model for the nth user. The new
objective for the critic updating (i.e. policy evaluation) is
min
w
M∑
i=1
min
{∥∥ri − xTi w∥∥22 , }+ ζc ‖w‖22 , (4)
where min
{
‖y‖22 , 
}
is the capped-`2 norm for a vector
y;  > 0 is the thresholding hyper-parameter to choose the
effective observations for the critic updating; xi = x (si, ai)
is the feature for the estimation of expected rewards.
If the residual of the ith tuple is ‖ri − xᵀiw‖22 > ,
we treat it as an outlier. Its residual is capped to a fixed
value . That is, the influence of the ith tuple is fixed
(Gao et al. 2015), which can’t cause bad influences on the
learning procedure. For the tuples whose residuals satisfy
‖ri − xᵀiw‖22 ≤ , we consider them as effective observa-
tions and keep them as they are in the optimization process.
Therefore, it is extremely important to properly set the
value of . When  is too large, the outliers that distribute
far away from the majority of tuples will be treated as ef-
fective samples, causing bad influences to the learning pro-
cedure. When  is too small, most tuples are treated as out-
liers—there would be very few of effective samples for the
cirtic learning. Such case easily leads to some unstable poli-
cies that contain lots of variances. Specially if → +∞, our
objective is equivalent to the least square objective in (2).
As a profound contribution, we propose a reliable method
to properly set the value of . Our method doesn’t need any
specific assumption on the data distribution. It is derivated
from the boxplot—one of the most fundamental ideas in the
statistics (Dawson 2011; Williamson, Parker, and Kendrick
1989). To give a descriptive illustration of the data distri-
bution, the boxplot is widely used by specifying 5 points,
including the min, lower quartile q1, median, upper quar-
tile q3 and max. Based on the 5 points, the boxplot provides
a method to detect outliers. Following this idea, we set the
value of  as
 = τ (q3 + 1.5× IQR) (5)
where IQR = q3 − q1 is the interquartile range; τ is in-
troduced only for the experiment setting S2, otherwise we
may ignore the parameter τ by keeping it fixed at 1. Intu-
itively, the data points that are 1.5 × IQR more above the
third quartile are detected as the outliers. Compared with
the state-of-the-art robust learning methods (Gao et al. 2015;
Sun, Xiang, and Ye 2013; Jiang, Nie, and Huang 2015) in the
other fields that have to manually set the thresholding hyper-
parameter, we provide an adaptive method to set , which is
well adapted to the data distribution.
With the capped-`2 norm and the method to set  in (5),
we can achieve the conflicting goals of (a) reducing the influ-
ence of outliers when the dataset has outliers, while (b) seek-
ing for a similar solution compared with that of the state-
of-the-art method if there is no outlier in the dataset. As a
result, our method can deal with various datasets, regardless
of whether they consist of outliers or not.
Derivation of a General Objective Function for (4)
To give an efficient algorithm, we consider a more general
capped-`2 norm based objective for (4) as follows
min
x
M∑
i=1
min
{
‖hi (x)‖22 , 
}
+ ζg (x) , (6)
where ‖·‖22 is the `2 norm for a vector; hi (x) and g (x) are
both scalar functions of x. In this section, we propose an
iteratively re-weighted method to simplify the objective (6).
Due to the non-smooth and non-differentiable property of
(6), we could only obtain the sub-gradient of (6) as:
∂O (x) =
M∑
i=1
∂min
(
‖hi (x)‖22 , 
)
+ ζ∂g (x) . (7)
Letting f = ∂min
(
‖hi (x)‖22 , 
)
gives
f =

0 if ‖hi (x)‖22 > 
2 [dlow, dhigh] ∂hi (x) if ‖hi (x)‖22 = 
2hi (x) ∂hi (x) if ‖hi (x)‖22 < 
, (8)
where dlow = min {0, hi (x)} and dhigh = max {0, hi (x)}.
For the sake of easy optimization, we provide a compact ex-
pression that satisfies the sub-gradient in (8) by introducing
a variable ui = 1{‖hi(x)‖22<}. Then Eq. (7) is rewritten as
∂O (x) = 2
∑
i
uihi (x) ∂hi (x) + ζ∂g (x) . (9)
Since ui depends on x, it is very challenging to directly solve
the objective (9). Once ui is given for every i, the objective
(7) is equivalent to the following problem
min
x
M∑
i=1
ui ‖hi (x)‖22 + ζg (x) (10)
in the sense that they have the same partial derivative.
Robust Algorithm for the Critic Updating
In this section, we provide an effective updating rule for the
objective function (4) (cf. Proposition 1 and Algorithm 1).
We prove that our algorithm can find sufficiently decreasing
point after each iteration (cf. Lemma 2) and finally converge
after a finite number of iterations (cf. Theorem 4).
Proposition 1. The iterative updating rule (4) (∀t > 1) is
w(t) =
(
XU(t−1)Xᵀ + ζcI
)−1
XU(t−1)r, (11)
where U(t) = diag
(
u(t)
) ∈ RM×M is a nonnegative diag-
onal matrix. The ith element is u(t)i = 1{‖ri−xᵀi ŵ(t)‖22<}.
Lemma 2. The updating rule in Proposition 1 leads to suf-
ficient decrease of the objective function O (w) in (4):
f
(
w(t−1),u(t−1)
)
≥ f
(
w(t),u(t)
)
+ζ
∥∥∥w(t) −w(t−1)∥∥∥2
2
,
where the bivariate function f (w,u) is defined as
f (w,u) =
M∑
i
ui
∥∥ri − xTi w∥∥22+ M∑
i
(1− ui) +ζc ‖w‖22 ,
which is the same as O (w) in (4).
Lemma 3. For
{
w(t), t ≥ 0} in Lemma 2, we show that∑∞
t=1
∥∥w(t) −w(t−1)∥∥2
2
<∞ and consequently
lim
t→∞
∥∥∥w(t) −w(t−1)∥∥∥2
2
= 0.
Theorem 4. The updating rule in Proposition 1 converges
after a finite number of iterations.
Algorithm 1 robust actor-critic contextual bandit for user n.
Input: ζa, ζc, ,u = [1, · · · , 1] ∈ RT
1: Initialize states s0∈Rp and policy parameters θ0∈Rm.
2: repeat
3: /*Critic updating for the expected reward*/
4: repeat
5: Update ŵ for the expected reward via (11).
6: Update the weights u via the Proposition 1.
7: until convergence
8: /*Actor updating*/ via θ̂ = arg maxθ Ĵ (θ), where
Ĵ (θ) =
ui
M
M∑
i=1
∑
a∈A
piθ (a | si)E (r | si, a)−ζa
2
‖θ‖22 .
9: until convergence
Output: the stochastic policy for nth user, i.e. piθ̂n (a | s).
Robust Actor Updating for the Stochastic Policy
Besides the critic updating, outliers can also badly influence
the actor updating in (1), which is our ultimate objective.
To boost its robustness, the estimated weights learned in the
critic updating are considered. Since dref (s) is usually un-
available in reality, the M -trial based objective (Chou et al.
2014) is widely used. Thus, the objective (1) is rewritten as
Ĵ (θ) =
ui
M
M∑
i=1
∑
a∈A
piθ(a | si)E(r | si, a)− ζa
2
‖θ‖22 , (12)
where E (r | si, a) = x (si, a)ᵀ ŵ is the estimated expected
reward; ‖θ‖22 is the least square constraint to make the ob-
jective (12) a well-posed problem and ζa is a balancing pa-
rameter that controls the penalization strength (Lei, Tewari,
and Murphy 2014).
Compared with the current objective for the actor updat-
ing in (1), our objective has an extra weight term {ui}Mi=1,
which gives those tuples, whose residuals are very large in
the critic updating, zero weights. As a result, the outlier tu-
ples that are far away from the majority of tuples are re-
moved from the actor updating, enhancing the robustness.
The algorithm of the actor updating performs the maxi-
mization of (12) over θ. This is learned via the Sequential
Quadratic Programming (SQP) algorithm. We utilize the im-
plementation of SQP with finite-difference approximation to
the gradient in the fmincon function of Matlab.
Experiment
Two Datasets
Two datasets are used to verify the performance of our
method. The first dataset is on the personalizing treatment
delivery in mobile health, which is a common application
of the sequential decision making algorithm (Murphy et al.
2016). In this paper, we focus on the Heartsteps, where
the participants are periodically sent activity suggestions
aimed at decreasing sedentary behavior (Klasnja et al. 2015).
Specifically, Heartsteps is a 42-days trial study where 50 par-
ticipants are involved. For each participant, there are 210
Table 1: The ElrAR of nine contextual methods on the two
datasets: Heartsteps and chain walk. (experiment setting S1)
Long-run Average Rewards of 9 methods on 2 datasets
Datasets LinUCB OutlierFilter + LinUCB Ro-LinUCB
HeartSteps 1391.2549.45 1447.6041.98 1578.9713.72
Chian walk 35.9107.744 41.9035.840 43.9427.290
Datasets ACCB OutlierFilter + ACCB Ro-ACCB
HeartSteps 1383.1950.40 1442.4142.30 1578.6312.65
Chian walk 41.0545.517 44.5217.878 49.5174.224
Datasets SACCB OutlierFilter + SACCB Ro-SACCB
HeartSteps 1386.5749.01 1427.4645.32 1567.3312.96
Chian walk 40.7395.628 42.1236.569 47.0784.834
1
decision points—five decisions per participant per day. At
each time point, the set of intervention actions can be the
intervention type, as well as whether or not to send inter-
ventions. The intervention actions generally depend on the
state of the participant as well as the formerly sent interven-
tions. Interventions can be sent via smartphones, or via other
wearable devices like a wristband (Dempsey et al. 2016).
The Heartsteps is a common application for the con-
textual bandit algorithm (Lei 2016; Murphy et al. 2016).
The goal is to learn an optimal SDM algorithms to de-
cide what type of intervention actions to send to each
user to maximize the cumulative steps each user takes.
The resulting data for each participant is a sequence D =
{s0, a0,r0, · · · , s209, a209, r209, r210, s210}, where st is the
participant’s state at time t. It is a three dimensional vec-
tor that consists of (1) the weather condition, (2) the en-
gagement of participants, (3) the treatment fatigue of partic-
ipants. at indicates whether or not to send the intervention to
users; since the goal of Heartsteps is to increase the partici-
pant’s activities, we define the reward, rt, as the step count
for the 3 hours following a decision point.
The second dataset is the 4-state chain walk, which is a
benchmark dataset for the (contextual) bandit and reinforce-
ment learning study. Please refer to (Lagoudakis and Parr
2003) for the details of the chain walk dataset. The reward
vector over the four states is (0, 100, 100, 0) in this paper.
Nine Compared Methods
There are nine contextual bandit methods compared in the
experiment, including three state-of-the-art methods: (1)
Linear Upper Confidence Bound Algorithm (LinUCB) is
one of the most famous contextual bandit methods used in
the personalized news recommendation (Li et al. 2010; Ho
and Lin 2015); (2) the actor-critic contextual bandit (ACCB)
is the first SDM method for the mHealth intervention (Lei,
Tewari, and Murphy 2014); (3) the stochasticity constrained
actor-critic contextual bandit (SACCB) for the mHealth (Lei
2016). We improve the above three methods by first using
the state-of-the-art outlier filter (Liu, Shah, and Jiang 2004;
Gustafson et al. 2014) to remove outliers, then employing
the above three contextual bandit algorithms for the SDM
task. In the 7th to 9th compared methods, we apply the pro-
posed robust model and optimization algorithms in the three
state-of-the-art contextual bandit methods, leading to (7)
Robust LinUCB (Ro-LinUCB for short), (8) Robust ACCB
(Ro-ACCB), (9) Robust SACCB (Ro-SACCB).
Table 2: The ElrAR of six methods vs. outlier ratio ψ on two datasets: (1) Heartsteps and (2) chain walk. (experiment S2).
outlier Expected Long-run Average Rewards (ElrAR) on the HeartSteps dataset
ratio LinUCB Ro-LinUCB ACCB Ro-ACCB SACCB Ro-SACCB
0% 1578.9813.73 1579.0313.73 1578.3112.70 1578.3112.55 1574.1812.56 1550.2720.66
1% 1462.6840.20 1578.9713.74 1462.9339.87 1578.3812.61 1458.1940.64 1552.4820.57
3% 1428.2549.67 1578.9613.73 1429.5545.80 1578.2112.57 1429.1245.56 1555.9420.14
5% 1391.2549.45 1578.9713.72 1383.1950.40 1578.6312.66 1386.5749.01 1567.3312.96
7% 1370.5250.23 1578.9613.73 1365.8549.09 1578.6812.62 1368.2648.28 1569.3112.57
9% 1359.0748.40 1579.0513.72 1351.6346.19 1578.6612.72 1355.2145.28 1570.7212.72
mean 1431.79 1578.99 1428.44 1578.48 1435.37 1561.01
outlier Expected Long-run Average Rewards (ElrAR) on the chain walk dataset
ratio LinUCB Ro-LinUCB ACCB Ro-ACCB SACCB Ro-SACCB
0% 47.0616.714 46.9046.932 52.1914.545 52.2084.554 52.2154.669 52.2224.663
1% 27.6466.186 46.7527.020 31.3685.123 50.7764.819 30.4075.143 49.6705.103
3% 33.9306.485 47.0387.485 35.2135.138 51.1084.670 34.0055.188 49.4865.093
5% 35.9107.744 43.9427.290 41.0545.517 49.5174.224 40.7395.628 47.0784.834
7% 31.4906.956 40.9557.857 38.8564.385 46.2954.671 38.3934.481 45.0405.035
9% 29.9526.905 37.9586.935 38.0304.200 41.6376.032 37.7244.383 40.9396.100
mean 34.331 43.925 39.452 48.590 38.914 47.406
1
Table 3: The ElrAR of six methods vs. outlier strength ν on two datasets: (1) Heartsteps and (2) chain walk. (experiment S3).
outlier Expected Long-run Average Rewards (ElrAR) on the HeartSteps dataset
strength LinUCB Ro-LinUCB ACCB Ro-ACCB SACCB Ro-SACCB
0 1578.9813.75 1579.0313.77 1578.3112.70 1578.3112.56 1574.1812.56 1550.2720.66
2 1535.9442.12 1579.0528.97 1527.7230.71 1578.2912.68 1520.7630.68 1558.5020.83
4 1432.0142.30 1579.0532.50 1424.6546.53 1578.2412.65 1425.0645.93 1558.0820.74
6 1381.0243.17 1579.0436.76 1377.2048.83 1578.1912.62 1380.5347.95 1549.5025.53
8 1359.8445.11 1579.0338.00 1357.0648.51 1578.1612.62 1361.3747.96 1554.4821.35
10 1346.8245.87 1579.0440.47 1344.8746.94 1578.2112.65 1350.3446.86 1554.1221.53
mean 1439.10 1579.04 1434.97 1578.23 1435.37 1554.16
outlier Expected Long-run Average Rewards (ElrAR) on the chain walk dataset
strength LinUCB Ro-LinUCB ACCB Ro-ACCB SACCB Ro-SACCB
0 47.0616.714 46.9046.932 52.1914.545 52.2084.554 52.2154.669 52.2224.663
2 38.8046.524 47.2177.071 39.4075.395 45.8744.974 38.7565.468 45.3005.100
4 34.3776.805 49.3986.751 35.3955.250 49.2254.594 34.2255.244 48.2164.950
6 31.4586.589 47.0656.766 34.9095.072 50.4174.348 34.0125.128 48.2934.837
8 27.9756.315 42.5507.030 36.0354.865 49.4994.760 35.7954.905 47.4555.163
10 25.0855.831 38.4127.075 37.4314.684 48.4924.769 37.1714.698 46.2875.162
mean 34.127 45.257 39.228 49.286 38.696 47.962
1
Evaluation Methodology and Parameter Setting
It has been a challenging problem to reliably evaluate the
sequential decision making (e.g., bandit and reinforcement
learning) algorithms when the simulator (like the Atari
games) is unavailable (Li et al. 2010; Li et al. 2015). After
the model is trained, we use it to interact with the enviroment
(or simulator) to collect thousands of immediate rewards for
the calculation of the long term rewards as the evaluation
metric. However for a wide variety of applications including
our HeartSteps, the simulator is unavailable. In this paper,
we use a benchmark evalutaion methods (Li et al. 2015). The
main idea is to make use of the collected dataset to build a
simulator, based on which we train and evaluate the contex-
tual bandit methods. Such case makes it impossible to train
and evaluate the contextual bandit algorithms on up to ten
datasets like the general supervised learning tasks.
In the Heartsteps study, there are 50 users; the simulator
for each user is as follows: the initial state is drawn from
the Gaussian distribution S0 ∼ Np {0,Σ}, where Σ is a p×
p covariance matrix with pre-defined elements. For t ≥ 0,
at is drawn from the learned policy piθ̂n (at | st) during the
evaluation procedure. When t ≥ 1, the state and immediate
reward are generated as
St,1 = β1St−1,1 + ξt,1,
St,2 = β2St−1,2 + β3At−1 + ξt,2, (13)
St,3 = β4St−1,3 + β5St−1,3At−1 + β6At−1 + ξt,3,
Rt = β13 × [β7 +At × (β8 + β9St,1 + β10St,2) (14)
+ β11St,1 − β12St,3 + %t],
whereβ={β1,· · ·, β13}=[0.4,0.3,0.4,0.7,0.05,0.6,3,0.25,0.25
,0.4,0.1,0.5,500] is the main parameter for the MDP system.
{ξt,i}3i=1 ∼ N (0, 1) and %t ∼ N (0, 9) are the gaussian
noises in the state (13) and in the reward (14) respectively.
The parameterized policy is assumed to follow the Boltz-
mann distribution piθ (a | s) = exp[−θ
ᵀφ(s,a)]∑
a′ exp[−θᵀφ(s,a′)] , where
φ (s, a) = [asᵀ, a]ᵀ ∈ R4 is the policy feature, θ ∈ R4 is the
unknown coefficient vector. The feature for the estimation of
expected rewards is set x (s, a) = [1, sᵀ, a, sᵀa]ᵀ ∈ R8. The
`2 constraint for the actor-critic learning is set as ζa = ζc =
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(b) Average reward vs. Outlier Ratio ψ on HeartSteps
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(c) Average reward vs. Outlier Strength ν on HeartSteps
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(d) Average reward vs. τ on Chain Walk
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(e) Average reward vs. Outlier Ratio ψ on Chain Walk
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(f) Average reward vs. Outlier Strength ν on Chain Walk
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Figure 1: The ElrAR of two contextual bandit methods vs.  (or τ in Eq. (5)), outlier ratio ψ and outlier strength ν respectively
on the two datasets. The top row of sub-figures illustrate the results on the HeartSteps, and the bottom row shows the results on
the chain walk. The three columns of sub-figures show the result in the experiment setting (S4), (S2) and (S3) respectively.
0.001. The outlier ratio and strength are set ψ = 4% and
ν=5 respectively. In our methods, τ is set as 1 by default.
The expected long-run average reward (ElrAR) (Murphy
et al. 2016) is used to quantify the quality of the estimated
policy piθ̂n for n ∈ {1, · · · , 50}. Intuitively, ElrAR mea-
sures the average steps users take per day in the long-run
Heartsteps study when we use the estimated policy piθ̂n to
send interventions to users. There are two steps to obtain the
ElrAR: (a) get the average reward ηpiθ̂n for the nth user by
averaging the rewards over the last 4, 000 decision points in
a trajectory of 5, 000 tuples under the policy piθ̂n ; (b) the
ElrAR E [ηpiθˆ ] is achieved by averaging over the 50 ηpiθ̂n s.
Comparisons in the Four Experiment Settings
We carry out the following experiments to verify four as-
pects of the contextual bandit methods:
(S1) To verify the significance of the proposed method,
we compare nine contextual bandit methods on two datases:
(1) HeartSteps and (2) chain walk. The experiment results
are summarized in Table 1, where there are three sub-tables;
each sub-table displays three methods in a type: (a) the state-
of-the-art contextual bandit, like ACCB; (b) “OutlierFilter +
ACCB” means that we first use the state-of-the-art outlier
filter (Liu, Shah, and Jiang 2004; Suomela 2014) to get rid
of the outliers, then employ the state-of-the-art contextual
bandit method ACCB for the SDM task; (c) is the proposed
robust contextual bandit method (Ro-ACCB). As we shall
see, “OutlierFilter” is helpful to improve the performance
of the state-of-the-art contextual bandit methods. However,
our three methods (i.e., Ro-LinUCB, Ro-ACCB and Ro-
SACCB) always obtain the best results compared with all the
other state-of-the-art methods in their type on both datasets.
Compared with the best state-of-the-art method, our three
methods improve 131.4, 136.2 and 139.9 steps respectively
on the HeartSteps. Although there are lots of general outlier
detection or outlier filter methods that can be helpful to re-
lieve the bad influence of outliers, it is still meaningful to
specifically propose a robust contextual bandit algorithm.
(S2) In this part, the ratio of tuples ψ that contains out-
liers rises from 0% to 9%. The experiment results are sum-
marized in Table 2 and Figs. 1b, 1e. In Table 2, there are
two sub-tables, displaying the ElrARs on the HeartSteps in
the top, and the ElrARs on the chain walk in the bottom.
As we can see, when µ = 0%, there is no outlier in the
trajectory. In such case, our results are (almost) identical to
that of LinUCB, ACCB and SACCB on both datasets. When
ψ rises, our results keep stable, while the ElrARs, of Lin-
UCB, ACCB and SACCB, decrease dramatically. Compared
with ACCB, Ro-ACCB averagely achieves an improvement
of 10.5% on the HeartSteps dataset and 23.2% on the chain
walk dataset. Such results demonstrate that our method is
able to deal with the badly noised dataset that consists of a
large percentage (up to 9%) of outliers.
(S3) In this part, the strength of outliers ν ranges from 0
to 10 times of the average value in the trajectory. The experi-
ment results are summarized in Table 3, and Figs. 1c, 1f. We
have three observations based on the experiment results: (1)
when ν = 0, there is no outlier in the trajectory. Out meth-
ods achieve similar results with that of LinUCB, ACCB and
SACCB; (2) when ν rises in the domain, our method keeps
stable on the HeartSteps and decreases slightly on the chain
walk. However, the results of LinUCB, ACCB and SACCB
decrease obviously when ν rises. Such phenomena verify
that our method is able to deal with the dataset both with
or without outliers. Besides, we may use our method on the
dataset with various strengths of outliers.
(S4) In this part, the value of τ ranges from 0.1 to 8 on
the HeartSteps dataset and from 0.2 to 4 on the chain walk
dataset. The experiment results are displayed in Figs. 1a and
1d. As we shall see, the proposed method obtains clear ad-
vantage over the state-of-the-art method, i.e., ACCB (Lei,
Tewari, and Murphy 2014), in a wide range of τ settings. In
average, our method improves the ElrAR by 12.6% on the
HeartSteps and 33.1% on the chain walk, compared with the
ACCB. Such results verify that the proposed method to set τ
is very promising. It is able to adapt to the data property and
select the effective, neither too few nor too many, tuples in
the trajectory for the actor-critic updating. Note that ACCB
does not have the parameter τ . Thus the result of ACCB re-
mains unchanged as τ rises.
Conclusion and Discussion
To deal with the outlier in the trajectory, we propose a ro-
bust actor-critic contextual bandit for the mHealth interven-
tion. The capped-`2 norm is employed to boost the robust-
ness for the critic updating. With the learned weights in the
critic updating, we propose a new objective for the actor
updating, enhancing its robustness. Besides, we propose a
solid method to set an important thresholding parameter in
the capped-`2 norm. With it, we can achieve the conflict-
ing goal of boosting the robustness of our algorithm on the
dataset with outliers, and achieving almost identical results
compared with the state-of-the-art method on the datasets
without outliers. Besides, we provide theoretical guarantee
for our algorithm. It shows that our algorithm could find
sufficiently decreasing point after each iteration and finally
converges after a finite number of iterations. Extensive ex-
periment results show that in a variety of parameter settings
our method achieves significant improvements.
Appendix 1: the proof of Proposition 1
Proof. According to the analyses in Eqs (6) and (10), we
simplify (4) into the following objective
min
w
M∑
i=1
ui ‖ri − xᵀiw‖22 + ζc ‖w‖22 . (15)
Taking the partial derivative and setting it to zero give us the
updating rule
ŵ(t) =
(
XU(t−1)Xᵀ + ζI
)−1
XU(t−1)r,
where U(t) = diag
(
u(t)
) ∈ RM×M is nonnegative diago-
nal. The ith element is u(t)i = 1{‖ri−xᵀi ŵ(t)‖22<}.
Appendix 2: the proof of Lemma 2
Proof. For t ≥ 1, when fix u(t−1), we find that
f
(
w,u(t−1)
)
=
M∑
i
u
(t−1)
i
∥∥ri − xTi w∥∥22 +
M∑
i
(
1− u(t−1)i
)
+ ζc ‖w‖22
is a quadratic function, which is strongly convex. The updat-
ing rule in Proposition 1 minimizes f
(
w,u(t−1)
)
globally
over w. Via the strong convexity of f
(
w,u(t−1)
)
, we have
f
(
w(t−1),u(t−1)
)
≥f
(
w(t),u(t−1)
)
+ ζc
∥∥∥w(t) −w(t−1)∥∥∥2
2
. (16)
When fixing w(t), updating u(t) gives
f
(
w(t),u(t)
)
− f
(
w(t),u(t−1)
)
=−
M∑
i
∣∣∣‖ri − xᵀiw‖22 − ∣∣∣ 1{u(t)i 6=u(t−1)i } ≤ 0. (17)
Finally ∀t ≥ 1, we conclude the following inequation
f
(
w(t−1),u(t−1)
)
≥f
(
w(t),u(t)
)
+ ζc
∥∥∥w(t) −w(t−1)∥∥∥2
2
. (18)
Appendix 3: the proof of Lemma 3
Proof. We sum up the function descent inequality (16) for
t = 1, 2, · · · , T :
T∑
t=1
∥∥∥w(t) −w(t−1)∥∥∥2
2
≤ 2
ζc
T∑
i=1
[
O
(
w(t−1)
)
−O
(
w(t)
)]
=
2
ζc
[
O
(
w(0)
)
−O
(
w(T )
)]
. (19)
From (16), the sequence
{
O
(
w(t)
)
, t ≥ 0} is nonincreas-
ing with O (w) ≥ 0, ∀w ∈ W . Taking the limit of T → ∞
on both sides of (19), we get
T∑
t=1
∥∥∥w(t) −w(t−1)∥∥∥2
2
≤ ∞
and thus
lim
t→∞
∥∥∥w(t) −w(t−1)∥∥∥2
2
= 0.
Remark 5. With Lemma 2 and Lemma 3, one can actually
show that, given a fixed outlier thresholding  > 0, the algo-
rithm converges after finite number of iterations.
Appendix 4: the proof of Theorem 4
Proof. We first show that the sequence
{
O
(
w(t)
)
, t ∈ N}
is bounded. It is easily to see that hi (w) = ‖ri − xᵀiw‖22
maps an unbounded set to an unbounded range. If
min
i=1,··· ,M
{∥∥∥ri − xᵀiw(τ)∥∥∥2
2
}
> ,
the critic update (the updating rule in Proposition 1) will stop
with w(t) = 0, ∀t ≥ τ . So the sequence {O (w(t)) , t ∈ N}
must be bounded such that
∥∥w(t)∥∥2
2
≤ B, for some B > 0.
Now ∀t ≥ 1, we have∣∣∣∣∥∥∥ri − xᵀiw(t)∥∥∥2
2
−
∥∥∥ri − xᵀiw(t−1)∥∥∥2
2
∣∣∣∣
≤B′
∥∥∥w(t) −w(t−1)∥∥∥2
2
for some B′ > 0. Then via Lemma 3, for a given fixed out-
lier threshold parameter  > 0, we deduce that there exists
T ∈ N when t ≥ T , we have(∥∥∥ri − xᵀiw(t)∥∥∥2
2
− 
)
·
(∥∥∥ri − xᵀiw(t−1)∥∥∥2
2
− 
)
≥ 0,
∀i = 1, · · · , T . That is ∀i = 1, · · · , T , ui remain unchanged
for all t ≥ T and the problem will become a least square
problem. Thus after T < ∞ steps, the updating rule in
Proposition 1 will converge at a closed form solution
ŵ(t) =
(
XU(t−1)Xᵀ + ζI
)−1
XU(t−1)r.
and its corresponding U(t).
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