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This thesis investigates the performance of Synthetic Aperture Antennas formed by static for-
mations of Unmanned Aerial Vehicle (UAV) swarms in terms of several selected parameters. Of
equal importance is the methodology employed in the study, which makes use of a custom sim-
ulation platform. The developed simulation platform is unique in having the ability to concurrently
model physics, robotics, and communications, while also handling antenna modeling. This makes
it uniquely suited for the task of studying the trends arising from the complex processes involved
in the operation of UAV swarms.
The formation shape, the use of inter-element spacing in formation control, the wavelength,
and the wind strength are the various parameters whose effects are investigated. The results
point to trade-offs made through the choice of one formation over another, while supporting the
use of inter-element spacing in formation control. Additionally, wind is found to adversely affect
performance, while larger wavelengths have the opposite effect.
The results obtained provide valuable insights into the operation of swarm-based Synthetic
Aperture Antennas, which, while interesting in their own right, can also be utilized in the planning
of operations making use of UAV swarms. Moreover, the study in this thesis demonstrates the
validity and flexibility of application of the chosen methodology.
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11 INTRODUCTION
Unmanned Aerial Vehicles (UAVs) are becoming increasingly more widespread, with nu-
merous new applications making use of them having come up in recent years [29]. One
of these applications is that of radar, as shown by the work in [17]. In these, as in more
traditional communications-based applications, there is an operational constraint that is
straight away faced: the antenna sizes that can be readily mounted on UAVs are highly
limited. This severely limits the potency (in terms of gain) of the antenna mounted on a
UAV, while also making it unsuitable for operating at larger wavelengths.
As an example of an application requiring larger wavelengths, Ground Penetrating Radar
(GPR) has been known to be implemented on space based platforms [31] and manned
aircraft [15]. These mobile platforms allow for safely surveying hazardous or inaccessible
environments while also speeding up the process, which paves the way for an equally
capable but lower cost solution making use of smaller unmanned rotor-based UAVs. Un-
surprisingly, there have been various efforts which aim to develop a UAV mounted GPR
system [2, 13, 20, 60], demonstrating the ubiquity and relevance of UAV-based systems.
The size constraints faced when making use of UAV-mounted systems operating at larger
wavelengths immediately bring to mind the idea of making use of synthetic apertures,
possibly enhancing performance through the use of a swarm, and indeed there has been
previous work dealing with this exact topic [6, 7, 10]. The work in this thesis continues in
the same vein, but aims to provide more realism while also allowing for greater flexibility
in the examination of various systems.
A unique simulation platform has been newly developed which allows for the realistic sim-
ulation of the operation of UAVs. This simulator is central to the developed methodology,
which leverages it to obtain valuable insights into the operation of an Synthetic Aperture
Antenna formed by a swarm of UAVs. Specifically, the performance of the synthetic an-
tenna is examined in terms of a few different selected operational parameters; these are
the formation shape, type of formation control, wind strength, and operating wavelength.
In this sense, the work in this thesis is limited to simulation studies; no real-life mea-
surements are taken. Parameter variation attempts to identify a suitably well performing
configuration, i.e. the tested values and especially formations are by no means exhaus-
tive; the selection of a truly optimal working configuration depends on the priorities for
a given use case and is not a problem tackled in this work. Additionally, the effects of
the input parameters are examined in a way which allows for a qualitative understanding;
2precise numerical relationships are out of the scope of this work.
There are previous works dealing with the formation of antennas through the use of highly
mobile UAV swarms [6, 7, 10]. However, compared to these efforts, the methodology
adopted in this work allows for added realism – in the physics, robotics, and communi-
cations aspects. The newly available insights into the operation of Synthetic Aperture
Antennas help to optimize various operational choices for any given use case, with the
use of a simulator enabling rapid prototyping and testing.
For example, a planned GPR mission could test the performance of a particular antenna
configuration by simulating a world with targets to be imaged at the estimated depth. In
that sense, although the selected scenarios in this work primarily explore the effects of
the selected parameters (i.e. formation shape, formation control parameters, wavelength,
wind), they additionally serve as an example application of the developed methodology.
In line with the description so far, the work in this thesis aims to provide insights into a few
different operational and environmental parameters that affect the performance of swarm-
based Synthetic Aperture Antennas. The first of these is the formation shape built by the
UAVs, since antenna theory suggests that it is one of the most fundamental choices to be
made. Also examined are a few different types of formation control algorithms, varying in
their usage of inter-element distance estimations to improve positioning accuracy.
Next, the effect of changing the operational wavelength is considered, especially in com-
parison to an intuitive expectation of its effects. Lastly, the variation in performance under
different wind strengths is examined, as this is an important real-world factor that affects
virtually every outdoor operation of drone swarms. It is also especially important in this
case since position/orientation deviations together are arguably the single most impor-
tant consideration for the performance of any given formation, and these deviations can
be expected to be directly affected by wind.
The study of the above mentioned effects is possible due to the selected methodology, for
which it additionally serves as a representative example. The methodology itself can be
considered one of the main contributions of this work, alongside the conclusions drawn
from the study of the selected factors.
Beyond this introduction, the content in this thesis starts off in Chapter 2 with a description
of the theoretical background that underpins the topics dealt with in this thesis. The same
chapter further contains an account of the methodology used in this work. The next
chapter (Chapter 3) contains details of the simulation platform that has been leveraged in
this work, followed by a description of the scenarios that were studied through simulation.
This is followed by Chapter 4 which presents the results obtained from the simulations,
along with their analysis. In closing, Chapter 5 contains the conclusions that are drawn
from the carried out study, with a focus on whether the objectives that have been set
forth are met. Additionally, possible avenues for future work are suggested based on the
experiences from the work in this thesis.
32 THEORETICAL BACKGROUND AND
METHODOLOGY
Before diving into the details of the work, it is important to first have a sufficient under-
standing of certain underlying concepts. It is also equally important to understand the
motivation behind the effort, and the reasoning behind decisions affecting the implemen-
tation of the study.
The aim of this chapter is to answer these questions, and consequently this chapter con-
sists of two main parts: the theoretical background (which contains the sufficient minimum
knowledge that provides a context for the work) and the methodology (which describes
the procedure of, and the design choices behind, the central effort of this thesis).
2.1 Relevant Antenna Theory
Figure 2.1. A parabolic dish antenna, one of the most widely recognizable types of
antenna (Image credit: NASA1)
This section presents certain selected theoretical aspects of the operation of antennas.
There is a description of the idea of the aperture of an antenna, along with its relation
with other fundamental properties of antennas. The need for large antenna apertures is
thereby stressed. Following this, the concept of synthetic apertures is introduced, with
1https://www.nasa.gov/sites/default/files/images/515900main_DSN_big.jpg
4a special focus on its relevance and implementation alternatives. All these concepts
together provide a foundation for the subsequent discussion.
2.1.1 Antenna Aperture
The aperture of an antenna is a measure of the efficiency of an antenna receiving power
from an electromagnetic wave [22]. Alternatively, it can be considered to be the "effective
area", i.e. the area that contributes to actual received power for a given power flow per
unit area at the antenna. Specifically,
Aeff =
Pr
P0
,
or equivalently,
Pr = Aeff · P0,
where Aeff is the effective area (i.e. antenna aperture), Pr is the power available at
the output terminals of a receiving antenna, and P0 is the power per unit area of the
incident field. This indicates that an antenna with larger aperture requires lesser power
to produce an equally strong received signal. Conversely, while transmitting, a larger
aperture antenna requires less power to be applied to produce the same signal.
The antenna aperture is in turn related to the physical size of the antenna through the
antenna efficiency. Specifically:
Aeff = ea ·Aphy,
where Aeff is the effective area (i.e. antenna aperture), Aphy is the physical aperture,
and ea is the antenna efficiency. This implies that efficiency remaining constant, physi-
cally larger antennas have larger antenna apertures, giving the power benefits mentioned
above.
The aperture of an antenna directly affects certain antenna properties [3, 49, 62, 63, 68]
as follows:
• Gain:
The gain of an antenna is the ratio of the power produced by an antenna to the
power produced by an isotropic antenna. The gain of an antenna varies by direction,
and the maximum gain is related to the aperture in the following manner:
G =
4π
λ2
·Aeff ,
where Aeff is the antenna aperture, λ is the wavelength, and G is the antenna
gain. This follows from the fact that the aperture of an isotropic antenna is λ
2
4π . The
maximum gain of an antenna is therefore directly proportional to antenna aperture.
5• Directivity:
The directivity of an antenna is the ratio of the power density in a given direction
compared to an isotropic antenna with the same transmit power. Directivity is re-
lated to gain as
G(θ, ϕ) = ecd ·D(θ, ϕ),
where G(θ, ϕ) and D(θ, ϕ) are gain and directivity for a given direction, and ecd is the
antenna’s radiation efficiency. This makes the maximum directivity of an antenna
proportional to antenna aperture, through its relation to maximum gain. A high peak
directivity value implies that the antenna transmits strongly in a given direction as
compared to others.
• Beamwidth/angular resolution:
The beamwidth of an antenna is the angle between the half-power points of the
main lobe of the antenna radiation pattern. A smaller beamwidth thus means that
the directivity decreases rapidly when moving away from the main transmission
direction. For a fixed wavelength, an increase in the antenna aperture reduces the
beamwidth.
• Antenna bandwidth:
The bandwidth of an antenna is the range of frequencies over which it is designed
to operate. Outside of these frequencies, the radiation efficiency is reduced, result-
ing in a loss of directive gain. Operating frequency of an antenna in turn affects
its efficiency. To maintain good efficiency, the physical antenna length is required
to be comparable to the wavelength of the corresponding wave. Specifically, an-
tenna lengths below λ2 see low efficiency. Antennas operating at lower frequencies
therefore need to have larger apertures.
The relation of the above-mentioned properties with antenna aperture is important be-
cause it places constraints on the aperture for real-world use cases. For example, high
antenna gain is important to virtually all communication and radar applications, as it helps
to ease the constraints of the link budget, providing advantages such as better range,
higher tolerance to interference, lower requirement for transmit power, etc. Similarly, di-
rectivity is critical to applications such as radar, imaging (for example in ground-based
radio telescopes), and beamforming in general [67]. An antenna’s beamwidth directly
affects the angular resolution available, which is a critical consideration in tasks like radar
and imaging. Additionally, applications such as Wireless Sensor Networks (WSN) (which
is an important facet of the Internet of Things (IoT)), and certain radars operate at low
frequencies which imply relatively large wavelengths. For example, GPR (which is one
potential target application of the configurations considered in this work) usually operates
at 10MHz+, i.e. wavelengths up to 30m. Similarly, Over-The-Horizon Radar (OTH-Radar)
operates at 3MHz+, resulting in a wavelength as large as 100m.
These requirements, i.e. high gain, directivity, and large wavelengths, all in turn bring up
6the need to have a large antenna aperture, a requirement that is readily fulfilled by having
a physically large antenna. Unfortunately, the antenna sizes needed to satisfy these
requirements can prove to be challenging to install and operate in certain environments.
For example, in the case of the German TerraSAR-X radar satellite, it has been mentioned
that to achieve the desired resolution of one meter on the ground with existing operational
requirements, an antenna of at least 15 kilometers [64] in length would be needed.
This has been one of the motivations for the use of antenna arrays [24], which provide
the benefits of a large antenna aperture through the combination of numerous smaller an-
tenna units, connected in a predetermined manner. The phases of the signals from each
individual antenna unit are carefully adjusted so that the waves combine constructively
in a desired direction (i.e. giving higher gain and directivity), while cancelling each other
out in others. Another benefit is that having the antennas rigidly physically connected
enables analog addition of the signals received in each individual element, resulting in
greater sensitivity.
While this is satisfactory for static and permanent installations, having large rigidly con-
nected antenna arrays is either impractical or impossible for applications which are by
nature mobile and highly dynamic. Examples of these are satellites in space [42] or
mobile UAVs [46]. These cases are therefore prime candidates for the application of Syn-
thetic Aperture Antennas. Continuing the example of the mentioned German TerraSAR-X
radar satellite, synthetic aperture techniques are used to achieve the desired resolution
with a physical antenna merely 5 meters in length, as opposed to the 15 kilometers that
would otherwise be needed (i.e. an aperture equivalent to 15km is synthesized using a
mobile 5m antenna).
2.1.2 Synthetic Apertures
Synthetic aperture techniques were developed to overcome the operational limitations of
large antennas or antenna arrays in environments such as space [43], or when mounted
on mobile platforms such as UAVs. Le Vine succinctly describes the working of this tech-
nique in [42] (for the context of radio imaging of an environment, i.e. Synthetic Aperture
Radar (SAR)), "In aperture synthesis, the coherent product (correlation) of the signal from
pairs of antennas is measured at different antenna-pair spacings (baselines). The product
at each baseline yields a sample point in the Fourier transform of the brightness temper-
ature map of the scene, and the scene itself is reconstructed by inverting the sampled
transform". Further details can be found in [41, 44, 65].
The most common way that this is implemented is now described. A single physical
antenna, mounted on a mobile platform (moving along a predetermined path) gathers
signals from different positions at different times. These signals are stored based on the
position at which they were obtained. On combination (as previously mentioned), and
with additional processing, the resulting signal is equivalent to one that would have been
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Figure 2.2. Illustration of SAR operation with single platform
obtained from an antenna with a much larger aperture (specifically an aperture as large
as the traveled path).
This mechanism, although seemingly different from a phased antenna array, operates on
much of the same principles. A phased antenna array consists of precisely positioned
(in one or more dimensions) individual antenna elements. A controlled phase shift is
then applied to signals to/from each antenna, resulting in the overall antenna "pointing"
in a chosen direction (while having higher gain, and equivalent aperture, than any of the
constituent elements). In Synthetic Aperture Antennas, each signal snapshot contains
similar phase shifts (which come from factors like the position/velocity each snapshot
was obtained at), which can be adjusted in further processing of the signals. Hence it
can be understood that Synthetic Aperture Antennas recreate the effects of a phased
array through processing of the signals, just as an antenna array does through physical
geometry.
It should be noted that the operation of a Synthetic Aperture Antenna is not limited to
a single mobile platform. As evident from numerous examples [6, 7, 10, 18, 38], the
"snapshots" can equivalently be taken by multiple independent platforms, each with its
own physical antenna. The use of multiple spatially distributed antennas significantly
reduces the time required for the same operation at the cost of having multiple mobile
platforms in operation in place of a single one. Further work [23, 61, 74] has suggested
that moving the entire formation over time, similar to the operation of single platform
synthetic aperture, can result in even better performance.
Single-Platform Synthetic Apertures
The initial implementations of Synthetic Aperture Antennas consisted of a single antenna
system mounted on a moving platform, an illustration of which can be seen in Fig. 2.2.
8Figure 2.3. Seasat (Image credit: NASA2)
C. A. Wiley helped develop the first SAR [70], which was used for 2D imaging of objects
and the Earth’s surface using radar. Early work in SAR-based remote sensing was car-
ried out by the military, but after the gradual dissemination of this to the public, civilian
implementations were seen, primarily using aircraft.
In 1978, Seasat [39] (shown in Fig. 2.3), the first satellite to use SAR techniques, was
launched. Its objective was the detection of ocean waves from orbital altitudes, a mission
in which it was unexpectedly successful, as it turned out to also be capable of detecting
the wake of submerged submarines. Since then, the use of Synthetic Aperture tech-
niques in satellites has only increased, with numerous current and upcoming programs
2https://www.asf.alaska.edu/seasat/about/
9employing SAR.
Apart from the use of Synthetic Aperture Antennas via aircraft and satellites, current
interest in the increased applications of UAVs has also extended to Synthetic Aperture
Antennas. For example, UAVs are used for classical SAR using Ultra-Wideband (UWB)
[46] or even Millimeter Wave (mmWave) [28], Light Detection and Ranging (LIDAR) [4],
indoor radar [72], etc.
For further reference, [4] provides an excellent review of the various application of Syn-
thetic Aperture techniques, which include for example: classic SAR used in Earth obser-
vation; Synthetic Aperture Radio Telescopes (SART), a similar technique which utilizes
Earth’s rotation to move the antenna, and is used for astronomical observations; Syn-
thetic Aperture Sonar (SAS), used in underwater archaeology; and Synthetic Aperture
Ultrasound (SAU), used for medical imaging.
Multi-Platform Synthetic Apertures
A relatively newer paradigm in the application of Synthetic Antenna techniques is the de-
ployment of multiple radio-equipped independent platforms in a cluster or swarm. The
principle behind this is as follows. In Synthetic Aperture Antennas with a single platform,
signals are captured at various positions, and at different times. Processing of the sig-
nals is adjusted to accommodate these time variations. This effectively means that the
signals can equivalently be received by more than one independent spatially/temporally
distributed platforms. Some of the different means to implement this idea are explored in
Fig. 2.4.
The feasibility and performance gains from adopting this method are established [8, 18,
23, 61, 74], and include for example, the lowering of hardware performance requirements
for each individual radio element, or a reduction in the total time required. In the specific
case of SAR imaging, this method provides a larger swath-width, while also allowing for
finer resolution, eventually resulting in an overall improvement in the SAR image [61].
Since Earth-observation SAR is often implemented using satellite-mounted antennas,
the above discussion readily leads to the concept of a formation of SAR satellites in orbit.
The deployment of satellites in a specific formation is relatively easy to maintain given the
propensity of the satellites to stay in formation unless disturbed. However, this requires
significant resources to set up, both in materials and time.
UAVs on the other hand are significantly cheaper both to manufacture and maintain,
and allow great flexibility in operation. UAVs have the downside of having limited range,
and less stable formations due to being susceptible to physical effects like wind, along
with errors in positioning sensors. Despite this, their flexibility has inspired interest in
UAV-swarm-based Synthetic Aperture operations, such as the work in [6, 7, 10, 38]. In
order to deal with the most obvious downside of using UAV-swarms for synthetic aperture
techniques (i.e. reduced performance due to positional errors in the formation), various
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(a) SAR with single platform, simple trajec-
tory
(b) Equivalent operation with with multiple
platforms
(c) SAR with single platform, extended tra-
jectory (d) An alternative using a mobile formation
(e) A static formation covering
all imaging points (f) Replacement of a single unit by a formation
Figure 2.4. An illustrative comparison of single and multi-platform SAR. Crosses indicate
imaging points.
works [21, 52, 66] have focused on analyzing the position errors and developing ways to
compensate for them. This, however, remains a problem that limits the effectiveness of
swarm-based antennas.
Effect of Position Errors on Directivity of a Synthetic Aperture Antenna
UAV swarm-based arrays, despite having considerable flexibility, suffer from the drawback
of having positioning errors, i.e. deviations from the "ideal" location in the formation. As
mentioned previously, these deviations stem from factors such as physical effects like
wind gusts and turbulence, as well as errors in positioning sensors.
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The effect of these deviations from the ideal position in the formation is to make the
antenna less effective. Specifically, the directivity in the intended direction is reduced,
while the directivity in other directions is increased instead. Given a fixed link budget,
the consequence is to either reduce the range of the Synthetic Aperture Antenna or to
require higher transmit power, both being undesirable effects.
Following from the discussion in [7] and [6], the directivity of an end-fire antenna with
infinite individual elements is exponentially affected by the variance of the position errors
of the elements. Specifically,
D = D0
(
1
1 + 12π
(
e(2πσ)2 − 1)
)
, (2.1)
where D is the antenna directivity with position errors, D0 is the directivity without errors,
and σ is the Root Mean Square (RMS) position error in wavelengths.
Consequently, for increasing RMS position errors, the directivity of an end-fire antenna
with infinite elements continues decreasing indefinitely. For an antenna with a finite num-
ber of elements, it is noted in [6, 7] that with increasing RMS position errors, the overall
directivity matches that of the infinite case closely "until a directivity of a few dB more than
the directivity of an individual element is reached".
2.2 Miscellaneous Relevant Concepts
2.2.1 WiFi FTM Ranging
IEEE 802.11mc introduced WiFi Fine Time Measurement (FTM) Round Trip Time (RTT)
based range estimation. This was standardized in 802.11-2016 [35] and is also supported
by Android Pie [69]. WiFi FTM ranging aims to provide an improvement over traditional
Received Signal Strength Information (RSSI)-based ranging, which utilizes the RSSI to
estimate the distance from a wireless transmitter.
Compared to FTM ranging, RSSI-based ranging is much more sensitive to environmental
attenuation, besides being affected by multipath effects and interference [58]. RSSI-
based ranging has also been shown to be affected by coincidental factors like hardware
and temperature [5, 47] Further, it is not well suited to real-time ranging due to the time
taken to run the scan. FTM ranging however can provide update rates upwards of 3Hz,
as noted in [73].
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Figure 2.5. WiFi FTM ranging mechanism
WiFi FTM Ranging Mechanism
The idea behind WiFi FTM ranging is to use the time of flight of signals between two FTM
enabled devices to estimate the distance between them. The FTM process is started
when a UAV sends an FTM request message to another, as can be seen in Fig. 2.5. This
request receives an acknowledgement message in response.
After a FTM request/response exchange, an FTM message ("ping") is sent by the receiv-
ing device, which also registers the time (t1 in Fig. 2.5). On reception of this message,
the requester notes the time (t2) and then responds with an acknowledgement ("pong"),
whose send time it similarly stores (t3). The arrival time of the ACK is also noted (t4).
The subsequent FTM message additionally contains the timestamps recorded by the re-
ceiving device (i.e. FTM2(t4, t1)).
Once the requester has all four timestamps, the total RTT can be calculated as follows:
RTT = ((t4− t1)− (t3− t2)).
After the RTT has been determined, the distance between the UAVs can be calculated
by:
d =
RTT
2
· c
where d is the distance between the transceivers, and c is the speed of light.
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The accuracy of this method can be improved by including a number of FTM bursts in a
single measurement [34], whose results are then averaged.
It should be noted that a simple one-way trip cannot be used to determine the Time
of Flight (ToF), due the presence of differences in clock offsets from "ideal" time. The
described process automatically cancels any relative clock error (in terms of offsets),
since each of the two messages are affected by the same error in opposite ways.
Accuracy Considerations
Despite the simplicity of the mechanism, in practice the range estimates are subject to
errors from sources such as differing clock drift on each drone, RF interference, multi-
path effects (e.g. packets transmitted through Non-Line-of-Sight (NLOS) paths tend to
report larger distances), calibration errors, etc. The accuracy is further affected by the
communication bandwidth provided to the channel, with greater bandwidth improving the
accuracy.
In [34], it was determined that meter-level accuracy is indeed achievable provided an open
environment with minimal multipath effects. Alternatively a bandwidth of 80MHz can also
help to achieve similar accuracy. Another detailed evaluation of WiFi FTM accuracy can
be found in [32]. Additionally, further improvements can be achieved by other methods,
for example the dead-reckoning techniques as described in [73].
FTM-augmented GPS Positioning
Since the work involves UAV swarms, it is necessary to implement a formation control
algorithm. Formation control is, however, a significantly involved topic that grows in com-
plexity with the swarm size. Fortunately, in this work, the focus is on having static forma-
tions and keeping them in place. Hence, the formation control can be greatly simplified,
since it is not important to have elaborate methods to assemble and move the formation.
Positioning in UAVs traditionally makes use of sensor readings from one or more Global
Positioning System (GPS) units, and this is also the case for other works dealing with
swarm-based antennas [7, 10]. Using inter-element distance estimation for antenna for-
mation has therefore not been well explored. However, there have been attempts to fuse
GPS and WiFi information for positioning, such as [12, 19, 51].
Consequently, in order to provide an advantage over previous works, a simple algorithm
has been developed for the purposes of improving formation quality (in terms of position-
ing accuracy) by making use of FTM-based distance estimates to improve the positions
reported by the GPS units. A limitation of this algorithm applies to use cases other than
the one in this thesis; the algorithm provides higher accuracy of positioning, but only for
specific fixed points (here, the formation destination points). The developed procedure is
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now described.
The algorithm is designed to be simple and consists of two main parts, as can be seen
in Eqn. 2.2. It calculates an "update vector" that indicates the direction and distance that
the UAV should aim to update its position by. In essence, the first term uses differences
between the ideal and actual distance between UAVs to decide to move either towards
or away from an individual neighbor. The "movements" for each neighbor are summed
up, resulting in a value which takes into account all the individual distances. The second
term is a simple GPS based vector from the UAV’s own actual position to the intended
position. Note that the second term does not require any information exchange between
individual UAVs, i.e. each UAV assumes its position to the best of its ability. The specific
equation is:
update = α · (1− f) ·
∑
i ̸=j
((
PGPSj − PGPSi
) ·(dactualij − dgoalij
dgoalij
))
+β ·f ·
(
P goali − PGPSi
)
,
(2.2)
where α and β are numerical constants; f ∈ [0, 1] is the fraction of reliance of the method
on "pure" GPS; PGPSi is the GPS reported position of UAV i, while P
goal
i is the ideal goal
position of the UAV in the formation; and finally dactualij is the "actual" (i.e. FTM-estimated)
distance between the UAVs i and j, while dgoalij is the ideal distance between them when
in the requested formation.
2.2.2 Drone Modeling
Along with the formation control, another point of relevance is the method employed for
modeling the behavior of the UAVs themselves. The simulations in this work make use
of the 3DR Iris Quadrotor3 to model the UAV within Gazebo. This has been chosen
since it is the default quadrotor choice for PX4 4, the flight control software used. The
model provides the flight dynamics for use in the simulations, and as such, these can be
expected to change in case of a change in the choice of quadrotor model. In terms of
sensing, each simulated UAV is outfitted with an Inertial Measurement Unit (IMU) and a
GPS unit; no optical instruments are included.
It can be helpful to consider the working of PX4 and the quadrotor model as a black-
box. In this view, inputs are fed into the system in the form of mavros5 messages (for
example https://dev.px4.io/v1.9.0/en/ros/mavros_offboard.html). In the case of
movement instructions, the instruction is encoded as a mavros message, which is then
delivered to PX4. PX4 makes use of the selected model (3DR Iris in this case) to calculate
the appropriate actuation needed at each rotor, which are therefore the outputs of the
3https://3dr.com/support/articles/iris/
4https://px4.io/
5http://wiki.ros.org/mavros
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system. The corresponding thrusts and related physical forces are then simulated by
Gazebo, resulting in feedback in the form of updated positions, orientations and forces.
2.3 Methodology
Interest in the operation of UAVs for increasingly varied tasks has been on the rise [29].
As has been discussed in Section 2.1.2, there have been proposals for deploying swarms
of UAVs to form highly mobile Synthetic Aperture Antennas. However, this is not a well
explored area, and the amount of work considering the actual performance of such an-
tennas in real-world conditions is highly limited.
Consequently, one of the main goals of this work is to evaluate the performance of an-
tennas comprised of static formations of UAVs (as illustrated in Fig. 2.4e). To this end,
detailed simulations are to be used which allow for a high degree of realism, in turn pro-
ducing accurate results.
Having an idea of the end objectives, attention can next be paid to selecting metrics which
would help in evaluating and comparing the performance of the different antennas that will
be encountered over the course of this study. Once the desired "outputs" of the system
are defined, different interesting "input" factors can be selected, which can be expected
to affect the performance of the antennas in insightful ways (especially in the context of
the selected metrics). Having outlined the "inputs" and "outputs", the design (especially
in terms of the flow of data) of the required simulation platform can subsequently be
considered.
The upcoming discussion follows the flow of the methodology laid out in the previous
paragraph, while also elaborating each part in greater detail. Specifically, the selected
metrics for antenna evaluation are considered, followed by the chosen "input" parame-
ters. Next, the simulator pipeline is outlined, connecting the "input" and "output". As a
conclusion there is a description of the analysis techniques used for the generated data
and a short justification of the various choices made as part of the methodology.
2.3.1 Metrics and Parameters
Selected Metrics
In order to systematically assess swarm-based antennas, their performance first needs
to be quantified. This in turn requires the choice of certain metrics which can provide a
complete and thorough picture of the antenna performance. In this regard, the following
three metrics have been selected:
1. The maximum gain of the antenna, in any direction:
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This has been chosen because gain is a fundamental measure of the performance
of an antenna; the maximum gain regardless of direction indicates in a sense the
maximum effectiveness or potency of the antenna and so higher gain can be con-
sidered better.
2. The angular distance between the direction of maximum gain and the intended
direction:
This helps to assess whether the formation has been formed as intended, and
whether the antenna is "pointing" in the intended direction. Greater angular dis-
tances indicate, in the case of radar, that the imaging will be carried out further
away from the ideal direction. In the case of communications, it indicates lower ef-
fectiveness of the antenna, and a greater chance of causing interference with other
systems. Accordingly, lower angular deviations are more desirable.
3. Relative maximum gain in the main lobe of the radiation pattern compared to side
lobes:
This helps provide a sense of the utilization of energy – having smaller side lobes
is important both for efficiency and for reducing interference with other systems.
Accordingly, a larger main to side lobe gain ratio is advantageous.
One important point to note is regarding the reason to not include maximum gain in the
intended direction as an additional metric. The use of the antenna for communications
results in the gain in the intended direction becoming one of the primary factors affecting
the performance of the antenna, as maximizing the energy received by the receiver is
usually the primary aim. However things are different in the case of radar and imaging,
where having the maximum gain away from the intended direction only means that the
imaging direction is different from the intended one (something measured by the second
selected metric); the quality of the results remains unchanged, assuming equal gain.
Since one of the main use-cases of UAV-swarm-based antennas is expected to be radar,
the decision was made to not include an additional (communications-centric) fourth met-
ric. Keeping the number of different metrics down also helps avoiding dilution of the
attention received by the others metrics. Readers interested in communications are en-
couraged to replicate the results while including the gain in the intended direction as an
additional metric. Further, since the focus is on the quality of antennas formed by swarms
of UAVs, factors such as UAV weight, energy consumption, etc. are not considered. Al-
together, a combination of the three chosen metrics should allow for a quick assessment
of the resulting antenna pattern, which should in turn help in the planning and design of
operations that aim to make use of such antennas.
Input Parameters
In order to receive meaningful results, it is essential to select factors which meaningfully
affect the performance of swarm-based antennas, and then investigate the precise effects
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that variations in these factors have. These factors are to be the main focus of this work,
with their effects being analyzed and discussed, also in combination with each other. Due
to the large amount of combinations when varying a number of variables, the factors will
be split into groups. The effect of each group will be studied in a separate stage, with the
best configuration identified from the study of a group being used in the next stage.
At the same time, certain factors are to be identified, which will be held constant through-
out the process. These factors are ones which despite affecting the antenna performance,
for one reason or another, are not selected to be the focus of the study of this thesis.
Specifically, these are:
• FTM ranging configuration parameters
• Drone hardware
• Antenna element design
• Number of drones in the formation (as far as possible)
Each of these has a noteworthy effect on the antenna performance; however, they are
not the focus of the work in this thesis. Enough attention has been paid to them to
select an appropriate configuration, but the effects of variations of these factors have not
been considered. The antenna element design (i.e. the actual antenna carried by each
individual UAV), in particular, has been examined to a somewhat greater extent than the
other factors on the list. Details of these examinations can be found in Section 4.1.
The factors comprising the first stage of study are now considered. The first of these
considerations is that of formation shape. Selection of the optimal formation for a given
scenario is an extremely involved and challenging task that in its entirety is beyond the
scope of this thesis. However, attempts have been made to select a "sufficiently" good
formation. Specifically, based on the work presented in [36, 37, 59] supergain arrays are
constructed, with the end-fire spacing set to 0.25λ and the front-fire spacing set to 0.85λ.
Simple linear end-fire arrays are then compared to possible alternatives, such as having
multiple end-fire arrays side by side, such that each layer forms a front-fire array. In the
resulting comparison, a special focus is put on their robustness to position errors.
The second factor considered in the first stage is the availability of WiFi FTM ranging.
Ranging-based distance estimation has so far not been explored in the context of antenna
formation, and as such, a special focus has been placed on investigating the performance
of different formations with and without the availability of ranging information. Specifically,
the different selected formations have been tested under both scenarios in order to as-
certain whether certain formations can be made much more effective with the availability
of local distance estimation.
After consideration of the above-mentioned factors, a working configuration is arrived
upon. This configuration is then held constant, with the second group of factors now
being varied. Specifically, these are the operating wavelength, and the wind strength.
The wavelength has a manifold effect, because it directly affects directly the size of the
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antenna (i.e. the formation); changes in the formation size (with the same number of
UAVs) correspondingly affect the ratio of inter-element spacing to position error (which
remains unaffected), making the antenna more or less sensitive to position errors. A
further source of complexity is the effect of changes in formation size on the ability of
the UAVs to carry out FTM-based distance estimation. Specifically, increase in sizes
might take certain UAVs out of range of others, resulting in reduced availability of inter-
element distance estimation, possibly increasing position errors and reducing antenna
performance. Finally, the performance with varying wavelength also indicates the suit-
ability of the formation for different tasks (which each have wavelength as an operating
requirement).
The second parameter considered at this stage is wind strength. This has been chosen
as it is an important real-world effect that affects the ability of a UAV to maintain position
accurately. Another rather inconspicuous effect of wind is that even if a UAV manages
to maintain position in the face of a gust of wind, a possible tilt involved in holding posi-
tion changes the orientation of the antenna element on-board, possibly affecting antenna
pattern and polarization. Wind as a factor in the operation of swarm-based antennas has
been previously considered [7], but in a highly limited manner. The unique capabilities
of the developed simulation platform allow for realistic wind effects, paired with realistic
reactions on the part of the UAV flight controller, making the consideration of wind as a
parameter all the more interesting.
2.3.2 Experiment Process
In the previous sections, the inputs and outputs of the system have been defined, and
attention can now be paid to the design of a system which can work within these confines;
i.e. generating the desired outputs (the selected metrics) from the inputs (the parameters
to vary). An effective simulation platform can fulfill these requirements satisfactorily, and
the design of such a simulator is now considered.
This simulation platform is unique in having the ability to simultaneously model physical
world effects (like kinematics) and communications (including accurate networking sim-
ulations). This presents significant potential in the simulation of UAVs swarms, where
inter-node communication is as important as the UAV movement. The unique capabili-
ties of this platform, amongst other things, allow modeling WiFi FTM ranging (which has
been used to reduce positioning errors in the formation). Following is a description of the
pileline involved in obtaining results.
The first step is to prepare a scenario-specific configuration file, which is read by Gazebo.
This includes the initial starting positions for all agents, on the ground. Additionally, co-
ordinates for the destinations for each drone, as per the formation, are provided. This
configuration (along with other, more general configuration) is then used to start and run
the simulation.
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Figure 2.6. Simulation pipeline
For the purposes of this thesis, the positions of the UAVs are compared against the
destination positions within the formation. Once all the UAVs are determined to be in
position (i.e. the RMS position deviations are under a certain threshold), their positions
and orientations are sampled for a fixed duration at a set frequency. The idea is to sample
the positions and orientations of the UAVs as they attempt to hold position in formation.
The UAV position and orientation data from each simulation run is then saved for later
processing.
A separate stand-alone postprocessing script has been generated that makes use of
the popular NEC26 engine for evaluating the antennas formed by the formation (details
in Section 3.1.6). For each time instant, the antenna formed by the elements is evalu-
ated according to the previously mentioned metrics. Following this, a Probability Density
Function (PDF) plot is generated and saved. This entire process is summarized in Figure
2.6.
2.3.3 Data Analysis Procedure
Once every step in the simulation pipeline has been completed, plots of the selected
metrics (i.e. angular deviation, maximum gain, and side-lobe-relative maximum gain)
can be generated. Since the selected input factors are varied in two stages, the results
are correspondingly generated and studied in two stages. The first stage consists of
the effects of formation shape and FTM usage. Here, the maximum gain and the side-
lobe-relative maximum gain for each of the selected formations with ideal positions and
orientations is first considered, since they provide a baseline for context.
The number of different considered formations is expected to be greater than the different
6https://www.nec2.org/
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values of GPS-weights in the FTM usage, since small changes in this weights are not
expected to have significant effects. Therefore, a number of plots are to be generated,
one for each value of f , the weight parameter for FTM control. Each of these plots will
show the performance for the different selected formations, to facilitate comparison.
These generated plots will then be analyzed in a qualitative manner, in order to provide a
better understanding of the mechanisms of the effects of the changes in formations and
formation control. Numerical methods are not employed, as the number of simulation
runs have been limited due to practical time and hardware constraints. A significantly
larger (in time and resources) simulation campaign would be required to provide a high-
fidelity data-set suitable for numerical analysis.
Accordingly, the generated plots are examined for apparent trends, for example evident
behaviours common to different families of formations, and all observations are compared
to each other and to the baseline ideal-case results. A suitable well-performing configu-
ration is then selected out of the variation, which is then employed for the second stage,
i.e. the effects of changes in wavelength and wind strength.
In a manner similar to the first stage, plots are generated for each selected wind strength,
which depict the performance for the different selected wavelengths. Unlike the first case,
neither the wavelength nor the wind strength has an effect on the selected metrics in the
ideal case, and subsequently all the results in the second stage have the same baseline
results. Accordingly, all variations clearly depict a deviation from the baseline, and are
accordingly examined and reported. Inferences are then drawn from the observed trends
in the data, and any limitations affecting their applicability are explicitly noted.
2.3.4 Methodology Considerations
One of the choices made as part of finalizing the methodology was the choice to use only
static formations, i.e. formations where there is no need for movement of the formation as
a whole. The primary reason for this is that moving formations have received considerable
attention already, especially in the case of formations of satellites [18, 23]. Additionally,
having a static formation allows for equivalent evaluation of their performance as antenna
arrays, using a tool like NEC2 – which is highly convenient and reduces the scope for
errors. An additional operational advantage provided by this mode of operation is that the
total time that the formation needs to be in operation is greatly reduced.
An additional choice here is the decision to make use of a simulation platform. Compared
to the use of an analytical model, the use of a simulation allows operation with less
assumptions being made, resulting in greater realism. Further, the greater flexibility (e.g.
the use of actual flight control software, and allowances for arbitrary formations) and
the use of a numerical solver like NEC2 make the results more realistic while also greatly
simplifying the procedure, since an analytical solution would usually only allow for specific
formations and stochastic error models.
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On the other hand, the use of actual hardware and real measurements, of course, provide
the most realistic results. However, compared to making use of actual UAVs, the use
of simulations allows for much more rapid adaptability (in terms of changing setups),
allows for greater control over experiments (e.g. wind speed can be directly controlled in
simulations), greater scalability (the number of individual UAVs can be much more easily
increased in a simulation), with the added benefit of much lower costs.
The decision to make use of WiFi FTM ranging is based on the fact that WiFi is ubiquitous
and has a strong tradition of being used for ranging, e.g. through RSSI. Moreover WiFi-
based ranging is also popular, and support for it is even included in Android 9.0 (Pie).
This being said, the accuracy provided by WiFi ranging is not the best; actual hardware
implementations would benefit from making use of an alternative ranging implementation,
such as the UWB-based DW10007, which can provide an accuracy of about 10 cm.
An additional choice worth discussing is the use of NEC2 as the antenna modeling sys-
tem. NEC, originally from the 1970s, is widely used, and is known to generally be a
reliable system. It is additionally open-source and freely available on a variety of plat-
forms. Further, in practice it tends to run faster than other, more elaborate tools, making
it more convenient to work with. However, there are limitations in the use of NEC2, such
as the inability to model dielectric media and their effects on antenna patterns (some-
thing which is handled by more modern tools, which however tend to require commercial
licenses).
7https://www.decawave.com/product/dw1000-radio-ic/
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3 EXPERIMENTAL SETUP
This section presents the experimental setup developed for the work in this thesis. Specif-
ically, there is an extensive description of the developed simulation platform, followed by
an account of the specific scenarios that were simulated. Note that the simulation plat-
form is the same as the one made use of and described in a previous publication [25],
with a few enhancements.
3.1 The Simulation Platform
The operation of UAV swarms involves robotics (including motion control) and high-speed
communications besides the actual physical effects that enable flying. Accurate simula-
tions of the behavior of these systems therefore involve correctly modeling each of these
aspects along with their interactions. However, currently available simulation software
either provides high-fidelity in the physics and sensing aspects – required for robotic in-
teraction; or high fidelity in the communication and networking aspects, but not both [57].
The growing importance and prevalence of mmWave communications has resulted in a
number of efforts to model them. Further, modeling mmWave communications especially
require accurate dynamics and communications [27, 45, 71]. Numerous efforts have
tackled this problem [11, 14, 26, 30, 50, 53, 56], however, these previous works generally
deal with specific cases, and each presents a new simulation platform, leaving an obvious
gap for a single simulation platform that would encompass all these works.
Additionally, existing models are limited in scope and do not contend with the full com-
plexity of all events that would be required for accurate modeling. For example, channel
models such as those described in [40] and [54], are unable to cover all details of multi-
path channels, such as reflections and Line-of-Sight (LOS) blockage.
Given this background, a simulation platform with the unique capability of concurrent
simulation of robotics and network communication systems has been developed with the
aim of solving the previously mentioned issues. This simulation platform has previously
been used to obtain valuable insights into the Angle of Arrival (AoA) distribution for the
case of a radio link between a pair of UAVs engaged in a perimeter surveillance task.
The results, along with a description of the simulation platform, have been presented in
[25]. A further discussion and description of the simulation platform now follows.
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3.1.1 Design Considerations
The Robot Operating System (ROS) framework1 is currently an ubiquitous choice for the
implementation of robotic software. One reason for this is that ROS interacts with physics
simulation platforms such as Gazebo, AirSim, or Unity to provide reliable physical and
sensor simulations. However, ROS may not provide sufficient support for simulation of
the communication between multiple interacting agents. On the other hand, we have
communication network simulators such as ns-3, netem, Extendable Mobile Ad-hoc Net-
work Emulator (EMANE), or OMNeT++, which excel at this task.
Accordingly, the focal point of the development of the platform has been to provide an in-
terface between these two distinct simulation tools. This allows for the effective utilization
of existing solutions for robotics and network simulations (such as the ones mentioned
previously), while providing the high-fidelity simulation required for UAVs. While the pro-
posed architecture is agnostic to the simulator choice, we use a ROS/Gazebo2 combina-
tion for the robotic components and use the WINTERsim mmWave network simulator3,
for the simulation of the communication aspects.
In order to support accurate modeling of mmWave communication, compatibility with cur-
rent standards that define requirements for such channel modeling has been maintained.
Of particular importance is compatibility with the 3GPP Spatial Channel Model (SCM) [1]
and 802.11ay channel modeling methodology [48], as they cover the most likely commu-
nications options for the mmWave case.
Finally, following from the discussion above, there are two properties of the simulation
platform that effort has been put into maintaining. The first is to keep the simulation
architecture agnostic to the choice of network simulator. This ensures that almost any
network simulator can be used to simulate the working of the actual network, allowing
for great flexibility (for example, in practice, WINTERsim and ns3 [9] have been tested to
work). The second attribute is (in keeping with the design of ROS+Gazebo), to have the
entire simulation architecture transparent to the robotic target application. This allows for
seamless deployment to actual physical devices operating with real communications.
3.1.2 Overall Architecture
The considerations listed above lead to a simulation architecture based on two distinct
blocks, illustrated in Fig. 3.1. Specifically, there is a robotic simulation component
and a network simulation component, which are meant to run concurrently in quasi-
synchronous mode (i.e., the relative clock error is constrained). One is tasked with the
simulation of network elements (communication), while the other simulates robotic ele-
1http://www.ros.org/
2http://gazebosim.org/
3http://winter-group.net/download/
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Figure 3.1. Proposed simulation platform architecture [25]
ments (physics, sensing, and actuation by way of the autonomous algorithms run by the
agent).
These two separate simulation components both require inputs from the other for the
mentioned joint simulation. Further, there is a need to maintain time synchronization in
each of these simulators to get meaningful results. These functions are implemented by
a third component (the NetWatcher). The NetWatcher implements a message passing
interface and acts as an orchestrator of the robotic and network simulation components.
Effectively, the network and robotic simulators exchange a set of standard messages,
allowing for the joint simulation of physics, sensing, actuation and communication, yet
without forcing particular software on either end.
3.1.3 ROS + Gazebo Specifics
The robotic simulator is composed of two pieces of software, ROS, and a physics simu-
lator (in this case Gazebo). The ROS is a set of robotic middleware components widely
used in the robotic community; the robotic functionalities (e.g. flight control) of the agents
are in turn implemented in software that fits into the ROS framework. Along with this, ROS
communicates with a physics environment; this physics environment can be modeled by
different tools, the most common of which is Gazebo. Gazebo is a 3D simulator that sim-
ulates physics, sensing, and actuation. In short, Gazebo simulates the world in which the
robotic agents interact. Fig. 3.2 depicts screenshots from some of the simulations used
in this work.
The software running in ROS perceives the ROS instance to be a separate host, in the
same manner as what it would see with deployment in an actual robotic device. The
network interfaces exposed to it are the interfaces of the ROS instance, which are the
interfaces of the actual host running Gazebo. To seamlessly integrate the simulated net-
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Figure 3.2. Screenshots depicting UAVs in an ongoing simulation
work, TUN interfaces (virtual IP interfaces4) are used.
The usage of TUN interfaces allows for the ROS components to be unaware that the
network, and all communications within it, are in fact simulated (i.e., code during exper-
imental deployment is the same as during simulation). Additionally this fully decouples
the network and robotic simulators, allowing any network simulator to be plugged in. In
this sense, the robotic agent can perform its functionality without the need to modify its
codebase to adapt to the network simulator.
Another point to be noted is that the usage of a robotic simulator in this manner results
in a modular structure which allows for a range of channel models to be used; from
simple semi-stochastic LOS/NLOS models, to fully deterministic channel models based
on “graphics grade” ray tracers found inside physics engines.
Fast Ray Casting
Calculation of the losses from radio effects such as reflection, scattering, diffraction, and
transmission (through a medium) requires knowledge of the locations and material prop-
erties of all involved objects as well as details of the radio communications used (e.g.
carrier frequency).
Gazebo, as the physics simulator, has all this information readily available. To avoid
transmitting the complete physical world state (from Gazebo to the network simulator) at
every time interval, lookup tables for various interaction losses have been generated. This
allows these losses to be calculated on Gazebo’s side while making use of the ray tracer
built into Gazebo. Since the calculation of these interaction losses by Gazebo requires a
simple table lookup, the time required has been greatly reduced.
4https://github.com/torvalds/linux/blob/master/Documentation/networking/tuntap.txt
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(a)
(b)
Figure 3.3. Interaction loss types (a) LOS: Transmission through a medium (b) NLOS:
Reflection/scattering
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The implemented interaction types are, transmission/absorption for obstructed LOS, and
reflection and scattering for NLOS cases (diffraction can be implemented as future work).
The procedure for the generation of lookup tables is now described. First, a voxel-based
physical world is assumed, similar to internal representation of Gazebo. Next, combi-
nations of different material types, carrier frequencies, and incidence and reflection (or
scattering) angles are considered. For each of these, the values of losses for reflection/s-
cattering or transmission are calculated and saved.
For every communication, Gazebo uses its internal ray tracer to trace the path of the
ray from transmitter to receiver. For LOS/obstructed LOS, a direct path between the
two is traced, and any possible transmission losses along that path are calculated. For
NLOS, all surfaces within a certain radius are considered, and for appropriate surfaces,
the choice between reflection and scattering is made based on incidence/reflection an-
gles.
Depending on the type of interaction (illustrated in Fig. 3.3), if any, Gazebo then looks
up the loss for that interaction based on the values in the lookup tables. The calculated
losses are transmitted by Gazebo to the network simulator as part of the Channel State
Information (CSI). Further details are presented in Section 3.1.5.
3.1.4 Network Simulator Specifics
In the presented simulation architecture, the network simulator is a separate entity, which
need not run on the same physical host as Gazebo+ROS. All communication from the net-
work simulator is directed to the NetWatcher, which in turn communicates with Gazebo+ROS.
This provides the network simulator with a single point of contact which abstracts away
all implementation details of the robotic simulator.
The principle of operation of the network simulator is as follows. The network simula-
tor runs an internal simulation as usual. The modifications needed for concurrent and
integrated simulation with Gazebo occur at a few well-defined points. First, the timing
control mechanism is set to be closely directed by the implemented time synchroniza-
tion mechanism (described in Section 3.1.5), advancing only when indicated. Secondly,
the internal channel models are supplemented with detailed CSI from Gazebo (details in
3.1.5). Lastly, packets generated by individual robotic entities are to be routed through
the simulated network, and for this, IP packets are created in the network simulator ac-
cordingly.
The IP packets sent from one robotic entity to another are intercepted at the network layer
through the use of virtual IP interfaces (i.e. TUN interfaces). The use of a layer 3 inter-
face is a deliberate choice in order to reduce unnecessary complexity. Specifically, this
enables supporting arbitrary IP communications between arbitrary applications through
the simulated network, while abstracting away all details below the network layer.
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Simulator Flexibility
Due to the modular and decoupled nature of the platform architecture, any network simu-
lator capable of communicating with the integration infrastructure (the NetWatcher) using
predefined protocols can be plugged in. This can range from a simple single-file script to
full-fledged network simulators such as WINTERsim and ns3.
The event-driven WINTERsim network simulator, has been used for network simulations
for the purposes of this thesis, and also in [25]. It was primarily chosen due to its unique
support for high-fidelity channel modeling. The advanced multipath model implemented
in this simulator has been presented in [55]. By replacing the stochastic channel state
with actual data from Gazebo+ROS, the capability of a fully-featured network simulation
platform was leveraged.
ns3 is one of the most widely used open source network simulators, and significant effort
has been spent on its development. In order to demonstrate the flexibility, and increase
the accessibility of the simulation platform, support was added for ns3 as the network
simulator. This primarily consisted of adding support to ns3 for the custom protocols for
time synchronization and packet handling. Due to current limitations in ns3’s support
for detailed channel models, the CSI provided by Gazebo+ROS was not incorporated.
However, the full range of ns3’s available stochastic channel models can be used instead.
3.1.5 NetWatcher Specifics
The NetWatcher, as mentioned previously, is the central component that coordinates the
operation of the two simulators, passing both data and control messages from one to the
other and ensuring that the clocks on either end remain in sync.
The NetWatcher acts as a single point of contact for all purposes for both the simula-
tors, which never directly communicate with each other. This greatly simplifies the imple-
mentation of all necessary communication besides providing a clean point for alternate
simulators to be plugged in, as previously discussed.
The NetWatcher is implemented as a multithreaded application, and since the NetWatcher
needs to be able to modify the interfaces available to Gazebo, it is constrained to run on
the same physical host as Gazebo. Following is a description of the various functionalities
implemented by the NetWatcher component.
Time Synchronization
Since it is possible to run the presented simulation platform in a distributed manner, it is of
the utmost importance for there to be some sort of mechanism to ensure that the passage
of time in the simulations in both simulators is synchronized. Differences in the rates of
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Time Sync
BEGIN x BEGIN x, Channel data x - 1
END x, Channel data x
END x
BEGIN x + 1 BEGIN x + 1, Channel data x
END x + 1
END x + 1, Channel data x + 1
BEGIN x + 2 BEGIN x + 2, Channel data x + 1
Figure 3.4. Time synchronization mechanism
the passage of time in the two simulations stem from multiple factors. First and the most
obvious is that both the simulators process different events, and being event-driven, might
have a differing number of events in a given time interval – leading to differing real-world
run times per interval, even assuming equal event processing times. A second possible
cause is the difference in the time taken by the actual processing needed for any given
time interval. Thirdly, differences in the offsets of the internal clocks on the physical host
running each simulator, and possible time drifts can also result in different simulation
times on each simulator.
The mentioned factors show the importance of having some synchronization/time-sharing
mechanism. Failing this, it might happen that at any instant (in "real" time), each simu-
lator is at a different point in simulated world time. Since each end simulates a different
aspect of the world (i.e. physics and communications), this can result in completely in-
valid results. For example, time passing faster or slower for communications than for UAV
movement, or messages being delivered to the past.
Time synchronicity is maintained by having the NetWatcher control and co-ordinate the
flow of time in both Gazebo and the network simulator. Specifically, the NetWatcher, as
the central component, declares the start of a time interval and informs both simulators of
the same. Each simulator then proceeds to the indicated interval, whose length is fixed
(and configurable). As and when each simulator is done, it notifies the NetWatcher. The
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NetWatcher waits for acknowledgements from both ends before proceeding to the next in-
terval. This mechanism ensures that relative clock error in both simulators is constrained
to the length of the time interval.
The specifics of the protocol used are now described. BEGIN and END messages are
defined as messages in Google’s Protobuf5, which facilitate the synchronization through
the described protocol (also illustrated in Fig. 3.4). Simply, a BEGIN[x] message indi-
cates that the recipient can begin time interval x; END[x] indicates that the sender has
completed processing for interval x, and is ready for interval x+1 to begin.
To mark the beginning of a time interval, the NetWatcher sends a BEGIN message to
both Gazebo and the network simulator at the same time. Gazebo and the network
simulator reply with an END message when they are ready to proceed. The NetWatcher
then waits for both END messages before sending the next BEGIN message. This ensures
that Gazebo and the network simulator run in sync.
The length (in simulated time) of each interval is configurable. Smaller intervals mean
more close synchronization, i.e. higher accuracy. However they also introduce more
overhead, since a greater fraction of time is spent dealing with the control mechanism.
Conversely, larger intervals have better efficiency and allow the simulation to run faster,
but also allow for greater possible relative clock error, making results less accurate. An
interval size of 10ms was found to be a reasonable middle ground in terms of performance
and accuracy; consequently, this is the interval used for all results here and in [25].
TUN Operation
An important part of the functionality of this simulation platform is that arbitrary commu-
nications (in practice, IP packets) between individual simulated UAVs need to have cor-
responding packets travel through the simulated network in the network simulator. Since
ROS implements a full network stack and allows running actual flight control software,
the IP packets that would need to be transferred are fully formed and legitimate. These
packets need to be intercepted, and the network simulator has to be signalled to create
an equivalent network packet. The mechanism for accomplishing this is now described.
Since Gazebo exposes the actual interfaces on its physical host to each of the ROS
instances, the interfaces used by the UAVs need to be actual interfaces on the host
(Specifically, the software on a UAV will bind to an IP address, and use that for all com-
munications. This IP in turn needs to be available on the physical host running Gazebo).
To this end, the NetWatcher sets up a number of virtual network interfaces (TUNs) which
are seen and used by the individual robotic applications as actual interfaces to the sim-
ulated network, i.e., they send and receive packets in a standard manner. In order to
accomplish this, the NetWatcher spawns a number of threads, each of which watches
one TUN interface for incoming packets.
5https://developers.google.com/protocol-buffers/
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TUN network operation
Packet i
BEGIN x, Packet Arrival Info i, Channel data x - 1
Packet i + 1
Packet i + 2
Packet i + 3
END x, Packet Dispatch Info xDispatch packets
Packet i + 4
BEGIN x + 1, Packet Arrival Info i + (1 .. 4), Channel data x
Packet i + 5
Packet i + 6
END x + 1, , Packet Dispatch Info x + 1Dispatch packets
BEGIN x + 2, Packet Arrival Info x + (5,6), Channel data x + 1
Figure 3.5. TUN network operation
As an interesting side note, it can be observed that by default all Linux hosts apply an op-
timization for the quick delivery of packets travelling between two interfaces on the same
host. This optimization is the use of the local loopback interface for the routing of such
packets, regardless of the actual requested interface. Use of the loopback means that
the packet skips much of the network stack resulting in much faster delivery. However,
this optimization needs to be circumvented to allow packets from one simulated UAV to
another to actually travel through the simulated network. For this purpose a mechanism
to conditionally apply local loopback routing based on the incoming interface was added
to the NetWatcher.
Now continuing on with the description of the TUN operation, on receiving a packet, the
packet is buffered by the NetWatcher and its signature (a unique numeric id, source IP
address, destination IP address, packet length) is scheduled to be transmitted to the
network simulator (note that the packet itself is not transmitted). At the beginning of the
next time interval, all accumulated packet signatures are sent to the network simulator
along with the BEGIN message for that time interval. The network simulator then creates
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an equivalent packet in its own internal simulated network based on the packet signatures
delivered to it.
On delivery of the packet to any host in the network, a notification of delivery is then
scheduled to be transmitted back to the NetWatcher. Note that a single packet can be
delivered to multiple hosts. For this reason, the NetWatcher keeps the packet buffered
even after delivery. Once a packet has completed its movement through the network
(e.g. resulting in being delivered, dropped, or lost) with no further events, a notification
for deletion (from the internal buffer) is scheduled (to prevent memory issues, automatic
deletion with a reasonable timeout is also scheduled).
At the end of processing of any given time interval, the network simulator generates an
END message as usual, and additionally includes two lists, one for delivery notifications,
and one for packets ready for deletion from the buffer. The delivery notifications consist
of the packet signature, the recipient, and the Bit Error Rate (BER) to be applied to the
packet. Notifications of packet deletion consist only of the packet signature.
Upon receiving an END message with accompanying packet data, the NetWatcher applies
the indicated BER, and forwards (or drops, based on the BER) the packet to the right
TUN, at which point the packet is received by the listening robotic application. Packets
are also removed from the internal buffer based on received deletion requests or on
timeout. An illustration of the entire process can be seen in Fig. 3.5.
This mechanism allows the network simulator to directly control the packet delay and
BER seen by the robotic applications. Additionally, it should be noted that since the
packet arrival/dispatch information is only sent with BEGIN/END messages, the granularity
of packet delay that can be introduced is limited to the chosen time interval length. This
has been designed to improve CPU utilization for the network simulator, while maintaining
sufficient control over the introduced delay.
Apart from actual packets, the NetWatcher also assigns parameters to the virtual network
interface internal state (IP address, subnet, up/down state, etc). In this way, complete
network emulation (running in the same simulated time as the ROS) is presented to the
target robotic applications.
CSI Format & Transfer
One of the unique features of the developed platform is the use of highly detailed and
realistic CSI in the network simulator in order to provide accurate communications in the
simulation. In order to do this, the detailed physical world information available in Gazebo
is used for accurate ray-tracing, as discussed shortly in Section 3.1.3. This mechanism
allows for the generation of CSI that allows for detailed multipath and multihop radio
propagation between individual UAVs in the simulation. While Section 3.1.3 discussed
the use of lookup tables to generate losses in Gazebo, further details of the generation of
the CSI are now considered.
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Figure 3.6. A sample channel representation in ROS consisting of a LOS (left) and NLOS
(right) check on a 3D occupancy grid with two pillars.
The detailed 3D simulated environment in Gazebo is first transformed to an OctoMap
[33], which is a 3D occupancy grid similar in nature to a voxel-based system. Raytracing
is then performed in this 3D occupancy grid (a simple example is shown in Fig. 3.6),
which generates detailed multipath and multihop 3D CSI. Specifically, node positions,
orientations, and all propagation paths (consisting of the availability of LOS, and all hop
points and interaction losses) are generated.
It should again be emphasized that this eventual abstraction into a 3D CSI format al-
lows for the use of a range of channel models starting from simple LOS/NLOS, to highly
accurate multi-hop raytracing. Additional points to note are that the complete trajectory
and intermediate interaction losses of all multihop paths are generated in a deterministic
manner, requiring no use of stochastic models in the network simulator. It should also
be pointed out that only material interaction losses are calculated and transferred as part
of the CSI. Path loss is still calculated for both LOS and multihop paths based on the
trajectories in the CSI.
Gazebo generates the CSI as described, following which it is encoded using a predefined
Protobuf message. This message is in turn encapsulated as raw bytes within the time
synchronization Protobuf message. At the end of every time interval, Gazebo sends the
generated CSI to the NetWatcher, along with the interval’s END message (see Fig. 3.4).
The NetWatcher then forwards this data to the network simulator with the succeeding
BEGIN message, where the encapsulated CSI Protobuf message is extracted and de-
coded. This mechanism allows the transfer of CSI from Gazebo to the network simulator
without the need of any extra messages, which simplifies communication.
Driver-Level Operations
In order to further extend the capabilities of the simulation platform, and to provide greater
realism and control, a mechanism has been implemented to allow dealing with "driver"-
level functionalities such as WiFi FTM ranging, and WiFi scanning. Note that for the
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purposes of this thesis, actual implementation has been restricted to WiFi FTM ranging,
but the architecture provides for simple extensibility to include other features.
The implementation has been made along the lines of netlink sockets [16], which are
used to transfer messages between kernel modules and user-space processes in Linux
systems. A similar socket-based setup is used in the simulation platform, with the mes-
sages using JavaScript Object Notation (JSON) in place of the netlink protocol. JSON
was chosen here mainly for its flexibility and simplicity. For each simulated network in-
terface, a socket is exposed by NetWatcher to which the flight control software can send
requests (e.g. for FTM ranging to an interface on another UAVs), and from where it also
reads responses.
Internally, the NetWatcher aggregates the requests it reads on these sockets, and at a
set frequency, transfers all received requests to the network simulator on the other end,
which deals with these requests (e.g. by initiating FTM ranging between the simulated
interfaces) as per its internal logic. At a set frequency, the network simulator checks for
any responses ready to be written back to the pseudo-netlink sockets, and transfers the
same to the NetWatcher, which in turn writes the response to the appropriate socket. Cur-
rently, implementation to deal with these "driver-level" requests has only been completed
in WINTERsim.
3.1.6 Postprocessing
For the purpose of the work in this thesis, a stand-alone postprocessing script was con-
structed, which serves to provide an analysis of the performance of a simulated antenna.
Specifically, within the simulator, once the drones are determined to be in position (via
position errors being under a threshold), 10 seconds of position + orientation data is
recorded. This data is then saved, and read by the postprocessing script.
The postprocessing script, for each time instant, reads the positions and orientations of all
drones. This data is used to generate the exact geometric coordinates for the antennas
carried by the drones. The next step is to determine the phases of the excitation voltage
applied to each antenna. For this, a simple and flexible method is employed, which is as
follows: A single direction is chosen to be the intended direction of maximum gain. The
phases of individual elements are then set so as to add up constructively at a distance
of 100 times the wavelength in the chosen direction, assuming the antenna elements are
present at their ideal positions. While this phase selection method attempts to ensure
constructive interference in the intended direction, it does not attempt to factor in other
requirements, such as the minimization of side-lobes.
Once the antenna positions and excitation details are ready, these values are fed as
input (via a python Application Programming Interface (API)6) into NEC2 (a well-known,
reliable, and widely-used antenna modeling tool). The far-field gains of the system are
6https://github.com/tmolteno/python-necpp/tree/master/PyNEC
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then computed as a function of the azimuthal and polar angles. From the gain information,
the values of the three selected metrics (described in Section 2.3.1) are obtained. This
process is repeated for each recorded time instant, at the end of which, the PDF (i.e.
likelihood distribution) of each of the metrics is calculated and plotted.
Main Lobe Detection
One of the selected metrics is the difference between the maximum gains in the main lobe
and the side lobe. Therefore, there is a need to have an automated and consistent way to
identify the main lobe of an antenna given its radiation pattern and intended direction of
transmission. This has been achieved by making use of automated contour generation,
followed by filtering of the generated contours.
The process is as follows: the radiation pattern of an antenna is obtained as a 2D matrix,
with the two dimensions corresponding to the horizontal and vertical angles. This is then
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Figure 3.7. Examples of main lobe detection
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Figure 3.7. Examples of main lobe detection (cont.)
fed to a contour generation function. The generated contours are then filtered based on
the following criteria: being a valid closed polygon; containing the direction of intended
transmission; and being close to convex (some leeway is provided). The resulting set is
then searched for the largest containing polygon, which is then identified as the boundary
of the main lobe. Some examples of the working of this procedure are shown in Fig. 3.7;
the detected main lobe is outlined in black.
3.2 Simulation Details
In each simulation scenario, the simulated world consists of an open area with no obsta-
cles. The UAVs start off on the ground, with their initial position based on the final goal
positions in a manner so as to avoid path overlapping. All agents take off simultaneously
and make their way to the goal positions. Once the UAVs are more-or-less in position (a
configurable distance away from goal), command passes to the formation control algo-
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rithm which attempts to maintain formation and reduce position errors, possibly making
use of FTM ranging data.
Each simulation run is configured with a number of parameters, four of which are varied
for detailed study. Specifically, these are: the formation; f – the FTM control parameter;
the operating wavelength; and the wind strength. As indicated in Section 2.3.1, the vari-
ations are split into two stages. The first stage varies the formation and the FTM control
parameter together; they make use of a mild wind strength of 2N and a wavelength of
10m. The second stage varies the wavelength and the wind strength. Now follows a
description of the variation of these parameters along with the underlying motivations.
First is the selection of the formation that the UAVs are to be arranged in. The selection
of the formation is the most involved of the four input factors, as the others simply consist
of a variation of a numerical parameter. Supergain effects, as described previously, are
leveraged in the construction of the formations. The target is therefore to have end-fire
arrays with an inter-element spacing of λ4 , and front-fire arrays with a spacing of 0.85λ,
where λ represents the wavelength.
Due to temporary technical constraints, the maximum number of UAVs available for sim-
ulation has been limited to 10. In order to mitigate the effect of a differing number of
antenna elements, it would be ideal for all considered formations to contain the same
number of elements; however, this might exclude some interesting formations – for this
reason a difference of up to 1 element will be considered. It is also important to not over-
inflate the number of formations to avoid a dilution of attention. Given these constraints,
the specific formations considered are:
• 8 element linear end-fire
• 2 end-fire arrays of 4 elements each
• 3 end-fire arrays of 3 elements each, in a triangular formation
• 4 end-fire arrays of 2 elements each, in a square formation
• 3 end-fire arrays of 3 elements each, in a flat formation
• 4 end-fire arrays of 2 elements each, in a flat formation
These formations are visualized in Fig. 3.8, with the blue spheres representing the an-
tenna element positions, and the red arrow representing the direction of transmission.
One interesting alternative for the flat formations is to have them arranged in a vertical
plane instead of a horizontal one. This has no difference with an isotropic antenna ele-
ment, but it does in the case of an omnidirectional one. Specifically, the effect is to have
smaller side lobes, but also lower maximum gain. There is also a slight increase in op-
erational complexity compared to a horizontal formation, where each UAV has the same
altitude. For these reasons the horizontal flat formations are considered instead.
The custom formation control algorithm that has been employed in this work has been
described in Section 2.2.1. The parameter f , as mentioned represents the weight given
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1x 8-element end-fire
(a) 1x8 element end-fire
2x 4-element end-fire
(b) 2x4 element end-fire3x 3 end-fire (triangle)
(c) 3x3 end-fire (triangle)
3x 3 end-fire (flat)
(d) 3x3 end-fire (flat)4x 2 end-fire (square)
(e) 4x2 end-fire (square)
4x 2 end-fire (flat)
(f) 4x2 end-fire (flat)
Figure 3.8. The different considered formations
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to straightforward GPS positioning. An f value of 1 implies pure GPS, while 0 employs ex-
clusively FTM. f is therefore one of the input factors whose effect is to be studied. Since
small changes in this value are not expected to yield significant results, and since evalu-
ating a large number of values is impractical (since each formation must be examined for
each of these values), three separate points are chosen. The details of the selection of
these points are reported in Section 4.1.
The first parameter of the second stage is the operating wavelength. The wavelengths
tested are 5m, 10m, 15m, and 20m, which correspond to the wavelengths of 60, 30, 20,
and 15MHz. Shorter wavelengths make it impractical to achieve supergain effects, while
longer wavelengths have reduced applications that might require mobile antennas. The
selected wavelengths fall into the range used by e.g. GPR and OTH-Radar. Additionally,
they provide an appropriate demonstration of the validity of the methodology.
The last parameter is the wind strength. The wind is modeled in Gazebo, which is able
to make use of a variety of different wind models via different available plugins. The
specific wind model used in this work is the default wind plugin7 for PX4. In this model
each agent has its own wind distribution, and at each physics update, a sample from the
distribution is generated and the resulting wind forces are applied to the agent. In this
sense, this model is similar to the one used in [7] and is as such in line with similar work.
The specific values for mean wind strength that have been used are: 0N , 2N , and 5N .
These are chosen to provide a representative distribution from almost still air to a brisk
wind. Larger values generally cause serious trouble in movement.
The degree of realism of the wind in the simulation can be improved by replacing the
mentioned wind model with a more elaborate and versatile wind plugin, such as the one
provided in the RotorS library8. Due to resource constraints, this is left as an enhance-
ment for future work.
7https://github.com/PX4/sitl_gazebo/blob/master/src/gazebo_wind_plugin.cpp
8https://github.com/ethz-asl/rotors_simulator/wiki/Adding-a-custom-wind-field-to-your-world
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4 RESULTS AND ANALYSIS
4.1 Parameter Selection
This section describes the selection of appropriate values for parameters which are to
then be held constant for the rest of the work, as per the outline laid out in Section 2.3.1.
Formation control parameters
Figure 4.1. Formation performance vs. reliance on GPS, for an 8 element end-fire array
A custom formation control algorithm has been described in Section 2.2.1, and specif-
ically in Eqn. 2.2. This makes use of WiFi FTM ranging to enhance the positioning
accuracy provided by GPS. The parameters in the formula are α, β, and f . α and β are
numerical constants, while f represents the fraction of reliance on GPS. Based on prelim-
inary trials, both α and β were set to 1. Larger values generally result in too large "steps"
which cause a node to repeatedly overshoot its destination, while smaller values result
in smaller "steps", increasing the time taken to stabilize the formation. Consequently,
a value of 1 was found to provide an adequate balance. It should be noted that these
constants can and should be optimized for the particular combinations of formation, UAV
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hardware, expected positioning errors, and operation time in any future work.
Tests have also been undertaken to find values for f which can together provide an
illustrative picture of the behavior of the formation control. In the tests, 4 UAVs have been
tasked to maintain a straight line formation. Specifically, the UAVs are to form a horizontal
line, with a spacing of 10m between each UAV. The performance is measured in terms of
the maximum normalized gain of the antenna formed by the formation, as per the work
in [7]. The errors in GPS-reported position, and in ranging-reported distances are varied,
as is the amount of reliance on GPS. It was found that the effects of variations in ranging
errors were negligible, as long as the values were within realistic bounds. Consequently,
the tests have focused on the GPS errors and the value of f .
The GPS-reliance (f ), as mentioned, is a fraction, where a value of 1 means FTM is not
used, i.e. only GPS-reported position is used to build the formation; while a value of 0
means that the UAV does not take into consideration its ideal position, but instead places
more importance on having correct distances to its neighbors. The results, which can be
seen in Fig. 4.1 indicate that an f value of 0.3 has superior performance for the expected
error ranges, while also providing some leeway in case of worse GPS working. This is
therefore selected as one of the values of f to be investigated, along with 0.6 and 1, to
altogether obtain a representative spread.
Antenna selection
As part of the postprocessing, the antenna element mounted on each individual UAV
needs to be defined. Stemming from the nature of the work of this thesis, there are a
few constraints that affect the choice of an appropriate antenna. The first is the oper-
ating wavelength, which is in the order of tens of meters. To avoid a loss of efficiency,
the requirement for relatively large antennas (multiple meters) comes up. The second,
conflicting constraint has come from the fact that the antenna needs to be small enough
to be mounted on a highly mobile UAV.
Figure 4.2. Reflection coefficients for dipole antennas at 10m wavelength
The fact that the efficiency of an antenna is inversely proportional to the reflection coeffi-
cient of an antenna [3] has been used to evaluate the efficiency of the antennas. In the
case of simple dipole antennas, a wavelength of 10m results in the need for a 5m an-
tenna, as can be seen in Fig. 4.2. The radiation pattern for this antenna, pictured in Fig.
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(a) 3D radiation pattern
(b) Contour plot
Figure 4.3. Radiation pattern for a 5m dipole antenna
4.3, clearly depicts an omnidirectional pattern, with a dip in the gains along the axis of
the antenna. This presents an acceptable solution in terms of the pattern alone, however
the size of the antenna renders it unsuitable for convenient placement on a UAV.
In an effort to reduce the physical bounds of the antenna, the antenna shape is then
changed to that of a coil antenna, visualized in Fig. 4.4a. The reflection coefficients for
some different possible configurations have been examined, with the results shown in
Fig. 4.4b. Unfortunately, all the antennas with low reflection coefficients (e.g. single loop
at 1.6m radius) turn out to be too large for mobile operation.
(a) A coil antenna with 3 loops
(b) Reflection coefficients for coil antennas
Figure 4.4. Structure and reflection coefficients for coil antennas
Since there is a need to pack still larger lengths of antenna into smaller spaces, the
option considered next is to add "indents" into the coil, in effect making it "star"-shaped.
The reduction factor of the radii of the indent points compared to the larger outer radius
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is now referred to as the indent factor. Fig. 4.5 presents one such antenna with 28
individual straight segments and an indent factor of 0.5. The reflection coefficients for a
variety of such "star" antennas have been generated, and are shown in Fig. 4.7. Both the
number of segments and the number of loops have been varied, and the results indicate
that a "star" shaped antenna with a single loop and around 0.5 indent factor has a local
maximum of efficiency at around 0.9m radius while also having a somewhat manageable
size.
Figure 4.5. A "star"-shaped an-
tenna with a single loop and 28 seg-
ments
Figure 4.6. A meander antenna
with a single loop and 28 "mean-
ders"
In order to further reduce the size, meander antennas are next considered. Specifically,
meanders have been added to the loops of a coil antenna the same way that indents have
been added in the case of the "star" antennas. An example of a meander antenna with
28 "meanders" and an indent factor of 0.6 is shown in Fig. 4.6. The reflection coefficients
of such meander antennas for variations in the number of loops and the indent factor are
depicted in Fig. 4.8. An examination of these results reveals two interesting candidates:
single loop with 28 "meanders", indent factor 0.6 and 0.79m radius, or a single loop with
indent factor 0.5 and 0.71m radius. The former has a somewhat better efficiency at the
cost of slightly larger size. The particular choice then depends on the circumstances of
the application, but the former can be considered sufficient.
The radiation pattern for the selected antenna candidate, i.e. the meander antenna with
28 "meanders", an indent factor of 0.6 and a radius of 0.79m is shown in Fig. 4.9. This
shows an almost omnidirectional pattern, highly similar to that of the dipole. One issue
with this antenna, specific to simulations with NEC2, is that the larger number of indi-
vidual straight line segments results in longer computation times. Dipole antennas on
the other hand, have a much simpler structure and result in notably lower computation
times while having almost the same radiation pattern. As a result, for practical reasons
further simulations make use of an electrically small dipole 0.5m in length as the antenna
element mounted on the UAVs.
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(a) Variation over number of segments
(b) Variation over number of loops
Figure 4.7. Reflection coefficients for "star" antennas
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(a) Variation over number of "meanders"
(b) Variation over number of loops
Figure 4.8. Reflection coefficients for meander antennas
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(a) 3D radiation pattern
(b) Contour plot
Figure 4.9. Radiation pattern for a
meander antenna with indent factor
0.6 and radius 0.79m
(a) 3D radiation pattern
(b) Contour plot
Figure 4.10. Radiation pattern for a
0.5m dipole antenna
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4.2 Effects of Formation Shape and FTM Usage
Having selected the antenna elements, the next step of the methodology, as laid out
previously, is to examine the performance of different formations and formation control
parameters. The Maximum gain (in dB), and the difference in gain between the main and
side lobes for the various considered formations are presented in Table 4.1, while the 3D
radiation patterns are illustrated in Fig. 4.11.
It should be kept in mind that the formations have been selected specifically to take ad-
vantage of supergain effects. Further, the aim has been to select a sufficiently well per-
forming formation; the selection of a truly optimal formation for a given task and number
of UAVs is out of the scope of this work and is a potential problem for future efforts. Ad-
ditionally, in the case of the formations with 3x3 elements, the gain can be expected to
be slightly higher than the others due to a larger number of elements, but evidently (as
is clearly visible in Table 4.1) the effects of different formations are more significant – the
highest gain is from an 8-element formation, not 9.
Before diving into the results it is important to note certain conditions that are implicitly
enforced on the collection of processable results from the simulations. The first is that the
collection of UAV positions and orientations begins only when the RMS of position errors
is below a user-defined limit (0.5m in this case). The second condition is introduced
through the automated detection of the main lobe of the radiation pattern. In case of an
absence of a clearly defined main lobe (defined as a sufficiently convex bounding contour
on a 2D contour map of the radiation pattern), the postprocessing is aborted. In effect,
high instability in a formation, resulting in high position errors or in the actual absence of
a main lobe, precludes it from successful processing and analysis.
Each of the selected formations has been tested with a wavelength of 10m, and a wind
force strength of 2N . The results from these tests can be seen in Figs. 4.12, 4.13, and
4.14. Particular notable observations from these plots are now identified and discussed.
Overall, the angular deviations displayed by the different formations are lower than what
might be intuitively expected, with the deviations for most formations almost always being
below 3◦. When comparing the angular deviations between the different formations, one
Formation Max Gain (dB) Gain difference – main & side lobe (dB)
1x8 element end-fire 9.73 16.43
2x4 element end-fire 11.02 6.99
3x3 end-fire (triangle) 11.95 5.93
3x3 end-fire (flat) 12.25 8.61
4x2 end-fire (square) 11.60 2.95
4x2 end-fire (flat) 13.26 8.38
Table 4.1. Ideal positioning metrics for the considered formations (λ: 10m)
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(a) 1x8 element end-fire (b) 2x4 element end-fire
(c) 3x3 end-fire (triangle) (d) 3x3 end-fire (flat)
(e) 4x2 end-fire (square) (f) 4x2 end-fire (flat)
Figure 4.11. Antenna radiation pattern for various formations
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Figure 4.12. Results for formation variation with f = 1
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Figure 4.13. Results for formation variation with f = 0.6
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Figure 4.14. Results for formation variation with f = 0.3
clearly visible outcome is that the "flat" formations (shown in red and brown in the plots)
consistently have lower deviations compared to that of the others. Within the family of
"flat" formations, the size of each individual end-fire seems inversely related to the amount
of deviation; e.g. the 4x2 has lower deviation than the 3x3, which in turn outperforms the
2x4, with the 1x8 having in all cases the highest deviations of any of the tested formations.
One notable observation regarding the angular deviations displayed by the non-"flat" for-
mations, i.e. the 3x3 (triangle), and the 4x2 (square), is that they are able to leverage
the benefits of FTM-based positing to a greater extent, i.e. for increasing values of f , the
deviations reduce. The gain is more prominent in the case of the 4x2 (square), which
lags behind the 3x3 (triangle) for f = 1 and 0.6, but arguably has better accuracy in the
f = 0.3 case. This suggests that formations that are more "rolled up" might tend to see
better performance gains from the usage of FTM data. A concrete conclusion of this
nature would however need a targeted study with a larger variation of formation shapes.
The value of the maximum gain shows a very direct dependence on formation shape,
which is seen in the clear separations between the distributions of the maximum gain
for the different formations. The highest gain is consistently provided by the 4x2 (flat)
formation at around 13dB, with the next highest being the 3x3 (flat) at around 12dB. It is
interesting to note the difference between the two mentioned flat formations, despite the
3x3 having one element more than the 4x2 and a very similar configuration. This suggests
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that the supergain advantages from a longer front-fire array are more significant, which is
in line with the observations in [36].
The maximum gains are therefore clearly in agreement with the predicted maximum gains
for no position errors (shown in Table 4.1). Accordingly, the next best performing forma-
tions are the 3x3 (triangle), and the 4x2 (square), which have multiple shorter front-fires
(specifically one for each pair) compared to the flat formations. These are followed by
the single 1x8 end-fire which has a gain slightly over 9.5dB. This is interestingly some-
what against the expectation to see large supergain effects from having smaller spacing
between the elements, as described in [36]; this finding presents another area for future
work to focus upon.
The maximum gain shows a much smaller variation than the angular deviation across the
different values of f . The only visible change is that there is a marginal increase in the
"spread" (i.e. the variance) of the probability distributions for a few of the formations (e.g.
4x2 (flat), 3x3 (flat), and 4x2 (square)); however, the opposite change is visible for the
2x4 formation, which becomes "sharper" for f = 0.3. These contradictory trends lessen
the certainty of any conclusions drawn regarding the effect of FTM on gain variance.
Similar to the case of the maximum gain, the difference between the maximum gains in
the main and side lobes shows a very clear dependence on the formation used. These
distributions moreover do not deviate much from the baseline values in Table 4.1. It is
also helpful to note the radiation patterns depicted in Fig. 4.11 which clearly make the
side lobe structures visible, providing the appropriate context for the results obtained.
The single 1x8 end-fire has, as expected, the largest difference between the main and
side lobes. However, it also has the highest variance of the tested formations, a fact that
can then be connected to the corresponding spread out distribution of angular deviations.
There is then a large gap, of around 5dB, before the next formations are encountered,
which are the two flat formations, the 3x3 and the 4x2. There is interestingly very lit-
tle difference between the distributions for these two formations, especially considering
the large gap between their maximum gains, and the difference in the number of UAVs
needed.
The next in line are as expected the 2x4 end-fire, the 3x3 (triangle), and the 4x2 (square).
The 2x4 unsurprisingly has virtually the same distribution shape as the two other flat for-
mations. However, the 3x3 notably has the sharpest distribution of all the formations. This
is interesting to note especially when also considering the lack of any similar distinguish-
ing sharpness in the angular deviation. This suggests that the 3x3 (triangle) is possibly
in a sense more "rigid", maintaining relative positioning despite deviations in orientation
of the entire structure. The lack of a similar degree of sharpness in the case of the 4x2
(square) hints at the sharpness not simply being a result of a 3 dimensional structure.
Changing the reliance on GPS (f ), similar to the case of maximum gain, has very little
evident effect on either the magnitudes of the relative gain between main and side lobes,
or their distributions. The case with f = 0.3 in particular shows a small increase in
52
variance compared to the other cases, which can therefore be deemed to be the cost for
the simultaneous reduction in the angular deviations observed.
Candidate Configuration Selection
As it is required to select a single candidate formation for the next stage of the simulations,
the characteristics of the performance of the tested formations and variations of FTM
reliance are now compared.
The 1x8 end-fire has by far the smallest side-lobes, although this comes at a cost of the
lowest gain, and the highest angular deviation. This makes it a good choice for cases
where having small side lobes is critical and gain is not the central consideration. The
2x4 formation shows an average to low performance in all categories.
In terms of gain and deviations, both the 3D formations (i.e. the 3x3 (triangle) and 4x2
(square)) are right in the middle of the different formations, while being at the lower end
in terms of side-lobe-relative gain. The 4x2 has the worst performance of all tested for-
mations in terms of side-lobes, while performing slightly worse than the 3x3 in terms of
gain and deviations. It is however one of the only formations to have no back-lobe, mak-
ing it an acceptable choice where a central consideration is the absence of radiation in a
direction directly opposite the intended direction.
The 3x3 (triangle) as mentioned has a higher gain and lower deviations than the 4x2 while
retaining smaller side-lobes. It additionally has the distinction of having the most consis-
tent side-lobes. This can be an important factor in some applications, where precise
compensations are made for the interference from the side-lobes of neighboring antenna
elements.
The 3x3 (flat) and 4x2 (flat), on the other hand are the highest in terms of gain, while
consistently having the lowest deviations; their side-lobe-relative gains are second only
to the 1x8. The 4x2 (flat) specifically, has by far the highest gain of all, while also showing
performance equivalent to the 3x3 (flat) in terms of side-lobe-relative gain and angular
deviation, despite the latter having 1 antenna element more.
In consequence, the 4x2 (flat) emerges as one of the better-performing formation candi-
dates for synthesizing an antenna out of a swarm of UAVs in the general case. It should
be noted that one of its potential downsides is related to the fact that this formation has
one of the largest end-to-end sizes; specifically 0.85 ·λ · n2 , where n is the number of UAVs
in the formation. For larger formations, this might be impractical due to space restric-
tions, and if large enough, the distance between the furthest UAVs might be too large for
communication. Accordingly, the choices made for a formation of a different scale can be
expected to be different.
When comparing the results for different values of f , there are two main points that stand
out. Firstly, the angular deviations for f = 0.3 are in general lower than for f = 0.6 and 1;
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this effect is especially strong in the case of the 3D formations (i.e. the 3x3 (triangle) and
4x2 (square)). Secondly, for the maximum gain and the side-lobe-relative gains, there is
little change in the magnitudes, but there is a slight increase in variance for a few of the
formations. Although the specific circumstances of each application case require different
priorities, on the whole it might be judged that the improved accuracy makes up for small
additional variance in the maximum gain and side lobe levels.
An additional observation supporting a lower f comes from the results in Fig. 4.1, which
suggest that lower f makes formations more resilient to GPS errors. As a result, a con-
figuration of a 4x2 (flat) formation with an f value of 0.3 is chosen to be the candidate for
further investigation.
4.3 Effects of Wavelength and Wind Strength
Having selected a well performing configuration, the next task is to investigate the effects
of changes in wavelength and wind strength on the performance of the formations in
terms of the same three metrics used in the previous section. To reiterate, since the
formations are scaled based on the operating wavelength, a larger wavelength results
in a larger spacing between individual UAVs, while positioning errors can be expected
to remain unaffected. Increased mean wind strength on the other hand makes it harder
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Figure 4.15. Results for wavelength variation with 0N wind
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Figure 4.16. Results for wavelength variation with 2N wind
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Figure 4.17. Results for wavelength variation with 5N wind
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for the UAVs to maintain position and orientation. It is important to note that neither
the wavelength nor the wind strength affect either of the expected maximum gain or the
side-lobe-relative gain; the effect of both is to only affect formation stability.
The mean wind strengths have been varied over 0N , 2N , and 5N . At high wind strengths
(7.5N+), the formations usually failed to satisfy the condition imposed upon the collec-
tion of data, i.e. having the RMS position error below 0.5m. Investigation revealed that
the high winds interfered with the IMU readings, resulting in inaccurate flight patterns.
This corresponds to real-word experiences, where UAVs have trouble flying in high-wind
conditions.
The results from the different configurations can be seen in Figs. 4.15, 4.16, and 4.17.
Comparing the results across the different wind strengths, there are a number of points
that are immediately evident. Firstly, for the 0N wind, the angular deviations are very low;
the bulk of most of the distributions is under 0.5◦. For the 2N wind case, there is an overall
increase in the deviations, with the majority now under 1◦ instead. This trend continues,
and even intensifies, in the 5N case, where there is almost no readily observable "peak"
anymore. It is therefore apparent that increasing wind strength effectively results in larger
angular deviations.
Next is the case of the maximum gain of the antenna synthesized by the formation. Here
too, an increase in the wind strength can be seen to readily reduce the maximum gain.
At 0N the distributions are in line with the expected ideal positioning gain of 13.26dB.
At 2N wind, the bulk of the distributions have visibly reduced by around 0.1 − 0.5dB. At
5N wind strength, the distributions now almost entirely lie below 13dB, showing almost
a further 0.5dB reduction in gain. Greater wind strength is therefore directly associated
with a reduction in maximum gain.
The third and most dramatic change is seen in the maximum gain difference between the
main and side lobes. The results for 0N and 2N display a very marginal change, with the
distributions being close to the ideal value of 8.38dB. The 5N case presents a change of
slightly over 1dB for the greater part of the distributions, with a small number of samples
spread in the 7 to 8.3dB range.
One important point to note at this stage is that the procedure employed for automated
detection of the main lobe relies on the generation of contours over the gains for the an-
tenna at different angles (see Fig. 4.18). A deformation in the radiation pattern due to
position errors therefore changes the precise angular range recognized as the main lobe,
which is affected by a configurable contour count/range; i.e. a change in the configura-
tion of the detection algorithm can be expected to change the results. However the fact
remains that a reduction in the reported side-lobe-relative gains is a result of a reduction
in the "actual" side-lobe-relative gains. In this manner, a clear inference can be drawn
about the reduction in side-lobe-relative gains with an increase in wind strength.
The effect of a variation in wavelength also demonstrates discernible trends. Both the
15m and 20m wavelength cases indicate clear advantages over the 10m case. These
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Figure 4.18. Radiation pattern comparison for an ideal and simulated 4x2(flat) antenna,
λ = 10, wind strength 5N . Detected main lobe outlined in black.
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advantages are seen not in the magnitudes of the distribution, but rather in a decreased
variance; i.e. the 10m case shows greater instability for the same wind strength compared
to 15 and 20m. This gap widens further in the case of the 5m wavelength, which consis-
tently and unambiguously fails to achieve the performance of the larger wavelengths, both
in mean and variance. This is best seen in the maximum gain for the 2N and 5N wind
cases, and in the side-lobe-relative gains in all three plots.
Consequently, the inference can be made that larger wavelengths (leading to larger for-
mations) are expected to increase stability and performance in terms of the selected met-
rics. Similarly a conclusion about increased wind strength negatively affecting antenna
performance in terms of all the selected metrics can be drawn.
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5 CONCLUSION
This chapter aims to sum up the results of the work carried out for this thesis, while at the
same time reflecting on various aspects of the study. Further, possibilities for future work
that extend the work presented here are discussed, finally closing with a clear description
of the main contributions of this work.
The results from the simulations carried out have been presented in Chapter 4. The
findings indicate that the formation shape is one of the most crucial factors affecting the
antenna performance. It is especially encouraging to note that an attempt to leverage
high-efficiency supergain effects does indeed result in better antenna performance. Ad-
ditionally, for a number of UAVs capped at 10, 2D formations tend to result in overall better
performance followed by more rigid 3D formations. Traditional linear end-fire formations
on the other hand have the upside of small side-lobes. This suggests that formation, like
the other parameters, be chosen based on the requirements of the target application.
The usage of inter-element distance estimates (FTM ranging) to improve positioning ac-
curacy has shown to generally be a worthwhile undertaking, given the presence of non-
trivial GPS errors. Placing high weightage on GPS unsurprisingly limits performance
based on GPS errors; increasing inter-element spacing weightage (under the tested con-
ditions) generally improves performance. Interestingly, but also somewhat expectedly,
more rigid 3D formations benefit from the use of inter-element spacing more than their
2D counterparts.
The effects of changes in operating wavelength and wind strength are generally as ex-
pected. Larger wavelengths result in overall better performance by increasing the ef-
fective positioning accuracy, since deviations evidently do not scale with inter-element
spacing. Similarly, higher wind strengths result in lower performance, since wind forces
directly act to increase position/orientation deviations; additional orientation deviations
are observed due to a counter-tilt as the UAVs attempt to fly against the wind.
The methodology in this thesis has been designed to be capable of accurately studying
changes in the behavior of a swarm of UAVs in a holistic manner. The different aspects
involved in this behavior (physical, robotics, communications, electromagnetics) are each
handled by a dedicated tool, with the overall structure allowing for flexibility in the study of
the effects of various parameters. The results generated in this work have generally been
in line with expectations, while also highlighting certain interesting trends. This builds
faith in the validity and merit of the chosen methodology.
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Future efforts that aim to expand upon the work in this thesis can focus on one of two main
branches: a further investigation of the performance of swarm-based Synthetic Aperture
Antennas; or an expansion of the robustness of the methodology (and therefore also of
the simulation platform) used. Tasks that can be undertaken in the former are, for exam-
ple: development of a more flexible and better performing formation control algorithm; a
much more in-depth study of different possible formations, especially ones making use of
a much larger number of elements; and an investigation into the possibilities of leveraging
supergain effects in a more effective manner – i.e. achieving performances closer to the
theoretical limits. The latter can instead focus on: implementing more accurate ray cast-
ing while also supporting diffraction effects; completing the calibration of the ray-casting
algorithm with real-world measurements; and on adding support for a more elaborate and
realistic wind model within Gazebo.
The contributions of the work in this thesis fall broadly into two categories: the new in-
sights into the operation of swarm-based Synthetic Aperture Antennas; and the newly de-
veloped methodology and accompanying simulation platform. In the first, as mentioned
above, the understanding of the effects of various parameters has been broadened –
these insights are useful for the planning and optimization of any undertakings making
use of swarm-based Synthetic Aperture Antennas; this is in addition to the direct increase
in theoretical understanding of the performances of such systems. In the second, the de-
veloped methodology displays the ability to be flexibly used to investigate a variety of
aspects of the behavior of a swarm of UAVs. Finally, the validity of the designed method-
ology has been demonstrated though the specific study contained in this thesis, making
its prospective future applications all the more promising.
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