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Resume Le temps de calcul des trajectoires sur un modele de com-
portement du systeme est un probleme critique rencontre aussi bien en
diagnostic qu'en planication Dans le but d'ameliorer l'ecacite de cette
ta^che, un intere^t croissant est porte aux techniques de model-checking
developpees dans le domaine de la verication automatique. Dans cet ar-
ticle, nous proposons de representer le systeme par un automate, et nous
denissons une nouvelle propriete appelee interversibilite. Cette propriete
est utilisee pour ameliorer l'ecacite de l'algorithme de recherche calcu-
lant les trajectoires. Nous presentons deux exemples dans les domaines
du diagnostic et de la planication ou cette approche donne des resultats
satisfaisants.
Mots clef Diagnostic { Planication { Model-checking { Interversibilite
1 Introduction
Il est generalement reconnu que le diagnostic de systemes dynamiques,
representes comme des systemes a evenements discrets (SED) [CL99] revient a
trouver ce qui est arrive au systeme a l'aide des observations existantes. On peut
trouver dierentes terminologies dans la litterature, tels histories [BLPZ99], sce-
narios [CT94], narratives [BMS00], consistant paths [CPR00]. Tous ces termes
reposent sur l'idee que la ta^che de diagnostic consiste a determiner les trajectoires
(une sequence d'etats et d'evenements) expliquant la sequence d'observations.
De me^me, planier consiste a trouver une sequence d'actions, appelee plan, qui
conduit le systeme vers un certain but. Diagnostiquer et planier peuvent donc
tous les deux e^tre vus comme le probleme de trouver un chemin dans un modele
comportemental. La principale diculte est la taille de ce modele (nombre d'etats
et de transitions) et le nombre potentiellement tres grand de trajectoires. Ceci
explique l'intere^t que portent actuellement les communautes de diagnostic et
de planication a l'utilisation de techniques de model-checking, creees initiale-
ment pour tester de maniere ecace les systemes temps-reels complexes. Une
fois le systeme a diagnostiquer, ou le domaine a planier represente par un au-
tomate a etats nis, le probleme de trouver une trajectoire est exprime comme
une recherche d'atteignabilite sur le modele [CL01]. Pour reduire le probleme
d'explosion du nombre d'etats, des techniques ont ete proposees tels les dia-
grammes de decision binaires (Binary Decision Diagrams, BDD) [BCM
+
92], la
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reduction d'ordre partiel (Partial Order Reduction, POR) [CGMP98]. Elles ont
recemment ete utilisees dans le domaine de la planication (utilisation des BDD
dans [CR00]) et dans celui du diagnostic (utilisation de BDD dans [MR02] et de
POR dans [Pen02]).
Dans cet article, nous proposons d'utiliser une propriete sur le modele
decrivant le SED pour reduire l'espace de recherche sans perdre d'informa-
tion. Cette propriete est appelee interversibilite et est denie sur les evenements
(ou les actions) du systeme. Intuitivement, deux evenements sont dits interver-
sibles si deux sequences d'evenements ne dierant que dans l'ordre de ces deux
evenements (pas forcement successifs), conduisent toujours au me^me etat du
systeme.
L'article est structure comme suit. Tout d'abord, nous presentons brievement
le formalisme des automates et denissons la notion de trajectoire. Ensuite, nous
proposons deux exemples jouets en diagnostic et en planication qui serviront
pour l'illustration et l'experimentation dans la suite de l'article. La propriete
d'interversibilite est ensuite denie et l'algorithme de recherche est presente. En-
n, les resultats experimentaux sont analyses et les perspectives sont presentees.
2 Formalisme du modele
Dans cette section, nous commencons par rappeler le formalisme des auto-
mates que nous utilisons pour representer les systemes a evenements discrets
avant d'introduire les points theoriques necessaires pour denir une trajectoire.
Ce formalisme est illustre par deux exemples dans la section 3.
Denition 1 (Automate) Un automate est un tuple A = hQ;E; T; q
o
i ou :
{ Q est un ensemble ni d'etats,
{ E est un ensemble ni d'etiquettes de transitions appelees evenements
1
,
{ T  Q  E  Q est un ensemble ni de transitions sur le systeme. Une




) tel que t relie q
1
2 Q vers q
2
2 Q et est
etiquetee par e 2 E,
{ q
o
est l'etat initial de l'automate.
L'automate represente l'ensemble des etats du systeme et decrit l'evolution
de l'etat courant par rapport a l'occurence des evenements sur le systeme. Dans
l'article, nous considerons uniquement le cas des automates deterministes.
Un systeme etant un ensemble de composants interconnectes, il est souvent
plus simple de decrire le comportement de chacun des composants elementaires.
Le modele global est obtenu par l'operation de composition avec synchronisation
sur les evenements.
















, est un automate A = hQ;E; T; q
o
i tel que :
1
Dans les domaines applicatifs, les etiquettes de transitions sont associees aux
evenements en diagnostic et aux actions en planication. Dans la suite de cet article,
nous utiliserons le terme generique evenement.
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{ Q = Q
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Evenement applicable) Un evenement e est applicable dans
un etat q 2 Q d'un automate A = hQ;E; T; q
o
i s'il existe une transition de-







j (q; e; q
0
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faux sinon
Le theoreme suivant peut e^tre facilement prouve.


















i, un evenement e est applicable dans un etat q = (q
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On note e(q), avec e 2 E et q 2 Q, l'etat q
0
2 Q atteint depuis l'etat q par la
transition etiquetee par e tel que (q; e; q
0
) 2 T .









est soit un evenement, soit une sequence d'evenements. Dans la
suite, les sequences d'evenements sont representees par des lettres grecques ,
 : : : et " represente la sequence vide.
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(q)) avec  = e
1
; et  = e
2
;    ; e
k
.
Une sequence vide est applicable quelque soit l'etat du systeme, et nous avons




Denition 5 (Chemin) Une sequence applicable en un etat q est appelee che-
min partant de q.
Denition 6 (Trajectoire) Un chemin est appele trajectoire de A ssi il s'agit




Nous presentons maintenant deux exemples, dans les domaines du diagnostic
et de la planication, qui ont ete utilises pour les experimentations de la section 6.
Ces exemples sont illustres par des gures. Les etats sont representes par des
cercles, et les transitions par des eches. L'etat initial est indique par une eche
ne provenant d'aucun etat.























Fig.1. Un systeme de telecommunication simplie
Considerons un systeme de telecommunication simplie compose d'un en-
semble de composants Comp i et d'un centre technique TC qui recoit des mes-
sages des composants (voir gure 1). Un composant peut e^tre dans un compor-
tement normal ou anormal du^ a une panne. Un composant est constitue de deux
parties : le composant en lui-me^me appele l'unite et un contro^leur qui detecte
les comportements anormaux de l'unite. Quand une panne a lieu, le contro^leur
envoie un message fault i au TC et place l'unite en etat anormal. Le TC est
egalement constitue de deux parties : un moniteur et un compteur. Quand le
moniteur recoit un message de panne depuis un contro^leur, il incremente le
compteur. Une horloge externe contro^le la remise a zero de la valeur du comp-
teur. Quand cet evenement exogene (doReset) est recu, le centre technique TC
demande, en envoyant le message reset, a tous les composants de retourner a
l'etat normal. Entre deux remises a zero, si le compteur atteint une certaine va-
leur predenie, consideree comme le nombre maximum de composants en panne
accepte par le systeme, le TC envoie le message alarm a tous les composants.
Quand un contro^leur, dont l'unite est en panne, recoit un message alarm, il
envoie le message exogene doAlarm i a un superviseur avant de remettre l'unite
en fonctinonement normal. Le diagnostic consiste a retrouver les trajectoires
du systeme qui expliquent les alarmes observees par le superviseur (doAlarm i,
doReset).
Pour modeliser le systeme, nous modelisons chaque composant. Le moniteur
du TC (voir gure 2) est deni par deux etats. Le moniteur passe de l'etat 1 a
l'etat 2 lorsqu'il recoit un message de panne d'un des composants. Apres avoir en-
voye un evenement inc au compteur, il retourne a l'etat initial. Pour representer
le comportement du compteur (voir gure 3), le nombre maximum de compo-
sants defecteux a ete xe a 3. Les etats 0, 1, 2 et 3 correspondent a la valeur
du compteur. Quand le compteur recoit le message exogene doReset, il passe


















Fig.3. Modele du compteur du TC

















Fig.5. Modele d'une unite de composant
Le contro^leur d'un composant (voir gure 4) recoit l'evenement fault i de
l'unite et se place dans l'etat 2. Dans cet etat, deux evenements peuvent e^tre
recus : reset ou alarm. L'evenement reset conduit le contro^leur a l'etat 4. Dans
le cas ou l'evenement alarm est recu, une alarme doAlarm i est envoyee et le
contro^leur revient a l'etat 4. L'unite du composant (gure 5) peut e^tre dans un
etat normal ou anormal (si une panne a eu lieu). L'evenement back i, envoye
par le contro^leur, fait revenir l'unite dans un etat normal.
Systeme de planication
L'exemple de planication est une variation du domaine Bomb in the toilet de
Moore [McD87] repris dans l'article de Cimatti et Roveri [CR00]. Nous supposons
initialement qu'il y a n valises dans une salle d'eau, que certaines contiennent
une bombe armee, et que nous ne savons pas si les toilettes sont bouchees ou non.
Le nombre de valises contenant une bombe est inconnu. Le but est de desarmer
toutes les bombes et que les toilettes soient nalement non bouchees. Le seul
moyen de desarmer une bombe est de la jeter dans les toilettes (action dunk i),
si les toilettes ne sont pas bouchees. Jeter une valise a pour eet incertain de
boucher les toilettes. L'action flush permet de deboucher les toilettes.
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1 2dunk_i
dunk_i







Fig.7. Modele des toilettes
Le comportement du systeme est represente par deux automates. Le premier
(voir gure 6) est associe a une valise. Le deuxieme (voir gure 7) decrit les
toilettes. Dans l'automate de la valise, l'etat 1 indique que la valise contient une
bombe potentiellement armee alors qu'elle est desarmee dans l'etat 2. L'action
dunk i desarme la bombe si la valise en contient une. Dans la gure 7, dans
l'etat 1, nous ne savons pas si les toilettes sont bouchees ou non, mais dans
l'etat 2, nous savons qu'elles sont debouchees. Jeter une valise peut boucher
les toilettes, ce qui est represente par les transitions de l'etat 2 a l'etat 1. La
transition etiquetee par flush indique que l'action flush permet de deboucher
les toilettes.
4 Interversibilite
Dans cette section, nous denissons la propriete d'interversibilite entre
evenements. Dans la section suivante, nous presentons un algorithme utilisant
cette propriete pour ameliorer l'ecacite du calcul de trajectoires.
Intuitivement, cette propriete indique que deux evenements, sous certaines
conditions, peuvent e^tre intervertis dans une sequence, sans aucune consequence
sur l'etat nal atteint par le systeme.
Soit L, un langage compose de sequences d'evenements.
Denition 7 Deux evenements a et b (a 6= b) satisfont la propriete d'inter-
















(q)) a;; b(q) = b;; a(q).
Cette denition signie que si
a$b
L , alors pour toutes sequences  2 L, la
sequence d'evenements a;; b a le me^me eet sur le systeme que la sequence
b;; a.
Cette propriete est compositionnelle, comme le montre le theoreme suivant :
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Theoreme 2 Si deux evenements a et b peuvent e^tre intervertis sur les lan-
gages L
i








, 8i 2 f1; : : : ; ng), alors ces deux
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L dans l'automate A.
Soit  2 L ()  2 L
i
), q = (q
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n
) 2 Q. Alors :
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; b(q) = b;; a(q) = (q
0
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Denition 8 Deux sequences s et s
0
sont dites inv-equivalentes vis-a-vis d'un
ensemble de relations d'interversibilite si on peut trouver une suite de sequences
s
1
, . . ., s
k
telle que :









































Deux sequences sont donc inv-equivalentes si on peut obtenir la deuxieme
a partir de la premiere par interversions successives d'evenements respectant la
relation d'interversibilite.
Corollaire 1 Deux sequences inv-equivalentes sont de me^me longueur.
5 Algorithme
Dans la premiere sous-section, nous voyons comment les proprietes d'inter-
versibilite sont utilisees pour reduire le calcul dans la recherche de trajectoires.
L'algorithme propose est la base des algorithmes de diagnostic et de planication
me^me s'il doit e^tre legerement adapte pour prendre en compte les observations
dans un contexte de diagnostic ou prendre en compte les buts dans un contexte
de planication. Cet algorithme suppose que les proprietes d'interversibilite ont
deja ete calculees et peuvent e^tre facilement veriees. La deuxieme sous-section
donne une illustration de cet algorithme. Dans la troisieme sous-section, nous
presentons un deuxieme algorithme permettant d'etablir ces proprietes, a savoir
quels sont les evenements interversibles et sur quels langages.
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5.1 Algorithme de recherche
Algorithme 1 Depliage de l'automate utilisant l'interversibilite
input 1: etatInitial 2 Q




noeuds non developpes fnoeudRacineg
tant que noeuds non developpes 6= ? ^ noeudSolution = null faire
n
0
 oterNoeud(noeuds non developpes)
















si :cyclique (chemin(noeudRacine; n)) alors
si etat(n) 62 etatsF inaux alors
pour tout a 2 E faire
si  2 L
n
(a) alors
evites(n) evites(n) [ fag
n si
n pour








L'idee est d'utiliser la propriete d'interversibilite pour ameliorer la recherche
de trajectoires sur un espace d'etats deni par un automate.
La propriete d'interversibilite permet d'obtenir une strategie d'elagage : un
chemin, qui est inv-equivalent a un chemin deja developpe a partir d'un etat
dans l'arbre de recherche, n'a pas besoin d'e^tre developpe a partir du me^me
etat. L'algorithme 1 etend l'algorithme classique de recherche en largeur.
Pour chaque nud n cree (fonction creerNoeud), les structures de donnees
suivantes lui sont associees :
1. etat(n) est l'etat du systeme represente par n ;
2. parent(n) est le nud pere de n ; soit n
0
ce nud, ceci implique qu'il
existe un evenement e applicable en etat(n
0
) et reliant etat(n
0








)) = etat(n)) ; remarque : parent(noeudRacine) =
null ;
3. developpes(n) est l'ensemble des evenements applicables en etat(n) et deja
developpes dans l'arbre de recherche ;
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4. evites(n) est l'ensemble des evenements applicables en etat(n) et qui ne
seront pas developpes ;
5. la fonction L
n
: E ! 2
E
?




est denie comme suit.

Etant donne n un nud de l'arbre de
recherche, et a un evenement, deux cas peuvent e^tre distingues :
1. n est le nud racine de l'arbre :
L
n
(a) = ; ;
2. n a un nud pere n
0









(a) ssi une des
conditions suivantes est respectee :











Un chemin  appartient a L
n
(a) si le chemin ; a n'a pas besoin d'e^tre developpe
depuis le nud n, parce qu'il est suxe d'une trajectoire ;; a dont une tra-
jectoire inv-equivalente a deja ete developpee.
5.2 Illustration
Prenons l'automate de la gure 8. Dans cet automate, il appara^t clairement
qu'on a la propriete suivante :
a$b
fcg qui signie que les sequences suivantes sont












L'etat initial est l'etat 0, et on cherche a atteindre l'etat 5. Un developpement
en largeur conduit a l'arbre de recherche de la gure 9. La recherche par l'al-
gorithme utilisant l'interversibilite (cf. 5.1) conduit a l'arbre presente gure 10.
Pour chaque nud de l'arbre, sont indiques l'etat courant et les langages associes
aux evenements e (L
n
(e)) lorsqu'ils sont non vides.
Partant de l'etat 0, deux evenements peuvent se produire : l'evenement a et
l'evenement b. L'evenement a conduit a l'etat 1. Les langages associes a cet etat
sont tous vides puisque :
{ les langages associes au nud pere sont vides,
{ aucun autre evenement n'a ete developpe pour l'instant a partir du nud
pere.


























Ln(a) = { }ε
Fig.10. Developpement de l'automate
selon l'algorithme 1
Les nuds developpes a partir de celui-ci reagissent de la me^me maniere, nous
les passons donc sous silence.
Depuis l'etat 0, il est egalement possible de developpement une trajectoire
commencant par b. Cet evenement permet d'atteindre le nud associe a l'etat
2. Le langage L
n
(a) est alors egal a fcg puisque a a deja ete developpe depuis
le nud pere, et que
a$b
fcg . Le langage L
n
(a) a la signication suivante : si on
developpe l'evenement a depuis un nud n
0
atteint par un chemin  en partant
de n (avec  2 L
n
(a)), alors la trajectoire permettant d'atteindre n
0
est inv-
equivalente a une autre trajectoire de l'arbre qui va e^tre developpee. Ici, partant
du nud etiquete par l'etat 2, il est inutile de developper l'evenement a apres c
puisqu'il nous permet d'atteindre l'etat 5 par la trajectoire b; c; a, alors que cet
etat est atteint par la trajectoire inv-equivalente a; c; b.

A partir de ce nud n
0
, on peut developper l'evenement c. Cela conduit
dans l'etat 4. Le langage L
n
(a) pour ce nud vaut alors uniquement l'ensemble
des suxes des mots de L
n
0
(a) commencant par c. Ici, cela correspond au mot
 (puisque c;  2 L
n
0
(a)). Ainsi, depuis ce nud, il ne faut pas developper
l'evenement a apres , ce qui signie qu'il ne faut pas developper a depuis ce
nud. Aussi, le developpement de l'arbre s'arre^te la.
5.3

Etablir les proprietes d'interversibilite
Dans l'algorithme ci-dessus, il est suppose que les proprietes d'interversibilite
sont deja connues. Elles sont necessaires pour calculer les fonctions L
n
(e). Un
probleme est alors de calculer ces proprietes, c'est-a-dire pour toute paire a






. Dans la suite, un algorithme
(algorithme 2) est propose dans le cas ou on se restreint a des langages de la
forme S
?





L'idee de l'algorithme est la suivante.

Etant donne un ensemble d'automates




est l'ensemble des sequences construites a partir de l'ensemble d'evenements S.
Quand S = ?, alors S
?
= f"g.
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Algorithme 2 Calcul des langages L
a;b
pour tout (a; b) 2 E E; a 6= b faire
let I
a;b





) ^ (b 2 E
i
)



































) ^ (b 2 E
i
)
soit S = fc 2 E; 8i 2 I
a



























est le sous-ensemble des automates
de A dans lesquels a et b apparaissent tous les deux comme des evenements,
A
a
est le sous-ensemble des automates de A dans lesquels a appara^t comme
evenement mais pas b, etc. La premiere etape est de verier si les evenements
a et b ont exactement le me^me ro^le dans les automates appartenant a A
a;b
. Si
ce n'est pas le cas, le langage vide est la seule solution et non avons L
a;b
= ?.
Sinon, soit S l'ensemble des evenements qui n'apparaissent ni dans les automates
de A
a
ni dans ceux de A
b






Dans cette section, nous comparons l'algorithme 1 propose dans la section 5
qui utilise la propriete d'interversibilite, et un algorithme traditionnel de re-
cherche en largeur (qui n'explore pas les trajectoires bouclant) sur les deux
exemples de la section 2. Les experimentations ont ete eectuees sur un proces-
seur Intel 2.40GHz Pentium-4, 1GB RAM, sous le systeme d'exploitation Linux.
Ces tests ont ete faits en C++.
Systeme de diagnostic
Le test a ete eectue sur un systeme comportant un TC et six compo-
sants.

Etant donnee une sequence d'observations, i.e evenements observables
(doAlarm i, doReset), le probleme est de calculer la trajectoire de longueur mi-
nimale d'evenements expliquant les observations. De plus, on considere que les
composants fonctionnent de maniere normale au debut et a la n des observa-
tions.
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Par exemple, si nous considerons que le nombre maximum de compo-
sants en panne est 1 (le seuil du compteur a une valeur de 1), et les
observations se limitent a doAlarm 1, alors le diagnostic est le suivant :
(fault 1; inc; alarm; doAlarm 1; back 1).
Les proprietes d'interversibilite sont calculees par l'algorithme 2. Par




, ou S = ffault k; back k; doAlarm k; inc; doResetg avec k 6=
i; k 6= j; i 6= j.
Algorithme Algorithme 1 Algorithme 2
en largeur
cpt obs temps nuds temps nuds temps
1 1 231ms 122 191ms 102 26ms
1 3 33mn 53s 6.472 3s 681ms 492 24ms
1 6 { { 23s 822ms 1.027 24ms
2 2 1mn 40s 2.454 3s 244ms 531 26ms
2 4 { { 38s 892ms 1.418 26ms
2 6 { { 2mn 12s 2.361 24ms
Tab.1. Resultats pour le probleme de diagnostic
La table 1 presente les resultats en terme de temps et de nombre de nuds
developpes. Les cases marquees d'un { represente des experimentations trop
longues (superieures a plusieurs heures). La premiere partie de la table corres-
pond au cas ou le maximum de composants en panne (le seuil du compteur,
cnt) est mis a 1 ; le deuxieme au cas ou il est mis a 2. obs donne le nombre
d'observations utilisees pour le diagnostic.
Systeme a planier
Dans le probleme Bomb in the toilet, il peut e^tre montre que Dunk i et





, avec S = E  Dunk i Dunk j.
Le probleme auquel nous nous interessons est de trouver un plan optimal,
c'est-a-dire le plan de longueur minimale. Cette longueur minimale est 2n+1 ou
n est le nombre de valises (vls). La complexite de ce probleme est directement
relative au nombre de valises. Alors que le nombre de nuds developpes par
l'algorithme en largeur est en o(n!), le nombre de nuds developpes par l'algo-
rithme 1, utilisant la propriete d'interversibilite, est en o(2
n
), ce qui explique les
resultats donnes dans la table 2.
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Algorithme Algorithme 1 Algorithme 2
en largeur
vls temps nuds temps nuds temps
3 4ms 33 4ms 17 2ms
4 43ms 131 20ms 33 2ms
5 1s 37ms 653 73ms 65 2ms
6 2mn 24s 3.915 297ms 129 2ms
7 3h 17mn 27.401 1s 381ms 257 4ms
8 { { 13s 133ms 513 4ms
9 { { 1ms 50s 1.029 6ms
Tab.2. Resultats pour le probleme de planication
7 Conclusion
Dans cet article, nous denissons une propriete, appelee propriete d'interver-
sibilite, sur les evenements d'un automate. Deux evenements sont dits interver-
sibles si deux sequences d'evenements ne dierents que dans l'ordre de ces deux
evenements (pas forcement successifs), conduisent toujours au me^me etat du
systeme. Cette propriete ore un moyen ecace pour representer un ensemble
de trajectoires (une trajectoire represente alors l'ensemble des trajectoires inv-
equivalentes) et est exploitee pour restreindre l'ensemble des comportements a
considerer en diagnostic et en planication. Deux algorithmes sont proposes :
le premier permet de calculer de maniere ecace les trajectoires. Le deuxieme
calcule automatiquement les proprietes d'interversibilite a partir de l'automate.
La propriete d'interversibilite peut e^tre comparee avec la propriete
d'independance entre evenements utilisee dans la Reduction d'Ordre Partial
[CGMP98,Pel93]. Il peut ainsi e^tre prouve que deux evenements independants
a et b sont interversibles sur le langage fg.
Dans ce papier, nous nous interessons uniquement aux automates
deterministes. L'extension aux automates non deterministes n'est pas
problematique puisqu'elle requiert de considerer des etats de connaissance (en-
semble des etats courants possibles) au lieu d'etats, et par consequent de modier
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