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1 Introduction





Proposition 1.1物理量 A,  B が次のスペクトル分解をもつとする.
 A= \sum_{i=1}^{n}\lambda_{i}|\phi_{i}\rangle\langle\phi_{i}|, B=\sum_{j=1}^{n}
\mu_{j}|\psi_{j}\}\{\psi_{j}|.
任意の量子状態  |\varphi\rangle に対して,次の2つの確率分布を定義する.
 P= (p_{1},p_{2}, . . . ,p_{n}) , Q=(q_{1}, q_{2}, \ldots, q_{n})_{;}
ただし
 p_{i}=|\{\phi_{i}|\varphi\rangle|^{2}, q_{j}=|\{\psi_{j}|\varphi\rangle|^{2}.
それらの Shannon entropy を  H(P),  H(Q) とする.




ただし  c= \max_{i,j}|\langle\phi_{i}|\psi_{j}\}| である.
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Definition 1.1  \psi\in L^{2}(\mathbb{R}) のFourie 変換を
  \hat{\psi}(\omega)=\int_{-\infty}^{\infty}\psi(t)e^{-2\pi i\omega t}\'{a} t
で定義する.また  Q(\mathbb{R}) を次のように定義する.
 Q( \mathbb{R})=\{f\in L^{2}(\mathbb{R});\int_{-\infty}^{\infty}t^{2}|f(t)|^{2}
dt<\infty\}.
このとき次が成り立つ.
Proposition 1.2  \psi\in L^{2}(\mathbb{R}),  \Vert\psi\Vert^{2}=1 で  \psi,\hat{\psi}\in Q(\mathbb{R}) が成り立つならば
 S( \psi)+S(\hat{\psi})\geq\log\frac{e}{2}
が成り立つ.ただし
 S( \psi)=-\int_{-\infty}^{\infty}|\psi(t)|^{2}\log|\psi(t)|^{2}dt, S(\hat{\psi}
)=-\int_{-\infty}^{\infty}|\hat{\psi}(t)|^{2}\log|\hat{\psi}(t)|^{2}dt.
Definition 1.2  M_{n}(\mathbb{C}) を  n\cross n 複素行列全体、  M_{n,sa}(\mathbb{C}) を  n\cross n エルミート行
列全体,  M_{n,+}(\mathbb{C}) を  n\cross n 正定値複素行列全体,  M.,+,1(\mathbb{C}) を  n\cross n 密度行列全体
とする.また  M_{n}(\mathbb{C}) 上の Hilbert‐Schmidt inner product は次のように定義される.
 (A, B)_{HS}=T r(A^{*}B)=\sum_{i=1}^{n}\sum_{j=1}^{n}\overline{a_{ij}}b_{ij},
ただし  A=(a_{ij}),  B=(b_{\iota^{-}j}) とする.  A\in M_{n}(\mathbb{C}) に対して íeft muítiplicative operator
と right multiplicative operator を次のように定義する.
 L_{A}(X)=AX, R_{A}(X)=XA, (X\in M_{n}(\mathbb{C})) .
Definition 1.3  f:(0, +\infty)arrow \mathbb{R} は次の条件を満たすとき,作用素単調関数  (ope\tau‐
ator monotone function) という.
 A, B\in M_{n,+}(\mathbb{C}) , 0\leq A\leq B\Rightarrow 0\leq f(A)\leq f(B)
作用素単調関数  f は  f(x)=xf(x^{-1}) を満たすとき対称 (symmetric),  f(1)=1
を満たすとき nOTmarizeá という.また symmetric normarized operator monotone
function の全体を  \mathcal{F}_{op} とする.
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Example 1.1
 f_{RLD}(x)= \frac{2x}{x+1}, f_{SLD}(x)=\frac{x+1}{2},
 f_{BKM}(x)= \frac{x-1}{\log x}, f_{wY}(x)=(\frac{\sqrt{x}+1}{2})^{2},
 f_{WYD}(x)= \alpha(1-\alpha)\frac{(x-1)^{2}}{(x^{\alpha}-1)(x^{1-\alpha}-1)}, 
\alpha\in(0,1) .
 f\in \mathcal{F}_{op} に対しては  f(0)= \lim_{xarrow 0}f(x) とおく.regular function と non‐regular
function はそれぞれ次のように定義される.
 \mathcal{F}_{op}^{t}=\{f\in \mathcal{F}_{op}|f(0)\neq 0\}, \mathcal{F}_{op}^{n}
=\{f\in \mathcal{F}_{op}|f(0)=0\}.
Definition 1.4  ([4],[7])f\in \mathcal{F}_{op}^{r} に対して
  \tilde{f}(x)=\frac{1}{2}\{(x+1)-(x-1)^{2}\frac{f(0)}{f(x)}\}, x>0.
と定義する.
Example 1.2
  \tilde{f}_{WY}(x)=\sqrt{x}, \tilde{f}_{WYD}(x)=\frac{x^{\alpha}+x^{1-\alpha}}
{2}, \tilde{f}_{SLD}(x)=\frac{2x}{x+1}.
Proposition 1.3  ([4],[5])farrow\tilde{f} は  \mathcal{F}_{op}^{r} と  \mathcal{F}_{op}^{n} の間の1対1対応を与える.
Kubo‐Ando 理論 ([10]) より,nmatrix mean  m_{f} は operator monotone function と次
の関係で結びつけられる.
 f\in \mathcal{F} に対して
 m_{f}(A, B)=A^{1/2}f(A^{-1/2}BA^{-1/2})A^{1/2},
ただし  A,  B\in I\downarrow l_{n,+}(\mathbb{C}) . そこで monotone metrics を次のように定義することがで
きる.
  \rho=\sum_{i=1}^{n}\lambda_{i}|\phi_{i}\rangle\{\phi_{i}|\in M_{n,+,1}(\mathbb
{C}) に対して
 \{X, Y\}_{f}=Tr[X^{*}m_{f}(L_{\rho}, R_{\rho})^{-1}Y], X, Y\in M_{n}(\mathbb{C}
) ,
ただし




2 Generalized Quasi‐metric adjusted skew infor‐
mation
 g,  f\in \mathcal{F}_{op}^{r} に対して次の条件 (A) を与える.
 g(x) \geq k\frac{(x-1)^{2}}{f(x)} , for some  k>0.
このとき
  \triangle_{g}^{f}(x)=g(x)-k\frac{(x-1)^{2}}{f(x)}\in \mathcal{F}_{op}.
とおく.さらに次の条件 (B) も考える.
 g(x)+\triangle_{g}^{f}(x)\geq\ell f(x) for some  P>0.
Definition 2.1  X,  Y\in M_{n}(\mathbb{C}) ,  A,  B\in M_{n,+}(\mathbb{C}) に対して次を定義する.
 \Gamma_{A,B}^{(g,f)}(X, Y) = k\{(L_{A}-R_{B})X, (L_{A}-R_{B})Y\rangle_{f}
 = kTr[X^{*}(L_{A}-R_{B})m_{f}(L_{A}, R_{B})^{-1}(L_{A}-R_{B})Y]
 =  Tr  [X^{*}m_{g}(L_{A}, R_{B})Y]-T\tau[X^{*}m_{\triangle_{g}^{f}}(L_{A}, R_{B})Y],
 I_{A,B}^{(g.f)}(X)=F_{A,B}^{(g,f)}(X, X) ,
 \Psi_{A,B}^{(g,f)}(X_{T}.Y)=T\tau[X^{*}m_{g}(L_{A}, R_{B})Y]+T\tau[X^{*}
m_{\triangle_{g}^{f}}(L_{A}, R_{B})Y],
 J_{A,B}^{(g,f)}(X)=\Psi_{A,B}^{(g,f)}(X, X) ,
 U_{A,B}^{(g,f)}(X)=\sqrt{I_{AB}^{(gf)}(X)J_{AB}^{(gf)}(X)},
ただし
 A= \sum_{i=1}^{n}\lambda_{i}|\phi_{i}\rangle\{\phi_{i}|, B=\sum_{j=1}^{n}
\mu_{j}|\psi_{j}\rangle\{\psi_{j}|
に対して




Theorem 2.1 ([20]) 条件 (A) の下で次の (1), (2) が成り立つ.
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(1)  X,  Y\in M_{n}(\mathbb{C}),  A,  B\in M_{n,+}(\mathbb{C}) に対して次の積型不確定性関係が成り立つ.
 I_{A,B}^{(g,f)}(X)\cdot I_{A,B}^{(g,f)}(Y) \geq |\Gamma_{A,B}^{(g,f)}(X, Y)
|^{2}
  \geq \frac{1}{16}(I_{A,B}^{(g,f)}(X+Y)-I_{A,B}^{(g,f)}(X-Y))^{2}.
(2)  X,  Y\in M.(\mathbb{C}),  A,  B\in M_{n,+}(\mathbb{C}) に対してもし条件 (B) が成り立てば次の積型不
確定性関係が成り立つ.
(a)  U_{A,B}^{(g,f)}(X)\cdot U_{A,B}^{(g,f)}(Y)\geq k\ell|Tr[X^{*}|L_{A}-R_{B}|Y]
|^{2}.
(b)  U_{A,B}^{(g,f)}( X)\cdot U_{A,B}^{(g,f)}(Y)\geq\frac{f(0)^{2}\ell}{k}
|\Gamma_{A,B}^{(g,f)}(X, Y)|^{2}.
Proof (1) 第1の不等式は [19] で示しているでの,第2の不等式のみ示す.
 I_{A,B}^{(g,f)}(X\pm Y)
 = Tr  [(X^{*}\pm Y^{*})m_{g}(L_{A}, R_{B})(X\pm Y)] —TT  [(X^{*}\pm Y^{*})m_{\triangle_{g}^{f}}(L_{A}, R_{B})(X\pm Y)].
よって次を得る.
 I_{A,B}^{(g,f)}(X+Y)-I_{A,B}^{(g_{)}f)}(X-Y)
 = 2Tr[X^{*}m_{g}(L_{A}, R_{B})Y]+2TrY^{*}m_{g}(L_{A}, R_{B})X]
 -2T\tau[X^{*}m_{\triangle_{g}^{f}}(L_{A}, R_{B})Y]-2Tr[Y^{*}m_{\triangle_{g}
^{f}}(L_{A}, R_{B})X]
 = 2\Gamma_{A,B}^{(g,f)}(X, Y)+2\Gamma_{A,B}^{(g,f)}(Y, X)





 \Gamma_{A,B}^{g,f)}(X, Y) = {\rm Re}\{\Gamma_{A,B}^{(g,f)}(X, Y)\}+iIm\{\Gamma_
{A,B}^{(g_{)}f)}(X_{i}Y)\}
 =  \frac{1}{4}(I_{A,B}^{(g,f)}(X+Y)-I_{A,B}^{(g,f)}(X-Y))+iIm\{\Gamma_{A,B}
^{(g,f)}(X, Y) .
したがって
 |\Gamma_{A,B}^{(g,f)}(X, Y)|^{2}  =   \frac{1}{16}(I_{A,B}^{(g,f)}(X+Y)-I_{A,B}^{(g,f)}(X-Y))^{2}+(Im\{\Gamma_{A,B}^
{(g,f)}(X, Y)\})^{2}
  \geq \frac{1}{16}(I_{A,B}^{(g_{\ovalbox{\tt\small REJECT}}f)}(X+Y)-I_{A,B}
^{(g,f)}(X-Y))^{2},
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(2) (a) は [19] で示されているので (b) のみ示す.[3] のLemma 3.3 と Lemma 3.4
より
 m_{g}(x, y)^{2}-m_{\triangle_{g}^{f}}(x, y)^{2} \geq k\ell(x-y)^{2}\geq 
k\ell\frac{f(0)^{2}}{k^{2}}(m_{g}(x, y)-m_{\triangle_{g}^{f}}(x, y))^{2}.
よって
 m_{g}(x, y)+ m_{\triangle_{g}^{f}}(x, y)\geq\frac{f(0)^{2}\ell}{k}(m_{g}(x, y)-
m_{\triangle_{g}^{f}}(x, y)) .
したがって
 J_{A,B}^{(g,f)}(Y)  =   \sum {  m_{g}(\lambda_{i}, \mu_{j})+mム  gf(\lambda_{i}, \mu_{j}) }  |\{\phi_{i}|Y|\psi_{j}\rangle|^{2}
り




 | \Gamma_{A,B}^{(g,f)}(X, Y)|^{2}\leq I_{A,B}^{(g,f)}(X)\cdot I_{A,B}^{(g,f)}
(Y)\leq I_{A,B}^{(g,f)}(X)\cdot\frac{k}{f(0)^{2}p}J_{A,B}^{(g,f)}(Y) .
よって
 I_{A,B}^{(g,f)}( X)\cdot J_{A,B}^{(g,f)}(Y)\geq\frac{f(0)^{2}\ell}{k}
|\Gamma_{A,B}^{(g,f)}(X.Y)|^{2}.
同様にして




Theorem 3.1  X,  Y\in M_{n}(\mathbb{C}),  A,  B\in M_{n,+}(\mathbb{C}) に対して,次が成り立つ.
(1)  I_{A,B}^{(g,f)}(X)+I_{A,B}^{(g,f)}(Y) \geq\frac{1}{2}\max\{I_{A,B}^{(g,f)}(X+Y)
, I_{A,B}^{(g,f)}(X-Y)\}.
(2)   \sqrt{I_{AB}^{(gf)}(X)}+\sqrt{I_{AB}^{(gf)}(Y)}\geq\max\{\sqrt{I_{AB}^{(gf)}(X
+Y)}, \sqrt{I_{AB}^{(gf)}(X-Y)}\}.
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Proof (1) Hilbert‐Schmidt norm  \Vert  \Vert に対して次が成り立つ.
  \Vert X\Vert^{2}+\Vert Y\Vert^{2} = \frac{1}{2}(\Vert X+Y\Vert^{2}+\Vert X-
Y\Vert^{2})
  \geq \frac{1}{2}\max\{\Vert X+Y\Vert^{2}, \Vert X-Y\Vert^{2}\}.
 I_{A,B}^{(g,f)}(X, X) は Hilbert‐Schmidt norm の2乗であるので,  \Vert X\Vert=\sqrt{I_{A,B}^{(gf)}(X)} . した
がって上の不等式に代入すれば結論が得られる.
(2) 一般のノルムで成り立つ三角不等式を  \Vert X\Vert=\sqrt{I_{AB}^{(gf)}(X)} に対して適用すれば
よい.口
Theorem 3.2  \{X_{i}\}_{\dot{i}=1}^{N} ,  \{Y_{j}\}_{\dot{j}=1}^{N}\in M_{n}(\mathbb{C}) ,  A,  B\in M_{n,+}(\mathbb{C}) に対して  X_{i}^{*}|L_{A}-R_{B}|Y_{j}=
 \delta_{ij}C と条件 (B) が満たされるとき,次が成り立つ.
(1)  ( \sum_{i=1}^{N}U_{A,B}^{(g,f)}(X_{i}))(\sum_{j=1}^{N}U_{A,B}^{(g,f)}(Y_{j}))
\geq Nk\ell|Tr[C]|^{2}.
(2)  ( \sum_{i=1}^{N}\sqrt{U_{AB}^{(gf)}(X_{?}\cdot)})(\sum_{j=1}^{N}\sqrt{U_{AB}
^{(gf)}(Y_{j})})\geq N\sqrt{k\ell}|Tr[C]|.
Proof (1) 定理2.1(2) (a) より
 U_{A,B}^{(g,f)}(X_{i})\cdot U_{A,B}^{(g,f)}(Y_{j})\geq k\ell|T_{T}[X_{l}^{*}|L_
{A}-R_{B}|Y_{j}]|^{2} . (1)
したがって
 ( \sum_{i-1}^{N}U_{A,B}^{(g,f)}(X_{i})) (\sum_{j=1}^{ガ}U_{A_{\dot{\ovalbox{\tt
\small REJECT}}^{\backslash }}B}^{(gf)}(Y_{j}))





したがって (1) と同様にして結論が得られる.  \square 
Theorem 3.3  \{X_{i}\}_{i=1}^{N}\in 1\iota\cdot l_{n}(\mathbb{C}),  A,  B\in i1\cdot\cdot I_{n,+}(\mathbb{C}) に対して次が成り立つ.
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Lemma 3.1 Hilbert‐Schmidt norm  \Vert\cdot\Vert を  M_{n}(\mathbb{C}) 上の  nor\cdot m とすると,  \{A_{i}\}_{i=1}^{N}\subset
 M_{n}(\mathbb{C}) に対して次が成り立つ.
(1)   \Vert\sum_{i=1}^{N}A_{i}\Vert\leq\frac{1}{N-1}\sum_{i<j}\Vertん十   A_{j} \Vert\leq\sum_{i=1}^{N}\Vert A_{i}\Vert
(2)   \Vert\sum_{i=1}^{N}A_{i}\Vert+(N-2)\sum_{i=1}^{N}\Vert A_{i}
\Vert\geq\sum_{i<j}\Vert A_{i}+A_{j}\Vert
(3)   \frac{1}{N-2}\sum_{i<j}\Vertん十   A_{j} \Vert-\frac{1}{N-2}\Vert\sum_{i=1}^{N}A_{i}\Vert\geq\frac{1}{N-1}
\sum_{i<j}\Vertん十   A_{j}\Vert
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  \geq\max\{\frac{1}{N-2}\sum_{i<j}\Vert A_{i}+A_{j}\Vert-\frac{1}{N-2}
\sum_{\dot{i}=1}^{N}\Vert A_{i}\Vert, \Vert\sum_{i=1}^{N}A_{i}\Vert\}
(4)   \Vert\sum_{i=1}^{N}A_{i}\Vert^{2}+(N-2)\sum_{i=1}^{N}\Vert A_{i}\Vert^{2}=
\sum_{\uparrow:<j}\Vert A_{i}+A_{j}\Vert^{2}
(5)   \sum_{i=1}^{N}\Vert A_{i}\Vert^{2}\leq\frac{1}{N}(\sum_{i<j}\Vert A_{i}-A_{j}
\Vert^{2}+(\frac{1}{N-1}\sum_{i<j}\Vert A_{i}+A_{j}\Vert)^{2})
(6)   \sum_{\dot{i}=1}^{N}\Vert A_{i}\Vert^{2}\geq\frac{1}{N}\{(\frac{1}{N-1}
\sum_{i<j}\Vert A_{i}+A_{j}\Vert)^{2}+(\frac{1}{N-1}\sum_{ji<}\Vert A_{i}-A_{j}
\Vert)^{2}\}
Proof (1) 一般に  \{x_{i}\}_{i=1,\cdots,N}\subset \mathbb{R} に対して
  \sum_{\dot{x}=1}^{N}x_{i}=\frac{1}{2}(\sum_{i=1}^{N}x_{i}+\sum_{j=1}^{N}x_{j})
=\frac{1}{2N}\sum_{i=1}^{N}\sum_{f=1}^{N}(x_{i}+x_{j})
 =   \frac{1}{2N}\{2\sum_{i=1}^{N}x_{i}+\sum_{i\neq j}(x_{i}+x_{j})\}=\frac{1}{N}
\sum_{i=1}^{N}x_{i}+\frac{1}{2N}\{\sum_{i<j}(x_{i}+x_{j})+\sum_{i>j}(x_{i}+x_{j}
)\}
 =   \frac{1}{N}\sum_{i=1}^{N}x_{i}+\frac{1}{N}\sum_{\prime,l<j}(x_{i}+x_{j}) .
よって
 (1- \frac{1}{N})\sum_{i=1}^{N}x_{i}=\frac{1}{N}\sum_{i<j}(x_{i}+x_{j}) .
したがって
  \sum_{i=1}^{N}x_{i}=\frac{1}{N-1}\sum_{\dot{i}<j}(x_{i}+x_{j}) .
ここで  x_{i}=\Vert A_{i}\Vert,  i=1,2,  \cdots,  N とすると







(2) Hlawka’s inequality より明らか.([12], [9])
(3) (1) の   \Vert\sum_{\dot{i}=1}^{N}A_{i}\Vert\leq\frac{1}{N-1}\sum_{i<j}\Vert A_{i}+
A_{j}\Vert\leq\sum_{i=1}^{N}\Vert A_{i}\Vert より明らか.
(4)  \Vert A_{i}+A_{j}\Vert^{2}=\langle A_{i}+A_{j}|A_{i}+A_{j}\}=\Vert A_{i}
\Vert^{2}+\langle A_{i}|A_{j}\rangle+\{A_{j}|A_{i}\}+\Vert A_{i}\Vert^{2} より
  \sum_{i,j}\Vert A_{i}+A_{j}\Vert^{2}=N\sum_{i=1}^{N}\Vert A_{i}\Vert^{2}+
2\sum_{i,j}\langle A_{i}|A_{j}\}+N\sum_{\dot{i}=1}^{N}\Vert A_{i}\Vert^{2}.
また
  \sum_{i,j}\Vert A_{i}+A_{j}\Vert^{2}=4\sum_{i=1}^{N}\Vert A_{i}\Vert^{2}+
2\sum_{\dot{j},i<}\Vert A_{i}+A_{j}\Vert^{2}
上の2つの等式より
  \sum_{i<j}\Vert A_{i}+A_{j}\Vert^{2}=(N-2)\sum_{i=1}^{N}\Vert A_{i}\Vert^{2}+
\Vert\sum_{i=1}^{N}A_{i}\Vert^{2}.
(5) (4) と同様な等式より
  \sum_{i<j}\Vert A_{i}-A_{j}\Vert^{2}=N\sum_{i=1}^{N}\Vert A_{i}\Vert^{2}-\Vert
\sum_{i=1}^{N}A_{i}\Vert^{2}
したがって
  \sum_{\dot{i}=1}^{N}\Vert A_{i}\Vert^{2} = \frac{1}{N}(\sum_{i<j}\Vert A_{i}-
A_{j}\Vert^{2}+\Vert\sum_{i=1}^{N}A_{i}\Vert^{2})
  \leq \frac{1}{N}(\sum_{\dot{i}<j}\Vert A_{i}-A_{j}\Vert^{2}+(\frac{1}{N-1}
\sum_{i<j}\Vert A_{i}+A_{j}\Vert)^{2})
(6)   \frac{2}{N(N-1)}\sum_{i<j}\Vert A_{i}\pm A_{j}\Vert^{2}\geq(\frac{2}{N(N-1)}
\sum_{\dot{i}<j}\Vert A_{i}\pm A_{j}\Vert)^{2} すなわち
  \sum_{\dot{\tau}<j}\Vert A_{i}\pm A_{j}\Vert^{2}\geq\frac{2}{N(N-1)} (   \sum_{i<}フ  \Vert A_{i}\pm A州) 2
したがって
  \sum_{i=1}^{N}\Vert A_{i}\Vert^{2}
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 =  \frac{1}{2(N-1)}\{\sum_{\dot{x}<j}\Vert A_{i}+A_{j}\Vert^{2}+\sum_{\iota'<j}
\Vert A_{i}-A_{j}\Vert^{2}\}
  \geq \frac{1}{N}\{(\frac{1}{N-1}\sum_{\prime\dot{i},<J}\Vert A_{i}+A_{j}\Vert)
^{2}+(\frac{1}{N-1}\sum_{i<j}\Vert A_{i}-A_{j}\Vert)^{2}\}.
口
Theorem 3.  4\{X_{i}\}_{i=1}^{N}\in M_{n}(\mathbb{C}),  A,  B\in\Lambda^{:'}JI_{n,+}(\mathbb{C}) に対して次が成り立つ.





(2)   \sum_{\dot{i}=1}^{N}I_{A,B}^{(g,f)}(X_{i})\leq\frac{2}{N-1}\sum_{i<j}
\sqrt{I_{AB}^{(gf)}(X_{i})I_{AB}^{(gf)}(X_{j})}
Proof (1) 便宜上  X,  Y\in M_{n}(\mathbb{C}) に対して
 \Gamma_{A,B}^{(g,f)}(X, Y)=\{X, Y\rangle, \sqrt{I_{AB}^{(gf)}(X)}=\Vert X\Vert
と書くことにする.このとき
  \Vert\frac{X_{i}}{\Vert X_{i}\Vert}\pm\frac{X_{j}}{\Vert X_{j}\Vert}\Vert=
\sqrt{2}\sqrt{1\pm\frac{{\rm Re}\langle X_{i},X_{j}\rangle}{\Vert X_{i}
\Vert\Vert X_{j}\Vert}}
と Dunkl‐Williams inequality





  \sum_{i=1}^{N}\Vert X_{i}\Vert = \frac{1}{N-1}\sum_{\dot{x}<\dot{フ}}(\Vert X_
{i}\Vert+\Vert X_{j}\Vert)
  \leq \frac{2}{N-1}\sum_{\dot{i}<j}\frac{||X_{i}\pm X_{j}||}{\Vert\frac{X_{i}}
{||X_{i}||}\pm\frac{X_{j}}{\Vert X_{j}||}\Vert}
 =  \frac{\sqrt{2}}{N-1}\sum_{\dot{i}<\dot{j}}\frac{||X_{i}\pm X_{j}\Vert}{\sqrt
{1\pm\frac{Rc\langle X_{i}X_{j}\rangle}{\Vert X_{?}\Vert\Vert X_{j}||}}}
 =  \frac{\sqrt{2}}{N-1}\sum_{i<j}\frac{\Vert X_{i}\pm X_{j}||\sqrt{\Vert X_{i}
||\Vert X_{j}\Vert}}{\sqrt{||X_{i}\Vert\Vert X_{j}||\pm{\rm Re}\{X_{i},X_{j}\}}}
.
(2)








  \sum_{i=1}^{N}\Vert X_{i}\Vert^{2} = \frac{1}{N-1}\sum_{\prime,i<j}(\Vert 
X_{i}\Vert^{2}+\Vert X_{j}\Vert^{2})
  \leq \frac{1}{N-1}\sum_{i<j}\{\frac{4\Vert X_{i}\pm X_{j}||^{2}}{\Vert\frac{X_
{i}}{\Vert X_{i}\Vert}\pm\frac{X_{j}}{||X_{j}||}\Vert^{2}}-2\Vert X_{i}
\Vert\Vert X_{j}\Vert\}
 =  \frac{1}{N-1}\sum_{\dot{i}<j}\{\frac{2\Vert X_{i}\pm X_{j}||^{2}}{1\pm\frac{
{\rm Re}\langle X_{i},X_{j}\rangle}{\Vert X_{\dot{x}}||||X_{j}||}}-2\Vert X_{i}
\Vert\Vert X_{j}\Vert\}
 =  \frac{2}{N-1}\sum_{i<j}\Vert X_{i}\Vert\Vert X_{j}\Vert\{\frac{\Vert X_{i}
\pm X_{j}||^{2}}{\Vert X_{i}\Vert\Vert X_{j}||\pm{\rm Re}\{X_{i},X_{j}\}}-1\}.
口
Remark 3.1 Theorem 3.3の (3), および Theorem 3.4の (1), (2) は和型不確定性
関係の逆不等式と考えることができる.
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