Abstract. Using ideas of Kenig, Ponce and Vega and an explicit solution with two parameters, we prove that the solution map of the initial value problem for a particular nonlinear Schrödinger-Airy equation fails to be uniformly continuous.
1. Introduction. In this paper we will describe some results on ill-posedness for solutions of the initial value problem (IVP)
u(x, 0) = u 0 (x), (1.1) where u is a complex-valued function and a, b, c, d and e are real parameters. This model was proposed by Hasegawa and Kodama in [15, 20] to describe the nonlinear propagation of pulses in optical fibers. In the literature, this model is referred to as a higher-order nonlinear Schrödinger equation or also as an Airy-Schrödinger equation.
We consider the following gauge transformation:
v(x, t) = exp iλ x + i(a λ 2 − 2b λ 3 )t u(x + (2a λ − 3bλ 2 )t, t). The best known local result for the IVP associated to (1.6) in H s (R) was obtained by Tsutsumi [33] for s ≥ 0. Using the fact that the L 2 -norm of the solution of (1.6) is preserved, he has that (1.6) is globally well-posed in H s (R), s ≥ 0.
• Nonlinear Schrödinger equation with derivative (a = −1, b = 0, c = 0, d = 2e):
The best known local result for the IVP associated to (1.7) in H s (R), was obtained by Takaoka [32] for s ≥ 1/2. Colliander et al. [12] proved that (1.7) is globally well-posed in H s (R), s > 1/2. • A particular case of the complex mKdV equation (1.5) (a = 0, b = 1, c = 0, d = 1, e = 0):
If u is real, (1.8) is the usual mKdV equation. Kenig et al. [17] proved that the IVP associated to it is locally well-posed in H s (R), s ≥ 1/4, and Colliander et al. [13] proved that (1.8) is globally well-posed in H s (R), s > 1/4.
• When a = 0 and b = 0, we obtain a particular case of the well-known mixed nonlinear Schrödinger equation:
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where g satisfies some appropriate conditions and λ ∈ R is a constant. Ozawa and Tsutsumi in [24] proved that for any ρ > 0, there is a positive constant T (ρ) depending only on ρ and g, such that the IVP (1.9) is locally well-posed in H 1/2 (R), whenever the initial data satisfies
There are other dispersive models similar to (1.1); see for instance [1, 11, 25, 26, 29] and the references therein.
Regarding the IVP (1.1) with be = 0 or bd = 0, Laurey in [21] showed that the IVP is locally well-posed in H s (R) with s > 3/4, and using the quantities conserved she obtained the global well-posedness in H s (R) with s ≥ 1. In [28] In [7] , Carvajal and Linares considered the IVP (1.1) when a, b are real functions of t and they proved the local well-posedness in H s (R), s ≥ 1/4. Also, Carvajal and Panthee in [8, 9] gave a positive answer for the unique continuation property for the solution of (1.1).
Below we describe the results concerning the ill-posedness for the equation (1.1). Firstly we will use an explicit solution of the equation (1.1) (see [6] ) for particular choices of the parameters to show that in fact the local well-posedness result obtained in [28] is the best possible one in Sobolev spaces.
Secondly some extensions of previous work done by Christ, Colliander and Tao are given, the method is very similar to those of Christ et al., and the technique is to approximate the complex mKdV solution by the cubic NLS solution.
Finally we will establish a weaker result for solutions of the IVP (1.1) for a greater range of parameters. This result is in the same spirit of Bourgain [4] , refined by Takaoka [32] and Tzvetkov [22] for the IVPs associated to the Korteweg-de Vries, derivative nonlinear Schrödinger and Benjamin Onno equations, respectively. The proof of this result follows the ideas introduced by Kenig, Ponce and Vega in [18] (see also [2] ). 
The method used here is very similar to theirs in [10] (see also [27] ). A further new result can be obtained for a large range of parameters if we ask the map data-solution to be at least of class C 3 . Our result says: Theorem 1.3. Let T > 0 and V be a bounded neighborhood of zero in H s (R). Then for the IVP (1.1), the map data-solution [17] , [18] . A particular case of (ii) is the cubic nonlinear Schrödinger equation. Stronger results were obtained for the focusing case by Kenig, Ponce and Vega [18] and the defocusing one by Christ, Colliander and Tao [10] . The derivative nonlinear Schrödinger equation (b = 0, d = 2, e = 1) is a particular case of (iii). The result for this equation agrees with the stronger one given in [2] .
In the case (iv), local well-posedness was proved in H s (R), s > −1/4; see [5] .
Sharpness of the local results for the mKdV equation.
We begin this section with the result due to Staffilani [28] regarding local well-posedness for the IVP (1.1). It reads as follows:
and a unique solution of the IVP (1.1), such that
, from V into the class defined by (2.14)-(2.15), with T instead of T is smooth. Remark 2.2. Observe that we have added the norms in (2.15) to the original set of norms in [28] to avoid further difficulties.
In this section we will discuss the sharpness of the local results obtained in Theorem 2.1.
The scaling argument does not work in the IVP (1.1), in this case due to the inhomogeneous character of the symbol associated to the linear problem. However, the dominant structure of the equation similar to the mKdV equation leads us to think that the best result is the one given in [28] .
In this regard, we will first show that the map data-solution for particular choices of the constants in the equation (1.1) fails to be uniformly continuous for data in H s (R), s < 1/4.
2.1. Proof of Theorem 1.1 (Kenig, Ponce and Vega Method). The idea of the proof is similar to the one introduced in [18] . More precisely, the equation in (1.1) with the restrictions
has a two-parameter family of solutions (see [6] ) given by
where
Then a suitable choice of the parameters η and ω will allow us to exhibit data that remain close in the H s -norm but the difference of the corresponding solutions will fall apart at any time T > 0.
Let N > 0 be sufficiently large,
(2.18)
On the other hand, at any time T , we have
The solutions u η,N j (t), j = 1, 2, are concentrated in the ball
Thus to have (2.19) it is enough to satisfy
Therefore choosing N 1 = N and N 2 = N − δη, it follows from (2.18) that 
For simplicity we pretend the nonlinear term is
The general case F (u) = d |u| 2 ∂ x u + e u 2 ∂ xū follows in the same manner. Our method is very close with [10] . For the sake of completeness we present it here; the method is to approximate the complex mKdV solution by the cubic NLS solution
We suppose b = e = 1; the general case is similar. Let u(t, x) be the solution to the linear problem ∂ t u + ∂ 3 x u = 0 with u(0) = u 0 . In a similar way as in [10, 27] we obtain that 
(ii) Suppose that s < 0 and that σ ≥ |s|. Then there exists a constant C 1 < ∞, depending only on s and on σ, such that whenever M 1+s/σ .τ ≥ 1,
Let u(s, y) be a solution of the NLS equation (2.23). Using the change of variables
we define the approximate solution
Differentiating we have 
where means the Fourier transform in both variables.
Lemma 2.5. For each j = 1, . . . , 4, let e j be the solution to the problem Proof. We have (see [19, 31] )
Thus for the terms E j , j = 1, 2, 3 which have enough negative powers of N we use
and for the term E 4 for which there is not enough of a negative power on N , we compute
and using the definition of Bourgain space,
( )dτ dξ
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where a = 3N 2 ξ − 6N 3 . We estimate
where we used Plancherel in the temporal variable and the fact that H k is closed under multiplication. The estimate of I 4 is the same as that of I 1 . Next, we estimate I 3 . Similarly as above we have
Using the Fubini Theorem we obtain
.
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for some error function E. Let e be the solution to the inhomogeneous problem
x e = E, e(0) = 0.
Suppose that
and let e be the solution for some sufficiently small absolute constant 0 < 1. Then we have
In particular, we have
Proof. The proof is very similar to that of [10] , Lemma 5.1 (see also [27] , Lemma 4.5).
2. 33) for s < 0 and k > 6. As in (2.24) we define
and let U 1 , U 2 be smooth global solutions of (2.22) with initial data
the rescale solutions of (2.22). We need to make them satisfy the conditions (1.10), (1.11) and (1.12). Applying Lemma 2.4 (i) when s ≥ 0 we have
and when s < 0, we use Lemma 2.4 (ii) with k large to obtain (2.31) . To complete the proof we will show (1.12). Using (2.32) we find t 0 > 0 (see [10] ) such that
By Lemma 2.4 (iii) we thus have
On the other hand, using Lemma 2.5 and the hypothesis s > −5/16,
Using the triangle inequality we show that
and by (2.34), (2.35) we obtain (1.12) and this concludes the proof of the theorem. Next we prove Theorem 1.3.
Proof of Theorem 1.3 (Bourgain Method).
In this section we shall consider all the parameters in the equation (1.1), i.e.
Differentiating the solution u = u(η, x, t) of the IVP (3.36) we obtain the relations:
where as before V (t) denotes the unitary group associated to the linear IVP and F denotes the nonlinearity:
In what follows, we will consider N 1 and 0 < δ 1. Let
From the definition of the unitary group V (t) we can write
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and
To simplify the notation we set Ψ(x, t, ξ) = exp{i(xξ + tφ(ξ))}. Using the definition of V (t) and (3.37) we obtain
Similarly, we have Taking δ b as in (3.40) we obtain a contradiction for N large and θ suitably chosen in each case i), ii), iii) and iv) given in the statement of the theorem. Hence the map data-solution is not C 3 in these cases. This completes the proof. 
