In this study, density-driven natural convection in porous media associated with Rayleigh-Taylor instability was visualized by X-ray computed tomography to investigate the effect of the thickness of the diffusing interface on convection. The thickness of the interface was changed by molecular diffusion with time, and the effective diffusivity in a porous medium was estimated. Compared with the thick interface, for the thin interface, many fine fingers formed and extended rapidly in a vertical direction. The onset time of natural convection increased proportionally with the thickness of the interface, being correlated with Rayleigh number and Péclet number. For the thinner initial interface, the finger number density increased more rapidly after onset and reached a higher value. Next, we discussed the mass transport in Rayleigh-Taylor convection to show how dispersion affects mass transport based on finger extension velocity and concentration in fingers. Increasing the interface thickness delayed the onset of convection, while the finger extension velocity remained the same. The reduced finger extension velocity changed nonlinearly with the Péclet number, reflecting the effect of dispersion. High transverse dispersion and longitudinal dispersion quickly reduced finger density. Transverse dispersion between ascending and descending fingers decreased the density; the density decreased linearly along the finger on both sides of the symmetric plane. As a result, the Sherwood number was proportional to the Rayleigh number, whereas the coefficient changed nonlinearly with Péclet number because of dispersion, reflecting the nonlinear dependences of the reduced velocity and the reduced density difference on Péclet number.
Introduction
Natural convection in porous media (Nield and Bejan 2006) has applications in diverse fields including carbon dioxide capture and storage (CCS) (Green and Ennis-King 2013; Huppert Neufeld 2014; Lindeberg and Wessel-Berg 1997; Riaz and Cinar 2014; Islam et al., 2014) , petroleum engineering (Aziz et al. 1973 ), geothermal energy recovery (Barvier 2002; Henley and Ellis 1983; Oldenburg and Pruess 1998) , and groundwater systems. (Herbert et al. 1988; Huyakorn et al. 1987; Oostrom et al. 1992; Simmons et al. 2001 ; Van et al. 2009 ). Recently, mass transport in Rayleigh-Bénard convection has been investigated extensively for CCS applications Gilfillan et al. 2009; Huppert and Neufeld 2014; Iglauer 2011; Lindeberg and Wessel-Berg 1997; Riaz and Cinar 2014) because shifting from physical trapping by caprocks to dissolution trapping improves the security of storage against buoyancy.
Rayleigh-Taylor convection and Rayleigh-Bénard convection are two simplified models of natural convection in Wang, Nakanishi, Teston and Suekane, Journal of Fluid Science and Technology, Vol.13, No.1 (2018) porous media. Rayleigh-Taylor convection is regarded as a special case of gravitational instability without the contribution of difference in viscosity. Hele-Shaw cells have been used intensively in experiments for the sake of visualization. At low Rayleigh numbers, Ra, where a span-wise Hele-Shaw mode dominates, the dominant wavelength scales with Ra −1 (Fernandez et al. 2002) where Ra is defined as the ratio of the mass transport by convection to that of diffusion. In contrast, at high Rayleigh numbers, the wavelength saturates at approximately five times the cell thickness, which is unique to the Hele-Shaw cell and characterized by an instability across the gap (Fernandez et al. 2001 (Fernandez et al. , 2002 Graf et al. 2002; Lajeunesse et al. 1997) . Graf et al. (2002) performed a linear stability analysis (LSA) based on the full three-dimensional Stokes equations and found that the optimally amplified wavelength is approximately five times the gap width, with the exact value depending on the interface thickness. The most amplified wavenumber increases qualitatively with Ra and decreases with interface thickness. In Hele-Shaw cell experiments the wavelength with the highest growth rate depends on the gap width and the fingering behavior might be different from that in a porous medium. Riaz et al. (2006) , Hidalgo and Carrera (2009) , and Slim and Ramakrishnan (2010) reported that the onset of convection is not related to the domain height, but varies with interface thickness by LSA and numerical simulations. Tan and Homsy (1986) studied linear stability during miscible displacement using a quasi-steady-state approximation (QSSA) and found that both the wavenumber with the highest growth rate and the growth rate itself decrease with an increase in the thickness of the diffusing layer by diffusion proportional to t 1/2 . These results demonstrate that the thickness of the interface affects the growth of the disturbances at the onset of convection.
To date, although many theoretical analyses have demonstrated the importance of interface thickness in natural convection, experimental studies on the effects of interface thickness on Rayleigh-Taylor instability in three-dimensional porous media are scarce. In the first half of the present study, we quantified the effect of the thickness of the diffusing layer on the Rayleigh-Taylor convection of miscible fluids in a packed bed of particles. In a previous study ), we described Rayleigh-Taylor convection in three dimensions and demonstrated that the onset time and mass transfer rate are related to the Rayleigh number, as well as the extent of mechanical dispersion. We derived an empirical equation that relates the Sherwood number, which is defined as the ratio of convective mass transport to diffusive mass transport, to the Rayleigh number and the transverse dispersion coefficient. The mass flux is proportional to the finger extension velocity and the concentration in fingers. In the second half of the present study, we investigated how dispersion affects mass transport in terms of these parameters. Wooding (1969) observed Rayleigh-Taylor instability in a Hele-Shaw cell and found that the mean wavelength and amplitude of fingers increased in proportion to t 1/2 and t, respectively. These results suggest that the mass flux at the initial position of the interface became constant because the mass fluxes of the upward and downward flows were in equilibrium, whereas the mean wavelength of regularly spaced fingers increased with time. In the Rayleigh-Bénard model, the porous medium has a finite height, and the boundary condition at the top boundary is that the concentration is constant. Two main configurations (De Paoli et al. 2016; Hewitt et al. 2013) were considered in previous studies depending on the boundary condition at the bottom boundary, namely, the so-called "one-sided" cell, in which the Neumann boundary condition (i.e., no concentration gradient) is imposed at the bottom boundary (Pau et al. 2010; Neufeld et al. 2010; Slim 2014; Xu et al. 2006; De Paoli et al. 2017) , and the so-called "two-sided" cell, in which the Dirichlet boundary condition (i.e., constant concentrations) is imposed at the top and bottom boundaries (Otero et al. 2004; Hewitt et al. 2012; Wen et al. 2013) . Based on theoretical analyses (Coskuner and Bentsen 1990; Hassanzadeh 2013, 2015; Rapaka et al. 2008) , numerical simulations Ghesmat et al. 2010; Hassanzadeh et al. 2007; Hewitt et al. 2012 Hewitt et al. , 2013 Hidalgo and Carrera 2009; Hidalgo et al. 2015; Otero et al. 2004; Pau et al. 2010; Riaz et al. 2006; Shahraeeni et al. 2015; Wen et al. 2012; Xie et al. 2011) , and laboratory experiments including the construction of a nonlinear density profile of a mixture of miscible fluids (Backhaus et al. 2011; Faisal et al. 2015; Huppert and Neufeld 2014; Hidalgo et al. 2012; Neufeld et al. 2010; Wang et al. 2016) , mass transport is modeled as a function of Rayleigh number, because the time required for the shift in trapping mechanism scales with mass flux. In the Rayleigh-Taylor model, Rayleigh-Taylor instability (Kolditz et al. 1998 ) occurs on the interface that separates a lighter fluid from a heavier one located above it, and the fluids convectively mix with each other (Manickam and Homsy 1995; De Wit 2004; Gopalakrishnan et al. 2017) . In theoretical analyses, the boundary where no fluid flow is assumed to locate infinitely far from the interface. Compared with Rayleigh-Bénard convection, research on mass transport in Rayleigh-Taylor convection is more limited to the best of the authors' knowledge. During the vertical displacement of miscible fluids, the interface is often unstable because of the viscosity ratio and the gravitational force (Homsy 1987; Manickam and Wang, Nakanishi, Teston and Suekane, Journal of Fluid Science and Technology, Vol.13, No.1 (2018) Homsy 1995; Saffman and Taylor 1958; Tan and Homsy 1986) .
In this study, a three-dimensional visualization of natural convection associated with Rayleigh-Taylor instability was achieved using microfocused X-ray computed tomography (CT), firstly to investigate the effect of the interface thickness on convection and secondly to quantify how dispersion affects mass transport. Plastic resin particles with different sizes were packed in a tube with a 69-mm inner diameter to a height of 95 mm a porous medium. The interface thickness was changed in the range of 7.44-25.9 mm by diffusion. The experimental setup and procedure are detailed in § 2. First, we discuss molecular diffusion in the porous medium and estimate the diffusivity based on the change in the thickness of the diffusing interface ( § 3.1). Next, we discuss the effects of interface thickness on finger structures ( § 3.2) and the onset time of convection ( § 3.3). The experimental results are compared with LSA results ( § 3.4). Subsequently, in § 4, we discuss mass transport in Rayleigh-Taylor convection and show how dispersion affects mass transport based on finger extension velocity and density in fingers. We experimentally investigated the effect of the thickness of the interface between two miscible fluids by using a packed bed of particles (Fig. 1) . We used an X-ray CT scanner (Comscantechno, ScanXmate-RB090SS) to visualize the development of convection in the porous medium. The experimental setup and procedure are reported elsewhere in detail and are summarized as follows. Melamine resin particles with average diameters Wang, Nakanishi, Teston and Suekane, Journal of Fluid Science and Technology, Vol.13, No.1 (2018) (dp) of 215 (180-250 μm; Ube Sand Engineering Co. Ltd.; XH series), 338 (250-425 μm), 513 (425-600 μm), 780 (530-1030 μm), and 975 μm (760-1190 μm) were packed into an acrylic resin tube with an inner diameter of 69 mm along the height H = 95 mm (Figure 1 ) to change the permeability k. By changing the inner diameter of the packed bed to values between 32 and 70 mm, we confirmed that the sorting of particles on the inner wall did not affect the convection comparing the finger extension velocity in previous study (Sakai et al. 2017) . In the present study, to completely eliminate the sorting effect, fine particles were packed cylindrically on the wall. A stainless-steel tube with an inner diameter of 66.8 mm and a thickness of 0.1 mm was placed in the acrylic resin tube, and the melamine resin particles were then packed in the stainless-steel tube. Melamine resin particles with an average diameter of 215 μm were packed in the gap between the stainless-steel tube and the acrylic resin tube; exceptionally, glass beads with the average diameter of 64 μm were packed in the gap when the melamine resin particles with an average diameter of 215 μm were packed inside. The stainless-steel tube was then pulled out, and the end sleeve was put in place. Cross-sectional images obtained by the X-ray CT scanner confirmed that a layer of fine particles with a thickness of approximately 1.5 mm was formed on the inner wall. This method reduced the effect of packing on experimental results significantly. Fig. 1 . Schematic of the packed bed of melamine resin particles. Dense fluid (NaI and NaCl solution) is injected vertically upward to stabilize the displacing interface. The thickness of the interface is controlled by diffusion.
Nomenclature
The permeability was measured by water-flooding experiments, and the porosity was estimated from the change in weight of the packed bed after saturating with water. A certain mass of particles was packed as the same height of the porous media for each experiment to make sure the porosity and permeability to be the same for all experiments. The pore structure (Table 1) was analyzed using commercial software (Nihon Visual Science, Ex-Fact VR 2.0) developed based on 3DMA-Rock (Lindquist et al., 1996 (Lindquist et al., , 2000 Lindquist and Venkatarangan, 1999) . Melamine resin particles were packed in a thin tube with an inner diameter of 10 mm to obtain high-resolution images (16.2 μm/pixel). It should be noted that the packing conditions such as pressure were slightly different from those of the packed bed used for convection experiments. With an increase in the average particle diameter, the porosity decreased from 0.477 to 0.410. When the pore structure was similar, the average pore diameter increased proportionally with average particle diameter; however, it saturates approximately 135 μm with increasing the deviation of pore diameter. The large deviation in particle diameter at large average particle diameters resulted in the dense packing of particles, thereby reducing the porosity and increasing the deviation in pore diameter.
Mixtures of sodium iodide (NaI) solution (the dense fluid) and sodium chloride (NaCl) solution (the light fluid) were used as the miscible fluids (Table 2 ). All dense fluids (D1-D3) contained the same amount of NaI (the initial NaI concentration in dense fluid, Cw = 52.6 kg/m 3 ). For the dense fluids D1 and D2, NaCl was added to further increase the density. Because of the high X-ray attenuation by NaI and the negligible impact of NaCl on X-ray attenuation, the concentration of NaI can be evaluated based on the CT values using the correlation curve obtained for each average particle diameter. ). * 2 Tortuosity was estimated by the ratio of the molecular diffusivity D0 in bulk solution to measured diffusivity D in a porous medium.
Experimental conditions and procedure
The experimental conditions are tabulated in Table 3 . The Rayleigh number Ra is defined as Rad = (Δρgkdp)/(φμD0), where Δρ is the density difference between the two miscible fluids, g is the gravitational acceleration, φ is the porosity, μ is the viscosity of the dense fluid, and D0 is the diffusivity of iodide ions. The Rayleigh number defined with the characteristic length of the particle diameter, Rad represents the Rayleigh-Taylor convection on the scale of the packed bed. On the other hand, because the onset of Rayleigh-Taylor instability is strongly influenced by the thickness of the interface δ, we define the Rayleigh number with δ as the characteristic length, Raδ = (Δρgkδ)/(φμD0). For large particle diameters, the fluid D3 was used as the dense fluid (Table 3) . For small particle diameters of 215 and 338 μm, the fluids D1 and D2 were used as the dense fluid instead of D3, respectively. When the fluid D3 was used in a low-permeability packed bed, the finger spacing (i.e., the wavelength of instability) was close to the diameter of the packed bed, and the effect of the tube wall was not negligible.
After packing the particles, the experiments were conducted according to the following procedure. First, the packed bed was saturated with light fluid (i.e., pure water) using a vacuum chamber. Next, the packed bed was stood vertically and connected to a syringe pump (KD Scientific, KDS210). The syringe pump forced dense fluid into the packed bed in a vertically upward direction at a constant velocity of 3.7 μm/s to fill the bottom half of the packed bed with dense fluid (see Table 3 ). The interface was stable gravitationally as well as viscously (Table 2) during the displacement. As shown in the inset of Fig. 2 , sharp initial interfaces with thicknesses in the range of 7.4 to 10.2 mm were established just after the displacement. The packed was left for up to 24 h to change the thickness of the interface by molecular diffusion (Table 3 ). The temperature was controlled by an air conditioner in the laboratory and fluctuated within a few degrees Celsius. We refer time interval for molecular diffusion as time for diffusion, tD. Prior to the convection experiments, the packed bed was scanned by the X-ray CT scanner to evaluate the thickness of the interface. The packed bed was then turned upside down to initiate density-driven natural convection; this moment was defined as t = 0.
The packed bed was scanned by the X-ray CT scanner every 60 s after the reversal of the packed bed. Each scan took approximately 50 s. The reconstructed images, which covered the full volume of the packed bed, consisted of 496 image slices with dimensions of 496 × 496 pixels at a resolution of 193μm/pixel in all directions. Because the drift in the CT value from scan to scan was negligible, image brightness was not adjusted. After removing noise using a Gaussian blur filter, the CT value of each pixel was transformed into the concentration of NaI and the density by the calibration curve obtained by preliminary experiments on the image processing software ImageJ (Abràmoff et al. 2004; Rasband, 1997 Rasband, -2012 . 3. Effect of the thickness of the diffusing layer on convection 3.1 Estimation of flow disturbance Fig. 2 . Change in the concentration profiles of NaI across the interface with time by diffusion. Different color of the curves denotes different thickness of the diffusing layer (δ), which was estimated as 10.2, 12.0, 14.2 and 15.8 mm for diffusion time tD of 0, 2, 4, and 6 h, respectively (Run 3_0 − 3_6). δ is defined as the distance between the intersection of the tangent placed on an inflection point and C/Cw = 0 and C/Cw = 1. Theoretical solutions (Eq. 2) with an appropriate initial time (the point where the extension of the corresponding line in Fig. 3 crosses the horizontal axis) are plotted using circles. Inset: diffusing interface just after the injection of the dense fluid shown in blue in a vertically upward direction (particle diameter, dp = 513 μm; initial concentration of NaI, Cw = 52.6 kg/m 3 ).
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As mentioned above, the thickness of the interface between the two miscible fluids was changed by molecular diffusion. Since the dense fluid was injected into the packed bed far below the critical velocity, a relatively thin Wang, Nakanishi, Teston and Suekane, Journal of Fluid Science and Technology, Vol.13, No.1 (2018) interface layer was established between the miscible fluids just after the injection (tD = 0 h), as shown in the inset of Fig. 2 . The change in the profile of NaI concentration across the interface is shown in Fig. 2 . For the cylindrical region with a diameter of 66 mm, the average concentration of NaI, C, was estimated for each slice to remove the layer of fine particle adjacent to the inner wall of the packed bed. The profile became blunt with time, showing typical features of diffusion. The thickness of the interface was estimated as follows. A tangent line (dashed line in Fig. 2 ) is placed at an inflection point (C/Cw = 0.5). We defined the thickness of the interface layer δ as the distance between the intersections of the tangent line with the lines C/Cw = 0 and C/Cw = 1 to determine the diffusion coefficient via the following procedure. It is worth noting that the present definition of the thickness of the interface layer is different from those in previous works (De Wit 2004; Boffetta and Mazzino 2017) . The calculated interface thicknesses are listed in Table 3 .
The analytical solution of the one-dimensional diffusion equation is as follows:
with boundary conditions of C(-∞, t) = 0 and C(∞, t) = Cw. The initial condition, represented as a step function at the origin (z = 0), can be obtained by scaling as
where erf (z) represents the error function. The gradient at z = H/2 is expressed as follows:
The thickness of the interface δ defined above is expressed as δ = (4πDt) 1/2 . Fig. 3 . Square of interface thickness δ 2 versus time for various particle diameters. The diffusivity was evaluated based on the relation δ 2 = 4πDt. All experimental results are plotted in this figure. Figure 3 shows the change δ with time for various particle diameters; δ 2 was found to be proportional to time with high correlation, demonstrating that the diffusivity can be estimated with high accuracy using the present scheme. One of the major sources of error was the estimation of the tangent line and δ (Fig. 2) . The diffusivity estimated with the gradient as D = 3.93 ± 0.583 × 10 −10 m 2 /s. Tortuosity was defined as τ = (Le/L) 2 , where Le is the distance of diffusion in a porous medium, and L is the distance of diffusion in bulk solution. Based on experimental results, tortuosity was estimated by the ratio of the molecular diffusivity D0 in bulk solution to measured diffusivity D in a porous medium (τ = D0/D), τ = 4.07 ± 0.708 (see Table 1 ), where D0 = 1.60 × 10 −9 m 2 /s is diffusivity of iodide ion in water at 25ºC (Wang and Kennedy 1950) . It suggests that the distance of diffusion in a porous medium is 2 times larger than the distance in bulk solution. In the following subsections, the experimental results of natural convection for various values of δ are reported. Figure 4 shows the three-dimensional structures of fingers induced on the interface associated with the Rayleigh-Taylor instability for two values of δ. After the turnover of the packed bed (t = 0 ), a flat interface remained s until t = 1680 s, but faint fluctuation growing into fingers later appears for thin interface (δ = 11.6 mm). We defined the onset time as the period of time during which the interface layer remained planar after the packed bed was turned over. A scheme of quantitative estimation is given later. Compared with the thick interface, many fine fingers formed in the thin interface and grew rapidly. While Fig. 4 focused on the descending fingers of dense fluid penetrating into light fluid, symmetrically fingers of light fluid ascends into dense fluid with respect to the symmetric plane. Nonlinear interactions among fingers including merging, tip splitting, and shielding (Ben et al. 2002; Homsy 1987; Manickam and Homsy 1995; Ruith and Meiburg 2000) were observed. Fig. 4 . Evolution of fingers induced on the interface associated with Rayleigh-Taylor instability in the packed bed (dp = 215 μm). The density difference is Δρ = 249 kg/m 3 . The thickness of the interface at t = 0 is (a) δ = 11.6 mm and (b) δ = s 14.3 mm. Blue surface corresponds to the iso-contour surface for a NaI concentration of 21.0 kg/m 3 .
Three-dimensional finger structures

Onset time
The onset time of natural convection is plotted against the thickness of the interface for each diameter of packed particles in Fig. 5 . Taking a control volume of cylindrical region of bottom half of the packed bed below the symmetric plane, we plotted the total mass of NaI in the control volume against time. The total mass remained zero before the onset of convection and increased proportionally with time after a certain period of time after the onset. The onset time was estimated from the intersection of these two lines (see Nakanishi et al. (2016) for details). For a certain permeability of the porous media, for example dp = 215 µm, the onset time increased proportionally with the thickness of the interface. Heller (1966) demonstrated that the amplification factor decreased with Rayleigh number Raδ with the thickness of interface as characteristic length by a LSA for porous media. Using LSA, Graf et al. (2002) showed that the amplification factor (the maximum eigenvalue) for a Hele-Shaw cell decreased with increasing interface thickness. Tan and Homsy (1986) used QSSA to determine that the amplification factor and wave number decreased with time (i.e., diffusion of the interface for viscous fingering). The linear increase in onset time observed in the present study agrees with the above reports. Fig. 5 . Relationship between the onset time tonset of natural convection and the thickness of the interface δ for various diameters of packed particles dp. Fig. 6 . Relationship between the transverse dispersion rate and Pe for all of the experiments. Data points obtained from a previous work ) are plotted as green triangles. The crosses (×) denote the experimental results for uniform flow (Sahimi 2001) , and the lines are results from pore-scale modeling (Bijeljic and Blunt 2007) . In a previous study , the correlation function of the onset time with Rayleigh number and the dispersion coefficient was derived for natural convection in porous media Ghesmat et al. 2010; Hassanzadeh et al. 2009; Hidalgo and Carrera 2009; Xie et al. 2011) . Because the thickness of the diffusing layer was constant in all experiments carried out in a previous study, the Rayleigh number was defined using the height of the packed bed H as the characteristic length. In this study, we took into account the effect of the thickness of the diffusing layer on the onset time. To correlate the onset time, we evaluated the transverse dispersion coefficient, DT, for each experiment. Assuming the steady state in the distribution of the concentration in the most extended finger, we evaluated the transverse dispersion coefficient by mass conservation for cylindrical control volume of the finger. Details of the scheme used to estimate the transverse dispersion are found in Nakanishi et al. (2016) and Wang et al. (2016) . Figure 6 plots the transverse dispersion against the Péclet number defined as Pe = (vdp)/(φD0), where v is the finger extension velocity. When the Péclet number based on the finger extension velocity is lower than 10, the transverse dispersion is negligible (DT/D0 ≈ 1). If the Péclet number is higher than 10, the transverse dispersion coefficient scales with the Péclet number as
As in previous studies, the transverse dispersion coefficients were higher than those estimated for uniform flow in porous media (Bijeljic and Blunt 2007; Sahimi 2001) . The shear flow between descending and ascending fingers may enhance dispersion.
After the onset time was normalized into a dimensionless form with the characteristic time δ 2 /D0, the dimensionless onset time tonset * was correlated with Raδ and DT as, 
The onset time, which was highly correlated with Raδ and Pe (Fig. 7) , decreased with increasing interface thickness ( 
Finger number density
Fingers appeared on the interface and extended downward with time (Fig. 4) . Contrary to a two-dimensional case such as a Hele-Shaw cell, discrimination of neighboring fingers contains arbitrary property in a three-dimensional case since the neighboring fingers cannot be uniquely specified. Therefore, the finger number density was estimated instead of the finger distance, which is inversely proportional to wavenumber. A local maximum in NaI concentration was detected as a finger for each slice. The details of the scheme used to detect fingers and the property of evolution of the finger number density can be found in Nakanishi et al. (2016) . In Fig. 8 , the finger number density at the symmetric plane is plotted against time for each initial interface thickness. For δ = 7.44 mm, the finger number density began to increase at approximately t = 600 s, earlier than the onset time tonset = 1040 s, and reached the peak of up to 1.0 /cm 2 . Subsequently, the finger number density decreased with time. The radial gradient in the concentration appearing at t = 30 s arose from the beam hardening of the CT images. As shown in the horizontal cross-sectional images, fingers appearing on the interface at t = 1000 s merged with neighboring fingers to form a labyrinth-like structure. When the initial interface was thinner, the finger number density increased more rapidly and reached a higher value. At the maximum finger number density, the density of the dense fluid in fingers, i.e. the local concentration of NaI in fingers was higher when the initial interface thickness was thin. The experimental results were consistent with the LSA results for a Hele-Shaw cell (Fernandez et al. 2002; Graf et al. 2002; Lajeunesse et al. 1997 ) and viscous fingering (Manickam and Homsy 1995; Tan and Homsy 1986) ; the wavelength and amplification factor decreased with interface thickness. The case of thicker initial interface, for example = 23.4 mm, only one finger occurred and extended downward because of the scale of the packed bed. Therefore, the finger number density was constant with time, as shown in Fig.  8 . Fig. 8 . Change in finger number density at the symmetric plane for various interface thicknesses (particle diameter dp = 215 µm; diffusion time of tD are 0, 2, 4, 6, and 24 h for = 7. 44, 11.6, 12.9, 14.3, and 23.4 respectively; Run 1_0-1_24). Horizontal cross-sectional views at the symmetric plane and vertical cross-sectional views are shown for a thin (δ = 7.44 mm; Run 1_0) and thick (δ = 14.3 mm; Run 1_6) initial interface.
Mass transport
It is reasonable that the mass flux at the symmetric plane remains constant. If we assume Rayleigh-Taylor convection in infinite space, convection should be maintained forever. Therefore, increases or decreases in properties such as mass flux and finger extension velocity would induce infinite growth or the end of convection, respectively. Even in finite space, if the top and bottom boundaries are located sufficiently far from the fingers, a steady state should be reached. The average density in the fingers at the symmetric plane should be remain constant. This might be achieved by the balance between the extension of fingers enhancing the transverse dispersion with a long traveling distance and the coalescence of fingers reducing surface area of the fingers with respect to volume.
In a previous study , we derived the following empirical equation, which relates the Sherwood number Sh = Fdp/ϕD0Δρ, where F is the mass flux, to the Rayleigh number and the transverse dispersion coefficient, namely, Sh = 7.25Ra 0.40 (DT/D) 0.44 , where Ra is defined using the height of the packed bed as the characteristic length. The present results agreed with the above equation within a margin of error of 30%. The power law dependence of the Sherwood number on the Rayleigh number and the transverse dispersion coefficient may indicate a nonlinear influence of dispersion on mass transport. Here, we discuss how dispersion affects mass transport in Rayleigh-Taylor convection. At the symmetric plane, the volumetric fluxes in the upward and downward directions should balance each other. The mass flux is proportional to the density in the fingers and the finger extension velocity Green and Ennis-King 2013; Pau et al. 2010; Riaz et al. 2006) . To investigate the effect of dispersion on mass transport, the effects of dispersion on the finger extension velocity and the density in fingers are discussed in the following sections. Fig. 9 . Change in finger extension velocity with time for various interface thicknesses: (a) dp = 215 μm, Runs 1_0-1_24; (b) dp = 338 μm, Runs 2_0, 2_2; and (c) dp = 513 μm, Runs 3_0-3_6.
Finger extension velocity
Finger extension velocity was estimated by the migration of tip, which is defined by the concentration of NaI of 10.5 kg/m 3 , of the most extended finger between sequential scans of every 60 s, as shown in Fig. 9 . The onset time was
Wang, Nakanishi, Teston and Suekane, Journal of Fluid Science and Technology, Vol.13, No.1 (2018) scaled by the local conditions of the interface (e.g., the thickness). On the other hand, the finger extension velocity was scaled by the characteristic velocity vc = (Δρgk)/μ. As a result, the onset of convection was delayed with interface thickness; however, the finger extension velocity remained the same in each figure (Fig. 9) when the experimental conditions remained the same except for the interface thickness. As particle diameter (i.e., permeability; Table 1 ) increased from Fig. 9a to Fig. 9c , the terminal finger extension velocity increased as expected based on the characteristic velocity. Wooding (1969) reported that the mean amplitude of the fingers in a Hele-Shaw cell increased proportionally with time, which is consistent with the present result that the finger extension velocity saturated at a constant value for most of experiment cases. Because the properties such as density difference, permeability, and viscosity remained the same for different interface thicknesses, it is reasonable that the finger extension velocity remained constant. For the case of = 23.4 mm, only one finger occurred and extended downward (images will be shown later in Fig. 14.) . The mass flux showed no peak until the interface between the high-density finger and the water collapsed. Therefore, it is hard to determine whether the development of the finger reach to a stable state or not. We used the average value of the values after the peak of the curve in Fig. 9a as the finger extension velocity. During the process of the convection, the CT scan was repeated for every 60 s. The migration of finger tips at the period of one scan was affected by different experimental conditions, such as density difference between fingers and surrounding flows and permeability. Additionally, NaI concentration in fingers with a certain value was defined as the finger tip. The threshold value for finger detection also influenced the accuracy of the measurement of finger extension velocity. Therefore, the variation of finger extension velocity in Fig. 9 was probably due to both of these two factors. The reduced finger extension velocity, which is defined as the finger extension velocity normalized by the characteristic velocity (v * = v/vc) , is plotted against Péclet number in Fig. 10 . When the dispersion is negligible Pe < 15, the reduced finger extension velocity is 0.17. This is consistent with the observation of Wooding (1969) , who found that in a Hele-Shaw cell, one half of the crest-trough amplitude is proportional to vct with the factor of 0.223. It is also consistent with the numerical simulations of Manickam and Homsy (1995) . With an increase in Péclet number, the reduced finger extension velocity increased to approximately 0.50 with large variation in the range of 0.17 < v * < 0.50 for the Péclet number range of 15 < Pe < 40. For the case of Pe > 40, v* was larger than 0.45, but not linearly increased with the increasing of Pe. The transverse dispersion was enhanced with an increase in Pe, resulting in fingers expanding more horizontally while extending downward. Therefore, at high Pe, the relationship between the transverse dispersion coefficient and the finger extension velocity was not clear yet.
The finger extension velocity is expressed explicitly by the equation v = v * vc under the limiting condition that v * is constant for a given value of Pe, where Pe is proportional to Ra. When v * varied with the value of Pe, as shown in Fig.  10 , on the basis of the relationship between the reduced finger extension velocity v * and Pe, the finger extension velocity was estimated using the following iterative scheme. The characteristic velocity was known from the convection conditions. Assuming an arbitrary value of reduced finger extension velocity (e.g., v * = 0.17), we obtained Wang, Nakanishi, Teston and Suekane, Journal of Fluid Science and Technology, Vol.13, No.1 (2018) the finger extension velocity v = v * vc. Next, the Péclet number was estimated from this finger extension velocity. With the Péclet number, the new reduced finger extension velocity was estimated.
Density in fingers
High transverse dispersion as well as longitudinal dispersion quickly reduced the density in the finger. The density at the center of the finger was estimated from the local maximum of NaI concentration for each height. The density difference Δρ' is defined as the difference between the mean density in the fingers and the density of the light fluid. The reduced density difference is defined as Δρ'/Δρ, where Δρ is the initial density difference shown in Table 3 . The profiles were smoothed using the moving average among five neighboring points. In Fig. 11 , the distribution of the reduced density difference is plotted against the distance from the top of the packed bed. With increasing Péclet number (i.e., dispersion), the density in a finger decreased, even at the symmetric plane (z = 47.5 mm). The density decreased linearly along the finger to its tip (z ≈ 95 mm), where the density decreased steeply. On both sides of the symmetric plane, counter-flows of ascending fingers and descending fingers were induced. Transverse dispersion between these fingers decreased the density in the fingers. The gradient of the density at the tips of the fingers was flattened with increasing Péclet number. This suggests that longitudinal dispersion enhanced the mixing of fluids, broadening the interface. Based on the gradient in density at the tip of the finger, the longitudinal dispersion coefficient was evaluated, as shown in Fig. 12 . The one-dimensional advection-convection equation in the z-direction was expressed by a diffusion equation similar to Eq. 1 based on the moving reference frame at a speed of the finger extension velocity. Assuming that the change in interface thickness is attributed to longitudinal dispersion, the longitudinal dispersion coefficient DL was evaluated as δ0 2 -δ1 2 = 4πDLt, where δ0 and δ1 are the interface thicknesses at the onset of convection and upon the arrival of the tip of finger at the bottom, respectively. For low Péclet number (Pe < 15), the longitudinal dispersion was negligible, as shown by the steep gradient in density at the tip of finger for Pe = 4.55 in Fig. 11 . For high Péclet number (Pe > 50), the longitudinal dispersion was approximately one order of magnitude higher than the transverse dispersion coefficient. The increase in normalized finger extension velocity was attributed to an increase in the longitudinal dispersion coefficient. As in a Taylor dispersion, the dense fluid might penetrate through the center of the pore space, leaving a significant amount of light fluid at the tip of the fingers at high Péclet numbers. As a result, the fingers extended rapidly with increasing Péclet number. Fig. 11 . Distribution of reduced density along a finger just hitting the bottom of the packed bed (z = 95 mm). The density difference Δρ', which is defined as the difference between the density in the finger and that of the light fluid at an initial state, is normalized by the initial density difference Δρ shown in Table 3 (Runs 1_2, 2_2, 3_2, 4_2, 5_4).
The density in the finger at the symmetric plane (z = 47.5 mm) decreased with Péclet number, as shown in Fig. 11 . The average density in the fingers at the symmetric plane was estimated using the following procedure. First, the fingers were detected using the threshold value of one half of the initial density difference Δρ based on horizontal cross-sectional images for the time when the most extended finger hit the bottom. After confirming that the area of the fingers was approximately one half of the cross-sectional area, the average density in the fingers was estimated and transformed into the reduced density difference. As shown in Fig. 13 , the reduced density difference decreased with increasing Péclet number because of the transverse dispersion between the ascending light fluid and the descending heavy fluid before reaching the symmetric plane. Fig. 12 . Longitudinal dispersion coefficient estimated from the concentration gradient at the tips of fingers. Transverse dispersion coefficient for all experiments shown in Fig. 6 is plotted again against Pe. The lines are from pore-scale modeling (Bijeljic et al. 2004; Bijeljic and Blunt 2007) . Fig. 13 . Dependence of the reduced density difference Δρ'/Δρ at the symmetric plane on the Péclet number. The density difference Δρ' between the average density in the fingers and the density of the light fluid is normalized by the initial density difference Δρ shown in Table 3 .
Mass transport
As explained in Section 3.3, the onset time was estimated based on the mass flux, which vertically crossed the symmetric plane. The volume of the packed bed was divided into two cylindrical control volumes by the symmetric plane. The total mass of NaI contained in each control volume was estimated by the integration of local concentration converted from the CT value. The averaged mass flux F in the horizontal plane was estimated by the change in total mass between sequential scans, as shown in Fig. 14 .
Before the onset of convection, the mass flux was zero. For thinner initial interface thicknesses, the onset of convection was induced earlier, and the mass flux increased more steeply, reflecting the higher growth rate. For δ = 7.44 mm, the mass flux was constant from 1800 to 4200 s. Because the fingers reached the bottom of the packed bed, the time period of constant mass flux was short for δ = 11.6-14.3 mm; for δ = 23.4 mm, the fingers reached the bottom before the mass flux became constant. = 7.44, 11.6, 12.9, 14.3, and 23 .4 mm for diffusion time tD of 0, 2, 4, 6, and 24 h, respectively. (Runs 1_0-1_24, dp = 215 μm, Δρ = 249 kg/m 3 )
As discussed above and shown in Fig. 13 , the reduced density difference decreased with Péclet number Δρ'/Δρ (Pe). The finger extension velocity also depends on the Péclet number as v = v * (Pe) vc. After easy algebra, we can obtain the relation
Equation (6) suggests that the Sherwood number is proportional to the Rayleigh number, while the coefficient v * Δρ'/Δρ changes nonlinearly with Péclet number because of dispersion. It is worth noting that the choice of characteristic length in the Sherwood number and the Rayleigh number is difficult for Rayleigh-Taylor convection compared to for Rayleigh-Bénard convection, where the apparent mass transport attributed to diffusion is defined by the density difference between the top and bottom boundaries Oostrom et al. 1992; Simmons et al. 2001 ). As discussed above, the mass transport at steady state is independent of the height as well as the diameter (Manickam and Homsy 1995) of the packed bed often used conveniently. Here, we used the particle diameter as the characteristic length and scaled the pore size to be similar to the gap width of a Hele-Shaw cell. The nonlinear dependence of the values of v * and Δρ'/Δρ on the Péclet number, as shown in Figs. 10 and 13, respectively, prevents the explicit definition of mass transport as a function of the dimensionless parameters.
Conclusions
Density-driven natural convection in porous media associated with Rayleigh-Taylor instability was visualized by X-ray CT scanning to investigate the effect of the thickness of the diffusing interface on convection.
In experiments, the initial interface thickness was changed by molecular diffusion with time, and the effective diffusivity estimated in a porous medium with enlarging thickness of the interface were D = 3.93 ± 0.583 × 10 −10 m 2 /s. Compared with the thick interface, many fine fingers were formed on the thin interface and extended rapidly in a vertical direction. Nonlinear interactions among fingers such as merging, tip splitting, and shielding were observed. The onset time increased proportionally with interface thickness, consistent with LSA results (Heller 1966; Manickam and Homsy 1995; Tan and Homsy 1986) . The dimensionless onset time was well correlated with Raδ and Pe. For a thinner initial interface, the finger number density increased more rapidly after onset and reached a higher value. The experimental results are consistent with the LSA results for a Hele-Shaw cell (Fernandez et al. 2002; Graf et al. 2002; Lajeunesse et al. 1997 ) and viscous fingering (Manickam and Homsy 1995; Tan and Homsy 1986) ; the wavelength and the amplification factor decreased with interface thickness.
The onset time was scaled by the local conditions of the interface, such as thickness. On the other hand, the finger extension velocity was scaled by the characteristic velocity. As a result, the onset of convection was delayed with increasing interface thickness, whereas the finger extension velocity remained the same. When transverse dispersion was negligible Pe < 15, the reduced finger extension velocity was 0.17. With increasing Péclet number, the reduced finger extension velocity increased to approximately 0.50 with large variation (0.17 < v * < 0.50) for the Péclet numbers between 15 and 40. High transverse dispersion as well as longitudinal dispersion quickly reduced the density in the finger. Transverse dispersion between ascending and descending fingers decreased the density, which decreased linearly along the finger, on both sides of the symmetric plane. The density gradient in the longitudinal direction at the tips of the fingers flattened with increasing Péclet number. For high Péclet number (Pe > 50), the longitudinal dispersion, which was estimated from the density gradient at the finger tips, was approximately one order of magnitude higher than the transverse dispersion coefficient. The observed increase in normalized finger extension velocity was attributed to an increase in the longitudinal dispersion coefficient. As in Taylor dispersions, the dense fluid might penetrate through the center of the pore space, leaving a significant amount of light fluid at the tips of fingers at high Péclet number. As a result, the fingers extended rapidly with increasing Péclet number.
Finally, the effect of dispersion on the mass flux at the symmetric plane was discussed. The Sherwood number was proportional to the Rayleigh number; however, the coefficient changed nonlinearly with Péclet number because of dispersion, reflecting the nonlinear dependences of reduced velocity and reduced density difference on Péclet number.
