Abstract: Image clustering involves the process of mapping an archive image into a cluster such that the set of clusters has the same information. It is an important field of machine learning and computer vision. While traditional clustering methods, such as k-means or the agglomerative clustering method, have been widely used for the task of clustering, it is difficult for them to handle image data due to having no predefined distance metrics and high dimensionality. Recently, deep unsupervised feature learning methods, such as the autoencoder (AE), have been employed for image clustering with great success. However, each model has its specialty and advantages for image clustering. Hence, we combine three AE-based models-the convolutional autoencoder (CAE), adversarial autoencoder (AAE), and stacked autoencoder (SAE)-to form a hybrid autoencoder (BAE) model for image clustering. The MNIST and CIFAR-10 datasets are used to test the result of the proposed models and compare the results with others. The results of the clustering criteria indicate that the proposed models outperform others in the numerical experiment.
Introduction
Data mining (DM) is the one of the key processes of knowledge discovery in databases (KDD) to transform raw data into interesting information and knowledge [1] and is the main research topic in the field of machine learning and artificial intelligence. The classification of data mining depends on the tasks of the problem; one of the tasks is clustering, which groups similar data into a segment. Here, we focus on image clustering, which is an essential issue in machine learning and computer vision. Hence, the purpose of image clustering is to group images into clusters such that an image is similar to others within a cluster.
Many statistical methods, e.g., k-means or DBSCAN, have been used in image clustering. However, these methods have difficulty in handling image data, since images are usually high-dimensional, resulting in the poor performance of these traditional methods [2] . Recently, with the development of deep learning, more neural network models have been developed for image clustering. The most famous one is the autoencoder (AE) network, which firstly pre-trains deep neural networks with unsupervised methods and employs traditional methods, e.g., k-means, for clustering images in post-processing. More recently, several autoencoder-based networks have been proposed-e.g., the convolutional autoencoder (CAE) [3] , adversarial autoencoder (AAE) [4] , stacked autoencoder (SAE) [5] , variational autoencoder (VAE) [6, 7] , etc.-and these models have been reported to achieve great success in the fields of supervised and unsupervised learning [8] [9] [10] .
However, as we know of no technique or model which outperforms others in all situations, every model has its specialty to specific tasks or functions. Therefore, although numerous autoencoder-based models have been proposed to learn feature representations from images, the best one depends on the situation. Hence, in this paper, we consider a hybrid model, namely the hybrid autoencoder (BAE), to integrate the advantages of three autoencoders, CAE, AAE, and SAE, to learn low and high-level feature representation. Then, we use the k-means to cluster images. The concept of hybrid models is not a new idea. For example, [11] integrated AE and density estimation models to take advantage of their different strengths for anomaly detection. [12] proposed a hybrid spatial-temporal autoencoder to detect abnormal events in videos by the integration of a long short-term memory (LSTM) encoder-decoder and the convolutional autoencoder. These results of the hybrid models outperform other state-of-the-art models.
The differences of the proposed method from others are that first we focus on the task of clustering, and then we integrate different AE-based methods, which were not considered previously. In addition, in our experiment, we use two datasets, MNIST and CIFAR-10, which are famous image datasets, to compare the clustering performance with others. The experiment results indicate the clustering performance of the proposed method is better than that of others with respect to the results of unsupervised clustering accuracy (ACC), normalized mutual information (NMI), and adjusted rand index (ARI).
Autoencoder-Based Networks for Clustering
An AE is a neural network which is trained to reconstruct the input from the hidden layer. The main characteristic of an AE is the encoder-decoder network, which is used to train for the representation code. The representation code usually has a smaller dimensionality than the input layer, can be considered as the compressed feature representation of the original variables and can be used for further data mining tasks, e.g., dimension reduction [13, 14] , classification and regression models [15, 16] , and clustering analysis [8, 12] . In addition, the feature representation from an AE can present high-level features rather than the low-level features which are only derived by traditional methods, e.g., HOG [17] or SIFT [18] , and may suffer from appearance variations of scenes and objects [2] . With the introduction of the concept of deep learning, traditional AEs were extended as SAE by adding multiple layers, usually larger than 2 layers, to form the deep structure of an AE. The detailed content of SAE can be found in [19, 20] .
Let a set of unlabeled training data be {x 1 , x 2 , . . . , x n }, where x i ∈ R n . Then, the structure of an AE can be depicted, as shown in Figure 1 . best one depends on the situation. Hence, in this paper, we consider a hybrid model, namely the hybrid autoencoder (BAE), to integrate the advantages of three autoencoders, CAE, AAE, and SAE, to learn low and high-level feature representation. Then, we use the k-means to cluster images. The concept of hybrid models is not a new idea. For example, [11] integrated AE and density estimation models to take advantage of their different strengths for anomaly detection. [12] proposed a hybrid spatial-temporal autoencoder to detect abnormal events in videos by the integration of a long short-term memory (LSTM) encoder-decoder and the convolutional autoencoder. These results of the hybrid models outperform other state-of-the-art models. The differences of the proposed method from others are that first we focus on the task of clustering, and then we integrate different AE-based methods, which were not considered previously. In addition, in our experiment, we use two datasets, MNIST and CIFAR-10, which are famous image datasets, to compare the clustering performance with others. The experiment results indicate the clustering performance of the proposed method is better than that of others with respect to the results of unsupervised clustering accuracy (ACC), normalized mutual information (NMI), and adjusted rand index (ARI).
Let a set of unlabeled training data be The purpose of an AE is to learn representation by minimizing the construction loss L(x,x). The weights between the input layer and hidden layer are called the encoder, and the weights between the hidden layer and output layer are called the decoder. The bottleneck code, also called code/latent representation, indicates the compressed knowledge representation of the original input.
Hence, if we set the input vector x ∈ R n×1 , the output vector of the encoder is h ∈ R k×1 , and the output vector of the decoder isx ∈ R n×1 ; the representation code can be represented as
where σ h (·) denotes the activation function of the hidden layer, a h ∈ R k×1 is the summation of the hidden layer, W ∈ R k×n is the weight matrix between the input layer and hidden layer, and b h ∈ R k×1 denotes the bias vector of the hidden layer. The output of an AE is calculated aŝ
where σ o (·) denotes the activation function of the output layer, a o ∈ R n×1 is the summation of the output layer,Ŵ ∈ R n×k is the weight matrix from the hidden layer to output layer, and b o ∈ R n×1 is the bias vector of the output layer.
The purpose of an AE is to minimize the error between the input pixel and the reconstruction error, and hence, we can easily present the loss function of an AE as
where · 2 2 denotes the mean square error of the l 2 -norm. However, if we consider image clustering, CAE is shown to outperform traditional AE in both image compression and de-noising. The reason for this is that CAE's convolution layer is better at capturing the spatial information in the image. CAE extends the basic structure of AE by changing the fully connected layers to convolution layers. CAE combines the characteristics of AE and the convolutional neural network (CNN), and the main difference between CNN and CAE is that the former is trained end-to-end to learn feature representation with the task of classification. On the other hand, CAE is trained only to learn filters able to extract feature representations that can be used to reconstruct the input. In addition, CAE has the ability to learn features of images and preserve the local structure of data, avoiding the distortion of the feature space, and proves itself to be superior to SAE by incorporating spatial relationships between pixels in images [3] .
Recently, some papers have extended the concept of a generative adversarial network [21] incorporating AE to form an AAE. The characteristic of AAE is that it is a probabilistic AE, used to perform variational inference by matching the aggregated posterior of the representation code of the autoencoder with an arbitrary prior distribution [21] . The content of AAE is similar to varitional AE (VAE) from the perspective of matching the distribution of latter vectors. However, VAE uses Kullback-Leibler divergence, and AAE employs adversarial training, which means that we only need to sample from prior distribution to induce the representation code, rather than having to access the exact functional form of the prior distribution. The success of AAE in image clustering has also been reported by [22, 23] .
Hybrid Autoencoder Network for Image Clustering
The major characteristic of the CAE is its ability to learn relevant features from an image. It has been successfully used in identifying or recognizing images. The CAE inherits the characteristics of the CNN and attains better performance than traditional methods in image clustering. On the other hand, AAE provides another perspective to extract the feature representation from adversarial learning. In this paper, we integrate three kinds of autoencoder networks as follows: First, we consider training convolutional and adversarial autoencoder networks to find the feature representation; then, we concatenate the two feature representatives to form another deep autoencoder network to obtain the high-level feature representation for clustering images, as shown in Figure 2 .
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After obtaining the feature representations from CAE and AAE, we concatenate these co-representation codes to form another SAE and predict the clusters of images by the representation codes. The code layer is a compressed feature vector used to obtain the high-level information of input features and reduce the dimensions of the features dramatically. The code layer is useful information for reducing the dimensionality of input features and increasing the accuracy of the models [24] . The representation codes of CAE and AAE will be concatenated together to create the input layer of SAE, and the objection of SAE is presented as follows:
and
where X i denotes the input matrix of the ith representation code derived from CAE and AAE, and X i denotes the reconstructed output. The final result of the image clustering is measured by three clustering criteria and introduced as follows.
Clustering Criteria
In this paper, three clustering measures, ACC (unsupervised clustering accuracy), NMI (normalized mutual information), and ARI (adjusted rand index) [25] , are used to determine the performance of the clustering results. The higher the clustering measures, the better the performance of clustering. The formulation of the clustering measures is described as follows:
where l i denotes the ground-truth label, c i is the cluster assignment produced by the clustering method, and m denotes all possible one-to-one mappings between clusters and labels:
where Ω denotes the grand-truth labels, C denotes the cluster labels, I(·) denotes the mutual information function, and H(·) is the entropy function:
ARI(X, Y) = 2(n 00 n 11 − n 01 n 10 ) (n 00 + n 01 )(n 01 + n 11 ) + (n 00 + n 10 )(n 10 + n 11 )
where n 11 denotes that images i and j are assigned to the same cluster in both X and Y; n 00 denotes that images i and j are assigned to different clusters in both X and Y; n 10 denotes that images i and j are assigned to the same cluster in X, but to different clusters in Y; and n 01 denotes that images i and j are assigned to different clusters in X, but to the same cluster in Y.
Numerical Experiment
Two datasets, namely MNIST and CIFAR-10, are used here to test the performance of the proposed models and compare the results with other algorithms. The first dataset is the most famous dataset, MNIST (modified national institute of standards and technology), which contains 70,000 handwritten digits from 0 to 9, and each digit image was normalized to fit into a 28 × 28 pixel with a 0 to 255 grayscale level. Here, we use 60,000 data to train the model and 10,000 data for test. The other dataset is CIFAR-10 which consists of 60,000 32 × 32 pixel color images in 10 classes, including an airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck, with 6000 images per class. Note that 50,000 data are used for training and other 10,000 for test.
Parameter Setting
In this experiment, we set our optimizer as SGD, and the training epoch is equal to 1000 and batch size is equal to 256. For CAE, the encoder layer setting has three layers, (28, 28, 1) - (28,28,16)- (14,14,2)-(7,7,2), and the activation function is ReLU. The training epoch is 50 and the loss function is equal to the cross entropy. For AAE, we set 784-512-512-100 as the encoder layer and the activation is leaky ReLU with alpha equaling 0.2. The training epoch is 3000 and the loss function is equal to the cross entropy. For SAE, the input layer comes from the concatenation of the feature representations derived from CAE and AAE as 198; then, we set two different encoder layers as follows: Model 1: 198-1000-500-50-10; and Model 2: 198-1000-1000-500-500-100-10. The training epoch is 1000 and the loss function is equal to the cross entropy.
Experiment Result
Taking the first dataset as an example, the training process of the loss functions for CAE, AAE, and SAE can be depicted, respectively, as shown in Figures 3-5 . The training processes of all loss functions slowly decline and show the convergence of the model parameters. Note that the deep structure of CAE is represented, as shown in Table 1 . Then, we can use the representation code from SAE for image clustering by k-means. Taking Model 1 in the results of the MNIST and CIFAR-10 datasets as an example, we can obtain the confusion matrices between the ground-truth and predicted labels, respectively, as shown in Figure  6a ,b. The performance comparison between the proposed methods and others can be presented, as shown in Table 2 . Note that the best result of each clustering criterion is highlighted in bold and the results of other methods are extracted from [26] , where FCM is the fuzzy objective function algorithm [27] , SC is the spectral clustering algorithm [28] , LRR is the low-rank representation algorithm [29] , LSR1 and LSR2 are the variants of the least squares regression (LSR) [30] , SLRR is the scalable LRR [31] , LSC-R and LSC-K are the variants of the large-scale spectral clustering (LSC) algorithms [32] , NMF is the non-negative matrix factorization algorithm [33] , ZAC is the Zeta function based agglomerative clustering algorithm [34] , and DEC is the deep embedding clustering algorithm [8] . Then, we can use the representation code from SAE for image clustering by k-means. Taking Model 1 in the results of the MNIST and CIFAR-10 datasets as an example, we can obtain the confusion matrices between the ground-truth and predicted labels, respectively, as shown in Figure  6a ,b. The performance comparison between the proposed methods and others can be presented, as shown in Table 2 . Note that the best result of each clustering criterion is highlighted in bold and the results of other methods are extracted from [26] , where FCM is the fuzzy objective function algorithm [27] , SC is the spectral clustering algorithm [28] , LRR is the low-rank representation algorithm [29] , LSR1 and LSR2 are the variants of the least squares regression (LSR) [30] , SLRR is the scalable LRR [31] , LSC-R and LSC-K are the variants of the large-scale spectral clustering (LSC) algorithms [32] , NMF is the non-negative matrix factorization algorithm [33] , ZAC is the Zeta function based agglomerative clustering algorithm [34] , and DEC is the deep embedding clustering algorithm [8] . Then, we can use the representation code from SAE for image clustering by k-means. Taking Model 1 in the results of the MNIST and CIFAR-10 datasets as an example, we can obtain the confusion matrices between the ground-truth and predicted labels, respectively, as shown in Figure 6a ,b. The performance comparison between the proposed methods and others can be presented, as shown in Table 2 . Note that the best result of each clustering criterion is highlighted in bold and the results of other methods are extracted from [26] , where FCM is the fuzzy objective function algorithm [27] , SC is the spectral clustering algorithm [28] , LRR is the low-rank representation algorithm [29] , LSR1 and LSR2 are the variants of the least squares regression (LSR) [30] , SLRR is the scalable LRR [31] , LSC-R and LSC-K are the variants of the large-scale spectral clustering (LSC) algorithms [32] , NMF is the non-negative matrix factorization algorithm [33] , ZAC is the Zeta function based agglomerative clustering algorithm [34] , and DEC is the deep embedding clustering algorithm [8] .
The test process is described as follows. First, we use the BAE to extract the hidden codes. Then these codes are used in k-means to run the clustering algorithm. The initial centroids are determined randomly and the number of the clusters is predefined by the datasets, i.e., 10 clutters for each dataset. The distance between the centroids and the points is calculated by the Euclidean distance. Finally, we calculate the ACC, NMI, and ARI of each model in both datasets. Note that we run five times of the above test process and select the best solution. The test process is described as follows. First, we use the BAE to extract the hidden codes. Then these codes are used in k-means to run the clustering algorithm. The initial centroids are determined randomly and the number of the clusters is predefined by the datasets, i.e., 10 clutters for each dataset. The distance between the centroids and the points is calculated by the Euclidean distance. Finally, we calculate the ACC, NMI, and ARI of each model in both datasets. Note that we run five times of the above test process and select the best solution. The k-means algorithm is the most popular benchmark of the clustering methods. The result of Table 1 indicates that the k-means algorithm performs better than many algorithms. In addition, the empirical results indicate that the proposed models outperform others with respect to the criteria of ACC, NMI, and ARI in both datasets. The CIFAR-10 dataset is harder to recognize than the MNIST dataset; however, the proposed models can obtain better results than others. Even though the result of DEC also performs well, the result shows that the proposed models are more competitive. In addition, the DEC algorithm seems to have difficulty dealing with the CIFAR-10 dataset, since the The k-means algorithm is the most popular benchmark of the clustering methods. The result of Table 1 indicates that the k-means algorithm performs better than many algorithms. In addition, the empirical results indicate that the proposed models outperform others with respect to the criteria of ACC, NMI, and ARI in both datasets. The CIFAR-10 dataset is harder to recognize than the MNIST dataset; however, the proposed models can obtain better results than others. Even though the result of DEC also performs well, the result shows that the proposed models are more competitive. In addition, the DEC algorithm seems to have difficulty dealing with the CIFAR-10 dataset, since the criteria of the ACC, NMI, and ARI of DEC are worse than the benchmark; i.e., the k-means algorithm.
Discussion
Image clustering is an important issue in the fields of machine learning and computer vision. Traditional methods, such as k-means or the Wald method, cannot perform well due to their restricted capability with high-dimensional pixels. With the successful introduction of AE-based models such as SAE, CAE, and AAE, the clustering accuracy is dramatically increased. However, a single model may not have sufficient capability to extract all important feature representations from images, since each algorithm has its specialty for extracting a specific feature space. Hence, we consider a hybrid AE-based algorithm to extract a more complete feature space of images.
The characteristics of the proposed algorithm have the following advantages. First, we consider three distinct AE-based algorithms to extract the feature space as abundantly as possible. Second, the proposed algorithm considers the deep structure of the models to capture high-level feature representations. Furthermore, the proposed algorithm provides flexibility for further applications, such as classification or regression. For example, we can add a density layer behind the hidden code and use softmax or a linear function to consider the classification or the regression problem, respectively.
In addition, the results of the numerical experiments show that the proposed algorithm outperforms other methods with respect to the criteria of ACC, NMI, and ARI. Furthermore, although the proposed algorithm is combined with CAE and AAE, the performance of the proposed algorithms is better than that of CAE and AAE and justify the reason why we should consider a hybrid algorithm. However, the parameters of the model also significantly increase, and more time is needed to obtain convergent results. Future study may consider more different AE-based algorithms, such as the denoising autoencoder, sparse autoencoder, etc., to survey which combinations would be best for a specific dataset.
Conclusions
In this paper, we combine the characteristics of CAE, AAE, and SAE to form the proposed method, i.e., BAE, to handle the problem of image clustering. We use MNIST and CIFAR-10 datasets to test the proposed modes in the numerical experiment, and the results indicate that the proposed models are competitive with other methods. All clustering criteria, including ACC, NMI, and ARI criteria, are better than others. Further research could consider other hybrid models to combine the advantages of different models to get better results.
