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We propose a detector of microwave photons which can distinguish the vacuum state, one-photon
state, and the states with two or more photons. Its operation is based on the two-photon transition
in a biased Josephson junction and detection occurs when it switches from a superconducting to
a normal state. We model the detector theoretically. The detector performs with more than 90%
success probability in several microseconds. It is sensitive for the 8.2 GHz photons. The working
frequency could be set at the design stage in the range from about 1 GHz to 20 GHz.
I. INTRODUCTION
Quantum optics deals with indivisible units of electro-
magnetic radiation on an elementary level. It is not re-
stricted to optical frequencies or interactions with single
atoms. In fact, the platform of circuit quantum electro-
dynamics based on guided microwaves and superconduct-
ing circuits containing Josephson junctions has proven
successful in implementing the functionality necessary for
quantum optics [1–3] and to reach unparalleled coupling
strengths of microwave photons to matter [4, 5]. It is
also a successful platform for quantum computing [6].
Unlike natural atoms, the matter component of circuit
quantum electrodynamics could be specially tailored to
perform a certain function [1]. For example, one could
design a counter of microwave photons which is based on
Josephson junctions [3, 7–14].
There are several reasons to have such a detector. In
the end of a quantum microwave experiment one usually
amplifies a signal and then measures its amplitude with
a homo- or a heterodyne. To achieve a decent signal-
to-noise ratio, several amplification stages are required.
Moreover, a cold stage with a quantum-limited ampli-
fier [15] is used. This requires bulky circulators and ad-
ditional drive tones (see e.g. Ref. [16]). In the optical
range one usually uses a photon detector, which reacts
to a certain amount of energy. Photodetectors have been
also demonstrated in the microwave range [3, 7, 9–12].
Josephson photon multipliers (JPMs) [3, 7] are especially
compact and simple. Their use allows to avoid complex
and bulky amplification and promises integration with
cold classical electronics [17]. This might be useful for
faster control and data acquisition, as well as for building
the quantum information processing devices with more
qubits.
Most designs for microwave photodetectors demon-
strated so far only discriminate the vacuum state vs. the
states with a non-zero number of photons, i.e., they are
called vacuum detectors [18]. However, for certain appli-
cations a detector that resolves the input photon number
is desirable. In the dispersive readout with a photode-
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FIG. 1. Two modes of operation of the JPM that counts
to two. In the two-photon mode, the JPM possesses three
metastable states. A single photon rarely excites the JPM to
|1〉 due to detuning ∆. Two photons excite it to |2〉, which
then tunnels quickly to (quasi) continuum. JPM then “rolls”
down the potential. This provides a macroscopic voltage on
the junction, which is interpreted as a click. In the one-photon
mode, the JPM possesses two metastable states. A single
photon can deliver a click.
tector [7, 19], photon number resolution can improve fi-
delity in certain schemes [20]. Other uses include opti-
mal discrimination of coherent states [21] and character-
ization [22] of microwave single photon sources [23, 24].
Detectors of microwave photons were demonstrated [25]
and envisioned [12] that posses limited capabilities for
number resolution. However, they have a large footprint,
require the use of complex pulsing sequences and are only
able to distinguish a certain Fock state against all other
states.
We propose a photon-number resolving JPM based on
the two-photon transition (see Fig. 1). It works as fol-
lows. First the JPM is set in the two-photon mode and
its ground state is prepared. In this mode the JPM clicks
if two or more photons are present. This can be seen as
an extension of a vacuum detector. If there are fewer
than two photons, the JPM is tuned to the single-photon
mode. Here it works as a vacuum detector and fires if
a photon is present. Hence the detector discriminates
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FIG. 2. a) Circuit diagram of a resonator mode coupled to a
JPM. The latter is a Josephson junction with a critical current
I0 and contact capacitance C. The junction is biased with
an external current I. Voltage U is read out by an external
voltmeter. b) Potential energy of the JPM.
a)
Φ
W
b)
FIG. 3. a) Another variant of JPM schematics: a flux-biased
loop with a Josephson junction. b) Energy landscape of this
JPM variant.
the vacuum state, single-photon state, and states with
two or more photons. We present a theory of this de-
tector in Sections II–V and evaluate its performance in
Sections VI–VII.
II. MODEL
In this section, we write out the Hamiltonian of our sys-
tem. Then, we treat dissipation and tunneling with the
Lindblad equation formalism. For simplicity, a current-
biased Josephson junction (Fig. 2) serves as a JPM
model. However, we also discuss why our results should
be applicable for the flux-biased JPM (Fig. 3).
A. Hamiltonian
We consider a resonator coupled to a JPM (see Fig. 2).
Full system Hamiltonian is
H = HJPM +Hc +Hr. (1)
Here, the resonator Hamiltonian is given by
Hr =
Q2r
2C˜r
+
Φ2r
2Lr
, (2)
whereQr denotes the charge on the resonator capacitance
Cr, and Φr is the drop of quasi-flux [26] on it [27]. A tilde
denotes that a capacitance is renormalized by the JPM-
resonator interaction. The JPM Hamiltonian is of the
form
HJPM =
Q2
2C˜
+W, W = −Φ0I0 cos Φ
Φ0
− IΦ. (3)
Here, Φ0 denotes the flux quantum. Q is the charge of the
JPM capacitance C, Φ is its quasiflux variable. The JPM
resides in a washboard potential W , which is plotted in
Fig. 1. The resonator and the JPM interact through a
coupling capacitance C ′. The coupling Hamiltonian is
Hc =
C˜ ′
CCr
QQr. (4)
The expressions for C˜, C˜r, and C˜
′, as well as a detailed
derivation of the circuit Hamiltonian are given in Ap-
pendix A. One can promote our canonical variables to
operators. Their commutators are:
[Φ, Q] = [Φr, Qr] = ih¯, (5)
while the other pairs commute. For two related circuits,
a similar Hamiltonian was obtained in Ref. [28], which
only differs in the type of coupling.
It is convenient to rewrite the Hamiltonian (1) in terms
of ladder operators. In the Hamiltonian model, we re-
strict the JPM dynamics to the metastable states in a
well—|0〉, |1〉, and |2〉 in Fig. 1. For the resonator, we
make a usual substitution, Φr =
√
h¯ρ/2 (a + a†) and
Qr = i
√
h¯/2ρ (a − a†), with ρ =
√
Lr/C˜r the renormal-
ized impedance of the resonator. The resulting Hamilto-
nian is
H =h¯(ω + ∆)|1〉〈1|+h¯2ω|2〉〈2|+h¯ωa†a
+ h¯g1(|1〉〈0|a+ H. c.) + h¯g2(|2〉〈1|a+ H. c.),
(6)
where g1 = iC˜
′(CCr)−1
√
h¯/2ρ 〈1|Q|0〉 and g2 =
iC˜ ′(CCr)−1
√
h¯/2ρ 〈2|Q|1〉. The JPM is designed for
its 0 → 2 transition frequency to match 2ω, where
ω = 1/
√
LrC˜r is the resonator frequency. The rotating-
wave approximation was used in obtaining the Hamil-
tonian. The coupling of the JPM to the resonator is
assumed to be linear in the field quadrature, hence its
matrix elements in the Fock basis couple states that are
different by exactly one photon.
B. Lindbladian
The model given so far does not take into account the
interaction with the external degrees of freedom. First,
in the Hamiltonian (6), we have excluded the states
the system tunnels to. Hence the tunneling is a non-
unitary process in this model. Moreover, even the non-
truncated Hamiltonian (1) does not take account of the
non-radiative transitions in the JPM and its dephasing.
However, it would turn out that these processes, along
with the tunneling, set the JPM performance.
3To model them, we use the master equation formal-
ism [29]. The Lindblad equation for our system reads
ρ˙ = Lρ, Lρ =
1
ih¯
[H, ρ] + (L0 + L1 + L2)ρ. (7)
Lindbladians L0, L1, and L2 describe the incoherent pro-
cesses involving the JPM states |0〉, |1〉, and |2〉:
L0 = γ0D[|m〉〈0|], (8)
Li = Γi i−1D[|i− 1〉〈i|] + Γi iD[|i〉〈i|]
+ γiD[|m〉〈i|], i = 1, 2. (9)
Losses in the resonator are neglected. Here D[•]ρ = •ρ•†
− 12 [•†•, ρ]+ with [a, b]+ = ab + ba. For an i-th excited
state of the JPM, γi is its tunneling rate, Γi i−1 is the
relaxation rate, and Γi i is the pure decoherence rate.
In abbreviations like these, we mean double index in a
subscript. |m〉 denotes an amalgamation of the many
possible states the JPM can tunnel into [8]. We have
verified that a different tunneling model [30] does not
change the main results of the paper.
C. Flux-biased variation
A flux-biased loop with a junction can be more con-
venient to operate, as it avoids voltages above the gap
and hence quasiparticle production. The circuit diagram
of this JPM variant and its energy landscape is shown
in Fig. 3. Here, a click is delivered by a tunneling to
bound states in the global minimum. One aims at a
regime where the global minimum resides in a wide and
deep well. Then it is unlikely for an excitation to bounce
back to the local minimum and get re-emitted back to
the resonator. In fact, there is a large number of densely
separated bound states, which can be treated as a con-
tinuum. Tunneling here can be described in the same
way as in the current-biased JPM we consider. Hence,
we expect same results for the flux-biased JPM variant.
III. EFFECTIVE DESCRIPTION OF THE
TWO-PHOTON PROCESSES
It is convenient to move to the frame where the first
excited state of the JPM takes no part in the system
dynamics. The two-photon terms appear then in the
Hamiltonian explicitly. We use a Schrieffer-Wolff trans-
form (see Ref. [31] and references therein) to obtain the
Hamiltonian in that frame. Also, one needs to know
how the relaxation processes are dressed in this picture.
Therefore, the very transform is also applied to the Lind-
bladian.
A. Effective Hamiltonian
One can decouple the first excited state of the JPM
with the unitary transform [32]
U = exp(−λ1|1〉〈0|a+ λ2|2〉〈1|a−H. c.), (10)
where
λ1,2 = g1,2/∆. (11)
Hamiltonian (6) is then transformed as
H → U†HU ≈ h¯(ω + ∆ + χ1)|1〉〈1|+h¯(2ω − χ2)|2〉〈2|
+ h¯g˜(|2〉〈0|a2 + H. c.)
+ h¯(ω + χ1σ
01
z − χ2σ12z )a†a
(12)
with
σijz = |j〉〈j|−|i〉〈i|, χi =
g2i
∆
, (13)
g˜ =
g1g2
∆
. (14)
By regrouping the terms in Eq. (12), one can check that
χ1 and χ2 are the Stark shifts [2] per photon in the re-
spective JPM levels.
The resulting Hamiltonian describes the system in the
first order of perturbation theory. We have neglected
the terms which contribute to the H matrix elements as
λ21,2Nch or λ1λ2Nch, where Nch is a characteristic number
of photons in the resonator. Hence the Hamiltonian (12)
holds if
λ21,2Nch  1. (15)
A transform is known [33], that exactly decouples the
first excited state of a three-level atom interacting with
a resonator mode. However, it does not accomplish this
in the presence of environment and is hence not useful
here.
B. Interaction picture
It is convenient to move to the interaction picture with
a unitary transform Ui = exp−iH0t/h¯, where H0 is the
Hamiltonian of the qubit and the resonator including the
parametric interaction terms. This gives rise to
H → U†i HUi = h¯g˜|2〉〈0|eirta2 + H. c., (16)
r = χ1(N − 2σ[z01])− χ2(1 +N − 2σ[z12]), N = a†a.
(17)
It was used that |2〉〈0|→ |2〉〈0| exp i(2ω − χ2(1 + N) +
χ1N)t and a
2 → a2 exp−2i(ω + χ1σ01z − χ2σ12z )t.
In the interaction picture, the non-diagonal elements
of the density matrix (coherences) do not oscillate with a
4high frequency. This simplifies the differential equations
that govern the matrix elements. What is more impor-
tant, in the interaction picture decoherence becomes the
fastest process. This would allow us to make crucial ap-
proximations in Sec. V.
Before that, one needs to check how the Lindbladian
changes with the transition to the working frame by the
unitary transform U , which is given in Eq. (10).
C. Effective Lindbladian
Transition to another frame with the unitary trans-
form U changes the rates of non-unitary processes. In
that frame, a resonator photon gets dressed by the JPM,
thus acquiring new channels of tunneling and decay. One
needs to find the Lindbladian in our working frame.
While the density matrix transforms by ρ → UρU†,
elements of Lindbladians transform as
|i〉〈j|→ U†|i〉〈j|U, i, j = 0, 1, 2,m. (18)
An explicit form of the transformed Lindbladian is given
in Appendix B.
IV. EQUATIONS FOR THE CLICK
PROBABILITY
Probability of the detector click is given by the occu-
pation of |m〉 disregarding the resonator state,
P =
∞∑
N=0
ρNm,Nm. (19)
In this section, we write out the exact equations that
allow to calculate P .
First the equation on ρmm is given. Here and in what
follows, we use the abbreviations
ρMi,Nj = 〈M |ρij |N〉, ρij = 〈i|ρ|j〉, (20)
where i, j = 0, 1, 2,m index the JPM states while M and
N index the Fock states of the resonator. Projecting the
dressed Lindbladian (B1) on |m〉 gives rise to
ρ˙mm =γ0ρ00 + γ1ρ11 + γ2ρ22
+ (γ1λ2ρ12a− γ0λ1ρ01a
− γ2λ2aρ12 + γ1λ1aρ01 + H. c.).
(21)
The equation is given up to and including terms of order
λ1 and λ2.
To complete it, one needs equations on ρ˙00, ρ˙11, and
ρ˙22 with the same accuracy. For ρ˙12 and ρ˙01 zeroth ap-
proximation in λ1 and λ2 would suffice. It is convenient
to use the reduced r (17),
r0 = 〈0|r|0〉, (22)
that considers the JPM in the ground state |0〉 and acts
solely on the resonator. Equations (B1) and (16)–(17)
yield
ρ˙00 = (ig˜ρ02e
ir0ta2 + H. c.)− γ0ρ00 + Γ10ρ11
+ 〈0|L(1)|0〉, (23)
ρ˙11 = −(γ1 + Γ10)ρ11 + Γ21ρ22 + 〈1|L(1)|1〉, (24)
ρ˙22 = (−ig˜eir0ta2ρ02 + H. c.)− (γ2 + Γ21)ρ22
+ 〈2|L(1)|2〉 (25)
in the first order in λ1 and λ2. Next we express
ρ˙01 = −ig˜a†2e−ir0tρ21 − 1
2
d01ρ01 +O(λ1 + λ2), (26)
ρ˙12 = ig˜ρ10a
†2e−ir0t − 1
2
d12ρ12 +O(λ1 + λ2) (27)
in terms of the ρ00, ρ11, and ρ22, as well as
ρ˙02 = ig˜ρ00a
†2e−ir0t − ig˜a†2e−ir0tρ22
− 1
2
d02ρ02 + 〈0|L(1)|2〉+O(λ21 + λ22 + λ1λ2), (28)
where
d01 = γ0 + γ1 + Γ10 + Γ11, (29)
d12 = γ1 + γ2 + Γ10 + Γ21 + Γ22, (30)
d02 = γ0 + γ2 + Γ21 + Γ22 (31)
are the full decoherence rates of the 0 → 1, the 1 → 2,
and the 0→ 2 transitions, respectively. Due to the form
of Eqs. (23) and (25), we have calculated ρ˙02 in the first
order in λ1 and λ2.
It is not hard to write out a full set of equations to cal-
culate ρmm and P . To do that, one uses the expressions
for L(1) matrix elements from Appendix B and projects
Eqs. (21) and (23)–(28) on the photon number states.
However, in the regime the device operates well, much
simpler equations can be used.
V. FAST DECOHERENCE
If there are two photons in the resonator, the JPM
should fire as fast as possible. After the photons ex-
cite the JPM, it should tunnel immediately. More pre-
cisely, this should happen much faster than the excitation
bounces back coherently to the cavity or the JPM relaxes
non-radiatively. In this regime, the JPM decoheres in-
stantaneously; hence the system state is determined by
the probabilities of the excitation to occupy either the
cavity or the JPM. Here we obtain the rate equations for
the case of fast decoherence.
For that case we assume that
Γ˜1 + Γ11  t−1, Γ˜2 + Γ22  Γ˜1, t−1, (32)
5where t is the time we observe the system and
Γ˜1 = γ1 + Γ10, Γ˜2 = γ2 + Γ21. (33)
By Eqs. (32), and given that
γ0  γ1  γ2, (34)
Eqs. (29) and (30) yield d01 ≈ Γ˜1 + Γ11 and d12 ≈ Γ˜2 +
Γ22. Moreover, at time t coherences have already died
out,
ρ01 ≈ ρ12 ≈ 0, (35)
which follows from the form of Eqs. (26)–(27) and the
conditions (32). Equation (21) then simplifies to
ρ˙mm = γ0ρ00 + γ1ρ11 + γ2ρ22. (36)
One can show the system is then governed by rate
equations. First we express ρ02 in terms of the prob-
abilities ρ00 and ρ22. The formal solution of Eq. (28)
reads
ρ02(t) ≈ ρ02(0)e− 12 (Γ˜2+Γ22)t+ig˜
∫ t
0
dt′e−
1
2 (Γ˜2+Γ22)(t−t′)
× [ρ00a†2e−ir0t′ − a†2e−ir0t′ρ22eΓ˜2t′e−Γ˜2t′ ]. (37)
The first term in the right-hand side vanishes due to
Eqs. (32). We assume a†(t′), e−ir0t
′
, ρ00(t
′), and
ρ22(t
′)eΓ˜2t
′
to change slowly in comparison to the rate
Γ˜2. Taking them out of the integral allows one to per-
form the integration, which yields
ρ02(t) ≈ i 2g˜
Γ˜2 + Γ22
ρ00a
†2e−ir0t. (38)
Substituting this into Eqs. (23)–(25) and projecting them
on the resonator Fock states gives rise to
ρ˙N 0,N 0 = −BN N−2ρN 0,N 0 − γ0ρN 0,N 0
+ Γ10ρN 1,N 1, N ≥ 2
ρ˙N−2 2,N−2 2 = BN N−2ρN 0,N 0
− Γ˜2ρN−2 2,N−2 2, N ≥ 2
ρ˙N 0,N 0 = −γ0ρN 0,N 0 + Γ10ρN 1,N 1, N = 0, 1
ρ˙N 1,N 1 = −Γ˜1ρN 1,N 1 + Γ21ρN 2,N 2.
(39)
It was used that the matrix elements 〈i|L(1)|i〉 ≈ 0 for
i = 0, 1, 2 due to Eq. (35). We have defined
BN N−2 =
4g˜2
Γ˜2 + Γ22
N(N − 1) (40)
the ratio of absorption of two photons from an N -photon
state. ΓN N−2 is also the stimulated emission rate; how-
ever, Eqs. (39) do not contain stimulated emission terms,
as the stimulated emission is slow compared to the com-
peting processes. One can figure out from Eqs. (39) that
the condition
BN N−2  Γ˜2 + Γ22 (41)
should hold, as we have assumed ρ00 and ρ22 to change
slowly. Also, as e−ir0t
′
is assumed to change slowly as
well, the condition
χ2Nmax  Γ˜2 + Γ22 (42)
should hold. It was taken into account that χ2−χ1 ∼ χ2
as
g2 ≈
√
2g1 (43)
in the harmonic approximation of the JPM potential.
Nmax in Eq. (42) is the highest number of a Fock state
such that its occupation is not negligible. The condi-
tion (42) is easy to interpret in the laboratory frame. It
makes sure that the two photon transition is not detuned
from the Stark-shifted second excited level more than by
its linewidth. This interpretation suggests that the con-
dition might be weakened to use the “<” inequality sign.
As manifested by Eqs. (39), dressing does not change
the rates of non-unitary processes if the decoherence is
fast; this can be explained as follows. Consider |1 0〉 the
dressed state of a photon and the ground-state JPM. In
terms of the bare states, it is a photon entangled with the
excited JPM, |1 0〉 ≈ |1 0〉b + λ1|0 1〉b. Admixture of the
bare excited JPM adds its decay channels to the dressed
state. However, due to the rapid decoherence, the state
collapses to a statistical mixture. The addition to the
decay rate is then of order of λ21, which is negligible.
In the next subsections we calculate the click probabil-
ities for vacuum, single-photon, and two-photon inputs.
In the two-photon mode, a click should be delivered if
more than one photon dwells in the resonator; no click
should occur in the opposite case. Clicks that do occur
for vacuum or single-photon inputs we call false counts.
A. Vacuum input
Here we determine the probability of a JPM click in
the case there are no photons in the resonator.
First we determine the initial state of the system. In
the laboratory frame, both the JPM and the cavity are
in the ground state at the initial instant:
|Ψb(0)〉 = |0 0〉. (44)
So are they in our working frame,
|Ψ(0)〉 = U†|Ψb(0)〉 = |0 0〉, (45)
where U is defined in Eq. (10). Therefore,
ρ(0) = |0 0〉〈0 0|. (46)
6For this case, Eqs. (39), (19) and (36) simplify to
P˙f = γ0ρ00,00 and ρ˙00,00 = −γ0ρ00,00. (47)
With the initial conditions given by Eq. (46) and
Pf(0) = 0, (48)
these equations yield
Pf(t) = 1− e−γ0t (49)
with γ0 the false count rate. The JPM can tunnel even
while in the ground state, hence delivering a false count.
B. One-photon input
Analogously to the previous case, one can determine
the initial state. In the laboratory frame
|Ψb(0)〉 = |1 0〉, (50)
while in the working frame
|Ψ(0)〉 =U†|Ψb(0)〉
=|1 0〉+ λ1|0 1〉+O(λ21) +O(λ22),
(51)
ρ(0) = |1 0〉〈1 0|+λ1|1 0〉〈0 1|+λ1|0 1〉〈1 0|
+O(λ21) +O(λ
2
2).
(52)
Recall that, in our working frame, there is no interaction
with the JPM first excited state. However, in this frame,
a bare photon acquires a part of it according to Eq. (51).
This may cause a click if the excitation from the first
level tunnels.
In the limit of fast decoherence, the dressed initial state
coincides with the bare one. Due to Eq. (35), coherences
vanish on times (32) we are interested in and
ρ(0) ≈ |1 0〉〈1 0|. (53)
Solving Eqs. (39), (19) and (36) with the initial condi-
tions given by Eqs. (53) and (48) yields
Pf(t) = 1− e−γ0t. (54)
The false count rate for the single-photon input is the
same as for the vacuum input. This could be explained as
follows. As commented before, the one-photon admixture
in Eq. (52) may deliver a click. However, it relies on the
system coherence. The coherence dies out momentarily
and the admixture decays before the JPM excitation can
tunnel.
This does not hold in the next order of perturbation
theory. Luckily, there is a simple way to estimate the
next-order false count rate. This rate will provide the
limit of applicability of Eq. (54).
1. Limit on the measurement time
due to the excitation of the first excited state
Let us calculate the tunneling rate due to the one pho-
ton transition in the next order of perturbation theory.
As the conditions (32) of the fast decoherence are se-
cured, one can argue in terms of probabilities and tran-
sition rates. From Eq. (51), probability of the JPM re-
siding in the first excited state is
〈1|ρ(0)|1〉 = λ21 +O(λ31) +O(λ32). (55)
According to Eqs. (39), the first excited state tunnels
with rate γ1. Therefore, for the initial state ρ(0), the
rate of the first-level tunneling is λ21γ1. Note the Eqs. (39)
are obtained up and including terms of order of λ1,2 only.
However, higher-order terms in the equations only give
rise to corrections of order beyond λ21,2 in the rate.
The tunneling rate via the first excited state sets the
limit of validity of Eq. (54),
t γ−11 λ−21 . (56)
For the two photon input we consider below, the limit of
validity is the same. It can be obtained analogously.
C. Two-photon input
To determine initial conditions, one applies the same
reasoning as for the vacuum and the one-photon input.
This gives rise to
ρ(0) = |2 0〉〈2 0|+λ1|2 0〉〈1 1|+λ1|1 1〉〈2 0|. (57)
Due to the fast decoherence, the initial state should be
approximated as
ρ(0) ≈ |2 0〉〈2 0|. (58)
This can be shown analogously to the case of one-photon
input.
Equations (39), (19) and (36) become
ρ˙20,20 = −B20ρ20,20 − γ0ρ20,20, (59)
ρ˙02,02 = B20ρ20,20 − Γ˜2ρ02,02, (60)
ρ˙01,01 = −Γ˜1ρ01,01 + Γ21ρ02,02, (61)
ρ˙00,00 = −γ0ρ00,00 + Γ10ρ01,01, (62)
P˙b = γ0ρ20,20 + γ2ρ02,02 + γ1ρ01,01 + γ0ρ00,00 (63)
with
B20 = 8g˜
2/(Γ˜2 + Γ22) (64)
the two-photon absorption rate. The rate equations are
illustrated in Fig. 4. Equations, similar to Eqs. (59)–(63)
were obtained in Ref. [8] for the one-photon transition
in a two-state JPM well. As compared to the reference,
our equations lack the stimulated emission terms. This
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Γ10
Γ21
. . .
Γ˜20
{|mn〉}
|2 0〉 |0 2〉
|0 1〉
|0 0〉
|1 0〉
|0 0〉
Cavity ladder JPM ladder
γ2  Γ˜20
FIG. 4. Two-photon absorption in the limit of fast decoher-
ence and tunneling. {|mn〉} are the states the JPM can tunnel
to.
is explained for Eqs. (39). Moreover, the ground level
tunneling was not accounted for in the reference.
We solve Eqs. (59)–(63) by carrying out the Laplace
transform. The initial conditions are given by Eqs. (58)
and Pb(0) = 0. The solution in the Laplace domain is
P˜b(s) =
γ0B20Γ21Γ10
s(s+ γ0)(s+ Γ˜1)∆2
+
γ1B20Γ21
s(s+ Γ˜1)∆2
+
γ0(B20 + Γ˜2) + γ2B20
s∆2
+
γ0
∆2
, (65)
where
∆2 = (s+ Γ˜2)(s+B20 + γ0). (66)
Now we find an expression for the click probability in
the time domain. It is found by calculating the inverse
Laplace transform,
Pb(t) =
1
2pii
∫ σ+i∞
σ−i∞
ds estP˜b(s). (67)
By carrying out the integrals and doing some approxi-
mations, one arrives at
Pb(t) = 1 − e−B20t − Γ21
γ2 + Γ21
Γ10
γ1 + Γ10
e−γ0t. (68)
We used the condition (34) and
γ0  B20  Γ˜2, (69)
where the last inequality is a more stringent version of the
condition (41). This allowed to drop the terms propor-
tional to B20/Γ˜2 and γ0,1/Γ˜2. These terms are negligibly
small in comparison to the second term in the equation.
While it would turn out the last term is also small, it
decays much slower than the second one. Hence it is
considerable for longer times t. Equation (68) holds for
the times (32) coherence has already vanished.
One can interpret Eq. (68). The second term there
is the population of the state |2 0〉 of the resonator in
the two-photon Fock state and the JPM in the ground
state. Tunneling from this state is negligible due to
Eq. (69). After an excitation transfers from |2 0〉 to
|0 2〉 with the rate B20, it tunnels immediately due to
the condition (41). Hence 1 − exp(−B20t) is the tun-
neling probability for the times before the resonator is
depleted. Afterwards, the third term in Eq. (68) starts
to matter. While absorbing photons, the JPM can also
relax to its first excited state |1〉. After all photons are
absorbed, the JPM relaxes to |1〉 with a small proba-
bility Γ21/(γ2 + Γ21). From |1〉 the JPM relaxes to the
ground state with the probability Γ10/(γ1 + Γ10). There
it is stuck due to the slow ground-state tunneling of
rate γ0, which only becomes substantial for the longer
times. While a tunneling can also occur from |1〉, this
mostly happens while the resonator is not yet depleted
and the tunneling from |0 2〉 is ongoing. Due to the con-
dition (34), this process is much faster than the tunneling
from |1〉 and the respective term does not play a role in
Eq. (68).
D. Error probability
One can now calculate the probability of false discrim-
ination between the state with N = 2 photons and the
states with N = 1 or N = 0 photons. This error is
expressed as
ε = P0,1Pf + P2(1− Pb) (70)
where PN is a probability of an input state with N pho-
tons to occur. Pb denotes a probability of a bright
count—i.e., a probability of registering a two photon
state when it dwells in the resonator. It was taken into
account that the probability of a false count Pf is the
same for both N = 0 and N = 1.
If we know nothing about the resonator state before-
hand, P0,1 = P2 = 1/2. Using the expressions (49)
and (54) for Pf and Eq. (68) for Pb yields
ε =
1
2
(1 + e−B20t +
(Γ21
Γ˜2
Γ10
Γ˜1
− 1
)
e−γ0t). (71)
The error probability is plot in Fig. 5.
With Eq. (71), it is possible to find the minimal error
and the optimal waiting time t. At
t ≈ 1
B20
ln
B20
γ0
(72)
one attains the minimal error
ε ≈ γ0
2B20
(
1 + ln
B20
γ0
)
+
1
2
Γ21
Γ˜2
Γ10
Γ˜1
. (73)
One can check the expression is the same if the condition
with γ0 in Eq. (69) is not used in obtaining Eq. (68).
8E. More than two photons in the input
For the case there are N > 2 photons in the cavity, a
two-photon transition occurs, leaving N − 2 photons in
the cavity. To describe this, one only need to change the
state labels and B20 → BN N−2 in Eqs. (57)–(73). The
bright count probability Pb improves, as BN N−2 > B20
by Eq. (40). By the same reason, the error ε gets smaller
if one needs to discriminate a state with N > 2 photons
against the states with one or no photons. Moreover, the
error is smaller even if N breaks the condition (15) but
the requirement (42) still holds. In that case, additional
clicks are provided by the single-photon transition and
the subsequent tunneling from the first level.
VI. DISTINGUISHING A MULTI-PHOTON
STATE
In this section, example parameters for the JPM in the
two-photon mode are provided. For those parameters, we
estimate the probabilities of bright and false counts, the
time to distinguish a multi-photon state, and the proba-
bility of false discrimination.
First let us summarize the requirements for our JPM
to work as described above. The energy of the junction
plasma oscillations should much exceed that of a ther-
mal excitation, h¯ωp  kBT , where T is the temperature
of the JPM environment. On the other hand, we do
not want to spur quasiparticles while exciting the JPM.
Hence
ωp  ∆gap, (74)
where ∆gap is the superconductor gap. Furthermore, the
effective Lindbladian (B1) we have used is correct if the
conditions (15) and (56) hold. Finally, we have required
the JPM to decohere fast by the conditions (32) and (41)–
(42).
It is convenient to introduce the Josephson energy
EJ =
I0Φ0
2pi
(75)
and the capacitive energy
EC =
e2
2C
. (76)
We want to fit three levels in the well. Besides, the
third level is kept quite far from the top of the barrier.
This would make our estimates for the tunneling rate
more credible. The bias current I (see Fig. 2) is chosen
from these considerations. The ratio
β = I/I0 (77)
is given in Table I.
One needs to know the position of the levels in the
well. For that, we expand the potential around the well
minimum up to the cubic terms:
W
EJ
≈
√
1− β2
2
δ2 − β
6
δ3, (78)
where δ = 2piΦ/Φ0 − φmin is the dimensionless flux with
respect to the well minimum at φmin = arcsinβ. To de-
termine the level structure correctly, the cubic approxi-
mation should be accurate in the region up to the barrier
maximum at δmax = 2 cotφmin. For a weak anharmonic-
ity, one can calculate the position of the levels using the
second order perturbation theory [35, 36]. It is useful to
define
n0 =
(1− β2)5/4
3β2
√
EJ
2EC
(79)
the barrier height in the units of
ωp =
1
h¯
√
8EJEC(1− β2)1/4 (80)
the level separation in harmonic approximation. Expres-
sions (79) and (80) coincide with those given in Ref. [36].
Transition frequency from the ground to the first excited
state is ω10 = ωp(1 − 5/36n0). Transition frequency to
the second excited state is ω20 = ωp(2−5/12n0) [37]. We
aim to detect photons of frequency
ω = ω02/2. (81)
This photon is detuned from the 0→ 1 transition by
∆ = ω10 − ω = 5
72
ωp
n0
. (82)
We provide the value of ∆ in Table I.
Knowledge of ∆ allows one to set couplings g1 and g2.
One can use the criterion (15) for that. To be sure that
no clicks are delivered when there is a single photon in
the resonator, Eq. (15) should hold for Nch = 1. This re-
quirement does not matter for bigger photon numbers—
by the reasoning similar to that in the end of Section V D.
So, we choose λ2 = 0.1 which fulfills one of the require-
ments (15) for Nch = 1. By virtue of Eq. (43), the part
of the condition (15) with λ1 (11) holds automatically.
From the definition (11) of λ1 and λ2 and the relation-
ship (43), one gets that
g2 = λ2∆, g1 = λ2∆/
√
2. (83)
One also needs to make sure that the condition (42)
holds. This yields the biggest photon number Nmax that
can be distinguished from the single-photon and the vac-
uum states. Its value is given in Table I.
Let us calculate the rate B20 of the two-photon absorp-
tion. It follows from the Eqs. (64), (14), (83), and (11)
that
B20 ≈ 4λ42∆2/(Γ˜2 + Γ22). (84)
9TABLE I. Parameters and estimates for the JPM, as well as its performance in the detection of the two-photon state. The
junction parameters are from Ref. [34]. Coupling strength g1 is chosen as described in the text. The bright Pb (68) and the
false Pf count probabilities [Eqs. (49) and (54)] are given for the optimal waiting time t (72).
Parameters Estimated values Performance
C I0 I/I0 Γ10/2pi Γ22/2pi g1/2pi γ0/2pi γ1/2pi γ2/2pi ω/2pi ∆/2pi B20/2pi Nmax t Pf Pb
(pF) (µA) (kHz) (MHz) (MHz) (Hz) (kHz) (MHz) (GHz) (MHz) (MHz) (µs) % %
2 10 0.97987 318 2.1 18.9 37 54 41 8.2 194 0.35 14 4.2 0.1 98.6
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FIG. 5. Probability of missing a two-photon state for a device
with the parameters given in Table I. (Inset) Error in the
discrimination of the two-photon state against the states with
less photons.
Assuming flat density of states of the thermal reservoir,
one can estimate in the harmonic approximation that
Γ21 ≈ 2Γ10. (85)
Tunneling rates γ0, γ1, and γ2 are calculated with the
WKB method [35] and are given in Table I. The action
integral was carried out numerically for the exact poten-
tial W given by Eq. (3). With all the necessary quantities
obtained, one can calculate B20. Its value is provided in
the table.
Now one can estimate the JPM performance. The er-
ror (71) and the probability to miss a two-photon state
1− Pb [see Eq. (68)] are shown in Fig. 5. The dominant
contribution to the false counts at the optimal counting
time (72) is due to the ground level tunneling as given by
Eqs. (49) and (54). The false count probability is given
in Table I. Transitions to the first excited state |1〉 in the
second-order perturbation theory in λ1,2 contribute as
well. However, one can check that by the criterion (56)
their effect is still vanishing for the relevant times. Also,
|1〉 could be excited by an off-resonant single photon due
the level widening. However, this is highly improbable,
as
Γ˜1 + Γ11  ∆. (86)
VII. COUNTING TO TWO
A two step procedure (see Fig. 1 and Section I) is to be
performed to count photons to two. To switch from the
two-photon mode to the single-photon one, bias current
I [see Fig. 2 and the Hamiltonian (3)] is changed so that
the JPM possesses two metastable states instead of three.
Here we estimate the error in discrimination between the
vacuum input state, a one-photon state, and a multi-
photon state. The total time of the discrimination is
estimated as well.
Full time to count to two is approximately the same as
the time to distinguish a multi-photon state vs. the vac-
uum or the single-photon state. Additional time consists
of the time to switch to the single-photon mode and the
time to discriminate the vacuum state. To spur no exci-
tations in the JPM, the switching should be much slower
then the inverse transition frequencies. For the param-
eters in Table I, the switching can be as fast as 10 ns.
Now let us compare the waiting times. Time to discrim-
inate a multi-photon state is determined by B20, as it
follows from Eq. (68). Time to discriminate the vacuum
is set by γ1 in the two-state configuration and B10 the
single photon absorption rate. The latter can be calcu-
lated analogously to the two-photon absorption rate (64).
This yields B10 = 4g
2
1/(Γ˜1 +Γ11). With Eq. (14) one has
B20
B10
= 2λ22
Γ˜1 + Γ11
Γ˜2 + Γ22
≈ λ22. (87)
Equation (85) and the fact that decay is much faster
than the pure decoherence were used in obtaining the
last equality in Eq. (87). WKB estimate for the tunneling
rate from the excited state gives
γ1 ≈ 2pi 19 MHz. (88)
We chose I/I0 = 0.98473 to fit two levels in the well. For
this choice, the excited level is not situated very close to
the top of the barrier. By Eq. (88) and the value for B20
from Table I, as well as from Eq. (87), discrimination of
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the vacuum state is much faster than that of a multi-
photon state.
Now we find the probability to incorrectly determine
the number of input photons. Let P
0/1
b denote the prob-
ability to correctly identify a single-photon state in the
second stage; Pb denotes that in the first stage as before.
Probability of error in the two-step discrimination is then
ε0/1/2 = P0Pf+P1[Pf+(1−Pf)(1−P 0/1b )]+P2(1−Pb).
(89)
It was taken into account that the false count probability
is negligible for the second stage, as compared to Pf the
false count probability in first stage. This is due to the
detection time in the second stage being much smaller
than that in the first one. We assume that nothing is
known about the input and P0 = P1 = P2 = 1/3. One
can rewrite Eq. (89) in a more convenient form:
ε0/1/2 = 13 (Pf(1 + P
0/1
b ) + 1− P 0/1b + 1− Pb). (90)
To compute ε0/1/2, one needs to estimate P
0/1
b . For
the optimal counting time, a photon is most probably
absorbed by the JPM. However, this does not neces-
sarily gives a click: a photon could get stuck in the
ground state due to the JPM relaxation with a proba-
bility Γ10/(Γ10 + γ1). Therefore,
P
0/1
b ≈ γ1/(Γ10 + γ1) ≈ 98.3%, (91)
where the estimate (88) was used. The expression (91)
was also given in Ref. [38]. With the estimate (91) and
the values from Table I one obtains
ε0/1/2 ≈ 1.1%. (92)
The optimal time could be chosen to minimize the full
counting error (90) instead of that in the discrimination
of a multi-photon state (71). However, this does not
improve the full error substantially.
VIII. DISCUSSION
We have proposed a detector of microwave photons
with limited photon number resolution. Realistic param-
eters have been provided that enable decent performance
of the device. We have evaluated the probability of an er-
ror in counting photons and the time needed for the mea-
surement. The most time consuming part in the device
operation is the discrimination of a multi-photon state
vs. the single-photon or vacuum one. The speed of this
step is limited by the two-photon absorption rate, which
in turn is set by the coupling strength of the JPM to the
cavity. To avoid single-photon transitions, the coupling
should be much weaker than the JPM anharmonicity. A
larger anharmonicity can lead to faster detection. More-
over, faster detection decreases the false count probabil-
ity Pf . The probability to count photons incorrectly is
determined by Pf and the probabilities to miss a multi-
and the single-photon state. As for the probabilities to
miss photons, they are determined by branching ratios
between the excited state tunneling and relaxation.
For the proposed parameters, the 8.2 GHz photons are
detected. The frequency could be chosen at the design
stage in the range from 1 GHz to 20 GHz. The upper
limit on the frequency is set by the superconducting gap
of aluminum, which is about 82 GHz, and the condi-
tion (74). As for the lower limit, it is determined by
the requirement (86), the relationship (82) between the
plasma frequency and the anharmonicity, and an esti-
mate for the decoherence of the JPM first excited state,
which is about 1 MHz.
Two possibilities for development of the detector are
worth mentioning. First, one can use it for detection of
itinerant photons. One option is to attach the resonator
to a waveguide; it will function as a capture cavity from
Ref. [7]. Another option is to attach a waveguide directly.
This introduces reflection losses; to minimize them, the
detector should be matched to its input [39]. Moreover,
we need to perform two stages: the detection of a multi-
photon state and the detection of vacuum. This can be
accomplished by two devices connected to a waveguide
in sequence. Secondly, one can envision a detector that
counts photons up to N . This device might use an N -
photon transition through N − 2 auxiliary levels at the
first stage to discriminate the states with N or more pho-
tons. Afterwards, it can be sequentially tuned to discrim-
inate the states with N−1, N−2, and down to 1 photon.
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Appendix A: Derivation of the circuit Hamiltonian
Lagrangian of the system is given by
L = LJPM + Lr + Lc, (A1)
LJPM =
CΦ˙2
2
+ EJ cos 2pi
Φ
Φ0
+ IΦ, (A2)
Lc =
C ′(Φ˙− Φ˙r)2
2
, (A3)
Lr =
CrΦ˙
2
r
2
− Φ
2
r
2Lr
. (A4)
Here EJ is defined by Eq. (75).
Generalized momenta are
Q = ∂L/∂Φ˙ = (C + C ′)Φ˙− C ′Φ˙r, (A5)
Qr = ∂L/∂Φ˙r = −C ′Φ˙ + (Cr + C ′)Φ˙r. (A6)
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The system Hamiltonian is given by the Legendre
transform,
H = QΦ˙ +QrΦ˙r − L. (A7)
One needs to find the kinetic energy part T of H. It is a
quadratic form in Q and Qr,
T =
1
2
∂2H
∂Q2
Q2 +
1
2
∂2H
∂Q2r
Q2r +
∂2H
∂Q∂Qr
QQr. (A8)
It was used that potential energy, which composes the
rest of H, does not depend on the momenta. Differen-
tiating Eq. (A7) and using the definition of generalized
momentum (A5) gives rise to
∂2H/∂Q2 = ∂Φ˙/∂Q. (A9)
Other coefficients are given by the similar formulas. One
then determines the renormalized capacitances
C˜ =
C + C ′(1 + C/Cr)
1 + C ′/Cr
, C˜r =
Cr + C
′(1 + Cr/C)
1 + C ′/C
,
(A10)
C˜ ′ = (1/C ′ + 1/C + 1/Cr)−1 (A11)
in the Hamiltonian (1)–(4).
Appendix B: Dressed Lindblad equation
Here we write out explicit form of the first-order cor-
rections in the Lindbladian in our working frame.
On applying the transform U (10), the Lindbladian (7)
becomes
L→ L+ L(1), (B1)
where L(1) is first-order in λ1 and λ2. It can be given in
terms of its matrix elements:
(B2)〈0|L(1) |0〉 = λ2 Γ10 a† 〈2| ρ |1〉 − 1
2
λ1 (γ1 − γ0 + Γ11 + Γ10) a† 〈1| ρ |0〉+ λ1 Γ10 a 〈0| ρ |1〉+ c. c.,
(B3)
〈1|L(1) |1〉 = 1
2
λ2 (γ2 − γ1 + Γ22 + Γ21 + Γ11 − Γ10) a† 〈2| ρ |1〉 − λ2 Γ21 a 〈1| ρ |2〉
+
1
2
λ1 (−γ1 + γ0 + Γ11 − Γ10) a 〈0| ρ |1〉+ c. c.,
(B4)〈2|L(1) |2〉 = 1
2
λ2 (γ2 − γ1 − Γ22 + Γ21 − Γ11 − Γ10) a 〈1| ρ |2〉+ c. c.,
(B5)〈m|L(1) |m〉 = λ2 γ1 a† 〈2| ρ |1〉 − λ1 γ0 a† 〈1| ρ |0〉 − λ2 γ2 a 〈1| ρ |2〉+ λ1 γ1 a 〈0| ρ |1〉+ c. c.,
(B6)
〈0|L(1) |1〉 = λ1 Γ21 a† 〈2| ρ |2〉 − 1
2
λ1 (γ1 − γ0 − Γ11 + Γ10) a† 〈1| ρ |1〉 − λ1 Γ10 〈1| ρa† |1〉
+
1
2
λ1 (−γ1 + γ0 − Γ11 − Γ10) 〈0| ρa† |0〉+ 1
2
λ2 (γ2 − γ1 + Γ22 + Γ21 − Γ11 − Γ10) 〈0| ρa |2〉 ,
(B7)
〈1|L(1) |2〉 = 1
2
λ2 (γ2 − γ1 − Γ22 + Γ21 − Γ11 − Γ10) a† 〈2| ρ |2〉 − 1
2
λ1 (γ1 − γ0 + Γ11 + Γ10) a 〈0| ρ |2〉
+ λ2 Γ21 〈2| ρa† |2〉+ 1
2
λ2 (γ2 − γ1 + Γ22 + Γ21 + Γ11 − Γ10) 〈1| ρa† |1〉 ,
(B8)〈0|L(1) |2〉 = 1
2
λ2 (γ2 − γ1 + Γ22 + Γ21 − Γ11 − Γ10) 〈0| ρa† |1〉 − 1
2
λ1 (γ1 − γ0 + Γ11 + Γ10) a† 〈1| ρ |2〉 ,
(B9)〈m|L(1) |0〉 = 1
2
λ1 (−γ1 + γ0 − Γ11 − Γ10) 〈m| ρa |1〉 ,
(B10)〈m|L(1) |1〉 = 1
2
λ2 (γ2 − γ1 + Γ22 + Γ21 − Γ11 − Γ10) 〈m| ρa |2〉 − 1
2
λ1 (γ1 − γ0 + Γ11 + Γ10) 〈m| ρa† |0〉 ,
(B11)〈m|L(1) |2〉 = 1
2
λ2 (γ2 − γ1 + Γ22 + Γ21 − Γ11 − Γ10) 〈m| ρa† |1〉 .
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