Let K be a knot in S 3 endowed with canonical framing (i.e. , its self-linking number is zero). We assign to this knot an α-dimensional SU q (2) module V α . J α (K;q) denotes the colored Jones polynomial of K, normalized in such a way that it is multiplicative under a disconnected sum and
( 1.2)
The advantage of the normalization (1.2) is that
3)
The colored Jones polynomial is an effective invariant of knots. However, its relation to classical topological invariants of knots remains mostly obscure (see, e.g. a review [2] ).
One may try to decompose V α (K;q) into some simpler 'building blocks' in a hope that their topological nature would be easier to establish. An important step in this direction was made by P. Melvin and H. Morton [9] . They suggested to expand the Jones polynomial in powers of α and h =q − 1 (1.4) (actually, they expanded J α (K;q) and used log(1 + h) rather than h as an expansion parameter; this seemed to be a more 'physically natural' choice). If we expand V α (K;q) in Taylor series in h for a fixed value of α then, according to [9] , the coefficients will be finite degree polynomials in α:
V α (K;q) = In [12] we conjectured that the expansion (1.5) satisfies some further properties. To formulate our conjecture we rearrange eq. (1.5) as a formal power series in h and αh:
V α (K;q) = V α (K;q) = n≥0 V (n) (K; z) h n , (1.12)
(1.13)
Eq. (1.7) implies that the formal power series V (0) (K; z) comes from the Taylor expansion of the inverse Alexander-Conway polynomial at z = 0:
.
(1.14)
We conjectured ('strong conjecture' of [12] ) that the 'upper lines' V (n) (K; z) of the expansion (1.12) come also from the Taylor expansion of rational functions of z. (1.15) such that the series V (n) (K; z) is the Taylor series expansion at z = 0 of the rational function
Theorem 1.2 There exists a set of polynomial invariants of knots in S
In [12] we presented experimental evidence in support of this theorem by calculating the first polynomials P (n) (K; z) of some simple knots.
The Alexander-Conway polynomial of a knot satisfies the properties R. Lawrence [8] has formulated a conjecture about p-adic properties of Ohtsuki's invariants of rational homology spheres. We proved that conjecture in [13] for the special case of a manifold constructed by a rational surgery on a knot in S 3 . Our proof was based on Corollary 1.1 which we used as a conjecture. Thus the proof of Theorem 1.1 that will be presented in this paper, completes the proof of [13] .
We will prove Theorem 1.2 in the following equivalent form:
such that for a fixed α and for any M > 0
The equivalence between this proposition and Theorem 1.2 follows from the structure of the substitution (1.11). A coefficient d 
(1.24)
The action ofŘ-matrices on V The exactŘ-matrix presented as a series in h is not an endomorphism of C[z 1 , . . . , z N ].
The coefficients at higher powers of h are rather 'perturbed endomorphisms' whose traces can be calculated with the help of standard tricks of Quantum Field Theory. These tricks are rigorous in our finite-dimensional context. The result of such calculation is the expansion (1.12), (1.13), (1.16).
The fact that Burau representation generates the R-matrix based braid group representation in the limit of h → 0,q α = const, can be traced back to the equivalence between 5 the R-matrix representation and the action of the braid group on the twisted mth cohomology of the configuration space of m points on a complex plane with N holes, considered by R. Lawrence [6] , [7] (see also the book [14] , this construction is known in physical literature as 'free field representation').
Although we try deliberately to avoid any 'physical' references in this paper, we can not help but mention that our calculations are very similar to those of [4] . L. Kauffman and H. Saleur related the Burau representation to the evolution of fermionic particles along the strands of the braids. The particles scatter at the elementary braids. The scattering is described by the Burau matrix. It is essential that the particles are free, that is, they scatter independently of one another. It follows from our calculations that in the limit of Here is the plan of the paper. In Section 2 we recall the formula for the colored Jones polynomial as a trace of the product ofŘ-matrices over the tensor product V ⊗N α of SU q (2) modules V α . We break a strand in the braid closure and also extend the trace to the product of Verma modules V ⊗N α,∞ . In Section 3 we discuss the expansion of theŘ-matrix in the limit of h → 0. We express the terms of this expansion as derivatives of the 'parametrized'Ř-matrix. In Section 4 we present parametrizedŘ-matrix as an endomorphism of the algebra C[z 1 , . . . , z N ] and calculate its trace. In Section 5 we combine the results of all the previous sections and complete the proof of the Proposition 1.1. Discussion contains some comments about generalizing our calculations to links. In Appendix we prove some technical lemmas which were needed in Section 3.
braid group
In this section we review the representation of the braid group based on the universal Rmatrix ( [10] , see also a nice exposition in [5] ). We also recall a formula for the colored Jones polynomial as a trace of this braid representation with one broken closure strand.
The SU q (2) R-matrix
Let V α be the α-dimensional SU q (2) module. We choose the basis vectors f m , 0 ≤ m ≤ α − 1 of V α in such a way that the action of the standard SU q (2) generators is
2)
here we use the notation
Our basis vectors f m are related to the basis vectors e j of [5] , eq.(2.8):
The action of the R-matrix on the basis vectors f m 1 ⊗ f m 2 of the tensor product V α ⊗ V α is given by the formula which comes from substituting eq. (2.5) into Corollary 2.3.2 of [5] :
After some simple transformations this formula becomes
Note that in our conventions a≤j≤b (· · ·) = 0 and a≤j≤b (· · ·) = 1 if a > b.
The 'flipped' matrixŘ is defined asŘ
here P is the permutation operator:
In order to simplify the future calculations we will write the matrix elements ofŘ in the basis with 'rotated phases':
In other words, ourŘ-matrix is defined aš
(I is the identity operator) instead of eq. (2.8):
The elements of the inverseŘ-matrix can be obtained with the help of relatioň
In other words, we have to substitute
andq →q −1 in eq. (2.13). As a result,
Braid group representation and its character
Let B N be a braid of N strands. We associate with it a tensor product V 
⊗N
an operator that acts asq (α 2 −1) e(B N ) is the framing correction. It is due to the fact that the knot K constructed by closing the braid B N , has the blackboard framing e(B N ).
Breaking a closure strand
We are going to use the SU(2) q -invariance of the braid group representation in order to reduce the trace of eq. (2.18).
Consider a tangle constructed by closing all braid positions except the first one which we leave open. To this tangle we associate an operatorB 
in this formula acts as identity on the first V α and asq
except the first one.
The SU q (2) invariance ofB
N together with irreducibility of V α means thatB
N is proportional to the identity operator:B
(1)
On the other hand, in view of eqs. (2.18) and (2.19), the Jones polynomial J α (K;q) is equal to the quantum trace ofB
N which corresponds to closing the remaining strand:
Then, according to eqs. (1.1), (1.2),
To find the constant C we can choose any diagonal matrix element ofB
N . We will do it for f 0 . Thus
The symbol Tr f 0 ⊗V
has the following meaning. The operator
acts on the full space V ⊗N α . We project this action onto the subspace f 0 ⊗ V
Then we take the trace of this projection.
In other words, we simply take the diagonal matrix element of (2.24) for f 0 (with respect to our basis f m ) in the first space V α and take traces over all other spaces V α of V 
is also decomposed:
Since H commutes withŘ-matrices (2.13) and with the operator I ⊗ q
, we can split the trace (2.23) into the traces over the eigenspaces of H.
Proof of Proposition 2.1. First of all, since
and since f 0 ⊗ V 
It remains to check that The same analysis of eq. (2.16) shows that these transitions are also forbidden at negative braids.
In the calculation of Tr f 0 ⊗V
the evolution of the vector along the braid strands and the closure strands starts at f 0 at the beginning of the first strand. Following this evolution we will cover all the segments of the braid, because its closure is a knot. Therefore the elements f m , m ≥ α will never appear in the calculation of the r.h.s. of eq. (2.30). 2
Expansion ofŘ-matrix
In order to use eq. (2.27) for calculation of the coefficients D m,n we have to expand the matrix elements ofB N , which appear in the r.h.s. of eq. (2.27), in powers of h at h = 0. These matrix elements come from the elements ofŘ-matrices, so we have to study the expansion of eqs. (2.13) and (2.16). In accordance with Proposition 2.1 we fix a number M > 0 and study the action ofŘ-matrix only on those eigen-spaces
in eqs. (2.13) and (2.16). As a result, the expansion of matrix elements is achieved by substituting 1 + h instead ofq:
and expanding the resulting expression in powers of h. 
We leftq
ThisŘ-matrix depends on parameters a, ǫ 1 , ǫ 2 , ǫ 12 'attached' to the elementary braid. For a negative elementary braid we associate the 'inverse' matrix
Let us denote by {a}, {a ′ }, {ǫ} the sets of parameters a, a 
and for a fixed η and for any positive M q
In our notations here {·} means all elements of the set.
Proof of Proposition 3.1. Let us assume that the following lemma is true (see Appendix for the proof):
Lemma 3.1 There exist two sets of polynomials
such that the expansion of eq. (3.1) in powers of h can be presented aš
substitution (2.15)) and substitutionsq →q −1 and h → j≥1 (−1) j h j .
For the practical purpose of using our formulas for actual computation of the invariant polynomials V (n) (K; z) of specific knots we present the first polynomials T
The variables m 1 , m 2 , n in the polynomials
can be switched to derivatives ∂ ǫ 1 , ∂ ǫ 2 , ∂ ǫ 12 with the help of relations
Another useful formula is
A combination of eqs. (3.14) and (3.15) allows us to rewrite eq. (3.7).
Corollary 3.1 The expansion (3.7) can be expressed in terms of the parametrized matrix
. The sum (4.1) can be expressed in terms of the action ofB N on the subspace V
N ⊂ V ⊗N α,∞ . We denote this action asB N . We expressB N as a product of matricesŘ andŘ (inv) acting on V
N .
The natural basis in the space V
N is formed by the vectors
The matrixŘ corresponding to the elementary positive braid σ j,j+1 transforms only the vectors e j and e j+1 . This transformation is presented by a 2 × 2 matrix
The matrixR (inv) corresponding to the negative braid σ −1 j,j+1 acts on the vectors e j , e j+1 aš
Thus the matrixB N is a product of N × N matrices containing 2 × 2 blocks (4.3) and (4.4).
Proposition 4.1 For a braid B N whose closure is a knot, there exist the constants
such that if
(in our notations here {·} means 'for any element of the set') and |λ| ≤ 1, then
7)
here det f 0 ⊗V 
The coefficients of the polynomial in the r.h.s. of this equation match the matrix elements of theŘ-matrix (3.2). 2
The parametrized matrixB N is a product of matricesŘ andŘ 
Proof of Lemma 5.1. The only problem in combining eqs. (2.27), (3.5) and (4.7) is that in eq. (2.27) the sum over η goes up to (N − 1) max{α − 1, M} while in eq. (4.7) the sum goes up to infinity. Therefore the lemma would follow from the following estimate: for any
The proof of eq. (5.2) requires the following lemma:
Lemma 5.2 For any M > 0 the sum
is of combined order M + 1 in variables {a} and {a ′ }.
Proof of Lemma 5.2. In view of eq. (4.7)
,
The r.h.s. of this equation is the error term in Taylor series expansion of the value of
The determinant in the denominator of (5.5) is a polynomial in κλ of degree dim f 0 ⊗ V (1)
20 hereQ j ({a}, {a ′ }, {ǫ}) are some functions. The matrixB N is formed by the products of matricesR andR (inv) . The matrix elements of (4.3) and (4.4) are products of variables a, a ′ , e ǫ 1 , e ǫ 2 , e ǫ 12 ,q α ,q −α . As a result the matrix elements ofB N are integer polynomials of these variables andQ
There is an anti-symmetric counterpart of the Lemma 4.2. Let O be an operator acting An application of (N − 1)M + 1 derivatives over λ to the fraction Now we are ready to prove the following Proposition:
Proof of Proposition 5.1. The key observation is that the matriceš
coincide with the Burau matrix and its inverse respectively if we set
in the notations of [4] . Therefore the matrix
reproduces the Burau representation of the braid group and The Proposition 1.1 follows from the Proposition 5.1 and the next two lemmas which describe the properties of the polynomials P n (q α ,q −α ).
Lemma 5.3
The polynomials P n (q α ,q −α ) can be reexpressed as
The polynomials P n (q α ,q −α ) have integer coefficients: is also an even function of α. Therefore the polynomials P n (q α ,q −α ) are even in α. Since for any n ∈ Z Z, powers of h as we keep 1 −q −α small but fixed. We will apply the resulting formula towards the similar expansion of the trace
for the fixed value of η. In other words, we want to get an expansion
Let us first check that
Indeed, as we know, the factorsq 
As for the other parts of the matrix elements (3.1), the relation
shows that by the relation
then they generate the traces T η,n by the formula The generating function V n (B N |q α ,q −α , λ) of eq. (5.33) satisfies the property that 
A combination of relations (5.36) and (5.38) means that
Indeed, for a given n let k 0 be the smallest value of k for which (5.39) is not true. Then the relation (5.38) is not satisfied for η = k 0 .
Comparing eqs. (5.1), (5.13), (5.31) and (5.35), we see that 
Discussion
The method of calculation of the coefficients V The relation between the new invariants of links and the colored Jones polynomial can be explained (at the level of a conjecture) with the help of path integral arguments. Leť
Consider the colored polynomial of a link in the limit of K → ∞, while we keep the ratios
(α j being the colors of the link components) constant. According to [3] , the Jones polynomial in this limit can be presented as a path integral of the exponential of the Chern-Simons action.
The integration should go over all SU(2) connections A µ in the link complement which satisfy the boundary condition: up to a conjugation, in the fundamental representation of SU(2)
here Pexp C j A µ dx µ is a physical notation for the holonomies of the connection A µ along the meridians C j of the link components.
In 
