A geometrical look at MOSPA Estimation using Transportation Theory by Lipsa, Gabriel M. & Guerriero, Marco
ar
X
iv
:1
60
8.
03
86
4v
1 
 [m
ath
.ST
]  
12
 A
ug
 20
16
1
A geometrical look at MOSPA Estimation using
Transportation Theory
Gabriel M. Lipsa, Marco Guerriero, Senior, IEEE,
Abstract—It was shown in [6] that the Wasserstein distance
is equivalent to the Mean Optimal Sub-Pattern Assignment
(MOSPA) measure for empirical probability density functions. A
more recent paper [7], extends on it by drawing new connections
between the MOSPA concept, which is getting a foothold in the
multi-target tracking community, and the Wasserstein distance,
a metric widely used in theoretical statistics. However, the
comparison between the two concepts has been overlooked. In
this letter we prove that the equivalence of Wasserstein distance
with the MOSPA measure holds for general types of probability
density function. This non trivial result allows us to leverage
one recent finding in the computational geometry literature to
show that the Minimum MOPSA (MMOSPA) estimates are the
centroids of additive weighted Voronoi regions with a specific
choice of the weights.
Index Terms—MOSPA, Transportation Theory, Wasserstein
Distance, Target Tracking.
I. INTRODUCTION
The mean squared error (MSE) has long been the dominant
quantitative performance metric in the field of signal process-
ing. An estimator which minimizes the MSE is referred to as
a minimum MSE (MMSE) estimator. In target tracking [9],
the traditional problem is posed as the finding of the MMSE
estimate of the target states. Since the MMSE estimate is
given by the expected value of the posterior probability density
function, which intrinsically has an ordering (labeling) of the
states, the MMSE estimator can be classified as a labeled
estimator. In some applications the labeling of the objects
is not relevant. For these problems, it is more reasonable to
instead of minimizing the MSE try to minimize a measure
which eschews target labeling. A measure that has received an
increasing amount of attention in the later years, and which
can be seen as a natural extension of the MSE to label-free
estimation, is the OSPA metric [10]. The OSPA is a label-
free correspondent to the squared error. The MOSPA, which
is the counterpart of the MSE, was introduced in [11] where
the authors also described how to calculate the MMOSPA
estimates. Explicit solutions for MMOSPA estimation are only
available in the scalar case [12]. In [13] and references therein,
various techniques for approximating MMOSPA estimates
are presented . In [7], a connection between the empirical
MMOSPA estimate and the Wasserstein barycenter for point
cloud was established. This result builds upon the Lemma 1
in [7] which states that the Wasserstein distance coincides
with the MOSPA for empirical probability densities defined
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on sets with the same cardinality. The Wasserstein distance
defined using empirical probability densities can be computed
solving a linear programming (LP) problem [6], [14]. The LP
formulation of the transportation problem, is also known as the
Hitchcock-Koopmans transportation problem [15]. The results
of this letter are twofold:
• We extend the result in [7], [6] for a wider class of
probability measures, to draw a theoretical connection
between the MOSPA measure and the more general
transportation problem, known as Monge-Kantorovich
transportation problem [2], [4], [5].
• This main finding, in conjunction with a recent result
in computational geometry [16], allows us to provide
new insights on MOSPA estimation revealing interesting
geometrical structure and properties of the MMOSPA
estimates.
The remainder of the paper is organized as follows. In Section
II we formalize our problem. Section III contains our main
theoretical contributions and also provides a geometrical in-
terpretation of the MMOSPA and in Section IV we summarize
our conclusions.
II. PROBLEM FORMULATION
In this section, we will present the main problem of this
letter. We will first define notations used in this paper and
then we will define notions of interest such as OSPA, MOSPA,
MMOSPA and the Wasserstein distance.
Let us assume that there are N objects of interest, which
reside in the space Rnx with nx being a positive integer. The
states of all the objects are denoted by the sequence of vectors
{Xi}
N
i=1 ∈ R
nx
. The vectors {Xi}Ni=1 are stochastic with a
joint probability measure µ1 defined on RN×nx . Moreover we
assume that µ is absolutely continuous with respect to the
Lebesque measure [1].
Define the stacked vector X as follows 2:
X =
[
XT1 X
T
2 . . . X
T
N
]T (1)
For a sequence of vectors of states estimates {Xˆi}Ni=1, let
us define the stacked vector of states estimates Xˆ as in
equation (1).
1Any practical multi-target tracking setting would require measurements
from which the target states estimates are computed. If we denote the
measurements by Z, µ (X), which corresponds to the joint posterior measure
(i.e. a typical assumption in target tracking is to use a Gaussian Mixture model
to represent the joint distribution), should be replaced by µ (X|Z). However,
for clarity purposes we will use µ without the conditions on the measurement.
2The symbol T stands for transpose.
2Define ΠN to be the set of permutations on the set
{1, 2, . . . , N}. For a permutation pi ∈ ΠN 3 and a stacked
vector defined in equation (1), let us define pi(X) as follows:
pi(X) =
[
XTpi(1) X
T
pi(2) . . . X
T
pi(N)
]T
(2)
The vector pi(X) permutes the single objects states in X
according to pi. Define OSPA [8] as follows 4:
dOSPA(X, Xˆ) = min
pi∈ΠN
N∑
i=1
(
Xi − Xˆpi(i)
)T (
Xi − Xˆpi(i)
)
(3)
Let us define OSPA using the stacked notation as follows:
dOSPA(X, Xˆ) = min
pi∈ΠN
(
X− pi
(
Xˆ
))T (
X− pi
(
Xˆ
))
(4)
Let us define MOSPA and the relative MMOSPA as follows
[11] 5 :
MOSPA
(
µ, Xˆ
)
= Eµ
[
dOSPA(X, Xˆ)
]
(5)
XˆMMOSPA = argmin
Xˆ
Eµ
[
dOSPA(X, Xˆ)
]
(6)
Let us define the pth Wasserstein distance [2], [3] between
two probability measures on some space M as:
Wp(ν1, ν2) :=
(
inf
γ∈Γ(ν1,ν2)
∫
M×M
d(x, y)p dγ(x, y)
)1/p
(7)
Γ(ν1, ν2) denotes the set of all joint measures on M × M
with marginal measures ν1 and ν2. For this paper we use the
Euclidean distance for d, p = 2 and M is the space RN×nx .
We are now ready to formulate the main problem of this
letter. It will be shown that the following equation holds, which
connects the MOSPA and the Wasserstein distance:
MOSPA
(
µ, Xˆ
)
= W 22 (µ, ν) (8)
where ν is a discrete measure which depends on Xˆ and it will
be defined later.
Let us define the collection of sets Spi
(
Xˆ
)
6 for all pi ∈ ΠN
as follows:
Spi
(
Xˆ
)
= {X ∈ RN×nx :
(
X− pi
(
Xˆ
))T (
X− pi
(
Xˆ
))
≤
(
X− p˜i
(
Xˆ
))T (
X− p˜i
(
Xˆ
))
, ∀p˜i ∈ ΠN}
(9)
It follows then, that for any two different permutations pi
and p˜i, the set Spi ∩ Sp˜i has Lebesque measure zero, hence
its measure with respect to µ is also zero. Here we assume
without loss of generality that Xˆi 6= Xˆj , ∀i 6= j.
3A permutation pi ∈ ΠN is a bijective mapping from the set {1, 2, . . . , N}
to the set {1, 2, . . . , N}. The value of the mapping for a particular index i
is denoted by pi(i).
4In this letter, we use the definition of OSPA for sets with the same
cardinality.
5The notation Eµ denotes expectation with respect to the measure µ
6Hereafter, we use the short notation Spi for Spi
(
Xˆ
)
.
For a fixed deterministic Xˆ, let us define the discrete random
variable (d.r.v.) Y as follows 7:
Y =
∑
pi∈ΠN
pi
(
Xˆ
)
· ISpi (X) (10)
From equation (10) we conclude that Y takes value pi
(
Xˆ
)
with probability µ(Spi) for all pi ∈ ΠN . Then, the d.r.v. Y
induces the discrete probability measure ν on RN×nx which
is defined as follows:
ν(x) =
∑
pi∈ΠN
µ(Spi) · δ
(
x− pi
(
Xˆ
))
(11)
The measure ν, which depends on Xˆ, will play the role of
measure ν from equation (8).
III. MAIN RESULTS
In this section, we will present the main results of this
letter. We will formulate and prove Theorem 1, which shows
the connection between the Wasserstein distance and the
MOSPA for general measures and then we will prove certain
geometrical properties of the optimal MOSPA.
A. MOSPA meets Wasserstein in the general case
In this subsection, we will formulate and prove the main
theorem of the paper, in which we establish the connection
between the Wasserstein distance and the MOSPA.
Theorem 1. Given a probability measure µ defined on
R
N×nx
, a vector Xˆ ∈ RN×nx and a probability measure
ν defined in equation (11), the following holds:
Eµ
[
dOSPA(X, Xˆ)
]
= W 22 (µ, ν) (12)
Proof: We first show that
Eµ
[
(X−Y)
T
(X−Y)
]
= Eµ
[
dOSPA(X, Xˆ)
]
(13)
with Y defined in equation (10).
Eµ
[
(X−Y)
T
(X−Y)
]
=
∫
RN×nx
(X−Y)
T
(X−Y) dµ
=
∑
pi∈ΠN
∫
Spi
(X−Y)T (X−Y) dµ
a
=
∑
pi∈ΠN
∫
Spi
(
X−
∑
pi∈ΠN
pi
(
Xˆ
)
· ISpi (X)
)T
(
X−
∑
pi∈ΠN
pi
(
Xˆ
)
· ISpi (X)
)
dµ
b
=
∑
pi∈ΠN
∫
Spi
(
X− pi
(
Xˆ
))T (
X− pi
(
Xˆ
))
dµ
c
= Eµ
[
dOSPA(X, Xˆ)
]
7 The symbol IS denotes the indicator function of the set S, i.e. IS (x) = 1
if x ∈ S and zero otherwise.
3The equalities (a) and (b) follow from the definition of
Y in equation (10) and the equality (c) follows from the
definition of Spi in equation (9) and the definition of OSPA in
equation (4). Next we show that
W 22 (µ, ν) ≤ Eµ
[
(X−Y)
T
(X−Y)
]
(14)
Equation (10) defines the probability measure ν and moreover
defines a joint measure γ ∈ Γ(µ, ν). Hence, from the definition
of the Wasserstein distance in equation (7), equation (14)
immediately follows. We show the reverse inequality next that
W 22 (µ, ν) ≥ Eµ
[
(X−Y)
T
(X−Y)
]
(15)
Choose an arbitrary joint probability measure γ ∈ Γ(µ, ν).
From γ we can define the conditional probability measure γν|µ
with respect to the measure µ. It follows then, that γν|µ is a
discrete probability measure with the same support as ν. We
can write the following:
Eγ
[
(X−Y)T (X−Y)
]
=
∫
RN×nx×RN×nx
(X−Y)T (X−Y) dγ
=
∫
RN×nx
∫
RN×nx
(X−Y)
T
(X−Y) dγν|µdµ
=
∑
pi∈ΠN
∫
Spi
∫
RN×nx
(X−Y)T (X−Y) dγν|µdµ
a
≥
∑
pi∈ΠN
∫
Spi
∫
RN×nx
(
X− pi
(
Xˆ
))T (
X− pi
(
Xˆ
))
dγν|µdµ
b
=
∑
pi∈ΠN
∫
Spi
(
X− pi
(
Xˆ
))T (
X− pi
(
Xˆ
)) ∫
RN×nx
dγν|µdµ
=
∑
pi∈ΠN
∫
Spi
(
X− pi
(
Xˆ
))T (
X− pi
(
Xˆ
))
dµ
c
= Eµ
[
dOSPA(X, Xˆ)
]
(16)
The inequality (a) follows from the definition of Spi in
equation (9), equality (b) follows from the fact that pi
(
Xˆ
)
is a
deterministic vector for X ∈ Spi, which does not depend on the
conditional probability measure γν|µ. The equality (c) follows
from the definition of Spi in equation (9) and the definition of
OSPA in equation (4). From equation (16), we conclude that
Eγ
[
(X−Y)
T
(X−Y)
]
≥ Eµ
[
dOSPA(X, Xˆ)
]
(17)
Taking the infimum over all γ ∈ Γ(µ, ν), equation (15)
follows. Hence, from equation (14) and equation (15), equation
(12) follows.
B. Geometry of the optimal MMOSPA
In this subsection, we will prove that the geometry of the
optimal partition from Theorem 1 satisfies certain geometric
properties. It was shown in Theorem (1), that:
Eµ
[
dOSPA(X, Xˆ)
]
= W 22 (µ, ν) (18)
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Fig. 1. Voronoi diagrams for the two targets case. The circles represent the
two unlabeled target state estimates.
with the measure ν being a discrete probability measure,
which takes values pi
(
Xˆ
)
with probability µ (Spi). Theorem
2 from [16] shows that, the optimal partition of the space
RN×nx which achieves W 22 (µ, ν) exists, it is unique and it
is given by the additive weighted Voronoi regions defined as
follows:
Ci (P ,Ω) = {X ∈ R
N×nx : (X− pi)
T
(X− pi) + ωi ≤
(X− pj)
T
(X− pj) + ωj,
∀j ∈ {1, 2, . . . , N !}}
(19)
where P = {p1, . . . , pN !} ⊆ RN×nx is a set of centroids and
Ω = {ω1, . . . , ωN !} ⊆ R is a set of real numbers.
Proposition 1. pi
(
Xˆ
)
are the centroids of the additive
weighted Voronoi regions Ci (P ,Ω), with ωi = ωj, ∀i 6= j.
Proof: For a given Xˆ, it follows from Theorem 2 in [16],
that Ci (P ,Ω) are optimal sets. Moreover from the proof of
Theorem 1, it follows that the sets Spi are optimal. Then it
can be seen that the sets Spi are the same as the sets Ci (P ,Ω)
with ωi = ωj , ∀i 6= j.
Interestingly, the results above are a dual of the results
from [11] with respect to the labeling of the target states
versus target states estimates. In [11], the MMOSPA estimates
were fixed while µ was folded. In this letter, the measure
µ remains fixed while the MMOSPA estimates define the
probability measure ν, which depends on the permutations
of the MMOSPA estimates themselves and on the Voronoi
diagrams from Proposition 1.
Figure 1 shows an example of the Voronoi diagram for
MMOSPA estimates. In this case N = 2 and nx = 1,
i.e. there are two one-dimensional targets. Moreover, let the
sequence of target state estimates be the set {−4, 3}. Then,
for a realization of the vector X above the solid line in
Figure 1, the target states estimates are represented by the
vector [−4 3], while for a realization of the vector X below
the solid line, the target states estimates are represented by
the vector [3 − 4]. The dotted lines show examples of
additive Voronoi diagrams with different weights. For the case
4with three one-dimensional targets, there will be six different
possible target approximations and six regions separated by
hyperplanes in the three dimensional Euclidean space.
Remark 1. The results in [16] and in general in transporta-
tion theory [2] hold for general distances than Euclidean
and the geometrical properties from Proposition 1 remain still
valid.
For example, in the case of a more general distance GOSPA
(General OSPA)8:
dGOSPA
(
X, Xˆ
)
=
(
X− pi
(
Xˆ
))T
Q
(
X− pi
(
Xˆ
))
(20)
where Q is a positive definite matrix, the additively weigthed
Voronoi diagrams are no longer symmetric (i.e. ωi 6= ωj)9.
Lastly, if more general distances are used [16], the Voronoi
diagrams will be separated by more general manifolds than
hyperplanes [2].
IV. CONCLUSION
The main result of this letter establishes the equivalence
between the MOSPA measure, which is a concept widely
used in target tracking community, and Wasserstein distance
between one continuous measure and one discrete measure.
This finding allowed us to draw a connection with a recent
result in computational geometry [16], which showed that
additively weigthed Voronoi diagrams can optimally solve
some cases of the Monge-Kantorovich transportation problem,
with one measure being discrete. More specifically, we were
able to show that MMOSPA estimates are exactly equal
to the centroid of these Voronoi diagrams for a particular
choice of the weights. Revealing geometrical structures for
the MMOSPA estimates advances our understanding of the
MOSPA estimation problem drawing upon different scientific
fields. In the future we are planning to extend the current
results, if possible, to the more general case of MOSPA
measure defined for sets with different cardinalities.
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