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Abstract
In this paper, we propose a new Robust Nonlinear Quadratic Gaussian (RNQG) controller based on State-Dependent Riccati
Equation (SDRE) scheme for continuous-time nonlinear systems. Existing controllers do not account for combined noise and
disturbance acting on the system. The proposed controller is based on a Lyapunov function and a cost function includes
states, inputs, outputs, disturbance, and the noise acting on the system. We express the RNQG control law in the form of a
traditional Riccati equation.
Real time applications of the controller places high computational burden on system implementation. This is mainly due to
the nonlinear and complex form of the cost function. In order to solve this problem, this cost function is approximated by a
weighted polynomial. The weights are found by using a least squares technique and a neural network. The approximate cost
function is incorporated into the controller by employing a method based on Bellman’s principle of optimality.
Finally, an inertially stabilized inverted pendulum example is used to verify the utility of proposed control approach.
Key words: Robust control; Gaussian; State Dependent Riccati Equation; least squares techniques; Neural Network.
1 Introduction
Most systems are nonlinear in nature and subject to dis-
turbances and noise. To control these systems, one needs
a robust controller to deal with these undesired factors.
In this paper, we focus on robust optimal controllers for
nonlinear systems that are subject to disturbances, mea-
surement and process noise. The main challenge of reg-
ulating this type of systems is accounting for noise and
disturbance simultaneously in the control system design.
In addition, on-line implementation of the resulting con-
trollers can be too computationally intensive. For this
purpose, we present a Neural Network (NN) approxima-
tion to render real time implementable controller.
In a recent article, Gabriel et al. [9] presented a robust
optimal controller for linear systems subject to distur-
bances. They, however, did not include the effect of noise
in their analysis. Van Parys et al. [22] also investigated
a robust control of constrained stochastic linear systems
in the presence of disturbances. A development of robust
optimal controller over a linear system with adjustable
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uncertainty sets was conducted in [27]. Terra et al. [21]
proposed an optimal robust recursive regulator for linear
discrete-time systems that are subject to parametric un-
certainties. In all these studies, underlying systems were
linear and only the disturbance effect was considered.
As far as nonlinear systems are concerned, several robust
optimal control strategies were developed. Hu et al. [12]
presented a robustH∞ output-feedback control strategy
for the path following of autonomous ground vehicles
in the presence of parameter uncertainties and external
disturbances. Yang and He [24] proposed an Adaptive
Dynamic Programming (ADP)-based self-learning ro-
bust optimal control scheme for input-affine continuous-
time nonlinear systems with mismatched disturbances.
They showed that to solve a Hamilton-Jacobi-Bellman-
Isaacs (HJBI) equation, they needed a NN approxima-
tor. Satici et al. [18] designed a robust L1-optimal con-
trol of a quadrotor unmanned aerial vehicle (UAV). Also,
Zhang et al. [26] studied a robust controller for uncertain
nonlinear systems using ADP. They presented an event-
based ADP algorithm by designing the NN weight up-
dating laws. Wang et al. [23] presented a novel H2−H∞
State-Dependent Riccati Equation (SDRE) control ap-
proach. They demonstrated the efficiency of control de-
sign framework for continuous-time nonlinear systems.
All these studies deal with nonlinear underlying systems.
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They do consider effects of disturbances and uncertain-
ties. But, the noise was not taken as a factor in their
control system development.
Also, this type of controller were implemented on both
linear and nonlinear systems subjected to the noise. Bian
and Jiang [1] studied a robust optimal control on linear
stochastic systems with input-dependent noise. Ma et al.
[16] investigated a class of nonlinear systems with exter-
nal noises. They presented a NN-based adaptive robust
controller to eliminate the effect of the external noises.
Telen et al. [20] proposed an approximate robust optimal
controller for nonlinear systems subjected to the process
noise. They showed that their technique outperformed
the unscented Kalman filter like techniques.
Most of the previous work considered systems subject
to disturbances or noise separately. To the best of our
knowledge, there is no previous study considered the
combined effect of the disturbance and noise together in
optimal robust control of a nonlinear system. Here, we
propose a control law that can be applied to systems with
noise and disturbance combined. Our proposed control
law is based on nonlinear SDRE method. A general Lya-
panov function based on system dynamics, inputs, out-
puts, disturbances, and noise is defined. Then, we derive
a general Riccati equation to obtain a robust optimal
feedback control law. Next, this general Riccati equation
is simplified to obtain anH2−H∞ controller. Yet, imple-
menting the conventional SDRE and our proposed con-
troller in real-time applications requires high computa-
tional load [5]. It becomes almost impossible for nonlin-
ear systems subject to noise and disturbances. For this
reason, we use the HJBI equation and NN weighted up-
dating framework to define an approximate solution. In
this way, it would be possible to use the proposed control
scheme in real time. Our proposed control method can be
used in different applications such as robotics, quadro-
tor UAVs, mobile vehicles, and leader-follower systems.
We apply the proposed controller to upright stabiliza-
tion of a fly-wheeled inverted pendulum. This is a rele-
vant example, because previous studies dealing with fly-
wheel actuated inverted pendulum systems did not in-
clude the effect of the external disturbances and sensor
noise [13,2,14,17]. We consider the effect of both external
disturbance and sensor noise on the system and demon-
strate the efficiency of the proposed controllers.
This paper is organized in the following manner. First,
In section 2, we present the controller design. In section
3, a mathematical model of the inverted pendulum is
presented. Finally, section 4 presents the simulation re-
sults.
2 Control Design
Developing the SDRE based controller for a nonlinear
system includes the following steps [3]:
(1) Define a cost function.
(2) Express the dynamics in state-dependent coefficient
form.
(3) Solve the resulting Riccati equation.
(4) Obtain the controller by using the traditional
closed-loop feedback formula, with all the coeffi-
cients depending on the states instead of time.
These steps for the control approach is presented in the
next section. The procedure results in a Robust Nonlin-
ear Quadratic Gaussian (RNQG) controller. This con-
trol law is based on a standard form of Riccati equation
and does not increase the computational complexity of
the problem.
2.1 Robust Nonlinear Quadratic Gaussian
In this paper, we focus on controlling the following non-
linear system:
˙¯x = f(x¯) +B(x¯) u¯+ F (x¯) w¯ + v¯ (1)
y¯ = C(x¯) x¯+D(x¯) u¯+G(x¯) w¯ + ¯ (2)
where x¯ ∈ Rn×1, u¯ ∈ Rm×1, y¯ ∈ Rr×1, w¯ ∈ Rq×1,
v¯ ∈ Rn×1, and ¯ ∈ Rr×1 are the state of the system, the
input applied to system, the output, the external distur-
bance acting on the system, the process noise, and the
measurement noise vectors, respectively. The notation
Rn×1 indicates that the matrix R is a n× 1 matrix.
Based on extended linearization [8], and under the
assumption f(0¯) = 0¯, a continuous nonlinear matrix-
valued function A(x¯) always exists such that:
f(x¯) = A(x¯) x¯ (3)
So we can rewrite the system dynamics as follows:
˙¯x = A(x¯) x¯+B(x¯) u¯+ F (x¯) w¯ + v¯ (4)
y¯ = C(x¯) x¯+D(x¯) u¯+G(x¯) w¯ + ¯ (5)
where An×n, Bn×m, Cr×n, Dr×m, Fn×q, and Gr×q are
the known state dependent coefficient matrices. We
should note that in Eq. (4), the vector v¯ is a stochastic
process called process noise. Its mathematical charac-
terization is:
E(v¯) = 0 (6)
where the function E(.) is the expected value [19], and:
E(v¯(t)v¯T (t+ τ)) = Lv(τ) (7)
2
where the matrix Ln×1 is called the intensity matrix of
the process noise with the property LLT > 0 and v(τ)
is a Dirac delta function [19]. Also, in Eq. (5), the vector
¯ is a measurement noise, which can be the noises from
sensor’s extracted data. It is assumed that:
E(¯(t)) = 0; E(¯(t)¯T (t+ τ)) = Hv(τ) (8)
where the matrix Hr×1 is called the intensity matrix of
the measurement noise with the property H,HT > 0.
It is also assumed that process and measurement noise
vectors are uncorrelated [19];
E(v¯(t)¯T (t+ τ)) = E(¯(t)v¯T (t+ τ)) = 0 (9)
Consider a Lyapunov function given by:
V = x¯TP (x¯) x¯ ≥ 0 (10)
where P (x¯)n×n is a positive definite matrix. The corre-
sponding cost function J for this case can be written as:
J = V (tf ) +
∫ tf
0
(
x¯TQ(x¯) x¯+ u¯TR(x¯) u¯+ y¯TS(x¯)y¯
)
dt
+ γ21
∫ tf
0
w¯T w¯ dt+ γ22
∫ tf
0
vT v dt (11)
where Qn×n, Rm×m, and Sr×r are symmetric positive
definite matrices and γ1, γ2 are real numbers. The deriva-
tive of cost function can be written as:
J˙ = V˙ + x¯TQ(x¯) x¯+ u¯TR(x¯) u¯+ y¯TS(x¯)y¯
+ γ21 w¯
T w¯ + γ22 v
T v ≤ 0 (12)
Our goal is to provide optimality conditions for the de-
termination of a set of state feedback gains Km×n such
that:
u¯ = K(x¯) x¯ (13)
and the closed-loop system is stable and a desired cost
function (Eq. (12)) is minimized. To find the optimal
gains (Ko), we need to identify the components of the
matrix P in the Lyapunov function. By substituting the
Lyapunov function, the system model, output, and con-
trol input equations in J˙ , Eq. (12) yields:
x¯TP ˙¯x+ ˙¯xTP x¯+ x¯T P˙ x¯+ x¯TQ x¯+ u¯TR u¯+ y¯TS y¯
+ γ21 w¯
T w¯ + γ22 v
T v ≤ 0 (14)
⇒ x¯TP [A x¯+B u¯+ F w¯ + Lv]
+ [A x¯+B u¯+ F w¯ + Lv]T P x¯
+ x¯T P˙ x¯+ x¯TQ x¯+ x¯TKTRK x¯
+ [C x¯+DK x¯+Gw¯ +H v]TS
[C x¯+DK x¯+Gw¯ +H v]
+ γ21 w¯
T w¯ + γ22 v
T v ≤ 0 (15)
Equation (15) can be equivalently rewritten in matrix
form as:
ξ¯TM ξ¯ ≤ 0→
[
x¯ w¯ v
]
M1 M2 M3
MT2 M4 M5
MT3 M
T
5 M6


x¯
w¯
v
 ≤ 0 (16)
M1 = P [A+BK] + [A+BK]
T P + P˙ +Q
+KT RK + [C +DK]TS [C +DK]
M2 = P F + [C +DK]
TS G
M3 = P L+ [C +DK]
TS H
M4 = G
TS G+ γ21 I6; M5 = G
TS H
M6 = H
TS H + γ22 I1
where Ii is the i-dimension identity matrix. We
should note that the dimensions of the matrices
M ,M1,M2,M3,M4,M5 and M6 are (n+ q + 1)× (n+
q + 1), n × n, n × q, n × 1, q × q, q × 1, and 1 × 1,
respectively.
Definition. In linear algebra, the Schur complement
[25] of a symmetric matrix (N) is defined as:
N =
[
N1 N2
NT2 N3
]
(17)
where N1, N2, and N3 are respectively n×n, n×m, and
m×m matrices, and N3 is invertible.
In addition, the Schur complement of the block N3 of
the matrix N is the n× n matrix defined by:
N/N3 := N1 −N2N−13 NT2 (18)
Then, N is negative definite if and only if N and N/N3
are both negative definite. We use this definition for the
matrix M and the matrix blocks N1, N2, and N3 are
extracted from Eq. (16) as:
N1 =
[
M1 M2
MT2 M4
]
; N2 =
[
M3
M5
]
; N3 = M6 (19)
Thus the Schur complement Z = N/N3 becomes:
Z = N1 −N2N−13 NT2 =
[
Z1 Z2
ZT2 Z3
]
(20)
Z1 = M1 −M3M−16 MT3
Z2 = M2 −M3M−16 MT5
Z3 = M4 −M5M−16 MT5 (21)
noting that the matrix Z(n+q)×(n+q) is symmetric. By
applying the Schur complement results on matrix Z
3
again, we have the following n× n matrix inequality:
M1 −M3M−16 MT3 − [M2 −M3M−16 MT5 ]
[M4 −M5M−16 MT5 ]−1[M2 −M3M−16 MT5 ]T ≤ 0 (22)
By substituting Eq. (16) in to (22), we equivalently have:
[P [A+BK] + [A+BK]T P +Q+KT RK+
[C +DK]TS [C +DK]]−
[[P L+ [C +DK]TS H][HTS H + γ22 I1]
−1
[P L+ [C +DK]TS H]T ]− [[P F + [C +DK]TS G]−
[P L+ [C +DK]TS H][HTS H + γ22 I1]
−1HTS G]
[[GTS G+ γ21 I6]−GTS H[HTS H + γ22 I1]−1HTS G]−1
[[P F + [C +DK]TS G]− [P L+ [C +DK]TS H]
[HTS H + γ22 I1]
−1HTS G]T ≤ −P˙ (23)
In order to guarantee stability, the Lyapunov function
must be decreasing (V˙ ≤ 0), which results in 0 ≤ −P˙ .
Thus, the left hand side of the inequality Eq. (23) be-
comes equal to zero. By grouping the different terms of
K in Eq. (23), we have:
Γ1+Γ2K +K
TΓT2 +K
TΓ3K = 0 (24)
Γ1 =P A+A
TP +Q+ CTS C−
(P L+ CTS H)M−16 (P L+ C
TS H)T−
[(P L+ CTS H)M−16 H
TS G− (PF + CTS G)]Γ4
[(P L+ CTS H)TM−16 H
TS G− (PF + CTS G)]T
Γ2 =P B + C
TS D − (P L+ CTS H)M−16 HTS D−
[(P L+ CTS H)M−16 H
TS G− (PF + CTS G)]
Γ4G
T [Ir − S HM−16 HT ]S D
Γ3 =R+D
TS D −DTS HM−16 HTS D −DTS[GΓ4GT−
GΓ4G
TS HM−16 H
T −HM−16 HTS GΓ4GTS+
HM−16 H
TS GΓ4G
TS HM−16 H
T ]S D
Γ4 =[[G
TS G+ γ21 I6]−GTS H[HTS H + γ22 I1]−1HTS G]−1
By completing the square [15] in gain K and use the
optimal gain Ko, we have:
Γ1 + (K −Ko)TΓ3(K −Ko)−KTo Γ3Ko = 0 (25)
We should note that the matrices Γ3 and Γ
−1
3 are sym-
metric, so by comparing Eqs. (24) and (25), the optimal
feedback gain should be:
Ko = −Γ−13 ΓT2 (26)
We substituteK = Ko in Eq. (25), then the matrixP can
be calculated by the solution of the following equation:
Γ1−KTo Γ3Ko = Γ1 − Γ2Γ−13 ΓT2 = P A+ATP +Q+
CTS C − (P L+ CTS H)M−16 (P L+ CTS H)T−
[(P L+ CTS H)M−16 H
TS G− (PF + CTS G)]Γ4
[(P L+ CTS H)TM−16 H
TS G− (PF + CTS G)]T−
(P B + CTS D − (P L+ CTS H)M−16 HTS D−
[(P L+ CTS H)M−16 H
TS G− (PF + CTS G)]
Γ4G
T [Ir − S HM−16 HT ]S D)(R+DTS D−
DTS HM−16 H
TS D −DTS[GΓ4GT−
GΓ4G
TS HM−16 H
T −HM−16 HTS GΓ4GTS+
HM−16 H
TS GΓ4G
TS HM−16 H
T ]S D)−1
(P B + CTS D − (P L+ CTS H)M−16 HTS D−
[(P L+ CTS H)M−16 H
TS G− (PF + CTS G)]
Γ4G
T [Ir − S HM−16 HT ]S D)T = 0 (27)
Although this generalized Riccati equation seems quite
complicated, we need to rewrite the entire equation in
the form of conventional Riccati equation. This alge-
braic transformation helps to use the standard Riccati
solver and find the optimal gain from Eq. (26). Follow-
ing notations are defined to obtain the standard Riccati
equation.
λ1 = (Γ4G
T [Ir − S HM−16 HT ]S D)
λ2 = Γ
−1
3
λ3 = [LM
−1
6 H
TS G− F ]
λ4 = [C
TS HM−16 H
TS G− CTS G]
λ5 = C
TS D − CTS HM−16 HTD
λ6 = B − LM−16 HTS D
Λ1 = −LM−16 HTS C + λ3 Γ4 λT4 −
[λ6 − λ3 λ1]λ2[λ5 − λ4 λ1]T
Λ2 = Q+ C
TS C − CTS HM−16 HTS C + λ4 Γ4λT4 −
[λ5 − λ4 λ1]λ2[λ5 − λ4 λ1]T
Λ3 = LM
−1
6 L
T + λ3 Γ4λ
T
3 − [λ6 − λ3 λ1]λ2[λ6 − λ3λ1]T
(28)
Then the conventional form of generalized Riccati equa-
tion can be presented as follows:
P (A+ Λ1) + (A+ Λ1)
TP + Λ2 + P Λ3 P
T = 0 (29)
If we do not have the noise on the system, that is, L =
H = 0, and only H∞ performance criterion exists, then
the general controller can be converted to H2−H∞ con-
trol [23]. The optimal feedback gain can be found as fol-
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lows:
E1 =[G
TS G+ γ21 I6]
−1
Ko =− [R−DTS GE1GTD +DTS D]−1
[P B + CTS D − (PF + CTS G)E1GTS D]T
(30)
In addition, the solution of conventional SDRE control
can be regulate as follows. The simplest system model
and its cost function used in the solution of the bench-
mark problem is:
˙¯x = A(x¯) x¯+B(x¯) u¯ (31)
J =
∫ tf
0
[x¯TQ(x¯) x¯+ u¯TR(x¯) u¯]dt (32)
The solution of the optimal control to minimize the cost
function is obtained by solving the following Riccati
equation:
AT (x¯)P (x¯) + P (x¯)A(x¯)−
P (x¯)B(x¯)R−1(x¯)BT (x¯)P (x¯) +Q(x¯) = 0 (33)
The resulting Riccati equation solution is a function of
the states. The optimal feedback controller is:
u¯ = −R−1(x¯)BT (x¯)P (x¯) x¯ (34)
The SDRE controller, by its construction, ensures that
there is a near optimal solution for the system [4].
In implementing SDRE approach, the most desirable op-
tion is to solve Eq. (33) in a closed form. This may be
possible for some systems having special forms. In gen-
eral, however, an analytical solution cannot be obtained.
In that case, the second option is to obtain numerical
solution of the problem in real time. The time increment
of the discretized solutions of Eqs. (33) and (34) can be
automatically set by a simple Euler or the Runge-Kutta
routine.
In general, real time implementation of the SDRE is
computationally taxing [6]. This is particularity true for
high order systems. Thus, we propose an approximation
method that can highly speed up the real time compu-
tational, which is presented in next subsection.
2.2 The Approximation Method
We seek an approximation u˜(x¯) to the SDRE controller
such that it is also a solution of the HJBI equation [7].
For this purpose, a positive definite cost function V (x¯)
is required such that it satisfies the following equation:
min
u
{
uT
R(x¯)
2
u+ OV T (x¯) ˙¯x
}
+ Q˜(x¯) = 0 (35)
where OV is the partial derivative of function V with
respect to x¯. We should note that Q˜(x¯) is a positive
definite, which may be differ fromQ(x¯) in Eq. (32). Here,
we consider two sets of equations of motion for SDRE
and RNQG control systems given by:
˙¯x = f(x¯) +B(x¯)u (36)
˙¯x = f(x¯) +B(x¯)u+ F (x¯) w¯ + v¯ (37)
The minimization in Eq. (35) can be readily obtained by:
u˜(x¯) = −R−1(x¯)g(x¯)OV (x¯) (38)
which when substituted into the HJBI equation to yield:
Q˜(x¯)−OV T (x¯)g(x¯)R
−1(x¯)
2
gT (x¯)OV +OV T (x¯)f(x¯) = 0
(39)
We should note that, one can find the approximation of
SDRE and RNQG by substituting ˙¯x with coresspond-
ing terms in Eqs. (36) and (37), respectively. The func-
tion Q˜(x¯) is considered as an unknown and the function
R(x¯) is taken as known. In general, there does not exist
a function V (x¯) such that SDRE controller (Eq. (34)) is
expressible as Eq. (38). Ideally the approximation prob-
lem should be combined with the calculation of V (x¯)
and Q˜(x¯) in a single step in Eq. (39). This however leads
to a difficult problem. A necessary condition that u˜(x¯)
should satisfy is that it should be expressible in the form
of Eq. (38). In this paper, the approach is to find a poly-
nomial function V0(x¯), which when substituted for V (x¯)
in Eq. (38), the result gives a controller u˜(x¯), which is the
approximation of controllers in the least square sense.
The approximation in the least squares sense is chosen
in the interest of simplicity and tractability. The coef-
ficients in the polynomial function V0(x¯) is determined
by following a learning process, which will be explained
next. To explain the idea of approximation method, the
system in Eq. (36) is represented in the discrete form and
an algorithm is proposed. Let consider the dynamics of
a system in the discrete form as:
x¯k+1 = f(x¯k) + g(x¯k)uk (40)
where k is the discrete time variables. The cost function
in the discrete time form and its recurrence equations
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can be written as:
J = Θ(x¯N ) +
N−1∑
k=0
Θ(x¯k) (41)
J = JN (x¯N ) +
N−1∑
k=0
Jk(x¯k) (42)
where
JN (x¯N ) = Θ(x¯N ), (43)
Jk(x¯k) = Θ(x¯k) + Jk+1(x¯k+1) (44)
where N denotes the final time. The objective is to ap-
proximate the function Jk(x¯k) as a polynomial of the
states. A neural network (NN) as an approximator is
trained for this purpose. Moreover, with the function ap-
proximation, the cost function for the network can be
written as:
Jk(x¯k) ∼= WTk Υ(x¯k) (45)
where Wk is the unknown optimal weights of the net-
work at time step and Υ is the basis function of states.
The training process for weights Wk, is presented in Al-
gorithm 1. Once the algorithm converges, the cost func-
tion is approximated by WTk Υ(x¯k) in a closed form.
Algorithm 1
1: k ← N
2: WTN+1 = 0¯
3: loop:
4: Select random η different states, x¯
(j)
k , j ∈{1, 2, · · · , η} for η  1
5: Train network weights for Wk such that
WTk Υ(x¯
(j)
k ) = Θ(x¯
(j)
k ) +W
T
k+1 Υ(f(x¯
(j)
k )) (46)
6: k ← k − 1
7: go to loop.
One may use the method of least squares to find the un-
known weights as coefficients of the selected polynomial
in the training process [11]. For this purpose, η random
states should be selected to apply in the least squares
method. Using Eq. (46) yields:
WTΥ(x[1]) = ν(x[1])
...
WTΥ(x[η]) = ν(x[η])
(47)
where ν(x[j]) = Θ(x¯(j)) + WT Υ(f(x¯(j))). If we de-
fine Υ ≡ [Υ(x[1]),Υ(x[2]), · · · ,Υ(x[η])] and ν ≡
[ν(x[1]), ν(x[2]), · · · , ν(x[η])] and using the method of
least squares, the solution of Eq. (47) is:
W = (ΥΥT )−1ΥνT (48)
Once the neural network controller trained through Al-
gorithm 1, it can be utilized for real time optimal control
of the system. The controller can be implemented in real
time by substituting x¯k at each time step into Eq. (35)
to calculate u˜ and applying it to the system. The con-
vergence and the stability of Algorithm 1 can be found
in [10].
3 application to a nonlinear system
3.1 System Description
The inverted pendulum considered here is presented in
Fig. 1. As shown, the pivot point of the pendulum is at
point A. The joint at A is free to rotate and is not actu-
ated. A flywheel is attached to the tip of the pendulum.
The flywheel is driven by a brushless DC motor attached
at point B. The control objective is to stabilize the in-
verted pendulum at its vertical position by using iner-
tial actuation generated by the flywheel. Typically IMU
sensors are used to measure the angular position (θ) of
the pendulum. Such sensors are often prone to measure-
ment noise.
ܻ
ܺ
ଵܺ
ଵܻ
߶
ߠ
ܮ
B
A
Fig. 1. Schematics of the inverted pendulum with the refer-
ence frames.
The mass of the pendulum is Mp and Mw is the pendu-
lum mass. The parameters Le and LG are the lengths of
the elbow and the distance between the rotation center
and the center of gravity of the pendulum, respectively.
Figure 1 depicts the reference frame XY, and the body
frameX1Y1, placed at the centers of rotation and the fly-
wheel, respectively. The state variables of the system are
{θ, φ}, where θ is pendulum angle and φ is the rotation
angle of the flywheel in the counter-clockwise direction.
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3.2 Equations of the motion
The equations of motion are derived using Lagrange’s
method (49). The equations of motion can be obtained
by substituting the total kinetic (Ttotal) and potential
(Vtotal) energies of the system into the Lagrangian (L)
equation.
L = Ttotal − Vtotal; ∂
∂t
[
∂L
∂q˙i
]− ∂L
∂qi
= Qi (49)
where qi and Qi are the i
th generalized coordinate and
generalized force, respectively. Total kinetic and poten-
tial energy expressions of the system can be written as:
Ttotal =
1
2
(MpL
2
G +MwL
2
e + Ip + Iw)θ˙
2 + Iw θ˙φ˙+
1
2
Iwφ˙
2
(50)
Vtotal = (MpLG +MwLe)g cos θ (51)
where Ip is the moment of inertia of the pendulum and Iw
is the moment of the inertia of flywheel. The equations
of the motion of the system are given by:
(MpL
2
G+MwL
2
e + Ip + Iw)θ¨ + Iwφ¨
− (MpLG +MwLe)g sin θ = 0 (52)
Iw(θ¨+φ¨) = Tw (53)
where Tw is the flywheel drive torque as the input to the
system. In the next step, to control the flywheel at the
desired speed, the mathematical model of the motor’s
physical behavior is included in the system as follows:
V = Lm
di
dt
+Rmi+Keωm; Tw = NgKti (54)
where V is the motor voltage and i is the armature
current. Lm and Rm are the armature coil inductance
and resistance, respectively. The motor back electro-
magnetic force is given bu Ke and ωm is the angular ve-
locity of the motor. The gear ratio and the motor torque
constant are given by Ng and Kt, respectively. Using
the relationship between the motor and the flywheel, we
can calculate the required motor voltage in terms of the
flywheel angular velocity.
The state-space vector is defined as x¯ = {θ, φ, θ˙, φ˙} and
the equations of motion is represented in the state-space
form as:
˙¯x = F¯ (x¯) + G¯ u (55)
x˙1
x˙2
x˙3
x˙4
 =

x3
x4
CT
It
sinx1
−CTIt sinx1
+

0
0
− 1IT
(IT+Iw)
IwIT
Tw (56)
CT = (MpLG +MwLe)g; IT = MpL
2
G +MwL
2
e + Ip
4 Simulation results
To test the performance and illustrate the efficiency
of the proposed controllers, two simulation examples
are carried out using Wolfram Mathematica. First, a
comparative simulation among controllers, the SDRE,
SDRE approximation, H2 − H∞, RNQG, and RNQG
approximation methods is presented where the system
is considered as an ideal one. In the second example, the
performance of the controllers are examined in the pres-
ence of disturbance and noise. The system parameters
used in the simulations are presented in Table 1. The
comparisons between controllers are shown in Figs. 2-4.
Also, we should note that the sampling time of the sim-
ulation is ∆t = 0.01 s. We used a controller sampling
time of ∆t = 0.01 s during our simulations.
Table 1
The details of the system’s parameters.
parameter value parameter value
Mp 0.6 Kg Le 14 cm
Mw 0.31 Kg Ip 0.0023 Kg/m
3
LG 10 cm Iw 0.001 Kg/m
3
4.1 Ideal System
In the first simulation (Case 1), we consider an ideal sys-
tem (52) and (53) with the following parameter matrices
and initial conditions:
Q =

1 + θ2 0 0 0
0 1 + φ2 0 0
0 0 1 + θ˙2 0
0 0 0 1 + φ˙2
 ; R = I1;
S = I4; x¯0 = {20◦, 0◦, 0.01 rad/s, 0 rad/s} (57)
As can be seen, all controllers are stable and they con-
verge to the desired values. It can be observed that
the pendulum stabilizes in the vertically upright posi-
tion quickly and smoothly after a minor overshoot. In
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Fig. 2. Simulation results of system performances in the ideal
condition.
addition, from the analysis of the simulation results,
the responses of the control schemes and approximation
method are similar as we expected. Note that the track-
ing error can be remarkably reduced by selecting larger
magnitudes for the components of the two matrices Q
and R in all control schemes. This also leads to faster
convergence speed. In addition, as one can see, the per-
formance of the proposed RNQG is much better than
that other controllers.
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Fig. 3. Simulation results of system performances in the pres-
ence of disturbance and noises.
4.2 System subjected to disturbance and noise
An external disturbance and zero mean white noise are
introduced in these simulation runs. Where the external
disturbance is applied after 10 seconds, and the noise is
added to states as follows
x¯ = x¯+ v (58)
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Fig. 4. Simulation results of system performances in the pres-
ence noises with magnitude 0.4 white noise .
where
v ∼ N(0, q2) (59)
We have selected two values 0.04 (Case 2) and 0.4 (Case
3) unit for q. The difference between RNQG and other
controllers is more noticeable in this case (see Figs. 3 and
4). As one can see, the RNQG outperforms the other con-
trollers in presence of noise. The SDRE controller regu-
lates φ˙ smoothly and does not exhibit significant over-
shoot unlike the RNQG scheme. When, we increased the
magnitude of the noise, the performance of the proposed
controller was shown better results such as convergence
speed and eliminating the noise (see Fig. 4). In this case,
we only compared the SDRE, H2 −H∞, and RNQG to
show the difference in their performances.
Table 2
Performance measurements of the proposed control schemes.
Controller IAE ITAE CEF
Case 1
SDRE 123.03 333.88 0.041
SDRE Approx. 116.99 305.83 0.038
H2 −H∞ 112.01 227.27 0.035
RNQG 110.21 164.08 0.035
RNQG Approx. 108.73 158.82 0.033
Case 2
SDRE 544.94 2673.56 0.088
SDRE Approx. 536.51 2655.02 0.084
H2 −H∞ 501.48 2320.34 0.054
RNQG 411.47 1964.52 0.051
RNQG Approx. 407.83 1899.18 0.049
Case 3
SDRE 252.5 299.44 0.094
H2 −H∞ 237.69 140.59 0.081
RNQG 161.97 93.13 0.066
For more accurate and quantitative comparison of the
proposed controller performances, three performance in-
dicators are considered. These indicator measurements
are: Integral Absolute Error (IAE), Integral Time Abso-
lute Error (ITAE), and Control Energy Factor (CEF).
They indicate the tracking error performance and the
amount of the control effort of the system. These mea-
surements can be calculated as follows:
IAE =
3∑
i=1
∫ tsim
0
∣∣qi − qdi ∣∣ dt (60)
ITAE =
3∑
i=1
∫ tsim
0
t
∣∣qi − qdi ∣∣ dt (61)
CEF =
∫ tsim
0
u2dt (62)
{q1, q2, q3} = {θ, θ˙, φ˙}
where tsim is the total simulation time, q is the state, and
qd is the desired value for each state. Table 2 presents the
performance measurements of the proposed controllers
on the system for three cases. In the ideal system, the
outcome results showed similar behavior and had just
9
10 percent improvement. On the contrary, in the pres-
ence of noise, the improvement in tracking error became
approximately 36 percent.
5 Conclusions
A novel optimal robust nonlinear controller has been in-
vestigated in this study. This control scheme was based
on the SDRE approach. We showed that the generalized
Riccati equation can be cast in the traditional form and
solved with standard solvers. Then, an approximation
method was presented, which was based on least squares
technique and a Neural Network weight updated scheme.
The objective of this approximation method was to facil-
itate real time implementation of the proposed methods.
A flywheel-based inverted pendulum system was used to
validate the control schemes. We also numerically com-
pared the performances of the conventional SDRE, ap-
proximation approach, and H2 − H∞ controller with
the proposed controller. In the simulation, all controllers
were able to stabilize the system. However, the perfor-
mance of the RNQG was superior to the others. The pro-
posed controller outperformed the others because of its
capability in dealing with disturbance and process noise.
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