Temperature measurement and control is critical in chemical processes. For example, amplification performance of polymerase chain reactions is significantly affected by temperature deviations as small as 2℃ 1 . In the ReamerTiemann reaction, thermal runaway and boiling are issues that must be avoid through quick feedback control, which is only possible if instantaneous temperature measurement is available 2 . In other occasions such as quantum dot synthesis, temperature must be controlled during crystallization in order to attain desired photoluminescence peak and full width at half-maximum 3 , which would also require accurate temperature measurement for controlling purposes.
There have been many techniques reported for measuring temperature profiles in microfluidic chips [4] [5] [6] [7] [8] . However, precise temperature measurement at micro-scale is still a difficult task because of the rapid thermal diffusion and short dissipation timescales, or due to complications in micro-fabrication. Of these, a common technique is the resistance temperature detector (RTD), which is a simple solution that requires minimal external equipment. RTDs are relatively easier to fabricate and suitable for steady state temperature monitoring 9 . Response time of RTD is slow due to the heat transfer between the sample fluid and sensor. Moreover, segmented droplets are often smaller than the sensor footprint required for RTD operation, resulting in significant error.
To measure temperature of microfluidic sample in-situ, methods based on fluorescence intensity ratio (FIR) are often used. The quantum yield of some fluorescence dyes such as Rhodamine B is temperature dependent, which allows spatial temperature distribution to be measured with less than 3.5℃ uncertainty [10] [11] . To improve accuracy, fluorescent systems with ultralow temperature coefficient are required 4 . In addition, this method works well with glass-based materials, but is not compatible with porous chip materials such as poly(dimethylsiloxane) (PDMS) because dye particles tend to diffuse into and adsorb to channel walls, creating artificial fluorescent intensities. Driven by the popular use of PDMS for microfluidic chip fabrication and the high spatial resolution of temperature measurements enabled by Rhodamine B, several techniques have been developed to overcome such challenges [12] [13] . Other molecular probes such as Fluorescein has no direct temperature dependence in its fluorescent intensity, but has a temperature dependent pH change which could be used to measure temperature if a pH-temperature sensitive buffer is available for use. As a general temperature probe, (CdSe)ZnS quantum dot is superior since its emission and absorption spectra can be tuned during growth, but synthesis and fabrication into usable form such as coated beads remain costly 14 . The major source of error for all FIR based methods is the non-uniform local probe concentration, and fluctuation in excitation intensity. By employing two different dyes with separate emission spectra and two simultaneously operating cameras, temperature can be related to the ratio between the two emission spectra, unaffected by concentration and source fluctuation [15] [16] . If picosecond photo counting equipment is available, fluorescence life time (FL) can be used to measure temperature instead. This method is not affected by concentration and excitation source, and can attain 3D temperature distribution of ±1℃ accuracy [17] [18] .
Predating the FIR and FL methods, cholesteric liquid crystals (TLC) are used to measure temperature at ±0.1℃ accuracy at the expense of a narrow operating range [1] [2] 19 . Its high accuracy results from drastic hue change within a range of 1~2℃. Despite its high accuracy, the high viscosity and large bead size after necessary encapsulation have limited the use of TLC in microfluidic devices. Other sensing methods exist, such as through observing Brownian motion of particles under micro PIV. Temperature can be correlated to ±3℃ accuracy with this method 20 . Raman spectroscopy can detect temperature based on stretching modes of hydrogen bond, but suffers from a long acquisition time up to 16.5s due to Raman scattering's inherent weak intensity 21 . Temperature can also be measured based on acoustic time of flight 22 ; from changes in refractive index using interferometry 23 ; as well as using nuclear magnetic resonance spectroscopy 24 .
A recent development in microfluidics heating involves the use of microwave [25] [26] . Herein, we present a microwave-based method that can measure individual droplet temperature with accuracy comparable to FIR methods without the need of sample preparation, and requires only a single commercially available device. Previously, we have shown that this device is also capable of selectively heating individual droplets and content sensing in microfluidic chips [27] [28] .
Experimental
The microwave sensor is composed of two planar concentric ring-shaped electrodes. The outer ring connects to a microwave source via a coaxial cable; the inner ring is electromagnetically coupled to the outer ring. The inner ring has a capacitive discontinuity that lies over the fluid channel. By detecting the change in the fluid permittivity, its temperature can be measured 29 . This permittivity change is represented by the sensor's change in its resonance frequency. Based on the transmission line theory, the sensor can be treated as a load with complex impedance and temperature can be correlated to the reflective coefficient or single port scattering parameter (ܵ ଵଵ ) of the sensor, which is defined as the ratio between the incident and reflected voltage. A spectral measurement of the scattering parameter allows the extraction of the resonance frequency and quality factor, which in this case indicates the selectivity at which microwave is being absorbed by the working fluid. The resonance frequency, quality factor, and absorption magnitude are used to establish a relationship with temperature. The sensor is tested multiple times to demonstrate repeatability, and then used to measure droplet temperature.
The microwave sensor is fabricated from copper coated glass slides (EMF Corporation). The glass slide is first patterned with S1813 positive photoresist (Rohm-Haas), then electroplated ‫ܯ2.0(‬ ‫ܱܵݑܥ‬ ସ , ‫ܯ1.0‬ ‫ܪ‬ ଷ ‫ܱܤ‬ ଷ and ‫ܯ1.0‬ ‫ܪ‬ ଶ ܱܵ ସ ) and etched with ferric chloride to achieve a thickness of around 5μm. It is than covered with a thin layer of Sylgard 184 PDMS (Dow Corning) to isolate electrodes from the working fluid. In order to prevent evaporation at high temperature, experiments are run at relatively high pressures which still result in deformation in PDMS channels and inconsistent measurements. The problem was overcome by adding a hard PDMS layer that contains all the channels. The sandwiched PDMS chip is fabricated using standard soft lithography protocol 30 . The channel design consists of a T-junction droplet generator and serpentines to achieve a residence time beyond 80s, such that during calibration, the working fluid is heated to steady state temperature before reaching the microwave sensor. The chip is assembled using plasma bonding followed by Aquapel surface treatment (PPG Industries) in order to obtain a hydrophobic surface. A SMA connector (Cinch Connectivity Solutions Johnson) is soldered on as the last step.
The experimental setup, shown in Figure 1 , consists of a fan for enhanced cooling, and a hotplate (PH-121S, MSA Factory) for measuring and controlling the surface temperature. The hotplate is recently calibrated and rated for ±0.05℃ accuracy, and is mounted in an inverted position to allow microscope observation. The chip is pressed on to the hotplate by spring clips, separated by glass slides with a total thickness of 4.3mm. The glass slides are necessary for electrical insulation. Thermopaste (OT-201, Omega) is applied on all contact surfaces to reduce thermal resistance. Throughout the experiments, Fluorinert FC-40 with 2% custom-made surfactant (chemical structure of PFPE-PEG-PFPE) is used as the continuous phase and ultra-pure water as the dispersed phase. The microscope is used merely for observation, and is not involved with measurement. For microwave measurement, a vector network analyzer (VNA) (MS2028C, Anritsu) is used. The VNA has a frequency resolution of 0.05 MHz and a magnitude resolution of 0.07dB. Figure1 . Experiment setup schematic. The microfluidic chip with embedded microwave sensor is attached to the hotplate. The whole unit is mounted onto the microscope for visualization purposes.
Figure2. a) Resonance frequency vs. time, as temperature is increased and then decreased. Subplot shows raw data (spectral measurement) at three temperature set points. The resonance peak is marked with red circle, while the half-power bandwidth is labelled green. b) Temperature vs. resonance frequency shift calibration, all data from three separate tests are plotted, and 95% confidence and prediction intervals are shown. c) Quality factor vs. temperature, relationship varies from test to test, suggesting that quality factor is easily affected by setup change.
Results and Discussion
Single phase temperature measurement At first, the sensor is tested on single phase water. The continuous flow provides enough time to sweep through a large frequency range, allowing the resonance frequency and quality factor to be identified. Figure 2a demonstrates the resonance frequency response of our microwave sensor to the different temperature increments. It can be seen that higher temperature values cause increase in the resonance frequency. The inset shows the behaviour of the frequency sweep and reflection (ܵ ଵଵ ) corresponding to temperatures of 22.7 ℃, 38.5 ℃ and 56.4 ℃, respectively. Over the course of three hours, the surface temperature of the hotplate is increased in steps from room temperature to 60℃, and then decreased back to room temperature before new experiments are conducted. A fan is turned on when necessary to enhance cooling. For each temperature set point, frequency sweep data is collected at 0.5min intervals, each containing 4000 data points in ܵ ଵଵ measurements. The resonance frequency for each set of measurements is identified by locating where the maximum absorption happens. The quality factor is calculated using Equation (1), where BW is the half-power fractional bandwidth, Q is the quality factor and f denotes the resonance frequency of the microwave sensor. To exclude the thermal transient effects of the hotplate, only data set attained in the last 5 minutes at each temperature step are used for further processing.
Since the channel is separated from the hotplate surface by glass slides, a correction is added to correlate the fluid temperature to hotplate surface temperature. The correction function is obtained by inserting a thermo-couple into the channel of a dummy chip with PDMS thickness equals to the actual chip used [See ESI S1]. The dummy chip is mounted in the inverted hotplate setup; the temperature difference is measured repeatedly and used to create the correction function. Deviation in ambient temperature from the testing condition will result in error in the correction function; therefore, a 1-dimensional heat transfer model was created to evaluate effects of changing room temperature on the glass slide correction [See ESI S2]. The model predicts temperature differences matching those from the measurements, and shows that room temperature fluctuation contributes to less than 0.1℃ error in the correction function. In lieu of this correction method, an attempt was made to measure channel temperature directly using a RTD sensor, but fabrication of both microwave and RTD sensor on the same chip was difficult. Fluorescence thermometry was also performed using fluorescein with Tris-HCL buffer. Results were later rejected since typical FIR based methods induce larger errors than that of the hotplate correction method. [See ESI S3]
The aforementioned single phase frequency sweep test was repeated in the following two days to evaluate the sensor's repeatability [See ESI S4], and a curve fit was performed using linear regression including all three sets of data. While Figure 2b shows a linear relationship between the resonance frequency and temperature that is unchanged from test to test, Figure 3b shows that the quality factor trend varies day by day between tests. The relationship between resonance frequency and temperature is provided in Table 1 . It is observed that setup differences such as cable routing have significant influence on the resonance peak shape, and such influence is quantified by the half-power bandwidth, eventually affecting the quality factor. The contrasting behaviour between the quality factor and frequency shift suggests that the latter is a good temperature indicator uncompromised by external set up changes. Based on the curve fit data, the temperature sensitivity on the resonance frequency is 0.33 MHz/℃. Given that the VNA is accurate up to 0.05MHz, the temperature measurement resolution is 0.15℃. Prediction intervals are used to estimate that temperature measurement will have an accuracy of ±1.2℃.
Droplet temperature measurement
Compared with single phase flow, fast moving droplets reduce the available time interval when the sample passes through the microwave sensor. If applied directly, the spectral approach described above will impose a speed limit that strike a trade-off between droplet speed and temperature resolution. Consequently, a single frequency temperature measurement method is proposed below.
For the droplet temperature measurement, we utilized the change of reflection coefficient at a fixed frequency to calibrate its temperature dependence. This method relies on the large difference in dielectric constant between water (80.1 @ 25 ℃) and oil (2.7 for silicone oil, 1.9 for FC-40, 2.0 for hexadecane); such that practically all microwave energy is absorbed by the aqueous droplets instead of by the continuous oil phase. While changing droplet material or composition will require a separate temperature calibration, the effects of different oil composition or varying oil temperature is negligible. Figure 3a shows an excerpt of single frequency data at 2317MHz, the crests correspond to continuous oil phase, and the troughs correspond to water droplets at two different temperatures. During experiments, cable routing is fixed in space to eliminate error induced by setup changes, and hotplate temperature is varied between room temperature and 70℃. Notice that water-to-oil volume ratio increases with temperature, which is caused by viscosity temperature dependence, resulting in a changing capillary number which affects droplet generation. As explained below, the increase of droplet length has no effect on temperature measurement.
A cut off magnitude is used to discard the measurements from continuous oil phase and isolate the data for each droplet. For each droplet, the minimum magnitude is calculated and used as a temperature indicator. The calibration is different at other frequencies, and the temperature dependence increases when moving closer towards the resonance peak, as shown in Figure 3b . In this test, 2317MHz is chosen to be reasonably close to the resonance peak, resulting in a sensitivity of 0.27 dB/℃, , ,
, which corresponds to a 0.26 ℃ resolution based on the VNA's ability in resolving ܵ ଵଵ magnitude. Figure 3c shows the curve fit over 163 data points; residuals from the linear regression suggests that a 3rd degree polynomial provides a good description of the relationship between absorption magnitude and temperature.
Droplet temperature measurement using this method has an accuracy of ±1.17℃. The relationship between ܵ ଵଵ magnitude at 2317MHz and temperature is listed in Table 1 . Varying the size of droplet will have no effects on temperature measurement, as long as droplet length, ݈, is larger than the microwave sensor diameter ݈ (200ߤ݉). The maximum allowed droplet velocity, ‫ݒ‬ ௫ , for registering measurement depends on the sampling period ܶ ௦ of the microwave circuitry, and can be calculated from equation (2) . In our previous work 28 , a custom microwave circuit with ܶ ௦ = 10ߤ݉ was employed, and has shown to achieve consistent measurement for droplets being generated at 2 kHz.
During experiments, it was observed that single phase water upstream of droplet generation would evaporate, while water droplets downstream would remain in liquid phase at even higher temperature. This suggests a higher local pressure within droplet contributed by the interfacial surface tension, as described in Equation (3) . Since the microwave sensor is a Please do not adjust margins
Please do not adjust margins local heating and sensing device, the Laplace pressure could be exploited to achieve stable operation at elevated temperature.
Figure3. a) Single frequency S11 measurement magnitude vs. time. Pictures on the left show droplet crossing sensor under room temperature, and corresponds to the blue trace. Pictures on the right shows droplet crossing sensor at elevated temperature, and corresponds to the red trace. b) S11 magnitude vs. temperature at various frequencies, sensitivity increases as test frequency moves towards resonance frequency. c) Temperature vs. S11 magnitude reduction calibrated at 2317MHZ. 3 rd order polynomial is used for calibration fit, with 95% confidence and prediction intervals shown.
Table1. Summary of the microwave temperature measurement method
Conclusions
In conclusion, the microwave sensor is a viable temperature measuring device. It has comparable or better accuracy than common fluorescence-based methods, but does not require the use of intrusive fluorescent dyes, and can measure individual droplet temperature without exposure time limitations imposed by optical equipment. Relationships and performance of frequency shift calibration and magnitude reduction calibration is summarized in Table 1 . It should be noted that the listed accuracies and resolution values are preliminary in nature, and contain many areas for improvement. For example, the microwave sensor on the single phase chip is observed to exhibit a slight drift over time at elevated temperature, which is quantified at 0.25℃/hr [See ESI S5]. Such a drift is accounted for in the calibration process and have no effect on the sensor's day to day repeatability, as demonstrated in the three repeating tests. However, it does contribute to error within the 3 hour calibration period. The drift is likely resulted from continuous absorption of water into PDMS, and could be eliminated by changing substrate material. As for the droplet calibration method, further Please do not adjust margins
Please do not adjust margins explorations in the sensor design can make it less susceptible to setup changes, and potentially much higher accuracy. Also, the slow droplet generation speed shown in Figure 3a is a limitation imposed by the VNA. Even though the VNA has a KHz sampling rate when performing frequency sweeps, it can only output to computer at 6Hz when obtaining single frequency measurements through the NI-VISA protocol. With equipment intended for single frequency instead of spectral measurement, the single frequency calibration method can operates at much higher speed.
Lastly, the tested temperature range is by no means the operation limit of the sensor. Experiments are limited to temperatures above which evaporation occurs. Attempt to suppress evaporation by applying higher pressure often lead to irreversible damage to the bonding between glass and PDMS. With a stronger chip, the microwave sensor will remain sensitive at much higher temperature.
