Abstract. Direct numerical simulation of dynamical systems is of fundamental importance in studying a wide range of complex physical phenomena. However, the ever-increasing need for accuracy leads to extremely large-scale dynamical systems whose simulations impose huge computational demands. Model reduction offers one remedy to this problem by producing simpler reduced models that are both easier to analyze and faster to simulate while accurately replicating the original behavior. Interpolatory model reduction methods have emerged as effective candidates for very large-scale problems due to their ability to produce highfidelity (optimal in some cases) reduced models for linear and bilinear dynamical systems with modest computational cost. In this paper, we will briefly review the interpolation framework for model reduction and describe a well studied flow control problem that requires model reduction of a large scale system of differential algebraic equations. We show that interpolatory model reduction produces a feedback control strategy that matches the structure of much more expensive control design methodologies.
Introduction
Direct numerical simulation of dynamical systems has been one of the few available means for studying many complex systems of scientific and industrial value as dynamical systems are the basic framework for modeling, optimization, and control of these complex systems. Examples include chemically reacting flows, fluid dynamics, and signal propagation and interference in electric circuits. However, the ever increasing complexity and need for improved accuracy lead to the inclusion of greater detail in the model, and inevitably finer discretizations. Combined with the potential coupling to other complex systems, this results in extremely large-scale dynamical systems with millions of degrees of freedom to simulate. The simulations in these settings can be overwhelming; which is the main motivation for model reduction. The goal is to construct reduced models with significantly lower number of degrees of freedom that are easier to analyze and faster to simulate yet accurately approximate the important features in the underlying full-order large-scale simulations.
There is a tremendous amount of literature on model reduction. Here we only include a partial list of various applications settings where model reduction has been applied with great success: In fluid flow [25, 32, 38, 48, 49, 65] and design of feedback control systems [9, 11, 34, 42, 52, 53, 63] , in optimization [4, 5, 8, 12, 26, 43, 75] , in nonlinear inverse problems [21, 24, 26, 30, 45, 71] , in optimal design [3, 46, 47] , in the analysis of structural mechanics [18, 33, 51, 64, 68] , in circuit theory [10, 13, 14, 19, 23, 27, 28, 55, 62] , and in structural mechanics, such as [18, 33, 51, 64, 68] . For a detailed discussion of several model reduction topics, see [6, 14, 15, 41, 54] .
The active flow control application we consider in this paper is a well studied flow control problem of stabilizing the von Kármán vortex shedding behind a circular cylinder by controlling the rotational velocity of the cylinder. Upon linearizing the Navier-Stokes equations about a desired steady-state solution, the resulting large-scale linear systems of differential algebraic equations (DAE) is reduced by the interpolatory model reduction framework recently developed in [35] . We use this reduced model to design the feedback control strategy and compare these results to other feedback control laws found in the literature.
Description of the Flow Control Problem
Suppression of the vortex shedding behind a bluff body is a classical flow control problem with numerous applications ranging from minimizing drag to reducing the cross-stream lift-induced fatigue cycling. A number of experimental and computational studies have shown the effectiveness of cylinder surface suction and zero-mass actuation to completely suppress the von Kármán vortex street at modest Reynolds numbers that are slightly higher than the critical Reynolds number (bifurcation parameter) Re c ≈ 47, cf. [37, 58] , based on the cylinder diameter and inflow velocity.
An alternate strategy capitalizes on the Magnus effect produced by cylinder rotation [60] . In a sequence of experiments in [69] , the authors showed that a rotationally oscillating cylinder using carefully selected choices of frequency, amplitude, and phase angle could effectively eliminate the wake for moderate flows of Re ≈ 61 and Re ≈ 110. At higher values of the Reynolds number, it was not possible to eliminate the wake, but using good choices of frequency and amplitude made it possible to achieve nearly 20% drag reduction. Other experimental studies [29, 56, 70] suggest that matching the oscillation frequency to the vortex shedding frequency maximizes the impact on the flow (at this range of Re). This was confirmed numerically in [57] .
A number of active feedback control approaches for the rotating/oscillating cylinder have appeared in the literature over the past fifteen years, including [1, 17, 20, 39, 59, 61, 66, 73, 74] .
In the remainder of this section we describe our feedback control strategy based on linearizing the Navier-Stokes equations about a steady-state flow and controlling the discrepancy between the actual flow and the steady-state flow (cf. [22] ), discretizing the associated linear state space model and then setting up the discrete flow control problem.
The fluid flow about a rotating circular cylinder can be described using the Navier-Stokes equations
where v is the fluid velocity, p is the pressure, τ (v) = ∇v + ∇v T is the viscous stress tensor, and Bu is the prescription of the Dirichlet boundary conditions on the cylinder surface with u(t) representing the instantaneous tangential velocity component. Our strategy is to linearize these equations about a desired flow profile, then use this linearized model to regulate the discrepancy between the actual flow and the desired flow. For this study, we selected the steady-state solution at Re = 60 created from a uniform free-stream velocity profile. Although the steady-state solution (v,p) exists at this low Reynolds number, it is an unstable equilibrium solution of the Navier-Stokes equations, solvinḡ
computed with uniform inflow velocityv = (1, 0) and zero velocity on the cylinder surfacev =ūt = (0, 0). For computational purposes, we consider the finite flow domain Ω consisting of the unit diameter cylinder centered at the origin embedded in a rectangular flow domain (−7, 15) × (−7, 7). For boundary conditions, we specify the uniform inflow velocity at the ξ = −7 boundary and stress-free outflow boundary conditions on the η = −7, ξ = 7, and η = 7 edges. If we write v =v + v and p =p + p , then the flow fluctuations (v , p ) satisfy the equations
where
. The velocity fluctuation satisfies homogeneous boundary conditions at ξ = −7 and stress-free boundary conditions on the remaining exterior boundaries. Using Bu(·) to drive v → 0 is equivalent to using Bu(·) to control the flow (v, p) to (v,p). We seek to achieve this using linear control theory. Note that ignoring the nonlinear term F(v ) in (1) produces the Oseen equations and often arises when developing linear feedback flow control strategies for the Navier-Stokes equations, cf. [22] .
At this point, we follow the standard strategy for calculating the linear feedback control laws for this problem (known as the reduce-then-control approach). We first develop a suitable discretization for equations (1)- (2) which results in a large system of DAEs and formulate the associated linear control problem for this approximate model. The solution to the resulting control problem is challenging and typically requires the use of suitable model reduction methods. The presentation of a new model reduction strategy for this class of problems will then be provided in Section 3.2.
Finite Element Discretization and the DAE Control Problem
We use a standard Taylor-Hood (P2-P1) finite element pair to find approximations to both (v,p) and (v , p ), cf. [36] . The nodal values of the fluctuating velocity components are denoted by x 1 (t) while those for the pressure are denoted by x 2 (t). We considered several choices for the controlled output variable y, but for the computations below, we define
for six different patches downstream of the cylinder, located at
, and three more reflected about the ξ axis. For each patch, we recover two components of the average fluctuating velocity. This is discretized as
and leads to p = 12 controlled output variables. We now describe the flow control problem as well as the discretized version, the DAE control problem. The ultimate objective is to minimize the average fluctuation of the velocity from the smooth steady-state flow by optimally prescribing the rotational motion of the cylinder. For well-posedness, we place a penalty on activating the control. Thus, the control problem is
where R > 0 is a preselected constant (taken as 10 in this study), and subject to the constraint that the flow satisfies (1)-(2) from some initial perturbed flow state. Upon discretization, the problem becomes: Find a control u(·) that solves
subject to
where E 11 ∈ IR n1×n1 is the mass matrix for the velocity fluctuation variables and has full rank. The matrix A 11 ∈ IR n1×n1 , A 21 ∈ IR n2×n1 , and
(note that we use the Dirichlet map, cf. [44] , and m = 1 for this problem). Since we consider stress-free outflow conditions, A 21 has full rank and
is nonsingular. Additionally, since the tangential velocity control doesn't add mass to the domain, the term B 2 does not appear above.
To capture the von Kármán vortex street, as well as to resolve the influence of cylinder rotations on the flow for this modest Reynolds number of 60, we use a mesh with about 5,400 elements. However, in most flow control problems, typical dimensions of n 1 and n 2 prohibit the straight-forward application of linear control methods to the problem above. Therefore, we investigate the use of interpolatory model reduction methods to create modest size problems from which we can develop suitable feedback control laws.
Interpolatory Projections
In this section, we describe the details of the interpolatory model reduction methodology we employ. We will explain the interpolation techniques for both the general DAE framework and the index-2 Oseen model arising in our application as explained in Section 2.
Interpolatory Model Reduction of DAEs
Consider the following system of differential algebraic equations (DAEs) given in the state-space form:
where x(t) ∈ R n represent the internal variables, u(t) ∈ R m are the inputs (excitation) and y(t) ∈ R p are the outputs (observation) of the underlying dynamical system. In (6), E ∈ R n×n is a singular matrix, thus leading to a DAE system, A ∈ R n×n , B ∈ R n×m , C ∈ R p×n , and D ∈ R p×m . The model reduction framework for linear dynamical systems, especially for the interpolatory methods, is best understood in the frequency domain. Towards this goal, let u(s) and y(s) denote the Laplace transforms of u(t) and y(t), respectively, and take the Laplace transformation of (6) to obtain
In (7), G(s) is called the transfer function of (6). We will denote both the underlying dynamical system and its transfer function by G.
In this setting of model reduction, the goal is to construct a reduced model of the form E˙ x(t) = A x(t) + Bu(t),
where E, A ∈ R r×r , B ∈ R r×m , C ∈ R p×r , and D ∈ R p×m with r n such that the reduced model output y(t) approximates the original output y(t) for a wide range of input selections u(t) with bounded energy. As for the full model, we obtain the transfer function of the reduced model by taking the Laplace transform of (8):
Thus, in the frequency domain, we can view the model reduction problem as a rational approximation problem in which we search for a reduced order rational function G(s) to approximate the full order one G(s).
We will employ the commonly used Petrov-Galerkin projection framework to obtain the reduced model. We will construct two model reduction bases V ∈ R n×r and W ∈ R n×r , approximate the full-order state x(t) by V x(t), and obtain the reduced-order model in (8) using
The feedthrough term D will be chosen appropriately to enforce matching around s = ∞. For the case of ordinary differential equations (ODEs) where E is nonsingular, the generic choice is D = D. However, for DAEs due to the eigenvalue of the matrix pencil λE − A at infinity, special care is needed in choosing D.
Model Reduction by Rational Tangential Interpolation
In model reduction by tangential interpolation, the goal is to construct a reduced transfer function G(s) that interpolates G(s) at selected points in the complex plane along selected directions. The interpolation data consists of the interpolation points {σ i } r i=1 ∈ C together with the left tangential directions
The usage of the terms "left" and "right" will be clarified once we define the interpolation problem: Given G(s) and the interpolation data, find a reduced model G(s) = C(s E − A) −1 B + D that satisfies, for j = 1, . . . , r,
and
In other words, we require the reduced rational function G(s) (the reduced model) to be a bitangential Hermite interpolant the original rational function G(s) (the full model). One might require interpolating higher-order derivatives of G(s) as well. Moreover, one might also choose different sets of interpolation points (i.e. the right and left interpolation points) along with the left and right tangential direction vectors. For brevity of the paper, we will consider only up to Hermite interpolation and choose one set of interpolation points. For the details of the general case, we refer the reader to [7, 31, 35] .
The fundamental difference between model reduction of DAEs and ODEs is that due to the eigenvalue at infinity, the transfer function of a DAE system might contain a polynomial part. The reduced transfer function is required to exactly match the polynomial part of G(s); otherwise the error around s = ∞ can grow unbounded leading to unbounded model reduction error. Therefore, model reduction methods for DAEs aims to enforce matching of polynomial parts; see, e.g., [2, 16, 35, 40, 50, 67] and the references therein.
Towards this goal, let G(s) be additively decomposed as
where G sp (s) is the strictly proper rational part, i.e., lim s→∞ G(s) = 0 and P(s) is the polynomial part of G(s). We will require that the reduced transfer function G(s) have exactly the same polynomial part as G(s), i.e.,
and G sp (s) is the strictly proper rational part. This will guarantee that the error transfer function does not contain a polynomial part and is simply given by
For model reduction by tangential interpolation, [35, 72] showed how to construct the model reduction bases V and W so that the reduced-model of (10) satisfies the interpolation conditions (11) in addition to guaranteeing P(s) = P(s). As expected, the left and right deflating subspaces of the pencil λE − A corresponding to the finite and infinite eigenvalues will play a fundamental role in achieving this goal. The next result is a special case of Theorem 3.1 in [35] simplified to Hermite interpolation.
let P l and P r be the spectral projectors onto the left and right deflating subspaces of the pencil λE − A corresponding to the finite eigenvalues. Let the columns of W ∞ and V ∞ span the left and right deflating subspaces of λE − A corresponding to the eigenvalue at infinity. Let σ i ∈ C, for i = 1, . . . , r be interpolation points such that σ i E − A and σ i E − A are nonsingular. Also let b i ∈ C m and c i ∈ C p be the corresponding tangential direction vectors for i = 1, . . . , r. Construct V f and W f such that
Then with the choice of Even though Theorem 1 resolves the tangential interpolation problem for DAEs, it comes with a numerical caveat that it explicitly uses the spectral projectors P r and P l in the model reduction step. For large-scale DAEs, computing P r and P l is, at best, very costly if not infeasible. Therefore, it is important to construct the model reduction bases without forming P r and P l explicitly. Fortunately, for the Stokes-type descriptor systems of index 2, [35, 72] recently showed how to apply interpolatory projections without forming P r and P l explicitly. This is what we consider next.
Interpolation Theorem for Stokes-type DAEs of Index 2
Recall the linearized DAE in (5), together with the output equation, appearing as the constraint for the optimal control problem:
where E 11 is nonsingular, B 2 = 0, A 21 has full rank and
is nonsingular. In this case, system (15) is of index 2. The next theorem from [35] will show how to construct a reduced model for (15) without requiring the deflating projectors. For details of the derivations, we refer the reader to [35] . Also, for balanced-truncation based model reduction of (15), see [40] .
Theorem 2. Given are the full-order DAE in (15) , and the interpolation points σ i ∈ C together with the tangential direction vectors b i ∈ C m and c i ∈ C p i = 1, . . . , r. Let v i and w i solve
for i = 1, . . . , r. Construct
Define
Then the reduced model
satisfies the bitangential Hermite interpolation conditions (11) as well as P(s) = P(s).
Note that the expensive spectral projector computations are completely avoided; the only numerical cost is the need to solve 2r (sparse) linear systems arising in (17) and (18) . We also note that Theorem 2 can be directly extended to the case where the algebraic equation in (15) has the form 0 = A 21 x 1 (t) + B 2 u(t) with B 2 = 0. The numerical cost stays the same; see [35, 40] for details.
Numerical Results
We now apply the interpolatory model reduction algorithm described in Section 3.3 to the flow control problem described in Section 2.1. A relatively coarse mesh containing 5378 triangular elements was used to discretize flow solutions in the domain Ω = (−7, 15) × (−7, 7)\c where c is the cylinder centered at the origin with unit diameter. The steady-state flow corresponding to Re = 60 was computed on this mesh and the resulting (v,p) was used to compute the discrete model for the flow fluctuations where n 1 = 21, 390 and n 2 = 2, 777. Plots ofv components appear in Fig. 1 . As mentioned in Section 3.3, the linearization around the steady-state solution at Re = 60 leads an unstable model; i.e the full-model DAE in (15) is unstable. There are two unstable poles are at 5.2480 × 10 −2 ± ı7.6720 × 10 −1 . We note that the model reduction framework we use does not require computing these unstable poles; we include them for comparison to the reduced model. The flexibility of the interpolatory model reduction is that even though the original model is unstable, Theorem 2 can still be applied as long as the interpolation points are not chosen as one of the poles. We have simply chosen 33 complex conjugate pairs (overall 66 points) on the imaginary axis as the interpolation points. The imaginary parts of the interpolation points varied from 10 −3 to 10 3 . Then, using Theorem 2, we have constructed our model reduction space V ∈ R 21390×66 . To preserve the symmetry in E 11 , we have simply set W = V. Thus, the reduced transfer function is a Lagrange interpolant in this case, not a Hermite interpolant. Due to the complex conjugate-pairs, construction of V required only 33 sparse linear solves. Then, using a short-SVD (a relatively minor computational task due to the small number of columns in V), we have removed the linear dependent columns from V, and reduced the dimension to r = 60; thus having a final reduced model of order r = 60.
An important requirement of the reduced model in this optimal control setting is that the reduced model should capture the unstable poles of the original model so that the controller design based on the reduced model can work effectively on the full-model. As for the full-order model, our reduced model has exactly two unstable poles. The unstable poles of G(s) and G(s) are listed below: As these numbers show, the unstable poles of G(s) are captured to a great accuracy as desired. To further illustrate the quality of the reduced model, in Fig. 2 , we depict the singular values plots of frequency responses of G(s) and G(s), i.e. G(ıω) and G(ıω) vs ω ∈ R. As the figure shows, G(s) replicates G(s) almost exactly. We use the reduced-order model (20) to compute an approximate solution to the LQR problem (4) . Therefore, since D = 0 in our example, we consider the solution to the problem
subject to x 1 (·) solving (8) . The solution can be computed by solving the algebraic Riccati equation (using the care function in Matlab)
for the positive definite, symmetric solution P, then computing
The solution to (21) is then u = − K x 1 . To find the representation of the control law in the original (full-order, discrete) variables, we can use
Finally, we can consider the computation of u as an approximation of the infinite dimensional control problem where v = (v ξ , v η ) for spatial variables (ξ, η)
The finite element representations of the gains h v ξ and h vη corresponding, respectively, to the horizontal and vertical components of the velocity fluctuations are plotted in Fig. 3 . These compare well to those calculated for the same problem (with a different C operator and slightly higher Reynolds number of 100) appearing in Fig. 4 of [1] . Considering that the gains computed in this study were computed with dramatically less computational cost emphasizes the feasibility of this approach. To verify that this control law stabilizes the flow, we simulated the von Kármán vortex street for 60 seconds, then applied the full-state feedback control. The control was able to nearly return the flow to the steady-state flow in 50 seconds of simulation. The control input is plotted in Fig. 4 .
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Conclusions and Future Work
We have shown that with modest cost, using interpolatory model reduction we can produce accurate reduced models for index-2 DAEs arising from flow control problems. Using this model reduction framework within a control setting led to qualitatively similar functional gains as computed using more expensive control algorithms. We will apply this approach to study more complicated settings including flow control problems with higher Reynolds numbers and finer discretization. We will also investigate the practical problem of building effective state estimators and reduced-order compensators, as well as the effect of different controlled output operators on the quality of the feedback control.
