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1. Introduction
The central goal in robust optimization problems is the identification of feasible solutions that perform reasonably well
under a large family of potential cost or profit scenarios. The book [1] by Kouvelis and Yu provides a good introduction to
this area, and the recent survey paper by Aissi, Bazgan and Vanderpooten [2] nicely summarizes the subarea that is centered
around the so-calledmin–max andmin–max regret criteria in robust optimization.
In this technical note, we study a concrete robust optimization variant of the knapsack problem that is called Interval
Min–max Regret Knapsack and that is defined as follows. An instance consists of a weight boundW together with n items
1, . . . , n, where item i (1 ≤ i ≤ n) comes with a weightw(i) and a profit interval [p−(i); p+(i)]. For an item set I we denote
byw(I) =∑i∈I w(i) its total weight. An item set I is feasible, if it obeys the weight boundw(I) ≤ W and thus can be packed
into the knapsack. A profit scenario s assigns to every item i a corresponding profit ps(i) with p−(i) ≤ ps(i) ≤ p+(i). The
profit of an item set I under profit scenario s is defined as ps(I) =∑i∈I ps(i). For a fixed profit scenario swe denote
OPTs = max {ps(I) : I is a feasible item set} . (1)
For a fixed feasible item set I , we define itsmaximum regret as
Rmax(I) = max {OPTs − ps(I) : s is a profit scenario} . (2)
The intuition behind this definition is that a decisionmaker must commit himself to a feasible solution I before knowing the
precise profit scenario. Then Rmax(I)measures how intensely the decisionmakermight regret his choice once the true profit
scenario is revealed. The goal in problem Interval Min–max Regret Knapsack is to find a feasible item set I that minimizes
the objective value Rmax(I).
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In the special casewhere p−(i) = p+(i) for all items i, there only exists a single profit scenario and the problemboils down
to the classical knapsack problem. This shows that Interval Min–max Regret Knapsack is an NP-hard problem. But is the
problem NP-complete? In other words, is it contained in NP? The precise complexity status is unclear, and the Conclusions
section of [2] poses the open problem of clarifying this situation.
Contribution of this paper. We will prove that Interval Min–max Regret Knapsack is complete for the complexity classΣp2 ,
and hence is firmly located at the second level of the polynomial hierarchy (see Chapter 17 in Papadimitriou’s book [3] for
more information on this branch of complexity theory). Intuitively speaking,Σp2 -complete problems are much harder than
NP-complete problems, and hence our result indicates that Interval Min–max Regret Knapsack is most probably not in
NP. If aΣp2 -complete problem is in NP, then the entire polynomial hierarchy collapses to its first level—an event considered
almost as unlikely as P = NP.
Our proof manipulates the digits of item weights and item profits that have polynomially bounded description lengths,
but take exponentially large values. Consequently, our result does not provide any insight into the closely related variant
where the weights and profit bounds are encoded in unary.
2. Technical preliminaries
Aissi, Bazgan and Vanderpooten [2] attribute the gist of the following observation to Yaman, Karaşan and Pinar [4].
Lemma 2.1. Let I be a feasible item set. The so-called canonical profit scenario σ = σ(I) for this item set assigns pσ(i) = p−(i)
for all i ∈ I and pσ(i) = p+(i) for all i 6∈ I . Then
Rmax(I) = OPTσ − pσ (I). (3)
Proof. Consider an arbitrary profit scenario s, and let J be an optimal solution under swith ps(J) = OPTs. Then
OPTs − ps(I) = ps(J \ I)+ ps(J ∩ I)− ps(I \ J)− ps(I ∩ J)
≤ pσ (J \ I)− pσ (I \ J) = OPTσ − pσ (I).
This yields that scenario σ indeed is a maximizer for (2). 
Now consider the decision version of Interval Min–max Regret Knapsack: Given an instance of Interval Min–max
Regret Knapsack together with a bound ρ, does there exist a feasible item set I with Rmax(I) ≤ ρ? With the help of Eq. (3)
in Lemma 2.1 we can equivalently express this question in the following way:
Does there exist a feasible item set I , such that for all feasible item sets J , we have pσ (J) − pσ (I) ≤ ρ under the
canonical profit scenario σ for I?
This question is of the form ∃x∀yP(x, y)where P(x, y) is a Boolean predicate that can be evaluated in polynomial time. Since
the complexity class Σp2 represents problems of exactly this particular form with an existential quantifier followed by a
universal quantifier (see for instance Theorem 17.8 in [3]), we derive the following statement.
Lemma 2.2. Problem Interval Min–max Regret Knapsack lies in classΣp2 . 
3. The hardness proof
This section contains the proof that Interval Min–max Regret Knapsack is hard for class Σp2 . The argument is quite
tedious, and crucially hinges on a delicate interplay between item weights and item profits. The proof is done by means of
a polynomial time reduction from the following quantified satisfiability problem, which is known to beΣp2 -complete since
the work of Stockmeyer [5].
Problem: 2-Quantified 3-Dnf-Sat
Instance: Two sets X = {x1, . . . , xs} and Y = {y1, . . . , yt} of Boolean variables. A Boolean formula φ(X, Y ) over X ∪ Y
in disjunctive normal where every conjunctive clause consists of exactly three literals.
Question: Is ∃x1, . . . , xs ∀y1, . . . , yt φ(X, Y ) true?
Pick an arbitrary instance of 2-Quantified 3-Dnf-Sat, and let c1, . . . , cm be an enumeration of the conjunctive clauses
in the formula φ(X, Y ). Let zj,1, zj,2, zj,3 denote the three variables in X ∪ Y that underlie the three literals in clause cj
(1 ≤ j ≤ m). Out of the eight truth settings for these three variables, exactly seven will make cj false. These seven truth
settings are denoted T qj (1 ≤ q ≤ 7), and each of them specifies the true literals among zj,k and zj,k for k = 1, 2, 3.
We now will define an instance of Interval Min–max Regret Knapsack. In our construction every item weight will be
specified in terms of its decimal representation, which consists of s + t + 7m digits that are divided into four blocks; see
Fig. 1 for an illustration.
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Fig. 1. The division of the decimal representations into four blocks.
• The clause-block consists of the m leftmost positions in the decimal representation. The jth position from the left
(1 ≤ j ≤ m) corresponds to conjunctive clause cj.
• The Y -block consists of the t positions immediately to the right of the clause-block. In this block, the ith position from
the left (1 ≤ i ≤ t) corresponds to variable yi.
• The X-block consists of the next s positions (immediately to the right of the Y -block). In this block, the ith position from
the left (1 ≤ i ≤ s) corresponds to the Boolean variable xi.
• Finally the literal-block consists of the 6m rightmost positions. For 1 ≤ j ≤ m and 1 ≤ k ≤ 3, the two positions 6j−2k+1
and 6j− 2k+ 2 (counting from the left end) correspond to the kth literal in clause cj. Position 6j− 2k+ 1 corresponds
to its un-negated version zj,k, and position 6j− 2k+ 2 corresponds to its negated version.
Next, let us specify the 2s+ 2t + 8m+ 1 items in the Interval Min–max Regret Knapsack instance together with their
weights and their profit intervals.
• For every literal ` ∈ {xi, xi} there is a corresponding A-item A(`). Its weight has a 1-digit in the position that corresponds
to variable xi in the X-block. Furthermore, the weight has a 1-digit in every position in the literal-block that corresponds
to ` (which is: position 6j − 2k + 1 if ` = zj,k, and position 6j − 2k + 2 if ` = zj,k). All other digits in the decimal
representation of the weight are 0. The profit interval of item A(`) goes from the point αi = 18 · 10s+6m−i tow(A(`)).• For every literal ` ∈ {yi, yi} there is a corresponding B-item B(`). Its weight has a 1-digit in the position that corresponds
to variable yi in the Y -block. Furthermore, the weight has a 1-digit in every position in the literal-block that corresponds
to `. All other digits in the decimal representation of the weight are 0. The profit interval of item B(`) ranges from 0 to
w(B(`)).
• For every clause cj there are eight C-items C0(cj), . . . , C7(cj). Item C0(cj) is a kind of placeholder item, whereas for
1 ≤ q ≤ 7 item Cq(cj) encodes the truth setting T qj of clause cj. The weight of each of these eight items Cq(cj) has a
1-digit in the position corresponding to cj in the clause-block. Furthermore, for 1 ≤ q ≤ 7 the six digits in positions
6j − 5, . . . , 6j in the literal-block are set according to the truth setting T qj : Whenever literal zj,k or zj,k is true under T qj ,
then the corresponding position in the decimal representation of the weight of Cq(cj) has a 1-digit. All other positions in
the decimal representation of the eight weights carry 0-digits (in particular the weight of item C0(cj) only has a single
non-zero digit). The profit interval of every Cq(cj) goes from 0 tow(Cq(cj)).
• Finally there is a dummy item D. All digits in the clause-block and the Y -block of the dummy weight are 1-digits, and
all other digits are 0. The profit interval of the dummy item goes from 0 to∞ (where∞ could as well be replaced by a
sufficiently large integer).
The weight bound W has a 1-digit in each of the s + t + 7m positions in its decimal representation, which yields
W = 19 (10s+t+7m − 1). Finally the problem is to decide whether there exists a feasible item set I∗ with
Rmax(I∗) < W −
s∑
i=1
αi. (4)
We will prove that the constructed instance of Interval Min–max Regret Knapsack has answer YES, if (Section 3.1) and
only if (Section 3.2) the underlying instance of 2-Quantified 3-Dnf-Sat has answer YES.
3.1. Proof of the if-statement
We assume that the instance of 2-Quantified 3-Dnf-Sat has answer YES. In other words, there exists a truth setting T ∗
for X , such that for all possible truth settings of Y at least one conjunctive clause in φ(X, Y ) becomes true. We translate T ∗
into a corresponding item set I∗ that contains item A(xi)whenever variable xi is true under T ∗, and that contains item A(xi)
whenever xi is false. Furthermore, I∗ contains the dummy item D.
Suppose for the sake of contradiction that there exists a feasible item set J that under the canonical profit scenario σ for
I∗ satisfies
pσ (J) ≥ W . (5)
Since under scenario σ the weight of every item is at least as large as its weight, inequality (5) yields pσ (J) = w(J) = W . In
particular this implies that J and I∗ are disjoint sets. We next derive several structural observations on J .
First of all, note that the decimal representations of all items weights contain only few non-zero digits. In fact, for
every position in the representation there exist at most eight item weights with a 1-digit in that position. Hence, if we
compute w(J) by adding up the individual item weights, there will be no carry-overs from one position to the next one. As
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a consequence every position in the decimal representation of w(J) = W must receive its 1-digit from exactly one of the
individual item weights.
Lemma 3.1. The set J has the following properties.
(a) Set J contains all the A-items that are not in I∗.
(b) For every yi ∈ Y , set J contains exactly one of B(yi) and B(yi).
(c) For every clause cj, set J contains exactly one of the eight C-items Cq(cj).
(d) Set J does not contain the dummy item D.
Proof. Consider them+ t + s leftmost positions in the decimal representation ofw(J). In order to get all the 1-digits in the
clause-block, J must satisfy (c). In order to get all the 1-digits in the Y -block, J must furthermore satisfy (b). Since J and I∗ are
disjoint, J must satisfy (a) to get all the 1-digits in the X-block. Finally (d) follows from the fact that J and I∗ are disjoint. 
Lemma 3.1(b) allows us to translate J into a corresponding truth setting U∗ for Y : If B(yi) ∈ J then variable yi is set to
true, and if B(yi) ∈ J then yi is set to false.
Lemma 3.2. Under the combined truth setting T ∗ and U∗ for X and Y , formula φ(X, Y ) evaluates to false.
Proof. Consider the six positions in the literal-block of w(J) that correspond to some fixed clause cj (1 ≤ j ≤ m). These six
positions are filled with 1-digits, at most three of which can result from the weights of the A-items and the B-items in J . The
1-digits in the remaining three positions must come from the weight of some C-item Cq(cj)with 1 ≤ q ≤ 7, which implies
that the underlying truth assignment T qj (which is induced by T
∗ and U∗) makes clause cj false.
Since this argument can be applied to every single clause cj, the disjunction of all clauses and hence formula φ(X, Y )
indeed evaluates to false. 
Note that the statement in Lemma 3.2 is in contradiction with the definition of the truth setting T ∗. To summarize our
findings: The inequality in (5) has led to the desired contradiction, and thus pσ (J) < W holds for all feasible item sets
J . Together with pσ (I∗) = ∑si=1 αi this yields (4), and set I∗ certifies that the constructed instance of Interval Min–max
Regret Knapsack has answer YES. This completes the proof of the if-statement.
3.2. Proof of the only-if-statement
We assume that the constructed knapsack instance has a feasible solution I∗ that satisfies the inequality in (4). We start
with several structural observations on I∗.
Lemma 3.3. The set I∗ has the following properties.
(a) I∗ contains the dummy item D.
(b) I∗ does neither contain any B-item, nor any C-item.
(c) For every xi ∈ X, set I∗ contains exactly one of A(xi) and A(xi).
Proof. For statement (a), assume thatD 6∈ I∗. ThenOPTσ = ∞under the canonical profit scenarioσ for I∗, which contradicts
(4). For statement (b), note that the dummy item is so heavy that it cannot be packed together with a B-item or C-item
without violating the weight boundW .
For statement (c), let xv be the violating variable with the smallest index v. Then I∗ contains exactly one of items A(xi)
and A(xi) for 1 ≤ i ≤ v − 1. The overall weight of the dummy item and these v − 1 items has 1-digits in the clause-block,
the Y -block, and in the first v − 1 positions of the X-block. By adding both A(xv) and A(xv) to this, the weight of I∗ would
be pushed over the weight bound W . Hence it remains to discuss the case where I∗ does neither contain A(xv) nor A(xv).
Under the canonical profit scenario σ for I∗ we then have
pσ (I∗) ≤
v−1∑
i=1
αi + 2
s∑
i=v+1
αi <
s∑
i=1
αi − 89αv. (6)
Consider the feasible set J that contains all placeholder items C0(cj) with 1 ≤ j ≤ m, all B-items B(yi) with 1 ≤ i ≤ t , all
the A-items A(xi) and A(xi) with 1 ≤ i ≤ v − 1 that are not in I∗, and finally the item A(xv). In the decimal representation
of the weight w(J), 0-digits can only occur in the X-block after the vth position or in the literal-block. Since furthermore
pσ (J) = w(J) under scenario σ , we have
pσ (J) ≥ W −
s+6m−v−1∑
i=0
10i > W − 1
9
10s+6m−v. (7)
V.G. Deineko, G.J. Woeginger / Discrete Optimization 7 (2010) 191–196 195
Subtracting inequality (6) from inequality (7) yields
pσ (J)− pσ (I∗) > W −
s∑
i=1
αi +
(
8
9
αv − 1910
s+6m−v
)
= W −
s∑
i=1
αi. (8)
Since OPTσ ≥ pσ (J), we derive from (4), (3) and (8) that
W −
s∑
i=1
αi > Rmax(I∗) ≥ pσ (J)− pσ (I∗) > W −
s∑
i=1
αi,
which is a blatant contradiction. Hence, no such violating variable xv can exist, and the proof of statement (c) is complete. 
The statements in Lemma 3.3 precisely describe the structure of set I∗, and they also determine theweight of set I∗ under
its canonical profit scenario σ .
pσ (I∗) =
s∑
i=1
αi. (9)
The lemma also suggests the following truth setting T ∗ for the variables in X: If A(xi) ∈ I∗, then variable xi is set true. And if
A(xi) ∈ I∗, then variable xi is set false.
Lemma 3.4. For every truth setting U∗ of the variables in Y , formula φ(X, Y ) evaluates to true under the combined truth setting
T ∗ and U∗ for X and Y .
Proof. Suppose otherwise, and consider a truth setting U∗ for Y that together with truth setting T ∗ makes φ(X, Y ) evaluate
to false. Then every single conjunctive clause cj is false. We fix q(j)with 1 ≤ q(j) ≤ 7 so that T q(j)j is the corresponding truth
setting for cj that is induced by T ∗ and U∗.
Define an item set J that contains three types of items. First, set J contains all items A(xi)with false xi and all items A(xi)
with true xi; note that these are exactly the A-items that are not contained in set I∗. Secondly, set J contains all items B(yi)
with false yi and all items B(yi)with true yi. Thirdly, set J contains the items C
q(j)
j with 1 ≤ j ≤ m.
We claim that w(J) = W . Indeed, consider the decimal representation of w(J). The selected A-items, B-items, C-items
cover every position in the X-block, Y -block, clause-block by a single 1-digit. What about the literal-block? Consider the two
positions in the literal-block that correspond to the kth literal (k = 1, 2, 3) in clause cj (1 ≤ j ≤ m). One of these positions
carries a 1-digit, which results from the A-item or B-item in J that belongs to the underlying variable. The other position
carries another 1-digit, which results from item Cq(j)j . To summarize, every single digit in the decimal representation ofw(J)
is a 1-digit.
Set J is a feasible item set that (by construction) is disjoint from I∗. Under the canonical profit scenario σ for I∗, the profit
of every item in J equals its weight. Hence pσ (J) = W . But then (9) yields that the regret Rmax(I∗) is at leastW −∑si=1 αi,
which contradicts (4). 
Lemma 3.4 states that the considered instance of 2-Quantified 3-Dnf-Sat has answer YES. This completes the proof of
the only-if-statement, and it finally completes theΣp2 -hardness argument.
4. Conclusions
In Section 2 we established that problem Interval Min–max Regret Knapsack is contained in the complexity class Σp2 ,
and in Section 3 we established that it is hard for this class. The combination of these two results yields the main result of
this paper.
Theorem 4.1. Problem Interval Min–max Regret Knapsack isΣp2 -complete. 
Nowwhat is the relevance of this result formathematical programming?Well, this knapsack variant is a perfectly natural
optimization problem that cannot be expressed as a standard integer program. Integer programs can only express problems
in NP, and our knapsack problem is not in NP (unless a very unexpected revolution occurs in computational complexity
theory). The solution of even moderately sized instances of Interval Min–max Regret Knapsack is challenging, and seems
to require innovative approaches.
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