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BGG COMPLEXES IN SINGULAR INFINITESIMAL
CHARACTER FOR TYPE A
PAVLE PANDZˇIC´ AND VLADIMI´R SOUCˇEK
Abstract. We give a geometric construction of the BGG resolutions in sin-
gular infinitesimal character in the case of 1-graded complex Lie algebras of
type A.
1. Introduction
The BGG complexes were first constructed by Bernstein, Gelfand and Gelfand in
[BGG]. Let g be a simple complex Lie algebra. For each finite dimensional g-
module V, they constructed a resolution of V by direct sums of Verma modules.
It was soon generalized by Lepowsky from the Borel case to the case of general
parabolic subalgebras and generalized Verma modules [L].
It is well known that homomorphisms between (generalized) Verma modules corre-
spond dually to invariant differential operators acting between the spaces of sections
of the corresponding homogeneous vector bundles. A geometric construction of the
dual BGG resolutions over the flag manifolds (and their extensions to the “curved”
Cartan geometries) was described in [CSS, CD]. A typical feature of these resolu-
tions is the fact that the whole orbit of the affine action of the Weyl group W of
g is involved in the construction of these resolutions and all integral affine orbits
in regular infinitesimal character are covered. The more complicated cases can be
obtained from the basic one (corresponding to the trivial representation of g) by
the Zuckerman translation.
The aim of this paper is to give a geometric construction of BGG resolutions for
integral orbits of the affine action ofW in singular infinitesimal character on Grass-
mannian manifolds G(k, n) in the dual language of invariant differential operators
on the big cell in G(k, n). This is closely related to the problem of classification of
Kostant modules in singular infinitesimal character, which was solved in the paper
by Boe and Hunziker [BH]. There are two differences in the approach.
First, we concentrate our attention only on the Kostant modules which are resolved
by complete BGG resolutions. The results about classification of Kostant modules
in [BH] are based on the Enright-Shelton equivalence of categories between singu-
lar and regular infinitesimal character [ES]. The image of the finite-dimensional
representation under the Enright-Shelton correspondence is an infinite dimensional
simple module, which is resolved by the complete BGG resolution covering the
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whole orbit. The Enright-Shelton theory applies to the cases when the parabolic
subalgebra p corresponds to the 1-graded Lie algebra. This describes the BGG
resolutions on the algebraic side of the story.
We are working in the dual language of invariant differential operators. We classify
and construct explicitly the set of all BGG resolutions for all orbits in singular
infinitesimal character (for all 1-graded cases in type A). Our methods do not use
the Enright-Shelton results.
Second, the results in [ES] describe the Hasse diagram in singular infinitesimal
character by the corresponding Hasse diagram in regular infinitesimal character.
The result does not depend on a specific choice of the singularity (described by
a subset S of the set of simple roots), but it depends only on the size of the set.
However, even if the overall structure of the Hasse diagram is the same, we shall
show that the type of intertwining differential operators in the BGG resolution
(and their order) depend on a choice of S. We shall give an explicit construction of
differential operators in the complex and we show how their properties depend on
the choice of S.
To describe our results more precisely, let G = SL(n,C), let k be an integer between
1 and n/2, and let P be the following maximal parabolic subgroup of G:
P =
{(
k × k k × (n− k)
0 (n− k)× (n− k)
)}
.
The Levi subgroup of P is L = S(GL(k,C) × GL(n − k,C)). The corresponding
Lie algebras are denoted by p ⊂ g.
Let h ⊂ g be the Cartan subalgebra consisting of diagonal matrices. We will work
with weights µ ∈ h∗ ∼= Cn/C(1, . . . , 1), and for notational convenience, we will not
require µ = (µ1, . . . , µn) to satisfy the condition
∑
i µi = 0. We take the standard
choice of positive roots, so that µ is dominant for g if and only if µ1 ≥ · · · ≥ µn,
and µ is dominant regular for g if all the inequalities are strict. To fix a choice of a
dominant µ, we can require µn = 0. The weight µ is integral for g, if all differences
µi − µi+1 are integers.
We can view elements of h∗ also as weights for l; in this case, we separate the
first k coordinates from the last n− k coordinates by a bar. A weight ν is regular
and dominant for g (i.e., for l) if and only if ν = (ν1, . . . νk|νk+1, . . . , νn) with
ν1 > ν2 > . . . > νk and νk+1 > νk+2 > . . . > νn.
Let µ ∈ h∗ be a parameter which is singular and integral for g but which has Weyl
group conjugates that are regular for l. This means that µ has some coordinates
that are repeated, but each of them only twice, so that a Weyl group element can
put one member of each repeated pair among the first k coordinates and the other
among the last n− k coordinates. Let l be the number of repeated pairs; it follows
that 1 ≤ l ≤ k. We can record the singularity precisely by conjugating µ to the
g-dominant chamber, and then defining the singularity set as
(1) S = {s1, . . . , sl}, s1 < . . . < sl,
if the repeated pairs of coordinates are
µs1 = µs1+1, . . . , µsl = µsl+1.
Note that necessarily sr+1 ≥ sr + 2, for r = 1, . . . , l− 1.
We need to understand the structure of the part Orb of the W -orbit of a fixed µ
as above consisting of regular p-dominant weights, because it is the set of inducing
3weights for singular BGG resolutions in one fixed infinitesimal block. The structure
of Orb depends, of course, on the order of singularity l. We can describe it as
follows. Consider the Lie algebra g′ = sl(n − 2l,C) and its Weyl group W ′. Let
p′ be the parabolic subalgebra of g′ consisting of block upper triangular matrices
with diagonal blocks of sizes k − l and n − k − l. Let l′ be the Levi subalgebra of
p′ consisting of the block diagonal matrices in p′.
There is a simple one-to-one correspondence between the set Orb for µ and the
analogous set Orb′ for µ′, i.e., the set of all W ′-conjugates of µ′ that are dominant
regular for l′. The set Orb′ is easy to write down - each element of Orb′ is given
by dividing the coordinates of µ′ into two groups of sizes k − l and n− k − l, and
then arranging each group in descending order. Now we can send any ν ∈ Orb to
ν′ ∈ Orb′ obtained by deleting all repeated pairs from ν. Conversely, we can start
with ν′ and add back the repeated pairs, one member of each pair into the first
group of coordinates and one into the second group, each put into the right place
to get descending order.
The following theorem summarizes the main results we prove in this paper.
Theorem 1.1. Let G = SL(n,C), g = sl(n,C), and let P be the parabolic subgroup
of G described above, for some k ≤ n2 . Let G(k, n)
∼= G/P be the (complex)
Grassmannian of k-dimensional subspaces in Cn. For every p-dominant integral
weight λ, let Fλ denote the finite dimensional P -module with lowest weight −λ, and
let Op(Fλ) denote the sheaf of sections of the homogeneous bundle on G/P induced
by Fλ.
Let µ be a dominant singular integral weight for g, such that every component of µ
appears at most twice, and such that the number of repeated pairs is l ≤ k. Let S
be the singularity set (1).
For any s = 0, . . . , (k − l)(n− l − k), we define the chain space
Cs =
⊕
ν
Op(Fν−ρ),
where the sum is over all ν ∈ Orb with ν′ = w′(µ′), ℓ(w′) = s. Here ℓ(w′) is the
length of w′ ∈ W ′.
Then for all s = 0, . . . , (k − l)(n− l − k), there are invariant differential operators
Ds : Cs → Cs+1 such that on the big cell of G/P , the complex (Cs, Ds) is a
resolution of the g-module with lowest weight −µ+ ρ.
The degrees of the differential operators in the resolution depend both on the choice
of the weight µ and on the choice of singularity set S of a given degree l.
As in the regular cases, the simplest (bottom) case corresponds to the choice µ =
ρ. In this case, the relative BGG resolution is fiberwise the de Rham complex
(twisted by a line bundle), and all operators in it have order one. The orders of
operators in the singular BGG sequences on G/P are then equal to the order of the
differential in the spectral sequences (i.e., to the number of steps used). It is well
visible from examples presented in Section 2 that the Hasse diagrams for different
singularity sets S with the same order of singularity are the same but orders of the
corresponding differential operators depend on the singularity set. It is also visible
in these examples that the types of operators also depend on S; sometimes they
are standard (differential of order 1 in the spectral sequence) and sometimes they
are nonstandard (higher order differentials).
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The main theorem is proved using the Penrose transform for a suitable choice of
the twistor space G/Q. The choice of the parabolic subgroup Q depends on the size
l of the singularity set S. The subgroup Q is given by
Q =
{(
l × l l × (n− l)
0 (n− l)× (n− l)
)}
.
The Levi subgroup of Q isM = S(GL(l,C)×GL(n−l,C)), and there is now exactly
one conjugate of µ that is dominant regular for M : the first group of l coordinates
must be µs1 , µs2 , . . . , µsl , i.e., one member from each repeated pair, and the second
group contains other coordinates of µ, in descending order.
Following [BE], we now use Penrose transform attached to the double fibration
(2) G/(P ∩Q)
τ
%%
❑❑
❑❑
❑❑
❑❑
❑❑
η
yyss
ss
ss
ss
ss
G/Q G/P.
The partial flag variety G/P is the Grassmannian G(k, n) of k-planes in Cn, G/Q
is the Grassmannian G(l, n) of l-planes in Cn and G/(P ∩ Q) is the partial flag
variety F (l, k, n) of flags
0 ⊂ L1 ⊂ L2 ⊂ C
n, dimL1 = l, dimL2 = k.
Let U be the big cell in G/P . Let V = τ−1(U) and let W = η(V ). Then we have
the double fibration
(3) V
τ
  
❆❆
❆❆
❆❆
❆
η
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
W U.
The Penrose transform starts with the sheaf Oq(µ) = Oq(Fµ−ρ) of sections of
the G-equivariant vector bundle on G/Q corresponding to the finite-dimensional
representation of Q with lowest weight −µ+ ρ.
The sheaf Oq(µ) is restricted to W and pulled back to V , by the sheaf-theoretic
inverse image functor. Then the obtained sheaf on V is resolved by the relative
BGG resolution along the fiber, ∆·(µ), which is in turn pushed down to U . The
main fact about Penrose transform is the existence of the hypercohomology spectral
sequence
(4) Epq1 = Γ(U, τ
q
∗∆
p(µ))⇒ Epq∞ = H
p+q(W,Oq(µ)).
We will study this spectral sequence in detail. In particular, we will construct all
the (higher) differentials of this spectral sequence explicitly. A special feature will
be that all of them can be defined on E1, unlike in the usual situation when dr is
only defined on Er. We will then show that the complex E1 with all the higher
differentials put together into one differential gives the BGG resolution described
in Theorem 1.1.
In Section 2 we explain in some detail the relative BGG resolutions mentioned
above. In particular, we identify objects of our resolution-to-be. In Section 3 we
define the higher differentials of the spectral sequence, all at the level of E1, and
5so we get our singular BGG complex. Finally, in Section 4 we prove the exactness
of this complex on the big cell. It is in fact true that the complex is exact as a
complex of sheaves, but the proof of this fact requires additional techniques and we
postpone it to a future publication.
In this paper we only consider type A groups. The conformal case was settled a
while ago [B], and type C is being considered by Rafael Mrden (in preparation).
Acknowledgement. The authors would like to thank Mike Eastwood for a dis-
cussion, comments and useful hints concerning the topic of the paper.
2. Relative BGG resolutions and their direct images
The main idea of the application of the Penrose transform for construction of BGG
sequences in singular infinitesimal character can be explained as follows. Fibers
of the projection η to the twistor space are again flag manifolds. Sections of the
pullback of the sheaf Oq(µ) from the subset W in the twistor space to V in the
correspondence space are constant along the fibers, hence it is possible to consider
their fiberwise resolutions along individual fibers using the BGG resolutions for
finite dimensional modules, suitably glued together over the base space. This is
what is done by the relative BGG resolutions. A description of the algorithm for
computing of the relative BGG complex is given in [BE]. A detailed treatment
of relative BGG resolutions in geometric form (even in the curved version) can be
found in recent preprints [CS1, CS2].
While the bundles chosen on the twistor space (and all other bundles used in the
process of the Penrose transform) can have singular infinitesimal character, relative
BGG resolutions for finite dimensional representations used in the fiberwise resolu-
tions are in regular infinitesimal character and the standard BGG constructions for
them can be used. So the construction for BGG resolution in regular cases is used
in the machine of the Penrose transform to get resolutions in singular infinitesimal
character.
Before going to the general case, we prefer to illustrate the behaviour of the machine
in some simple examples.
Example 2.1. We first discuss an example of an orbit in the regular BGG sequence
for the Grassmannian G(2, 6). So let G = SL(5,C) with the Levi subgroup of P
equal to L = S(GL(2,C)×GL(3,C)). Take the parameter µ = (43|210). The two
groups of coordinates separated by the bar correspond to the two factors of L. The
points of the orbit (the Hasse diagram) are the conjugates of µ which are dominant
for L, i.e., the coordinates in each of the groups are decreasing:
(43|210) → (42|310) → (41|320) → (40|321)
↓ ↓ ↓
(32|410) → (31|420) → (30|421)
↓ ↓
(21|430) → (20|431)
↓
(10|432)
The arrows, denoting immediate successors, always connect two conjugates of µ
that can be obtained from each other by a single transposition across the bar.
To obtain the algebraic (i.e., the category O) version of the BGG resolution from
the Hasse diagram, we introduce the degree by letting the first point have degree
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zero, and other points have degree equal to the number of arrows needed to get to
the point from the first point. Then we add up the Verma modules corresponding
to the points in the diagram of each degree, and the morphisms follow the arrows
of the diagram, but in the opposite direction. The geometric (sheaf) version of the
BGG resolution is constructed analogously, but now the morphisms go in the same
direction as the arrows in the diagram.
We shall now present further examples of relative BGG sequences and we shall
discuss their direct images.
In general, we choose the twistor space G/Q with the Levi subgroup L′ of Q equal
to S(GL(l) × GL(n − l)), in such a way that l is exactly the number of repeated
coordinates of the parameter µ. Then there is only one conjugate of µ,
µ˜ = (µ˜1
∣∣ µ˜2),
which is dominant regular for L′. It is determined by the fact that the first group
of coordinates µ˜1 consists of exactly one coordinate from each repeated pair.
The terms of the relative BGG resolution of the pullback sheaf correspond to con-
jugates of µ with three groups of coordinates, the first group being always equal
to µ˜1. The other two groups of coordinates are of sizes k − l and n − k, and they
correspond to the regular BGG sequence for µ˜2.
Example 2.2. Let n = 8, k = 4 and l = 2. The double fibration (2) can be
described by
• × • × • • •
ւ ց
• × • • • • • • • • × • • •
The meaning of this is that G/P corresponds to the standard parabolic subgroup
P which is obtained from G = SL(8) by crossing the fourth point of the Dynkin
diagram, i.e., the roots for the Levi factor of P are generated by the simple roots
for G other than the fourth one. Similarly, G/Q corresponds to Q which is obtained
from G by crossing the second point of the Dynkin diagram, and G/(P ∩ Q) cor-
responds to P ∩Q which is obtained from G = SL(8) by crossing both the second
and the fourth point of the Dynkin diagram.
As we said above, choosing l = 2 corresponds to considering µ with two repeated
coordinates. For example, µ could be (55432210). Then the relative BGG resolution
is
(52|54|3210) → (52|53|4210) → (52|52|4310) → (52|51|4320) → (52|50|4321)
↓ ↓ ↓ ↓
(52|43|5210) → (52|42|5310) → (52|41|5320) → (52|40|5321)
↓ ↓ ↓
(52|32|5410) → (52|31|5420) → (52|30|5421)
↓ ↓
(52|21|5430) → (52|20|5431)
↓
(52|10|5432)
7As usual, the direct images are computed using the Bott-Borel-Weil Theorem. In
practice, this means we are deleting the first of the two bars in each of the W -
conjugates of µ in the Hasse diagram. After this, the second group is automatically
dominant regular for L, but the first group need not be dominant or regular. By
the Bott-Borel-Weil theorem, if the first group is not regular, then all cohomology
groups of the corresponding sheaf are zero. If the first group is regular, there is
exactly one nonvanishing cohomology group, and it appears in degree equal to the
length of the Weyl group element required to make the corresponding conjugate of
µ dominant.
In the above example, the conjugates of µ which have the group of first four coordi-
nates regular are (5243|5210), (5241|5320), (5240|5321), (5231|5420), (5230|5421),
and (5210|5432). The respective cohomology degrees are 2, 1, 1, 1, 1, and 0. (For
example, to permute 5243 to descending order we need two transpositions of neigh-
bours, so the degree is two.)
A short description of these direct images is
x x x x x
2 x 1 1
x 1 1
x x
0
Here x means there is no cohomology at the corresponding point, and each number
shows the cohomology degree of the corresponding point.
We can similarly analyze other cases; for example, if the dominant weight is µ =
(55443210), then the relative Hasse diagram is
(54|54|3210) → (54|53|4210) → (54|52|4310) → (54|51|4320) → (54|50|4321)
↓ ↓ ↓ ↓
(54|43|5210) → (54|42|5310) → (54|41|5320) → (54|40|5321)
↓ ↓ ↓
(54|32|5410) → (54|31|5420) → (54|30|5421)
↓ ↓
(54|21|5430) → (54|20|5431)
↓
(54|10|5432)
The short description of the direct images is
x x x x x
x x x x
0 0 0
0 0
0
For µ = (54321100), the relative Hasse diagram is
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(10|54|3210) → (10|53|4210) → (10|52|4310) → (10|51|4320) → (10|50|4321)
↓ ↓ ↓ ↓
(10|43|5210) → (10|42|5310) → (10|41|5320) → (10|40|5321)
↓ ↓ ↓
(10|32|5410) → (10|31|5420) → (10|30|5421)
↓ ↓
(10|21|5430) → (10|20|5431)
↓
(10|10|5432)
and the short description of the direct images is
4 4 4 x x
4 4 x x
4 x x
x x
x
For µ = (54432110), the relative Hasse diagram is
(41|54|3210) → (41|53|4210) → (41|52|4310) → (41|51|4320) → (41|50|4321)
↓ ↓ ↓ ↓
(41|43|5210) → (41|42|5310) → (41|41|5320) → (41|40|5321)
↓ ↓ ↓
(41|32|5410) → (41|31|5420) → (41|30|5421)
↓ ↓
(41|21|5430) → (41|20|5431)
↓
(41|10|5432)
and the short description of the direct images is
x 3 3 x 2
x x x x
2 x 1
x 1
x
We can see from these examples that while the relative BGG resolution corre-
sponds to the regular BGG resolution with one member from each pair of repeated
coordinates removed, the part of the diagram with non-vanishing direct images cor-
responds to the regular BGG resolution with both repeated coordinates removed.
Namely, while one member from each repeated pair does not change in the first
group of coordinates, the second member must be without a change in the last
group of coordinates. In this way we have moved to the Enright-Shelton category
mentioned in the introduction.
Remark 2.3. To describe the situation in general, let us denote the repeated
coordinates of µ by i1 > · · · > il ≥ 0, and the non-repeated coordinates by j1 >
· · · > jn−2l ≥ 0.
9Let
I = {i1, . . . , il}; J = {j1, . . . , jn−2l}.
The relative Hasse diagram has vertices of the form
(i1 . . . il|k1 . . . ka|l1 . . . lb), k1, . . . , ka, l1, . . . , lb ∈ I ∪ J,
with k1 > · · · > ka and l1 > · · · > lb. Here a = k − l and b = n− k.
Such a vertex will give nonzero direct image if and only if k1, . . . , ka ∈ J . By the
Bott-Borel-Weil Theorem, the degree of the nonvanishing direct image is the num-
ber of transpositions of neighboring coordinates necessary to bring i1 . . . ilk1 . . . ka
to descending order. As in the above examples, we label such a vertex by the
corresponding degree, while the vertices with zero direct image are labeled by x.
The arrows in the relative Hasse diagram go from (i1 . . . il|k1 . . . ka|l1 . . . lb) to every
vertex that can be obtained from it by a transposition of some kr and some ls. For
a fixed r, such an arrow is possible precisely when there are s and u such that u ≥ s
and
ls−1 > kr > ls > · · · > lu > kr+1 > lu+1.
We set ka+1 = −1 to include the case r = a. In this situation, there are the
following arrows in the relative Hasse diagram, all pointing “in the rth direction”:
(i1 . . . il|k1 . . . kr−1krkr+1 . . . ka|l1 . . . ls−1lsls+1 . . . lu . . . lb)→
→ (i1 . . . il|k1 . . . kr−1lskr+1 . . . ka|l1 . . . ls−1krls+1 . . . lu . . . lb)→
→ (i1 . . . il|k1 . . . kr−1ls+1kr+1 . . . ka|l1 . . . ls−1krlsls+2 . . . lu . . . lb)→ . . .
· · · → (i1 . . . il|k1 . . . kr−1lukr+1 . . . ka|l1 . . . ls−1krlsls+1 . . . lu−1lu+1 . . . lb).
We say that these arrows point in the rth direction because the rth component in
the second group is changing, while the other components stay without a change.
Proposition 2.4. In the above situation, assume that (i1 . . . il|k1 . . . ka|l1 . . . lb) is
labeled by a number α, and assume that for some v such that s < v ≤ u, ls, . . . lv−1 ∈
I, while lv ∈ J . Then the vertex
(i1 . . . ilk1 . . . kr−1lvkr+1 . . . ka|l1 . . . ls−1kr . . . lv−1lv+1 . . . lb),
obtained by deleting the first bar, is labeled by α − (v − s), while the v − s vertices
in between these two are all labeled by x.
Proof. It is clear that the vertices in between are labeled by x. Furthermore, in
rearranging
(i1 . . . ilk1 . . . kr−1lvkr+1 . . . ka)
into descending order, lv does not have to cross over ls, . . . , lv−1, which form a
string inside i1 . . . il, while in rearranging
(i1 . . . ilk1 . . . kr−1krkr+1 . . . ka)
into descending order, kr does have to cross over ls, . . . , lv−1. So we see that rear-
ranging
(i1 . . . ilk1 . . . kr−1lvkr+1 . . . ka)
into descending order requires v − s fewer transpositions than rearranging
(i1 . . . ilk1 . . . kr−1krkr+1 . . . ka),
so the label drops by v − s, as claimed. 
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Remark 2.5. We also see from the above considerations that, as in the examples
we have seen, the relative BGG resolution follows the pattern of the regular BGG
resolution with one member from each pair of repeated coordinates of µ removed,
while the points with nonvanishing direct image correspond to the terms of the
regular BGG resolution with both repeated coordinates removed (the BGG resolu-
tion in the Enright-Shelton category). Our next task is to organize the points with
nonvanishing direct image into a resolution. After we do this, we will see that this
resolution is dual to the BGG resolution in the Enright-Shelton category.
3. Definition of the higher differentials
We denote by d0 the “vertical” differential of the Cˇech complex, which we use to
compute the Bott-Borel-Weil cohomology, and by d1 the “horizontal” differential of
the relative BGG resolution. At every point of the Hasse diagram corresponding to
the relative BGG resolution, d1 has components d
(r)
1 in the directions of the edges
of the Hasse diagram emanating from that point.
Let [a] be a vertical cohomology class at a point of the above Hasse diagram (by
vertical cohomology we mean cohomology with respect to d0). Suppose that the
next i − 1 points in the rth direction from a have no cohomology, at any vertical
place of the corresponding column. Then we define d
(r)
i [a] as follows.
Let a1 = d
(r)
1 a. Since d0a = 0, it follows that
d0a1 = d0d
(r)
1 a = −d
(r)
1 d0a = 0.
Since we assumed there is no cohomology at the point where a1 lies, it follows that
there is a2 such that d0a2 = a1. Let a3 = d
(r)
1 a2. Then
d0a3 = d0d
(r)
1 a2 = −d
(r)
1 d0a2 = −d
(r)
1 a1 = −d
(r)
1 d
(r)
1 a = 0.
Since there is no cohomology at the point where a3 lies, we can find a4 such that
d0a4 = a3. Proceeding like this, we find
a0 = a, a1, a2, . . . , a2i−1
with the properties
(5) d
(r)
1 a2k = a2k+1 = d0a2k+2, k = 0, 1, . . . , i− 2; d
(r)
1 a2i−2 = a2i−1.
The corresponding picture is
a0 −−−−→ a1x
a2 −−−−→ a3x
· · ·
−−−−→ a2i−3x
a2i−2 −−−−→ a2i−1,
11
with vertical arrows representing d0 and horizontal arrows representing d
(r)
1 . Note
that while we do get d0a2i−1 = 0, we can not proceed to find a2i with d0a2i = a2i−1,
since we are not assuming that there is no cohomology at the point where a2i−1
lies.
We define d
(r)
i [a] = [a2i−1], and we define di[a] by putting together all the compo-
nents d
(r)
i [a].
Lemma 3.1. Let a0, . . . , a2i−1 and a
′
0, . . . , a
′
2i−1 be two sequences as above, with
[a0] = [a
′
0], i.e., a
′
0 − a0 = d0b0 for some b0. In particular, both sequences sat-
isfy (5), and we are assuming that there is no vertical cohomology at places of
a1, a3, . . . , a2i−3.
Then [a2i−1] = [a
′
2i−1]. In other words, the above definition of di is good, i.e.,
independent of all the choices.
Proof. We prove by induction on k that a′2k−1 = a2k−1+ d0b2k−1 for some b2k−1 in
the image of d
(r)
1 . In particular, for k = i we obtain the statement of the lemma.
If k = 1, then
a′1 = d
(r)
1 a
′
0 = d
r
1(a0 + d0b0) = a1 − d0d
(r)
1 b0,
and the claim is true with b1 = −d
(r)
1 b0.
Assume that the claim holds for some k, 1 ≤ k < i, so a′2k−1 = a2k−1 + d0b2k−1,
with b2k−1 in the image of d
(r)
1 . Then
d0a
′
2k = a
′
2k−1 = a2k−1 + d0b2k−1 = d0(a2k + b2k−1).
So d0(a
′
2k − a2k − b2k−1) = 0, and since there is no vertical cohomology at this
place, we conclude
a′2k − a2k − b2k−1 = d0b2k,
for some b2k. Applying d
(r)
1 , we obtain
a′2k+1 − a2k+1 − d
(r)
1 b2k−1 = d
(r)
1 d0b2k = −d0d
(r)
1 b2k.
Since b2k−1 is in the image of d
(r)
1 , d
(r)
1 b2k−1 = 0, and we obtain the claim for k+1,
with b2k+1 = −d
(r)
1 b2k. This finishes the induction. 
Definition 3.2. We now define d[a] as the sum of all di[a].
We want to see that d defines the singular BGG resolution we wanted to obtain.
Proposition 3.3. The above defined d is a differential, i.e., d2 = 0.
Proof. It is enough to prove that for any two directions r, s at a point of the Hasse
diagram of the fiber, and any i, j ≥ 1,
d
(r)
i d
(s)
j + d
(s)
j d
(r)
i = 0.
This is clear if r = s, so we assume in the following that r 6= s.
We will call any sequence a0 = a, a1, a2, . . . , a2i−1 satisfying (5) a d
(r)
i -sequence.
Here we do not assume anything about vanishing of cohomology; if we however
assume vanishing as in the definition of di, then we see from Lemma 3.1 that a
d
(r)
i -sequence starting with a cycle a0 always exists, and that any such sequence
can be used to define d
(r)
i [a0], as [a2i−1].
We first prove the following statement about pushing out d
(r)
i -sequences.
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Lemma 3.4 (one-step push forward). Let a0, . . . , a2i−1 be any d
(r)
i -sequence.
Let s 6= r, and set
bk = (−1)
kd
(s)
1 ak, k = 0, 1, . . .2i− 1.
Then b0, . . . , b2i−1 is a d
(r)
i -sequence.
Proof. If 1 ≤ j ≤ i− 1, then
d0b2j = d0d
(s)
1 a2j = −d
(s)
1 d0a2j = −d
(s)
1 a2j−1 = b2j−1.
Furthermore, if 0 ≤ j ≤ i− 1, then
d
(r)
1 b2j = d
(r)
1 d
(s)
1 a2j = −d
(s)
1 d
(r)
1 a2j = −d
(s)
1 a2j+1 = b2j+1.

We can now prove Proposition 3.3 in case j = 1. Namely, let a = a0, a1, . . . , a2i−1
be a d
(r)
i -sequence computing d
(r)
i a. Then, by Lemma 3.4, bk = (−1)
kd
(s)
1 ak defines
a d
(r)
i -sequence computing d
(r)
i d
(s)
1 a. In particular,
b2i−1 = −d
(s)
1 a2i−1 = −d
(s)
1 d
(r)
i a
is equal to d
(r)
i d
(s)
1 a and the claim follows. Let us now assume that both i and j
are bigger than 1. We need another lemma about pushing out sequences.
Lemma 3.5 (two-step push forward). Let a0, . . . , a2i−1 be a d
(r)
i -sequence. As-
sume that for each k, ak = d
(s)
1 a
′
k for some a
′
k (here s 6= r). Assume further that
a0 = d0b0 for some b0, and that there is no vertical cohomology at the positions of
a2, a4, . . . , a2i−2. Then there is a d
(r)
i -sequence c0, . . . , c2i−1, with c0 = d
(s)
1 b0, and
such that there is a b2i−1 with d0b2i−1 = a2i−1 and d
(s)
1 b2i−1 = c2i−1.
Proof. We set c0 = d
(s)
1 b0 and c1 = d
(r)
1 c0. Since
d0d
(r)
1 b0 = −d
(r)
1 d0b0 = −d
(r)
1 a0 = −a1 = −d0a2,
we see that d0(d
(r)
1 b0 + a2) = 0. Since there is no vertical cohomology at the point
where a2 lies, there is a b2 such that
d0b2 = d
(r)
1 b0 + a2.
Let c2 = d
(s)
1 b2. Then
d0c2 = d0d
(s)
1 b2 = −d
(s)
1 d0b2 = −d
(s)
1 d
(r)
1 b0 − d
(s)
1 a2 = d
(r)
1 d
(s)
1 b0 = d
(r)
1 c0 = c1.
(Here we used the assumption that a2 = d
(s)
1 a
′
2, which implies d
(s)
1 a2 = 0.)
We see that c0, c1, c2 is the beginning of a d
(r)
i -sequence. We can continue the
construction in the same way, by checking d0(d
(r)
1 b2 + a4) = 0, choosing b4 such
that d0b4 = d
(r)
1 b2 + a4, and setting c3 = d
(r)
1 c2, c4 = d
(s)
1 b4. Then we check
d0c4 = c3, and so we have defined our sequence ck up to k = 4. We continue like
this up to constructing c2i−2 = d
(s)
1 b2i−2, where d0b2i−2 = d
(r)
1 b2i−4 + a2i−2. So we
have
d0c2i−2 = c2i−3 = d
(r)
1 c2i−4.
We finish by setting
c2i−1 = d
(r)
1 c2i−2, b2i−1 = −d
(r)
1 b2i−2.
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It is now clear that c0, . . . , c2i−1 is a d
(r)
i -sequence. On the other hand,
d0b2i−1 = −d0d
(r)
1 b2i−2 = d
(r)
1 d0b2i−2 = d
(r)
1 a2i−2 = a2i−1,
and
d
(s)
1 b2i−1 = −d
(s)
1 d
(r)
1 b2i−2 = d
(r)
1 d
(s)
1 b2i−2 = d
(r)
1 c2i−2 = c2i−1,
as required. 
We can now finish the proof of Proposition 3.3 in the general case. We start with a
d
(r)
i -sequence a = a0, a1, . . . , a2i−1 computing d
(r)
i a. We also have a d
(s)
j -sequence
a = x0, x1, . . . , x2j−1 computing d
(s)
j a. We first push forward the sequence ak using
Lemma 3.4, to get a d
(r)
i -sequence from x1 to −d
(s)
1 a2i−1. We continue by doing
the two-step push forward of Lemma 3.5 j − 1 times. Here at the ith application
of Lemma 3.5, the corresponding b0 is x2i.
We end up getting a d
(r)
i -sequence that can be used to compute d
(r)
i x2j−1 =
d
(r)
i d
(s)
j a. On the other hand, the right ends of the pushed out sequences form
a d
(s)
j -sequence that can be used to compute d
(s)
j (−a2i−1) = −d
(s)
j d
(r)
i a. This im-
plies that d
(s)
j d
(r)
i a = −d
(r)
i d
(s)
j a, as claimed. 
We note that our construction also gives the higher differentials of the hypercoho-
mology spectral sequence (4). Namely, these higher differentials are also induced
by d0 and d1, in the same way as in our construction. The special feature of our
situation is that all the higher differentials are constructed on the first sheet E1 of
the spectral sequence, while in general dr can only be defined on Er.
To see that the degree in the singular BGG complex we have constructed is well
defined, one can use the fact that the points of the relative Hasse diagram involved
in the singular BGG complex follow the pattern of the regular Hasse diagram for
the Enright-Shelton category, as was explained in Section 2 (see Remark 2.5).
Lemma 3.6. The differentials di are differential operators. Their orders depend
on parameters µ as well as on the choice of the singularity set S.
Proof. The construction of the Penrose transform was shortly reviewed in Section
1. Instead of the big cell, it is possible to start with any (small) ball U in it, and
to define V = τ−1(U) and W = η(V ). So the operators given by the differential in
the resulting complex are local operators. Hence it is well known (see e.g. [KMS])
that they are given by differential operators, possibly of infinite order. Hence they
are induced by homomorphisms from the jet bundles (possibly of infinite order).
But then their order is controlled by their generalized conformal weights. These
are defined as follows. Suppose that we restrict the differential d to one irreducible
piece (i.e., to the bundle induced by an irreducible L-module Vν1 with values in
another irreducible piece Vν2 ). Suppose that E ∈ g0 is the grading element for g.
Then the order of the corresponding differential operators is given by the difference
ν1(E)− ν2(E). 
4. Exactness of the BGG complex
In this section we will prove that our singular BGG complex is exact except in
degree 0, so we have obtained a resolution of the kernel of the first differential
operator in the complex. More precisely, we will prove exactness on the big cell
only, not at the sheaf level.
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Recall the double fibration (3) and the hypercohomology spectral sequence (4). By
remarks from the end of Section 3, passing through this spectral sequence gives
exactly the global sections of the cohomology of our singular BGG complex, with
a shift in degree.
The shift in degree comes from the fact that the degree 0 point in our singular BGG
complex is of degree p inside the relative BGG resolution, and has vertical degree
q (specified by the number written over the point), with p + q = l(k − l). (Recall
that the Levi subgroup of P is S(GL(k)×GL(n− k)), while the Levi subgroup of
Q is S(GL(l)×GL(n− l)).)
We prove this in the following Lemma.
Lemma 4.1. The smallest p+ q for which Γ(X, τq∗∆
p(µ)) 6= 0 is equal to l(k − l).
Proof. The starting weight in the relative BGG resolution is
(6) (i1 . . . il|k∗i1k∗i2 . . . irk∗|l1l2 . . . )
Here we denoted by k∗ the groups of non-repeated coordinates separating the re-
peated coordinates i1, . . . , ir. Let the sizes of these groups be respectively x1, x2, . . . , xr+1;
each xi is between 0 and k
′ = k − l, and their sum is
x1 + · · ·+ xr+1 = k
′ − r.
Now p is the (minimal) number of arrows in the Hasse diagram that are required
to free the second group from all the is. After this is achieved, q is the (minimal)
number of transpositions of neighbors in the union of the first two groups required
to bring the coordinates into descending order.
We prove the assertion p + q = lk′ by induction on l; here we work for all 1-
graded maximal parabolic subgroups in all SL(n) simultaneously, i.e., the size of
the weights need not stay the same throughout the argument.
We start with l = 0. In this case it is clear that p = q = 0, so the assertion trivially
holds.
Assume now that we know the assertion in case there are l−1 repeated coordinates,
and let us prove it in case there are l repeated coordinates. The starting weight is
as in (6). In case r = 0, i.e., there are no i coordinates in the second group, we
have p = 0, and q = lk′ as all the ks need to be permuted in front of all the is.
Thus the assertion holds in this case.
Suppose now r ≥ 1, and rewrite (6) as
(7) (i1 . . . il|k1 . . . kx1 i1u1 . . . uk′−x1−1|l1l2 . . . )
We have change the notation because some of the ui can be among the ks and some
among the is, but we do not need to distinguish between them at this point.
In order to free the second group of the is, we may start by moving i1 into the
third group. This requires k′− x1 moves: we first switch uk′−x1−1 with l1, then we
switch uk′−x1−1 with uk′−x1−2, and so on, until we switch i1 with u1. After this we
can still have a number of is in the second group (either r − 1 or r, depending on
l1), but all of them are smaller than i1 which is now in the first position of the third
group. Moving all these is into the third group will be the same as the analogous
moving if we delete i1 from both of its current positions. This allows us to use the
inductive assumption, and conclude that we need (l− 1)k′ moves to free the second
group of the is and then permute the union of the first two groups into descending
order. After this we return i1 to both of its positions; now we still need to move
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k1, . . . , kx1 , which were not touched by any of the previous moves, past i1. This
requires x1 moves, and so the total number of required moves is
k′ − x1 + (l − 1)k
′ + x1 = lk
′,
as claimed. 
Since the big cell U is Stein, taking global sections commutes with taking cohomol-
ogy of a complex. So it is enough to see that Epq∞ vanishes in the degrees above
l(k − l).
This will follow once we prove the following theorem.
Theorem 4.2. The cohomology of all coherent holomorphic sheaves on W vanishes
above the degree l(k − l).
Before proving Theorem 4.2, we recall some standard notation and conventions
about Grassmannians. The Grassmannian of l-planes in Ck, denoted by G(l, k),
is a smooth projective variety. The Stiefel variety S(l, k) is a principal GL(l,C)-
bundle over G(l, k), with elements that can be idenitified with k × l matrices of
rank l, and the GL(l,C)-action is given by right multiplication. The projection
from S(l, k) to G(l, k) takes each such matrix to the l-dimensional subspace of Ck
spanned by the columns of the matrix. Thus elements of G(l, k) are k× l matrices
of rank l, modulo the action of GL(l,C).
The rank condition can be expressed in terms of l × l minors dI , where
I = {i1, . . . , il}, 1 ≤ i1 < i2 < · · · < il ≤ k,
and dI is the determinant of the l×lmatrix obtained by choosing the rows according
to I. The condition is of course that dI 6= 0 for at least one I. The numbers dI are
not completely determined by the point x; namely, under the action of g ∈ GL(l),
they are all multiplied by the same scalar det g. Thus the coordinates (dI), called
the Plu¨cker coordinates, define a point in the projective space P(
∧l
(Ck)). In this
way G(l, k) is embedded into P(
∧l
(Ck)), and the image is defined by certain equa-
tions called Plu¨cker relations. We are not writing these equations down, because
we will not need them explicitly.
If some dI 6= 0 for the point x, we can assume, by renumbering the coordinates, that
I = {1, . . . , l}. Then we can use the GL(l)-action to find a unique representative
of x of the form
x =
(
Il
X
)
,
where X is a (k− l)× l matrix. Conversely, any (k− l)× l matrix defines a unique
point in the open subset VI of G(l, k) defined by the condition dI 6= 0. In this way
we have covered G(l, k) by
(
k
l
)
open sets, each of which is isomorphic to the affine
space Cl(k−l).
We now return to our double fibration (3)
V
τ

❅❅
❅❅
❅❅
❅❅
η
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
W U
with U the big cell in G/P .
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Rearranging the variables, we can assume that U consists of the k-planes L2 in C
n
which correspond to n× k matrices with the top k × k minor regular, and thus we
can parametrize U by matrices (
Ik
X
)
with X an arbitrary (n− k)× k matrix. The points of V are the partial flags
0 ⊂ L1 ⊂ L2 ⊂ C
n
with L2 as above and with L1 an l-plane contained in L2. If L1 is given in homo-
geneous coordinates by an n × l matrix Y , then the columns of Y must be linear
combinations of the columns of the matrix
(
Ik
X
)
corresponding to L2. In other
words, there is a k × l matrix Z such that
Y =
(
Ik
X
)
Z =
(
Z
XZ
)
.
Since Y is of rank l, it follows that the rank of Z must also be l, and so Z defines
a point in the Grassmanian G(l, k) of l-planes in Ck. Note also that Z is clearly
uniquely determined by the point Y =
(
Z
XZ
)
.
We now define a map π : W → G(l, k) by setting
π
(
Z
XZ
)
= Z,
(
Z
XZ
)
∈W.
Then π is surjective by the above considerations; namely, for any Z of rank l, we
can construct Y =
(
Z
XZ
)
∈ W , coming from a point in the fiber τ−1
(
Ik
X
)
.
Let now VI be any of the affine spaces covering G(l, k) as above, i.e., VI is given by
the inequality dI 6= 0. We claim that
π−1(VI) = VI × F,
where F is an affine space. In particular, π is a locally trivial fibration.
To see this, we first renumber the coordinates, so that I becomes {1, . . . , l}. Then
every point in VI has non-homogeneous coordinates
(
Il
Z ′
)
for some (k−l)×l matrix
Z ′.
The fiber over the point
(
Il
Z ′
)
consists of points


Il
Z ′
X
(
Il
Z ′
)

 ,
with X ranging over (n− k)× k matrices. Writing X =
(
X1 X2
)
with X1 of size
(n− k)× l and X2 of size (n− k)× (k− l), we see that this fiber consists of points
 IlZ ′
X1 +X2Z
′

 .
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It follows that every point in the fiber is obtained for X =
(
X1 0
)
, with X1
uniquely determined, and thus the fiber is the affine space F of (n− k)× l matri-
ces. The same X1 describes the fibers over all points
(
Il
Z ′
)
, so we conclude that
π−1(VI) = VI × F , as claimed. We have proved
Lemma 4.3. There is a locally trivial fibration π : W → G(l, k), such that if
VI ⊂ G(l, k) are the affine spaces dI 6= 0 described above, then
π−1(VI) = VI × F,
with the fiber F isomorphic to an affine space.
We need some basic properties of Stein spaces, which for our purposes may be
defined as holomorphic manifolds on which the cohomology of all coherent sheaves
vanishes in all positive degrees. All of the following facts, and much more, can be
found in [GR].
Proposition 4.4. (1) The affine space Cn is Stein.
(2) If X is a Stein space, and if Y ⊂ X is the complement of the zero set of a
holomorphic function f on X, then Y is Stein.
(3) If X is a Stein space, and if Y ⊂ X is the complement of the set of common
zeros of k holomorphic functions on X, then the cohomology of any coherent
holomorphic sheaf on Y vanishes in degrees larger than k − 1.
We would now like to combine Lemma 4.3 and Proposition 4.4(3) to conclude the
vanishing claimed in Theorem 4.2. However the number of the affine sets VI × F
covering W is too big.
To get around this difficulty, we totally order the sets I, first by degree and then
lexicographically within a fixed degree. The degree of I = {i1, . . . , il} is defined as
|I| =
l∑
j=1
ij −
l(l+ 1)
2
.
The degree of I varies from 0 (for I = {1, . . . , l}) to l(k−l) (for I = {k−l+1, . . . , k}).
For any I as above, we define
UI =
⋃
J≤I
VJ × F.
Since U{k−l+1,...,k} = W and |{k − l + 1, . . . , k}| = l(k − l), the following lemma
implies Theorem 4.2.
Lemma 4.5. The cohomology of any coherent holomorphic sheaf on UI vanishes
in degrees above |I|.
Proof. Following [S], we will use the Mayer-Vietoris exact sequence to prove the
statement by induction.
It is clear that the statement is true for the smallest index I = {1, . . . , l}. Namely, in
that case UI = VI ×F is an affine space, therefore it is Stein by Lemma 4.4(1), and
so the cohomology of all coherent holomorphic sheaves on UI vanishes in degrees
above 0.
Assume now that the statement is true for the immediate predecessor I ′ of I and
let us prove it for I. Denote |I| = i ≥ 1; then |I ′| ≤ i. The Mayer-Vietoris exact
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sequence for a holomorphic sheaf S on UI = UI′ ∪ (VI × F ) is
· · · → Hj(UI ,S)→ H
j(UI′ ,S)⊕H
j(VI × F,S)→ H
j(UI′ ∩ (VI × F ),S)→
→ Hj+1(UI ,S)→ H
j+1(UI′ ,S)⊕H
j+1(VI × F,S)→ . . .
By the inductive assumption, if j ≥ i, then Hj+1(UI′ ,S) ⊕H
j+1(VI × F,S) = 0.
Therefore we will be done if we prove that Hj(UI′∩(VI×F ),S) = 0. This is true by
Proposition 4.4(3), because VI×F is Stein, and by Lemma 4.6 below, UI′∩(VI×F )
is a subset of VI × F with complement given by |I| = i ≤ j equations. 
Lemma 4.6. Let w ∈ W and let I = {i1, . . . , il} be such that dI(π(w)) 6= 0.
Assume that dJ (π(w)) = 0 for all J of the form
J = {i1, . . . , ir−1, jr, jr+1, . . . , jl}
for some r ∈ {1, . . . , l}, with ir−1 < jr < ir and
jr+1, . . . , jl ∈ {ir, . . . , il}.
(By convention, i0 = 0.)
Then dK(π(w)) = 0 for all K < I. Furthermore, the number of J as above is |I|.
Proof. We first show that the number of possible J is exactly |I|. For a fixed r, the
number of choices for J is ir − ir−1 − 1 (for jr) times l − r + 1 (for jr+1, . . . , jl).
The total number of choices is thus
l∑
r=1
(ir−ir−1−1)(l−r+1) =
l∑
r=1
ir(l−r+1)−
l∑
r=1
ir−1(l−r+1)−
l∑
r=1
(l−r+1) =
l∑
r=1
ir(l − r + 1)−
l−1∑
s=0
is(l − s)−
l∑
s=1
s =
l∑
r=1
ir −
l(l + 1)
2
= |I|.
The assumption dI(w) 6= 0 means that the rows wi1 , . . . , wil of the k × l matrix
corresponding to w are linearly independent. The assumption dJ (w) = 0 for all J as
above means the following. If it−1 < s < it for some t ∈ {1, . . . , l}, then dJ (w) = 0
for every J = {i1, . . . , it−1, s, i
′
t+1, . . . , i
′
l} such that {i
′
t+1, . . . , i
′
l} ⊂ {it, . . . , il}
means that ws can be expressed as a linear combination of wi1 , . . . , wit−1 and any
l − t vectors among wit , . . . , wil . This implies that ws is a linear combination of
wi1 , . . . , wit−1 .
Let now
K = (k1, . . . , kl) < I.
Then there is some u ∈ {1, . . . , l} such that ku < iu; let us take the smallest such u.
By the above considerations, wk1 , . . . , wku are in the linear span of wi1 , . . . , wiu−1 .
This means wk1 , . . . , wku are linearly dependent, and therefore dK(w) = 0. 
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