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Abstract
We derive the Fermi’s golden rule in the Gaussian wave-packet formalism of quantum
field theory, proposed by Ishikawa, Shimomura, and Tobita, for the particle decay within
a finite time interval. We present a systematic procedure to separate the bulk contribution
from those of time boundaries, while manifestly maintaining the unitarity of the S-matrix
unlike the proposal by Stueckelberg in 1951. We also revisit the suggested deviation from
the golden rule and clarify that it indeed corresponds to the boundary contributions,
though their physical significance is yet to be confirmed.
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1 Introduction
Strictly speaking, the S-matrix in quantum field theory is defined only by using wave packets;
see any textbook, e.g., Ref. [1, 2]. The derivation of a physical quantity, such as a decay rate,
in terms of plane waves is “actually more a mnemonic than a derivation” [2].
Ishikawa and Shimomura have proposed a formulation of a free Gaussian wave packet
in relativistic quantum field theory [3]; see also Refs. [4, 5, 6, 7] for earlier related works.
Ishikawa and Tobita have developed a systematic method to approximate the S-matrix in
various limits in the Gaussian wave-packet formalism [8, 9, 10]; further development has been
made by themselves and Tajima to include the photon state [11]. The authors have claimed
that there can be a deviation from the Fermi’s golden rule if we consider an S-matrix with
finite time interval [8, 9, 11, 10].
Stueckelberg correctly pointed out in 1951 that the plane-wave S-matrix with finite time
interval exhibits an extra ultraviolet (UV) divergence coming from the interaction point at
the boundary in time [12]: In order to remove it within the plane-wave formalism, a phe-
nomenological factor has been introduced so that the uncertainty of the initial and final times
of the process can be taken into account. This has lead to the violation of unitarity, and the
necessary modification of the S-matrix to cure the pathology has become complicated and
rather intractable.
In this paper, we revisit the Gaussian wave-packet formalism to derive the Fermi’s golden
rule. We separate the bulk effect from the boundary ones, while manifestly maintaining the
unitarity. We further show that the might-be deviation from the Fermi’s golden rule, claimed
in Refs. [8, 9, 11, 10], indeed corresponds to the decay at the boundary in time.
For clarity, in Secs. 2–4, we will first spell out our results using an example of the tree-level
decay process of a heavy scalar Φ into a pair of light scalars φφ due to the super-renormalizable
interaction Φφφ. In order to show how to generalize our results to include the momentum-
dependent factors in the interaction and in the wave functions, in Sec. 5, we will then turn
to the tree-level decay process of a pseudo-scalar ϕ into a pair of photons due to the non-
renormalizable interaction ϕFµνF˜
µν . More generalization will be presented in Appendix A.
The paper is organized as follows: In Sec. 2, we review the Gaussian wave-packet formalism
for the scalar field. In Sec. 3, we reformulate the Gaussian S-matrix and present a systematic
procedure to separate the bulk contribution from the boundary ones. In Sec. 4, we obtain the
decay probability and derive the Fermi’s golden rule. We briefly discuss the boundary effect
too. In Sec. 5, we generalize our result to the decay into the diphoton final state. In Sec. 6,
we summarize our results. In Appendix A, we review the Gaussian wave-packet formalism
for the scalar, spinor, and vector. In Appendix B, we show the saddle-point approximation
of the Gaussian wave packet in the large-width (plane-wave) expansion. In Appendix C, we
show the expressions for the plane-wave and particle limits of the decaying particle and for
the decay at rest. In Appendix D, we present possible expressions for the boundary limit.
2 Gaussian formalism
We review the Gaussian formalism. As said above, we consider the decay of a heavy real
scalar Φ into a pair of light real scalars φφ by the following interaction:
Lint = −κ
2
Φφ2, (1)
3
where κ is a coupling constant of mass dimension unity. The interaction Hamiltonian density
is Hint = −Lint. We write the initial and final momenta p0 and p1,p2, respectively. In this
section, we will let Ψ stand for either Φ or φ. We write their masses mΦ and mφ and consider
the case mΦ > 2mφ.
2.1 Plane-wave S-matrix
First we briefly review the plane-wave computation of the S-matrix. We can expand the
free field operator Ψˆ(I)(x) at x =
(
x0,x
)
= (t,x) in the interaction picture in terms of the
annihilation and creation operators of planes waves:
Ψˆ(I)(x) =
∫
d3p√
2p0 (2pi)3/2
[
aˆΨ(p) e
ip·x + aˆ†Ψ(p) e
−ip·x
] ∣∣∣∣∣
p0=EΨ(p)
, (2)
where we work in the (−,+,+,+) metric convention and write the kinetic energy
EΨ(p) :=
√
m2Ψ + p
2. (3)
Throughout this paper, we use both x0 and t interchangeably (as well as X0 and T that
appear below).
We define the following free one- and two-particle states:1
|p0〉(SB)Φ = aˆ†Φ(p0) |0〉 ,
|p〉(SB)φ = aˆ†φ(p) |0〉 ,
|p1,p2〉(SB)φφ =
1√
2
aˆ†φ(p1) aˆ
†
φ(p2) |0〉 , (4)
where (SB) refers to the time-independent basis state in the Schro¨dinger picture (see Ap-
pendix A.1), which are the eigenstates of the free Hamiotonian:
Hˆfree |p0〉(SB)Φ = EΦ(p0) |p0〉(SB)Φ ,
Hˆfree |p〉(SB)φ = Eφ(p) |p〉(SB)φ ,
Hˆfree |p1,p2〉(SB)φφ = (Eφ(p1) + Eφ(p2)) |p1,p2〉(SB)φφ . (5)
In terms of these states, the free field operator (2) can also be written as
Ψˆ(I)(x) =
∫
d3p√
2EΨ(p)
[
aˆΨ(p)
(
(IB)
Ψ 〈x |p〉(SB)Ψ
)
+ aˆ†Ψ(p)
(
(IB)
Ψ 〈x |p〉(SB)Ψ
)∗]
, (6)
1 The two-particle state is normalized to
(SB)
φφ 〈p1,p2 |p3,p4〉(SB)φφ =
1
2
[
δ3(p1 − p3) δ3(p2 − p4) + δ3(p1 − p4) δ3(p2 − p3)
]
,
such that ∫
d3p1
∫
d3p2 |p1,p2〉 〈p1,p2| = 1ˆ,
where 1ˆ is the identity operator in the two-particle subspace.
4
where |x〉(IB)Ψ = eiHˆfreet |x〉(SB)Ψ is the position basis state in the interaction picture; see Ap-
pendix A.2.
Usually, the time-independent in and out states in the Heisenberg picture are defined as
the eigenstates of the total Hamiltonian that become close to the free states (4) at sufficiently
remote past and future in the following sense:2
e−iHˆt |in;p0〉(H)Φ → e−iHˆfreet |p0〉(SB)Φ for t→ Tin (→ −∞), (7)
e−iHˆt |out;p1,p2〉(H)φφ → e−iHˆfreet |p1,p2〉(SB)φφ for t→ Tout (→∞), (8)
where Hˆ = Hˆfree + Hˆint is the total Hamiltonian. To be more precise, Eqs. (7) and (8) are
meaningless in themselves and should rather be understood as follows (see any textbook, e.g.,
Refs. [1, 2]): The in and out states are really defined by wave packets such that, for arbitrary
smooth and sufficiently fast-decaying functions gin(p0) and gout(p1,p2), they satisfy∫
d3p0 gin(p0) e
−iHˆt |in;p0〉(H)Φ ≈
∫
d3p0 gin(p0) e
−iHˆfreet |p0〉(SB)Φ , (9)∫
d3p1 d
3p2 gout(p1,p2) e
−iHˆt |out;p1,p2〉(H)φφ ≈
∫
d3p1 d
3p2 gout(p1,p2) e
−iHˆfreet |p1,p2〉(SB)φφ ,
(10)
as t→ Tin (→ −∞) and t→ Tout (→∞), respectively.3
The S-matrix is defined by
S =
(H)
φφ 〈out;p1,p2 | in;p0〉(H)Φ . (11)
For Tin and Tout sufficiently remote past and future, respectively, one obtains
S ≈ (SB)φφ 〈p1,p2| Uˆ(Tout, Tin) |p0〉(SB)Φ , (12)
where
Uˆ(Tout, Tin) := e
iHˆfreeToute−iHˆ(Tout−Tin)e−iHˆfreeTin
= T exp
(
−i
∫ Tout
Tin
dt Hˆ
(I)
int(t)
)
, (13)
in which T denotes the time-ordering and Hˆ
(I)
int(t) = e
iHˆfreetHˆinte
−iHˆfreet is the interaction
Hamiltonian in the interaction picture.
2 This can be formally rewritten as the interaction-picture state becoming close to the time-independent
Schro¨dinger basis state as
|in;p0, t〉(I)Φ → |p0〉(SB)Φ , for t→ Tin (→ −∞),
|out;p1,p2; t〉(I)φφ → |p1,p2〉(SB)φφ , for t→ Tout (→∞).
3 Strictly speaking, this cannot apply for a decay process: No matter how remote past we move on to,
t → Tin (→ −∞), we might still find a wave-packet configuration of the final-state particles in which we
cannot neglect the interaction at the initial time. To handle this issue, one needs to treat the production
process of the parent particle using wave packets too. This will be presented in a separate publication.
5
As is well known, the expression (12) is badly divergent when squared, being proportional
to the momentum-space delta function δ4(0). Also, one needs to insert an infinitesimal imag-
inary part for the interaction Hamiltonian by hand in order to make the perturbation (13)
convergent. This is because the overlap between plane waves can never be suppressed no
matter how remote past and future one moves on, which is the reason why one needs wave
packets (9) and (10) for complete treatment of the S-matrix. The cluster decomposition never
occurs for the infinitely spread plane waves, while it does for properly defined wave packets.
2.2 Gaussian basis
Now we switch from the plane-wave basis to the Gaussian basis. Detailed notations for this
subsection can be found in Appendix A.
Instead of the plane-wave expansion (2), one may also expand the free field in terms of
the annihilation and creation operators of the free Gaussian wave:
Ψˆ(I)(x) =
∫
d3X d3P
(2pi)3
[
fΨ,σ;X,P (x) AˆΨ,σ(X,P ) + f
∗
Ψ,σ;X,P (x) Aˆ
†
Ψ,σ(X,P )
]
, (14)
where
√
σ is the width of the wave packet; X is the location of center at time T (and we write
collectively X =
(
X0,X
)
= (T,X) as said above); and P is its central momentum. We also
use the shorthand notation
Π := (X,P ) , Π := (X,P ) , d6Π :=
d3X d3P
(2pi)3
, (15)
so that
Ψˆ(I)(x) =
∫
d6Π
[
fΨ,σ;Π(x) AˆΨ,σ(Π) + f
∗
Ψ,σ;Π(x) Aˆ
†
Ψ,σ(Π)
]
. (16)
The explicit form of the coefficient function fΨ,σ;Π (= fΨ,σ;X,P ) is obtained as
4
fΨ,σ;Π(x) =
∫
d3p√
2EΨ(p)
(IB)
Ψ 〈x |p〉(SB)Ψ (SB)Ψ 〈p |Π〉(IB)Ψ
=
(σ
pi
)3/4 ∫ d3p√
2p0 (2pi)3/2
eip·(x−X)−
σ
2
(p−P )2
∣∣∣∣∣
p0=EΨ(p)
. (17)
Throughout the main text, we abbreviate e.g. |σ; Π〉 to |Π〉, in which it is understood that σ
can be different from each other among the in- and out-state particles.
In the large-σ expansion, the leading saddle point approximation gives
fΨ,σ;Π(x)→
(σ
pi
)3/4(2pi
σ
)3/2 1√
2P 0 (2pi)3/2
eiP ·(x−X)−
(x−Ξ(t))2
2σ
∣∣∣∣∣
P 0=EΨ(P )
, (18)
4 Note that the two “interaction basis” states are the ones at different times:
|x〉(IB)Ψ = eiHˆfreet |x〉(SB)Ψ , |Π〉(IB)Ψ = eiHˆfreeT |Π〉(SB)Ψ ,
where t = x0 and T = X0 in Π = (X,P ) as always.
6
where
Ξ(t) := X + V Ψ(P ) (t− T ) (19)
is the location of the center of the wave packet at time t, in which V Ψ(P ) := P /EΨ(P ); see
Appendix B.5 Within this leading order approximation, the width of the wave pack remains
constant in time.
2.3 Free Gaussian wave-packet states
Now we can explicitly prepare the free wave-packet states, employed in the right-hand sides
of Eqs. (9) and (10),∫
d3p0 gin(p0) |p0〉(SB)Φ ,
∫
d3p1
∫
d3p2 gout(p1,p2) |p1,p2〉(SB)φφ , (20)
respectively, as follows:6
|Π〉(SB)Φ = Aˆ†Φ(Π) |0〉 , |Π1,Π2〉(SB)φφ =
1√
2
Aˆ†φ(Π1) Aˆ
†
φ(Π2) |0〉 . (21)
As said above, |σ1,Π1;σ2,Π2〉 is abbreviated to |Π1,Π2〉 throughout the main text.
2.4 Gaussian S-matrix
Suppose that the interaction (1) is negligible at some initial and final times Tin and Tout.
Then we may define the corresponding in and out states, following Eqs. (9) and (10), by7
e−iHˆt |in; Π0〉(H)Φ ≈ e−iHˆfreet |Π0〉(SB)Φ (t→ Tin),
e−iHˆt |out; Π1,Π2〉(H)φφ ≈ e−iHˆfreet |Π1,Π2〉(SB)φφ (t→ Tout). (22)
Now the Gaussian S-matrix is the inner product between these physical states:
S =
(H)
φφ 〈out; Π1,Π2 | in; Π0〉(H)Φ . (23)
5 Ξ(t) has implicit dependence on mΨ, P , and X (= (T,X)).
6 Explicitly, gin (gout) is a (multiple of independent) free Gaussian wave function(s):
gin(p) =
(SB)
Φ〈p |Π〉(IB)Φ =
(σ
pi
)3/4
e−ip·Xe−
σ
2
(p−P )2
∣∣∣∣
p0=EΦ(p)
,
gout(p1,p2) =
∏
a=1,2
(SB)
φ〈pa |Πa〉(IB)φ =
∏
a=1,2
(σa
pi
)3/4
e−ipa·Xae−
σa
2
(pa−Xa)2
∣∣∣∣
p0a=Eφ(pa)
,
where each “interaction basis” state is the one at different time: |ΠA〉(IB)Ψ = eiHˆfreeTA |ΠA〉(SB)Ψ . Note also
that we have written the states in Eq. (21) as the time-independent Schro¨dinger basis states, rather than the
interaction basis ones, in the sense that they are independent of the time coordinate t that will appear later in
Hˆ(I)(t), the interaction Hamiltonian in the interaction picture. (Otherwise the two-particle state would have
two reference times T1 and T2 meaninglessly.)
7 If we may take T0 = Tin and T1 = T2 = Tout, we would obtain
e−iHˆt |in; Π0〉(H)Φ ≈ |Π0〉(SB)Φ (t→ Tin),
e−iHˆt |out; Π1,Π2〉(H)φφ ≈ |Π1,Π2〉(SB)φφ (t→ Tout),
respectively.
7
Note that these in and out states become close, in the sense of Eq. (22), to the free states (21),
which are square-integrable and of finite norm.8 This is in contrast to the plane-wave S-
matrix (11), which is the inner product between the states that become close to the plane
waves (4), which are not square-integrable, not elements of the Hilbert space, and hence not
the physical states.9 Due to this finiteness of the Gaussian S-matrix, the probability for the
transition |in; Π0〉(H)Φ → |out; Π1,Π2〉(H)φφ is simply its square: |S|2.10 There is no need of the
hand-waving argument of the momentum delta function δ4(0) becoming spacetime volume
etc.
Using Eq. (22), we get
S ≈ (SB)φφ 〈Π1,Π2| Uˆ(Tout, Tin) |Π0〉(SB)Φ . (24)
At the first order in the Dyson series (13),
Uˆ(Tout, Tin) = 1− i
∫ Tout
Tin
dt
∫
d3x Hˆ(I)int(x) + · · · , (25)
the S-matrix becomes
S = i
∫ Tout
Tin
dt
∫
d3x
(SB)
φφ 〈Π1,Π2| Lˆ(I)int(x) |Π0〉(SB)Φ
=
iκ
2
∫ Tout
Tin
dt
∫
d3x
(SB)
φφ 〈Π1,Π2| φˆ(I)(x) φˆ(I)(x) |0〉 〈0| Φˆ(I)(x) |Π0〉(SB)Φ
=
iκ√
2
∫ Tout
Tin
dt
∫
d3x f∗φ,σ1;Π1(x) f
∗
φ,σ2;Π2(x) fΦ,σ0;Π0(x) . (26)
3 Gaussian S-matrix: separation of bulk and boundary effects
Now we compute the Gaussian S-matrix. In Sec. 3.1, we obtain the S-matrix in the leading
saddle-point approximation (18) for the large widths expansion. In Sec. 3.2, we exactly
integrate over the spacetime position x of the interaction point. In Sec. 3.3, we separate the
bulk and boundary effects. In Sec. 3.4, a limit of large argument is taken to get some physical
insight. A schematic figure for this section is presented in Fig. 1.
8 Note however the issue in footnote 3.
9 One can extend the notion of Hilbert space to include distributions (such as the Dirac delta “function”)
by using the rigged Hilbert space, namely the Gelfand triple. In the end, from a given plane-wave S-matrix,
one can obtain a physically measurable probability only by convoluting it with wave packets.
10 So far, we have not considered any boundary effect as we assume here that the interactions are negligible
at Tin and Tout; see also footnote 3.
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Tin
<latexit sha1_base64="2+xM3PyNyuO XJg5hOOSdHqA6ytk=">AAACbnichVHLSsNAFD2N7/qqCiKIKBbFVbkRQXElunHpq1W opSRx1ME0Ccm0qMUfcC8uBEVBRPwMN/6ACz9B3AgV3LjwNg2IFvWGyZw5c8+dM3dMz 5aBInqKaQ2NTc0trW3x9o7Oru5ET28mcIu+JdKWa7v+hmkEwpaOSCupbLHh+cIomLZ YN/cWqvvrJeEH0nXW1IEncgVjx5Hb0jIUU9m1/KYS+6osnaN8IkkpCmOkHugRSCKKJ Tdxg01swYWFIgoQcKAY2zAQ8JeFDoLHXA5l5nxGMtwXOEKctUXOEpxhMLvH/x1eZSP W4XW1ZhCqLT7F5uGzcgRj9Ei3VKEHuqNn+vi1VjmsUfVywLNZ0wov3308sPr+r6rAs 8Lul+pPzwrbmAm9SvbuhUz1FlZNXzo8razOroyVx+mKXtj/JT3RPd/AKb1Z18ti5Qx xfgD9Z7vrQWYypVNKX55Kzs1HT9GKQYxigvs9jTksYgnpsGMnOMdF7FXr14a04VqqF os0ffgW2sQn2N6Ohw==</latexit><latexit sha1_base64="2+xM3PyNyuO XJg5hOOSdHqA6ytk=">AAACbnichVHLSsNAFD2N7/qqCiKIKBbFVbkRQXElunHpq1W opSRx1ME0Ccm0qMUfcC8uBEVBRPwMN/6ACz9B3AgV3LjwNg2IFvWGyZw5c8+dM3dMz 5aBInqKaQ2NTc0trW3x9o7Oru5ET28mcIu+JdKWa7v+hmkEwpaOSCupbLHh+cIomLZ YN/cWqvvrJeEH0nXW1IEncgVjx5Hb0jIUU9m1/KYS+6osnaN8IkkpCmOkHugRSCKKJ Tdxg01swYWFIgoQcKAY2zAQ8JeFDoLHXA5l5nxGMtwXOEKctUXOEpxhMLvH/x1eZSP W4XW1ZhCqLT7F5uGzcgRj9Ei3VKEHuqNn+vi1VjmsUfVywLNZ0wov3308sPr+r6rAs 8Lul+pPzwrbmAm9SvbuhUz1FlZNXzo8razOroyVx+mKXtj/JT3RPd/AKb1Z18ti5Qx xfgD9Z7vrQWYypVNKX55Kzs1HT9GKQYxigvs9jTksYgnpsGMnOMdF7FXr14a04VqqF os0ffgW2sQn2N6Ohw==</latexit><latexit sha1_base64="2+xM3PyNyuO XJg5hOOSdHqA6ytk=">AAACbnichVHLSsNAFD2N7/qqCiKIKBbFVbkRQXElunHpq1W opSRx1ME0Ccm0qMUfcC8uBEVBRPwMN/6ACz9B3AgV3LjwNg2IFvWGyZw5c8+dM3dMz 5aBInqKaQ2NTc0trW3x9o7Oru5ET28mcIu+JdKWa7v+hmkEwpaOSCupbLHh+cIomLZ YN/cWqvvrJeEH0nXW1IEncgVjx5Hb0jIUU9m1/KYS+6osnaN8IkkpCmOkHugRSCKKJ Tdxg01swYWFIgoQcKAY2zAQ8JeFDoLHXA5l5nxGMtwXOEKctUXOEpxhMLvH/x1eZSP W4XW1ZhCqLT7F5uGzcgRj9Ei3VKEHuqNn+vi1VjmsUfVywLNZ0wov3308sPr+r6rAs 8Lul+pPzwrbmAm9SvbuhUz1FlZNXzo8razOroyVx+mKXtj/JT3RPd/AKb1Z18ti5Qx xfgD9Z7vrQWYypVNKX55Kzs1HT9GKQYxigvs9jTksYgnpsGMnOMdF7FXr14a04VqqF os0ffgW2sQn2N6Ohw==</latexit><latexit sha1_base64="2+xM3PyNyuO XJg5hOOSdHqA6ytk=">AAACbnichVHLSsNAFD2N7/qqCiKIKBbFVbkRQXElunHpq1W opSRx1ME0Ccm0qMUfcC8uBEVBRPwMN/6ACz9B3AgV3LjwNg2IFvWGyZw5c8+dM3dMz 5aBInqKaQ2NTc0trW3x9o7Oru5ET28mcIu+JdKWa7v+hmkEwpaOSCupbLHh+cIomLZ YN/cWqvvrJeEH0nXW1IEncgVjx5Hb0jIUU9m1/KYS+6osnaN8IkkpCmOkHugRSCKKJ Tdxg01swYWFIgoQcKAY2zAQ8JeFDoLHXA5l5nxGMtwXOEKctUXOEpxhMLvH/x1eZSP W4XW1ZhCqLT7F5uGzcgRj9Ei3VKEHuqNn+vi1VjmsUfVywLNZ0wov3308sPr+r6rAs 8Lul+pPzwrbmAm9SvbuhUz1FlZNXzo8razOroyVx+mKXtj/JT3RPd/AKb1Z18ti5Qx xfgD9Z7vrQWYypVNKX55Kzs1HT9GKQYxigvs9jTksYgnpsGMnOMdF7FXr14a04VqqF os0ffgW2sQn2N6Ohw==</latexit>
Tout
<latexit sha1_base64="buNPzk1f3+0 wKWEHY17GAcD2SW8=">AAACb3ichVHLSsNAFD2N7/po1YWCIMWi6KbciKC4KrpxWW2 rgpWSxFFD0yQk02It/oAfoAsXPkBE/Aw3/oALP0FciYIbF96mAVFR7zAzZ87cc+fMj O5api+JHiJKS2tbe0dnV7S7p7cvFu8fWPWdimeIvOFYjreua76wTFvkpSktse56Qiv rlljTS4uN/bWq8HzTsXOy5orNsrZjm9umoUmmCrliQYo9WXcq8qAYT1KKgkj8BGoIk ggj48SvUMAWHBiooAwBG5KxBQ0+tw2oILjMbaLOnMfIDPYFDhBlbYWzBGdozJZ43OH VRsjavG7U9AO1wadY3D1WJjBO93RNL3RHN/RI77/Wqgc1Gl5qPOtNrXCLscPh7Nu/q jLPErufqj89S2xjLvBqsnc3YBq3MJr66v7xS3Z+Zbw+QRf0xP7P6YFu+QZ29dW4XBY rJ4jyB6jfn/snWJ1OqZRSl2eS6YXwKzoxgjFM8nvPIo0lZJDnc10c4RRnkWdlSBlVE s1UJRJqBvEllKkPBSqPEg==</latexit><latexit sha1_base64="buNPzk1f3+0 wKWEHY17GAcD2SW8=">AAACb3ichVHLSsNAFD2N7/po1YWCIMWi6KbciKC4KrpxWW2 rgpWSxFFD0yQk02It/oAfoAsXPkBE/Aw3/oALP0FciYIbF96mAVFR7zAzZ87cc+fMj O5api+JHiJKS2tbe0dnV7S7p7cvFu8fWPWdimeIvOFYjreua76wTFvkpSktse56Qiv rlljTS4uN/bWq8HzTsXOy5orNsrZjm9umoUmmCrliQYo9WXcq8qAYT1KKgkj8BGoIk ggj48SvUMAWHBiooAwBG5KxBQ0+tw2oILjMbaLOnMfIDPYFDhBlbYWzBGdozJZ43OH VRsjavG7U9AO1wadY3D1WJjBO93RNL3RHN/RI77/Wqgc1Gl5qPOtNrXCLscPh7Nu/q jLPErufqj89S2xjLvBqsnc3YBq3MJr66v7xS3Z+Zbw+QRf0xP7P6YFu+QZ29dW4XBY rJ4jyB6jfn/snWJ1OqZRSl2eS6YXwKzoxgjFM8nvPIo0lZJDnc10c4RRnkWdlSBlVE s1UJRJqBvEllKkPBSqPEg==</latexit><latexit sha1_base64="buNPzk1f3+0 wKWEHY17GAcD2SW8=">AAACb3ichVHLSsNAFD2N7/po1YWCIMWi6KbciKC4KrpxWW2 rgpWSxFFD0yQk02It/oAfoAsXPkBE/Aw3/oALP0FciYIbF96mAVFR7zAzZ87cc+fMj O5api+JHiJKS2tbe0dnV7S7p7cvFu8fWPWdimeIvOFYjreua76wTFvkpSktse56Qiv rlljTS4uN/bWq8HzTsXOy5orNsrZjm9umoUmmCrliQYo9WXcq8qAYT1KKgkj8BGoIk ggj48SvUMAWHBiooAwBG5KxBQ0+tw2oILjMbaLOnMfIDPYFDhBlbYWzBGdozJZ43OH VRsjavG7U9AO1wadY3D1WJjBO93RNL3RHN/RI77/Wqgc1Gl5qPOtNrXCLscPh7Nu/q jLPErufqj89S2xjLvBqsnc3YBq3MJr66v7xS3Z+Zbw+QRf0xP7P6YFu+QZ29dW4XBY rJ4jyB6jfn/snWJ1OqZRSl2eS6YXwKzoxgjFM8nvPIo0lZJDnc10c4RRnkWdlSBlVE s1UJRJqBvEllKkPBSqPEg==</latexit><latexit sha1_base64="buNPzk1f3+0 wKWEHY17GAcD2SW8=">AAACb3ichVHLSsNAFD2N7/po1YWCIMWi6KbciKC4KrpxWW2 rgpWSxFFD0yQk02It/oAfoAsXPkBE/Aw3/oALP0FciYIbF96mAVFR7zAzZ87cc+fMj O5api+JHiJKS2tbe0dnV7S7p7cvFu8fWPWdimeIvOFYjreua76wTFvkpSktse56Qiv rlljTS4uN/bWq8HzTsXOy5orNsrZjm9umoUmmCrliQYo9WXcq8qAYT1KKgkj8BGoIk ggj48SvUMAWHBiooAwBG5KxBQ0+tw2oILjMbaLOnMfIDPYFDhBlbYWzBGdozJZ43OH VRsjavG7U9AO1wadY3D1WJjBO93RNL3RHN/RI77/Wqgc1Gl5qPOtNrXCLscPh7Nu/q jLPErufqj89S2xjLvBqsnc3YBq3MJr66v7xS3Z+Zbw+QRf0xP7P6YFu+QZ29dW4XBY rJ4jyB6jfn/snWJ1OqZRSl2eS6YXwKzoxgjFM8nvPIo0lZJDnc10c4RRnkWdlSBlVE s1UJRJqBvEllKkPBSqPEg==</latexit>
t = 0
<latexit sha1_base64="unY1AGVpkP7lr0eyZvrNfIFoRJk=">AAACZnichVHLS sNAFD2Nr1ofrYoouCmWiqtyI4IiCEU3Lqu1KmgpSRxrME1CMi1o8QcEt3bhSkFE/Aw3/oAL/0BxqeDGhbdpQLSod5iZM2fuuXNmRnct05dEjxGlo7OruyfaG+vrHxiMJ 4aGN3yn6hmiYDiW423pmi8s0xYFaUpLbLme0Cq6JTb1g+Xm/mZNeL7p2Ovy0BXFila2zT3T0CRTeblIpUSKMhREsh2oIUghjJyTuMYOduHAQBUVCNiQjC1o8LltQwXBZ a6IOnMeIzPYFzhGjLVVzhKcoTF7wGOZV9sha/O6WdMP1AafYnH3WJlEmh7ohl7pnm7pmT5+rVUPajS9HPKst7TCLcVPxvPv/6oqPEvsf6n+9Cyxh/nAq8ne3YBp3sJo6 WtHjdf8wlq6PkWX9ML+L+iR7vgGdu3NuFoVa+eI8QeoP5+7HWzMZFTKqKuzqexS+BVRTGAS0/zec8hiBTkU+NwyTnGGRuRJGVRGlbFWqhIJNSP4FkryExRRinU=</lat exit><latexit sha1_base64="unY1AGVpkP7lr0eyZvrNfIFoRJk=">AAACZnichVHLS sNAFD2Nr1ofrYoouCmWiqtyI4IiCEU3Lqu1KmgpSRxrME1CMi1o8QcEt3bhSkFE/Aw3/oAL/0BxqeDGhbdpQLSod5iZM2fuuXNmRnct05dEjxGlo7OruyfaG+vrHxiMJ 4aGN3yn6hmiYDiW423pmi8s0xYFaUpLbLme0Cq6JTb1g+Xm/mZNeL7p2Ovy0BXFila2zT3T0CRTeblIpUSKMhREsh2oIUghjJyTuMYOduHAQBUVCNiQjC1o8LltQwXBZ a6IOnMeIzPYFzhGjLVVzhKcoTF7wGOZV9sha/O6WdMP1AafYnH3WJlEmh7ohl7pnm7pmT5+rVUPajS9HPKst7TCLcVPxvPv/6oqPEvsf6n+9Cyxh/nAq8ne3YBp3sJo6 WtHjdf8wlq6PkWX9ML+L+iR7vgGdu3NuFoVa+eI8QeoP5+7HWzMZFTKqKuzqexS+BVRTGAS0/zec8hiBTkU+NwyTnGGRuRJGVRGlbFWqhIJNSP4FkryExRRinU=</lat exit><latexit sha1_base64="unY1AGVpkP7lr0eyZvrNfIFoRJk=">AAACZnichVHLS sNAFD2Nr1ofrYoouCmWiqtyI4IiCEU3Lqu1KmgpSRxrME1CMi1o8QcEt3bhSkFE/Aw3/oAL/0BxqeDGhbdpQLSod5iZM2fuuXNmRnct05dEjxGlo7OruyfaG+vrHxiMJ 4aGN3yn6hmiYDiW423pmi8s0xYFaUpLbLme0Cq6JTb1g+Xm/mZNeL7p2Ovy0BXFila2zT3T0CRTeblIpUSKMhREsh2oIUghjJyTuMYOduHAQBUVCNiQjC1o8LltQwXBZ a6IOnMeIzPYFzhGjLVVzhKcoTF7wGOZV9sha/O6WdMP1AafYnH3WJlEmh7ohl7pnm7pmT5+rVUPajS9HPKst7TCLcVPxvPv/6oqPEvsf6n+9Cyxh/nAq8ne3YBp3sJo6 WtHjdf8wlq6PkWX9ML+L+iR7vgGdu3NuFoVa+eI8QeoP5+7HWzMZFTKqKuzqexS+BVRTGAS0/zec8hiBTkU+NwyTnGGRuRJGVRGlbFWqhIJNSP4FkryExRRinU=</lat exit><latexit sha1_base64="unY1AGVpkP7lr0eyZvrNfIFoRJk=">AAACZnichVHLS sNAFD2Nr1ofrYoouCmWiqtyI4IiCEU3Lqu1KmgpSRxrME1CMi1o8QcEt3bhSkFE/Aw3/oAL/0BxqeDGhbdpQLSod5iZM2fuuXNmRnct05dEjxGlo7OruyfaG+vrHxiMJ 4aGN3yn6hmiYDiW423pmi8s0xYFaUpLbLme0Cq6JTb1g+Xm/mZNeL7p2Ovy0BXFila2zT3T0CRTeblIpUSKMhREsh2oIUghjJyTuMYOduHAQBUVCNiQjC1o8LltQwXBZ a6IOnMeIzPYFzhGjLVVzhKcoTF7wGOZV9sha/O6WdMP1AafYnH3WJlEmh7ohl7pnm7pmT5+rVUPajS9HPKst7TCLcVPxvPv/6oqPEvsf6n+9Cyxh/nAq8ne3YBp3sJo6 WtHjdf8wlq6PkWX9ML+L+iR7vgGdu3NuFoVa+eI8QeoP5+7HWzMZFTKqKuzqexS+BVRTGAS0/zec8hiBTkU+NwyTnGGRuRJGVRGlbFWqhIJNSP4FkryExRRinU=</lat exit>
X1 = (T1,X1)
<latexit sha1_base64="UbcIQZHuj04djtWuEVJ +sDHZnMs=">AAACiXichVHPSxtBFP7c2pomtUZ7KXgJjZYUSngrgiIIoV48qjExYGTZXSdxcPYHu5NADP0 H8g946KmFUooXr+21l/4DHvwTSo8WvHjwZbNQarC+YeZ98733vXkz44RKxprocsJ4NPn4yVTmaTb3bPr5T H52rh4HncgVNTdQQdRw7Fgo6YuallqJRhgJ23OU2HOON4bxva6IYhn4u7oXigPPbvuyJV1bM2XlFxqWud 5UoqVLu5b5tukE6jDueewKHGlGsn2k31j5IpUpscI4MFNQRGpbQf4LmjhEABcdeBDwoRkr2Ih57MMEIWTu AH3mIkYyiQu8R5a1Hc4SnGEze8xrm3f7KevzflgzTtQun6J4RqwsYJEu6Ctd0U86o190c2+tflJj2EuPv TPSitCaGbysXj+o8thrHP1V/bdnjRZWk14l9x4mzPAW7kjfPTm9qq7tLPZf0yf6zf1/pEv6wTfwu3/cz9t i5wOy/AHm3eceB/Wlskllc3u5WHmXfkUG83iFEr/3CirYxBZqfO4A5/iG70bOMI1VY22Uakykmhf4x4yNW 6fElrI=</latexit><latexit sha1_base64="UbcIQZHuj04djtWuEVJ +sDHZnMs=">AAACiXichVHPSxtBFP7c2pomtUZ7KXgJjZYUSngrgiIIoV48qjExYGTZXSdxcPYHu5NADP0 H8g946KmFUooXr+21l/4DHvwTSo8WvHjwZbNQarC+YeZ98733vXkz44RKxprocsJ4NPn4yVTmaTb3bPr5T H52rh4HncgVNTdQQdRw7Fgo6YuallqJRhgJ23OU2HOON4bxva6IYhn4u7oXigPPbvuyJV1bM2XlFxqWud 5UoqVLu5b5tukE6jDueewKHGlGsn2k31j5IpUpscI4MFNQRGpbQf4LmjhEABcdeBDwoRkr2Ih57MMEIWTu AH3mIkYyiQu8R5a1Hc4SnGEze8xrm3f7KevzflgzTtQun6J4RqwsYJEu6Ctd0U86o190c2+tflJj2EuPv TPSitCaGbysXj+o8thrHP1V/bdnjRZWk14l9x4mzPAW7kjfPTm9qq7tLPZf0yf6zf1/pEv6wTfwu3/cz9t i5wOy/AHm3eceB/Wlskllc3u5WHmXfkUG83iFEr/3CirYxBZqfO4A5/iG70bOMI1VY22Uakykmhf4x4yNW 6fElrI=</latexit><latexit sha1_base64="UbcIQZHuj04djtWuEVJ +sDHZnMs=">AAACiXichVHPSxtBFP7c2pomtUZ7KXgJjZYUSngrgiIIoV48qjExYGTZXSdxcPYHu5NADP0 H8g946KmFUooXr+21l/4DHvwTSo8WvHjwZbNQarC+YeZ98733vXkz44RKxprocsJ4NPn4yVTmaTb3bPr5T H52rh4HncgVNTdQQdRw7Fgo6YuallqJRhgJ23OU2HOON4bxva6IYhn4u7oXigPPbvuyJV1bM2XlFxqWud 5UoqVLu5b5tukE6jDueewKHGlGsn2k31j5IpUpscI4MFNQRGpbQf4LmjhEABcdeBDwoRkr2Ih57MMEIWTu AH3mIkYyiQu8R5a1Hc4SnGEze8xrm3f7KevzflgzTtQun6J4RqwsYJEu6Ctd0U86o190c2+tflJj2EuPv TPSitCaGbysXj+o8thrHP1V/bdnjRZWk14l9x4mzPAW7kjfPTm9qq7tLPZf0yf6zf1/pEv6wTfwu3/cz9t i5wOy/AHm3eceB/Wlskllc3u5WHmXfkUG83iFEr/3CirYxBZqfO4A5/iG70bOMI1VY22Uakykmhf4x4yNW 6fElrI=</latexit><latexit sha1_base64="UbcIQZHuj04djtWuEVJ +sDHZnMs=">AAACiXichVHPSxtBFP7c2pomtUZ7KXgJjZYUSngrgiIIoV48qjExYGTZXSdxcPYHu5NADP0 H8g946KmFUooXr+21l/4DHvwTSo8WvHjwZbNQarC+YeZ98733vXkz44RKxprocsJ4NPn4yVTmaTb3bPr5T H52rh4HncgVNTdQQdRw7Fgo6YuallqJRhgJ23OU2HOON4bxva6IYhn4u7oXigPPbvuyJV1bM2XlFxqWud 5UoqVLu5b5tukE6jDueewKHGlGsn2k31j5IpUpscI4MFNQRGpbQf4LmjhEABcdeBDwoRkr2Ih57MMEIWTu AH3mIkYyiQu8R5a1Hc4SnGEze8xrm3f7KevzflgzTtQun6J4RqwsYJEu6Ctd0U86o190c2+tflJj2EuPv TPSitCaGbysXj+o8thrHP1V/bdnjRZWk14l9x4mzPAW7kjfPTm9qq7tLPZf0yf6zf1/pEv6wTfwu3/cz9t i5wOy/AHm3eceB/Wlskllc3u5WHmXfkUG83iFEr/3CirYxBZqfO4A5/iG70bOMI1VY22Uakykmhf4x4yNW 6fElrI=</latexit>
X0 = (T0,X0)
<latexit sha1_base64="15aTHrtKu34gA0I+W DW2Va+Wm0k=">AAACiXichVHPSxtBFP7c2tbGtka9FLyExhQLJbyVgiEgiF48+iMxgSQsu+skDs7+Y HcSiKH/gP+AB08KUooXr3rtpf+AB/+E0mMKvfTgy2ahtNL2DTPvm++9782bGSdUMtZEdxPGo8nHT5 5OPctMP3/xciY7O7cXB93IFVU3UEFUd+xYKOmLqpZaiXoYCdtzlKg5hxujeK0nolgGfkX3Q9Hy7I4v 29K1NVNWdrFu0WpTibZeqlj0rukEaj/ue+xyHGlGsnOg31rZPBUpsdxDYKYgj9S2guxHNLGPAC668C DgQzNWsBHzaMAEIWSuhQFzESOZxAU+IMPaLmcJzrCZPeS1w7tGyvq8H9WME7XLpyieEStzKNAtfaI hfaFL+ko//1prkNQY9dJn74y1IrRmjl/t/vivymOvcfBL9c+eNdooJb1K7j1MmNEt3LG+d3Qy3C3vF AZv6Jy+cf9ndEef+QZ+77t7sS12TpHhDzD/fO6HYG+5aFLR3H6fX1tPv2IKC3iNJX7vFaxhE1uo8r nHuMI1boxpwzRKRnmcakykmnn8ZsbGPaGFlq8=</latexit><latexit sha1_base64="15aTHrtKu34gA0I+W DW2Va+Wm0k=">AAACiXichVHPSxtBFP7c2tbGtka9FLyExhQLJbyVgiEgiF48+iMxgSQsu+skDs7+Y HcSiKH/gP+AB08KUooXr3rtpf+AB/+E0mMKvfTgy2ahtNL2DTPvm++9782bGSdUMtZEdxPGo8nHT5 5OPctMP3/xciY7O7cXB93IFVU3UEFUd+xYKOmLqpZaiXoYCdtzlKg5hxujeK0nolgGfkX3Q9Hy7I4v 29K1NVNWdrFu0WpTibZeqlj0rukEaj/ue+xyHGlGsnOg31rZPBUpsdxDYKYgj9S2guxHNLGPAC668C DgQzNWsBHzaMAEIWSuhQFzESOZxAU+IMPaLmcJzrCZPeS1w7tGyvq8H9WME7XLpyieEStzKNAtfaI hfaFL+ko//1prkNQY9dJn74y1IrRmjl/t/vivymOvcfBL9c+eNdooJb1K7j1MmNEt3LG+d3Qy3C3vF AZv6Jy+cf9ndEef+QZ+77t7sS12TpHhDzD/fO6HYG+5aFLR3H6fX1tPv2IKC3iNJX7vFaxhE1uo8r nHuMI1boxpwzRKRnmcakykmnn8ZsbGPaGFlq8=</latexit><latexit sha1_base64="15aTHrtKu34gA0I+W DW2Va+Wm0k=">AAACiXichVHPSxtBFP7c2tbGtka9FLyExhQLJbyVgiEgiF48+iMxgSQsu+skDs7+Y HcSiKH/gP+AB08KUooXr3rtpf+AB/+E0mMKvfTgy2ahtNL2DTPvm++9782bGSdUMtZEdxPGo8nHT5 5OPctMP3/xciY7O7cXB93IFVU3UEFUd+xYKOmLqpZaiXoYCdtzlKg5hxujeK0nolgGfkX3Q9Hy7I4v 29K1NVNWdrFu0WpTibZeqlj0rukEaj/ue+xyHGlGsnOg31rZPBUpsdxDYKYgj9S2guxHNLGPAC668C DgQzNWsBHzaMAEIWSuhQFzESOZxAU+IMPaLmcJzrCZPeS1w7tGyvq8H9WME7XLpyieEStzKNAtfaI hfaFL+ko//1prkNQY9dJn74y1IrRmjl/t/vivymOvcfBL9c+eNdooJb1K7j1MmNEt3LG+d3Qy3C3vF AZv6Jy+cf9ndEef+QZ+77t7sS12TpHhDzD/fO6HYG+5aFLR3H6fX1tPv2IKC3iNJX7vFaxhE1uo8r nHuMI1boxpwzRKRnmcakykmnn8ZsbGPaGFlq8=</latexit><latexit sha1_base64="15aTHrtKu34gA0I+W DW2Va+Wm0k=">AAACiXichVHPSxtBFP7c2tbGtka9FLyExhQLJbyVgiEgiF48+iMxgSQsu+skDs7+Y HcSiKH/gP+AB08KUooXr3rtpf+AB/+E0mMKvfTgy2ahtNL2DTPvm++9782bGSdUMtZEdxPGo8nHT5 5OPctMP3/xciY7O7cXB93IFVU3UEFUd+xYKOmLqpZaiXoYCdtzlKg5hxujeK0nolgGfkX3Q9Hy7I4v 29K1NVNWdrFu0WpTibZeqlj0rukEaj/ue+xyHGlGsnOg31rZPBUpsdxDYKYgj9S2guxHNLGPAC668C DgQzNWsBHzaMAEIWSuhQFzESOZxAU+IMPaLmcJzrCZPeS1w7tGyvq8H9WME7XLpyieEStzKNAtfaI hfaFL+ko//1prkNQY9dJn74y1IrRmjl/t/vivymOvcfBL9c+eNdooJb1K7j1MmNEt3LG+d3Qy3C3vF AZv6Jy+cf9ndEef+QZ+77t7sS12TpHhDzD/fO6HYG+5aFLR3H6fX1tPv2IKC3iNJX7vFaxhE1uo8r nHuMI1boxpwzRKRnmcakykmnn8ZsbGPaGFlq8=</latexit>
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Figure 1: Schematic figure for a configuration with fixed ΠA = (PA, XA) with A = 0, 1, 2.
(σA are kept fixed throughout this paper.) Each wave packet is defined at time TA as a free
Gaussian wave packet centered at XA. Within our leading saddle-point approximation, the
widths of the wave packets do not change in time, see Eq. (18), and therefore it does not
really matter at which time each wave packet is set to be the free Gaussian wave packet. The
wave packets intersect at the time T, around which the interactions occur most. XA is the
location of the center of each wave packet at the (arbitrarily chosen) reference time t = 0. At
time t, the location of the center moves to ΞA(t) = XA + V At.
3.1 Saddle-point approximation in plane-wave limit
With the leading saddle-point approximation (18) in the large width expansion for all the in
and out wave packets, we obtain the S-matrix for a given configuration (Π0,Π1,Π2):
11
S → iκ√
2
(
2∏
A=0
(piσA)
−3/4 1√
2EA
)
e−
σt
2
(δω)2−σs
2
(δP )2−R
2
+i[··· ]
×
∫ Tout
Tin
dt e
− 1
2σt
[t−(T+iσtδω)]2
∫
d3x e−
1
2σs
[x−(X+V t−iσsδP )]2 , (27)
where the symbols indicate the following:
• EA are the on-shell energies:
EA :=
√
m2A + P
2
A (A = 0, 1, 2), (28)
with m0 := mΦ and ma := mφ (a = 1, 2) being their masses. (This is mere a rephrasing
of Eq. (3).)
• V A are the corresponding group velocities:
V A :=
PA
EA
. (29)
11 Recall that we abbreviate (σ0,Π0;σ1,Π1;σ2,Π2) to (Π0,Π1,Π2).
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We may freely choose either variable PA or V A, which are in one-to-one correspondence.
• √σs is the spatial size of the interaction region:
σs :=
(
2∑
A=0
1
σA
)−1
. (30)
Hereafter, we abbreviate e.g.
∑2
A=0 to
∑
A. (We also let the lower-case letters a, b, . . .
run for the final states 1 and 2 such that
∑
a :=
∑2
a=1, etc.)
• The overline denotes the following weighted sum (and not the complex conjugate): For
arbitrary scalar and three-vector quantities CA and QA, respectively, we define
C := σs
∑
A
CA
σA
, Q := σs
∑
A
QA
σA
. (31)
We further define, for any QA,
∆Q2 := Q2 −Q2, (32)
where Q2 = σs
∑
A
Q2A
σA
and Q
2
= Q · Q = σ2s
∑
AB
QA·QB
σAσB
, which follow from the
definition (31).
• √σt is the time-like size of the interaction region:
σt :=
σs
∆V 2
. (33)
• T is what we call the intersection time, around which the interaction occurs:
T := σt
V ·X− V ·X
σs
=
V ·X− V ·X
∆V 2
, (34)
where XA = ΞA(0) is the location of the center of each wave packet at our reference
time t = 0:
XA := XA − V ATA. (35)
• R is what we will call the overlap exponent that gives the suppression factor accounting
for the non-overlap of the wave packets at the intersection point:
R := ∆X
2
σs
− T
2
σt
. (36)
• We define the mometum and energy shifts, etc:
δP := P 1 + P 2 − P 0, δE := E1 + E2 − E0, δω := δE − V · δP . (37)
• “i [· · · ]” denotes the irrelevant pure imaginary terms that are independent of x. We will
neglect them hereafter as they disappear when we take the absolute square of S.
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Note that each quantity defined in the above list is a fixed real number for a given configuration
of the wave packets (Π0,Π1,Π2). Later we will treat Xa (a = 1, 2) as variables of six degrees
of freedom; others T, Xa, and R are dependent ones. (If we vary the final state momenta,
then P a (a = 1, 2) also become variables; others V a, σt, δP , δE, and δω become dependent
ones accordingly.)
For any pair of three-vectors QA and Q
′
A (A = 0, 1, 2), we get
Q ·Q′ −Q ·Q′ = σ2s
[
δQ1 · δQ′1
σ0σ1
+
δQ2 · δQ′2
σ0σ2
+
(δQ1 − δQ2) · (δQ′1 − δQ′2)
σ1σ2
]
, (38)
where we define, for any QA,
12
δQa := Qa −Q0. (39)
Note that we always have δQ1 − δQ2 = Q1 −Q2. Especially,
∆Q2 = σ2s
[
(δQ1)
2
σ0σ1
+
(δQ2)
2
σ0σ2
+
(δQ1 − δQ2)2
σ1σ2
]
= σ2s
[
(Q1 −Q0)2
σ0σ1
+
(Q2 −Q0)2
σ0σ2
+
(Q1 −Q2)2
σ1σ2
]
, (40)
or more concretely,
∆X2 = σ2s
[
(δX1)
2
σ0σ1
+
(δX2)
2
σ0σ2
+
(δX1 − δX2)2
σ1σ2
]
, (41)
∆V 2 = σ2s
[
(δV 1)
2
σ0σ1
+
(δV 2)
2
σ0σ2
+
(δV 1 − δV 2)2
σ1σ2
]
. (42)
Then we get
σt =
1
σs
[
(δV 1)
2
σ0σ1
+
(δV 2)
2
σ0σ2
+
(δV 1 − δV 2)2
σ1σ2
]−1
, (43)
T = −σsσt
[
δX1 · δV 1
σ0σ1
+
δX2 · δV 2
σ0σ2
+
(δX1 − δX2) · (δV 1 − δV 2)
σ1σ2
]
, (44)
R = σs
{
(δX1)
2
σ0σ1
+
(δX2)
2
σ0σ2
+
(δX1 − δX2)2
σ1σ2
− σsσt
[
δX1 · δV 1
σ0σ1
+
δX2 · δV 2
σ0σ2
+
(δX1 − δX2) · (δV 1 − δV 2)
σ1σ2
]2}
. (45)
Note that for a parent particle at rest, P 0 = 0, we may simply replace δV a → V a. Expressions
in various limits are shown in Appendix C.
Let us prove the non-negativity of R. In general, the weighted average for any real
vector Q satisfies
∆Q2 = Q2 −Q2 = (Q−Q)2 ≥ 0. (46)
12 The abuse of notation for δ in Eq. (37) should be understood.
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From this, one can deduce the non-negativity of R as follows: At time t, the center of each
wave packet is located at
ZA := XA + V At. (47)
The square completion of ∆Z2 = Z2−Z2 with respect to t shows that ∆Z2 takes its minimum
value σsR at t = T:
∆Z2 = ∆V 2 (t− T)2 + σsR. (48)
As ∆Z2 ≥ 0 for any t, we obtain σsR ≥ 0, hence the non-negativity of R.
In particular, if the center of all the three wave packets coincide at ZA = x at some time t,
then Z = x and ∆Z2 = 0. Eq. (48) shows that this can be the case when and only when
t = T (for ∆V 2 > 0) and that we get no suppression in such a case, R = 0.
Let us see the physical meaning of T. Suppose that we recklessly take the particle limit
σt, σs → 0 in the second line in Eq. (27) even though the expression itself is obtained in the
contrary plane-wave expansion. Then we see that the interaction indeed occurs around the
spacetime point
x = (t,x) ∼ (T,X+ V T) , (49)
which we call the intersection point.
One can show (without taking the particle limit) that the intersection point (49) is trans-
formed properly by the spacetime translation: By a constant spacetime translation
XA →XA + d,
TA → TA + d0, (50)
the center of each wave packet (at t = 0) and its average transform as
XA → XA + d− V Ad0, (51)
X→ X+ d− V d0, (52)
and hence
T→ T+ d0, (53)(
X+ V T
)→ (X+ V T)+ d. (54)
One can also check that the overlap exponent R is translationally invariant (as it should
physically be):
R → R. (55)
In particular, we may choose
d = V 0d
0, (56)
such that the center of the initial wave packet at t = 0, X0 = X0 − V 0T0, is kept invariant.
Then the center of each final-state wave packet, Xa, is shifted as
13
Xa → Xa − δV ad0, δXa → δXa − δV ad0. (57)
Later, this translation will correspond to the zero mode (91).
13 The average over the initial and final states is shifted as X→ X− (V − V 0) d0.
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3.2 Spacetime integral over position of interaction point
One can exactly perform the Gaussian integrals over the interaction point x = (t,x) in
Eq. (27) to get
S =
iκ√
2
(∏
A
(piσA)
−3/4 1√
2EA
)
e−
σt
2
(δω)2−σs
2
(δP )2−R
2 (2piσs)
3/2√2piσtG(T) , (58)
where we have defined the window function:
G(T) :=
∫ Tout
Tin
dt√
2piσt
e
− 1
2σt
(t−T−iσtδω)2
=
1
2
[
erf
(
T− Tin + iσtδω√
2σt
)
− erf
(
T− Tout + iσtδω√
2σt
)]
, (59)
in which
erf(z) :=
2√
pi
∫ z
0
e−x
2
dx (60)
is the Gauss error function. In the small and large |z| limits, its (asymptotic) expansion reads,
respectively,
erf(z) =
2z√
pi
+O(z3) , (61)
erf(z) = sgn(z) + e−z
2
(
− 1√
piz
+O(z−3)) , (62)
where we have defined a sign function for a complex variable:
sgn(z) :=

1 for <z > 0 or (<z = 0 and =z > 0),
−1 for <z < 0 or (<z = 0 and =z < 0),
0 for z = 0.
(63)
From Eq. (58), we see that the S-matrix is exponentially suppressed unless the momentum
is nearly conserved, δP ∼ 0. This is also the case for the energy conservation δω ∼ 0 except in
the boundary regions, at which the translational invariance is explicitly broken; see Sec. 3.4
below. As said above, the overlap exponent R gives another suppression when the wave
packets do not overlap.
3.3 Separation of bulk and boundary effects
It is convenient to separate the window function (59) into the bulk part and the in- and
out-boundary ones:
G(T) = Gbulk(T) +Gin-bdry(T) +Gout-bdry(T) , (64)
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where
Gbulk(T) :=
1
2
[
sgn
(
T− Tin + iσtδω√
2σt
)
− sgn
(
T− Tout + iσtδω√
2σt
)]
, (65)
Gin-bdry(T) :=
1
2
[
erf
(
T− Tin + iσtδω√
2σt
)
− sgn
(
T− Tin + iσtδω√
2σt
)]
,
Gout-bdry(T) :=
1
2
[
sgn
(
T− Tout + iσtδω√
2σt
)
− erf
(
T− Tout + iσtδω√
2σt
)]
. (66)
One can rewrite the boundary parts:
Gin-bdry(T) =
1
2
Gbdry
(
T− Tin + iσtδω√
2σt
)
, (67)
Gout-bdry(T) = −1
2
Gbdry
(
T− Tout + iσtδω√
2σt
)
, (68)
where
Gbdry(z) := erf(z)− sgn(z) . (69)
More explicitly, the bulk part reads
Gbulk(T) =

1 (Tin < T < Tout),
0 (T < Tin or Tout < T),
θ(δω) (T = Tin),
θ(−δω) (T = Tout),
(70)
where
θ(x) =
1 + sgn(x)
2
=

1 (x > 0),
1
2 (x = 0),
0 (x < 0),
(71)
is the step function.14
We note that Gbdry(z) is discontinuous at <z = 0 but the combination
∣∣∣ez2Gbdry(z)∣∣∣2 is
continuous and finite everywhere on the complex z plane (except at the origin z = 0); see
Fig. 2. Especially in the limit |z| → ∞, we obtain15∣∣∣ez2Gbdry(z)∣∣∣2 → 1
pi |z|2 . (72)
14 As we see in Eq. (70), this step function appears only at T = Tin/out and hence does not contribute when
summed with Gbdry and integrated over T. That is, it appears only at <z = 0 and does not contribute when
integrated over <z in Fig. 2. This might be non-vanishing for a more realistic non-Gaussian wave packet.
15 In terms of the relevant combination, we get
e−2(=z)
2 |Gbdry(z)|2 → e
−2(<z)2
pi |z|2 .
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Figure 2: Normalized boundary function
∣∣∣ez2Gbdry(z)∣∣∣2 (left) and the combination that ap-
pears in physical setup
∣∣∣e−(=z)2Gbdry(z)∣∣∣2 (right).
The explicit formula in the boundary limit
∣∣T− Tin/out∣∣ σtδω is
Gbdry
(
T− Tin/out + iσtδω√
2σt
)
→ ± 2i√
pi
F
(√
σt
2
δω
)
e
σt
2
(δω)2 ∓
{
sgn(δω) for T = Tin/out,
sgn
(
T− Tin/out
)
for T 6= Tin/out,
(73)
that is,16
e−σt(δω)
2
∣∣∣∣Gbdry(T− Tin/out + iσtδω√2σt
)∣∣∣∣2 → 4piF 2
(√
σt
2
δω
)
+ e−σt(δω)
2
, (74)
where
F (x) := e−x
2
∫ x
0
ez
2
dz = −i
√
pi
2
e−x
2
erf(ix) (75)
is the Dawson function, whose (asymptotic) expansions read
F (x) = x+O(x3) , (76)
F (x) = −i
√
pi
2
e−x
2
sgn(ix) +
1
2x
+O
(
1
x3
)
. (77)
More explicitly, the large
√
σtδω expansion gives
4
pi
F 2
(√
σt
2
δω
)
+ e−σt(δω)
2
=
2
pi
1
σt (δω)
2 +O
(
1
σ2t (δω)
4
)
. (78)
In Fig. 3, we plot Gbdry right at either boundary T = Tin/out.
3.4 Limit of large argument
In the limit
|T− Tin + iσtδω|√
σt
,
|T− Tout + iσtδω|√
σt
 1, (79)
16 We have assumed T− Tin/out + iσtδω 6= 0 in writing sgn2 = 1.
15
-4 -2 2 4 y = σt2 δω
0.2
0.4
0.6
0.8
1.0
e-2 y2|Gbdry(iy) 2
4π F2(y)
e-2 y2
Figure 3: We plot e−2y2 |Gbdry(iy)|2 (solid), 4piF 2(y) (dashed), and e−2y
2
(dot-dashed) as
a function of y =
√
σt
2 δω, which corresponds to right on either boundary T = Tin/out. The
solid line is the sum of the dashed and dot-dashed lines and corresponds to the ridge line at
<z = 0 in Fig. 2.
the possible leading contributions are
G(T)→ 1
2
[
sgn
(
T− Tin + iσtδω√
2σt
)
− sgn
(
T− Tout + iσtδω√
2σt
)]
− e−
(T−Tin)2
2σt
+
σt
2
(δω)2−i δω(T−Tin)
√
2σt
pi
1
T− Tin + iσtδω
+ e
− (T−Tout)2
2σt
+
σt
2
(δω)2−i δω(T−Tout)
√
2σt
pi
1
T− Tout + iσtδω . (80)
We see that the range of T in this limit can be separated into the following regions:
• In the bulk region
|T− Tin| , |T− Tout|  σtδω, (81)
where the intersection time T is well separated from both the boundary times Tin and
Tout, we obtain
G(T)→W (T) :=
{
1 (Tin < T < Tout),
0 (otherwise),
(82)
hence the name “window function.”
• In the in and out boundary regions T ∼ Tin and Tout (namely |T− Tin| . σtδω and
|T− Tout| . σtδω), the contribution from the second and third lines, respectively, in
Eq. (80) becomes sizable:
e−σt(δω)
2 |G(T)|2 → e−
(T−Tin/out)
2
σt
2
pi
1
(T−Tin/out)2
σt
+ σt (δω)
2
. (83)
We see that the exponential suppression e−σt(δω)
2
for σt (δω)
2  1 becomes absent in
the boundary region.
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In Refs. [8, 9, 11, 10], the authors have claimed that contributions from the boundary region
can become non-negligible and that there can be physical consequences.17 In this paper, we
leave this issue open and proceed by taking into account only the bulk region contribution (82);
we will briefly comment on the boundary effects in Sec. 4.3.
Eq. (83) appears singular in the simultaneous limit
∣∣T− Tin/out∣∣ → 0 and σtδω → 0.
This apparent singularity is an artifact of first taking the limit (80): If we take the limit∣∣T− Tin/out + iσtδω∣∣ √σt in the original expression (59), we obtain
e−σt(δω)
2 |G(T)|2 →
(
T− Tin/out
)2
+ (σtδω)
2
2piσt
. (84)
It is manifest that we have no singularity.
4 Decay probability: derivation of Fermi’s golden rule
Recalling the (over-)completeness of the Gaussian basis (143), we see that the decay proba-
bility into an infinitesimal phase-space range [Xa,Xa + dXa] and [P a,P a + dP a] (a = 1, 2)
is
dP =
d3X1 d
3P 1
(2pi)3
d3X2 d
3P 2
(2pi)3
|S|2
=
κ2
2
1
2E0
d3P 1
(2pi)3 2E1
d3P 2
(2pi)3 2E2
(2pi)4
(√
σt
pi
e−σt(δω)
2
)((σs
pi
)3/2
e−σs(δP )
2
)
×
√
σt
pi5
(
σs
σ0σ1σ2
)3
d3X1 d
3X2 e
−R |G(T)|2 . (85)
We note that this expression is exact up to the leading saddle point approximation (18).
In Sec. 4.1, we show how to diagonalize the overlap exponent R. In Sec. 4.2, we focus
on the bulk contribution Gbulk and derive the Fermi’s golden rule. In Sec. 4.3, we briefly
comment on the boundary contribution Gbdry.
4.1 Diagonalization of overlap exponent
Now we want to perform the Gaussian integral over the central positions of the wave pack-
ets Xa. We may rewrite R, in the matrix notation, as follows:
R = [δXt1 δXt2]M [δX1δX2
]
, (86)
where the superscript “t” denotes the transposition; as defined in Eq. (39),
δXa := Xa −X0 δV a := V a − V 0, (87)
17 One might need a justification of placing the interaction around Tin/out that are defined to be the times at
which the very interactions are negligible; see Eq. (22). Note that this contradiction in identifying the in-state
with the free state at the remote past, as in Eq. (9), already exists in the ordinary plane-wave computation of
the decay rate because the interaction for the decay never becomes negligible even in the infinite past limit,
and one needs to dump the interaction by hand by introducing the ±i term. Better treatment would be to
take into account the production process of the parent particle, namely, to compute the φφ → φφ scattering
and the one-loop correction to it in the wave-packet formalism, which will be presented elsewhere.
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for a = 1, 2; and M is the following real symmetric 6× 6 matrix:
M = σs
σ1σ2
[
1 −1
−1 1
]
+
σs
σ0
[ 1
σ1
0
0 1σ2
]
+ σ2sσt
[
δ˜V 1 δ˜V 1
t
δ˜V 1 δ˜V 2
t
δ˜V 2 δ˜V 1
t
δ˜V 2 δ˜V 2
t
]
, (88)
in which
δ˜V 1 :=
δV 1
σ0σ1
+
δV 1 − δV 2
σ1σ2
=
1
σ1
[(
1
σ0
+
1
σ2
)
δV 1 − δV 2
σ2
]
, (89)
δ˜V 2 :=
δV 2
σ0σ2
− δV 1 − δV 2
σ1σ2
=
1
σ2
[(
1
σ0
+
1
σ1
)
δV 2 − δV 1
σ1
]
. (90)
Hereafter, we employ the shifted δXa = Xa − (V aTa +X0 − V 0T0) as six integration vari-
ables.
One can check that M has a zero eigenvector:
M−→X0 = 0, −→X0 = 1√
(δV 1)
2 + (δV 2)
2
[
δV 1
δV 2
]
, (91)
where we have normalized
−→X0 as −→X0t−→X0 = 1. This is a direct consequence of the translational
invariance under Eq. (57). This zero-mode will eventually give the factor Tout − Tin, which is
the characteristic of the Fermi’s golden rule.
Writing other five normalized eigenvectors
−→XI (I = 1, . . . , 5), we get18
OtMO = diag (0, λ1, . . . , λ5) , M =
5∑
I=1
λI
−→XI−→XI t, (92)
where O :=
[−→X0 −→X1 · · · −→X5]. Explicit forms of the other five eigenvalues λ1, . . . , λ5 are
σs
2σ0
(
1
σ1
+
1
σ2
)
+
σs
σ1σ2
1±
√
1 +
(
σ1 − σ2
2σ0
)2 , σsσt
σ0σ1σ2
(
(δV 1)
2 + (δV 2)
2
)
, (93)
where we have assumed ∆V 2 > 0 in deriving the former, which is two-fold degenerate per
18 Recall that the zero eigenvector
−→X0 drops out of the spectral representation:
M =
[−→X0 −→X1 · · · −→X5]

0
λ1
. . .
λ5


−→X0t−→X1t
...−→X5t
 =
[−→
0
−→X1 · · · −→X5
]
0
λ1
. . .
λ5


−→
0 t−→X1t
...−→X5t
 .
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each ± sign, providing four of the five.19 After some computation, we obtain
5∏
I=1
λI = σt
(
σs
σ0σ1σ2
)3 (
(δV 1)
2 + (δV 2)
2
)
. (94)
We define new integration variables (y0, y1, . . . , y5) byy0...
y5
 = Ot [δX1
δX2
]
,
[
δX1
δX2
]
= O
y0...
y5
 . (95)
In particular, we get
y0 =
δV 1 · δX1 + δV 2 · δX2√
(δV 1)
2 + (δV 2)
2
. (96)
As said above, the integral over y0 does not have a Gaussian suppression and will yield the
factor ∝ (Tout − Tin). Note that
d3X1 d
3X2 = d
6y (97)
as O is a special orthogonal matrix.
4.2 Bulk contribution: derivation of Fermi’s golden rule
Now we concentrate on the bulk contribution (65). Physically, this takes into account the
bulk region (81), in which the window function takes the particularly simple form (82), by
which the spatial d6y integral is confined within the range that satisfies
Tin < T < Tout, (98)
where the explicit form of T is given in Eq. (44). We note that T is linear in δXa, and hence
in yI .
In a typical non-singular configuration of (P 1,P 2) with ∆V
2 > 0, the integral over all
the other five variables y1, . . . , y5 are confined by the Gaussian factor within the range of the
order of
√
σs; see Eq. (93). By definition, the interaction point of the bulk region is well
separated from the boundaries, and hence the window function can be regarded as unity for
the integral over y1, . . . , y5.
20 That is, we may safely perform each integral over these five
19 The eigenvector for the latter is proportional to (δV 1)2+(δV 2)22 δV 2 − ((δV 1 · δV 2)− σ1−σ22σ0 (δV 2)2) δV 1
(δV 1)
2+(δV 2)
2
2
δV 1 −
(
(δV 1 · δV 2) + σ1−σ22σ0 (δV 1)
2
)
δV 2
 ,
which can be explicitly checked to be orthogonal to the zero-eigenvector
[
δV 1
δV 2
]
.
20 Though we have taken the leading saddle-point approximation in the large σA expansion in obtaining
Eq. (27), we still consider that the wave packets are well localized compared to the whole spacetime volume in
which the decay occurs, say,
∣∣T− Tin/out∣∣  √σs. This is consistent with the treatment of the current work
restricted within the bulk region.
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variables as simply Gaussian:∫
d5y e−R =
√
pi5∏5
I=1 λI
=
√
pi5
σt
(
σ0σ1σ2
σs
)3 1√
(δV 1)
2 + (δV 2)
2
, (99)
in which we used the product of eigenvalues given in Eq. (94).
Rewriting δXa in Eq. (44) by y0, . . . , y5 using the latter of Eq. (95),
[
δX1
δX2
]
=
∑5
I=0
−→XI yI ,
we can read off the coefficient of y0 in T. After some computation, we obtain
T = − y0√
(δV 1)
2 + (δV 2)
2
+ · · · , (100)
where the dots denote the terms linear in y1, . . . , y5, which are fixed to be of the order of
√
σs
by the above Gaussian integrals and are neglected hereafter. Now the region of the window
function Tin < T < Tout corresponds to
−
√
(δV 1)
2 + (δV 2)
2 Tout < y0 < −
√
(δV 1)
2 + (δV 2)
2 Tin, (101)
and the y0 integral yields∫
dy0W (T) =
√
(δV 1)
2 + (δV 2)
2 (Tout − Tin) . (102)
To summarize, the integral over (X1,X2) results in
21
dP =
κ2
2
1
2E0
d3P 1
(2pi)3 2E1
d3P 2
(2pi)3 2E2
(2pi)4
(√
σt
pi
e−σt(δω)
2
)((σs
pi
)3/2
e−σs(δP )
2
)
(Tout − Tin) .
(103)
In the wave limit σs, σt →∞, we obtain
dP
Tout − Tin =
κ2
2
1
2E0
(
d3P 1
(2pi)3 2E1
)(
d3P 2
(2pi)3 2E2
)
(2pi)4 δ4(P1 + P2 − P0) . (104)
This is nothing but the Fermi’s golden rule: the decay probability per time-interval Tout−Tin.
The resultant total decay rate reads22
P
Tout − Tin =
κ2
32piE0
√
1− 4m
2
φ
m2Φ
. (105)
21 When the expression for the probability (103) grows to of order unity as one increases Tout − Tin, one
should e.g. include the phenomenological factor introduced by Weisskopf and Wigner [13, 14].
22 Let us review the textbook computation: One can use d
3Pa
2Ea
= d4Pa δ
(
(Pa)
2 +m2φ
)
θ
(
P 0a
)
and integrate
over d4P2 to get
P
Tout − Tin =
κ2
4E0
∫
d4P1
(2pi)3
δ
(
(P1)
2 +m2φ
)
θ(E1)
1
(2pi)3
δ
(
(P0 − P1)2 +m2φ
)
θ(E0 − E1) (2pi)4
=
κ2
4E0
2pi
∫ ∞
0
p21dp1
(2pi)6 2E1
∫ 1
−1
d cos θ δ
(
2E0E1 − 2p0p1 cos θ −m2Φ
)
θ(E0 − E1) (2pi)4
=
κ2
4E0
2pi
∫
−1≤ 2E0E1−m
2
Φ
2p0p1
≤1
p21dp1
(2pi)6 2E1
1
2p0p1
θ(E0 − E1) (2pi)4 ,
where p1 = |P 1|, E1 =
√
p21 +m
2
φ and p0 = |P 0| =
√
E20 −m2Φ. One may perform the integral in the last line
by p1dp1 = E1dE1 to obtain Eq. (105).
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4.3 Comments on boundary contribution
We examine the contributions (66), which come from either in or out boundary region∣∣T− Tin/out∣∣ . σtδω (tentatively closing our eyes on the point discussed in footnote 17). For-
mulae for the boundary contributions in the boundary limit are summarized in Appendix (D).
Let us estimate the effect of the d6y integral over the Gaussian peak e−(T−Tin/out)
2
/σt in
Eq (83), which results from the limit
(T−Tin/out)2
σt
+ σt (δω)
2  1:
dP → κ
2
2
1
2E0
d3P 1
(2pi)3 2E1
d3P 2
(2pi)3 2E2
(2pi)4
(√
σt
pi
)((σs
pi
)3/2
e−σs(δP )
2
)
×
√
σt
pi5
(
σs
σ0σ1σ2
)3
d6y e−Re−
(T−Tin/out)
2
σt
2
pi
1
(T−Tin/out)2
σt
+ σt (δω)
2
. (106)
As discussed in the paragraph containing Eq. (84), this expression is valid only when σt (δω)
2 
1 at T = Tin/out; see Appendix D for possible generalization.
Naively, the integral over the above-mentioned Gaussian peak would be estimated by
taking the formal limit σt → 0,23
e
−(T−Tin/out)
2
σt → √piσt δ
(
T− Tin/out
)
, (107)
and by regarding the integral d5y e−R as Gaussian (99); the remaining y0 integral would again
give the factor
√
(δV 1)
2 + (δV 2)
2:
dP ∼ κ
2
2
1
2E0
d3P 1
(2pi)3 2E1
d3P 2
(2pi)3 2E2
(2pi)4
[(σs
pi
)3/2
e−σs(δP )
2
]
2
pi
1
(δω)2
. (108)
We may further take the plane-wave limit σs → ∞, which renders the factor in the square
brackets into the delta function δ3(δP ):
dP =
κ2
2
1
2E0
d3P 1
(2pi)3 2E1
1
(2pi)3 2E2
(2pi)4
2
pi
1
(δE)2
, (109)
where we have also replaced δω by δE; see Eq. (37). We see that the ultraviolet behavior of
the momentum integral is
dP ∝
∫
d |P 1|
|P 1|2
, (110)
which is convergent. This convergence itself is independent of the limits that we have taken.
There is no ultraviolet divergence from the boundary regions if the decay is due to the su-
perrenormalizable interaction (1). In contrast, if the decay of scalar were due to a marginal op-
erator of dimension four, we would have got a linearly divergent integral instead of Eq (110).24
23 It should be understood that the limit σt → 0 is taken with fixed √σtδω.
24 Naively, the dimensional analysis tells that the tree-level two-body decay of a scalar due to a dimension-d
operator would result in the ultraviolet divergence of the order of 2d − 7. This is the case for the non-
renormalizable interaction (111) too.
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We comment on the possible ultraviolet divergence at the boundary. First, one might
want to take into account the “uncertainty” of Tin/out that is defined in our treatment to be
the time (at which the interacting state can well be identified to the free state), by “diffusing
the boundary” a` la Stueckelberg [12]. This would provide an additional UV suppression factor
on the momentum integral, but the necessary unitarity violation requires the change of very
definition of the S-matrix. Second, as said in footnote 17, the identification of the interacting
state with the free state at Tin/out cannot be justified for the boundary contribution. Third,
in realistic (particle physics) situation, there is no ideally-sharp time boundary but some
production and detection mechanisms that are extended in spacetime. The phenomenology
on the boundary region could strongly depend on the microscopic physics of the boundary.
Thus, the boundary contribution depends on the situation or might not be valid when it is
ultraviolet divergent. Further discussion and implication will be presented elsewhere.
5 Diphoton decay
In order to exhibit how to generalize the simplest scalar decay by the interaction (1) to more
realistic cases, we consider the decay of a pseudoscalar into a diphoton pair:
Lint = −gΦ
4
ΦελµνρF
λµF νρ = −Hint, (111)
where ελµνρ is the totally anti-symmetric tensor and gΦ is a coupling constant of mass dimen-
sion −1. For the pion decay, we set gΦ =
√
2α
pifpi
, where α ' 1/137 and fpi ' 130 MeV are the
fine-structure and pion decay constants, respectively.
It is actually straightforward to generalize the previous analysis to the diphoton decay.
The photon field operator can be expanded in terms of the creation/annihilation operators
of the plane and Gaussian waves as
Aˆµ(x) =
∑
s
∫
d3p√
2p0 (2pi)3/2
[
aˆ(s,p) µ(s,p) e
ip·x + aˆ†(s,p) ∗µ(s,p) e
−ip·x
]∣∣∣∣∣
p0=|p|
(112)
=
∑
s
∫
d3Xd3P
(2pi)3
[
Eµ(s, σ;X,P ) Aˆ(s, σ;X,P ) + E
∗
µ(s, σ;X,P ) Aˆ
†(s, σ;X,P )
]
,
(113)
respectively, where
Eµ(s, σ;X,P ) =
∫
d3p√
2p0
µ(s,p) e
ip·(x−X)−σ
2
(p−P )2
∣∣∣∣∣
p0=|p|
; (114)
see Appendix A.3. The saddle-point approximation in the large-width expansion gives25
Eµ(s, σ;X,P ) '
(σ
pi
)4/3(2pi
σ
)3/2( 1
(2pi)3 2 |P |
)1/2
µ(s,P ) e
−i|P |(t−T )+iP ·(x−X)− (x−Ξ(t))2
2σ ;
(115)
25 One can explicitly check that the next-leading order terms in the expansion (173) cancel out in the
final expression of the probability dP . For example, the saddle-point momentum remains massless at the
next-leading order:
(
P ± ix−Ξ(t)
σ
)2
= P 2 +O( 1
σ2
)
.
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see Appendix B.
In obtaining the S-matrix, all we have to do is to replace κ by
κ 7→ gΦ ελµνρP λ1 µ∗(s1,P 1)P ν2 ρ∗(s2,P 2) (116)
in Eq. (58). The spin-summed decay probability is then, from Eq. (85),
dP =
2g2Φ (P1 · P2)2
2
1
2E0
d3P 1
(2pi)3 2E1
d3P 2
(2pi)3 2E2
(2pi)4
(√
σt
pi
e−σt(δω)
2
)((σs
pi
)3/2
e−σs(δP )
2
)
×
√
σt
pi5
(
σs
σ0σ1σ2
)3
d3X1 d
3X2 e
−R |G(T)|2 . (117)
where we have used∑
s1,s2
∣∣∣ελµνρP λ1 µ(s1,P 1)P ν2 ρ(s2,P 2)∣∣∣2 = 2 (P1 · P2)2 . (118)
After taking the plane-wave limit, the final expression for the Fermi’s golden rule (104)
becomes
dP
Tout − Tin =
g2Φm
4
Φ
8E0
(
d3P 1
(2pi)3 2E1
)(
d3P 2
(2pi)3 2E2
)
(2pi)4 δ4(P1 + P2 − P0) , (119)
where we used, under the momentum delta function and the on-shell condition,
P1 · P2 = (P1 + P2)
2
2
=
P 20
2
= −m
2
Φ
2
. (120)
The total decay rate is
P
Tout − Tin =
g2Φm
4
Φ
64piE0
. (121)
That is, the replacement in the final expression reads κ2 7→ g2Φm4Φ/2 (and of course mφ 7→ 0).
6 Summary
We have reformulated the Gaussian S-matrix within a finite time interval in the Gaussian
wave-packet formalism. The normalizable Gaussian basis allows the computation of the decay
probability without the momentum-space δ4(0) singularity that necessarily appears in the one
involving the plane-wave basis. We have performed the exact four dimensional integration
over the interaction point x for the decay probability. The unitarity is manifestly maintained
throughout the whole computation.
We have proposed a separation of the obtained result into the bulk and boundary parts.
This separation corresponds to whether the interaction point is near the time boundary or
not and hence is rather intuitive and easy to envisage. The Fermi’s golden rule is derived from
the bulk contribution. As a byproduct, we have also shown that the ultraviolet divergence in
the boundary contribution is absent for the decay of a scalar into a pair of light scalars by
the superrenormalizable interaction, though its physical significance is yet to be confirmed.
We have generalized our results to the case of diphoton decay and to more general initial and
final state particles.
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Appendix
A Gaussian wave packet formalism
We review and spell out our notation for the Gaussian wave-packet basis [3, 8, 11].
A.1 Heisenberg, Schro¨dinger, and interaction pictures
We may always separate the total Lagrangian density L into the free part Lfree that contains
quadratic terms in fields and the interaction one Lint that is the rest:
L = Lfree + Lint. (122)
Correspondingly, we may separate the Hamiltonian (density) H (H) into the free and inter-
action parts Hfree (Hfree) and Hint (Hint), respectively:
H = Hfree +Hint, H = Hfree +Hint. (123)
We list the time dependence of the physical state, operator, and eigenbasis in the Heisenberg,
Schro¨dinger, and interaction pictures in the following table:26
Picture State Operator Basis
Heisenberg |Φ〉(H) Oˆ(H)(t)= eiHˆtOˆ(S)e−iHˆt |Φ, t〉(HB) = eiHˆt |Φ〉(SB)
Schro¨dinger |Φ, t〉(S) = e−iHˆt |Φ〉(H) Oˆ(S) |Φ〉(SB)
Interaction |Φ, t〉(I) = eiHˆfreete−iHˆt |Φ〉(H) Oˆ(I)(t)= eiHˆfreetOˆ(S)e−iHˆfreet |Φ, t〉(IB) = eiHˆfreet |Φ〉(SB)
Throughout this paper, Hˆ (Hˆfree) denotes the time-independent total (free) Hamiltonian in
the Schro¨dinger or Heisenberg (interaction) picture. Any Schro¨dinger eigenbasis |Φ〉(SB) can
be regarded as a Heisenberg state:
|Φ〉(SB) = |Φ〉(H) . (124)
A.2 Plane-wave expansion
Let us spell out the ordinary plane-wave basis as a preparation for the Gaussian basis.
A free field operator Ψˆ(I)(x) at x =
(
x0,x
)
= (t,x) in the interaction picture can be
expanded in terms of the plane waves e±ip·x:
Ψˆ(I)(x) =
∑
s
∫
d3p√
2p0 (2pi)3/2
[
aˆΨ(s,p)U(s,p) e
ip·x + aˆc†Ψ (s,p)V (s,p) e
−ip·x
] ∣∣∣∣∣
p0=EΨ(p)
,
(125)
26 We choose our reference time to identify these three pictures to be t = 0 throughout this paper.
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where EΨ(p) is given in Eq. (3); s is the helicity or the spin (of the little group); and the
coefficient functions U and V are given, e.g., for a scalar (s = 0), a Dirac spinor (s = ±1/2),
and a massless vector (s = ±1) as27
U(s,p) =

1,
u(s,p) ,
µ(s,p) ,
V (s,p) =

1,
v(s,p) ,
∗µ(s,p) ,
for Ψˆ(I)(x) =

ϕˆ(x) (scalar),
ψˆ(x) (spinor),
Aˆµ(x) (vector).
(126)
Here and hereafter, the annihilation operators aˆ and aˆc are always given in the Schro¨dinger
picture (i.e. time-independently) as usual. The creation and annihilation operators obey[
aˆΨ(s,p) , aˆ
†
Ψ′
(
s′,p′
)]
±
= δΨΨ′δss′δ
3
(
p− p′) ,[
aˆcΨ(s,p) , aˆ
c†
Ψ′
(
s′,p′
)]
±
= δΨΨ′δss′δ
3
(
p− p′) ,
others = 0. (127)
where plus and minus signs correspond to the anticommutator and commutator when both
Ψ and Ψ′ are fermions (s = ±1/2) and when otherwise, respectively. A real (Majorana) field
corresponds to aˆc(s,p) = aˆ(s,p).
A free massless (massive) one-particle state with a definite helicity (spin) s and a momen-
tum p is given by
|s,p〉(SB)Ψ = aˆ†Ψ(s,p) |0〉 , (128)
where we have normalized such that
(SB)
Ψ
〈
s,p
∣∣ s′,p′〉(SB)Ψ′ = δ3(p− p′) δss′δΨΨ′ , ∫ d3p |s,p〉(SB)Ψ (SB)Ψ 〈s,p| = 1ˆ, (129)
where 1ˆ is the identity operator in the one-particle subspace with a definite s. One obtains
the free Hamiltonian
Hˆfree =
∑
Ψ
∑
s
∫
d3pEΨ(p) aˆ
†
Ψ(s,p) aˆΨ(s,p) (130)
up to a constant term, and the state (128) becomes the eigenbasis for it:
Hˆfree |s,p〉(SB)Ψ = EΨ(p) |s,p〉(SB)Ψ . (131)
As in the ordinary quantum mechanics, the one-particle position eigenbasis
(SB)
Ψ 〈s,x| is
defined to yield the plane-wave function when multiplied on |s,p〉(SB)Ψ :
(SB)
Ψ
〈
s,x
∣∣ s′,p〉(SB)Ψ′ = eip·x
(2pi)3/2
δss′δΨΨ′ , (132)
27 The dependence of u and v on the mass mΨ is made implicit.
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where its normalization is chosen such that
(SB)
Ψ
〈
s,x
∣∣ s′,x′〉(SB)Ψ′ = δ3(x− x′) δss′δΨΨ′ , ∫ d3x |s,x〉(SB)Ψ (SB)Ψ 〈s,x| = 1ˆ. (133)
We may call the position eigenbasis in the interaction picture at time t “the time-translated
position eigenbasis at x =
(
x0,x
)
= (t,x)”:
(IB)
Ψ 〈s, x| := (SB)Ψ 〈s,x| e−iHˆfreet. (134)
Concretely, we get
(IB)
Ψ
〈
s, x
∣∣ s′,p〉(SB)Ψ = eip·x
(2pi)3/2
∣∣∣∣∣
p0=EΨ(p)
δss′ . (135)
The completeness still holds, ∫
d3x |s, x〉(IB)Ψ (IB)Ψ 〈s, x| = 1ˆ, (136)
whereas the orthogonality holds only at the equal time:
(IB)
Ψ
〈
s, x
∣∣ s′, x′〉(IB)Ψ′ ∣∣∣
t=t′
= δ3
(
x− x′) δss′δΨΨ′ . (137)
Now we may rewrite
Ψˆ(I)(x) =
∑
s
∫
d3p√
2EΨ(p)
[
aˆ(s,p)U(s,p)
(
(IB)
Ψ 〈s, x | s,p〉(SB)Ψ
)
+ aˆc†(s,p)V (s,p)
(
(IB)
Ψ 〈s, x | s,p〉(SB)Ψ
)∗]
.
(138)
A.3 Gaussian wave packets
We define a free Gaussian wave-packet state |s, σ;X,P 〉(SB)Ψ that is localized at X with the
width
√
σ and with the central momentum P by the standard Gaussian wave function of x:
(SB)
Ψ
〈
s,x
∣∣ s′, σ;X,P 〉(SB)Ψ = 1
(piσ)3/4
eiP ·(x−X)e−
1
2σ
(x−X)2δss′ , (139)
where we have normalized such that∫
d3x
∣∣∣ (SB)Ψ 〈s,x | s, σ;X,P 〉(SB)Ψ ∣∣∣2 = 1. (140)
Analogously to the plane-wave basis in Eq. (134), we may define the Gaussian basis that is
centered at X =
(
X0,X
)
= (T,X) by
(IB)
Ψ 〈s, σ;X,P | := (SB)Ψ 〈s, σ;X,P | e−iHˆfreeT . (141)
Concretely, we obtain
(IB)
Ψ 〈s, σ;X,P | s,p〉(SB) =
(σ
pi
)3/4
eip·Xe−
σ
2
(p−P )2
∣∣∣
p0=EΨ(p)
, (142)
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where we have used Eqs. (135) and (139).28 Note that the completeness relation now be-
comes29 ∫
d3X d3P
(2pi)3
|s, σ;X,P 〉(IB)Ψ (IB)Ψ 〈s, σ;X,P | = 1ˆ (143)
and that the Gaussian basis states are not orthogonal to each other even if T = T ′:
(IB)
Ψ
〈
s, σ;X,P
∣∣ s′, σ′;X ′,P ′〉(IB)Ψ′ ∣∣∣
T=T ′
=
(
σI
σA
)3/4
e
− 1
4σA
(X−X′)2
e−
σI
4
(P−P ′)2e
i
2σI
(σP+σ′P ′)·(X−X′)
δss′δΨΨ′ , (144)
where σA :=
σ+σ′
2 and σI :=
(
σ−1+σ′−1
2
)−1
= 2σσ
′
σ+σ′ are the average and the inverse of inverse
average, respectively. Namely, the Gaussian basis is overcomplete.
Now we define the creation operator of the free wave packet Aˆ†Ψ(s, σ;X,P ) by
30
Aˆ†Ψ(s, σ;X,P ) |0〉 = |s, σ;X,P 〉(IB)Ψ , (145)
which leads to31
AˆΨ(s, σ;X,P ) =
∫
d3p
(
(IB)
Ψ 〈s, σ;X,P | s;p〉(SB)Ψ
)
aˆΨ(s,p) , (146)
aˆΨ(s,p) =
∫
d3Xd3P
(2pi)3
(
(SB)
Ψ 〈s,p | s, σ;X,P 〉(IB)Ψ
)
AˆΨ(s, σ;X,P ) . (147)
Note that[
AˆΨ(s, σ;X,P ) , Aˆ
†
Ψ′
(
s′, σ′;X ′,P ′
)]
±
=
(IB)
Ψ
〈
s′, σ;X,P
∣∣ s, σ′;X ′,P ′〉(IB)Ψ′ ,
others = 0. (148)
28Though not quite useful, we may also write down the time-shifted Gaussian wave function in an integral
form:
(IB)
Ψ 〈s, x | s, σ;X,P 〉(IB)Ψ =
(σ
pi
)3/4 ∫ d3p
(2pi)3/2
eip·(x−X)−
σ
2
(p−P )2
∣∣∣
p0=EΨ(p)
.
29 One can explicitly show that
〈p|
(∫
d3X d3P
(2pi)3
|σ;X,P 〉 〈σ;X,P |
) ∣∣p′〉 = δ3(p− p′) ,
where we have tentatively omitted Ψ, s, etc.
30 We note that, in the Gaussian formulation, the postulation (c) in Ref. [15] does not hold, nor its conclusion
of no-go, because the Gaussian basis states are not orthogonal to each other even when their location X and
X ′ are different, as can be seen in Eq. (144). We thank Akio Hosoya and Izumi Ojima for pointing out this
issue.
31 When we expand Aˆ by aˆ as Aˆ(σ;X,P ) =
∫
d3p′ fp′(σ;X,P ) aˆ(p
′) (we have omitted Ψ, s, etc.), we get
〈0| Aˆ(σ;X,P ) |p〉 = 〈0|
∫
d3p′ fp′(σ;X,P ) aˆ
(
p′
) |p〉 = fp(σ;X,P ) ,
which is equated to Eq. (142) to yield Eq. (146).
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To obtain the explicit form of the expansion in terms of the Gaussian basis, one may put
Eq. (147) into Eq. (138):
Ψˆ(I)(x) =
∑
s
∫
d3Xd3P
(2pi)3
[
Us,σ;X,P (x) AˆΨ(s, σ;X,P ) + Vs,σ;X,P (x) Aˆc†Ψ (s, σ;X,P )
]
, (149)
where
Us,σ;X,P (x) :=
∫
d3p√
2EΨ(p)
(
(IB)
Ψ 〈s, x | s,p〉(SB)Ψ
)
U(s,p)
(
(SB)
Ψ 〈s,p | s, σ;X,P 〉(IB)Ψ
)
, (150)
Vs,σ;X,P (x) :=
∫
d3p√
2EΨ(p)
(
(IB)
Ψ 〈s, σ;X,P | s,p〉(SB)Ψ
)
V (s,p)
(
(SB)
Ψ 〈s,p | s, x〉(IB)Ψ
)
. (151)
Using Eqs. (135) and (142), one may write down the integral form more explicitly:
Us,σ;X,P (x) =
(σ
pi
)3/4 ∫ d3p√
2p0 (2pi)3/2
U(s,p) eip·(x−X)−
σ
2
(p−P )2
∣∣∣∣∣
p0=EΨ(p)
, (152)
Vs,σ;X,P (x) =
(σ
pi
)3/4 ∫ d3p√
2p0 (2pi)3/2
V (s,p) e−ip·(x−X)−
σ
2
(p−P )2
∣∣∣∣∣
p0=EΨ(p)
. (153)
Note that T (= X0) and σ can be chosen arbitrarily for the expansion (149). The coefficient
functions U and V are nothing but the external line factor in the computation of S-matrix:
〈0| Ψˆ(I)(x) |s, σ;X,P 〉(IB)Ψ =
∑
s
∫
d6Π′ Us;Π′(x) 〈0| AˆΨ
(
s; Π′
)
Aˆ†Ψ(s; Π) |0〉
=
∑
s
∫
d6Π′
(∫
d3p√
2EΨ(p)
〈x |p〉U(p) 〈p ∣∣Π′〉) 〈Π′ ∣∣Π〉
=
∑
s
∫
d3p√
2EΨ(p)
〈x |p〉U(p) 〈p |Π〉
= Us,σ;X,P (x) , (154)
and so on, where we have omitted Ψ, σ, and s in the intermediate steps and have used the
abbreviation (15).
B Saddle-point approximation
Let us obtain the approximate formulae for the functions (152) and (153) using the saddle-
point method for the large width expansion. When evaluating the momentum integration,
we encounter the exponent of the form32
F±(p) := ∓iE(p) (t− T )± ip · (x−X)− σ
2
(p− P )2 , (155)
32 In taking the large σ expansion, we have to be careful about the region of large |x−X| and/or large
|t− T |. Here we assume that we are in a generic non-singular point in the parameter space in which the
contribution from such an interaction point x is suppressed and that the large σ expansion works.
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where E(p) :=
√
p2 +m2. First,
∂F±(p)
∂pi
= ∓ivi(p) (t− T )± i (x−X)i − σ (p− P )i , (156)
∂2F±(p)
∂pi∂pj
= ∓i t− T
E(p)
[δij − vi(p) vj(p)]− σδij , (157)
where
v(p) :=
p
E(p)
(158)
and we have used
∂E(p)
∂pj
= vj(p) ,
∂vi(p)
∂pj
=
δij − vi(p) vj(p)
E(p)
. (159)
Let P s be the solution to the saddle point condition:
∂F±(P s)
∂pi
= 0, (160)
where for arbitrary P and function f(p), we write
∂f(P )
∂pi
:=
∂f(p)
∂pi
∣∣∣∣
p=P
. (161)
The zeroth and second derivatives read
F±(P s) = ∓iE(P s) (t− T )± iP s · (x−X)− σ
2
(P s − P )2 , (162)
∂2F±(P s)
∂pi∂pj
= −
(
σ ± i t− T
E(P s)
)
δij ± i t− T
E(P s)
vi(P s) vj(P s) =: Mij . (163)
The complex symmetric matrix Mij = aδij + bvjvj can be diagonalized by a complex special
orthogonal matrix U that obeys U tU = 1 and detU = 1:33
U tMU =
a 0 00 a 0
0 0 a+ bv2
 . (164)
The complex Gaussian integral reads∫
d3p eF±(p)Q(p) ' eF(P s)Q(P s)
∫
d3p e
1
2
(p−Ps)i ∂
2F(P s)
∂pi∂pj
(p−Ps)j
=
(
2pi
σ
)3/2 eF(P s)Q(P s)(
1± i t−TσE(P s)
)√
1± i t−TσE(P s) (1− v2(P s))
, (165)
33 Explicitly, one may e.g. take
U =

v1v3√
v21+v
2
2
√
v2
− v2√
v21+v
2
2
v1√
v2
v2v3√
v21+v
2
2
√
v2
v1√
v21+v
2
2
v2√
v2
−
√
v21+v
2
2√
v2
0 v3√
v2
 .
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for any polynomial Q(p). Note that the Gaussian integral can be performed when
1 > ∓= t− T
σE(P s)
= ± t− T
σ |E(P s)|
=E(P s)
|E(P s)| , (166)
1 > ∓=(t− T )
(
1− v2(P s)
)
σE(P s)
= ± t− T
σ |E(P s)|
(
1−<v2(P s)
)=E(P s)−<E(P s)=v2(P s)
|E(P s)| .
(167)
To summarize, the saddle-point method yields
Us,σ;X,P (x) =
(σ
pi
)3/4( 1
2EΨ(P s)σ3
)1/2 U(s,P s) e−iEΨ(P s)(t−T )+iP s·(x−X)−σ2 (P s−P )2(
1± i t−TσEΨ(P s)
)√
1± i t−TσEΨ(P s) (1− v2(P s))
,
(168)
Vs,σ;X,P (x) =
(σ
pi
)3/4( 1
2EΨ(P s)σ3
)1/2 V (s,P s) eiEΨ(P s)(t−T )−iP s·(x−X)−σ2 (P s−P )2(
1± i t−TσEΨ(P s)
)√
1± i t−TσEΨ(P s) (1− v2(P s))
.
(169)
When necessary we may expand them using
(E(P + ∆P ))−1/2 =
(
m2 + (P + ∆P )2
)−1/4
=
(
m2 + P 2 + 2P ·∆P + · · · )−1/4
= (E(P ))−1/2
(
1− v(P ) ·∆P
2E(P )
+ · · ·
)
, (170)
etc., and the leading order result for the large σ limit is34
Us,σ;X,P (x) =
(σ
pi
)3/4(2pi
σ
)3/2( 1
(2pi)3 2EΨ(P )
)1/2
U(s,P ) e−iEΨ(P )(t−T )+iP ·(x−X)−
(x−Ξ(t))2
2σ ,
(171)
Vs,σ;X,P (x) =
(σ
pi
)3/4(2pi
σ
)3/2( 1
(2pi)3 2EΨ(P )
)1/2
V (s,P ) eiEΨ(P )(t−T )−iP ·(x−X)−
(x−Ξ(t))2
2σ .
(172)
This is used in Eqs. (18) and (115).
In the large σ limit, we may iteratively solve the saddle point condition (160) by P s =
P + ∆1P + ∆2P + · · · with ∆nP = O(σ−n). The result is
P s = P ± ix−Ξ(t)
σ
+O
(
1
σ2
)
, (173)
where Ξ(t) := X + V (t− T ) with V := v(P ), corresponding to Eq. (19). The zeroth and
34 We have taken up to the σ−1 order in the exponent since the terms of order σ0 are pure imaginary and
just give a phase factor.
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second derivatives read35
F±(P s) = ∓iE(P ) (t− T )± iP · (x−X)− (x−Ξ(t))
2
2σ
+O
(
1
σ2
)
, (174)
∂2F±(P s)
∂pi∂pj
= −σδij ∓ i t− T
E(P )
(δij − ViVj) +O
(
1
σ
)
, (175)
where we used
E(P s) = E(P )± iV · (x−Ξ(t))
σ
+O
(
1
σ2
)
, (176)
v(P s) = V ± ix−Ξ(t)− V [V · (x−Ξ(t))]
σE(P )
+O
(
1
σ2
)
. (177)
Especially, the necessary conditions (166) and (167) read, at the leading order,
1 >
t− T
σ2
V · (x−Ξ(t))
P 2 +m2
, (178)
1 > − t− T
σ2
V · (x−Ξ(t))
P 2 +m2
(
1− V 2) . (179)
C Wave and particle limits for decaying particle
C.1 Wave limit
In the wave limit of the initial state, σ0  σa, we get
σs → σ1σ2
σ1 + σ2
=: σout, (180)
and then Eqs. (42)–(45) reduce to
∆V 2 → σout
σ1 + σ2
(V 1 − V 2)2 , (181)
σt → σ1 + σ2
(V 1 − V 2)2
, (182)
T→ −σ1 + σ2
σout
(V 1 − V 2) · (X1 −X2) , (183)
R → (X1 −X2)
2
σ1 + σ2
+
σ1 + σ2
σ2out
[(V 1 − V 2) · (X1 −X2)]2
(V 1 − V 2)2
, (184)
where we used, for arbitrary QA and Q
′
A,
Q ·Q′ −Q ·Q′ → σout
σ1 + σ2
(Q1 −Q2) ·
(
Q′1 −Q′2
)
. (185)
35 We may also rewrite
F±(P s) = ∓i m
2
E(P )
(t− T )± iP · (x−Ξ(t))− (x−Ξ(t))
2
2σ
+O
(
1
σ2
)
= ∓i m
2
E(P )
(t− T )− σ
2
P 2 − (x−Ξ(t)∓ iσP )
2
2σ
+O
(
1
σ2
)
.
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(Recall that X1 −X2 = X1 −X2 −V 1T1 +V 2T2.) Note that the V 0 dependence drops out
in the wave limit.36
In the limit, the eigenvalues (93) become
2
σ1 + σ2
,
1
2σ0
,
1
σ0
(V 1 − V 0)2 + (V 2 − V 0)2
(V 1 − V 2)2
, (186)
where the first two are two-fold degenerate per each.
C.2 Particle limit
In the particle limit of the initial state σ0  σa, we obtain
σs → σ0, (187)
∆V 2 → σ0
(
(δV 1)
2
σ1
+
(δV 2)
2
σ2
)
, (188)
σt →
(
(δV 1)
2
σ1
+
(δV 2)
2
σ2
)−1
, (189)
T→ −
δX1·δV 1
σ1
+ δX2·δV 2σ2
(δV 1)
2
σ1
+ (δV 2)
2
σ2
, (190)
R → (δX1)
2
σ1
+
(δX2)
2
σ2
−
(
δX1·δV 1
σ1
+ δX2·δV 2σ2
)2
(δV 1)
2
σ1
+ (δV 2)
2
σ2
, (191)
where we used, for arbitrary QA and Q
′
A,
Q ·Q′ −Q ·Q′ → σ0
(
δQ1 · δQ′1
σ1
+
δQ2 · δQ′2
σ2
)
. (192)
(Recall that δV a = V a−V 0 and that δXa = Xa−X0−TaV a+T0V 0.) The eigenvalues (93)
become
1
σ1
,
1
σ2
,
1
σ1σ2
(δV 1)
2 + (δV 2)
2
(δV 1)
2
σ1
+ (δV 2)
2
σ2
, (193)
where the first two are two-fold degenerate per each.
More concretely,
T = −
(X1−X0−V 1T1+V 0T0)·(V 1−V 0)
σ1
+ (X2−X0−V 2T2+V 0T0)·(V 2−V 0)σ2
(V 1−V 0)2
σ1
+ (V 2−V 0)
2
σ2
, (194)
R = (X1 −X0 − V 1T1 + V 0T0)
2
σ1
+
(X2 −X0 − V 2T2 + V 0T0)2
σ2
−
(
(X1−X0−V 1T1+V 0T0)·(V 1−V 0)
σ1
+ (X2−X0−V 2T2+V 0T0)·(V 2−V 0)σ2
)2
(V 1−V 0)2
σ1
+ (V 2−V 0)
2
σ2
. (195)
36 Note however that the V 0 dependence in the zero eigenvector (91) still remains; see footnote 18.
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Without loss of generality, we may set X0 = (T0,X0) = 0, and then we obtain
T = −
(X1−V 1T1)·(V 1−V 0)
σ1
+ (X2−V 2T2)·(V 2−V 0)σ2
(V 1−V 0)2
σ1
+ (V 2−V 0)
2
σ2
, (196)
R = (X1 − V 1T1)
2
σ1
+
(X2 − V 2T2)2
σ2
−
(
(X1−V 1T1)·(V 1−V 0)
σ1
+ (X2−V 2T2)·(V 2−V 0)σ2
)2
(V 1−V 0)2
σ1
+ (V 2−V 0)
2
σ2
.
(197)
C.3 Decay at rest
Finally, we list the corresponding expression to Eqs. (42)–(45) for the decay at rest V 0 = 0
(and hence P 0 = 0 and E0 = m0), without taking any limit:
∆V 2 = σ2s
[
V 21
σ0σ1
+
V 22
σ0σ2
+
(V 1 − V 2)2
σ1σ2
]
, (198)
σt =
1
σs
[
V 21
σ0σ1
+
V 22
σ0σ2
+
(V 1 − V 2)2
σ1σ2
]−1
, (199)
T = −
(X1−X0−V 1T1)·V 1
σ1
+ (X2−X0−V 2T2)·V 2σ2
V 21
σ1
+
V 22
σ2
, (200)
R = (X1 −X0 − V 1T1)
2
σ1
+
(X2 −X0 − V 2T2)2
σ2
−
(
(X1−X0−V 1T1)·V 1
σ1
+ (X2−X0−V 2T2)·V 2σ2
)2
V 21
σ1
+
V 22
σ2
. (201)
An experimentalist-friendly parametrization for the decay at rest might be
(δP )2 = p21 + 2p1p2 cos θ + p
2
2, (202)
δω = E1 + E2 −m0 − σsp1
σ1E1
(p1 + p2 cos θ)− σsp2
σ2E2
(p2 + p1 cos θ) , (203)
σt =
σ0σ1σ2
σs
1
(σ0 + σ1)
p22
E22
− 2σ0 p1p2E1E2 cos θ + (σ0 + σ2)
p21
E21
, (204)
where pa := |P a| for a = 1, 2; the angle is defined by cos θ := P 1·P 2p1p2 ; and Ea and σs are given
in Eqs. (28) and (30), respectively. One may further take the above plane-wave or particle
limit to simplify the expression if one wishes.
Without loss of generality, we may set X0 = (T0,X0) = 0, and then Eqs. (200) and (201)
further simplify to
T = −
(X1−V 1T1)·V 1
σ1
+ (X2−V 2T2)·V 2σ2
V 21
σ1
+
V 22
σ2
, (205)
R = (X1 − V 1T1)
2
σ1
+
(X2 − V 2T2)2
σ2
−
(
(X1−V 1T1)·V 1
σ1
+ (X2−V 2T2)·V 2σ2
)2
V 21
σ1
+
V 22
σ2
. (206)
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To cultivate intuition, we present the results for a simple configuration σ2 = σ1, V 0 = 0,
V 2 = −V 1, and T1 = T2 =: Tout:
T = Tout − X1 −X2
2 |V 1| ·
V 1
|V 1| , (207)
R = 1
σ1
(
X21 +X
2
2 −
1
2
[
V 1
|V 1| · (X1 −X2)
]2)
. (208)
D Boundary contributions in boundary limit
Here we present the boundary contributions in boundary limit
∣∣T− Tin/out∣∣  √σt, which
might be applicable for σt (δω)
2 . 1 too.
As discussed in the paragraph containing Eq. (84), the expression (106) is valid only when
σt (δω)
2  1 at T = Tin/out. It might be convenient if we have an expression in the boundary
limit
∣∣T− Tin/out∣∣  √σt, valid for small δω too. For that purpose, we expand the rational
function in Eq. (83) around T− Tin/out = 0 and naively replace, by using Eq. (78), as
2
pi
1
σt (δω)
2 7→
[
4
pi
F 2
(√
σt
2
δω
)
+ e−σt(δω)
2
]
, (209)
to obtain
e−σt(δω)
2 |G(T)|2 ' e−
(T−Tin/out)
2
σt
[
4
pi
F 2
(√
σt
2
δω
)
+ e−σt(δω)
2
]
. (210)
The first and second terms in the square brackets are exactly the dashed and dot-dashed lines,
respectively, in Fig. 3 (and their sum is the solid line). For reference, we show the boundary
contribution with this naive replacement:
dP ' κ
2
2
1
2E0
d3P 1
(2pi)3 2E1
d3P 2
(2pi)3 2E2
(2pi)4
(√
σt
pi
)((σs
pi
)3/2
e−σs(δP )
2
)
×
√
σt
pi5
(
σs
σ0σ1σ2
)3
d3X1 d
3X2 e
−Re−
(T−Tin/out)
2
σt
[
4
pi
F 2
(√
σt
2
δω
)
+ e−σt(δω)
2
]
.
(211)
The formal limit (107) of this expression reads
dP → κ
2
2
1
2E0
d3P 1
(2pi)3 2E1
d3P 2
(2pi)3 2E2
(2pi)4
(√
σt
pi
)((σs
pi
)3/2
e−σs(δP )
2
)
×
√
σt
pi5
(
σs
σ0σ1σ2
)3
d6y e−R
√
piσt δ
(
T− Tin/out
) [ 4
pi
F 2
(√
σt
2
δω
)
+ e−σt(δω)
2
]
.
(212)
Naively, integration over d5y e−R would again give Eq. (99), and then the y0 integral over the
delta function gives the extra factor
√
(δV 1)
2 + (δV 2)
2:
dP =
κ2
2
1
2E0
d3P 1
(2pi)3 2E1
d3P 2
(2pi)3 2E2
(2pi)4
((σs
pi
)3/2
e−σs(δP )
2
)
σt
[
4
pi
F 2
(√
σt
2
δω
)
+ e−σt(δω)
2
]
.
(213)
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Recall that δP , δω, and σt simplify to Eqs. (202)–(204) for the case of the decay at rest.
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