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PAPER
Multiterminal source coding with complementary delivery∗
Akisato KIMURA†a) and Tomohiko UYEMATSU††b), Members
SUMMARY A coding problem for correlated information
sources is investigated. Messages emitted from two correlated
sources are jointly encoded, and delivered to two decoders. Each
decoder has access to one of the two messages to enable it to re-
produce the other message. The rate-distortion function for the
coding problem and its interesting properties are clarified.
key words: multiterminal source coding, complementary deliv-
ery, joint encoding, separate decoding
1. Introduction
Coding problems for correlated information sources
were originally investigated by Slepian and Wolf [1].
Corresponding rate-distortion coding problems [2]–[4]
and various coding problems (e.g. [5]–[7]) inspired by
the work by Slepian and Wolf have been considered. In-
cluding the above studies, the main focus in the 1970’s
was on coding problems with separate encoding (each
message is separately encoded) and joint decoding (sev-
eral codewords are sent to a decoder and decoded si-
multaneously).
In contrast, since the 1980’s, coding problems that
involve joint encoding (messages from several sources
are encoded at once) and/or separate decoding (each
message is separately decoded) have been explored.
Separate decoding processes have mainly been consid-
ered in relation to multiple description (e.g. [8]–[10]),
while joint encoding processes can be seen, for exam-
ple, in the cascading and branching communication sys-
tems [11], the triangular communication system [12]
and multi-hop networks [13], [14].
Also, a coding problem that involves joint encoding
and separate decoding was considered by Willems et al.
[15], [16]. The coding system models a communication
network via a satellite. Several stations are separately
deployed in a field. Every station collects its own tar-
get data and wants to share all the target data with
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Fig. 1 Complementary delivery network
the other stations. To accomplish this task, each sta-
tion transmits the collected data to a satellite, and the
satellite broadcasts all the received data back to the
stations. Each station utilizes its own target data as
side information to reproduce all the other target data.
Willems et al. [16] investigated a special case of the
above scenario in which three stations were deployed
and each station had access to one of three target mes-
sages, and determined the minimum lossless achievable
rate for uplink (from each station to the satellite) and
downlink (from the satellite to all the stations) trans-
missions. Their main result implies that the uplink
transmission is equivalent to the traditional Slepian-
Wolf coding system [1], and thus the main problem is
the downlink part. Henceforth we denote the networks
characterized by the downlink transmission as general-
ized complementary delivery networks, and we denote
the generalized complementary network with two sta-
tions and two target messages as the complementary
delivery network (Fig. 1). This notation is based on
the network structure where each station (i.e. decoder)
complements the target messages from the codeword
delivered by the satellite (i.e. encoder). Kimura et al.
investigated a universal coding problem for the com-
plementary delivery network [17] and the generalized
complementary delivery network [18], and proposed an
explicit construction of lossless universal codes which
attains the optimal error exponent. Also, Kuzuoka et
al. [19], [20] simplified the coding scheme by introduc-
ing a concept of network coding [21].
The above previous researches considered only the
lossless coding problem. In contrast, this paper focuses
on the lossy coding problem. The minimum achiev-
able rate given distortion criteria and some interesting
2
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properties of the minimum achievable rate are clarified.
This paper is organized as follows. Section 2 pro-
vides notations and definitions used throughout in this
paper. Section 3 investigates the lossy coding problem
for the complementary delivery network, which includes
descriptions of the main result and several related prop-
erties. The main result can be easily extended to the
problem of the generalized complementary delivery net-
works, which will be discussed in Section 4. Finally,
Section 5 provides theorem proofs.
2. Preliminaries
Let X and Y be finite sets. Especially, for any natu-
ral number M , we denote IM = {1, 2, · · · ,M}. The
cardinality of X is denoted as |X |. A member of Xn
is written as xn = (x1, x2, · · · , xn), and substrings of
xn are written as xji = (xi, xi+1, · · · , xj) for i ≤ j. A
set of all the probability distributions on X is denoted
as P(X ). A discrete memoryless source (X , PX) is an
infinite sequence {Xi}
∞
i=1 of independent copies of a
random variable X taking values in X with a generic
distribution PX ∈ P(X ), namely
PXn(x
n) =
n∏
i=1
PX(xi).
P(X|PY ) denotes a set of all the probability distribu-
tions on X given a distribution PY ∈ P(Y). Namely,
each member of P(X|PY ) is characterized by PXY ∈
P(X × Y) as PXY = PX|Y PY . A source (X , PX)
can be denoted by referring to its generic distribution
PX or random variable X . For a correlated source
(X,Y ), H(X), H(X |Y ) and I(X ;Y ) denote the en-
tropy of X , the conditional entropy of X given Y , and
the mutual information of X and Y , respectively. Sim-
ilarly, for a correlated source (X,Y, Z), I(X ;Y |Z) de-
notes the conditional mutual information of X and Y
given Z. In the following, all bases of exponentials and
logarithms are set at e (the base of the natural log-
arithm). Let X̂ stand for a reconstruction alphabet
that corresponds to a source X to be encoded, and let
∆X : X × X̂ → [0,∆X ] be a corresponding single-letter
distortion function, where ∆X < ∞. The vector dis-
tortion function is defined in the usual way, i.e.
∆nX(x
n, x̂n) =
1
n
n∑
k=1
∆X(xk, x̂k).
3. Complementary delivery
3.1 Problem formulation
Definition 1. (CD (Complementary Delivery) code)
A set (ϕn, ϕ̂
(1)
n , ϕ̂
(2)
n ) of an encoder and decoders is a
CD code (n,Mn, ρ
(X)
n , ρ
(Y )
n ) for the source (X,Y ) if and
only if
ϕn : X
n × Yn → IMn
ϕ̂(1)n : IMn × Y
n → X̂n,
ϕ̂(2)n : IMn ×X
n → Ŷn,
ρ(X)n = E
[
∆nX(X
n, ϕ̂(1)n (An, Y
n))
]
,
ρ(Y )n = E
[
∆nY (Y
n, ϕ̂(2)n (An, X
n))
]
,
An = ϕn(X
n, Y n).
Definition 2. (Lossy CD-achievable rate)
R is a lossy CD-achievable rate of the source (X,Y ) for
a given distortion pair (DX , DY ) if and only if there ex-
ists a sequence
{(
n,Mn, ρ
(X)
n , ρ
(Y )
n
)}∞
n=1
of CD codes
for the source (X,Y ) such that
lim sup
n→∞
1
n
logMn ≤ R,
lim sup
n→∞
ρ(X)n ≤ DX , lim sup
n→∞
ρ(Y )n ≤ DY .
Definition 3. (Inf lossy CD-achievable rate)
R(X,Y |DX , DY ) = inf
{
R|R is a lossy
CD-achievable rate of (X,Y ) for (DX , DY )
}
.
3.2 Statement of results
Theorem 1. (Lossy coding theorem for CD code)
R(X,Y |DX , DY )
= min
PU|XY ∈PCD(U|PXY )
[
max{I(X ;U |Y ), I(Y ;U |X)}
]
,
where the alphabet U satisfies
|U| ≤ |X × Y|+ 2
and PCD(U|PXY ) ⊆ P(U|PXY ) is a set of probability
distributions such that there exist functions φ(1) : U ×
Y → X̂ and φ(2) : U × X → Ŷ that satisfy
DX ≥ E
[
∆X(X,φ(1)(U, Y ))
]
,
DY ≥ E
[
∆Y (Y, φ(2)(U,X))
]
.
Several important relationships between Theorem
1 and previously reported results are presented in the
following.
Lemma 1. (Compatibility with the result obtained for
the lossless coding)
Suppose that X̂ = X , Ŷ = Y, ∆X(x, x̂) = 0 if and only
if x = x̂ and ∆Y (y, ŷ) = 0 if and only if y = ŷ. In
this case, the inf achievable rate R(X,Y |DX , DY ) for
DX = DY = 0 is reduced to the minimum achievable
rate for the lossless coding.
R(X,Y )
def.
= R(X,Y |DX = 0, DY = 0)
= max{H(X |Y ), H(Y |X)},
which coincides with the result reported by Willems et
al. [16].
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Proof. Note that if the conditions shown in Lemma 1
satisfy we have
ρ(X)n = 0 ⇐⇒ Pr{X
n 6= ϕ̂(1)n (An, Y
n))} = 0,
ρ(Y )n = 0 ⇐⇒ Pr{Y
n 6= ϕ̂(2)n (An, X
n))} = 0.
Lemma 2. (Relationship to the conditional rate-
distortion function)
R(X,Y |DX = d1, DY ) = RC(Y |X,DY ),
R(X,Y |DX , DY = d2) = RC(X |Y,DX)
if d1 ≥ ∆X and d2 ≥ ∆Y , where RC(X |Y,D) denotes
the conditional rate-distortion function [22], namely the
minimum achievable rate when X is encoded and repro-
duced both with the side information Y to guarantee the
distortion criterion D.
Proof. It is sufficient to show that first equation. The
condition d1 ≥ ∆X implies that one of the two messages
does not have to be reproduced. Therefore, the encoder
ϕn sends the codeword only to the decoder ϕ̂
(2)
n , which
means that the coding rate characterized by the condi-
tional rate-distortion function is an achievable rate.
R(X,Y |DX = d1, DY ) ≤ RC(Y |X,DY ).
On the other hand, we have
R(X,Y |DX , DY )
≥ max{RC(X |Y,DX), RC(Y |X,DY )}
≥ RC(Y |X,DY ).
from the result of Theorem 1.
Lemma 3. (Relationships to the conditional rate-
distortion function and Wyner-Ziv rate distortion func-
tion)
max{RC(X |Y,DX), RC(Y |X,DY )}
≤ R(X,Y |DX , DY )
≤ max{RWZ(X |Y,DX), RWZ(Y |X,DY )},
where RWZ(X |Y,DX) is the minimum achievable rate
for the coding system called the Wyner-Ziv coding sys-
tem [2], where X is encoded without any side informa-
tion and reproduced with the side information Y .
Proof. The left inequality was shown in the proof of
Lemma 2. The right inequality was shown by Kuzuoka
et al. [20].
Lemma 3 indicates that there may be some rate
losses only for the lossy coding. This property results
from the auxiliary random variable U included in the
inf achievable rate R(X,Y |DX , DY ).
4. Extension to multiple sources
Theorem 1 considered only two correlated sources.
However, the theorem can be easily extended to any
finite number of correlated sources.
Let X be a set of N discrete memoryless sources
X = {X(1), X(2), · · · , X(N)},
each of which X(i) takes a value in a finite set X (i)
(i ∈ IN ). For a given subset S ⊆ IN of source indexes,
the corresponding subsets of sources, alphabets and its
members are denoted by
X
(S) = {X(i)|i ∈ S},
X (S) =
∏
i∈S
X (i),
x
(S) = {x(i) ∈ X (i)|i ∈ S}.
Similarly, for a given subset S ⊆ IN , the n-th Cartesian
product of X (S), its member and the corresponding ran-
dom variable are written as X (S)n, x(S)n and X(S)n,
respectively. A substring of x(S)n is written as x
(S)j
i
for i ≤ j. With S = IN , we denote X
(S)n = Xn. Also
for a given subset S ⊆ IN , its complement is denoted
by Sc = IN − S.
Here, we introduce the definition and the coding
theorem of the generalized complementary delivery code
which considers multiple correlated sources, multiple
encoders and multiple decoders.
Definition 4. (GCD (Generalized Complementary De-
livery) code)
A set (ϕn, ϕ̂
(1)
n , · · · , ϕ̂
(M)
n ) of single encoder and M de-
coders is a GCD code(
n,Mn, {ρ
(j,i)
n }j∈IM ,i∈Sj
)
for the source X if and only if for any j ∈ IM and
i ∈ Sj ⊆ IN
ϕn : X
(IN )n → IMn
ϕ̂(j)n : IMn ×X
(Scj )n → X̂ (Sj)n,
ρ(j,i)n = E
[
∆nX(i)(X
(i)n, ϕ̂(j;i)n (An,X
(Scj )n))
]
,
An = ϕn(X
n),
where ϕ̂
(j;i)
n is the output of ϕ̂
(j)
n that corresponds to the
reproduction of X(i)n.
Definition 5. (Lossy GCD-achievable rate)
R is a lossy GCD-achievable rate of the source X for
a given set
D = {Dj,i}j∈IM ,i∈Sj
of distortion criteria if and only if there exists a se-
quence
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{(
n,Mn, {ρ
(j,i)
n }j∈IM ,i∈Sj
)}∞
n=1
of GCD codes for the source X such that for any j ∈
IM and i ∈ Sj
lim sup
n→∞
1
n
logMn ≤ R,
lim sup
n→∞
ρ(j,i)n ≤ Dj,i.
Definition 6. (Inf lossy GCD-achievable rate)
R(X |D) = inf
{
R|R is a lossy
GCD-achievable rate of X for D
}
.
Theorem 2. (Coding theorem of lossy GCD code)
R(X|D)
= min
PU|X∈PCD(U|PX)
max
j∈IM
I
(
X
(Sj);U
∣∣∣X(Scj )) ,
where the alphabet U satisfies
|U| ≤ |X (IN )|+
M∑
j=1
|Sj |,
and PCD(U|PX) ⊆ P(U|PX) is a set of probability dis-
tributions such that for any j ∈ IM and i ∈ Sj there
exists a function φ(j,i) : U × X
(Scj ) → X̂ (i) that satisfy
Dj,i ≥ E
[
∆X(i)
(
X(i), φ(j,i)
(
U,X(S
c
j )
))]
.
As a typical example, Theorem 2 can be applied to
the coding problem formulated by Willems et al. [16].
In this coding system, the encoder sends three messages
X = {X,Y, Z} to three decoders, and each decoder
has access to one of three messages to reproduce the
two other messages. Theorem 2 indicates that the inf
achievable rate for this coding problem is obtained as
R(X,Y, Z|D1, D2, D3)
= min
PU|XY Z∈PCD(U|PXY Z)
max{I(XY ;U |Z), I(Y Z;U |X), I(XZ;U |Y )},
where the alphabet U satisfies |U| ≤ |X×Y×Z|+6, and
PCD(U|PXY Z) ⊆ P(U|PXY Z) is a set of probability
distributions such that there exist functions
φ(12) : U × X → Ŷ, φ(13) : U × X → Ẑ,
φ(21) : U × Y → X̂ , φ(23) : U × Y → Ẑ,
φ(31) : U × Z → X̂ , φ(32) : U × Z → Ŷ
that satisfy
D12 ≥ E[∆Y (Y, φ(12)(U,X))],
D13 ≥ E[∆Z(Z, φ(13)(U,X))],
D21 ≥ E[∆X(X,φ(21)(U, Y ))],
D23 ≥ E[∆Z(Z, φ(23)(U, Y ))],
D31 ≥ E[∆X(X,φ(31)(U,Z))],
D32 ≥ E[∆Y (Y, φ(32)(U,Z))].
5. Proof of theorems
5.1 Theorem 1: converse part
Proof.
Let a sequence {(ϕn, ϕ̂
(1)
n , ϕ̂
(2)
n )}∞n=1 of CD codes be
given that satisfy the conditions of Definitions 1 and
2. From Definition 2, for any δ > 0 there exists an
integer n1 = n1(δ) and then for all n ≥ n1(δ), we can
obtain
1
n
logMn ≤ R+ δ.
It should be remembered that An = ϕn(X
n, Y n).
Then, we obtain
n(R + δ)
≥ logMn
≥ H(An)
≥ H(An|Y
n)
= I(Xn;An|Y
n) (∵ An = ϕn(X
n, Y n))
= H(Xn|Y n)−H(Xn|AnY
n)
=
n∑
k=1
{H(Xk|Yk)−H(Xk|AnX
k−1Y n)}
=
n∑
k=1
I(Xk;AnX
k−1Y k−1Y nk+1|Yk)
≥
n∑
k=1
I(Xk;AnX
k−1Y k−1|Yk).
Let us define random variables Uk = AnX
k−1Y k−1.
With these definitions, we have
n(R + δ) ≥
n∑
k=1
I(Xk;Uk|Yk).
In a similar manner, we obtain
n(R + δ) ≥
n∑
k=1
I(Yk;Uk|Xk).
Here, let J be a random variable that is independent of
(X,Y ) and uniformly distributed over the set In. We
define a random variable U = (J, UJ ). This implies
that
R + δ
≥
1
n
n∑
k=1
I(Xk;Uk|Yk)
=
1
n
n∑
k=1
{H(Xk|Yk)−H(Xk|UkYk)}
=
1
n
n∑
k=1
{H(Xk|Yk)−H(XJ |UJYJ , J = k)}
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= H(X |Y )−H(XJ |JUJYJ )
= H(X |Y )−H(X |UY )
= I(X ;U |Y )
and
R+ δ ≥ I(Y ;U |X).
Since δ > 0 is arbitrary, we obtain
R ≥ max{I(X ;U |Y ), I(Y ;U |X)}.
We next show the existence of functions φ(1) and
φ(2) that satisfy the conditions of Theorem 1. From
Definition 2, for any γ > 0, there exists an integer
n2 = n2(γ), and for all n ≥ n2(γ), we have
DX + γ ≥
1
n
n∑
k=1
E
[
∆X(Xk, ϕ̂
(1)
n,k(An, Y
n))
]
=
1
n
n∑
k=1
E
[
∆X(Xk, X̂k)
]
,
DY + γ ≥
1
n
n∑
k=1
E
[
∆Y (Yk, ϕ̂
(2)
n,k(An, X
n))
]
=
1
n
n∑
k=1
E
[
∆Y (Yk, Ŷk)
]
,
where ϕ̂
(i)
n,k (i = 1, 2, k ∈ In) is the output of ϕ̂
n
(i) at
time k, and
X̂k = ϕ̂
(1)
n,k(An, Y
n),
Ŷk = ϕ̂
(2)
n,k(An, X
n).
We note that UkYk contains AnY
k, and UkXk contains
AnX
k, which implies that Y nk+1 (resp. X
n
k+1) is fur-
ther needed to generate X̂k from UkYk (resp. Ŷk from
UkXk). Here, let us define the distribution Qk1,k2 of
AnX
k1Y k2 , namely for any xk1 ∈ X k1 , yk2 ∈ Yk2 and
an ∈ IM(1)n
Qk1,k2(an, x
k1 , yk2)
def.
= Pr{ϕn(X
n, Y n) = an, X
k1 = xk1 , Y k2 = yk2}
=
∑
(xn
k1+1
,yn
k2+1
)∈Xn−k1×Yn−k2 :
ϕn(xn,yn)=an
PXnY n(x
n, yn).
Also, let Q
(1)
k be the distribution of Xk given UkYk,
namely for any uk = anx
k−1yk−1
Q
(1)
k (xk|uk, yk)
def.
=
Qk,k(an, x
k, yk)
Qk−1,k(an, xk−1, yk)
,
and Q
(2)
k be the distribution of Yk given UkXk defined
similarly.
Q
(2)
k (yk|uk, xk)
def.
=
Qk,k(an, x
k, yk)
Qk,k−1(an, xk, yk−1)
.
Further, let us define Y˜ nk+1(Uk, Yk) (resp. X˜
n
k+1(Uk, Xk))
as a random variable selected to minimize the average
distortion between Xk and X̂k given UkYk (resp. be-
tween Yk and Ŷk given UkXk), namely
Y˜ nk+1(Uk, Yk)
def.
= argmin
Y n
k+1
∈Yn−k∑
Xk∈X
Q
(1)
k (Xk|Uk, Yk)∆X(Xk, X̂k),
X˜nk+1(Uk, Xk)
def.
= argmin
Xn
k+1
∈Xn−k∑
Yk∈Y
Q
(2)
k (Yk|Uk, Xk)∆Y (Yk, Ŷk).
We choose the functions φ(1) and φ(2) as follows:
φ(1)k(Uk, Yk)
def.
= ϕ̂
(1)
n,k(An, Y
k ∗ Y˜ nk+1(Uk, Yk)),
φ(2)k(Uk, Xk)
def.
= ϕ̂
(2)
n,k(An, X
k ∗ X˜nk+1(Uk, Xk)),
φ(1)(U, Y )
def.
= φ(1)J (UJ , Y ),
φ(2)(U,X)
def.
= φ(2)J (UJ , X)
where ∗ is an operator that represents string concate-
nation. It is easy to see that
E
[
∆X(Xk, φ(1)k(Uk, Yk))
]
= E
[
∆X(Xk, ϕ̂
(1)
n,k(An, Y
k ∗ Y˜ nk+1(Uk, Yk)))
]
≤ E
[
∆X(Xk, ϕ̂
(1)
n,k(An, Y
n))
]
= E
[
∆X(Xk, X̂k)
]
E
[
∆Y (Yk, φ(2)k(Uk, Xk))
]
≤ E
[
∆Y (Yk, Ŷk)
]
.
This implies
DX + γ ≥
1
n
n∑
k=1
E
[
∆X(Xk, X̂k)
]
≥
1
n
n∑
k=1
E
[
∆X(Xk, φ(1)k(Uk, Yk))
]
=
1
n
n∑
k=1
E
[
∆X(X,φ(1)J (UJ , Y ))|J = k
]
= E
[
∆X(X,φ(1)(U, Y ))
]
,
DY + γ ≥ E
[
∆Y (Y, φ(2)(U,X))
]
.
Since γ > 0 is arbitrary, we obtain
DX ≥ E
[
∆X(X,φ(1)(U, Y ))
]
,
DY ≥ E
[
∆Y (Y, φ(2)(U,X))
]
.
It remains to establish that the bound on |U| spec-
ified in Theorem 1 does not affect the determination
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of the inf achievable rate R(X,Y |DX , DY ). To do this,
we introduce the support lemma [23, Lemma 3.3.4]. We
can see that
PXY (x, y) =
∑
u∈U
PU (u)PXY |U (x, y|u),
I(X ;U |Y ) = H(X |Y )−H(X |UY )
= H(X |Y )−
∑
u∈U
PU (u)
∑
(x,y)∈X×Y
PXY |U (x, y|u) log
PY |U (y|u)
PXY |U (x, y|u)
I(Y ;U |X) = H(Y |X)−H(Y |UX)
= H(Y |X)−
∑
u∈U
PU (u)
∑
(x,y)∈X×Y
PXY |U (x, y|u) log
PX|U (x|u)
PXY |U (x, y|u)
E[∆X(X,φ(1)(U, Y ))]
=
∑
u∈U
PU (u)
∑
(x,y)∈X×Y
PXY |U (x, y|u)∆X(x, φ(1)(u, y))
≥
∑
u∈U
PU (u)
∑
y∈Y
min
x̂∈X̂∑
x∈X
PXY |U (x, y|u)∆X(x, x̂), (1)
E[∆Y (Y, φ(2)(U,X))]
=
∑
u∈U
PU (u)
∑
(x,y)∈X×Y
PXY |U (x, y|u)∆Y (y, φ(2)(u, x))
≥
∑
u∈U
PU (u)
∑
x∈X
min
ŷ∈Ŷ∑
y∈Y
PXY |U (x, y|u)∆Y (y, ŷ), (2)
where Eq.(1) (resp. Eq.(2)) comes from the fact that
for given letters (u, y) ∈ U×Y (resp. (u, x) ∈ U×X ) the
output of the function φ(1) (resp. φ(2)) can be selected
so as to minimize the average distortion. We then define
the following functions of a generic distribution Q ∈
P(X × Y):
q1(Q, (x, y)) = Q(x, y),
q2(Q) = max{q2,1(Q), q2,2(Q)},
q2,1(Q)
= H(X |Y )−
∑
(x,y)∈X×Y
Q(x, y) log
∑
x′∈X
Q(x′, y)
Q(x, y)
,
q2,2(Q)
= H(Y |X)−
∑
(x,y)∈X×Y
Q(x, y) log
∑
y′∈Y
Q(x, y′)
Q(x, y)
,
q3,1(Q) =
∑
y∈Y
min
x̂∈X̂
∑
x∈X
Q(x, y)∆X(x, x̂),
q3,2(Q) =
∑
x∈X
min
ŷ∈Ŷ
∑
y∈Y
Q(x, y)∆Y (y, ŷ).
Note that |X × Y| − 1 functions are necessary to pre-
serve the distribution Q(x, y) and 2 functions to pre-
serve the average distortion characterized by the generic
distribution Q. From the support lemma, we can find
a generic distribution α ∈ P(U˜) such that U˜ ⊆ U ,
|U˜ | ≤ |X × Y| + 2 and the following equations are si-
multaneously satisfied:∑
u∈U˜
α(u)q1(PXY |U (·|u), (x, y)) = PXY (x, y), (3)
∑
u∈U˜
α(u)q2(PXY |U (·|u))
= max{I(X ;U |Y ), I(Y ;U |X)},∑
u∈U˜
α(u)q3,1(PXY |U (·|u))
=
∑
u∈U˜
α(u)
∑
y∈Y
min
x̂∈X̂
∑
x∈X
PXY |U (x, y|u)∆X(x, x̂),
∑
u∈U˜
α(u)q3,2(PXY |U (·|u))
=
∑
u∈U˜
α(u)
∑
x∈X
min
ŷ∈Ŷ
∑
y∈Y
PXY |U (x, y|u)∆Y (y, ŷ).
Here, let us define functions φ∗(1) : U˜ × Y → X̂ and
φ∗(2) : U˜ × X → Ŷ that satisfy
φ∗(1)(u, y) = argmin
x̂∈X̂
∑
x∈X
PXY |U (x, y|u)∆X(x, x̂),
φ∗(2)(u, x) = argmin
ŷ∈Ŷ
∑
y∈Y
PXY |U (x, y|u)∆Y (y, ŷ).
With these definitions, we have∑
u∈U˜
α(u)q3,1(PXY |U (·|u)) = E[∆X(X,φ
∗
(1)(U, Y ))],
∑
u∈U˜
α(u)q3,2(PXY |U (·|u)) = E[∆Y (Y, φ
∗
(2)(U,X))],
and
D1 ≥ E[∆X(X,φ(1)(U, Y ))]
≥ E[∆X(X,φ
∗
(1)(U, Y ))],
D2 ≥ E[∆Y (Y, φ(2)(U,X))]
≥ E[∆Y (Y, φ
∗
(2)(U,X))].
Hence, φ∗(1) and φ
∗
(2) satisfy the conditions of Theorem
1. Further, Eq.(3) implies that there exist a random
variable U˜ and a joint distribution P
U˜XY
that satisfy
KIMURA and UYEMATSU: MULTITERMINAL SOURCE CODING WITH COMPLEMENTARY DELIVERY
7
α(u)PXY |U (x, y|u) = PU˜XY (u, x, y)
for all (u, x, y) ∈ U˜ ×X ×Y. The new joint distribution
preserves the distribution PXY∑
u∈U˜
P
U˜XY
(u, x, y) =
∑
u∈U˜
α(u)PXY |U (x, y|u)
= PXY (x, y).
This completes the proof of the converse part.
5.2 Theorem 1: direct part
We begin by establishing some notation and mentioning
a few basic facts that will be used hereafter.
Definition 7. (Set of typical sequences)
For any δ > 0, define the set of typical sequences as
T nX(δ) ={
xn ∈ Xn :
∣∣∣∣ 1nN(x|xn)− PX(x)
∣∣∣∣ ≤ δ ∀x ∈ X} ,
where N(x|xn) stands for the number of occurrences
of the letter x included in the sequence xn. A similar
convention is used for other random variables. When
the dimension is clear from the context, the superscript
n will be omitted, e.g. TX(δ).
Lemma 4. (Csisza´r-Ko¨rner [23])
For any δ > 0
Pr{Xn ∈ TX(δ)} ≥ 1− ǫn(δ),
where
lim
n→∞
ǫn(δ) = 0.
Lemma 5. (Csisza´r-Ko¨rner [23, Lemma 1.2.10])
For any δ, δ′ > 0, if (xn, yn) ∈ TXY (δ1) then x
n ∈
TX(δ1|Y|).
Lemma 6. (Steinberg-Merhav [24])
For any δ′ > δ > 0 and xn ∈ TX(δ)
exp{−n(I(X ;U) + ǫ1)}
≤
∑
un:(un,xn)∈TUX(δ′)
PU (u
n) ≤ exp{−n(I(X ;U)− ǫ2)},
where ǫ1 is a function of (δ, δ
′), ǫ2 is a function of (δ, δ
′)
and
lim
δ,δ′→0
ǫ1 = lim
δ,δ′→0
ǫ2 = 0.
Now, we proceed with the proof of the direct part
of Theorem 1.
Proof.
Let a distortion pair (DX , DY ) be given, and PU|XY ∈
PCD(U|PXY ). Fix arbitrary γ, δ > 0.
Codeword selection: ϕn
(1) Randomly generate MU independent codewords
un(i) ∈ Un (i ∈ IMU ), each of length n, according
to PU to create a codebook AU = {u
n(i)}MUi=1 .
(2) Partition the codebook AU into NU bins, each con-
taining LU = MU/NU members of AU . For simplicity,
MU is a multiple of NU . Let AU (j) denote the subset
of AU whose elements are assigned to bin j (j ∈ INU ).
Without loss of generality, we define
AU (j) = {u
n(i)}jLU
i=(j−1)LU+1
.
Encoding: ϕn
(1) For a given input pair (xn, yn) ∈ Xn × Yn of se-
quences, the encoder seeks a vector un ∈ AU that sat-
isfies (un, xn, yn) ∈ TUXY (k1δ), where k1 > 0. If there
is more than one such vector in the codebook AU , the
first one is chosen. If there is no such vector in the code-
book AU , a default vector is chosen, say u
n(1), and an
error is declared. The selected vector is denoted by
un(xn, yn).
(2) The value assigned to the encoder ϕn(·) is the bin
index to which un(xn, yn) belongs, that is,
ϕn(x
n, yn) = j if un(xn, yn) ∈ AU (j).
Decoding: ϕ̂
(1)
n
(1) The decoder has access to the bin index jU ∈ INU
received from the encoder and the sequence yn ∈ Yn of
side information.
(2) The decoder seeks a unique vector un ∈ AU (jU )
that satisfies (un, yn) ∈ TUY (k2δ), where k2 > 0. This
vector is denoted by ûn(yn). If there is no or more
than one vector un ∈ AU (jU ) jointly typical with y
n,
arbitrary ûn is chosen, and an error is declared.
(3) The reconstruction vector x̂n = (x̂1, x̂2, · · · , x̂n) is
given by
x̂k = φ(1)(ûk(y
n), ŷk) (k ∈ In),
where ûk(y
n) is the k-th element of un(yn).
Decoding: ϕ̂
(2)
n
(1) The decoder has access to the bin index jU ∈ INU
and the sequence xn ∈ Xn of side information.
(2) In a similar manner to ϕ̂
(1)
n , the decoder seeks a
unique vector un ∈ AU (jU ) that satisfies (u
n, xn) ∈
TUX(k3δ), where k3 > 0, and the reconstruction vector
ŷn is given by
ŷk = φ(2)(ûk(x
n), x̂k) (k ∈ In).
Distortion evaluation: ϕ̂
(1)
n
For the distortion, we obtain
∆nX(x
n, x̂n)
=
1
n
n∑
k=1
∆X(xk, x̂k)
=
1
n
n∑
k=1
∆X(xk, φ(1)(ûk(y
n), ŷk))
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=
1
n
∑
(u,x,y)∈U×X×Y
N(u, x, y|ûn(yn), xn, yn)
∆X(x, φ(1)(u, y)).
We note that (un(xn, yn), xn, yn) ∈ TUXY (k1δ). Also,
if no error occurs in the encoding/decoding process, we
have un(xn, yn) = ûn(yn). In this case, the following
inequalities are satisfied:
∆nX(x
n, x̂n)
≤
∑
(u,x,y)∈U×X×Y
(PUXY (u, x, y) + k1δ)∆X(x, φ(1)(u, y))
≤ E
[
∆X(X,φ(1)(U, Y ))
]
+ k1δ∆X |U × X × Y|
≤ DX + k1δ∆X |U × X × Y|.
We denote error probabilities in the encoding/decoding
process as Pne . Then, the average distortion can be
bounded as
E
[
∆nX(X
n, X̂n)
]
≤ (1− Pne )(DX + k1δ∆X |U × X × Y|) + P
n
e ∆X .
Since δ > 0 is arbitrarily small for a sufficiently large
n, if Pne vanishes as n→∞, we can obtain
lim sup
n→∞
E
[
∆nX(X
n, X̂n)
]
≤ DX .
Distortion evaluation: ϕ̂
(2)
n
We can obtain
lim sup
n→∞
E
[
∆nY (Y
n, Ŷ n)
]
≤ DY
in a similar manner to ϕ̂
(1)
n .
Error evaluation: ϕn
If there is no un ∈ AU that satisfies (u
n, xn, yn) ∈
TUXY (k1δ), an encoding error has occurred. This event
is denoted as
E11
def.
=
MU⋂
i=1
{(un(i), xn, yn) /∈ TUXY (k1δ)} .
Here, let us define
E0
def.
= {(xn, yn) ∈ TXY (k0δ)},
where k0 > 0. From Lemma 4, Pr{E
c
0} → 0 as n→∞.
Then, we have
Pr{E1} ≤ Pr{E1 ∪ E
c
0}
= Pr{Ec0}+ Pr{E0 ∩ E1},
Pr{E0 ∩ E1}
≤
∑
(xn,yn)∈TXY (k0δ)
PXY (x
n, yn)
Pr
{
MU⋂
i=1
{(Un(i), xn, yn) /∈ TUXY (k1δ)}
∣∣∣∣∣ xn, yn
}
=
∑
(xn,yn)∈TXY (k0δ)
PXY (x
n, yn)
Pr
{
MU⋂
i=1
{(Un(i), xn, yn) /∈ TUXY (k1δ)}
}
(∵ un(i) is selected independently of (xn, yn))
≤
∑
(xn,yn)∈TXY (k0δ)
PXY (x
n, yn)
[1− exp {−n(I(XY ;U) + ǫu)}]
MU
(∵ Lemma 6)
≤
∑
(xn,yn)∈TXY (k0δ)
PXY (x
n, yn)
exp [−MU exp {−n(I(XY ;U) + ǫu)}] ,
(∵ (1− a)n ≤ exp(−an))
where ǫu is a function of (k1δ, k0δ). By setting MU , k1
and k0 as
MU ≥ exp{n(I(XY ;U) +m1γ)}, m1 > 0,
m1γ > ǫu and k1 < k0, we have limn→∞ Pr{E1} = 0.
Error evaluation: ϕ̂
(1)
n
If there is no or more than one un ∈ AU (jU ) such that
(un, yn) ∈ TUY (k2δ), a decoding error is declared. This
event is classified into two cases.
(1) First case: (un(xn, yn), yn) /∈ TUY (k2δ). However,
this error does not occur by setting k2 as k2 > k1|X |
because (un(xn, yn), xn, yn) ∈ TUXY (k1δ) and Lemma
5.
(2) Second case: If there exists un ∈ AU (jU ), u
n 6=
un(xn, yn) such that (un, yn) ∈ TUY (k2δ). This event
is denoted as
E2
def.
=
⋃
un∈AU (jU ),un 6=un(xn,yn)
{(un, yn) ∈ TUY (k2δ)}.
Let i(j, k) be the index i of k-th un(i) in AU (j), namely
from the definition of AU (j) we have
i(j, k) = (j − 1)LU + k.
Since if (xn, yn) ∈ TXY (k0δ) then y
n ∈ TY (k0δ|X |), we
have
Pr{E2} ≤ Pr{E2 ∪ E
c
0}
= Pr{Ec0}+ Pr{E0 ∩ E2},
Pr{E0 ∩ E2}
≤
LU∑
k=1
∑
yn∈TY (k0δ|X |)
PY (y
n)
Pr {(Un(i(jU , k)), y
n) ∈ TUY (k2δ)}
(∵ un(i) is selected independently of yn)
≤ LU exp{−n(I(Y ;U)− ǫ)},
(∵ Lemma 6)
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where ǫ is a function of (k0δ‖X‖, k2δ). By setting LU
and k2 as
LU ≤ exp{n(I(Y ;U)− l1γ)}, l1 > 0,
l1γ > ǫ and k0|X | < k2, we have limn→∞ Pr{E2} = 0.
Error evaluation: ϕ̂
(2)
n
This is almost the same as the case of ϕ̂
(1)
n . We have
to set
LU ≤ exp{n(I(X ;U)− l2γ)}, l2 > 0
to vanish the encoding/decoding errors.
Rate evaluation: ϕn
The encoder sends the indexes of the bin using
R =
1
n
logNU
=
1
n
log
MU
LU
≥ I(XY ;U) +m1γ
−min{I(Y ;U)− l1γ, I(X ;U)− l2γ}
= max{I(X ;U |Y ) + l1γ, I(Y ;U |X) + l2γ}+m1γ
bits per letter. Since γ > 0 is arbitrary, we obtain the
coding rate as max{I(X ;U |Y ), I(Y ;U |X)}.
This completes the proof of Theorem 1.
5.3 Theorem 2: converse part
Proof.
The proof of Theorem 2 is quite similar to that of The-
orem 1. Let a sequence {(ϕn, ϕ̂
(1)
n , · · · , ϕ̂
(M)
n )}∞n=1 of
GCD codes be given that satisfy the conditions of Def-
initions 4 and 5. From Definition 5, for any δ > 0 there
exists an integer n1 = n1(δ) such that for all n ≥ n1(δ),
we can obtain
1
n
logMn ≤ R+ δ.
In a similar manner to Theorem 1 we obtain
n(R + δ) ≥
n∑
k=1
I(X
(Scj )
k ;AnX
k−1|X
(Scj )
k ).
Let us define random variables Uk = AnX
k−1, and
let J be a random variable that is independent of X
and uniformly distributed over the set In. We define
a random variable U = (J, UJ). This implies that for
every j ∈ IM
R+ δ ≥ I(X(Sj);U |X(S
c
j )).
Since δ > 0 is arbitrary for a sufficiently large n, we
obtain
R ≥ max
j∈IM
I(X(Sj);U |X(S
c
j )).
We next show the existence of functions φ(j,i) (j ∈
IM , i ∈ Sj) that satisfy the conditions of Theorem 2.
From Definition 5, for any γ > 0 there exists an integer
n2 = n2(γ) such that for all n ≥ n2(γ)
Dj,i + γ
≥
1
n
n∑
k=1
E
[
∆X(i)(X
(i)
k , ϕ̂
(j;i)
n,k (An,X
(Scj )n))
]
,
where ϕ̂
(j;i)
n,k (k ∈ In) is the output of ϕ̂
(j;i)
n at time k.
We note that UkX
(Scj )
k contains AnX
(Scj )k, which im-
plies that X
(Scj )n
k+1 is further needed to generate X̂
(Sj)
k
from UkX
(Scj )
k . Here, let us define the distribution
Qk1,k2 of AnX
(Sj)k1X
(Scj )k2 , namely for any x(Sj)k1 ∈
X (Sj)k1 , x(S
c
j )k2 ∈ X (S
c
j )k2 and an ∈ IMn
Qk1,k2(an,x
(Sj)k1 ,x(S
c
j )k2)
def.
= Pr{ϕn(X
n) = an,
X
(Sj)k1 = x(Sj)k1 ,X(S
c
j )k2 = x(S
c
j )k2}
=
∑(
x
(Sj)n
k1+1
,x
(Sc
j
)n
k2+1
)
∈X
(Sj )n−k1×X
(Sc
j
)n−k2
:
ϕn(x(IN )n)=an
PXn(x
(IN )n).
Also, let Q
(j)
k be the distribution of X
(Sj)
k given
UkX
(Scj )
k , namely for any uk = anx
(IN)k−1
Q
(j)
k (x
(Sj)
k |uk,x
(Scj )
k )
def.
=
Qk,k(an,x
(Sj)k,x(S
c
j )k)
Qk−1,k(an,x(Sj)k−1,x
(Sc
j
)k)
.
Further, let us define X˜
(Scj )n
k+1 (Uk,X
(Scj )
k , i) as random
variables selected to minimize the average distortion
between X
(i)
k and the output of ϕ̂
(j;i)
n,k (i ∈ Sj) given
UkX
(Scj )
k , namely
X˜
(Scj )n
k+1 (Uk,X
(Scj )
k , i)
def.
= argmin
X
(Sc
j
)n
k+1
∈X
(Sc
j
)n−k∑
X
(Sj )
k
∈X (Sj)
Q
(j)
k (X
(Sj)
k |UkX
(Scj )
k )
∆X(i)(X
(i)
k , ϕ̂
(j;i)
n,k (An,X
(Scj )n)).
We choose the functions φ(j;i) as follows:
φ(j;i)k(Uk,X
(Scj )
k )
def.
= ϕ̂
(j;i)
n,k (An,X
(Scj )k ∗ X˜
(Scj )n
k+1 (Uk,X
(Scj )
k , i)),
φ(j;i)(U,X
(Scj ))
def.
= φ(j;i)J (UJ ,X
(Scj ))
In a similar way to Theorem 1, we obtain
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Dj,i + γ
≥
1
n
n∑
k=1
E
[
∆X(i)(X
(i)
k , ϕ̂
(j;i)
n,k (An,X
(Scj )n))
]
≥
1
n
n∑
k=1
E
[
∆X(i)(X
(i)
k , φ(j;i)k(Uk,X
(Scj )
k ))
]
= E
[
∆X(i)(X
(i), φ(j;i)(U,X
(Scj )))
]
.
Since γ > 0 is arbitrary for a sufficiently large n, we
obtain
Dj,i ≥ E
[
∆X(i)(X
(i), φ(j;i)(U,X
(Scj )))
]
.
It remains to establish that the bound on |U| spec-
ified in Theorem 2 does not affect the determination of
the inf achievable rate R(X|D). In a similar way to
Theorem 1, we then define the following functions of a
generic distribution Q ∈ P(X (IN )):
q1(Q,x
(IN )) = Q(x(IN ))
q2(Q) = max
j∈IM
q2,j(Q),
q2,j(Q) = H(X
(Sj)|X(S
c
j ))
−
∑
x(IN )∈X (IN )
Q(x(IN )) log
∑
x˜
(Sj )∈X (Sj)
Q(x˜(Sj),x(S
c
j ))
Q(x(IN ))
,
q3,m(j,i)(Q) =
∑
x
(Sc
j
)
∈X
(Sc
j
)
min
x̂(i)∈X̂ (i)∑
x
(Sj)∈X (Sj)
Q(x(IN ))∆X(i)(x
(i), x̂(i)),
where j ∈ IM i ∈ Sj and m(j, i) denotes the serial
number of the source Xi contained in the index set Sj
defined as follows:
m(j, i)
def.
=
∣∣∣{˜i ∈ Sj |˜i ≤ i}∣∣∣+ j−1∑
j˜=1
|Sj |.
Note that |X (IN )| − 1 functions are needed to preserve
the distribution Q(x(IN )), and
∑M
j=1 |Sj | functions to
preserve the average distortion characterized by the
generic distribution Q. From the support lemma, we
can find a generic distribution α ∈ P(U˜) such that
U˜ ⊆ U ,
|U˜ | ≤ |X (IN )|+
M∑
j=1
|Sj |
and the following equations are simultaneously satis-
fied: ∑
u∈U˜
α(u)q1(PX|U (·|u),x
(IN )) = PX(x
(IN )), (4)
∑
u∈U˜
α(u)q2(PX|U (·|u))
= max
j∈IM
I(X(Sj);U |X(S
c
j )),∑
u∈U˜
α(u)q3,m(j,i)(PX|U (·|u))
=
∑
u∈U˜
α(u)
∑
x
(Sc
j
)
∈X
(Sc
j
)
min
x̂(i)∈X̂ (i)∑
x
(Sj)∈X (Sj)
PX|U (x
(IN )|u)∆X(i)(x
(i), x̂(i)).
Here, let us define functions φ∗(j;i) : U˜ × X
(Scj ) → X̂ (i)
(j ∈ IM , i ∈ Sj) that satisfy
φ∗(j;i)(u,x
(Scj )) = argmin
x̂(i)∈X̂ (i)∑
x
(Sj)∈X (Sj)
PX|U (x
(IN )|u)∆X(i)(x
(i), x̂(i)).
With these definitions, we have∑
u∈U˜
α(u)q3,m(j,i)(PX|U (·|u))
= E[∆X(i)(X
(i), φ∗(j;i)(U,X
(Scj )))]
and
Dj,i ≥ E[∆X(i)(X
(i), φ(j;i)(U,X
(Scj )))]
≥ E[∆X(i)(X
(i), φ∗(j;i)(U,X
(Scj )))].
Hence, φ∗(j;i) satisfies the conditions of Theorem 2. Fur-
ther, Eq.(4) implies that there exist a random variable
U˜ and a joint distribution P
U˜X
that satisfy
α(u)PX|U (x
(IN )|u) = P
U˜X
(u,x(IN ))
for all (u,x(IN )) ∈ U˜ × X (IN ). The new joint distribu-
tion preserves the distribution PX∑
u∈U˜
P
U˜X
(u,x(IN )) =
∑
u∈U˜
α(u)PX|U (x
(IN )|u)
= PX(x
(IN )).
This completes the proof of the converse part of
Theorem 2.
5.4 Theorem 2: direct part
Proof.
The proof of Theorem 2 is quite similar to that of The-
orem 1. Let a set D of distortion criteria be given, and
PU|X ∈ PCD(U|PX ). Fix arbitrary γ, δ > 0.
Codeword selection: ϕn
The same way as Theorem 1.
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Encoding: ϕn
Almost the same way as Theorem 1.
(1) For an input set x(IN)n ∈ X (IN )n of sequences,
the encoder seeks a vector un(i) ∈ AU such that
(un(i),x(IN )n) ∈ TUX(k1δ), where k1 > 0. The se-
lected vector is denoted by un(x(IN )n).
(2) The value assigned to the encoder ϕn(·) is the bin
index to which un(x(IN )n) belongs, that is,
ϕn(x
(IN )n) = j, un(x(IN )n) ∈ AU (j).
Decoding: ϕ̂
(j)
n
Almost the same way as Theorem 1.
(1) The decoder has access to the indexes jU received
from the encoder ϕn and the sequence set x
(Scj )n ∈
X (S
c
j )n.
(2) The decoder seeks a unique vector un ∈ AU (jU )
such that (un,x(S
c
j )n) ∈ T
UX
(Sc
j
)(k2,jδ), where k2,j > 0.
This vector is denoted by ûn(x(S
c
j )n).
(3) The reconstruction vector x̂(Sj)n is given by
x̂
(Sj)n = {x̂(i;j)n| i ∈ Sj},
x̂(i;j)n = (x̂
(i;j)
1 , · · · , x̂
(i;j)
n ),
x̂
(i;j)
k = φ(j;i)(ûk(x
(Scj )n),x(S
c
j )n) (k ∈ In),
where ûk(x
(Scj )n) is the k-th element of un(x(S
c
j )n).
Distortion evaluation: ϕ̂
(j)
n
In the same way as Theorem 1, we obtain
∆nX(i)(x
(i)n, x̂(i;j)n)
=
1
n
∑
(u,x(IN ))∈U×X (IN )
N(u,x(IN)|ûn(x(S
c
j )n),x(IN )n)
∆X(i)(x
(i), φ(j;i)(u,x
(Scj )))
≤
∑
(u,x(IN ))∈U×X (IN )
(PUX (u,x
(IN )) + k1δ)
∆X(i)(x
(i), φ(j,i)(u,x
(Scj )))
≤ E
[
∆X(i)(X
(i), φ(j,i)(U,X
(Scj )))
]
+k1δ∆X(i) |U × X
(IN )|
≤ Dj,i + k1δ∆X(i) |U × X
(IN )|.
We denote error probabilities in the encoding/decoding
process as Pne . Then, the average distortion can be
bounded as
E
[
∆nX(i)(X
(i)n, X̂(i;j)n)
]
≤ (1− Pne )(Dj,i + k1δ∆X(i) |U × X
(IN )|) + Pne ∆X(i) .
Since δ > 0 is arbitrarily small for a sufficiently large
n, if Pne vanishes as n→∞, we can obtain
lim sup
n→∞
E
[
∆nX(i)(X
(i)n, X̂(i;j)n)
]
≤ Dj,i.
Error evaluation: ϕn
If there is no un ∈ AU such that (u
n,x(IN )n) ∈
TUX(k1δ), an encoding error has occurred. This event
is denoted as
E1
def.
=
MU⋂
i=1
{
(un(i),x(IN )n) /∈ TUX(k1δ)
}
.
Here, let us define
E0
def.
= {(x(IN )n) ∈ TX(k0δ)},
where k0 > 0. From Lemma 4, Pr{E
c
0} → 0 as n→∞.
Then, in a similar manner to Theorem 1, we have
Pr{E1} ≤ Pr{E1 ∪ E
c
0}
= Pr{Ec0}+ Pr{E0 ∩ E1},
Pr{E0 ∩ E1} → 0 (n→∞)
by setting MU , k1 and k0 as
MU ≥ exp{n(I(X;U) +m1γ)}, m1 > 0,
m1γ > ǫu = ǫu(k1δ, k0δ) and k1 < k0.
Error evaluation: ϕ̂
(j)
n
If there is no or more than one un(i) ∈ AU (jU ) such
that (un(i),x
(Scj )n) ∈ T
UX
(Sc
j
)(k2δ), a decoding error is
declared. This event is classified into two cases.
(1) First case:
(un(x(IN )n),x(S
c
j )n) /∈ T
UX
(Sc
j
)(k2δ).
However, this error does not occur by setting k2 as k2 >
k1|X
(Sj)| because
(un(x(IN )n),x(IN )n) ∈ TUX(k1δ)
and Lemma 5.
(2) Second case: If there exists un ∈ AU (jU ), u
n 6=
un(x(IN )n) such that (un,x(S
c
j )n) ∈ T
UX
(Sc
j
)(k2δ).
This event is denoted as
E2
def.
=
⋃
un∈AU (jU )
un 6=un(x(IN )n)
{(un,x(S
c
j )n) ∈ T
UX
(Sc
j
)(k2δ)}.
Note that if (x(IN )n) ∈ TX(k0δ) then
x
(Scj )n ∈ T
X
(Sc
j
)(k0δ|X
(Sj)|).
Therefore, we have
Pr{E2} ≤ Pr{E2 ∪E
c
0}
= Pr{Ec0}+ Pr{E0 ∩ E2},
Pr{E0 ∩ E2} → 0 (n→∞)
in a similar manner to Theorem 1 by setting LU , k2 as
LU ≤ exp{n(I(X
(Scj );U)− l1jγ)}, l1 > 0,
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l1jγ > ǫ = ǫ(k0δ|X
(Sj)|, k2δ) and k0|X
(Sj)| < k2.
Rate evaluation: ϕn
The encoder sends the indexes of the bin using
R =
1
n
logNU
=
1
n
log
MU
LU
≥ I(X;U) +m1γ − min
j∈IM
{I(X(S
c
j );U)− l1jγ}
= max
j∈Sj
{I(X(Sj);U |X(S
c
j )) + l1jγ}+m1γ
bits per letter. Since γ > 0 is arbitrary, we obtain the
coding rate as maxj∈Sj I(X
(Sj);U |X(S
c
j )).
This completes the proof of Theorem 2.
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