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1 Introduction
In [3] one has provided necessary conditions for the linearizability of a vast class of real dispersive
multilinear difference equations on a quad-graph (see Fig. 1). These conditions, obtained by
Figure 1. The quad-graph where a partial difference equation is defined.
considering the multiscale expansion up to fifth order in the perturbation parameter, are not
sufficient to fix all the free parameters of the equation and one needs to make some further
ansatz or to use other techniques to fix it.
So to verify these results and provide alternative ways to prove linearizability of partial
difference equations on a quad-graph we write down here a set of algorithmic conditions obtained
?This paper is a contribution to the Proceedings of the Conference “Symmetries and Integrability of
Difference Equations (SIDE-9)” (June 14–18, 2010, Varna, Bulgaria). The full collection is available at
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by postulating the existence of linearizing transformations, i.e. classes of transformations which
reduce a given partial difference equation on a quad-graph
E = E(un,m, un,m+1, un+1,m, un+1,m+1) = 0, ∂E
∂un+i,m+j
6= 0, i, j = 0, 1, (1.1)
for a field un,m into a linear autonomous equation for u˜n,m
u˜n,m + au˜n+1,m + bu˜n,m+1 + cu˜n+1,m+1 = 0 (1.2)
where a, b and c are some (n,m)-independent arbitrary nonzero constants. The choice that (1.2)
be autonomous is a severe restriction but is a natural simplifying ansatz when one is dealing
with autonomous equations. Moreover, as (1.1), (1.2) are taken to be autonomous equations,
i.e. they have no n, m dependent coefficients, they are translationally invariant under shifts in n
and m. So we can with no loss of generality choose as reference point n = 0 and m = 0. This
will also be assumed to be true for all the tranformations we will study in the following. We
will consider here one, two points and Hopf–Cole transformations.
By a one point transformation we mean a transformation
u˜0,0 = f(u0,0) (1.3)
between (1.2) and (1.1) characterized by a function depending just from the function u0,0 and
maybe on some constant parameters. It will be a Lie point transformation if f = f0,0 satisfies
all Lie group axioms. In the following we will only assume the differentiability of the function f
up to at least second order.
A natural generalization is when one considers two points transformations
u˜0,0 = g(u0,0, u0,1), (1.4)
characterized by a function g = g0,0 depending on two lattice points, u0,0 and u0,1. The alterna-
tive choice when g = g(u0,0, u1,0) will be studied elsewhere. Two lattice points is the minimum
number of points necessary to provide in the continuous limit the first derivative and contact
symmetries have been introduced by Lie as symmetries depending on first derivatives. Often
contact symmetries are also called Miura transformations [10] as R. Miura introduced them to
transform the KdV into the MKdV equation and have played a very important role in the inte-
grability of the KdV equation. Equation (1.4) contains the transformation (1.3) as a subcase but
here we will assume ∂g∂u0,1 6= 0. Under this hypothesis the conditions for point transformations
are not obtained as a limiting case of the ones for contact transformations. So one and two
points transformations will be treated as independent cases.
By a generalized Hopf–Cole transformation we mean a transformation [2, 5]
u˜0,1 = h(u0,0, u0,1)u˜0,0, (1.5)
u˜1,0 = k(u0,0, u1,0, u0,1, u1,1), u˜0,0 (1.6)
where k is a scalar function given in term of h by
k
.
= −1 + bh0,0(u0,0, u0,1)
a+ ch1,0(u1,0, u1,1)
. (1.7)
The compatibility between (1.5) and (1.6) is to be identically satisfied on the nonlinear equa-
tion (1.1) while the condition (1.7) is necessary for u˜n,m to satisfy the linear equation (1.2).
When h(u0,0, u0,1) = u0,0 and k(u0,0, u1,0, u0,1, u1,1) = u1,0u0,0 − 2u0,0 then u˜0,0 will satisfy a li-
near discrete heat equation and u0,0 a discrete Burgers equation [6]. In such a case (1.5) is the
discrete equivalent of the Hopf–Cole transformation which linearize the Burgers equation.
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In Section 2 we discuss point transformations, present the integrability conditions which en-
sure that the given equation is a C-integrable equation and the differential equations which
define the function f . In a similar way in Section 3 we analyze two points transformations.
In Section 4 we present the conditions which ensure that the given equation is a C-integrable
equation and the differential equations which define the function h for the Hopf–Cole transfor-
mation. In Section 5 we shall present a few examples while in the final section we present some
conclusive remarks and open problems.
2 Linearization by a point transformation
In this section we discuss point transformations as, being defined by a function of just one vari-
able, they are the simplest transformation we can propose. We will state in detail the procedure
used, which will be applied later in all the other cases. This procedure follows a similar one intro-
duced in the case of the analysis of formal symmetries for integrable quad-graph equations [7, 8].
In particular we describe how we get from one side the determining equations which give the
transformation and on the other side the conditions under which the equation (1.1) might be
linearizable. The latter are necessary conditions which the given equation has to satisfy if a point
transformation which linearizes the equation exists. If the conditions are satisfied then we can
solve the partial differential equation determining the transformation and get a first approxi-
mation to the point transformation. However only if also the initial determining equation is
satisfied the system is linearizable.
Assuming the existence of a point transformation (1.3) which linearizes (1.1), equation (1.2)
reads
f0,0 + af1,0 + bf0,1 + cf1,1 = 0. (2.1)
In (2.1) and in the following equations we assume u0j and ui0 as independent variables and
consequently the variable u1,1 appearing in the last term is not independent but it can be
written in term of independent variables using the equation (1.1) [7, 9]. To be able to do so, we
assume that (1.1) is solvable with respect to u1,1
u1,1 = F (u0,0, u0,1, u1,0), (2.2)
where, as (1.1) depends on all lattice points we must have
F,u0,1 6= 0, F,u1,0 6= 0, F,u0,0 6= 0. (2.3)
To solve the functional equation (2.1) we apply the Abel technique [1], i.e. we rewrite it as
a differential equation. The solution of its differential consequences is a necessary condition for
the functional equation to be satisfied.
Let us differentiate (2.1) with respect to u0,1 and then apply the logarithmic function. We
get:
(T1 − 1) log df0,1
du0,1
= log F˜ , (2.4)
where F˜ is given by
F˜ (u0,0, u0,1, u1,0)
.
= − b
cF,u0,1
.
We can always introduce a differential operator A such that
Aφ (u1,1) = 0, (2.5)
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where φ is an arbitrary function of its argument. The most general operator of this form reads
A = ∂
∂u0,1
+ S(1)(u0,1, u0,0, u1,0)
∂
∂u1,0
+ S(2)(u0,1, u0,0, u1,0)
∂
∂u0,0
,
where S(i)(u0,1, u0,0, u1,0), i = 1, 2 are arbitrary functions of their variables. Equation (2.5) is
satisfied for any function φ if
S(1) = −F,u0,1 + S
(2)F,u0,0
F,u1,0
.
There is no further condition to fix S(2)(u0,1, u0,0, u1,0). Applying the operator A onto (2.4) we
get
− d
du0,1
log
df0,1
du0,1
= A log F˜
= − 1
F,u1,0F,u0,1
(
W(u0,1)[F,u1,0 ;F,u0,1 ] + S
(2)W(u0,1)[F,u1,0 ;F,u0,0 ]
)
, (2.6)
which is a differential equation for f0,1(u0,1). In (2.6) W(x)[f ; g] is the Wronskian operator with
respect to the variable x of the functions f(x) and g(x), defined as
W(x)[f ; g]
.
= fg,x − gf,x.
The left hand side of (2.6) depends only on u0,1 while the right hand side depends on u0,0, u1,0
and u0,1 through the given nonlinear difference equation and the up to now arbitrary function
S(2)(u0,1, u0,0, u1,0). So we must have
∂
∂u0,0
A log F˜ = 0, ∂
∂u1,0
A log F˜ = 0,
i.e.
W(u0,1)[F,u1,0 ;F,u0,0 ]S
(2)
,u0,0 +K(1)S(2) +K(0) = 0, (2.7)
W(u0,1)[F,u1,0 ;F,u0,0 ]S
(2)
,u1,0 +H(1)S(2) +H(0) = 0, (2.8)
with
K(0)(u0,0, u1,0, u0,1) .=
W(u0,0)[F,u1,0F,u0,1 ;W(u0,1)[F,u1,0 ;F,u0,1 ]]
F,u1,0F,u0,1
,
K(1)(u0,0, u1,0, u0,1) .=
W(u0,0)[F,u1,0F,u0,1 ;W(u0,1)[F,u1,0 ;F,u0,0 ]]
F,u1,0F,u0,1
,
H(0)(u0,0, u1,0, u0,1) .=
W(u1,0)[F,u1,0F,u0,1 ;W(u0,1)[F,u1,0 ;F,u0,1 ]]
F,u1,0F,u0,1
,
H(1)(u0,0, u1,0, u0,1) .=
W(u1,0)[F,u1,0F,u0,1 ;W(u0,1)[F,u1,0 ;F,u0,0 ]]
F,u1,0F,u0,1
.
As (2.7), (2.8) must be valid for any given function S(2)(u0,1, u0,0, u1,0), it follows that
W(u0,1)[F,u1,0 ;F,u0,0 ] = 0 (2.9)
and
K(0) = 0, H(0) = 0. (2.10)
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When (2.9), (2.10) are satisfied also K(1) and H(1) are null. Equations (2.9), (2.10) are necessary
conditions for the linearizability by point transformations. If (1.1) is multilinear, the condition
H(0) = 0 is always identically satisfied.
In conclusion, we can state the following theorems:
Theorem 1. Given a partial difference equation (1.1) on a quad-graph, there exists a linearizing
point transformation only if (2.9) and (2.10) are satisfied.
Theorem 2. Given a partial difference equation (1.1) on a quad-graph, if Theorem 1 is satisfied,
then (2.6) will provide the possible point transformation up to an integration constant. If the
obtained f(u0,0) verifies (2.1) then the transformation (1.3) linearizes our partial difference
equation.
3 Two points transformations
Introducing the two points transformation (1.4) into the linear equation (1.2) we get
g0,0(u0,0, u0,1) + ag1,0(u1,0, u1,1) + bg0,1(u0,1, u0,2) + cg1,1(u1,1, u1,2) = 0 (3.1)
an equation which has to be identically satisfied for any value of the independent variables of
our problem. In (3.1), apart from the independent functions u0,0, u1,0, u0,2 and u0,1, there
appear the functions u1,1 and u1,2. The function u1,1 is expressed in term of the independent
variables taking into account the partial difference quad-graph equation (1.1). An equation
involving u1,2 is obtained from (1.1) by shifting the second index by 1, i.e. considering the partial
difference quad-graph equation E (u0,1, u0,2, u1,1, u1,2) = 0. However this equation does not
express directly u1,2 in terms of the independent variables but it involves u1,1 which is expressed
in term of the independent variables through the partial difference quad-graph equation itself.
This fact complicates the equations obtained for the differential consequences of (3.1). To avoid
it we have two possibilities, either back-shifting (1.2) once with respect to the second index, i.e.
considering, in place of (3.1), the following equation
g0,−1(u0,−1, u0,0) + ag1,−1(u1,−1, u1,0) + bg0,0(u0,0, u0,1) + cg1,0(u1,0, u1,1) = 0 (3.2)
or, back-shifting once with respect to the first index and once with respect to the second, i.e.
g−1,−1(u−1,−1, u−1,0)+ ag0,−1(u0,−1, u0,0)+ bg−1,0(u−1,0, u−1,1)+ cg0,0(u0,0, u0,1) = 0. (3.3)
In (3.2), (3.3) the variables u−1,−1, u−1,1, u1,−1 and u1,1 are not independent and from (1.1) we
have, apart from (2.2)
u−1,1 = G(u−1,0, u0,0, u0,1), u−1,−1 = H(u0,0, u−1,0, u0,−1),
u1,−1 = K(u0,−1, u0,0, u1,0).
As (1.1) depends on all lattice points we must have, apart from (2.3)
G,u0,1 6= 0, G,u−1,0 6= 0, G,u0,0 6= 0,
H,u0,−1 6= 0, H,u−1,0 6= 0, H,u0,0 6= 0,
K,u0,−1 6= 0, K,u1,0 6= 0, K,u0,0 6= 0.
Moreover, introducing the operators T1 and T2 such that T1f0,0 = f1,0, T2f0,0 = f0,1, we have
the following relations between the derivatives of the functions F , G, H and K:
F,u0,1 [T1G],u1,1
∣∣
u1,1=F
= 1, F,u1,0 [T2K],u1,1
∣∣
u1,1=F
= 1,
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K,u0,−1 [T1H],u1,−1
∣∣
u1,−1=K
= 1, G,u−1,0 [T2H],u−1,1
∣∣
u−1,1=G
= 1. (3.4)
Taking into account (3.4) it turns out that (3.2) and (3.3) give the same necessary conditions.
So it is sufficient to consider one of them, say (3.2).
Differentiating (3.2) once with respect to u0,1, we get
b
∂g0,0
∂u0,1
(u0,0, u0,1) + c
∂g1,0
∂u1,1
(u1,0, u1,1)
∂F
∂u0,1
(u0,0, u0,1, u1,0) = 0. (3.5)
Applying the logarithmic function to (3.5) we get the differential difference equation for the
function g
(T1 − 1) log ∂g0,0
∂u0,1
= log F˜ , F˜ (u0,0, u0,1, u1,0)
.
= − 1
c
b
∂F
∂u0,1
, (3.6)
where F˜ is an explicit function given in term of the given quad-graph partial difference equa-
tion E . A solution of (3.6) could be obtained by summing it up. However in this case the
resulting solution g would not be of the required form (1.4).
So, to find a solution of (3.6) of the required form, we simplify (3.6) by introducing a diffe-
rential operator A such that
Aφ(u1,0, u1,1) = 0, (3.7)
where φ is an arbitrary function of its arguments. The most general operator of this form reads
A = ∂
∂u0,1
+ S(1)a (u0,0, u0,1, u1,0)
∂
∂u0,0
+ S(2)a (u0,0, u0,1, u1,0)
∂
∂u1,0
, (3.8)
where S
(i)
a (u0,0, u0,1, u1,0), i = 1, 2 are arbitrary functions of the independent variables to be
determined. Equation (3.7) is satisfied for any function φ if
S(1)a = −
F,u0,1
F,u0,0
, S(2)a = 0. (3.9)
Applying the operator A onto (3.6) and defining ψ(u0,0, u0,1) .= log ∂g0,0∂u0,1 , we get
ψ,u0,1 −
F,u0,1
F,u0,0
ψ,u0,0 = R(u0,0, u0,1, u1,0) .=
1
F,u0,0F,u0,1
W(u0,1)[F,u0,0 ;F,u0,1 ]. (3.10)
Equation (3.10) is a differential equation for the function ψ(u0,0, u0,1), i.e. for the function cha-
racterizing the two points transformation whose coefficients depend on the given quad-graph
partial difference equation E . In (3.10) the function ψ depends just on u0,0, u0,1 while the terms
depending on the given quad-graph partial difference equation E depend on u0,0, u0,1, u1,0.
As the quad-graph equation E depends also on the variable u1,0, (3.10) will be an equation
determining the two points transformation only if some further compatibility conditions are
satisfied.
Differentiating (3.10) once with respect to u1,0, we get the following alternatives:
1. If W(u1,0)[F,u0,1 ;F,u0,0 ] = 0 identically, we must have
∂
∂u1,0
R = 0, (3.11)
which is a necessary condition for the linearizability of (1.1) through the two points transforma-
tion (1.4).
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2. If W(u1,0)[F,u0,1 ;F,u0,0 ] 6= 0, we get
ψ,u0,0 =M(u0,0, u0,1, u1,0), M .=
F 2,u0,0R,u1,0
W(u1,0)[F,u0,1 ;F,u0,0 ]
. (3.12)
Inserting (3.12) in (3.10), we get
ψ,u0,1 = N (u0,0, u0,1, u1,0), (3.13)
where
N .= F,u0,1
F,u0,0
M+R.
As the left hand side of (3.12) is independent of u1,0, we get the necessary condition
∂
∂u1,0
M = 0. (3.14)
It is straightforward to prove that, if (3.14) is satisfied, also ∂∂u1,0N = 0 will be true. Moreover
the compatibility of (3.12), (3.13) gives another necessary condition
∂
∂u0,1
M = ∂
∂u0,0
N . (3.15)
We can differentiate (3.2) with respect to u0,−1. In this case we get
(T1 − 1) log ∂g0,−1
∂u0,−1
= log K˜, K˜(u0,0, u1,0, u0,−1)
.
= − 1
a ∂K∂u0,−1
. (3.16)
We can introduce the differential operator B
B = ∂
∂u0,−1
+ S
(1)
b (u0,0, u1,0, u0,−1)
∂
∂u0,0
+ S
(2)
b (u0,0, u1,0, u0,−1)
∂
∂u1,0
, (3.17)
such that
Bξ(u1,0, u1,−1) = 0, (3.18)
where ξ is an arbitrary function of its arguments. As (3.18) has to be satisfied for any ξ, we get
S
(1)
b = −
K,u0,−1
K,u0,0
, S
(2)
b = 0.
Applying the operator B onto (3.16) and defining φ(u0,−1, u0,0) .= log ∂g0,−1∂u0,−1 we get the following
differential equation for the function φ
φ,u0,−1 −
K,u0,−1
K,u0,0
φ,u0,0 = T (u0,0, u1,0, u0,−1) .=
1
K,u0,0K,u0,−1
W(u0,−1)[K,u0,0 ;K,u0,−1 ]. (3.19)
Differentiating equation (3.19) once with respect to u1,0, we get the following alternatives:
1. W(u1,0)[K,u0,−1 ;K,u0,0 ] = 0 identically, then we must have
∂
∂u1,0
T = 0, (3.20)
which is a necessary condition for linearizability of (1.1) through the two points transforma-
tion (1.4).
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2. If W(u1,0)[K,u0,−1 ;K,u0,0 ] 6= 0, we get
φ,u0,0 = P(u0,0, u1,0, u0,−1), P .=
K2,u0,0T,u1,0
W(u1,0)[K,u0,−1 ;K,u0,0 ]
. (3.21)
Inserting (3.21) in (3.19), we get
φ,u0,−1 = Q(u0,0, u1,0, u0,−1), (3.22)
where
Q .= K,u0,−1
K,u0,0
P + T .
As the left hand side of (3.21) is independent of u1,0, we get the necessary condition
∂
∂u1,0
P = 0. (3.23)
It is straightforward to prove that, if (3.23) is satisfied, also ∂∂u1,0Q = 0 will be true. Moreover
the compatibility of (3.21), (3.22) gives another necessary condition
∂
∂u0,−1
P = ∂
∂u0,0
Q. (3.24)
We summarize the results so far obtained in the following theorems:
Theorem 3. Given a partial difference equation (1.1) on a quad-graph we can construct the
Wronskian functions F = W(u1,0)[F,u0,1 ;F,u0,0 ] and K = W(u1,0)[K,u0,−1 ;K,u0,0 ]. Depending on
the values of F and K we have different necessary conditions for the existence of a linearizing
two points transformation (1.4).
1. F 6= 0, K 6= 0. We have different results according to the value of M.
(a) If M 6= 0, apart from the linearizability conditions (3.14), (3.15), (3.23), (3.24) the
following compatible conditions must be satisfied:(
log
[T2P]
M
)
,u0,0
=M− [T2Q],
(
log
[T2P]
M
)
,u0,1
= N − [T2P]. (3.25)
(b) If M = 0, the linearizability conditions are (3.15), (3.23), (3.24).
2. F 6= 0, K = 0. Apart from the linearizability conditions (3.15), (3.14), (3.20) we have
different results according to the value of T,u0,0.
(a) If T,u0,0 = 0
M,u0,0 =
(
[T2K],u0,0
[T2K],u0,1
M
)
,u0,1
+
(
[T2K],u0,0
[T2K],u0,1
N −M+ [T2T ]
)
M.
(b) If T,u0,0 6= 0, defining
S .= −
(
[T2K],u0,0
[T2K],u0,1
M
)
,u0,1
+
[T2K],u0,0
[T2K],u0,1
MN + [T2T ]M−M2 −M,u0,0
[T2T ],u0,1
,
we get the following linearizability conditions
S,u0,1 =M−SN , S,u0,0 =
[T2K],u0,0
[T2K],u0,1
M+ [T2T ]S − SM.
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3. F = 0, K 6= 0. Apart from the linearizability conditions (3.24), (3.23), (3.11) we have
different results according to the value of Ru0,0.
(a) If R,u0,0 = 0,
([T2P]),u0,1 =
(
F,u0,1
F,u0,0
[T2P]
)
,u0,0
+
(
F,u0,1
F,u0,0
[T2Q]− [T2P] +R
)
[T2P].
(b) If R,u0,0 6= 0, defining
U .= −
(
F,u0,1
F,u0,0
[T2P]
)
,u0,0
+
F,u0,1
F,u0,0
[T2P][T2Q] +R[T2P]− ([T2P])2 − ([T2P]),u0,1
R,u0,0
we get the further linearizability conditions
U,u0,0 = [T2P]− U [T2Q], U,u0,1 =
F,u0,1
F,u0,0
[T2P] +RU − U [T2P].
4. F = 0, K = 0. Apart from the linearizability conditions (3.20), (3.11) we have a set of
conditions for the functions F and K involved, depending if
[T2K]u0,0
[T2K]u0,1
Fu0,1
Fu0,0
is equal to 1 or
not. These conditions are obtained by requiring that the overdetermined system obtained
by explicitating (3.10), (3.19) in term of g = g0,0 and possibly shifting
g,u0,0,u0,0 −
[T2K],u0,0
[T2K],u0,1
g,u0,0,u0,1 = [T2T ]g,u0,0 , (3.26)
g,u0,1,u0,1 −
F,u0,1
F,u0,0
g,u0,0,u0,1 = Rg,u0,1 , (3.27)
be solvable for any u0,0, u0,1, u1,0. These equations are easy to derive by symbolic mani-
pulation but too long to write down. So, for the sake of clarity, we do not write them down
here.
Theorem 4. Given a partial difference equation (1.1) on a quad-graph, if Theorem 3 is satisfied,
depending on the values of F and K, we have different partial differential equations defining the
two points transformation.
1. F 6= 0, K 6= 0. We have different results according to the value of M.
(a) If M 6= 0 we have for g = g0,0
g,u0,0,u0,0 = [T2Q]g,u0,0 , gu0,1 =
[T2P]
M g,u0,0 .
(b) If M = 0 we have g = g(0)(u0,0) + g(1)(u0,1) and
g(0),u0,0u0,0 = [T2Q]g(0),u0,0 , g(1),u0,1u0,1 = N g(1),u0,1 .
2. F 6= 0, K = 0. We have different results according to the value of Tu0,0.
(a) If T,u0,0 = 0 the two points transformation is obtained by solving for g = g0,0 the
compatible system of partial differential equations (3.12), (3.13) and (3.26);
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(b) If T,u0,0 6= 0 the two points transformation is obtained by solving the compatible partial
differential equations (3.13) and
g,u0,0 = Sg,u0,1 .
3. F = 0, K 6= 0. We have different results according to the value of R,u0,0.
(a) If R,u0,0 = 0 the two points transformation is obtained by solving for g = g0,0 the
compatible system of partial differential equations (3.21), (3.22) and (3.27);
(b) If R,u0,0 6= 0 the two points transformation is obtained by solving the compatible
partial differential equations (3.22) and
g,u0,1 = Ug,u0,0 .
4. F = 0, K = 0 the two points transformation is obtained by solving for g = g0,0 the
compatible system of partial differential equations (3.27) and (3.26).
When we have solved the PDEs for the function g(u0,0, u0,1) we may still have arbitrary
functions or arbitrary constants. These get fixed by inserting the function g into the equa-
tions (3.5), (3.16) and solving them and their consequences. At the end we need to verify
that (3.1) or its shifted versions (3.2), (3.3) be satisfied.
4 Linearization by a generalized Hopf–Cole transformation
Let us assume the existence of a generalized Hopf–Cole transformation (1.5) which linearizes (1.1)
into (1.2), where a, b and c are arbitrary constants and the function h = h0,0 of its two arguments
is to be determined.
The nonlinear equation (1.1) can be written just in term of h and k as
h1,0k0,0 = k0,1h0,0 (4.1)
and in terms of h alone as(
h0,0 + 1/b
h0,0
)
=
(
h1,0 + a/c
h1,0
)(
h0,1 + 1/b
h1,1 + a/c
)
. (4.2)
If we assume h = h(u0,0), then, differentiating (4.2) with respect to u0,1, we find
∂
∂u0,1
log(h0,1 + 1/b) =
∂
∂u1,1
log(h1,1 + a/c)
∂
∂u0,1
F, (4.3)
and, by carrying out the same kind of calculations as in Section 2, we find the same linearizability
conditions (2.9), (2.10) as for point transformations, i.e. Theorem 1 will be valid. However the
differential equation for the transformation is different and is given by
d
du0,1
log
d
du0,1
log(h0,1 + 1/b) =
1
F,u1,0F,u0,1
W(u0,1)[F,u1,0 ;F,u0,1 ]. (4.4)
So, if an equation is linearizable by a point transformation it can also be linearizable by a Hopf–
Cole transformation depending on one point only. However the effective linearizing transfor-
mation is different and thus one can find a nonlinear partial difference equation on the square
which is linearizable by a Hopf–Cole transformation with h = h(u0,0) but not by a point trans-
formation (1.3).
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If the left hand side of (4.2) depends on u0,0 and u0,1, the first left term in the right hand
side depends on u1,0 and u1,1 and the second one on u0,1, u0,2, u1,1 and u1,2. The variable u1,1
is given in terms of the independent variables by (2.2) while u1,2 can be rewritten in term of the
independent variables as
u1,2 = F (u0,1, u0,2, F (u0,0, u0,1, u1,0)). (4.5)
So, as from (4.5) the expression of u1,2 in terms of the independent variables depends twice on
the quad-graph equation (1.1), we will consider in place of (4.1) the equation,
h1,−1k0,−1 = k0,0h0,−1.
which in terms of h alone read(
h0,−1 + 1/b
h0,−1
)
=
(
h1,−1 + a/c
h1,−1
)(
h0,0 + 1/b
h1,0 + a/c
)
, (4.6)
The left hand side of (4.6) depends on u0,0 and u0,−1, the first left term in the right hand
side depends on u1,0 and u1,−1 = K(u0,−1, u1,0, u0,0) and the second one on u0,1, u0,0, u1,1 =
F (u0,1, u1,0, u0,0) and u1,0. So, the term on the left hand side of (4.6) depends on u0,0 and u0,−1,
the first left term on the right hand side depends on u1,0, u0,0 and u0,−1 while the second one
on u0,1, u0,0 and u1,0. Thus one can see that the three terms appearing in the equation (4.6)
contain no overlapping set of variables. This is a condition necessary to get out of (4.6) some
differential conditions for the functions F and K, i.e. for the equation (1.1) to be rewritable as
the compatibility condition of (1.5) and (1.6).
Let us consider (4.6) and, as we have products, we reduce it to a sum of terms by applying
to it the logarithmic function. Then we differentiate the resulting equation with respect to u0,1.
Only the second term on the r.h.s. of the equality depends on u0,1 through the dependence
of h1,0 on u1,1 and of h0,0. So we get:
∂
∂u0,1
log(h0,0 + 1/b) =
∂
∂u1,1
log(h1,0 + a/c)
∂
∂u0,1
F, (4.7)
equivalent, in structure to (3.5). The term on the l.h.s. of (4.7) depends on u0,0 and u0,1 while
the first factor on the r.h.s. depends on u1,0 and u1,1 and we can always introduce the differential
operator A as given by (3.8). So, if we apply again the logarithmic function to equation (4.7) and
then the operator A onto the resulting equation, setting ψ(u0,0, u0,1) .= log ∂∂u0,1 log(h+ 1/b), we
get the linear differential equation (3.10). It is worthwhile to notice that, even if the differential
equation is the same when expressed in term of the variable ψ, its expression in term of f is
different from the one in term of h.
Let us now differentiate (4.6) with respect to u0,−1. Proceeding in an analogous way as we
did before, we get
∂
∂u0,−1
log
(
h0,−1 + 1/b
h0,−1
)
=
∂
∂u1,−1
log
(
h1,−1 + a/c
h1,−1
)
∂
∂u0,−1
K. (4.8)
The term on the l.h.s. of (4.8) depends on u0,−1 and u0,0 while the first factor on the r.h.s.
depends on u1,−1 and u1,0. We can always introduce the differential operator B as given by (3.17).
So if we apply again the logarithmic function to equation (4.8) and then the operator B onto the
resulting equation, setting φ(u0,−1, u0,0)
.
= log ∂∂u0,−1 log
h0,−1+1/b
h0,−1 , we get the linear differential
equation (3.19) for φ. However, as before, even if the differential equation is the same when
expressed in term of the variable φ, its expression in term of f is different from the one in term
of h.
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As the determining equations in terms of ψ and φ are exactly the same as those of contact
transformations, the linearizability conditions are as presented in Theorem 3. However the
function ψ and φ are defined here differently then in the case of two points transformations. So
the equations defining h = h0,0 are different. In particular (3.26) and (3.27) in this case have
to be replaced by the nonlinear equations
hu0,1u0,1
h+ 1/b
−
(
hu0,1
h+ 1/b
)2
− Fu0,1
Fu0,0
(
hu0,1u0,0
h+ 1/b
− hu0,1hu0,0
(h+ 1/b)2
)
= R,[(
h0,−1,u0,−1
h0,−1(h0,−1 + 1/b)
)
u0,−1
− Ku0,−1
Ku0,0
(
h0,−1,u0,−1
h0,−1(h0,−1 + 1/b)
)
u0,0
]
h0,−1(h0,−1 + 1/b)
h0,−1,u0,−1
= T .
A simpler and sometimes more useful nonlinear equation for h0,0 can be obtained in the following
way. Let us shift (4.8) by T2. In such a way we get
∂
∂u0,0
log
(
h0,0 + 1/b
h0,0
)
=
∂
∂u1,0
log
(
h1,0 + a/c
h1,0
)
∂
∂u0,0
[T2K]. (4.9)
Then from (4.7), (4.9) we extract the partial derivatives of h0,0 with respect to u0,0 and u0,1,
h0,0,u0,1 =
h0,0 + 1/b
h1,0 + a/c
h1,0,u1,1
∂F
∂u0,1
, (4.10)
h0,0,u0,0 =
a/ch0,0
1/bh1,0
h0,0 + 1/b
h1,0 + a/c
h1,0,u1,0
∂[T2K]
∂u0,0
. (4.11)
Dividing (4.10) by (4.11) we get the following equation:
(T1 − 1) log
h0,0h0,0,u0,1
h0,0,u0,0
+ log
1/b ∂F∂u0,1
a/c∂[T2K]∂u0,0
= 0. (4.12)
Differentiating (4.12) with respect to u1,0 we obtain a second order nonlinear differential equa-
tion for the function χ(u0,0, u0,1) = log(h0,0). We have:[
χ,u0,0 +
χ,u0,0,u0,1
χ,u0,1
− χ,u0,0,u0,0
χ,u0,0
]
+ C
[
χ,u0,1 +
χ,u0,1,u0,1
χ,u0,1
− χ,u0,1,u0,0
χ,u0,0
]
+D = 0, (4.13)
where
C(u−1,0, u0,0, u0,1) .=
{
T−11
[
∂F
∂u1,0
]}
u−1,1→G(u−1,0,u0,0,u0,1)
,
D(u−1,0, u0,0, u0,1) .=
{
T−11
[
∂
∂u1,0
log
(
1
H
∂F
∂u0,1
)]}
u−1,1→G(u−1,0,u0,0,u0,1)
,
H(u0,0, u1,0, u0,1) .=
{
T2
[
∂K
∂u0,−1
]}
u1,1→F (u0,0,u1,0,u0,1)
.
The first and second terms of (4.13) depend on derivatives of the unknown function χ(u0,0, u0,1)
but the coefficient of the second term and the last one may contain also u−1,0. So we have
a further set of linearizability conditions. If ∂∂u−1,0C = 0, differentiating (4.13) with respect
to u−1,0 we have
∂
∂u−1,0
D = 0,
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while, if ∂∂u−1,0C 6= 0, after a differentiation with respect to u−1,0, we have
W(u−1,0)[C,u−1,0 ;D,u−1,0 ] = 0. (4.14)
In the first case, the solutions of (4.13) provides us with an ansatz of the function h, otherwise
the function h is obtained by solving the following overdetermined system of nonlinear partial
differential equations
χ,u0,0 =
χ,u0,0,u0,0
χ,u0,0
− χ,u0,0,u0,1
χ,u0,1
+
W(u−1,0)[C;D]
C,u−1,0
, (4.15)
χ,u0,1 =
χ,u0,1,u0,0
χ,u0,0
− χ,u0,1,u0,1
χ,u0,1
− D,u−1,0C,u−1,0
.
If the condition (4.14) is satisfied, then ∂∂u−1,0
W(u−1,0)[C;D]
C,u−1,0 = 0. The overdetermined system (4.15)
is compatible iff
W(u0,1)[W(u−1,0)[C;D]; C,u−1,0 ] = W(u0,0)[C,u−1,0 ;D,u−1,0 ], (4.16)
a further linearizability condition. Equations (4.13), (4.15) are a nonlinear partial differential
system which, introducing the function
θ (u0,0, u0,1)
.
= χ+ log
(
χ,u0,1
χ,u0,0
)
, (4.17)
can be linearized and read:
θ,u0,0 + Cθ,u0,1 +D = 0, (4.18)
θ,u0,0 =
W(u−1,0)[C;D]
C,u−1,0
, θ,u0,1 = −
D,u−1,0
C,u−1,0
. (4.19)
Once the solution of the equations (4.18) or (4.19) has been obtained, the function h can be
reconstructed. Starting from the definition (4.17) we get
eχ
∂
∂u0,1
eχ = eθ
∂
∂u0,0
eχ,
or in terms of h
h,u0,0 = e
−θhh,u0,1 , (4.20)
which is a Hopf-like equation whose solution can be obtained for example by separation of
variables. Once we have a solution, we can introduce it into the lowest order differential equations
and define the arbitrary functions or constant involved. The so obtained function h will provide
us with a linearizing generalized Hopf–Cole transformation if the difference relation (4.2) is
satisfied. Equation (4.20) can be introduced in (4.10), (4.11) and after some manipulations and
the application of the operator A defined in (3.8), (3.9), we obtain a linear evolution equation
for the function θ(u0,0, u0,1)
θ,u0,1 −
F,u0,1
F,u0,0
θ,u0,0 = T˜ (u0,0, u1,0, u0,1) .= A log
(
1
HF,u0,1
)
. (4.21)
Differentiating equation (4.21) once with respect to u1,0, we get the following alternatives:
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1. F = 0 identically, then we must have
T˜u1,0 = 0,
which is a necessary condition for linearizability through the Hopf–Cole transformation (1.5),
(1.6), (1.7).
2. If F 6= 0, we get
θ,u0,0 = P˜(u0,0, u1,0, u0,1), P˜ .=
F 2,u0,0 T˜,u1,0
F
. (4.22)
Inserting (4.22) in (4.21), we get
θ,u0,1 = Q˜(u0,0, u1,0, u0,1), (4.23)
where
Q˜ .= F,u0,1
F,u0,0
P˜ + T˜ .
As the left hand side of (4.22) is independent of u1,0, we get the necessary condition
∂
∂u1,0
P˜ = 0. (4.24)
It is straightforward to prove that, if (4.24) is satisfied, also ∂∂u1,0 Q˜ = 0 will be true. Moreover
the compatibility of (4.22), (4.23) gives another necessary condition
∂
∂u0,1
P˜ = ∂
∂u0,0
Q˜.
As in the case of contact transformations, the combination of the two cases defined by (4.18)
or (4.19) and the two cases defined by (4.21) or (4.22), (4.23) gives a total of four subcases for
the specification of the function θ. If the conditions (4.14), (4.16) are satisfied, the solution of
the two equations (4.19) is given by
θ =
∫ u′0,0=u0,0
u′0,0=α
W(u−1,0)[C;D]
C,u−1,0
(u′0,0, u0,1)du
′
0,0 −
∫ u′0,1=u0,1
u′0,1=β
D,u−1,0
C,u−1,0
(α, u′0,1)du
′
0,1 + γ,
where α and β are some fixed values of the variables u0,0 and u0,1 at which the integrals are
well defined, while γ is an arbitrary integration constant.
5 Examples
Here we consider the linearizability conditions in the case of some interesting examples.
5.1 Liouville equation
Let us consider the discrete Liouville equation [12]
u1,1 =
(u1,0 − 1)(u0,1 − 1)
u0,0
.
= F (u0,0, u0,1, u1,0). (5.1)
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In [12] it was shown that the transformation
u0,0 =
u˜1,0u˜0,1
(u˜1,0 − u˜0,0)(u˜0,1 − u˜0,0) ,
maps solutions of the linear equation
u˜0,0 − u˜1,0 − u˜0,1 + u˜1,1 = 0,
into solutions of (5.1). This transformation is not of the form considered here as depends on
three points. However this example might also be linearized by the transformations considered
in the previous sections.
We can try to linearize this discrete Liouville equation by a point transformation. The ne-
cessary conditions (2.9), (2.10) are identically satisfied and the linearizing point transformation,
obtained by integrating (2.6), is given by
f(u0,0) = A[B + log(u0,0 − 1)],
where A 6= 0 and B are arbitrary constants. One can easily see that it does not exist any value of
the constants B, a 6= 0, b 6= 0 and c 6= 0 for which the function f(u0,0) satisfies (2.4) identically
modulo (5.1) (the multiplicative constant A is inessential as it can be always rescaled away).
Hence the Liouville equation (5.1) cannot be linearized by a point transformation.
We can try to linearize by a two points transformation of the form (1.4). As F = K = 0
identically, we are in the fourth case. Moreover the two linearizabilty conditions (3.11), (3.20)
are identically satisfied and the overdetermined system of differential equations (3.26) reads
gu0,0,u0,0 −
1− u0,1
u0,0
gu0,0,u0,1 +
1
u0,0
gu0,0 = 0, (5.2)
gu0,1,u0,1 −
u0,0
1− u0,1 gu0,0,u0,1 −
1
1− u0,1 gu0,1 = 0,
whose solution is given by
g (u0,0, u0,1) = θ (ξ) + C log (u0,0) +D, ξ =
u0,1 − 1
u0,0
, (5.3)
where C and D are arbitrary constants and θ 6= 0 is an arbitrary function of its arguments.
As one can see, the system (5.2) does not specify the two points transformation. To define it
we need to introduce (5.3) into (3.5), (3.16). In this way we get a system of two first order
differential-difference equations involving θ and T1θ. From them we can extract a first order
ordinary differential equation for θ which depends on ξ and u1,0. As a consequence this equation
splits into an overdetermined system of two first order ordinary differential equations for θ(ξ),
whose solution is given by
θ = C log(ξ + 1) + α, b = −1, a = −c,
where α is an arbitrary constant and C 6= 0. Hence, after a reparametrization of D,
g(u0,0, u0,1) = C[log(u0,0 + u0,1 − 1) +D]. (5.4)
A necessary condition for (5.4) to be a linearizing transformation, is that (3.1) be identically
satisfied modulo (5.1). It is easy to show that it is not possible to find a value of D and C 6= 0
such that this condition is satisfied. In conclusion the equation (5.1) cannot be linearized by
a two points transformation.
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If we consider the linearization through a Hopf–Cole transformation, we are in the case when
F = K = 0 and the linearizability conditions R,u1,0 = U,u1,0 = 0 are also satisfied. The equations
for the functions ψ and φ read
φ,u0,1 +
u0,0
u0,1 − 1φ,u0,0 +
1
u0,1 − 1 = 0, ψ,u0,−1 +
u0,0 − 1
u0,−1
ψ,u0,0 +
1
u0,0
= 0,
and their solution imply
h+ 1/b = σ(ξ˜)ρ(u0,0),
h+ 1/b
h
= κ(ξ˜)τ(u0,1), ξ˜
.
=
u0,1 − 1
u0,0
, (5.5)
where σ, ρ, κ and τ are arbitrary nonzero functions of their argument. The function θ(u0,0, u0,1)
defined in (4.17), is specified by the conditions C,u−1,0 = F = 0. The necessary conditions
D,u−1,0 = T˜,u1,0 = 0 are satisfied and the two equations (4.18), (4.21) respectively read
θ,u0,0 +
u0,1
u0,0 − 1θ,u0,1 = 0, θ,u0,1 +
u0,0
u0,1 − 1θ,u0,0 = 0.
The only admissible solution of this system is a constant. The solution of the overdetermined sys-
tem of the two functional equations (5.5) and of the Hopf-like partial differential equation (4.20),
after a reparametrization of the constant θ, is given by
h = −γ(u0,1 − 1) + δ
bδ + θ˜u0,0
,
where γ 6= 0, δ and θ˜ 6= 0 are arbitrary constants. A necessary condition to obtain a linearizing
transformation is that (4.1) be identically satisfied modulo (5.1). No nonzero value of a, b, c, γ, θ˜
and δ can satisfy this condition, hence (5.1) cannot be linearized by a Hopf–Cole transformation
too.
5.2 Second Liouville equation
Let us consider the following version of the discrete Liouville equation
w1,1 =
w1,0w0,1 − 1
w0,0
.
= F (w0,0, w0,1, w1,0). (5.6)
As shown in [12], the noninvertible transformation u0,0 = w1,0w0,1 maps solutions of (5.6) into
solutions of (5.1).
Let us look for a linearizing point transformation. The necessary conditions (2.10) are identi-
cally satisfied while condition (2.9) reads −1/u30,0 = 0. Hence we can conclude that (5.6) cannot
be linearized by a point transformation.
Let us look for a linearizing two points transformation. We are in the subcase (1) as
F = −K = −1/u30,0 6= 0 and P = −1/u0,0 6= 0. Moreover we have M = −1/u0,0, N = Q = 0.
The integrability conditions (3.14), (3.15), (3.23), (3.24) are identically satisfied while the con-
ditions (3.25) cannot be satisfied. As a consequence (5.6) cannot be linearized by a two points
transformation.
If we consider the linearization through a Hopf–Cole transformation, we are in the case where
F 6= 0, K 6= 0 and each of the two equations (4.7), (4.8) splits into two equations
φ,u0,0 = S(u0,0, u1,0, u0,1) .=
R,u1,0F 2,u0,0
F
, φ,u0,1 = R+
F,u0,1
F,u0,0
S,
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ψ,u0,0 = V(u0,−1, u0,0, u1,0) .=
U,u1,0K2,u0,0
K
, ψ,u0,−1 = U +
K,u0,−1
K,u0,0
V,
which respectively read
φ,u0,0 +
1
u0,0
= 0, φ,u0,1 = 0, ψ,u0,0 +
1
u0,0
= 0, ψF,u0,−1 = 0.
The necessary conditions (S,u1,0 ,V,u1,0) = (0, 0) are respected and the solutions of the two
equations respectively imply
h+
1
b
= e
α
u0,1
u0,0 ρ(u0,0),
h+ 1/b
h
= e
β
u0,0
u0,1 τ(u0,1),
where α and β are two arbitrary nonzero constants and ρ and τ are arbitrary nonzero functions
of their arguments. It is not difficult to see that no α, β, θ and τ exist, giving a nontrivial,
e.g. nonconstant, solution for h. Hence (5.6) cannot be linearized by a Hopf–Cole transformation
too.
5.3 Q+ equation linearizable upto 5th order by a multiple scale expansion [3]
Let us consider the equation
ζu0,0u1,0u0,1u1,1 + a1(u0,0 + u1,1) + a2(u1,0 + u0,1) + γ1u0,0u1,1
+
a2γ1
a1
u1,0u0,1 +
(a1 + a2)γ1
2a1
(u0,0u0,1 + u1,0u1,1 + u0,0u1,0 + u0,1u1,1)
+
(a1 + 2a2)γ
2
1
4a21
(u0,0 + u1,1)u1,0u0,1 +
(2a1 + a2)γ
2
1
4a21
(u1,0 + u0,1)u0,0u1,1, (5.7)
where a1, a2, γ1, ζ are arbitrary real parameters with |a1| 6= |a2| and aj 6= 0, j = 1, 2. In [3] it
has been shown that this equation passes a linearizability test based on multiscale analysis up
to fifth order in the perturbation parameter for small u.
Let us search for the possibility to linearize (5.7) by a point transformation. Of the necessary
conditions (2.10), H(0) = 0 is automatically satisfied while K(0) = 0 and (2.9) can be satisfied if
and only if
ζ =
(a1 + a2) γ
3
1
4a31
. (5.8)
In this case the linearizing point transformation obtained integrating (2.6) is given by
f(u0,0) = A
[
1
2a1 + γ1u0,0
+B
]
, (5.9)
where A 6= 0 and B are constants. Inserting f(u0,0) into (2.4), one finds that this relation
is identically satisfied modulo (5.7), (5.8) when c = ba1/a2. Finally, inserting f(u0,0) and c
into (2.1), it is straightforward to see that this relation results identically satisfied modulo (5.7),
(5.8) when B = −1/(2a1), c = 1 and a = b = a2/a1. Equation (5.9) is the linearizing point
transformation when B = −1/(2a1).
Let us consider the case ζ 6= (a1 + a2)γ31/(4a31). If we search for a linearizing two points
transformation, as aj 6= 0, j = 1, 2, we are always in the subcase (a). Then the necessary
condition (3.14) cannot be satisfied. So, if the condition (5.8) is not satisfied, (5.7) cannot be
linearized by a two points transformation.
We can try to linearize (5.7) by a Hopf–Cole transformation. We are in the case where F 6= 0
and the equation (4.7) splits into two equations. As the necessary condition S,u1,0 = 0 cannot
be satisfied, (5.7) cannot be linearized by a Hopf–Cole transformation. We can conclude that, if
the condition (5.8) is not satisfied, (5.7) cannot be linearized by neither a point, nor contact or
Hopf–Cole transformation.
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5.4 Hietarinta equation
Let us consider the Hietarinta equation [4, 11]
u0,0 + e2
u0,0 + e1
u1,1 + o2
u1,1 + o1
=
u1,0 + e2
u1,0 + o1
u0,1 + o2
u0,1 + e1
, (5.10)
where ej and oj , j = 1, 2 are arbitrary parameters.
5.4.1 Linearizing one point transformation
The necessary conditions (2.9), (2.10) of linearizability through a point transformation are iden-
tically satisfied and the integration of equation (2.6) gives
f(u0,0) = A
[
log
(
u0,0 + o1
u0,0 + o2
)
+B
]
,
where A 6= 0 and B are arbitrary constants. One can easily see that no values of the constants B,
a 6= 0, b 6= 0 and c 6= 0 exist for which the function f(u0,0) satisfies (2.4) identically modulo the
Hietarinta equation. As a consequence (5.10) cannot be linearized by a point transformation.
5.4.2 Linearizing two points transformation
As F = K = 0, we are in the case (4). Moreover the two linearizability conditions (3.11), (3.20)
are identically satisfied and the overdetermined system of differential equations (3.26) reads
g,u0,0,u0,0 +
(e2 − e1)(u0,1 + o1)(u0,1 + o2)
(o2 − o1)(u0,0 + e1)(u0,0 + e2)g,u0,0,u0,1 +
2u0,0 + e1 + e2
(u0,0 + e1)(u0,0 + e2)
g,u0,0 = 0, (5.11)
g,u0,1,u0,1 +
(o2 − o1)(u0,0 + e1)(u0,0 + e2)
(e2 − e1)(u0,1 + o1)(u0,1 + o2)g,u0,0,u0,1 +
2u0,1 + o1 + o2
(u0,1 + o1)(u0,1 + o2)
g0,0,u0,1 = 0.
The solution of (5.11) is given by
g(u0,0, u0,1) = θ(ξ) +A log
(
u0,1 + o2
u0,1 + o1
)
+B, ξ =
(u0,0 + e2)(u0,1 + o1)
(u0,0 + e1)(u0,1 + o2)
, (5.12)
where A and B are arbitrary constants and θ 6= 0 is an arbitrary function of its argument. As one
can see, the system (5.11) is not sufficient to specify the eventual two points transformation. We
need to introduce (5.12) into (3.5), (3.16). In this way we get a system of first order differential
equations involving θ and T1θ. From them we can extract a first order ordinary differential
equation for θ which depends on ξ, u0,0 and u0,1. As a consequence this equation splits into
an overdetermined system of four ordinary differential equations for θ(ξ). This system has no
solution for generic ej , oj , j = 1, 2. As a consequence the Hietarinta equation cannot be linearized
by a two points transformation.
5.4.3 Linearizing one point Hopf–Cole transformation
We are in the case when (2.9), (2.10) are satisfied, and the integration of (4.4) gives
h(u0,0) =
1
b
[
A
(
u0,0 + e1
u0,0 + o2
)B
− 1
]
,
where A 6= 0 and B 6= 0 are arbitrary integration constants. We have that (4.3) can be identically
satisfied modulo the Hietarinta equation if and only if
A =
(
1− ab
c
)(
o2 − o1
e1 − o1
)
, B = 1.
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Finally (4.2) is identically satisfied modulo the Hietarinta equation if and only if
A = −o2 − e2
e2 − e1 , a =
c(e2 − o1)(o2 − e1)
b(e2 − e1)(o2 − o1) ,
so that
u˜0,1 = −1
b
(o2 − e1)(u0,0 + e2)
(e2 − e1)(u0,0 + o2) u˜0,0.
Through the gauge transformation u˜0,0
.
= (−b/c)n(−b)−mw0,0 we get a simplified linearizing
transformation
w0,1 =
(e1 − o2)(u0,0 + e2)
(e1 − e2)(u0,0 + o2)w0,0, (5.13)
w0,0 + aw1,0 − w0,1 + w1,1 = 0, a = −(o1 − e2)(e1 − o2)
(e1 − e2)(o1 − o2) . (5.14)
Is is moreover straightforward to demonstrate that if (5.13), (5.14) are satisfied, then also the
Hietarinta equation is satisfied.
5.4.4 Linearizing two point Hopf–Cole transformation [11]
We are in the case defined by the conditions C,u−1,0 = D,u−1,0 = T,u1,0 = F = 0 and thus the
linearizing function is defined by the equations (4.18), (4.21) which read
θ,u0,0 +
(e2 − o1)(u0,1 + o1)(u0,1 + o2)
(o2 − o1)(u0,0 + o1)(u0,0 + e2)θ,u0,1 = 2
u0,0(o2 − o1)− u0,1(e2 − o1) + o1(o2 − e2)
(o2 − o1)(u0,0 + o1)(u0,0 + e2) ,
θ,u0,1 +
(o2 − e1)(u0,0 + e1)(u0,0 + e2)
(e2 − e1)(u0,1 + e1)(u0,1 + o2)θ,u0,0 = 2
u0,0(o2 − e1)− u0,1(e2 − e1) + e1(o2 − e2)
(e2 − e1)(u0,1 + e1)(u0,1 + o2) ,
whose solution is given by
θ(u0,0, u0,1) = log
[(
u0,0 + e2
u0,1 + o2
)2]
+ α,
where α is an arbitrary integration constant. Then we can solve the Hopf-like equation (4.20)
by separation of variables, h = A(u0,0)B(u0,1), obtaining
h(u0,0, u0,1) =
eα(u0,0 + e2)
δ(u0,0 + e2) + β
γ(u0,1 + o2)− β
u0,1 + o2
, (5.15)
where β, γ and δ are arbitrary integration constants. A necessary condition to obtain the
linearization is that (4.1) be identically satisfied for all u0,0, u1,0, u0,1, u0,2, ej , oj , j = 1, 2
modulo the Hietarinta equation, from which we get
eα =
aβ(o2 − o1)
c(e2 − o1)[β + γ(e2 − o2)] , δ = −
βγ
β + γ(e2 − o2) , b =
c(o2 − e1)(e2 − o1)
a(e2 − e1)(o2 − o1) .
When we insert the obtained values of eα, δ and b into the transformation (5.15), the two
equations for ψ and φ are identically satisfied. As h depends on u0,0 and u0,1, it is necessary
that β 6= 0. By redefining γ .= β we can eliminate the parameter β from the transformation.
The transformation as well as the coefficient b of the linear equation so far obtained depend
in a multiplicative way from the ratio a/c. Hence, performing the transformation u˜n,m
.
=
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χmvn,m, where χ is a constant, the linear equation (1.2) and the Hopf–Cole transformation (1.4)
respectively read
vn,m + avn+1,m + bχvn,m+1 + cχvn+1,m+1 = 0,
vn,m+1 =
1
χ
h(un,m, un,m+1)vn,m,
and choosing χ = −a/c we can remove the ratio a/c from the expressions of h and b. In other
words we can always choose a “gauge” for the linearizing transformation in which a = −c. In
conclusion we have
h =
(o2 − o1)(u0,0 + e2)[1− (u0,1 + o2)]
(e2 − o1)[1− (u0,0 + o2)](u0,1 + o2) , b = −
(o2 − e1)(e2 − o1)
(e2 − e1)(o2 − o1) . (5.16)
5.4.5 Inverse two point Hopf–Cole transformation
To be able to solve the Hietarinta equation explicitly we look here for the inverse formula, i.e.
the formula which provide the solution of the Hietarinta equation in terms of those of the linear
equation (1.2).
Given a solution of the Hietarinta equation, let us perform a Hopf–Cole transformation (1.5)
with h given in (5.16). Extracting from the Hopf–Cole transformation u0,1 as a function of u0,0
and η0,0
.
= u˜0,1/u˜0,0 and inserting it, together with its consequences, in the Hietarinta equation,
if  6= 1(o2−o1) , we obtain u1,0 as a function of u0,0, η0,0 and η1,0. The compatibility between
the functions u0,1(u0,0, η0,0) and u1,0(u0,0, η0,0, η1,0) gives a second degree polynomial equation
in u0,0 which must be satisfied for all u0,0. Taking into account that the ratio η0,0 cannot in
general be a constant when u0,0 satisfies the Hietarinta equation, we have that, if  6= 1(o2−o1) ,
u˜0,0 will satisfy the linear and in general nonautonomous equation
(1− αn)u˜0,0 − cu˜1,0 + b(1− αn)u˜0,1 + cu˜1,1 = 0, c = (e1 − o1)(e2 − o1)
(e2 − e1)(o2 − o1) , (5.17)
where αn is an n-dependent integration function depending on the initial values un,0 and u˜n,0
given by
αn = 1− (e1 − o1)[1− (un,0 + o2)](un+1,0 + o1)u˜n+1,0
(o2 − o1)(un,0 + e1)[1− (un+1,0 + o2)]u˜n,0 . (5.18)
When αn 6= 1, performing the “gauge” transformation u˜n,m .= τnvn,m, with τn+1 = (1 + αn)τn,
the Hopf–Cole transformation is invariant while the function vn,m will satisfy the linear au-
tonomous equation
v0,0 − cv1,0 + bv0,1 + cv1,1 = 0. (5.19)
When  = 1(o2−o1) , the function h becomes
h =
(o2 − o1)(u0,0 + e2)(u0,1 + o1)
(e2 − o1)(u0,0 + e1)(u0,1 + o2) . (5.20)
Inserting the corresponding Hopf–Cole transformation into the Hietarinta equation we get u0,0
in terms of η0,0 and η1,0
u0,0 = −e2(e1 − o1)(o2 − o1) + o1(e2 − o1)(o2 − e1)η0,0 − e1(e2 − o1)(o2 − o1)η1,0
(e1 − o1)(o2 − o1) + (e2 − o1)(o2 − e1)η0,0 − (e2 − o1)(o2 − o1)η1,0 (5.21)
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and its insertion with its consequences into u0,1(u0,0, η0,0) implies for the function u˜0,0 the same
evolution (5.17) with αn given by the limit as  → 1(o2−o1) of (5.18) and hence (5.19) for v0,0,
just as was shown in [11]. As a consequence u0,0, given by (5.21), becomes
u0,0 = −e1(o2 − o1)v0,0 − o1(e1 − o1)v1,0
(o2 − o1)v0,0 − (e1 − o1)v1,0 . (5.22)
Conversely, if v0,0 satisfies (5.19), then it is possible to demonstrate that u0,0 given by (5.22)
satisfies the Hietarinta equation.
In the relations (5.21), (5.22) the role of the variables un,m and vn,m appears inverted with
respect to those given by the Hopf–Cole transformation (1.5), (1.6).
The inverted transformation, consequently, appears only when = 1(o2−o1) . The relation (5.22)
is the inverse in the space of the solutions of the Hietarinta equation of the relation (1.6) with
the function k defined in (1.7) corresponding to an h as given in (5.20) and restricting the result
to the space of the solutions of the Hietarinta equation, that is
v1,0
v0,0
= k =
(o2 − o1)(u0,0 + e1)
(e1 − o1)(u0,0 + o1) . (5.23)
Finally, inserting the initial value at m = 0 of (5.23) into (5.18), we get αn = 0. By the
transformation v0,0
.
= c−nw0,0, we can simplify further (5.19) which together with (5.23) becomes
w˜0,0 − w˜1,0 + bw˜0,1 + w˜1,1 = 0, w˜1,0 = (e2 − o1)(u0,0 + e1)
(e2 − e1)(u0,0 + o1) w˜0,0. (5.24)
The second relation in (5.24) represents another linearizing one point Hopf–Cole transformation
w˜1,0 = h˜(u0,0)w˜0,0.
5.4.6 Solution of the Hietarinta equation
The general integral of the Hietarinta equation is obtained inserting in the inverse of the second
relation (5.24) the solution of the initial-boundary value problem for the linear equation given
in (5.24). This solution is given by
• if b = −1 by w˜n,m = w˜n,0 + w˜0,m − w˜0,0,
• if b 6= −1 by w˜n,m = 12pii
∮
C ζm(z)z
n−1dz, where
(1− z)ζm + (b+ z)ζm+1 = z(w˜0,m+1 − w˜0,m), ζ0(z) =
+∞∑
j=0
w˜j,0z
−j ,
and C represents a counterclockwise circumference in the complex z−plane, centered in
z = 0 and lying inside the region of convergence of the series
+∞∑
j=0
w˜j,mz
−j .
For example, when b 6= −1, an explicit solution in the plane n ≥ 0 of the initial-boundary
value problem characterized by w˜0,m = 1, w˜n,0 = 2
−n, n ≥ 0 (w˜n,0 = 0, n < 0), so that
ζ0 = 2z/(2z − 1), |z| > 1/2, is given, if b = −12 , by
w˜n,m =
n+m∑
ρ=max{n,m}
(
m
ρ− n
)(
ρ
m
)
(−1)n+m−ρ
2ρ−m
, m ≥ 0,
w˜n,m =
n+|m|−1∑
ρ=max{n,|m|−1}
(|m| − 1
ρ− n
)(
ρ
|m| − 1
)(
−1
2
)n+|m|−ρ−1
, m ≤ −1,
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and, if b 6= −12 , by
w˜n,m =
1
2n(−1− 2b)m −
m−1∑
κ=0
n+m∑
ρ=max{n,κ}
(
m
ρ− n
)(
ρ
κ
)
(−1)n+m−κbρ−κ
(b+ 1/2)m−κ
, m ≥ 1,
w˜n,m =
(−1− 2b)|m|
2n
−
|m|−1∑
κ=0
n+|m|∑
ρ=max{n,κ}
( |m|
ρ− n
)(
ρ
κ
)
(−2)|m|−κbn+|m|−ρ, m ≤ −1.
5.5 A nonlinear quad-graph equation linearizable
by two point transformation
As a further example let us consider the simple multilinear equation
u0,0 + αu1,0 + [u0,0u0,1 + αu1,0u1,1] = 0. (5.25)
As in the case of the discrete Liouville equation the necessary conditions for the linearizability by
point transformations are identically satisfied and the linearizing point transformation, obtained
by integrating (2.6), is given by
f(u0,0) = A
[
B + log
(
u0,0 +
1

)]
,
where A 6= 0 and B are arbitrary constants. Inserting f (u0,0) into (2.4), one can easily see that
this relation can be identically satisfied modulo (5.25) only if c = −b. Differentiating (2.1) with
respect to u1,0 and inserting f (u0,0) and c = −b into the resulting relation, we have that no
values of the constants B, a 6= 0, b 6= 0 and c 6= 0 exist for which this can be satisfied identically
modulo (5.25). Hence this equation (5.25) cannot be linearized by a point transformation.
We can try to linearize it by a two points transformation of the form (1.4). As F = K = 0
identically, we are in the fourth case. Moreover the two linearizabilty conditions (3.11), (3.20)
are identically satisfied and the overdetermined system of differential equations (3.26), (3.27)
reads
gu0,0,u0,0 −
1 + u0,1
u0,0
gu0,0,u0,1 +
1
u0,0
gu0,0 = 0,
gu0,1,u0,1 −
u0,0
1 + u0,1
gu0,0,u0,1 +

1 + u0,1
gu0,1 = 0,
whose solution is given by
g(u0,0, u0,1) = θ(ξ) + C log(u0,0) +D, ξ = u0,0
(
u0,1 +
1

)
, (5.26)
where C and D are arbitrary constants and θ 6= 0 is an arbitrary function of its arguments.
Introducing (5.26) in (3.5), (3.16) we get b = cα . The final determining equation (3.2) implies
C = D = 0, a = α and θ = ku0,0(1 + u0,1). So, in conclusion (5.25) is linearizable by the
transformation
g(u0,0, u0,1) = u0,0(1 + u0,1)
into the linear equation
u˜0,0 + αu˜1,0 + bu˜0,1 + αbu˜1,1 = 0.
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5.6 Four QRT -type linearizable equations
As a final example we consider, as suggested by one of the referees, the four QRT -type lineari-
zable nonlinear partial difference equations recently presented in [13]
u1,1 =
u1,0 + u0,1 − (1− u1,0u0,1)u0,0
1− u1,0u0,1 + (u1,0 + u0,1)u0,0 ,
u1,1 =
u1,0 − u0,1 + (1 + u1,0u0,1)u0,0
1 + u1,0u0,1 − (u1,0 − u0,1)u0,0 ,
u1,1 =
f2(n,m) + f1(n,m)u0,0
f1(n,m)− f2(n,m)u0,0 ,
f1(n,m)
.
= (1 + u1,0u0,1)
(
u21,0u
2
0,1 − 3u21,0 − 3u20,1 + 8u1,0u0,1 + 1
)
,
f2(n,m)
.
= (u0,1 − u1,0)
(
3u21,0u
2
0,1 − u21,0 − u20,1 + 8u1,0u0,1 + 3
)
,
u1,1 =
2u1,0 − u0,1 + u0,1u21,0 −
(
1 + 2u1,0u0,1 − u21,0
)
u0,0
1 + 2u1,0u0,1 − u21,0 +
(
2u1,0 − u0,1 + u0,1u21,0
)
u0,0
.
All these equations are linearizable through the transformation v0,0 = arctan(u0,0) and give the
following linear equations
v0,0 − v1,0 − v0,1 + v1,1 = ppi,
v0,0 + v1,0 − v0,1 − v1,1 = ppi, (5.27)
v0,0 − 3v1,0 + 3v0,1 − v1,1 = ppi,
v0,0 − 2v1,0 + v0,1 + v1,1 = ppi,
where p ∈ Z. The p-dependent right-hand side is a consequence of the multi-valuedness of the
arctan function. We can choose p = 0 if we choose the principle branch of the arctan function,
i.e. arctan(0) = 0.
Applying the formulas contained in Section 2 it is immediate to show that the necessary
conditions (2.9), (2.10) of linearizability through a point transformation are identically satisfied.
The integration of equation (2.6) gives
f(u0,0) = A[arctan(u0,0) +B],
where A 6= 0 and B are arbitrary constants. The differential consequences of equation (2.1)
(which in this case will have a constant right-hand side not necessarily equal to zero) can be
identically satisfied modulo the QRT -type equations if and only if
a = −1, b = −1, c = 1,
a = 1, b = −1, c = −1,
a = −3, b = 3, c = −1,
a = −2, b = 1, c = 1.
With these values of the coefficients (a, b, c), (2.1) is identically satisfied modulo the correspon-
ding equations. In the first three cases its right hand side is equal to ppi for arbitrary B while in
the fourth case it is equal to B + ppi. As B is arbitrary, for the sake of simplicity we will choose
B = 0 in all cases.
6 Conclusions
In this paper we have considered the possibility of linearizing nonlinear partial difference equa-
tions defined on a quad-graph by the use of point one, two points and a Hopf–Cole transfor-
mation. Imposing the existence of such transformations we obtained for the equations some
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necessary linearizability conditions and some differential equations for the transformations. We
have applied our results to some nonlinear partial difference equations, some of which already
known to be linearizable, to test our procedure. In the case of the nonlinear equation (5.7), ob-
tained as a result of a classification of multilinear equations on the quad-graph by the multiple
scales expansion up to fifth order, we have been able to show that all linearizability conditions
considered here imply the constraint on the coefficients (5.8).
In the case of the Hietarinta equation we have been able to find out a new linearizing Hopf–
Cole transformation depending just on one function, up to our knowledge unknown.
In the verification of the examples presented in [13], we discovered an accidental misprint
in (5.27), as in the original article the signs of v1,0 and v0,1 are inverted.
A few problems are still open. We have just considered here the case of one point, two
points and two points Hopf–Cole transformations but it could be interesting to consider in the
future more general cases, maybe combining it with results on the integrability of the nonlinear
equations. Moreover one would like to include nonautonomous transformations and lattice
dependent linear equations.
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