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Informally a discrete time series is a set of repeated and, normally, equally
spaced observations from the same process over time. The statistical analysis
of time series has two functions: to understand better the generating process
underlying the time series, and to forecast future values.
The first analytical methods developed were based upon linear series. A
linear series can be represented as a linear function of its own past and current
values and the past and current values of some noise process, which can be in-
terpreted as the innovations to the system. A non-linear series has a generally
more complex structure that depends upon non-linear interactions between its
past and current values and the sequence of innovations. Existing linear sta-
tistical methods can only approximate non-linear series. As there is evidence
to show that non-linear series are common in real life, two important problems
are to detect and then to classify non-linearity. In moving from a linear to a
non-linear structure the model space has changed from countably infinite to
uncountably infinite, whilst the parameter space remains uncountably infinite.
Hence the need for methods that not only detect non-linearity, but classify the
non-linear relationship between the past and current values and innovations.
The third order moment is the expectation of the product of three series
values lagged in time. The bispectrum is the double Fourier transform of the
third order moment. Both statistics are useful tools for eliciting information on
non-linear time series. There are concerns with the assumption of asymptotic
independence between the values of the bispectrum estimate used by an existing
test of non-linearity. We develop a method with a greater power than this
existing method to detect non-linear series by using a model-based bootstrap.
Further we show how patterns in the bispectrum are useful for identifying the
frequency (or bifrequency) components involved in the non-linear interaction.
To understand better tests of non-linearity and related inference, we inves-
tigate the variance of two estimates of the bispectrum. The two estimates are
shown to have different inferential properties. One estimate is generally better
able than the other to detect non-linearity and give information on the location
of the non-linear interactions.
vThe third order moment is statistically equivalent to the bispectrum. A
particular estimate of the bispectrum is the double Fourier transform of all
the estimated third order moment values in a specified region. When using
the third order moment to test for non-linearity we can examine any subset
of these values in the specified region. Hence an advantage to using the third
order moment, instead of the bispectrum, when testing for non-linearity is a
greater flexibility in the range of values selected. We show an improved test for
non-linearity over the bispectrum-based test, using a reduced set of the third
order moment and a phase scrambling-based bootstrap.
Time series can often be observed in a multiple or repeated form, such as
the exchange rate between a set of currencies. There is then interest in sum-
marising the common features of the grouped series. An existing linear method
based on the spectrum assumes that an observed series (within a population)
can be described as a common population spectrum perturbed by an individual
effect. The observational noise in the spectrum is modelled using the known
asymptotic properties of the spectral estimate. By modelling (and then remov-
ing) the individual effects and noise, the method summarises the population
linear characteristics through the spectrum. We modify and then extend this
method to summarise the common features of the underlying non-linear gener-
ating process of a set of repeated time series using the bispectrum normalised
by the spectrum.
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Introduction to time series
A mind that is stretched to a new idea never returns to its original
dimension.
Oliver Wendell Holmes
Repeated observations through time from the same process constitute a time
series. Such series abound in real life whether by design or occurring naturally.
Some appear to go on for ever and add new information with every passing
second. Others are only observable in short bursts using a strict experimental
procedure. The solar activity of the sun, measured through the number of an-
nual sunspots, is an example of a naturally occurring time series and is shown in
Figure 1.1 for the years 1700 to 1979. Clearly observations from neighbouring













Figure 1.1: Yearly numbers of sunspots (1700–1979)
years are related and there is also a cyclic or periodic component to the data.
This repeated pattern, that recurs approximately every eleven years, appears
larger in some periods indicating a further cyclic component of a longer wave-
length. The peaks in the data are asymmetric as they generally have shorter
inclines than declines. The observations are equally spaced, as the number of
sunspots is counted at the end of each year. This is an example of a discrete
time series. Continuous time series occur where observations are made con-
tinuously through time. The work presented here is restricted to the discrete
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case. Arguably any continuous time series can be usefully sampled to realise a
discrete version and then analysed as such. Such sampling must be done at the
correct rate to capture the salient features of the series, we discuss this issue
later.
Describing a time series has two functions, to understand better the process
from which it was generated, and to forecast future values. Samual Heinrich
Schwabe first examined the sunspot numbers in 1843. The analysis of this data
set and other observed time series has lead to a plethora of statistical time series
methods. For example Yule (1927) introduced the class of linear autoregressive
models as a result of analysing the sunspot data. Appendix A contains more
details on the sunspot data and the other real data sets used in this work.
In the last three decades there has been a great increase in the amount of
work on non-linear time series analysis. We give a more formal definition later
but in general non-linear series are more complex (in terms of identification and
estimation) than linear series. Non-linear series can be approximated by linear
models with differing degrees of success. More accurate forecasting can often be
achieved by discovering the general non-linear characteristics and incorporating
them into a model. The sunspot series is an apposite example as the discussed
asymmetry in its cycles may be due to a non-linear generating function. We
show later (Chapter 3) how the non-linear model of Tong (1990) gives a better
fit to this series than the linear approximation of Box & Jenkins (1976). In
general however, and this is the case with the sunspot example, the cost of
increased accuracy is greater complexity. We first examine the simpler class
of linear models and their associated analysis tools as a platform to the more
complex non-linear analysis methods.
1.1 Linear time series
A common initial question in describing a series is whether it follows a linear
pattern. If this assumption is true then a wealth of existing literature is avail-
able to identify the process and forecast future observations, see for example
Chatfield (1975). Before giving a more formal definition of what constitutes
a linear series we need to describe some of the key foundations of time series
analysis. We label an observed discrete time series of length n as x1, . . . , xn, so
for the sunspot data in Figure 1.1 x280 = 155.4. Unobserved values are random
variables and are represented in upper case {Xt, t = 0,±1, . . .}.
1.1.1 Stationarity
A discrete time series x1, . . . , xn, is said to be strictly stationary if the joint
distribution f(x1, . . . , xn) is equal to f(x1+τ , . . . , xn+τ ), for any integer τ and
for all n. So shifting the location by a constant does not change the relationship
between observations, or the joint distribution is independent of time. A series
is said to be weakly stationary of second order if it has a mean and variance
that are independent of time. In general a series is said to be weakly stationary
of order k, if its moments to order k are independent of time. This is less
restrictive than having equality across every single and paired joint distribution,
and ensures that generated statistics (of order k or less) can be applied to the
whole series.
Stationarity is a key assumption for many established analysis and the data
may need to be transformed if it is invalidated. Simple linear regression can
be used to formally assess if the data has a non-stationary mean (trend). The
residuals from this fit are a measure of the stationarity of the variance (Atkinson
1985).
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1.1.2 Linear models
Wold’s Decomposition Theorem (Chatfield 1975) states that any stationary
linear model can be expressed in the form
Yt = Xt + Zt, t = 1, . . . , (1.1)
where {Zt} is a deterministic process and {Xt} is a stochastic process, and
{Xt} and {Zt} are uncorrelated. We note that Zt would not be deterministic
if the amplitude or phase were random. Random amplitudes or phases have
immense importance in signal processing theory and methods, and not least
in understanding their behaviour in respect of higher-order spectra; however,
their treatment is beyond the scope of this thesis.
Time domain models
Let us suppose that the deterministic process in equation (1.1) is known. Wold
stated that we can estimate the stochastic part of the series using an infinite










j < ∞, and {εt} are a sequence of independent and identically
distributed variables (i.i.d.) variables. The {β1, . . . , β∞} are the parameters of
the MA(∞) model. Figure 1.2 gives a graphical representation of the general
linear process, where β∞(D) = 1 + β1D + β2D2 + . . ., and D is the backward
shift operator, Djεt = εt−j . The errors or innovations {εt} are seen as the input
to the system, they are modified by the linear filter β∞(D) to create the output






Figure 1.2: Representation of a general linear process
{Yt} output, {Zt} deterministic series, {Xt} stochastic series, {εt} series of i.i.d. inno-
vations, β∞(D) linear filter.
The formula (1.2) shows that the stochastic part of a linear series at time
t can be expressed in terms of the infinite past of its errors, plus an error at
time t. This relatively simple dependence will prove extremely helpful later
when examining statistics generated by linear series. It is important to note
that no distribution has been placed on the innovation sequence {εt}. The
only restrictions are that it has a zero mean and, in order for the model to be
stationarity, has a finite constant variance σ2ε . An important subclass of the
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linear model is when βj = 0, j > 0, so that {Xt} = {εt}. Hence the stochastic
part of the series is totally uncorrelated, this is sometimes referred to as a white
noise series which we discuss in more detail later (Section 1.1.5).
In practical applications we have a series of finite length X1, . . . , Xn, and




βjεt−j + εt, t = 1, . . . , n, 0 ≤ q < n, (1.3)
this is an MA(q) model, q being the model order. The model is second order
stationary for all values of β1, . . . , βq < ∞, provided the variance of the errors
is stationary.
Examining an MA(1) model we can see that it can be manipulated into an
interesting equivalent form
Xt = (βD + 1)εt





This is called an infinite autoregressive series, labelled AR(∞), as Xt is ex-
pressed in terms of its own past plus an error at each time point εt. Such series




φjXt−j + εt, (1.4)
this is an AR(p) model, p being the model order. The AR and MA model types
can be combined into a model simply called the autoregressive moving average









where φp(D) = 1+Dφ1+ . . . , Dpφp. If the roots of the polynomials φp(D) = 0
and βq(D) = 0, all have modulus greater than one and σ2ε < ∞ then Xt is
strictly stationary (Chatfield 1975).
Obviously the ARMA(p, 0) and ARMA(0, q) models condense to purely AR
and MA models respectively. The fact that we explain some of the variance
using a mixture of past observations and errors means that a fitted ARMA
model may involve fewer parameters than a purely MA or AR process.
A useful assumption when taking finite samples is that the series is ergodic,
that is a sizable sample is equally representative of the whole. From this def-
inition, one can say that ensemble functions are representative of equivalent
functions in time, e.g., ensemble averages and time averages. This assumption
ensures that we can estimate model parameters from a single realisation.
Frequency domain models
An alternative representation of a linear time series is the Fourier model (or




Rj cos (ωjt+ ψj) + εt, t = 1, . . . , (1.5)
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where Rj is the amplitude of the jth function, ωj is the frequency, ψj the
phase and the {εt} are constrained as before. So the series is represented in
terms of a weighted infinite sum of sinusoidal waves plus some random error.
In terms of the Wold Decomposition Theorem we have the deterministic part
Zt =
∑∞
j=0Rj cos(ωjt + ψj), and the stochastic part Xt = εt. This remark-
ably compact formula is frequently employed in modern time series analysis,
although it was considered impossibly simple when Jean Baptist Fourier pub-
lished it in 1807 and was discounted. A key difference from the previous ARMA
models is that here the time t is transferred (by using the cosine function) into
the frequency domain. The previous ARMA model operates in the time do-
main. The model (1.5) is non-stationary, this can be overcome by assuming
E(Rj) = 0 and E(RjRk) = 0, j 6= k, so that E(Xt) is independent of t.
1.1.3 Second order statistics
The autocovariance function (acv.f.) between observations k intervals apart is
given by
γ(k) = cov(Xt, Xt+k) = E[(Xt − µ)(Xt+k − µ)], k ≥ 0, (1.6)
where µ is the population or marginal mean of {Xt}.
For a stationary series cov(Xt, Xt+k) = cov(Xt+τ , Xt+k+τ ), so when τ = −k,
we have γ(−k) = γ(k), creating a symmetry in the acv.f. about zero. Given a






(xt − x)(xt+k − x), k = 0, 1, . . . , n− 1,
where x = n−1
∑n
t=1 xt is the sample mean. This function gives the agreement
between observations k samples (or lags) apart and is useful in identifying







is the sample variance σˆ2x with a normalisation factor of n
−1 instead of (n−1)−1.
Another useful statistic in determining the relationship between time series’
observations is the autocorrelation function (ac.f.) which is ρ(k) = γ(k)/γ(0).
It is estimated by the sample ac.f. given by
ρˆ(k) =
∑n−k
t=1 (xt − x)(xt+k − x)∑n
t=1(xt − x)2
, (1.7)
which gives the correlation between observations k lags apart. The ac.f. inherits
the symmetry ρ(−k) = ρ(k) from the acv.f., and ρ(0) = 1. The general linear



















j=0 βjβj+k, k = 0, 1, . . . , q
0, k > q,
and an ac.f. of
ρ(k) =






j , k = 1, . . . , q
0, k > q.
An AR(1) series, equation (1.4), will have an acv.f. of
γ(k) = σ2Xφ
k, k ≥ 0, |φ| < 1,
where σ2X is the variance of {Xt}. The ac.f. of an AR(1) series is
ρ(k) = φk, k ≥ 0, |φ| < 1.
The approximate variance for the estimate of the ac.f. is given in Box & Jenkins
(1976) as






so for an AR(1) series
var {ρˆ(k)} ' 1
n
[





To estimate this variance given an observed series we substitute in the estimates
ρˆ and φˆ. We discuss methods for generating these estimates in the next section.
For a process where the ac.f. has vanished beyond a value p, equation (1.9)
becomes








, k > p.
For a completely random i.i.d. series we have p = 0 and hence
var {ρˆ(k)} ' 1
n
.
Also ρˆ(k) is weakly Normally distributed for i.i.d. series. The above results
indicate that plotting the sample ac.f. against k can give an indication of the
linear model order and type. Such a plot is referred to as the correlogram.
Using the results given in this section we summarise the key patterns of the
correlogram as follows.
• for an uncorrelated i.i.d. series the values of ρˆ(k) are equal to zero
• for an AR(1) series with 0 < φ < 1 the ρˆ(k) show an exponential decay
as k → n
• for an AR(1) series with −1 < φ < 0 the ρˆ(k) show an alternating pattern
in combination with an exponential decay as k → n
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• for an MA(q) series the ρˆ(k) are zero for k > q
• for a series with a non-stationary mean the ρˆ(k) do not tend to zero
quickly.
As k → n the estimate γˆ(k) is based on fewer observations and hence its
accuracy decreases. Normally we would not examine all n − 1 lags but only
test up to a truncation limit M . Chatfield (1975) suggests setting M = bn/4c.
Interpreting correlograms for observed series is an example of where statistics
becomes an art rather than a science. We can aid this interpretation with a
formal test that the data is i.i.d. by overlaying the correlogram with a plot of
the lines ±Zα/2n−1/2, against k = 1, . . . ,M , where Zα is the α quantile from the
standard Normal distribution. Multiplicity is an issue for this overall hypothesis
as we haveM tests each with a type I error of 5%: the usual approach would be
to use a Bonferroni or Tukey adjustment to the significance level (i.e., Zα/(2M)).
1.1.4 Estimation of linear ARMA models
As well as estimating the model order of an ARMA model we also need to
estimate the model coefficients. We first examine an AR(p) process
Xt = φ1Xt−1 + . . .+ φpXt−p + εt,
multiplying through by Xt+k and taking expected values gives
γ(k) = φ1γ(1) + . . .+ φpγ(p).
Dividing by γ(0) gives
ρ(k) = φ1ρ(1) + . . .+ φpρ(p).
As ρ(−k) = ρ(k) and ρ(0) = 1, then substituting k = 1, . . . , p gives the Yule-
Walker equations
ρ(1) = φ1 +φ2ρ(1) + . . . +φpρ(p− 1)






ρ(p) = φ1ρ(p− 1) +φ2ρ(p− 2) + . . . +φp.
These equations can be written in matrix formulation
ρ(p) = P (p)Φp,
where ρ(p)′ = (ρ(1), ρ(2), . . . , ρ(p)), Φ′p = (φ1, φ2, . . . , φp) and P (p) is a (p× p)
Toeplitz matrix with (i, j)th element equal to ρ(i−j). An estimate of the model
parameters can now be formed using the sample correlation coefficients and
Φˆp = Pˆ (p)−1ρˆ(p).
A recursive method of calculating the model parameters for a series of AR
models of orders p = 1, . . . ,M , credited to Levinson (1947) and Durbin (1960)
is
φˆp+1,j = φˆp,j − φˆp+1,p+1φˆp,p−j+1, j = 1, 2, . . . , p,
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φˆp+1,p+1 =
ρˆ(p+ 1)−∑pj=1 φˆp,j ρˆ(p+ 1− j)
1−∑pj=1 φˆp,j ρˆ(j)
where the second subscript indicates the order of the AR model and φˆ1,1 = γˆ(1).
This method reduces the computation when calculating a number of alternative





from which we can then estimate the errors
εˆt,p = xt − xˆt,p,
and form the residual sum of squares (RSS) for this model order as RSSp =∑n
t=1 εˆ
2
t,p. We then select the model order p, and hence the φˆ1,p, . . . , φˆp,p, to
minimise this RSS over p = 0, . . . ,M . So we minimise the difference between
the observed data and the estimated model to get an optimal fit. We can extend
this optimisation to a general ARMA model. As an example let us suppose we
trial an ARMA(1,1) model
xˆt = φˆxt−1 + βˆεˆt−1
where φˆ and βˆ are guessed values. Setting x0 = 0 and εˆ0 = 0 the estimated
residuals are calculated recursively as,
εˆ1,ϑˆ = x1
εˆ2,ϑˆ = x2 − φˆx1 − aˆεˆ1
...
εˆn,ϑˆ = xn − φˆxn−1 − aˆεˆn−1






The estimation is repeated for alternative ϑˆ, and the parameters chosen to
minimise RSSϑˆ.
Other minimisation criteria do exist and a generalised version of the proce-
dure is the prediction error method (Ljung 1987). Using this method the errors






k=−s′ gkDk, {gk} are a set of weights and ϑˆ = {φˆ1, . . . , φˆp,











where l(.) is a scalar-valued (typically positive) function. The optimum model
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whereM represents a likely space for the model parameters. The filtering stage
can be used to reduce the influence of large errors and to incorporate known
properties of the error distribution. Setting L(D) = 1 and l(ε) = nε2 gives the
previous residual sum of squares minimisation.
The Akaike Information Criteria (Ljung 1987) is a popular method of finding
the best possible fit to the data whilst controlling for over-fitting by introducing
a penalty for each parameter. For an ARMA(p, q) model it is defined as
AIC(p, q) = log σˆ2
ϑˆ
+
(p+ q) log n
n











which is equal to n−1RSSϑˆ. The AIC is evaluated for p, q = 0, . . . ,M , and the
optimal (p, q) pair is selected where this function is at a minimum. Hannan &
Quinn (1979) criticised the method for tending to overestimate the true model
order when used to estimate p from an AR(p) model. They suggested selecting
the optimal AR model using





, c > 1.
In a simulation study they showed a general improvement over the AIC cri-
teria where the true model order was p = 1 and φ = 0.1, 0.3, 0.5, 0.7, for
n = 50, 100, 200, 500 and 1000, using c = 1.
The method of Hannan & Rissanen (1982) adapted the AIC criteria by
estimating σˆ2
ϑˆ
by fitting a high order AR model to the data. They reduced
the computation compared to the AIC method by recursively calculating the
estimated variance and model parameters (using the Levinson-Durbin method
described above). Using a simulation study with n = 25, 50, 100 and 500 and
testing models of order p = q = 1, . . . , 5, where the true p and q were always less
than 5, the paper showed reasonable agreement between the true and estimated
model order. The ‘high order’ AR model that they first fitted to the data to
initially estimate the errors, was of order 5 for n = 25, order 10 for n = 50,
order 5 and 10 for n = 100 and order 15 for n = 500.
Zoubir (1999) used the non-parametric bootstrap method to estimate the
optimal model order for an AR process and in a simulation study outperformed
the AIC criteria in terms of correctly identifying an AR(2) model (we give more
details on this work and the bootstrap in Chapter 3).
1.1.5 The spectrum
We now consider estimating the parameters of the frequency domain linear
model. We consider a finite and complex version of the Fourier representation




Rj exp (iωjt) , t = 1, . . . , n
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where i =
√−1 and E(Rj) = 0 and E(RjRj′) = 0, j 6= j′ (for stationarity).
The acv.f. is then












where ∗∗ denotes the complex conjugate. This acv.f. is independent of t. The





Thus the variance of Rj can be regarded as determining the contribution of the
component at frequency ωj to the total variance of the process (Cox & Miller
1977). Letting J → ∞ and in discrete time using a set of frequencies that





where s(ωj) is a stochastic process defined over [0, pi) with orthogonal incre-
ments. This is the spectral representation of the process.
Now F (ωj) = var{s(ωj)} is the total variance from frequencies up to and
including ωj . This is an extremely helpful result as we can now partition the
variance and isolate the effect of a particular frequency. The function F (ωj)
behaves like a cumulative distribution function over [0, pi]. At ω0 = 0, no
variance is accounted for, so F (0) = 0. At ωn/2 = pi, all possible frequencies







This is the spectral density (spectrum). As the spectrum is the Fourier trans-
form of the acv.f. they contain equivalent information. A prism breaks up a
light source into its component colours (optical spectrum). In the same vein
the above spectrum s(ω), breaks up an observed series into its component fre-
quencies and their relative contributions. This is also the derivation of the term
‘white noise’ as the optical spectrum of white light is constant and the spectrum
of an i.i.d. series will also be constant (and equal to σ2X/pi).
As γ(k) and s(ω) are mathematically equivalent neither has a real advantage
over the other. The spectrum inherits the symmetry from the acv.f. so that
s(−ω) = s(ω) and it is positive definite. One representational advantage of the
spectrum over the acv.f. is that it is subject to the single restriction that it
is a non-negative valued function on (0, pi). This gives us great flexibility in
defining feasible spectra, further it allows the approximation by a truncated
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where the spectrum has been transferred to the log scale to improve the be-
haviour of the function. For a small p this function is a very concise method of





, j = 1, . . . , n/2, (1.14)
range from the lowest to the highest possible frequency attainable in a sample
of size n. Expressed in terms of the number of observations needed to complete
one full cycle (i.e., in units of time) this is fj = 2pi/ωj . The lowest frequency
observable is ω1 = 2pi/n or f1 = 2pi/ω = n, so that we can maximally observe
a cycle that takes n observations to complete, and obviously we only observe
this only once. The highest frequency is ωn/2 = pi or fn/2 = 2. The highest
frequency is also referred to as the Nyquist frequency.
The problem of leakage occurs when a real frequency in the series is not
matched by a Fourier frequency in the observed data. The effect of this fre-
quency is then leaked into the closest Fourier frequencies. As the coverage of the
Fourier frequencies increases with n this is more likely to be a problem in short
length data. Whilst higher-order frequency content is unaffected by increased
sample sizes, we are able to estimate higher-order frequency components more
accurately (though not necessarily more consistently) with longer series.
A related problem is that of aliasing which occurs when a continuous time se-
ries is inadequately sampled. As an example consider a series that is the sum of
two deterministic continuous harmonic processes given byX(t) = cos(2pit/40)+
cos(2pi3t/40). A plot of the two sinusoidal terms of this series is shown in Figure
1.3 for 0 ≤ t ≤ 40. The lines represent the continuous time sinusoids that are
sampled discretely at evenly spaced points represented by circles. If the series
is sampled at equalling spaced periods of length 10 in time then the higher
frequency is incorrectly attributed to the lower frequency (hence the use of the
term aliasing). A series is band limited if no frequency exists beyond some limit
which we label fbl (in this example fbl = 3/40, expressed in units of time fj).
For a series to have no aliasing the sample spacing needs be at least 1/2fbl, in
this example that would mean sampling every seventh time interval (although
that would cause some leakage).







j=0 βj exp(−ijω), and is known as the transfer function. The





1 + β2 + 2β cosω
}





1− 2φ cosω + φ2
}−1
. (1.16)
Figure 1.4 plots the spectra of two MA(1) series with β = −0.5 and β = 0.5, and
two AR(1) series with φ = 0.5 and φ = −0.5; for each series σ2ε = 1. When the
AR or MA model parameters are negative an observed series {xt} will oscillate
between negative and positive values. This causes the greater values at the
high frequency range of the spectrum. Conversely when the AR or MA model
parameters are positive the series exhibits longer cycles and hence the spectrum
is greater at low frequencies.
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Figure 1.3: Graphical example of aliasing using two continuous harmonic pro-
cesses sampled at equally spaced discrete intervals
Solid line cos(2pit/40), dotted line cos(2pi3t/40), sampling times represented by circles
1.1.6 Estimating the spectrum
Given actual data we can estimate the spectrum using the periodogram. To
demonstrate the periodogram we consider an expanded and finite estimate of








Using only the Fourier frequencies with an even n gives the least squares esti-






























j ), j = 0, . . . , n/2, (1.18)









Thus I(ωj) indicates the contribution of ωj to the total variance in the series,
and the area under the periodogram is equal to the total series variance. These





























Figure 1.4: Theoretical spectra for MA(1) and AR(1) processes
Left column are series with positive parameter, right column are series with negative
parameter, top row AR(1) process, bottom row MA(1) process
properties make the periodogram an apposite estimate of the spectrum. Note
the variance here uses the divisor n rather than the more usual n− 1.
It is commonly suggested to adjust the series by subtracting the mean to
prevent a disproportionate first periodogram ordinate, as I(ω0) = 2x2/n. The
periodogram and acv.f. (k = 0, . . . , 20) of the sunspot numbers (using xt − x)
for the years 1700–1979, n = 280, are shown in Figure 1.5. The largest peak in
the periodogram is at ωj = 7pi/35, or a cycle of fj =10 years. Also of note is
that I(ωj) ' 0 for ωj > pi/2, indicating that there is comparatively little high
frequency variation in the sunspot numbers.



































Figure 1.5: Periodogram (left panel) and acv.f. (right panel) of the sunspot
series n = 280
Largest periodogram value at ωj = 7pi/35, fj =10 years.
The magnitude is |H(ωj)| =
√
<H(ωj)2 + =H(ωj)2 and the phase is ψj =
tan−1{=H(ωj)/<H(ωj)}.
For a series with a finite second order moment the periodogram is unbiased
as
E{I(ωj)} − s(ωj) = O(n−1).
For an i.i.d. series {Xt} with spectrum s(ω) = σ2X/pi, the covariance between
the components of the periodogram is


















cos(2pij(t− 1)/n) sin(2pij(t− 1)/n)
= 0.
Thus aˆj and bˆj are uncorrelated and, as they are Normally distributed, indepen-
dent. The periodogram for an i.i.d. series is hence the sum of two independent
and squared zero mean Normal variables which will have an asymptotic χ22
distribution, I(ωj) ∼ σ2Xχ22/2. The variance of the periodogram is therefore
var {I(ωj)} = σ4X . So the periodogram is inconsistent as the variance does not
tend to zero as n → ∞. As Chatfield (1975) points out this is not surprising
considering the function makes n estimates from n observations.
An alternative approach to estimating the spectrum is to input the sample





where M is the truncation point which Chatfield (1975) suggests setting as
M = 2
√
n. So the values of γˆ(k) for M < k < n are no longer included and we
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where h is the window function given by
h(k′) =
{
1, |k′| ≤ 1
0, otherwise.
(1.21)
Setting M = n − 1 with the above window gives sˆ(ωj) = I(ωj). The above
uniform window cuts off the values of γˆ(k) used at M ; however, it may be
more appropriate to use a window where the weights decrease as k → M . An
example is the bell-shaped Parzen window
h(k′) =

1− 6(k′)2 + 6|k′|3, |k′| < 0.5
2(1− |k′|)3, 0.5 ≤ |k′| ≤ 1
0, otherwise.
(1.22)
Many alternative windows exist as the weights h(.) can be any function that
satisfy
h(k′) = h(−k′)
h(k′) = 0, for k′ > 1
h(k′) ≥ 0, for k′ ≤ 1 (1.23)
h(0) = 1.
The choice of the truncation point M is not obvious or automatic, and the
correct choice is subject to the unknown γ(k). Jenkins & Watts (1968) suggest
trying more than one value of M . First use a large M to oversmooth the
sample ac.f. to discover the frequency locations of the largest contributors to
the variance. Then use a small value of M to undersmooth the sample ac.f.
to identify the large values (and possibly some spurious ones) with a greater
resolution. After interpreting these results a compromise value can be set.
Window functions have also been applied to the periodogram to overcome
its inconsistency. As with the estimate (1.20) this can be helpful in removing the
irregular appearance of the periodogram and focusing attention on the salient













The estimate sˆ(ω) using either method, equation (1.20) or (1.24), is called the
sample spectrum. Subba Rao & Gabr (1984) state that for equation (1.24) to
be a consistent estimateM should be selected so that as n→∞, thenM →∞,
but M/n→ 0 (e.g., M = √n).
1.1.7 Tests of white noise
Given an observed time series a frequent initial question is whether the data
are purely random white noise. In terms of the model (1.2) we have the null
and alternative hypotheses of
H0 : βj = 0, j = 1, . . . ,∞
HA : βj 6= 0, at least one j.
As noted earlier the spectrum of white noise is constant and hence we can test
this hypothesis using the periodogram. The Fisher-Kappa test (Fisher 1929)
is the ratio of the largest periodogram ordinate to the average of all ordinates.
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Hence it is sensitive to a large single I(ωj) value which would indicate that the
variance of the series is not equally spread over the Fourier frequencies (i.e., at
least one cyclic component exists). The Bartlett Kolmogorov Smirnov (BKS)





, k = 1, . . . , n/2.
From the previous section we know that under the null hypothesis that {Xt} is
white noise its periodogram has distribution I(ωj) ∼ σ2Xχ22/2, and that I(ωj)
and I(ωk) are uncorrelated (j 6= k). Under the null hypothesis C(k) therefore
has the same distribution function as that of an ordered sample of size n/2
from a Uniform(0,1) distribution. As an example consider a series of length




















Figure 1.6: Periodogram (solid line) and sample spectrum (dotted red line)
(left panel) and Normalised cumulative periodogram (right panel) of 100 ob-
servations from an i.i.d. Uniform(0,1) series with 5% limits from the BKS test
(dotted black lines)
All cumulative periodogram values are within the BKS test limits and hence the series
is accepted as i.i.d. at the 5% level. n = 100, M = 5.
sample spectrum using equation (1.24) with M = 5 are shown in the left panel
of Figure 1.6 and is consistent with a white noise series. The Fisher-Kappa
statistic is 5.41, p > 0.10 (critical value=5.937 for n = 100 and p = 0.10) and
the BKS statistic is 0.108, p > 0.05 (critical value=0.233). As noted by Box &
Jenkins (1976) we can plot the cumulative periodogram C(k) function against
k to give a visual assessment of the BKS test. This is done for the above
realised Uniform i.i.d. series in the right panel of Figure 1.6. In this example
the cumulative periodogram does not deviate greatly from the diagonal straight
line that we would expect with i.i.d. data and remains well within the 5% limits
of the BKS test suggested by Fuller (1996). Similar plots for an MA(1) process
Xt = 0.4εt−1 + εt where {εt} is the same i.i.d. Uniform data from the previous
example, are shown in Figure 1.7. The C(k) crosses the 5% limits of the BKS
test at k = 5 and we reject the null hypothesis that this data is uncorrelated
white noise. This reflects the fact that the variance is not equally spread over
the Fourier frequencies.
It should be noted that flat spectra can result from non-linear processes
which would be accepted as white noise by this test with a high probability.
For example Xt = aεt−1εt−2 + εt, has γ(k) = 0 for k > 0, hence the spec-
trum will be constant over all ωj . However, the series is clearly non-linear and



















Figure 1.7: Periodogram (solid line) and sample spectrum (dotted red line) (left
panel) and Normalised cumulative periodogram (right panel) of 100 observa-
tions from an MA(1) series with 5% limits from the BKS test (dotted black
lines)
Not all cumulative periodogram values are within the BKS test limits and hence the
series is rejected as i.i.d. at the 5% level. n = 100, M = 5.
E(XtXt−1Xt−2) = aE(ε2t−1ε2t−2) = a(σ2ε)2. This example demonstrates why it
is useful to test data for structure at higher orders.
1.2 Non-linear time series
We can extend the general linear model, equation (1.2), to a general non-
linear model by using the Volterra system (Schetzen 1989). A second order
(or quadratic) non-linear Volterra model is defined as








β′{j,k}εt−jεt−k + εt, t = 1, . . . (1.25)
where β′{j,k} is the quadratic kernel which is bounded
∑∑
β′{j,k} < ∞, and
the {εt} are subject to the same restrictions as the general linear model. This
series is represented graphically in Figure 1.8, where β∞(Dj , Dk) is a matrix
with (j, k)th entry β′{j,k}D
jDk. The general linear model, equation (1.2), is a
subset of this Volterra model where β′{j,k} = 0, ∀ j, k. Naturally we can add
higher-order terms to give higher-order Volterra non-linear representations.
The problem is now to estimate the {β′} parameters as well as the {β}. A
corollary of this estimation is to test if the series is linear. We cannot classify
the series as linear or non-linear, or then estimate its parameters, without at
least evaluating third-order statistics.
1.2.1 Third-order statistics
The third-order moment of a time series {Xt} is defined as
µ(r, s) = E(XtXt+rXt+s), −∞ < r, s <∞, (1.26)
where we assume E(Xt) = 0. This is the extension to the third order of the







Figure 1.8: Representation of a quadratic Volterra non-linear process
{Yt} output, {Zt} deterministic series, {Xt} stochastic series, {εt} series of i.i.d. inno-
vations, β∞(D) linear filter, β∞(Dj , Dk) quadratic filter.
an order of at least three, equation (1.26) is time invariant and unaffected by
permutations in the subscripts, which creates the symmetries
µ(r, s) = µ(s, r)
= µ(−s, r − s) = µ(r − s,−s) (1.27)
= µ(−r, s− r) = µ(s− r,−r).
For a zero mean series the third order moment is equal to the third order
cumulant. For a zero mean series the bispectrum is the double Fourier transform
of the third-order moment, given by





µ(r, s) exp {−i(ωjr + ωks)} , −∞ < ωj , ωk <∞,
(1.28)
so we have extended the spectrum, equation (1.12), which is the Fourier trans-
form of the second-order moment, to the bispectrum which is the double Fourier
transform of the third-order moment. Note for brevity we forego the normali-
sation constant (2pi)−2 in equation (1.28).
The third-order moment and the bispectrum are mathematically equivalent
(as are the spectrum and the second-order moment). The spectrum and the
bispectrum are both polyspectra, the spectrum is the second-order spectrum
and the bispectrum the third-order spectrum. Naturally there are higher order
estimates, such as the fourth order spectrum (trispectrum).
The symmetries of the third-order moment are inherited by the bispectrum.
Figure 1.9 shows the symmetries of the bispectrum in the x− y plane. A clear
demonstration of the generation of these symmetries is given by Chandran &
Elgar (1994) (who also give a general procedure for calculating the symmetries
for higher-order spectra), a briefer discussion is given by Brillinger & Rosen-
blatt (1967b). The solid lines in the left panel of Figure 1.9 are due to the
symmetries of the third-order moment (1.27). The dashed lines are due to the
complex relation b(ωj , ωk) = b∗∗(−ωj ,−ωk). A further restriction is caused by
the periodicity of the Fourier transform for a discrete time series. This results
in the bispectrum being totally defined in the triangular region shown in the
right panel of Figure 1.9, which we define as the principal region
∆ =
{
(ωj , ωk); 0 ≤ ωj ≤ pi, 0 ≤ ωk ≤ ωj , ωj + 12ωk < pi
}
. (1.29)







Figure 1.9: Symmetries of the bispectrum (left panel) and principal region (∆)
of the bispectrum for a discrete series (right panel)
In the left panel the solid lines represent the inherited symmetries of the third order
moment, the dashed lines represent the symmetries due to the complex conjugacy.
The bispectrum is a complex statistic which can be summarised as either
the modulus bispectrum
|b(ωj , ωk)| =
√
<b(ωj , ωk)2 + =b(ωj , ωk)2,
or the phase bispectrum
arg {b(ωj , ωk)} = tan−1 =b(ωj , ωk)<b(ωj , ωk) .
In this work we concentrate on the modulus or modulus-squared bispectrum,
or the real and imaginary parts individually.
Some properties of the bispectrum














For a series with a symmetric marginal distribution then µ(0, 0) = 0, which
implies that for such series the area of the bispectrum where b(ωj , ωk) > 0
will equal the area where b(ωj , ωk) < 0, or that b(ωj , ωk) = 0, ∀ (ωj , ωk).
The skewness is defined as the normalised third-order moment at zero lag,
ξX = µ(0, 0)/σ
3/2
X . We can partition the bispectrum as






µ(r, s) exp {−i(ωjr + ωks)}
so each coordinate of the real or modulus bispectrum is increased or decreased
by the third-order moment around zero.
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If {Xt} and {Yt} are statistically independent processes and Zt = Xt +
Yt, then µZ(r, s) = µX(r, s) + µY (r, s), and hence bZ(ωj , ωk) = bX(ωj , ωk) +
bY (ωj , ωk). If {Xt} is Gaussian and i.i.d. then µ(r, s) = 0, ∀ (r, s), and
bX(ωj , ωk) = 0, ∀ (ωj , ωk), so bZ(ωj , ωk) = bY (ωj , ωk), in other words symmet-
ric noise is suppressed in the bispectrum. However, for a high signal-to-noise
ratio bX(., .) is zero but with a large variance. Hence for realised deterministic
signals observed in the presence of Gaussian noise it is still possible that the
estimated signal bispectrum is corrupted.
Another useful property of the bispectrum is that its imaginary part should
be zero for a time reversible process. A time reversible process has the additional
symmetry to those in expression (1.27) that µ(r, s) = µ(−r,−s) and hence











µ(r, s) {sin (ωjr + ωks) + sin (−ωjr − ωks)}
= 0
using the identity sinA+ sinB = 2 sin A+B2 cos
A−B
2 .














Hence the bispectrum becomes

























βl exp {i(ωj + ωk)l}
= E(ε3t )H(ωj)H(ωk)H(−ωj − ωk). (1.31)





s′=−∞ µ(r′, s′)µ(r + r′, s+ s′)∑∞
k=−∞ γ(k)γ(r + k)γ(s+ k)
(1.32)
and the normalised bispectrum (frequency-bicoherence) as
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and using equations (1.15) and (1.31) gives








Note we disregard the pi−1 normalisation constant of the spectrum. Brillinger
(1965) introduced the normalised frequency-bicoherence and the result (1.34).
The above results have been used as the basis for bispectrum and third-order
moment based tests of non-Gaussianity and non-linearity which we detail later




= 0 and so Bf (ωj , ωk) =
0; however, this is also true for any linear series with a symmetric marginal
distribution, e.g., Uniform.
Rosenblatt (1980) and Papoulis (1989) used the bispectrum of the general
linear process, equation (1.31), with non-Gaussian {εt} to generate an estimate
of the transform H(ω) =
∑
r βr exp(−iωr). Importantly this led to estimates
of the phase which are non-identifiable using second order spectra.
In summary we now know that the bispectrum and third-order moment are
useful for the following
• Testing linearity as the time and frequency-bicoherence of a linear series
will be constant.
• Testing Gaussianity (or more broadly for an i.i.d. series with a symmetric
marginal) as the real and imaginary values of the bispectrum and the
third-order moment will be zero everywhere.
• Testing that a process is time reversible.
• Identifying a series in the presence of independent and symmetric noise.
• Identifying the phase of a linear harmonic process.
1.2.2 Bispectrum of a bilinear series
We demonstrated earlier how the second order moment and spectrum are useful
tools for determining the type of linear model (Section 1.1.3 and Section 1.1.5).
Similarly the third-order moment, or bispectrum, are useful for determining the
type of non-linearity. We illustrate this point by evaluating the bispectrum of
a particular non-linear model called a bilinear model. We start with a bilinear
series of innovations defined as
Xt = aεt−pεt−q + εt, t = 1, . . . , n
which we label BLE(a, p, q). We can view this non-linear model as a stochastic
perturbation of a linear MA process. For a BLE(a, 1, 2) model with E(εt) = 0
we have the central moments
E(Xt) = 0
E(X2t ) = var(Xt) = a
2{E(ε2t )2}+ E(ε2t )
E(X3t ) = a
3{E(ε3t )2}+ E(ε3t ).
The acv.f. is given by
γ(k) = E(XtXt+k) = 0, k 6= 0.
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Hence the series appears as white noise if we only to test up to the second order
(using either the correlogram or periodogram test of white noise Section 1.1.7).
The third-order moment of the BLE process is
µ(r, s) = E(XtXt+rXt+s) =

a3{E(ε3t )2}+ E(ε3t ), r = s = 0
a2{E(ε2t )E(ε3t )}, (r, s) = (0,−1), (0,−2)
a{E(ε2t )2}, (r, s) = (−1,−2)
0, otherwise.
For brevity we have omitted the symmetries of (r, s) = (0,−1), (0,−2) and
(−1,−2), which are given by expression (1.27). The bispectrum of a BLE(a, 1, 2)
process with E(ε3t ) = 0 is therefore
b(ωj , ωk) = a{E(ε2t )2} [cos(−ωj − 2ωk) + cos(−2ωj − ωk) + cos(ωj − ωk)
+ cos(−ωj + ωk) + cos(ωj + 2ωk) + cos(2ωj + ωk)] . (1.35)
The real part of this equation is shown in Figure 1.10 for the frequency pairs
in the principle region (1.29), together with the bispectrum for this same series
when E(ε3t ) = 3. When E(ε
3
t ) = 0, and the process has a symmetric marginal
distribution, the area above b(., .) > 0 is equal to that below b(., .) < 0 (as
discussed in the previous section). When E(ε3t ) = 3, and the process has a
































Figure 1.10: Real part of the bispectrum for the bilinear process Xt =
0.2εt−1εt−2 + εt with E(ε3t ) = 0 (left panel) and E(ε3t ) = 3 (right panel)
Scale on z-axis is not consistent.
We now move on to examining the bilinear model defined as
Xt = aXt−pεt−q + εt, t = 1, . . . , n. (1.36)
We refer to this process using BL(a, p, q), and it can be viewed as a stochas-
tic perturbation of an AR series. For this process to be stationarity we require
a2 < 1 (Tong 1990). The third-order moments of this process are more complex
than those from the BLE(a, p, q) due to the autoregressive nature of the model.
We reference five works that consider the theoretical third-order moments and
bispectrum of this process: Subba Rao & Gabr (1984), Kumar (1986), Ray &
Jadhav (1988), Gabr (1988), Martins (1999). As a testimony to the complexity
of the calculations there are some disagreements between the theoretical re-
sults given in these works. To reduce the complexity here we assume that the
moments of the innovation process are
E(εt) = 0, E(ε2t ) = 1, E(ε
3
t ) = 0, E(ε
4
t ) = 3
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so that the error has a symmetric marginal distribution. We briefly illustrate
the chronology and main aims of the four works named above before deriving
some specific third order moment terms in detail. Subba Rao & Gabr (1984)
considered a bilinear model (1.36) with an additional AR term given by
Xt = bXt−1 + aXt−1εt−1 + εt. (1.37)
They evaluated the third-order moment and modulus bispectrum for the above
process and used the theoretical results to compare the performance of estimates
of the bispectrum for realised series of length n = 1000. Kumar (1986) aimed
to show the use of the third-order moment for discriminating a BL(a, p, q) series
from white noise and to estimate the order p and q. Kumar evaluated the third-
order moment for a BL(a, p, q) model and the diagonal bilinear BL(a, p, p) type.
The work showed close agreement between the theoretical and observed third-
order moments using a simulation for a BL(0.5,2,1) and a BL(0.5,1,1) process.
Ray & Jadhav (1988) extended the work of Kumar (1986) to the two term
bilinear model given by
Xt = a1Xt−p1εt−q1 + a2Xt−p2εt−q2 + εt.
Ray & Jadhav used a simulation study to show close agreement between their
theoretical and simulated results for a1 = a2 = 0.4, p1 = q1 = 2 and p2 = q2 =
5. Gabr (1988) examined the bilinear model (1.36) and detailed the third-order
moment and modulus bispectrum for the diagonal (q = p) bilinear models as
well as superdiagonal (p > q) and subdiagonal (q < p) processes. Martins
(1999) examined the bilinear model (1.36) with non-Gaussian innovations.
In order to show the algebraic complexity involved in the above works, and
as an example of the mechanism of the third order moment, we detail the
third order moment of the BL(a, p, p) series. For this diagonal model, assuming
E(ε3t ) = 0, some helpful results are
E (Xt−pεt−p) = E (Xtεt) = E [(aXt−pεt−p + εt) εt]
= 1 (1.38)
and












































































1− a2 + 15 =
12a2 + 15
1− a2 .




























Note this disagrees with equation (2.6.9) from Subba Rao & Gabr (1984) but
agrees with equation (8) from Martins. For E(X2t ) and E(X
3
t ) to be finite we
have the condition a2 6= 1.
When evaluating the third-order moment for a general series we start with
µ(r, s) = E [(Xt − µ) (Xt+r − µ) (Xt+s − µ)]
= E (XtXt+rXt+s)− µ [E (XtXt+r) + E (XtXt+s) + E (Xt+rXt+s)]
+ µ2E (XtXt+r) + µ2E (XtXt+s) + µ2E (Xt+rXt+s)− µ3
= E (XtXt+rXt+s)− µ [E (XtXt+r) + E (XtXt+s) + E (Xt+rXt+s)]
+ 2µ3. (1.41)
Comparing the results between the five cited papers is confused by Kumar,
Gabr and Martins using
µ(r, s) = E [(Xt − µ) (Xt−r − µ) (Xt−s − µ)] .
For r = s = 0 equation (1.41) becomes





































We need to evaluate
E (XtXt−p) = E [(aXt−pεt−p + εt) (aXt−2pεt−2p + εt−p)]













































E (XtXt−p) = 2a2.
Note this disagrees with the result from Gabr, who gives E (XtXt−p) = a2,
but agrees with equation (2.6.4) from Subba Rao & Gabr (1984). We can now




1−a2 , k = 0
2a2, k = ±p
0, otherwise.
This is a useful result for estimating the parameter from a bilinear model which



























































































































































































































1− a2 + 18a =
18a
1− a2 .
















































1− a2 + 3
=
12a4 + 12a2 + 3
1− a2 .


































12a7 + 12a5 + 3a3
1− a2 + a+ 6a
3
=
12a7 + 6a5 + 8a3 + a
1− a2
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1 + 2a2 + 3a4
)
1− a2 . (1.47)
Note throughout this formula a large number of cancellations occurred because
E(ε3) = 0, for a series with skewed errors the calculation becomes more com-
plex. Subba Rao & Gabr (1984), Kumar (1986) and Martins (1999) agree with
the above result. A simulation study in Kumar (1986) using 100 repetitions
of series varying in length from n = 50 to n = 300, with a = 0.5, gave an
simulated result of µˆ(0,−1) = 1.04 , compared with a theoretical result, using




1 + a2 + a4
)
1− a2 (1.48)




1 + a2 + a4
)
1− a2 . (1.49)
This seems closer to the simulated results from Kumar which give µˆ(0, 1) = 1.65,
using a = 0.5, compared to µ(0, 1) = 1.75 from equation (1.49) and µ(0, 1) = 3.5
from equation (1.48).
The non-zero third-order moment, over 0 ≤ r ≤ s, for a BL(a, 1, 1) series




















, r = s = 1






, r = s = 2, 3, . . .
0, otherwise
This is plotted in Figure 1.11 for r, s = −3, . . . , 3, with a = 0.4, together with
the associated real and imaginary bispectrum.
Gabr (1988) gave the theoretical third order moments for a range of bilinear
series (with Gaussian errors) and demonstrated how the third order moment
and modulus bispectrum could be used to differentiate between diagonal and
non-diagonal types. As the diagonal BL(a, p, p) model will have peaks in the
third order moment at µ(0, p) and µ(p, p), then the modulus bispectrum will
be periodic on the manifolds ωj = 0 and ωk = 0 with a frequency inversely
proportional to p. For the superdiagonal model BL(a, p, q), p > q all the µ(r, s)
are zero except µ(p,−q). Martins (1999) extended the results of Gabr to series
with strictly stationary and ergodic errors {εt}. The errors were restricted
to be symmetric so E(ε3t ) = 0. The third order moments for diagonal and
superdiagonal models under these conditions were given. A simulation study
using errors that had a zero mean t-distribution with seven degrees of freedom













































Figure 1.11: Theoretical third order moment (a), real bispectrum (b) and imag-
inary bispectrum (c) for a BL(0.4,1,1) process
Theoretical results for the non-linear BL(0.4,1,1) series Xt = 0.4Xt−1εt−1 + εt, εt ∼
N(0, 1).
Introduction to time series 29
1.2.3 Bispectrum of a quadratic phase series
As we detail later (Section 1.2.10) the bispectrum has been frequently employed
to identify quadratic phase coupled series. Such non-linear series occur through
the quadratic relationship
Yt = Xt + ²X2t
where
Xt = Ra cos(ωat+ ψa) +Rb cos(ωbt+ ψb)
where, 0 ≤ ωa, ωb ≤ pi, 0 ≤ ψa, ψb ≤ 2pi, ² > 0, and Ra and Rb are finite.
So the series {Yt} contains co-sinusoidal terms with the frequency and phase of
(ωa, ψa), (ωb, ψb), (2ωa, 2ψa), (2ωb, 2ψb), (ωa+ωb, ψa+ψb) and (ωa−ωb, ψa−ψb)
(Nikias & Petropulu 1993). The phases and frequencies are coupled up to a
quadratic order. To illustrate the second and third order properties of such
series we use the harmonically related series
Xt = cos(ωat+ ψa) + cos(ωbt+ ψb) + cos{(ωa + ωb)t+ ψ3)}.




{cos(ωak) + cos(ωbk) + cos(ω3k)}
using the identity cosA cosB = 12 cos(A+B)+cos(A−B) and cos(−k) = cos(k).
This is the second order moment for both coupled and non-coupled series. The





4 {cos(ωas+ ωbr) + cos(ωar − ωas+ ωbr)
+ cos(ωar + ωbs) + cos(ωar + ωbr − ωbs)
+ cos(ωar − ωas− ωbs) + cos(−ωas+ ωbr − ωbs)} , ψ3 = ψa + ψb
0, otherwise.
As µ(r, s) = µ(−r,−s) the imaginary bispectrum will be identically zero for
both the coupled and uncoupled series. However, the real part of the bispectrum
(or the modulus) for a phase coupled series shows an impulse at (ωa, ωb). Hence
the bispectrum, or third order moment, is extremely useful for identifying and
classifying such series (Elgar & Chandran 1993). Although as Raghuveer &
Nikias (1985) point out, the third order moment should be made using an
averaged estimate (see Section 1.2.6). We show some empirical examples later
in Section 1.2.9, and we show the ability of the bispectrum and third order
moment to detect quadratic phase coupling in Chapters 3 and 4.
1.2.4 Estimating the bispectrum
Two competing methods of estimating the bispectrum dominate the literature,
namely the direct and the indirect (Nikias & Petropulu 1993). The discussion of
their properties shares many commonalities with the previous section concern-
ing the two methods of estimating the spectrum equations (1.19) and (1.20).
The direct estimate is the third order extension of the periodogram (1.19) and
is also known as the third-order periodogram, it is defined as
bˆD(ωj , ωk) =
1
n
H(ωj)H(ωk)H(−ωj − ωk) (1.50)
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where (ωj , ωk) are the Fourier frequencies (1.14) and H(ω) is the DFT. To
get correct parts for the real and imaginary terms (Brillinger 1965) we must


































t=1Xt cos{ωj(t− 1)} and ηjt =
∑n
t=1Xt sin{ωj(t− 1)}.
The indirect method is the extension of the Fourier transform of the sample
second order moment, equation (1.20), to the third-order and is given by





µˆ(r, s) exp {−i(ωjr + ωks)} (1.52)







XtXt+rXt+s, −M ≤ r, s ≤M (1.53)
where ϕ = max(0, r, s), τ = min(0, r, s) and 1 ≤M < n. Due to the symmetries
of the third-order moment in expression (1.27), we need only estimate it in the







XtXt+rXt+s, 0 ≤ r ≤ s ≤M. (1.54)
Note the divisor is n and not n− ϕ as this gives better convergence properties
(Brillinger 1965). The number of values in the region 0 ≤ r ≤ s ≤ M , is
(M + 1)(M + 2)/2, so as with the second order moment we are again dealing
with multiple tests if we are to examine each µˆ(r, s). The formulae (1.50) and
(1.52) are equivalent when M = n − 1 (as were the two competing methods
of estimating the spectrum). For the direct estimate, or the indirect when


















r=−(n−1) µˆ(r, s) = 0 when E(Xt) = 0.
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For both bispectral estimates the number of grid points of Fourier frequen-
cies in the principal region (1.29) is approximately 13(
n
2 + 1)
2. The direct es-
timate of the modulus bispectrum sums over a cube of length n whilst the
indirect sums over a parallelepiped bounded by this cube. Counter-intuitively
to this statement the indirect estimate requires more computation than the
direct method. For the modulus bispectrum the indirect requires (2M + 1)2
multiplications across all 13(
n
2 + 1)
2 Fourier frequency gridpoints. The indi-
rect requires 3n multiplications to form the DFTs and then only one further
operation to give the estimate over the range 0 ≤ (ωj , ωk) ≤ pi.
Raghuveer & Nikias (1985) offer an alternative method of estimating the
bispectrum using a parametric AR framework. The aim of this method was to
improve the resolution of the bispectrum, particularly when trying to resolve
two closely spaced peaks. The parameters of an AR(p) model are estimated
using Rˆφ = bˆ, where





µˆ(0, 0) µˆ(1, 1) . . . µˆ(p, p)




µˆ(−p,−p) µˆ(−p+ 1,−p+ 1) . . . µˆ(0, 0)
 .
This is the extension of the Yule-Walker estimates (Section 1.1.4) to the third
order. The bispectrum is then estimated as










Using n = 2048, K = 16, M˜ = 128, p = 4, Raghuveer & Nikias showed
how this method gave a closer match to the theoretical phase and modulus
bispectrum of a stationary AR(4) model driven by non-Gaussian noise than the
conventional estimate (although it is unclear what conventional estimate was
used). The drawbacks in the method are the reliance on the accurate knowledge
of the model order p, and the necessary accurate estimation of E(ε3t ), which
cannot now be done using the bispectrum. Also the method requires that
E(ε3t ) 6= 0.
Jouny (1994) employed the AR bispectrum estimation method in order to
get accurate estimates from two closely located targets using radar signals. The
aim was to use the peaks of the bispectrum to help determine the distance to
a target in conjunction with the second order spectral estimate. This aug-
mentation to the spectrum was used to improve targeting in the presence of
non-symmetric noise. In an example using a known target pattern with a sig-
nal of length n = 1000, the results were sensitive to the AR model order used
in the parametric estimation. A lower model order gave a better resolution of
the target, although both the lower and the higher model order estimates gave
a better resolution than the standard direct bispectrum estimate.
Ma¨mpel, Nandi & Schellhorn (1996) suggest truncating the tails of the data
{Xt} before estimating the mean, and subsequently the third-order moment,
in order to reduce noise in the indirect bispectrum estimate. Their algorithm
was designed to truncate a weighted amount from the tails of distributions with
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an asymmetric marginal distribution. A simulation study using an ARMA(2,2)
model driven by exponential and Gaussian noise showed a significant reduction
in the variance of the third order moment estimate. However, the cost seemed to
be an increase in bias. Using EEG data the method gave a smoother and closer
match to the expected bispectrum (according to the known significant non-
linear frequencies in the data) compared to the untrimmed indirect estimate.
This method is analogous to applying a filter to the data before estimating the
higher order information and may be useful for particular applications.
We also note the work of Subba Rao & Gabr (1988) who detailed a matrix
formulation of the indirect estimate as an alternative method of calculation.
For each bispectrum estimate described in this section it is preferable (and
is most often practised) to remove the mean value before forming the estimate.
For the indirect estimate this is a necessary adjustment as otherwise we would
have to use the third order cumulant instead of the third order moment. For
the direct estimate removing the mean reduces the risk of leakage from the zero
bifrequency b(0, 0).
In this thesis we use both the direct and indirect estimate of the bispectrum
and always subtract the sample mean to ensure that E(Xt) = 0.
1.2.5 Distributional properties of the bispectrum
In this section we consider the existing work on the inferential properties of
the direct and indirect estimates of the bispectrum. The first work to consider
the statistical properties of the bispectrum was Rosenblatt & Van Ness (1965),
showing that the mean of the direct estimate is unbiased but that the estimate
is inconsistent for a general class of processes. For real weakly sixth-order
stationary continuous time series X(t), 0 ≤ t ≤ n, with a zero mean the







The bias in this estimate was shown to be
limn→∞|Eµˆ(r, s)− µ(r, s)| = o(n).
The covariance between two coordinate values of the estimated continuous
third-order moment, assuming that the moments of the series are stationary
and finite up to the sixth order, was given as
limn→∞cov
{





cum6(r, s, t′, t′ + r′, t′ + s′)
+
{
E[X(0)X(r)X(s)]E[X(t′)X(t′ + r′)X(t′ + s′)]
−E[X(t)X(t+ r)X(t+ s)]E[X(t′)X(t′ + r′)X(t′ + s′)]}10
+
{









where cum6 is the sixth order cumulant for a zero mean series, defined as
cum6(r, s, t′, t′ + r′, t′ + s′)
= E[X(t)X(t+ r)X(t+ s)X(t+ t′)X(t+ t′ + r′)X(t+ t′ + s′)]
− {E[X(t)X(t+ r)X(r + s)]E[X(t′)X(t′ + r′)X(t′ + s′)]}10
− {E[X(t)X(t+ r)]cum4(r + s, t′, t′ + r′, t′ + s′)}15
− {E[X(t)X(t+ r)]E[X(r + s)X(t′)]E[X(t′ + r′)X(t′ + s′)]}15
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and cum4 is the fourth order cumulant
cum4(r + s, t′, t′ + r′, t′ + s′)
= E[X(r + s)X(t′)X(t′ + r′)X(t′ + s′)]
− {E[X(r + s)X(t′)]E[X(t′ + r′)X(t′ + s′)]}3 (1.55)
and {.}j indicates that the relation inside the parenthesis has j symmetric
permutations of the indices inside the brackets (.). So the asymptotic covariance
of the estimated the third order moment depends upon the relations within the
series up to the sixth order. Any time series defined using either equation
(1.2) or (1.25) will have some non-zero covariances, cov {µˆ(r, s), µˆ(r′, s′)}, for
0 ≤ (r, s, r′, s′) <∞.
As with the periodogram the direct bispectrum estimate (third-order peri-
odogram) is inconsistent. Hence Rosenblatt & Van Ness (1965) considered the
smoothed estimate, for a continuous time series, given by













µˆ(r, s) exp{−i(rωj + sωk)}drds. (1.56)
where h(., .) is a window function with the same symmetries as the third order
moment, and is real valued and finite. This estimate was shown to be unbiased
limn→∞nc|Ebˆs(ωj , ωk)− b(ωj , ωk)| = 0
where 0 < c < 1. If M is chosen so that M−1 → 0 as n→∞, and nM−2 →∞
as n→∞, then
limn→∞nM−2cov{bˆs(ωj , ωk), bˆs(ωj′ , ωk′)}
= {s(ωj)s(ωk)s(ωj + ωk)s(ωj′)s(ωk′)s(ωj′ + ωk′)}1/2{
h1δ(ωk)δ(ωk′)[1 + 2δ(ωj)][1 + 2δ(ωj′)]
+ h2δ(ωj − ωj′)δ(ωk − ωk′)[1 + δ(ωj − ωk′) + 4δ(ωj)δ(ωk)]
}
,













and the delta function is defined as
δ(x) =
{
1, x = 0
0, otherwise.
So for ωj 6= ωk 6= ωj′ 6= ωk′ 6= 0, the covariance between two values of the esti-
mate (1.56) is asymptotically zero. Otherwise the covariance is proportional to
the product of the associated spectra and is larger when two or more frequencies
are equal, or one or more frequencies are zero. The asymptotic variance of the
smoothed bispectrum estimate for a continuous time process is given by
limn→∞nM−2var{bˆs(ωj , ωk)}
= s(ωj)s(ωk)s(ωj + ωk)
{
h1δ(ωk)[1 + 8δ(ωj)] + h2[1 + δ(ωj − ωk)
+ 4δ(ωj)δ(ωk)]
}
, 0 ≤ ωj <∞, 0 ≤ ωk ≤ ωj (1.57)
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which gives a consistent estimate.
Brillinger (1965) discussed the direct and indirect estimates (as well as a
third estimate based on an alternative estimation of the spectral function that
has not proved to be popular), and introduced the idea of normalised higher-
order spectra. Van Ness (1966) continued the inference work on continuous
time series to discrete processes (using c = 1/2) and proved the real and imag-
inary parts of the smoothed direct estimate to be independent and asymptot-
ically jointly complex Gaussian for a broad range of series. The discrete time
smoothed bispectrum estimate is defined as













µˆ(r, s) exp{−i(rωj + sωk)}.
If EX12t <∞, and the cumulants up to the sixth order are finite, andXt = f(εt)
where {εt} are i.i.d., then bˆs(ωj , ωk) is jointly complex Gaussian, with a real
and imaginary variance in the region 0 ≤ ωj , ωk ≤ pi given by
var[<bˆ(ωj , ωk)] =

h2
2 Vj,k, 0 < ωk < ωj
h1Vj,k[8δ(ωj) + δ(ωk)] +A+B, ωj = 0,
ωk = 0, ωj = ωk, ωj + 2ωk = 2pi, 2ωj + ωk = 2pi
(1.58)
var[=bˆ(ωj , ωk)] =

h2
2 Vj,k, 0 < ωk < ωj
A−B, ωj = 0, ωk = 0, ωj = ωk,













Vj,k{[1 + δ(ωj − ωk)][1 + δ(ωj + 2ωk − 2pi)]




Vj,k{5δ(ωj) + δ(ωk)[1 + δ(ωj − pi)]}.
The factor of 12 compared to the previous variance estimate (1.57) is due to
change to discrete time, which also introduces extra δ(.) functions for the bor-
ders of the discrete region ∆, along the manifold ωj +2ωk = 2pi. However, this
formula returns a variance that is asymmetric and incorrect on the manifold
ωk = 0 (see Figure 1.12 for an example). We propose a corrected general for-
mulation of a similar appearance which the author agrees with (Van Ness 2002)
given by
var[<bˆI(ωj , ωk)] = 12Vj,k {21δ(ωj)δ(ωk) + 4δ(ωj) + 4δ(ωk)
+ δ(ωk + 2ωj − 2pi) + δ(ωj + 2ωk − 2pi)
+δ(ωj − ωk) + [1− δ(ωj)] [1− δ(ωk)]} (1.60)
var[=bˆI(ωj , ωk)] = 12Vj,k {δ(ωj − ωk) + [1− δ(ωj)] [1− δ(ωk)]
− [δ(ωj)δ(ωk)] + δ(ωk + 2ωj − 2pi)
+δ(ωj + 2ωk − 2pi)} . (1.61)































Figure 1.12: Asymptotic variance of real direct bispectrum estimate for an
MA(1) process, β = 0.5; Van Ness formula (left panel) proposed formula (right
panel)
Theoretical results for an MA(1) process given by Xt = 0.4εt−1 + εt, εt ∼ N(0, 1)
An example of the real part of this variance using an MA(1) process with
β = 0.5 is shown in the right hand panel of Figure 1.12, assuming h1 = h2 = 1.
Brillinger & Rosenblatt (1967a) extended the inferential results to k-th or-
der spectra. The work gave the consistency and unbiasedness of smoothed
polyspectra of the direct type, assuming the moments were stationary up to the
k-th order. Brillinger & Rosenblatt (1967b) suggested using the smoothed DFT
given by H(ωj) =
∑n
t=1 h(t)Xt exp{−iωj(t− 1)}. The aim being to reduce the
noise in the direct bispectrum estimate (1.50). The asymptotic jointly complex
Gaussian result of the bispectrum was extended to the frequency-bicoherence.
As a practical example they examined the monthly sunspot series for the years
1750 to 1965 (n = 2592) which was filtered to remove the linear trend. Using
a smoothed version of the direct bispectrum they suggested that the monthly
sunspot series was possibly linear.
An alternative general formula for the variance of the direct estimate for a
discrete process is given by Alekseev (1995). For the direct estimate given by














, h(t) = 1− |t|
n
,
the variance was given as













[h(t1) . . . h(t6)]
exp{i(t3 − t6 − t1 + t4)ωj} exp{i(t3 − t6 − t2 + t5)ωk}
[{s3(t1, t2, t3)s3(t4, t5, t6)}10 − s3(t1, t2, t3)s3(t4, t5, t6)
+ s6(t1, t2, t3, t4, t5, t6) + {s2(t1, t2)s4(t3, t4, t5, t6)}15




Vj,k {1 + 8δ(ωj)δ(ωk) + δ(2ωj + ωk) + δ(ωj + 2ωk)
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+ δ(ωj − ωk) + δ(ωj + 2ωk − 2pi) + δ(ωj) + δ(ωk)
+δ(ωj + 2ωk − 2pi) + δ(2ωj + ωk − 2pi)}+ o(n)
where s is the semi-invariant (Leonov & Shiryaev 1959), which is the partial
derivatives of the log characteristic function which the authors used to estimate
the moments. As before the subscript {}j indicates the number of permutations
of the indices due to the symmetries of the third order moment. This formula
is only applicable to the real part of the variance (due to the δ(.) functions)
and disagrees with equation (1.60) by a factor of 12 when 0 < ωj < ωk < pi.
The covariance between two co-ordinates of the bispectrum
(ωj , ωk) 6= (ωj′ , ωk′), (ωj′ , ωk′) 6= (0, 0), (ωj , ωk, ωj′ , ωk′) ∈ ∆,
was given by Alekseev (1995) as





So away from the manifolds ωj = 0 and ωk = 0, the direct estimate values are
asymptotically independent (at a rate of o(n)).
More details on the inferential properties of the direct and indirect bispec-
trum are given in Chapter 2.
1.2.6 Smoothing the bispectrum
We saw in the previous section how appropriate smoothing of the bispectrum
can lead to consistent bispectrum estimates. Smoothing may also be useful
to reduce noise for graphical purposes (i.e., a three-dimensional plot of the
bispectrum estimate). For the indirect method the smoothing window can be
applied to the third-order moment so that the estimate becomes













µˆ(r, s) exp {−i(ωjr + ωks)} (1.62)
where
h(r′, s′) = h(r′)h(s′)h{(r − s)′}
and h(.) satisfies expression (1.23). The two-dimensional window h(r′, s′) has
the same symmetries as the third-order moment and can be constructed from
any one-dimensional window (e.g., Uniform, Parzen). Using a Uniform window
and setting M = n − 1 in equation (1.62) gives the estimate (1.50), hence the
indirect bispectrum estimate can be viewed as a smoothed version of the direct
when M < n− 1.
Subba Rao & Gabr (1984) show that the variance in the estimate (1.62),
excluding the manifolds (ωk = 0, ωj = ωk), is given by
var{bˆsI(ωj , ωk)} =
M2V
n








so for a consistent estimate M should be selected so that as n → ∞ then
M → ∞ but M2/n → 0. The optimum window in terms of the minimisation




{ν(r, s) + ν(−r, s− r) + ν(r − s,−s)}
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where
ν(r, s) =
2r2 + 2s2 + rs
pir3s3
cos{(s− r)pi} − s− r
r2s2
{sin(s− r)pi}.
Subba Rao & Gabr (1984) demonstrated that this window gave the best trade
off between the theoretical variance and bias of the estimate (1.62) when com-
pared to four other common spectral windows. In a simulation study of the
bilinear series Xt = 0.4Xt−1 + 0.4Xt−1εt−1 + εt, for n = 1000 and M = 5, 7, 8,
their optimum window gave the best mean square error between the smoothed
estimate and the known shape using the results from Section 1.2.2.
Automatic choices of the truncation point, such as M =
√
n, ignore the
fact that non-linear interactions in the third-order moment may exist out-
side µ(r, s), r, s ≤ M . Further using the windowed estimate (1.62) reduces
the number of asymptotically independent bispectrum values to approximately




An alternative method of smoothing the bispectrum is to split the time
series into K equal non-overlapping records of length M˜ , so KM˜ = n. We
then estimate the bispectrum in each sample, and form an overall estimate by
averaging over the samples (Nikias & Petropulu 1993). The great advantage of
this method is that we reduce the variance whilst keeping the coordinate values
asymptotically independent when using the direct estimate. The disadvantage
is that we lose information at lower frequencies, the maximal cycle that we can
now observe is f1 = M˜ instead of f1 = n. Also the number of asymptotically
independent bispectrum values is reduced by K2. We label this method the
averaged estimate and the stages using the direct estimate are as follows.
1. Segment the observed data of length n into K records of size M˜ labelled,
{X1,1, . . . , XM˜,1, X1,2, . . . , XM˜,2, . . . , XM˜,K}.
2. Estimate the bispectrum for each record
bˆ
(r)
D (ωj , ωk) =
1
M˜

















3. Form the overall estimate







D (ωj , ωk). (1.63)
This procedure can also be used to estimate the indirect bispectrum or the third-
order moment (although Swami (1993) warned against using this method for
cumulants as it does not reduce the asymptotic variance). The estimate (1.63)
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will also be asymptotically complex Normal. The variance for this estimate
(Nikias & Petropulu 1993) is given by
var{bˆsD(ωj , ωk)} =
M˜
K
s(ωj)s(ωk)s(ωj + ωk), 0 < ωk < ωj < pi
so for a consistent estimate we require K > M˜ .
A comparison of the asymptotically independent values realised using the
averaging method and the window smoothed method, equation (1.62), is given
in Figure 1.13, for the sunspot data, n = 280. For the averaging method we
use K = 5, M˜ = 56, and for the window smoothed method we set M = 5 and
use the Parzen window. There are 6487 asymptotically independent values for
unsmoothed direct bispectrum estimate, 252 for the averaged smoothed and 60
for the Parzen window smoothed estimate. The maximum value for the direct
estimate is bˆI(5pi28 ,
3pi
140) = 9.7 × 107, for the averaged smoothed bˆsD(5pi28 , pi28) =
9.5× 104, and for the Parzen window smoothed bˆsI(pi5 , 3pi70 ) = 9.4× 105.
Zoubir & Iskander (1999) voiced concerns over the asymptotic Gaussian
result given by Van Ness (1966) for small sample sizes. We can test the asymp-
totic Gaussian hypothesis empirically. Figure 1.14 show the values of the real
part of the direct bispectrum estimate for an uncorrelated Gaussian series of
length n = 100 over the principal region ∆, excluding the manifolds ωj = ωk
and ωk = 0. The left column shows the direct estimate the right column uses
the window function on the third order moment in the estimate (1.62) with
M = n − 1 and the triangular window h(r, s) = 1 − ϕn−1 , ϕ = max(|r|, |s|).
There are 784 values in total, for the direct estimate the mean is -0.0011 and
the variance 0.0017, for the smoothed data the mean is -0.0014 and the vari-
ance is 0.00055. Neither estimate appears Gaussian as confirmed by the Nor-
mal probability plot which indicates heavy tails. The reason appears to be
the distribution of XtXt+rXt+s which is a distribution with large tails when
Xt ∼ N(0, 1).
We note that leakage (Section 1.1.5) is a potential problem for both the
direct and indirect estimate. For the indirect estimate, which uses a truncated
third order moment, this could be a particular problem at low frequencies.
Truncating the third order moment increases the influence of the third order
moment at µ(0, 0) on values of the bispectrum at locations other than (0, 0),
and this influence is potentially greater at lower frequencies. As the value at
µ(0, 0) reflect the skewness of the series this is more likely to be an issue for
non-symmetric series. We discuss this problem using empirical examples later
(Section 1.2.9).
1.2.7 Some existing tests of non-linearity, non-Gaussianity and
independence
A first heuristic step of assessing non-linearity (and non-Gaussianity) is to ex-
amine a three dimension plot of the real, imaginary and modulus bispectrum
estimates. As we show later (Section 1.2.9) this can be a useful exercise, but
like interpreting the correlogram it is an inexact art. Two formal frequency-
domain tests for non-linearity have been based on the frequency-bicoherence
result (1.34) (Subba Rao & Gabr 1980, Hinich 1982). Both works test two dis-





for a Gaussian series); and that it is linear, by testing if Bf (., .) is constant.




































































Figure 1.13: Comparison of asymptotically independent values and bispec-
trum estimates using the direct (top row), averaged (centre row) and window
smoothed (bottom row) bispectrum estimates of the sunspot series
left column - contour plot of asymptotically independent values, right column - modulus
bispectrum
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Figure 1.14: Histogram (top row) and Normal probability plot (bottom row) of
the real part of the direct bispectrum for a realised Gaussian white noise series
n = 100 (left column), smoothed estimate (right column)
Normal probability plots indicate that both distributions have heavy tails
Subba Rao and Gabr (1980)
To estimate the bicoherenceBf (ωj , ωk) Subba Rao & Gabr (1980) use a smoothed
version of the indirect bispectrum equation (1.62), and the spectrum estimate
(1.20) with a Parzen window (1.22). This test uses a selection of Fourier fre-
quencies in ∆. The Fourier frequency coordinates are selected by first choosing
a group of frequencies (ωj , ωk), ωj = jpi/S, ωk = kpi/S, j = 1, 2, . . . , L, k =
j +1, j +2, . . . , L′(j), where L = 2S/3, L′(j) = S − (j/2)− 1. At each of these
group coordinates a further selection of frequencies is made using
ωpj = ωj +
pdpi
n
, p = −r,−r + 1, . . . , 0, 1, . . . , r
ωpk = ωk +
pdpi
n
, p = −r,−r + 1, . . . , 0, 1, . . . , r.
This results in P groups of frequencies pairs (ω˜j , ω˜k) with (4r + 1) pairs in
each group. As the test uses the smoothed spectrum and bispectrum, selec-
tions are made at an appropriate distance apart so they remain asymptoti-
cally independent. This is done by choosing d so that rdpi/n > M . For the
sunspot series for the years 1700–1955 (n = 256), Subba Rao & Gabr used
M = 30, S = 6, d = 8, r = 2, hence the selected frequency ordinates do not
correspond directly to the Fourier frequencies. Choosing S as a multiple of n
results in ordinates that directly match the Fourier frequencies. The Subba Rao
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& Gabr selection of frequencies for the sunspot data is illustrated in Figure 1.15
with a contour plot of the indirect estimate of the bispectrum using a Parzen


















Figure 1.15: Contour plot of the indirect estimate of the sunspot series (n =
256, M = 30) overlayed with the frequency co-ordinate selection of Subba Rao
& Gabr (+)
(ω˜j , ω˜k) from the total 5547 in ∆. There is a clear lack of selected frequencies
between ωk = 0 and ωk = pi10 . Further the contour plot illustrates that the
selections miss some of the largest peaks in the indirect estimate of the bispec-
trum. This method of frequency selection may also be an issue for other types of
non-linear processes. As we saw earlier (Section 1.2.3) the non-linear Quadratic
phase data have a single peak at the coupled phases when using the direct esti-
mate. When using the indirect estimate the effect of this single peak is leaked
into surrounding frequencies but the number of large frequencies may still be
small (depending on M) and isolated (depending on the coupled frequencies,
Section 1.2.9). Hence the Subba Rao & Gabr test may falsely accept the null
hypothesis for non-linear Quadratic phase series with a high probability.
Subba Rao & Gabr use a likelihood ratio method to test the null hypoth-
esis that the series is Gaussian by testing that bˆ(ωj , ωk) = 0 for the selected
frequencies. However, all linear series with a symmetric marginal error distri-
bution (e.g., Uniform, t-distribution) will give µ(r, s) = 0, and hence b(., .) = 0.
In a simulation study Zoubir & Iskander (1999) confirmed that the Subba Rao
& Gabr test is a test of symmetry and not pure Gaussianity. In their simulation
results the Subba Rao & Gabr null hypothesis of Gaussianity was accepted on
98% and 93% of occasions for an i.i.d. Uniform series of length n = 256 and
n = 512 respectively.
If the symmetry null hypothesis is rejected the authors test the null hy-




j,k Bˆ(ω˜j , ω˜k), for l = 1, . . . , P , where each summation extends over the





(SMl − SM)(SMl − SM)′.





1 −1 0 . . . 0
0 1 −1 . . . 0
...
. . .
0 0 . . . 1 −1

(P−1×P )
which gives the test statistic





Hence SGL = 4r−PP−1 T
2, has an F -distribution with (P − 1, 4r − P ) degrees of
freedom under the null hypothesis of linearity. This is assuming that Bˆ(., .) has
a complex Normal distribution under the null hypothesis. An apparent failing
of the method is that under the null hypothesis all the means {SM} will be
equal and hence the matrix SMV will be singular. However this was not a
problem for the example linear series given in Subba Rao & Gabr (1984).
Subba Rao & Gabr (1984) updated the test to include frequencies along the
manifold ωk = 0. If the linear null hypothesis is accepted then a further set of
frequencies along (ωj , 0), is sampled according to their original selection criteria.
The same test procedure is then applied to this data. The reasoning for not
including this sample in the original selection was due to the different variance
in the bispectrum on this manifold which would invalidate the construction of
the F statistic.
In Subba Rao & Gabr (1984) both the Gaussian and linear tests are applied
to the sunspot data (n = 256, M = 20, P = 7) and the lynx series (n =
114, M = 16, P = 7). See Appendix A for more details on these data sets.
The method indicated that the sunspot and lynx series were non-linear and non-
Gaussian but the log-transformed lynx data were linear with an asymmetric
marginal distribution. A small simulation study of two linear AR(2) and two
non-linear bilinear time series of length n = 600 using M = 60, showed good
power and size for the test.
Hinich (1982)
Hinich (1982) modified the Subba Rao test to use all the bispectrum Fourier
frequency gridpoints. The test assumes that for large sample sizes the bis-
pectrum and frequency-bicoherence will be asymptotically complex Gaussian.
The methodology relies on the same principle used by Subba Rao & Gabr that
Bf (ωj , ωk) will be constant for a linear series, expression (1.34). The test uses
the direct estimate (1.50) which is smoothed using a square window







bˆD(ωj+j′ , ωk+k′) (1.65)
withM ′ = nc which is rounded to the nearest integer. The variance of this esti-
mate assuming that the terms in the summations are restricted to ∆ excluding
the manifolds ωk = 0, ωj = ωk, is given by
var{bˆsD(ωj , ωk)} '
n
(M ′)2





, 0 < ωk < ωj
Note we useM ′ here to separate this smoothing parameter from the truncation
limitM for the indirect estimate. Both values control the amount of smoothing
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of their respective estimates. The choice of c controls the trade off between the
bias and variance of the estimate bˆsD(., .). The author suggests setting c slightly
greater than 12 to give a consistent estimate. Using the smoothed bispectrum
aggregates independent values to form squares that remain mutually asymp-
totically independent. This reduces the number of asymptotically independent







2] (or n2/{12(M ′)2}). As the test uses all points in the bispec-
trum a slightly different formulation of the normalised frequency-bicoherence
statistic (1.33) is used, given by




where Qj,k is the number of Fourier frequency gridpoints in the square window
that are also in ∆. This adjustment is required to maintain the consistency and
bias of the estimate as squares that overlap the borders of the region (1.29) will
have less than (M ′)2 points, although this adjustment was not used in Ashley,
Patterson & Hinich (1986). The spectral estimate sˆ(ω) used was equation (1.24)
with M =M ′/2. Hinich then defines




where the summation is restricted to the terms in each of the P ′ groups. As
the values of Bˆ(., .) are asymptotically complex Normal, then, under the null
hypothesis of linearity, each of the P ′ estimates of HM(j, k) has an asymptotic
non-central Chi-squared distribution. The test computes an expected paramet-
ric range statistic of HM(j, k) and rejects or accepts the null hypothesis of
linearity by comparing this expected range to the observed. The reasoning is
that if the null hypothesis is true then the frequency-bicoherence should be flat
which would result in a narrow range of values for equation (1.66). The origi-
nal range statistic suggested was the inter-quartile range (IQR), but later work
used the 80% quantile and the inter-decile range (IDR) (Patterson & Ashley
2000).
There are some drawbacks to this test. As significant non-linear effects can
occur in relatively small areas of the bispectrum (such as a Quadratic phase
series) the range statistic may be insensitive to some types of non-linearity
and lead to a false acceptance of the null with large probability. A further
disadvantage of making a summary measure of the bispectrum is that informa-
tion concerning the important frequencies is lost. So the test may differentiate
between linear and non-linear series but provides no clue as to the form of
non-linearity (although the author attempts to do this by visually assessing the
bicoherence). The smoothing method and value of c suggested greatly reduces
the number of asymptotic independent values and hence the test does not have
enough values to form a good estimate of the IQR for short series. To have
P ′ = 100 with M ′ = n0.5 + 1 requires a series of length n = 1246. As we show
in a later Chapter (Section 3.3.4), the direct bispectrum estimate that uses all
values of the third-order moment over {0 ≤ r ≤ s < n}, may not be as sensitive
to non-linearity as the indirect estimate which uses a bounded region of the
third order moment {0 ≤ r ≤ s ≤M}.
Importantly Garth & Bresler (1996) raised some concerns with the asymp-
totic assumptions required to form the test statistic. As the number of DFT
values increase without bound as n→∞, the assumption that the bispectrum
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will converge to a non-central Chi-squared distribution is violated (as this re-
quires a finite number of variables). They illustrated the point using the sums




















Hence for a non-Gaussian sequence this covariance is not zero. The depen-
dence would asymptotically disappear if the summation in the DFT is over a
finite subset M < n, which is true for the indirect estimate. As the Hinich
test involves sums of such variables (through the direct bispectrum estimate)
the asymptotic correlation invalidates the proposed χ2 approximation. Finally
Swami (1993) points out that the bicoherence will not be constant if the signal
is corrupted by coloured Gaussian noise, which could lead to false rejections of
the null hypothesis.
The above are likely reasons for the reported low power of the Hinich test
(Tong 1990). However Ashley et al. (1986) showed good power using a simula-
tion study when n ≥ 256, for non-linear BL(0.7,2,1), BLE(0.8,1,2) and Thresh-
old Autoregressive processes (see later Table 1.1) using Gaussian noise. This
work also compared the results using M ′ = n0.5 + 1 and M ′ = 0.7(n0.5 + 1)
and reported better convergence with the smaller value, although this gives an
inconsistent estimate of the bispectrum (1.65). Using the smaller smoothing
square results in more values (P ′) with which to estimate the range statistic
and is the likely reason for the better convergence. The study also showed im-
proved power using the 80% quantile as the range statistic as opposed to the
IQR. This may be because a wider range statistic is more sensitive to a small
region of significant bicoherence values.
Patterson & Ashley (2000) compared the Hinich test with five other tests of
non-linearity using n = 200, M ′ = 24 which results in P ′ = 5. The test gave an
inflated type I error rate for linear AR(2) data and poor power on the ARCH(4)
and GARCH(1,1) and TAR(2;1,1) data defined in the Table 1.1 (although the
TAR data has a threshold of 1 not 0.5). This low power is not surprising given
the very small P ′. Patterson & Ashley (2000) concluded that the BDS test has
the greatest power to detect non-linearity, this is a non-parametric test which
we detail later in this section.
Hinich & Patterson (1985) used the Hinich test on fifteen time series from the
New York Stock exchange for July 1962 to December 1977 (each with n = 3881)
with c = 0.5 and claimed that all series were non-Gaussian and non-linear.
Brockett, Hinich & Patterson (1988) examined some common stock-price series
with n = 249 and M ′ = 20 and showed significant non-linearity using the test.
They also demonstrated some concordance in the frequency locations of the
large bicoherence values across the series, indicating that the separate series
have a similar non-linear mechanism. Hinich & Wilson (1990) showed obvious
increases in power with a greater SNR and greater skewness using n = 10 000.
The work also showed an exponential degradation of power with decreasing n.
As we show later (Section 1.2.10) the Hinich test has been used in practical
applications and the author has produced a public domain FORTRAN program.
This routine is available in a more user-friendly version in the FORTRAN code
of the non-linear toolkit version 4.52 detailed in Patterson & Ashley (2000).
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Note the MATLAB code GLSTAT that claims to calculate the Hinich test is
incorrect (it has been withdrawn in version 6.1).
The Hinich and Subba Rao tests were compared by Drunat, Dufrenot &
Mathieu (1998). They reported an association between the choice of S and the
probability of the null hypothesis being rejected for the Subba Rao & Gabr
test, with higher values of S leading to greater probability. On a set of log
transformed exchange rates of length n = 1060 and n = 530 they used M =√
n, S = 5, r = 1 for the Subba Rao & Gabr test leading to P = 5 groups of
size 5. They concluded that the exchange rates were strongly non-linear. Using
the same series they showed comparable (but not identical) results using the
Hinich test with M ′ = 0.7
√
n.
Other third order based tests of non-linearity
Sakaguchi (1991) considered the conditions for a series to have a linear bispec-
trum of the type equation (1.31). The assumptions were that the bispectrum
was non-zero over the entire region ∆, and that b(ωj , ωk) was partially dif-
ferentiable once with respect to ωj . For the series to be linear the following
conditions were shown to be equivalent
• For any (λ1, λ2, λ3), the bispectrum b(ωj , ωk) over the entire region satis-
fies the relation
b(λ1, λ2)b(λ3, 0)b(−λ1 + λ3,−λ2 − λ3) =
b(λ2, λ3)b(0,−λ1 − λ2)b(−λ1 + λ3,−λ3). (1.67)
• There exists a complex function H(ω) such that
b(ωj , ωk) = cH(ωj)H(ωk)H(−ωj − ωk)
where c 6= 0.
The first relation was proved using the symmetries of the first partial derivative
of the bispectrum. The second relation is the previously given equation (1.31).
The value of the extra relation (1.67) was demonstrated using the non-linear
process defined by
Xt = εt(1 + εt−1) + (²2t − 1)
where εt and ²t are independent and Gaussian i.i.d. processes with zero mean
and unit variance. For the above process the left hand side of equation (1.67) is
equal to 600 whilst the right hand side is equal to 728 indicating the series is non-
linear. Further this implies that this series cannot be represented using equation
(1.31). The study conclusions were that the relation (1.67) could be used as a
test of non-linearity, and that approximating the bispectra of non-linear series
using direct bispectrum estimate, which assumes that the bispectrum of any
series can be represented using the triple product of the transfer function H(ω),
is not always valid.
A bootstrap algorithm of Zoubir & Iskander (1996), Zoubir & Iskander
(1999) used the bispectrum to test the null hypothesis that the data arise from
a symmetric linear process by testing if b(., .) = 0. (We give a detailed ac-
count of the bootstrap method later in Chapter 3.) The motivation was that
Hinich, and Subba Rao & Gabr tests of Gaussianity are only useful where large
amounts of data are available, and rely on the asymptotic Normality of the bis-
pectrum which may be violated for small sample sizes. The proposed method
used the segmented estimate of the direct bispectrum (1.63), and examined a
reduced form of the region ∆, by excluding the bispectrum along ωk = 0 (which
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leads to a set of exchangeable residuals under the null hypothesis). The test
assesses whether the bispectrum is constant and zero over the K segments from
the averaging method (Section 1.2.6), hence it will also be sensitive to non-




D (ωj , ωk) = b(ωj , ωk) + εj,k
√
V (ωj , ωk)
where V (., .) is the variance of the bispectrum under the linear null hypothesis
and r = 1, . . . ,K. If the null hypothesis is true then εj,k will be constant and
zero over the defined region. The errors εj,k are estimated using the pivoted
difference of each segments estimated bispectrum bˆ(r)D (ωj , ωk), from the overall
estimate bˆsD(ωj , ωk). The estimated residuals are then centred and a standard
bootstrap sample is created. A bootstrap estimate of the overall bispectrum
can then be constructed, this is repeated B times and the results are compared
to the actual bispectrum. Simulation results on three stationary linear series
driven by a number of different symmetric (Gaussian, Uniform, Laplace) and
non-symmetric errors showed that the Subba Rao & Gabr test of Gaussianity
gave an incorrectly high type I error for large n = 4096. Using n = 256, n = 512
and K = 16 the Zoubir and Iskander test gave a rejection level of 5% or less
(in most cases) for linear series with symmetric errors, and showed improved
power over the Subba Rao & Gabr test for series driven by non-symmetric
errors. The biggest difference between the tests for the symmetric series was
using the Laplace errors where the Subba Rao & Gabr test gave rejection rates
of between 38% and 45% for n = 200, whereas the Zoubir and Iskander test
rejected between 3% and 13%.
Terdik & Math (1998) use the bispectrum to check if the best predictor of
the series is linear, and deem the series to be linear if this is accepted against
the alternative that the best predictor is quadratic. The method uses the result
that if the series is linear then the bispectrum of the series errors has an additive
form (Section 1.2.1). A test statistic was constructed using the estimated inno-
vation sequence from a linear fit (with order determined by the AIC). It relies
on the assumption of asymptotic Normality of the bispectrum. The method is
compared with the Hinich test but only showed an improvement for linear Her-
mite polynomial data. Clearly the alternative hypothesis presents limitations
in that it only examines second order features in departure from the null.
Tugnait (1994) discussed the performance of the Subba Rao & Gabr (1984)
test in the presence of noise. The observed series was assumed to be the sum
of a signal (possibly stochastic) and set of noise observations (not necessarily
i.i.d.) with a symmetric marginal distribution. The author presented the case
where the noise series has a zero bispectrum but non-constant spectrum. In this
case the relation (1.34) no longer holds. In order to overcome this problem the
spectrum was estimated using the estimated log bispectrum values in a similar
framework to Raghuveer & Nikias (1985) (Section 1.2.4). The bispectrum was
estimated by averaging the direct estimate over K segments of the data. The
test uses a subset of the values of the bispectrum in ∆ using a similar selection
process to that of Subba Rao & Gabr (1984). After forming the bicoherence
the test statistic formulation is given by (1.64). A simulation study used 1000
generated series of length n = 1984 and K = 31. The results showed a high
type I error rate for the test of Subba Rao & Gabr (1984) as compared to the
proposed test using a linear non-Gaussian MA(10) signal with AR(1) noise.
The proposed test remained close to the desired 5% level and was invariant to
a decreasing signal-to-noise ratio. The author reported comparable results to
the Subba Rao & Gabr test for detecting a non-linear bilinear series equation
(1.37), with a = 0.8, b = 0.4 and εt ∼ N(0, 1).
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The time-bicoherence, equation (1.32), was proposed by Giannakis & Tsat-
sanis (1991) but the idea was not developed into a formal test of linearity.
The paper did show a parametric test for Gaussianity by putting the estimated
third-order moments (1.54) up to a lag M into a vector
cˆ3x = [µˆ(0, 0), µˆ(1, 0), . . . , µˆ(M,M)] ,
which is an (M + 1)(M + 2)/2× 1 vector, and forming a test statistic
ncˆ′3xΣˆccˆ3x,
which under the null hypothesis of Gaussianity has an asymptotic Chi-squared
distribution with (M + 1)(M + 2)/2 degrees of freedom. The matrix Σˆc is
estimated using expressions in Friedlander & Porat (1990). Results for this
Gaussianity test were presented in Giannakis & Tsatsanis (1994) using a simu-
lation study of a stationary ARMA(2,1) model with Gaussian and Exponential
noise. UsingM = 7 the results showed an improvement over the Hinich test for
Gaussianity for 250 < n < 1500, by correctly identifying non-Gaussian noise
on a higher number of occasions. The major drawback to this test is that it is
required to estimate Σˆc and select a value forM . ChoosingM becomes difficult
when the true model order is unknown: the authors do not discuss the sensitiv-
ity of the test in relation to the choice of M . However an interesting comment
was that they found a small M (between 5 and 10) was adequate to infer non-
Gaussianity using simulated non-Gaussian series. In testing a real seismic data
set of length n = 1000, M = 3 was large enough to confirm non-Gaussianity.
The test was extended to examine the fourth order cumulant equation (1.55),
using a similar framework as that for testing the third order moment. This test
is advocated if the Gaussian test is accepted at the third order. The aim of this
extension to the fourth order being to clarify that the series is Gaussian, which
has E(ε4t ) = 0, and not some other symmetric i.i.d. process. The fourth order
test might be expected to have power against Uniform and Laplace (double
exponential) distributions that appear Gaussian in the third order.
If the third and fourth order Gaussian hypotheses are rejected then Gi-
annakis & Tsatsanis (1991) propose checking the constancy of the estimated
time-bicoherence as a heuristic test of linearity. The premise of testing for
non-linearity is the same as for the frequency-bicoherence where the observed
statistic is judged to be constant and hence linear or non-constant and hence
non-linear. The linearity test is graphical rather than formal and uses the
estimated time domain bicoherence defined as
Bˆt(r, s) =
∑M
r′,s′,=−M µˆ(r′, s′)µˆ(r + r′, s+ s′)∑M
j=−M γˆ(j)γˆ(j + r)γˆ(j + s)
. (1.68)
A vectorised equation (1.68) is plotted against lag, {r = 1, . . . , n − 1, s =
r, . . . , n− 1}, and the constancy of the statistic determined by eye.
Other tests of non-linearity
Keenan (1985) presented a time-domain test for non-linearity that is equivalent
to testing {β′{j,k}} = 0, ∀ j, k, in the quadratic Volterra model equation (1.25).
For a time series {Xt} the first stage is to estimate the linear parameters of
the model {βj} using an AR(p) model. The estimates from this model {xˆt} are
then used to estimate the residuals, εˆt = Xt− xˆt. The next step is to regress xˆ2t
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on {1, Xt−1, . . . , Xt−p} and calculate the second set of residuals (²ˆt) from these






where ηˆ0 is the regression coefficient from the last regression. Under the null
hypothesis that {β′{j,k}} = 0, ∀ j, k, ηˆ is asymptotically zero mean Normal with
variance σ2ε . A simulation study showed good size and power for small n = 70,
although the results did seem dependent upon the model order as results were
given using both an AR(4) and AR(8) model for the initial linear model.
The BDS test (Brock, Dechert, Scheinkman & LeBaron 1996) essentially
splits the series into many regions and assesses if they are similar as would
be expected if the process is i.i.d.. To test for non-linearity the null hypoth-
esis is that the estimated residuals (εt) from a linear fit to the data have a
generating process that is i.i.d.. In the first stage an m-history is defined as
εmt = (εt, . . . , εt+m−1)
′. The correlation integral is a measure of the frequency















1, ||εmt − εms || < ²
0, otherwise
where ||u|| = max1≤k≤m{|uk|}. Hence values of Cm(²) ≥ 1 indicate agreement
with an uncorrelated data set. Under the null hypothesis that the series is
uncorrelated a normalised version of Cm(²) has a standard Normal distribution
and hence the test can be compared to a parametric limit. A drawback is that
we have to choose two parameters both m and ², although Kantz & Schreiber
(1997) showed this can be turned to an advantage by plotting the statistic for a
range of ² and m to aid an overall decision about the series structure. Another
shortcoming for testing non-linearity is that the results are dependent on the
model that is first fitted to the data in order to extract the residuals. As stated
earlier Patterson & Ashley (2000) showed excellent power and size for this test
using m = 2 and ² = 1. The form of the statistic indicates that it is also
sensitive to non-stationary series. The asymptotic results of the test rely upon
the time series Xt, being strictly stationary.
Luukkonen, Saikkonen & Tera¨svirta (1988) tested for non-linearity by com-
paring the fit of a non-linear smooth transition autoregressive model to that
using a linear AR model. The tests were parametric and all had an asymp-
totic χ2 distribution under the null hypothesis of linearity. All tests were based
on fitting smooth transition autoregressive models to the data in question and
searching for a significant different between the residuals from this model and
those from fitting a linear least squares alternative. A similar method was pro-
posed by Benghabrit & Hallin (1998) to test between the suitability of an AR(p)
and a diagonal bilinear model.
Hinich & Wolinsky (1988) proposed the use of the bispectrum to test for
aliasing (Section 1.1.5). If a series is band limited then it will have no spectral
energy beyond this limit and hence in the principle region ∆, its bispectrum will
be zero outside the triangle with vertices, (0, 0), (ωbl, 0), (ωbl, ωbl). The highest








Figure 1.16: Isosceles triangle (IT) and odd triangle (OT) region of the principle
bispectrum domain ∆
frequency observable in the bispectrum of a discrete series is ωn/2 = pi, so a
series with no aliasing should only have non-zero values in the IT region shown
in Figure 1.16. As we saw earlier (Section 1.2.1), the discrete bispectrum is
completely defined within ∆. Therefore Hinich & Wolinsky (1988) looked for
aliased series by using a parametric test statistic of the sum of the modulus
squared frequency-bicoherence in the OT region which has an asymptotically
Chi-squared distribution. However as pointed out by Swami (1993) series that
are not aliased can also have a non-zero OT bispectrum region. A series band
limited to [ωa, ωb] with 2ωa ≥ ωb and adequate sample rate ≥ 1/2fb, will be
non-zero in OT.
Sharfer & Messer (1994) show that the bispectrum of a jittered series will
be non-zero in the OT region. The method uses the averaged indirect bispec-
trum estimate. A simulation with n = 105, K = 250, showed good power to
detect jitter but made no mention of the other possible causes of a non-zero
OT bispectrum. Hinich (1995) gives a discussion of his aliasing test in light of
subsequent criticism. He discusses the principle region of the bispectrum and
admits that a significant peak in the OT region does not exclusively indicate
aliasing.
Pflug, Ioup, Ioup & Field (1992) extended the Hinich aliasing test to the
trispectrum and examine processes with a known band limit in an attempt to
prevent the problems discussed above. Hinich (1990) uses the bispectrum to
detect a transient signal (i.e., one that exists for only a section of the sample)
in the presence of noise. However this test also uses the flawed principle that
the bispectrum of correctly sampled signal will be zero in the OT region.
1.2.8 Some examples of non-linear processes
In this section we briefly describe some commonly studied non-linear models
and give conditions for stationary.
A realisation of the stationary bilinear series, equation (1.36), BL(0.6,1,1)
with εt ∼ N(0, 1) and n = 100 is shown in Figure 1.17, together with its state
portrait (Kantz & Schreiber 1997). A state portrait is a plot of Xt−k against
Xt for t = k + 1, . . . , n, and can be a useful addition to a visual assessment of
the data in determining the progression of the series and the degree of noise.
State diagrams are also useful for demonstrating attractors and hence chaos.
50 Chapter 1






















Figure 1.17: Realisation of a stationary BL(0.6,1,1) series with state portrait
(XtXt−1)
Series generated using Xt = 0.6Xt−1εt−1 + εt, εt ∼ N(0, 1), n = 100.
An attractor is the subspace that the system approaches, and then lies on, after
some transient space of time (see Figure 1.18).
A
Figure 1.18: Pictorial representation of an attractor (A) using a state portrait
The raw plot of the data is also useful in its own right for giving an indication
of the series periodicity, stationarity and also whether there are any intermittent
periods (such a when a series alternates between a regular cycle and a chaos).
The plot of the bilinear data (Figure 1.17) shows a series with some positive
skewness, the state portrait (using Xt−1) captures the positive skewness in the
data through the sojourns in top right corner. As a contrast Figure 1.19 shows a
realisation from Xt = εt, where {εt} is the noise input for the bilinear example.
This is a completely uncorrelated series and so the state portrait should tend
towards circular noise.
A threshold autoregressive (TAR) process is an example of non-linearity
being caused through a parameter change. We define the TAR model
Xt =
{
a1Xt−d + εt, Xt−d < Ω
a2Xt−d + εt, Xt−d ≥ Ω. (1.70)
Tong & Lim (1980) give a detailed discussion of such series and label d as the
delay parameter and Ω as the threshold. A stationary realisation of this series
using Ω = 0.5, a1 = −0.5, a2 = 0.4, d = 1, εt ∼ N(0, 1), is shown in Figure
1.20. The parameters chosen for this series cause asymmetric periodicities in
the data. That is the cycles have steep inclines and more gradual declines.
This is shown further by the repeated triangular pattern in the state portrait,
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Figure 1.19: Realisation of a white noise series with state portrait
Series generated using Xt = εt, εt ∼ N(0, 1), n = 100.


















Figure 1.20: Realisation of a stationary TAR series with state portrait
Series generated using Xt = −0.5Xt−1+ εt, Xt−1 < 0.5, 0.4Xt−1+ εt, Xt−1 ≥ 1, εt ∼
N(0, 1), n = 100.
indicating that the cycle period is three. The above TAR model is stationary
if, a1 < 1, a2 < 1, a1a2 < 1 and E(|εt|) <∞ (Tong 1990).













If Xt is an ARCH process then X2t is a bilinear process. An ARCH(p) process is
stationary to the second order if and only if,
∑p
j=1 φj < 1 (Tong 1990). Figure
1.21 shows a realisation of the non-stationary ARCH(4) process using
ht = 0.000019 + 0.846{X2t−1 + 0.3X2t−2 + 0.2X2t−3 + 0.1X2t−4}
The plot shows how this particular realisation has a transitional period (t =
30, . . . , 50) with a much larger marginal variance. The state portrait can be
interpreted as an attractor located at (Xt, Xt−1) = (0, 0). The non-stationary
variance can be viewed as this attractor being ‘switched’ on and off.
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Figure 1.21: Realisation of a non-stationary ARCH(4) series with state portrait
Series generated using Xt =
√
htεt, ht = 0.000019+0.846{X2t−1+0.3X2t−2+0.2X2t−3+
0.1X2t−4, εt ∼ N(0, 1), n = 100.
In the above ARCH model the dependence in ht is of an AR type. An
extension to also include an MA dependence is the Generalised Autoregressive















A GARCH(p, q) series is stationary to the second order if and only if,
∑p
j=1 φj+∑q
k=1 βk < 1 (Gourieroux 1997).
State portraits for the sunspot data years 1700–1979 (n = 280) using k = 1
and k = 10 are shown in Figure 1.22. The skew and asymmetric circular
pattern in the state portrait for k = 1 may indicates either a TAR or a bilinear
generating process and indeed both have been successfully fitted to this data
as we show later (Section 4.5). We use k = 10 as this corresponds to the strong
periodicity in the data and hence we would expect to see a greater concentration
of values on the line Xt−10 = Xt.
1.2.9 Some examples of the third order moment and bispec-
trum
We use a simulation study to display the differences in the third order moment
and indirect estimate of the bispectrum over a range of processes. We use
simulation as a method of convenience as the theoretical third order moments
of non-linear series are potentially complex and involved (as we saw earlier for
the bilinear process in Section 1.2.2). We examine the processes detailed in
Table 1.1 (except for the linear long memory and AR(10) processes) and use
the indirect bispectrum estimate (1.52).
We use 1000 repetitions of each series and set M = 10 with n = 100 and
E(Xt) = 0. All generated series were sampled after a burn-in of 100 observa-
tions, and using a different random number seed for each realisation. We give
separate figures according to the groupings of linear and stationary, non-linear
and stationary, and non-linear and non-stationary. The GARCH(1,1) series is
included in the non-linear and non-stationary group even though it is actually
almost unstable (in terms of stationarity). In Figure 1.23 we show the mean
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Figure 1.22: State portraits of sunspot data Xt against Xt−1 (left panel) Xt
against Xt−10 (right panel)
For k = 1 the state portrait shows circular periodicity with varying degrees of skewness.
For k = 10 there is a greater concentration around the line Xt−10 = Xt.
third order moment over the simulations for two linear series. Figure 1.24 shows
the mean of the real and imaginary parts of the estimated bispectrum for two
linear series. Figure 1.25 shows the mean of the third order moment for the
non-linear stationary series. Figure 1.26 shows the mean of the third order
moment for the non-linear non-stationary series. Figure 1.27 shows the mean
of the real and imaginary indirect bispectrum estimate for the non-linear sta-
tionary series. Figure 1.28 shows the mean of the real and imaginary indirect
bispectrum estimate for the non-linear non-stationary series. Note the x and y
axes in the plots are arranged to give the best view of the results and are not
necessarily consistent between the panels of each figure. Also the scale on the
z-axis is not consistent between the panels of each figure. The mean at each
third order moment (r, s) and bispectrum frequency (ωj , ωk) coordinate is re-
alised independently over the 1000 simulated series. We examine both Gaussian
and non-Gaussian noise to highlight the effect this can have in the third-order.
For the AR(1) t-noise series εt ∼ t2(0, 1), and for the BL(0.4,1,1) t-noise series
εt ∼ t4(0, 1). For series with Gaussian noise εt ∼ N(0, 1). All simulated series
were sampled after a burn-in of 100 observations.
We know the linear AR(1) data with symmetric Gaussian noise should have
a constant zero bispectrum (Section 1.2.1) and this is borne out in the plots.
In the simulation study using t-noise in an AR(1) model often lead to realised
series with a large positive or negative skewness. The large negative value in
the third order moment at µ(0, 0) is due to the greater number of series with a
negative skewness in the 1000 simulations. As t-noise has a symmetric marginal
distribution the real and imaginary bispectrum of the AR(1) series should be
zero. The apparent structure in the mean of the real and imaginary parts of
the bispectrum appears to be due to the low signal to noise ratio of this model.
To investigate this further, and to negate the influence of a few extreme
simulation results, we plot the median of the third order moment and bispec-
trum over the 1000 simulations in Figure 1.29. The median of the imaginary
bispectrum for the AR(1) t-noise series appears reasonably flat and is centred
around zero. However, the median third order moment still shows a negative
skewness at µˆ(0, 0) and a negative value at µˆ(0, 1). The real part of the bispec-
trum estimate appears sensitive to the apparent non-zero values in the third
order moment at µˆ(0, 0) and µˆ(0, 1).
Further simulation work showed that the skewness in the generated AR(1)




























Figure 1.23: Mean of the estimated third-order moment from a simulation study
for two linear processes
(a)=AR(1), (b)=AR(1) t-noise. Results based on 1000 simulations of length n = 100






































































Figure 1.24: Mean of the real (left column) and imaginary (right column) indi-
rect estimate of the bispectrum from a simulation study for two linear processes
(a)=< AR(1), (b)== AR(1), (c)=< AR(1) t-noise, (d)== AR(1) t-noise. Results based
on 1000 simulations of length n = 100 using M = 10. All estimates should be zero
everywhere for a symmetric linear series.




















































Figure 1.25: Mean of the estimated third-order moment from a simulation study
for selected stationary non-linear processes
(a)=Quadratic phase, (b)=TAR(2;1,1), (c)=BL(0.4,1,1), (d)=BL(0.4,1,1). Results
based on 1000 simulations of length n = 100 using M = 10. For a symmetric lin-




























Figure 1.26: Mean of the estimated third-order moment from a simulation study
for selected non-linear non-stationary† processes
(a)=GARCH(1,1), (b)=ARCH(4).
† GARCH(1,1) series is almost unstable. Results based on 1000 simulations of length

















































































































































Figure 1.27: Mean of the estimated real (left column) and imaginary (right)
indirect bispectrum from a simulation study for stationary non-linear processes
(a)=< Q-phase, (b)== Q-phase, (c)=< TAR(2;1,1), (d)== TAR(2;1,1), (e)=<
BL(0.4,1,1), (f)== BL(0.4,1,1), (g)=< BL(0.4,5,5), (h)== BL(0.4,5,5). Results from
1000 simulations using n = 100, M = 10. All estimates should be zero everywhere for
a symmetric linear series.
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Table 1.1: Linear and non-linear and non-stationary data generating processes
Label Model Type†
AR(1) Xt = 0.4Xt−1 + εt LS
AR(10) Xt = −0.02Xt−1 − 0.38Xt−2 − 0.20Xt−3
−0.26Xt−4 − 0.05Xt−5 − 0.12Xt−6 − 0.27Xt−7 LS






memory s(ωj) = |ωj |−0.5, j = 0, . . . , n, ψj ∼ U [0, 2pi]
Quadratic Xt =
∑3
j=1 cos(ωjt+ φj) + εt,
phase ω1 = ω2 = pi/3, ω3 = pi, NLS
φ1, φ2 ∼ U [0, 2pi], φ3 = φ1 + φ2
TAR(2;1,1) Xt =
{−0.5Xt−1 + εt, Xt−1 < 0.5
0.4Xt−1 + εt, otherwise
NLS
BL(a, p, q) Xt = aXt−pεt−q + εt NL‡
GARCH(1,1) Xt = εt
√
ht NLS§
ht = 0.011 + 0.12X2t−1 + 0.85ht−1
ARCH(4) Xt = εt
√
ht
ht = 0.000019 + 0.846{X2t−1 + 0.3X2t−2 NLNS
+0.2X2t−3 + 0.1X2t−4}
† LS=Linear stationary, NL=Non-linear, NLS=Non-linear stationary, NLNS=Non-
linear non-stationary
‡ Conditions for stationarity in Section 1.2.8
§ This GARCH(1,1) model is almost unstable (in terms of stationarity)
IFFT=Inverse Fast Fourier Transform, TAR=Threshold Autoregressive,
ARCH=Autoregressive Conditionally Heteroscedastic. GARCH=Generalised
Autoregressive Conditionally Heteroscedastic, BL=Bilinear
This also lead to an estimated mean third order moment that was closer to the
expected zero value at all lags.
For the non-linear series we can see some clear differences dependent upon
the type of non-linearity. The largest part of the BL(0.4,1,1) third-order mo-
ment is at µˆ(0, 1), and for the BL(0.4,5,5) series is at µˆ(0, 5). This concurs with
the work from Section 1.2.2. The plots here for both bilinear series highlight
how there is pertinent information in both the real and imaginary bispectrum,
whereas the work to date (Section 1.2.2) has concentrated on the modulus.
The non-stationary ARCH and almost non-stationary GARCH series have
many peaks and troughs in their mean third-order moments. Over the simula-
tions the variance in the third order was comparatively large compared to the
results from stationary series. Also although individual simulation results re-
alised bispectra with apparent significant structure in the third order moment,
the (r, s) locations of the large values were not consistent. Hence the lack of a
consistent pattern in the mean third order moment despite the non-linearity in
the generating process.
The observed patterns in the Quadratic phase data concur with the theory
from Section 1.2.3. The series is symmetric hence the imaginary bispectrum
is zero. The real part shows a peak at the location of the coupled frequencies
(pi/3, pi/3), with smaller peaks at the harmonics (pi/6, pi/6), (pi/3, pi/6).










































































Figure 1.28: Mean of the real (left column) and imaginary (right column) indi-
rect estimate of the bispectrum from a simulation study for selected non-linear
non-stationary† processes
(a)=< GARCH(1,1), (b)== GARCH(1,1), (c)=< ARCH(4), (d)== ARCH(4).
† GARCH(1,1) series is almost unstable. Results based on 1000 simulations of length
n = 100 using M = 10. All estimates should be zero everywhere for a symmetric linear
series.
coincides with the threshold delay parameter equalling one. The shape of the
third order moment appears similar to that from a BL(0.4,1,1) model and the
steady slopes in the real and imaginary bispectra are also similar between these
two model types, albeit on a different scale.
Ispa´ny (1997) used a simulation study to examine the non-linear series
Xt = (a+ εt)Xt−1 + ²t
Xt = Yt + εt, Yt = f(εt−1)Yt−1 + g(εt−1)
where {εt} and {²t} are i.i.d. series with zero mean and constant variance and
are independent of one another. The bilinear series, equation (1.37), with a =
b = 0.1 was also examined. These three non-linear series were shown to have
a very similar theoretical spectrum to that of a linear AR(1) model, equation
(1.16). However a simulation study with n = 128, using the indirect estimate,
smoothed using a bell-shaped window, showed clear differences in the modulus
bispectrum for the three non-linear series and an AR(1) linear series.
1.2.10 Literature review of practical uses of the bispectrum
The bispectrum was first mentioned in an article by the prolific statistician
John Tukey in 1959 (Tukey 1959) where he promised, “interesting applications















































Figure 1.29: Median of the estimated third-order moment (a) and the real (b)
and imaginary (c) indirect estimate of the bispectrum from a simulation study
for an AR(1) t-noise process
Results based on 1000 simulations of length n = 100 using M = 10. All estimates
should be zero everywhere for a symmetric linear series.
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in diverse areas”; this statement has certainly been borne out.
The first practical analysis was presented in Hasselmann, Munk & Mac-
Donald (1963) concerning a non-linear pattern in ocean waves. A non-linear
interaction between the two primary linear cycles in the observed ocean data
was highlighted. The bispectrum was estimated by filtering the series through
successive low-pass filters, which were then multiplied by a similar set of high-
pass filtered series, and then averaged. A good agreement was shown between
the observed bispectrum and that from a theoretical model of ocean waves.
Neshyba & Sobey (1975) also used the bispectrum to analyse ocean wave data.
Longitudinal wave data collected over the same time period at seventeen collec-
tion points from a stretch of coastline, was analysed using the cross-bispectrum.
Phase coupling was found among the internal wave traces using the direct esti-
mate with n = 450. McComas & Briscoe (1980) used the bispectrum to search
for non-linear coupling in wave data. No detail was given on the bispectrum
estimate used or the size of data, although a full description of the theoret-
ical phase coupled bispectrum was presented. Masuda & Kuo (1981) refined
the theoretical model of Hasselmann et al. and used the bispectrum to check
the theoretical model against observed ocean data. Using the averaged direct
method with K = 20 runs of length M˜ = 1024, a better agreement to an
updated theoretical model was shown than that proposed by Hasselmann et
al.. Elgar & Guza (1985) used the real and imaginary bispectra to show non-
linear interactions in ocean waves, using a smoothed averaged direct method on
filtered data. The results generally agreed with the theoretical model of Hassel-
mann et al., although a complete model of ocean wave patterns may need higher
non-linear terms as some structure in the observed trispectrum was highlighted.
Rivola &White (1998) used the direct estimate of the frequency-bicoherence
to detect fatigue cracks in structures using sound waves. White noise was
resonated through cracked and normal beams and the response measured and
analysed. The cracked beams caused a frequency interaction in the white noise
which was highlighted by the bispectrum of the response, thus giving a quick
and non-destructive test of the beam integrity. The test data was of length
n = 16 384 and used the direct averaging method of bispectrum estimation with
K = 128. A similar study was undertaken by Xiang & Tso (2002) who used
the bispectrum to detect cracks in samples of concrete slabs. The bispectrum
was estimated using the averaged indirect method with n = 1024, M˜ = 128
and a Parzen smoothing window. To aid classification of the slabs into intact or
damaged (and the type of damage) the values of the bispectrum in the principal
region were vectorised and plotted in two-dimensions. The vector information
was employed in a neural network, with a training data set, to classify known
slabs. The method showed good ability to be able to delineate between intact
and broken slabs, and between two different types of flaws. Although the scatter
plots of series from damaged and non-damaged slabs appeared different enough
to define by eye.
Sato, Sasaki & Mori (1975) used the bispectrum to describe the action of
wind strength on a section of coast line where train safety was of concern. The
observed bispectrum indicated that the wind forces were non-Gaussian (as it
was non-zero) and similarities to a bispectrum from a linear model excited by
a Poisson impulse were shown.
A popular application area of the bispectrum is in fluid dynamics and tur-
bulence. Common features of the papers in this field are: the apparent exclusive
use of the averaged direct bispectrum, the prevalence of quadratic phase cou-
pling as the non-linear characteristic, and large sample sizes (presumably as
the researchers have few constraints on the amount of data observable). Yeh
& Van Atta (1973) investigated the non-linear properties of the spectral trans-
fer between velocity and temperature of a physical process. They used the
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imaginary part of the cross-bispectrum (between velocity and temperature) to
estimate the energy transfer between frequencies. Lii, Rosenblatt & Van Atta
(1976) examined the real and imaginary bispectrum for turbulence data using
the averaged direct method with K = 100 and M˜ = 1024. As the imaginary
bispectrum was approximately zero the series was likely to be time reversible.
The real part of the bispectrum was strictly negative and non-constant indicat-
ing a series with a negative skewness and some non-linear interaction. Van Atta
(1979) showed agreement between a proposed theoretical bispectrum and the
observed phase bispectrum for the turbulence data from Lii et al.. Kim & Pow-
ers (1979) used the averaged direct method for a real data set with n = 2048
and K = 32 to detect phase coupling in a physical system. A good agreement
was shown between the frequencies found to be phase coupled in an empiri-
cal experiment and those expected from a theoretical model. Miksad, Jones
& Powers (1983) used the frequency-bicoherence to study the quantitative fea-
tures of the non-linear interactions which govern the energy redistribution and
randomisation process during natural transition. Arter & Edwards (1986) used
the averaged direct method, with n = 1920 and M˜ = 24 to show quadratic
phase coupling in magnetic fluctuations. Ritz, Powers, Miksad & Solis (1988)
examined the transitioning flow in the wake of a flat plate. A direct estimate
smoothed using the averaging approach with M˜ = 512 and K = 64 highlighted
significant quadratic phase coupling.
Hajj, Miksad & Powers (1992) used the frequency cross bicoherence to detect
phase coupling. The frequencies of the coupled phases were used to examine the
energy transfer between two processes in a turbulence model. A real data set
of length n = 32 768 was analysed using the averaged direct bispectrum with
M˜ = 256. Elgar & Chandran (1993) demonstrated the use of the bicoherence
and tricoherence to identify phase coupled series. These techniques were then
applied to identify the coupled phases from a voltage circuit using the direct
averaged estimate. A similar study was presented in Elgar, Vanhoff, Aguirre,
Freitas & Chandran (1998) where the bispectrum and trispectrum of a proposed
polynomial model were shown to match the properties of sample data from the
voltage system. Chandran, Elgar & Pezeshki (1993) applied the bispectrum and
trispectrum to characterise the Duffing oscillator system. As this non-linear
system approached chaos the frequency-bicoherence tended to zero whereas the
normalised trispectrum displayed significant large values.
The bispectrum has been applied to heart rhythms measured using through
EEG. As discussed by Goldberger, Bhargava, West & Mandell (1985) these sig-
nals can be strongly non-linear. Two plausible non-linear features of such data
are subharmonic bifurcations (so the periodic features tend to split), and phase-
coupling, which leads to periodic resynchronisation of the heartbeat. Barnett,
Johnson, Naitoh, Hicks & Nute (1971) examined the direct bispectrum estimate
for EEG signals from eight subjects each with a large sample size of n = 8192.
Huber, Kleiner, Gasser & Dumermath (1971) examined phase relations using
the bispectrum and discussed the ability to uncover Poisson-triggered activity
using the modulus bicoherence. The modulus bispectrum from an EEG series
of length n = 4096, evaluated using the direct averaged method with K = 16,
highlighted an apparent non-linear interaction between the two largest linear
frequencies in the data, which could be due to phase coupling.
The bispectrum has been applied to the problem of speech recognition.
Wells (1985) used the bispectrum to delineate between unvoiced (fricative) and
voiced speech on the basis that unvoiced speech bispectra tend to zero. Realised
speech signals were first standardised by dividing by the sample standard devi-
ation, this controls for varying volumes between speakers. The averaged direct
bispectrum estimate, with K = 10 and M˜ = 64, showed similarities in the log-
transformed modulus bispectrum between two speakers for the voiced phonemes
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‘EE’ and ‘UR’. The study concluded that the bispectrum is useful for speech
recognition. Fulchiero & Spanias (1993) used the bispectrum to identify sections
of voiced and unvoiced speech. Sections of a real speech signal were first classi-
fied into frames, these frames were then further subdivided into segments. The
direct bispectrum was then calculated for all segments, in the example given
these segments were of length 64 for female speakers and 128 for males. Using
these relatively short sections has the further advantage that it removes the
problem of non-stationarity which is a common feature of speech data. Frames
with some ‘similar’ structure in the between segment bispectra were smoothed.
Frames where the estimated bispectra were unstructured (near zero) were clas-
sified as unvoiced speech and not smoothed. The smoothed and original frames
were then used to reconstruct the signal. This method showed an improvement
in the reconstructed signal using known sentence sequences corrupted by Gaus-
sian noise. Phythian, Chandran & Sridharan (1998) used the diagonal of the
bispectrum b(ωj , ωj), 0 ≤ ωj ≤ pi/2, in the problem of speaker recognition. The
data consisted of ten sentences from one-hundred speakers, and the bispectrum
was estimated using the averaged direct method with K = 8 and M˜ = 512. An
improvement in speaker recognition over a method based on the second order
FFT for speech contaminated with Gaussian noise was shown.
Table 1.2 gives a summary of the practical papers mentioned in this chap-
ter that used the bispectrum, together with the estimate used and the field
of application. On this evidence the direct method is more popular than the
indirect. Note that this is not a complete record of practical uses of the bis-
pectrum. Swami, Giannakis & Zhou (1997) contains 1759 references on higher-
order statistics dated until December 1996 (107 on ‘detection and classification’
and 32 on ‘identification’).
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Table 1.2: Summary of selected practical applications of the bispectrum over
time
Reference Estimate Field
(Hasselmann et al. 1963) Filter † Ocean
(Brillinger & Rosenblatt 1967b) Direct Sunspot
(Huber et al. 1971) Direct EEG
(Barnett et al. 1971) Direct EEG
(Yeh & Van Atta 1973) Direct Physics
(Sato et al. 1975) Not stated Wind
(Neshyba & Sobey 1975) Direct Ocean
(Kim & Powers 1979) Direct Physics
(McComas & Briscoe 1980) Not stated Ocean
(Masuda & Kuo 1981) Direct Ocean
(Miksad et al. 1983) Not stated Physics
(Subba Rao & Gabr 1984) Indirect Sunspot/Lynx
(Elgar & Guza 1985) Not stated Ocean
(Hinich & Patterson 1985) Direct Finance
(Wells 1985) Direct Speech
(Brockett et al. 1988) Direct Finance
(Ritz et al. 1988) Direct Physics
(Arter & Edwards 1986) Direct Physics
(Hajj et al. 1992) Direct Physics
(Fulchiero & Spanias 1993) Direct Speech
(Elgar & Chandran 1993) Direct Physics
(Jouny 1994) Parametric AR Radar
(Ma¨mpel et al. 1996) Trimmed indirect EEG
(Drunat et al. 1998) Direct & Indirect Finance
(Rivola & White 1998) Direct Materials
(Phythian et al. 1998) Direct Speech
(Xiang & Tso 2002) Indirect Materials
† see earlier in this section for further explanation
1.3 Summary of findings
We summarise the findings of this chapter as follows.
• The bispectrum and third order moment are useful tools for detecting
non-symmetry (in terms of the marginal distribution), non-linearity and
possibly non-stationarity.
• Two main estimates of the bispectrum exist, namely the direct and in-
direct. There is scope to compare the properties of these estimates and
their power to detect non-linearity.
• The values of the bispectrum and third order moment are dependent on
the type of non-linearity. Hence both may be useful instruments in the
problem of series identification. Also there has been little work concern-
ing the use of the bispectrum and third order moment to detect non-
stationarity.
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• The existing bispectrum-based tests of non-linearity are open to criticism.
The Subba Rao & Gabr test uses only a selection of the bispectrum val-
ues and hence may miss important values, the Hinich test is based on a
flawed asymptotic assumption. Both tests have been shown to have poor
power and size in cited simulation studies. There is a need for a non-
parametric test of non-linearity using either the bispectrum or the third
order moment.
• The bispectrum is a not uncommonly employed tool across a range of




To infinity and beyond!
Buzz Lightyear
To create a test of non-linearity based on the bispectrum or the third order
moment we need to know the distributional properties of its estimates under
linearity (as this is a possible null hypothesis). Two popular methods exist to
estimate the bispectrum that were introduced in the previous chapter (Section
1.2.4) called the direct and the indirect. In this chapter they are shown to have
different inferential properties for a white noise series, when M < n− 1 in the
indirect estimate. Both methods have their advantages and disadvantages when
compared to the other. In Chapter 3 we show how the indirect is generally more
useful for uncovering non-linearity and building a non-linear model when using a
bootstrap based statistic. In Chapter 5 we use the direct method to model non-
linearity in repeated time series as we require an estimate with asymptotically
independent values.
This chapter is motivated by a lack of knowledge about the inferential prop-
erties of the two estimates of the bispectrum (this deficiency being greater for
the indirect estimate). Information on the bias, consistency and covariance of
estimates of the bispectrum is essential for testing and modelling purposes. The
previous works in this area detailed in Section 1.2.5, deal in generalities in order
to examine the inferential properties over a wide range of inputs. Also most of
the work to date has concentrated on the properties of the direct estimate. The
work in this chapter closely examines the specific properties of the variances
for the real and imaginary parts of the direct and indirect estimates for two
linear series. The inferential properties for a white noise series are essential in
forming a bispectrum based test of Gaussianity, and give an indication of the
properties for a test of linearity (by using the Wold decomposition theorem).
We do not treat smoothed estimates of the bispectrum (see Section 1.2.1) as this
introduces additional covariance and greatly reduces the number of bispectrum
values available (Section 1.2.6).
Section 2.1 evaluates the variance of the direct estimate for a Gaussian
white noise series and Section 2.2 for the indirect estimate. Both estimates
are shown to be inconsistent, and the indirect has some covariance between
estimates of the bispectrum at distinct ordinates when M < n− 1. Departure
from independence as a function of M is considered. Section 2.3 examines the
variance for an MA series using the indirect estimate. In the last Section 2.4 we
detail a simulation study to estimate the variance of the third order moment and




We introduced the direct and indirect estimates in Section 1.2.4 and use the
notation without further introduction.
2.1 White noise series using the Direct method





then equation (1.28) becomes


























= H(ωj)H(ωk)H∗(ωj + ωk).
As proven by Brillinger (1965) the exchanges of the summations are justified
by Fubini’s theorem (for a series with finite and time-invariant moments up to
the third order). The above calculation implies an estimate for the bispectrum
with the Fourier transform H(ω) taken over the finite region of the data. Such
an estimate for the modulus bispectrum is given by equation (1.50), and for the
real and imaginary bispectrum by equation (1.51). The normalisation factor of
n−1 in these estimates arises from the estimate of the third order moment.
We now evaluate the variance of this estimate for a Gaussian white noise
series with non-zero moments, E(X2t ) = 1, E(X
4
t ) = 3, E(X
6
t ) = 15. To
evaluate the variance of the real part we first need to calculate the variance of























cos{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t3 − 1)}
cos{ωj(t4 − 1)} cos{ωk(t5 − 1)} cos{(ωj + ωk)(t6 − 1)}
cov (Xt1Xt2Xt3 , Xt4Xt5Xt6)
for a white noise series Xt ∼ N(0, 1), cov(Xt, Xt′) = 0, t 6= t′
cov (Xt1Xt2Xt3 , Xt4Xt5Xt6)
=

15, t1 = t2 = t3 = t4 = t5 = t6
3, t1 = t2 = t3 = t4, t5 = t6 6= t4, and 14 other combinations
1, t1 = t2 6= t3, t3 = t4 6= t5, t5 = t6 6= t1, and 14 other combinations
0, otherwise.
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The combinations in the above result arise from permutations of the time indices




















cos2{ωj(t1 − 1)} cos2{ωk(t1 − 1)} cos2{(ωj + ωk)(t2 − 1)}
+ cos2{ωj(t1 − 1)} cos2{ωk(t2 − 1)} cos2{(ωj + ωk)(t1 − 1)}
+ cos2{ωj(t2 − 1)} cos2{ωk(t1 − 1)} cos2{(ωj + ωk)(t1 − 1)}
+ 4 cos2{ωj(t1 − 1)} cos{ωk(t1 − 1)} cos{(ωj + ωk)(t1 − 1)} cos{ωk(t2 − 1)}
cos{(ωj + ωk)(t2 − 1)}
+ 4 cos{ωj(t1 − 1)} cos2{ωk(t1 − 1)} cos{(ωj + ωk)(t1 − 1)} cos{ωj(t2 − 1)}
cos{(ωj + ωk)(t2 − 1)}










t1 6=t2, t1 6=t3, t2 6=t3
[
cos2{ωj(t1 − 1)} cos2{ωk(t2 − 1)} cos2{(ωj + ωk)(t3 − 1)}
+ 4 cos{ωj(t1 − 1)} cos{ωk(t1 − 1)} cos{(ωj + ωk)(t2 − 1)} cos{ωj(t2 − 1)}
cos{ωk(t3 − 1)} cos{(ωj + ωk)(t3 − 1)}
+ 4 cos{ωj(t1 − 1)} cos{ωk(t1 − 1)} cos{(ωj + ωk)(t2 − 1)} cos{ωj(t3 − 1)}
cos{ωk(t2 − 1)} cos{(ωj + ωk)(t3 − 1)}
+ 2 cos2{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t2 − 1)} cos{ωk(t3 − 1)}
cos{(ωj + ωk)(t3 − 1)}
+ 2 cos{ωj(t1 − 1)} cos2{ωk(t2 − 1)} cos{(ωj + ωk)(t1 − 1)} cos{ωj(t3 − 1)}
cos{(ωj + ωk)(t3 − 1)}
+ 2 cos{ωj(t1 − 1)} cos{ωk(t1 − 1)} cos{ωj(t2 − 1)} cos{ωk(t2 − 1)}




15n3 + 45n2 + 15n, (ωj , ωk) = (0, 0)
3n3 + 21n2 + 15n, (ωj , ωk) = (pi, 0)
3n3
4 + 8n















































which omits a factor of n−1 from both sets of summations. The variances of











0, 0 ≤ ωj ≤ pi, ωk = 0
3n3
4 + 6n










































8 , 0 < ωj < pi, ωj 6= pi/2, ωk = 0
3n3
4 + 6n









The indirect estimate (1.51) has 4C2 = 6 covariances that we need to evaluate.






















cos{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t3 − 1)}





cos{ωj(t1 − 1)} cos{ωk(t1 − 1)} cos2{(ωj + ωk)(t1 − 1)}








cos{ωj(t1 − 1)} cos{ωk(t1 − 1)} cos2{(ωj + ωk)(t2 − 1)}
sin{ωj(t2 − 1)} sin{ωk(t2 − 1)}
+cos{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t1 − 1)} sin{ωj(t2 − 1)}
sin{ωk(t2 − 1)} cos{(ωj + ωk)(t2 − 1)}
+ cos{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos2{(ωj + ωk)(t2 − 1)}
sin{ωj(t1 − 1)} sin{ωk(t2 − 1)}
+ cos{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos2{(ωj + ωk)(t2 − 1)} sin{ωj(t2 − 1)}
sin{ωk(t1 − 1)}
+ cos{ωj(t1 − 1)} cos{ωk(t2 − 1) cos{(ωj + ωk)(t2 − 1)} sin{ωj(t2 − 1)}
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sin{ωk(t2 − 1)} cos{(ωj + ωk)(t1 − 1)}
+ cos{ωj(t2 − 1)} cos{ωk(t1 − 1)} cos{(ωj + ωk)(t1 − 1)} sin{ωj(t2 − 1)}
sin{ωk(t2 − 1)} cos{(ωj + ωk)(t2 − 1)}
+ cos{ωj(t2 − 1)} cos{ωk(t1 − 1)} cos2{(ωj + ωk)(t2 − 1)}
sin{ωj(t1 − 1)} sin{ωk(t2 − 1)}
+ cos{ωj(t2 − 1)} cos{ωk(t1 − 1)} cos2{(ωj + ωk)(t2 − 1)}
sin{ωj(t2 − 1)} sin{ωk(t1 − 1)}
+ cos{ωj(t2 − 1)} cos{ωk(t1 − 1)} cos{(ωj + ωk)(t2 − 1)} sin{ωj(t2 − 1)}
sin{ωk(t2 − 1)} cos{(ωj + ωk)(t1 − 1)}
+ cos{ωj(t2 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t1 − 1)} sin{ωj(t1 − 1)}
sin{ωk(t2 − 1)} cos{(ωj + ωk)(t2 − 1)}
+ cos{ωj(t2 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t1 − 1)} sin{ωj(t2 − 1)}
sin{ωk(t1 − 1)} cos{(ωj + ωk)(t2 − 1)}
+ cos{ωj(t2 − 1)} cos{ωk(t2 − 1)} cos2{(ωj + ωk)(t1 − 1)}
sin{ωj(t2 − 1)} sin{ωk(t2 − 1)}
+ cos{ωj(t2 − 1)} cos{ωk(t2 − 1)} cos2{(ωj + ωk)(t2 − 1)}
sin{ωj(t1 − 1)} sin{ωk(t1 − 1)}
+ cos{ωj(t2 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t2 − 1)} sin{ωj(t1 − 1)}
sin{ωk(t2 − 1)} cos{(ωj + ωk)(t1 − 1)}
+ cos{ωj(t2 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t2 − 1)} sin{ωj(t2 − 1)}









t1 6=t2, t1 6=t3, t2 6=t3
[
cos{ωj(t1 − 1)} cos{ωk(t1 − 1)} cos{(ωj + ωk)(t2 − 1)}
sin{ωj(t2 − 1)} sin{ωk(t3 − 1)} cos{(ωj + ωk)(t3 − 1)}
+ cos{ωj(t1 − 1)} cos{ωk(t1 − 1)} cos{(ωj + ωk)(t2 − 1)} sin{ωj(t3 − 1)}
sin{ωk(t2 − 1)} cos{(ωj + ωk)(t3 − 1)}
+ cos{ωj(t1 − 1)} cos{ωk(t1 − 1)} cos2{(ωj + ωk)(t2 − 1)}
sin{ωj(t3 − 1)} sin{ωk(t3 − 1)}
+ cos{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t1 − 1)} sin{ωj(t2 − 1)}
sin{ωk(t3 − 1)} cos{(ωj + ωk)(t3 − 1)}
+ cos{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t1 − 1)} sin{ωj(t3 − 1)}
sin{ωk(t2 − 1)} cos{(ωj + ωk)(t3 − 1)}
+ cos{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t1 − 1)} sin{ωj(t3 − 1)}
sin{ωk(t3 − 1)} cos{(ωj + ωk)(t2 − 1)}
+ cos{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t2 − 1)} sin{ωj(t1 − 1)}
sin{ωk(t3 − 1)} cos{(ωj + ωk)(t3 − 1)}
+ cos{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos2{(ωj + ωk)(t3 − 1)}
sin{ωj(t1 − 1)} sin{ωk(t2 − 1)}
+ cos{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t3 − 1)} sin{ωj(t1 − 1)}
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sin{ωk(t3 − 1)} cos{(ωj + ωk)(t2 − 1)}
+ cos{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t2 − 1)} sin{ωj(t3 − 1)}
sin{ωk(t1 − 1)} cos{(ωj + ωk)(t3 − 1)}
+ cos{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos2{(ωj + ωk)(t3 − 1)}
sin{ωj(t2 − 1)} sin{ωk(t1 − 1)}
+ cos{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t3 − 1)} sin{ωj(t3 − 1)}
sin{ωk(t1 − 1)} cos{(ωj + ωk)(t2 − 1)}
+ cos{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t2 − 1)} sin{ωj(t3 − 1)}
sin{ωk(t3 − 1)} cos{(ωj + ωk)(t1 − 1)}
+ cos{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t3 − 1)} sin{ωj(t2 − 1)}
sin{ωk(t3 − 1)} cos{(ωj + ωk)(t1 − 1)}
+ cos{ωj(t1 − 1)} cos{ωk(t2 − 1)} cos{(ωj + ωk)(t3 − 1)} sin{ωj(t3 − 1)}






2 , (ωj , ωk) = (pi/2, pi/2)
−n310 − 9n
2
10 , ωj = ωk 6= 0, pi/2
15n2
64 , ωk = pi − ωj , ωj 6= 0, pi/2
0, otherwise













2 , (pi/2, pi/2)
−n310 − 9n
2
10 , ωj = ωk 6= 0, pi/2; ωj + ωk2 = pi
15n2










































2 , (ωj , ωk) = (pi/2, 0)
−n310 − 9n
2







































2 , ωj = ωk 6= 0, pi/2; ωj + ωk2 = pi
0, otherwise;
Combining the above variances and covariances and recalling that the normal-
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isation constant for the estimate is n−1 gives
var<bˆD(ωj , ωk) =

15n+ 45, (ωj , ωk) = (0, 0)




4 , 0 < ωj < pi, ωk = 0
n+ 233 , ωj = ωk 6= 0, pi/2; ωj + ωk2 = pi
43n










for large n we can approximate the above as
var<bˆD(ωj , ωk) '

15n, (ωj , ωk) = (0, 0)
3n, (ωj , ωk) = (pi, 0)
2n, 0 < ωj < pi, ωk = 0
n, ωj = ωk 6= 0; ωj + ωk2 = pi
n/2 otherwise
+O(n). (2.1)
Equation (1.60) with s(ωj) = 1, ∀, ωj , and M = n − 1 is equal to the above
equation (2.1). Using equation (1.61) gives
var=bˆD(ωj , ωk) '

0, ωj = 0, ωk = 0
n, ωj = ωk 6= 0; ωj + ωk2 = pi
n/2, otherwise
+O(n). (2.2)
By far the largest variance for the real part occurs at ωj = ωk = 0, where the real







The product of the three cosine terms ζjζkζj+k leads to a large variance on the
manifold ωk = 0 for the real part. This is reflected in some figures presented
later (Section 2.2). The above results indicate that the direct estimate of the
bispectrum is not consistent for a white noise series.
2.2 White noise series using Indirect method
The indirect estimate is the double Fourier transform of the third order moment
within the square bounded by −M and M . A technical note is that equation
(1.52) is not the same as the double fast Fourier Transform (FFT) of the third
order moment except where the modulus bispectrum estimate is concerned.
This is because the double FFT performs an FFT on the rows of the square
matrix, and then performs an FFT on the columns of the resultant square
matrix. This means the real and imaginary parts from this calculation are
different to those from performing the double sum, but the modulus is the
same.
The indirect estimate is an unbiased estimate of the bispectrum depending
on the choice of M , as shown by (Van Ness 1966):
E
[













µ(r, s) exp {−i(ωjr + ωks)} .
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The first term disappears as n → ∞ and the second term depends on the
magnitude of the third order moment outside the truncation region. So for
an unbiased estimate we would need to choose M so that µ(u, u) ' 0, where
|u| > M , which may be achieved through smoothing, similar to tapering the
spectrum. We can also setM = n−1 to get an unbiased estimate, as µ(u, u) = 0
for |u| ≥ n.
For a white noise series with E(X3t ) = 0 then the expected value of the







r, s = −(n− 1), . . . ,−1, 0, 1, . . . , n− 1
The expectation of the indirect bispectrum is





exp {−i(ωjr + ωks)}E[µˆ(r, s)]
which is equal to exp{−i0}E(X3t )/n for a white noise series. So the imaginary
part of this estimate will be zero for all (ωj , ωk), indicating that the process is
time reversible. The real part will be constant over all (ωj , ωk) and proportional
to the skewness.
To evaluate the variance of the indirect bispectrum we need the variance of


















n , r = s = 0
3
n2
(n− ϕ− |τ |), r = 0 or s = 0 or r = s 6= 0
1
n2
(n− ϕ− |τ |), otherwise
which gives a consistent estimate for the individual elements of the third order
moment. Figure 2.1 shows the variance for the third order moment from a
simulation of 100 replications using a white noise series of length n = 50 for
M = 10. The simulation matches the above analytical result to within 1%.
For the bispectrum variance we start with the simplest case when M = 1
so that for j = 0, . . . , n/2, k = 0, . . . , n/2, the indirect estimate becomes
bˆI(ωj , ωk) = µˆ(−1,−1) exp[−i(−ωj − ωk)] + µˆ(−1, 0) exp[−i(−ωj)]
+ µˆ(−1, 1) exp[−i(−ωj + ωk)] + µˆ(0,−1) exp[−i(−ωk)]
+ µˆ(0, 0) exp[−i0] + µˆ(0, 1) exp[−i(ωk)] + µˆ(1,−1) exp[−i(ωj − ωk)]
















Figure 2.1: Variance of µˆ(r, s) for a white noise process from a simulation study
n = 50,M = 10
and so using the symmetries of the third order moment we get
bˆI(ωj , ωk) = µˆ(−1,−1)
[












Ajk = e−i(−ωj−ωk) + e−iωj + e−iωk
Bjk = e−i(−ωj) + e−i(−ωk) + e−i(ωj+ωk)
Cjk = e−i(−ωj+ωk) + e−i(ωj−ωk)
D = e−i0





= A2jkvar {µˆ(−1,−1)}+B2jkvar {µˆ(−1, 0)}+ C2jkvar {µˆ(−1, 1)}
+D2var {µˆ(0, 0)}+ 2AjkBjkcov {µˆ(−1,−1), µˆ(−1, 0)}
+ 2AjkCjkcov {µˆ(−1,−1), µˆ(−1, 1)}+ 2AjkDcov {µˆ(−1,−1), µˆ(0, 0)}
+ 2BjkCjkcov {µˆ(−1, 0), µˆ(−1, 1)}+ 2BjkDcov {µˆ(−1, 0), µˆ(0, 0)}
+ 2CjkDcov {µˆ(−1, 1), µˆ(0, 0)}






















which renders a consistent estimate usingM = 1. Figure 2.2 shows the variance


































Figure 2.2: Asymptotic variance of the real (left panel) and imaginary (right
panel) parts of the indirect bispectrum for a white noise process when M = 1
x and y-axes reversed to give best view of variance.
the standard axis position in order to give a clearer picture. The real variance
has a maximum at (ωj , ωk) = (0, 0) which is asymptotically equal to 127/n.
The asymptotic maximum of the imaginary variance is at (ωj , ωk) = (2pi3 ,
2pi
3 )
and is equal to 27/n. As =D = 0 the imaginary variance for this estimate is
always less than the real variance.




















µˆ(r, s), µˆ(r′, s′)
]
(2.5)
where φ(r, s) = exp {−i(ωjr + ωks)}. This gives (2M+1)4 variance and covari-
ance terms, some of which may equal zero. The non-zero covariances for a Gaus-











The full list of non-zero variance/covariance terms is
















cov [µˆ(r, s)µˆ(−r, s− r)] = cov [µˆ(r, s)µˆ(r − s,−s)] = n− κ
n2
,
κ = max(|r|, |s|, |r − s|);








cov [µˆ(0, r)µˆ(0, s)] =
n− ϕ− |τ |
n2
, r 6= s;
cov [µˆ(0, r)µˆ(s, s)] =
n− ϕ− |τ |
n2
, r 6= s;
cov [µˆ(−r,−r)µˆ(0, r)] = 3(n− |r|)
n2
;




Expanding equation (2.5) to show these non-zero covariances with M = n − 1
gives
var[bˆI(ωj , ωk)] =





φ(r, 0)2var[µˆ(r, 0)] + φ(0, r)2var[µˆ(0, r)]
+ φ(r, r)2var[µˆ(r, r)] + 2φ(0, 0)φ(r, r)cov[µˆ(0, 0), µˆ(r, r)]
+ 2φ(0, r)φ(r, 0)cov[µˆ(0, r), µˆ(r, 0)] + φ(0, r)φ(−r, 0)cov[µˆ(0, r), µˆ(−r, 0)]
+ φ(r, 0)φ(0,−r)cov[µˆ(r, 0), µˆ(0,−r)] + 2φ(0, 0)φ(0, r)cov[µˆ(0, 0), µˆ(0, r)]
+ 2φ(0, 0)φ(r, 0)cov[µˆ(0, 0), µˆ(r, 0)] + 2φ(r, r)φ(0, r)cov[µˆ(r, r), µˆ(0, r)]
+ 2φ(r, r)φ(r, 0)cov[µˆ(r, r), µˆ(r, 0)] + φ(0,−r)φ(0, r)cov[µˆ(0,−r), µˆ(0, r)]
+ φ(−r, 0)φ(r, 0)cov[µˆ(−r, 0), µˆ(r, 0)] + 2φ(−r,−r)φ(0, r)cov[µˆ(−r,−r), µˆ(0, r)]








s 6=0, s 6=r, s6=−r
{
2φ(0, r)φ(s, s)cov[µˆ(0, r), µˆ(s, s)]
+ 2φ(r, 0)φ(s, s)cov[µˆ(r, 0), µˆ(s, s)] + φ(0, r)φ(0, s)cov[µˆ(0, r), µˆ(0, s)]
+ φ(r, 0)φ(s, 0)cov[µˆ(r, 0), µˆ(s, 0)] + φ(0, r)φ(s, 0)cov[µˆ(0, r), µˆ(s, 0)]










φ(r, s)2var[µˆ(r, s)] + φ(r, r)φ(s, s)cov[µˆ(r, r), µˆ(s, s)]
+ φ(r, s)φ(s, r)cov[µˆ(r, s), µˆ(s, r)] + φ(r, s)φ(−r, s− r)cov[µˆ(r, s), µˆ(−r, s− r)]
+ φ(r, s)φ(s− r,−r)cov[µˆ(r, s), µˆ(s− r,−r)]
+ φ(r, s)φ(r − s,−s)cov[µˆ(r, s), µˆ(r − s,−s)]
+ φ(r, s)φ(−s, r − s)cov[µˆ(r, s), µˆ(−s, r − s)]
}
. (2.6)





s in equation (2.6). The maximum value of the
sum of all the terms within the single summation
∑
r in equation (2.6) is for






s6=0, s 6=r, s 6=−r







s 6=0, s 6=r, s6=−r






s 6=0, s 6=r




















s 6=0, s 6=r






s 6=0, s 6=r
cov[µˆ(r, s), µˆ(−s, r − s)] ' n.
So all fifteen covariances in the double summations in equation (2.6) are asymp-
totically equal to n which gives var<[bˆI(0, 0)] ' 15n. Also var=[bˆI(0, 0)] = 0 as







s 6=0, s6=r, s6=−r














φ(r, s)φ(−r, s− r)cov[µˆ(r, s), µˆ(−r, s− r)] ' n.
In this case three of the fifteen terms within the double summations in equation
(2.6) are asymptotically non-zero which gives var<[bˆI(pi, 0)] ' 3n. When ωk = 0






s6=0, s 6=r, s6=−r






s 6=0, s 6=r, s6=−r








s 6=0, s6=r, s6=−r
φ(r, s)φ(r, s)cov[µˆ(r, s), µˆ(−r, s− r)] ' n
2
.
Which gives var<[bˆI(ωj , 0)] ' 2n, ωj 6= 0, pi. Away from the manifolds ωj = 0
and ωk = 0 then the imaginary bispectrum (for a white noise series with a zero
mean) is no longer zero. We start with the variance on the border ωj = ωk 6= 0,
















s 6=0, s 6=r





Which gives var<[bˆI(ωj , ωj)] = var=[bˆI(ωj , ωj)] ' n, ωj 6= 0. When ωj =






















Which gives var<[bˆI(ωj , 2pi − 2ωj)] = var=[bˆI(ωj , 2pi − 2ωj)] ' n. When ωj 6=

















Hence the overall variance of the indirect estimate of the bispectrum using
M = n− 1 for a white noise series is asymptotically equal to
var[<bˆI(ωj , ωk)] =

15n, (ωj , ωk) = (0, 0)
3n, (ωj , ωk) = (pi, 0)
2n, 0 < ωj < pi, ωk = 0
n, ωj = ωk 6= 0; ωj = pi − ωk2 , ωk 6= 0
n/2 otherwise
+ o(n)
var[=bˆI(ωj , ωk)] =

0, ωj = 0, ωk = 0
n, ωj = ωk 6= 0; ωj = pi − ωk2 , ωk 6= 0
n/2, otherwise.
+ o(n).
Figure 2.3 shows the variance of the indirect estimate for a white noise series






































Figure 2.3: Asymptotic variance of real (left panel) and imaginary (right panel)
parts of the indirect bispectrum for a white noise process when M = n− 1
x and y-axes reversed to give best view of variance.
to improve the scale. As M → n the summations in equation (1.52) contain
more of the Fourier frequencies causing the variance to become less periodic
over (ωj , ωk), until when M = n − 1 the sine and cosine terms cancel to give
variance that is constant and equal to that of the direct method, equations (2.1,
2.2).
We note that these identical results were achieved through two different ap-
proaches. We would expect the variance for the white noise case to be constant
as these processes have no significant interactions with their past or current
values. The bispectrum of such processes is constant and so is the variance
of the estimated bispectrum. Like a flat spectrum, a flat bispectrum implies
whiteness. The variance at ωj = ωk, ωj = pi − ωk2 and ωk = 0 is greater due to
the different mechanism of the estimate along these manifolds. It is important
to note that the values of the indirect estimate of the bispectrum are dependent
whenM < n−1. The covariance between two co-ordinate values of the indirect
bispectrum is given by
cov
(












µˆ(r′, s′) exp{−i(ωj′r′ + ωk′s′)}
 . (2.7)
Using equation (2.4) we get for M = 1 that
cov
(
bˆI(ωj , ωk), bˆI(ωj′ , ωk′)
)
= 3(n− 1) (AjkAj′k′ +BjkBj′k′ +AjkD +Aj′k′D
+BjkD +Bj′k′D
)
+ (n− 2) (CjkCj′k′ +AjkBj′k′ +Aj′k′Bjk)
+ 15nD2.
The variance in the indirect bispectrum when M = 1 (Figure 2.2), which in-
volves far fewer third order moments values, is smaller than for M = n − 1
(Figure 2.3); this is relevant for testing Gaussianity. Giannakis & Tsatsanis
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(1994) observed that only a small number of moment lags (5 ≤ M ≤ 10) were
needed to confirm non-Gaussianity when using the estimated third order mo-
ment in many applications. Hence using the direct estimate (with M = n− 1)
to test this hypothesis (as used by the Hinich test in Section 1.2.7) may result
in a test statistic that includes extraneous third order moment terms which
results in an inflated variance.
2.3 MA(1) series using the Indirect method
For the MA(1) series Xt = βεt−1 + εt, εt ∼ N(0, 1) with parameter |β| < 1 to














β2εt−1εt+rεt+s−1 + β2εtεt+r−1εt+s−1 + βεt−1εt+rεt+s
+βεtεt+r−1εt+s + βεtεt+rεt+s−1 + εtεt+rεt+s) .





15β6 + 45β4 + 45β2 + 15
)
/n, r = s = 0(
3β6 + 21β4 + 21β2 + 3
)
(n− 1)/n2, (r, s) = (−1, 0), (1, 0), (−1,−1), (1, 1)(
β6 + 7β4 + 7β2 + 1
)
(n− 2)/n2, (r, s) = (1,−1), (−1,−2), (1, 2)(
3β6 + 9β4 + 9β2 + 3
)
(n− 2)/n2, (r, s) = (0,−2), (0, 2), (−2,−2), (2, 2)(
3β6 + 9β4 + 9β2 + 3
)
(n− ϕ− |τ |)/n2, r = 0, |s| > 2, r = s = k, |k| > 2(
β6 + 5β4 + 5β2 + 1
)
(n− ϕ− |τ |)/n2, r 6= −1, 0, 1, s = r + 1, r = 1,−1, s 6= 0(
β6 + 3β4 + 3β2 + 1
)
(n− ϕ− |τ |)/n2, otherwise.
In the above results the symmetry (r, s) = (s, r) has been omitted for brevity.




15β6 + 9β5 + 45β4 + 49β3 + 45β2 + 18β + 15
)
/n,
r = s = 0(
3β6 + 6β5 + 25β4 + 18β3 + 25β2 + 6β + 3
)
(n− 1)/(n2),
(r, s) = (−1, 0), (1, 1)(
3β6 + 6β5 + 25β4 + 24β3 + 25β2 + 6β + 3
)
(n− 1)/(n2),
(r, s) = (1, 0), (−1,−1)(
β6 + 9β4 + 8β3 + 9β2 + 1
)
(n− 2)/n2,
(r, s) = (1,−1), (−1,−2), (1, 2)(
3β6 + 6β5 + 9β4 + 8β3 + 9β2 + 2β + 3
)
(n− 2)/n2,
(r, s) = (0,−2), (0, 2), (−2,−2), (2, 2)(
3β6 + 2β5 + 9β4 + 8β3 + 9β2 + 2β + 3
)
(n− ϕ− |τ |)/n2,
r = 0, |s| > 2, r = s = k, |k| > 2(
β6 + 5β4 + 4β3 + 5β2 + 1
)
(n− ϕ− |τ |)/n2,
r 6= −1, 0, 1, s = r + 1, r = 1,−1, s 6= 0(
β6 + 3β4 + 2β3 + 3β2 + 1
)
(n− ϕ− |τ |)/n2, otherwise.
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Which again renders a consistent third order moment estimate. A large sim-
ulation agreed closely with the above result. Figure 2.4 plots the results from
the above formula when n = 100 for β = 0.5 and β = −0.5 over the re-
gion r, s = −10, . . . , 10. The pattern is similar to that of white noise (Figure
2.1) except for the increased values at the values µˆ(1, 1), µˆ(0, 1) and the sym-
metries for these values, and the raised values either side of the manifolds





























Figure 2.4: Asymptotic variance of the estimated third order moment for an
MA(1) process n = 100, M = 10, β = 0.5 (left panel), β = −0.5 (right panel)
For the indirect bispectrum variance we also need to evaluate the covariances
cov
(
µˆ(r, s), µˆ(r′, s′)
)
, r, s, r′, s′ = −M, . . . ,M.
The non-zero covariances are given by






3β6 + 18β5 + 27β4 + 36β3 + 27β2 + 18β + 3
)




3β6 + 6β5 + 6β4 + 18β3 + 9β2 + 9β + 3
)




3β6 + 6β5 + 9β4 + 18β3 + 9β2 + 6β + 3
)
, |r| < n
0, otherwise;






3β6 + 18β5 + 27β4 + 36β3 + 27β2 + 18β + 3
)




3β6 + 18β5 + 27β4 + 41β3 + 21β2 + 12β + 3
)




3β6 + 6β5 + 9β4 + 12β3 + 9β2 + 6β + 3
)
, |r| < n
0, otherwise;






6β5 + 18β4 + 12β3 + 18β2 + 6β
)
,




3β5 + 6β4 + 6β3 + 6β2 + 3β
)
, r = −1, 1, s+ 1, s− 1
0, otherwise;






3β6 + 6β5 + 25β4 + 18β3 + 25β2 + 6β + 3
)




3β6 + 2β5 + 5β4 + 8β3 + 5β2 + 2β + 3
)
, |r| > 1, |r| < n
0, otherwise;
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β6 + 2β5 + 3β4 + 4β3 + 3β2 + 2β + 1
)
,




β6 + 4β5 + 5β4 + 8β3 + 5β2 + 4β + 1
)
, s = r + 1
0, otherwise;






β6 + 4β5 + 19β4 + 30β3 + 19β2 + 10β + 1
)




β6 + 2β5 + 3β4 + 4β3 + 3β2 + 2β + 1
)
, r > 1, n > 2r
0, otherwise;






3β6 + 6β5 + 25β4 + 18β3 + 25β2 + 6β + 3
)




β6 + 2β5 + 3β4 + 4β3 + 3β2 + 2β + 1
)




3β6 + 6β5 + 25β4 + 18β3 + 25β2 + 6β + 3
)




3β6 + 6β5 + 9β4 + 8β3 + 9β2 + 2β + 3
)




β6 + 4β5 + 7β4 + 8β3 + 15β2 + 4β + 1
)




β6 + 6β5 + 9β4 + 8β3 + 9β2 + 6β + 1
)




3β6 + 2β5 + 9β4 + 8β3 + 9β2 + 2β + 3
)




β6 + 2β5 + 3β4 + 4β3 + 3β2 + 2β + 1
)
, n− ϕ− |τ | > 0
0, otherwise;
(2.8)






β6 + 10β5 + 19β4 + 32β3 + 13β2 + 10β + 1
)




β6 + 6β5 + 9β4 + 8β3 + 9β2 + 6β + 1
)




β6 + 4β5 + 7β4 + 8β3 + 11β2 + 4β + 1
)




β6 + 4β5 + 5β4 + 4β3 + 5β2 + 4β + 1
)




β6 + 2β5 + 3β4 + 4β3 + 3β2 + 2β + 1
)
, n− ϕ− |τ | > 0
0, otherwise;






β6 + 3β4 + 2β3 + 3β2 + 1
)
, r′ = −r, s′ = s− r, r′ = r − s, s′ = −s
0, otherwise.






1 + 6β + 15β2 + 20β3 + 15β4 + 6β5 + β6
)
, (ωj , ωk) = (0, 0)
3n(1 + β2)β2, (ωj , ωk) = (pi, 0)
2n(1 + β2 + 2β)(1 + β2 + 2β cos(ωj))2, 0 < ωj < pi, ωk = 0
n(1 + β2 + 2β cos(ωj))2(1 + β2 + 2β cos(2ωj)), ωj = ωk 6= 0; ωj = pi − ωk2 , ωk 6= 0
n
2 (1 + β
2 + 2β cos(ωj))(1 + β2 + 2β cos(ωk))




0, ωj = 0, ωk = 0
n(1 + β2 + 2β cos(ωj))2(1 + β2 + 2β cos(2ωj)), ωj = ωk 6= 0; ωj = pi − ωk2 , ωk 6= 0
n
2 (1 + β
2 + 2β cos(ωj))(1 + β2 + 2β cos(ωk))
(1 + β2 + 2β cos(ωj + ωk)), otherwise.
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This is shown in Figure 2.5 for β = 0.5. The above variance is as that of a white
noise series, equations (2.1, 2.2), multiplied by the triple product of the spectra
s(ωj)s(ωk)s(ωj + ωk) of the MA(1) series. If β = 0 then the above variance





































Figure 2.5: Asymptotic variance of the real (left panel) and imaginary (right
panel) parts of the indirect bispectrum for an MA(1) β = 0.5 process when
M = n− 1
x− y axes reversed, value at <(0, 0) omitted for scale.
and the previous sections agreed to within 1% in large simulations of over 500
replications.
2.4 Simulation study of the variance of the third or-
der moment and bispectrum
As shown in the previous section simple linear dependencies in time series mod-
els can lead to large and complex covariance terms when estimating the third
order moment and bispectrum. In this section we therefore use simulation to
show the variance of the estimated third order moment and indirect bispectrum
for a range of linear, non-linear and non-stationary processes. We estimate the
variance for the indirect bispectrum only. For the direct estimate we can use the
formulae (1.60) and (1.61) together with the spectrum to calculate the variance.
We look at the linear, non-linear and non-stationary series detailed in Table
1.1 (except for the linear long memory and AR(10) processes). We use 1000
simulations for each process and use n = 100, M = 10 and E(Xt) = 0. All
generated series were sampled after a burn-in of 100 observations, and using a
different random number seed for each realisation. We look at both εt ∼ N(0, 1)
and εt ∼ t2(0, 1) to highlight the large effect non-Gaussian noise can have in
the third order. In Section 1.2.9 we gave the mean estimates of the third order
moment and indirect bispectrum for these series, and readers may find it useful
to refer back to these plots.
Linear series
Figure 2.6 shows the variance of the estimated third order moment for an AR(1)
series using standard Gaussian and t-distribution innovations from the sim-
ulation study. For both series the AR parameter is φ = 0.4 and we show
var{µˆ(r, s)} for 0 ≤ (r, s) ≤ M = 10. Figure 2.7 shows the real and imaginary



























Figure 2.6: Variance of the estimated third order moment for a linear AR(1)
process from a simulation study
(a) AR(1), (b) AR(1) t-noise. Results based on 1000 simulations of length n = 100,















































































Figure 2.7: Variance of real (left column) and imaginary (right column) parts
of the indirect bispectrum estimate using M = 10 for a linear AR(1) process
from a simulation study
(a) < AR(1), (b) = AR(1), (c) < AR(1) t-noise, (d) = AR(1) t-noise. Results based
on 1000 simulations of length n = 100, AR parameter φ = 0.4. Note the x− y axes in
panels, (a), (b) and (d) are reversed.
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We know that the third order moment and bispectrum of a linear AR(1)
process with symmetric noise should be zero everywhere. The simulation study
in Section 1.2.9 showed the third order moment and bispectrum were roughly
constant and zero everywhere using Gaussian noise but had some apparent
structure using t-noise. The variance in either the third order moment or the
bispectrum is not constant for linear series. The largest part of the variance
of the third order moment for the AR(1) series is at µˆ(0, 0). The third order
moment estimate at µˆ(0, 0) is proportional to the skewness. The variance is
approximately equal for 0 < r < s and along the manifolds (r, 0), r > 1 and
r = s > 1. When using t-noise, which has a much larger marginal variance
than a standard Gaussian distribution, the variance in the third order moment
is much larger, particularly at µˆ(0, 0).
The variance of the real part of the indirect bispectrum estimate has a max-
imum at (ωj , ωk) = (0, 0) for the AR(1) series. The maximum variance of the
imaginary estimate is at (2pi/n, 2pi/n), as the estimate is zero at (ωj , ωk) =
(0, 0). The variance of the imaginary part of the estimate is smaller than the
variance for the real part using both standard Gaussian and t-noise. The vari-
ance in both parts of the bispectrum using t-noise is much greater than the
variance from standard Gaussian noise. The mean estimate of the real and
imaginary variances using t-noise are relatively smooth functions and appear
proportional to the estimated mean bispectrum values in Figure 1.24.
For the direct estimate the variance of the real and imaginary parts of
the bispectrum should be equal away from the borders, as in equations (1.60)
and (1.61). For the indirect estimate using the linear AR(1) series driven by
Gaussian noise, the real and imaginary variance have a similar shape but the
real variance is larger, particularly near the borders (Figure 2.7). The larger
variance on the borders of the direct estimate is due to the influence of the third
order moment at µ(0, 0), and the estimates for the real indirect bispectrum at
low frequencies may contain some leakage from this value. This leakage will
not be a problem for the indirect estimate as sin(0) = 0 and hence the value at
µ(0, 0) has no effect.
Non-linear series
Figure 2.8 shows the variance of the estimated third order moment for four
stationary non-linear processes (quadratic phase, TAR and BL) from the simu-
lation study. Figure 2.9 shows the variance of the estimated third order moment
for two non-stationary non-linear processes. Strictly speaking the GARCH(1,1)
series is almost unstable in terms of non-stationarity. Figure 2.10 shows the real
and imaginary parts of the variance of the indirect estimate using M = 10 for
four stationary non-linear processes. Figure 2.11 shows the variance of the
indirect estimate for two non-stationary non-linear processes.
For the stationary non-linear processes large values in the variance of the
third order moment coincide with the (r, s) locations of the large values in
the mean third order moment (See Figure 1.25). For all four types of non-
linear stationary data the largest individual value for the variance of the third
order moment is at (r, s) = (0, 0). This is also true for the non-linear non-
stationary data as the simulated results for the ARCH(4) and GARCH(1,1)
series both have the largest individual variance value for the third order moment
at (r, s) = (0, 0). The variance in the third order moment for the BL(0.4,1,1)
and TAR(2;1,1) processes are reasonably similar and bear some resemblance to
the variance for an AR(1) process.
As with the third order moment the large values in the estimated variance
of the bispectra for the stationary non-linear processes in Figure 2.10 coincide
with the (ωj , ωk) coordinates of the largest mean values in Figure 1.27. In
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Figure 2.11 both the real and imaginary variance for the GARCH(1,1) process
show multi-modality, with the majority of the large values occurring on the
borders of the region ∆. As stated earlier the patterns in the bispectrum
were inconsistent over the simulations for both non-stationary processes. The
variance for the ARCH(4) data has a clear maximum near (ωj , ωk) = (pi, 0),
more exactly the maximum is at (47pi/50, pi/10). This maximum coincides
with the largest absolute mean value in Figure 1.28.
2.5 Conclusion
In this chapter we highlighted some inferential differences between the direct
and indirect estimates of the bispectrum. The methods are equivalent when
using M = n − 1 in the indirect estimate. The covariance in the values of the
indirect estimate is dependent on M . The variances of the real and imaginary
parts of the indirect estimate using M = 1 are consistent for a white noise
series. The variances of the real and imaginary parts of the direct estimate
(and direct with M = n− 1) are not consistent within ∆ for any process.
Using simulation we were able to show that the variance in the third order
moment and indirect bispectrum are roughly proportional to their mean values.
Also across the linear and non-linear processes the largest variance in the third




























































Figure 2.8: Variance of the estimated third order moment for selected non-linear
stationary processes from a simulation study
(a)=Quadratic phase, (b)=TAR(2;1,1), (c)=BL(0.4,1,1), (d)=BL(0.4,5,5). Results































Figure 2.9: Variance of the estimated third order moment for selected non-linear
non-stationary‡ processes from a simulation study
‡ GARCH(1,1) series is almost unstable. (a)=GARCH(1,1), (b)=ARCH(4). Results





















































































































































































Figure 2.10: Variance of real (left column) and imaginary (right column) parts
of the indirect bispectrum estimate using M = 10 for selected non-linear sta-
tionary processes from a simulation study
(a)=< Q-phase, (b)== Q-phase, (c)=< TAR(1,1), (d)== TAR(1,1), (e)=<
BL(0.4,1,1), (f)== BL(0.4,1,1), (g)=< BL(0.4,5,5), (h)== BL(0.4,5,5). Results based


















































































Figure 2.11: Variance of real (left column) and imaginary (right column) parts
of indirect bispectrum estimate using M = 10 for selected non-linear non-
stationary‡ processes from a simulation study
‡ GARCH(1,1) series is almost unstable. (a)=< GARCH(1,1), (b)== GARCH(1,1),
(c)=< ARCH(4), (d)== ARCH(4). Results based on 1000 simulations of length n =




Measure what can be measured, and make measurable what cannot
be measured.
Galileo Galilei
In this chapter we present a bootstrap test for non-linearity based upon the
bispectrum. The previously discussed drawbacks to the parametric tests of
non-linearity that use the bispectrum are overcome using the non-parametric
bootstrap method. We first give some background to the general bootstrap
method in Section 3.1. In Section 3.2 we present our algorithm to test for
non-linearity using the bispectrum. Within this section we present a number of
alternative test statistics, critical levels and bootstrap methods. In Section 3.3
we present the results of a number of simulation studies designed to find the
optimal test statistic, critical level and bootstrap method combination.
3.1 Introduction to the bootstrap
The bootstrap is a developing method that, together with Monte Carlo resam-
pling, has solved many difficult problems and provided a less restrictive route to
questions previously solved using classical statistical theory. The strange name
comes from the equally strange story of Baron Munchausen who got himself
out of a spot by pulling himself up by his bootstraps. The metaphor is that the
bootstrap method obtains results by repeatedly using the available sample. In
his seminal paper Efron (1979) discussed the extension of the jackknife method
to the bootstrap. The work showed how the uncertainty in an estimate θˆ, from
a sample x1, . . . , xn could be measured by using the empirical distribution func-
tion (edf) Fˆn in place of the unknown cumulative distribution function (cdf)
F (x) = P (X ≤ x).
As an example suppose that the statistic of interest is the mean (θ = µ).
















where x∗1, . . . , x∗n is a resampled data set drawn from x1, . . . , xn with replacement
using Fˆn which gives a draw probability of 1/n to each xt. This resampled
data are also referred to as a surrogate of the original data. To estimate the
variation in this statistic the process is repeated B times to get µˆ∗1, . . . , µˆ∗B,









where µˆ∗ = 1B
∑B
b=1 µˆ
∗b is a bootstrap estimate of µ. Standard parametric






[xt − µˆ]2 .
The bootstrap method has resampled the series and estimated µ to give an
idea of the values it might take if sampling from {Xt} were to be repeated.
If the original sample {xt} is a good representation of the population and Fˆ
is close to F this leads to accurate estimates for any well-defined statistic.
An important prerequisite for this resampling is that the x1, . . . , xn are i.i.d..
Such series are called exchangeable as their joint density f(x1, . . . , xn) remains
unchanged under permutation of its indexes. Exchangeability is required so
that the resampling mimics the generation process of the data. If a correlation
exists between Xt and Xt+k, (k ≥ 1) this behaviour will not be replicated in
the bootstrap sample. Resampling an observed series with replacement in this
manner is referred to as the standard bootstrap.
As an example of the use of the standard bootstrap consider some non-
Gaussian data Xt = ε3t , where {εt} is a zero mean white noise Gaussian series
with E(ε2t ) = 1. We define the ordered sample of {xt} as x(1), x(2), . . . , x(n)
where x(1) < x(2) < . . . < x(n). The estimated tolerance limits, assuming that
the data follow a Normal distribution, are defined as
Xˆlower = µˆ− sZα/2, Xˆupper = µˆ+ sZ1−α/2
where s2 = 1n−1
∑n
t=1 [xt − µˆ]2, and Zα is the α quantile from the standard














where x∗b(Bα) is the estimate of the 100α% percentile using the bth sample {x∗bt }.
The exact limits, from transforming the standard Normal limits, are given by
Xlower = Z3α/2, Xupper = Z
3
1−α/2.
A histogram of a realisation from Xt = ε3t of length n = 200 is shown in Figure
3.1 together with the 95% tolerance limits from (wrongly) assuming a Normal
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Figure 3.1: Histogram of realised cubed Gaussian white noise data with exact,
parametric Normal, and bootstrap 95% tolerance limits
distribution (dashed line) and those generated by the bootstrap method (solid
line) using B = 1000.
The distribution of {Xt} has heavy tails which are not captured by the
Normal limits. The bootstrap gives better results because it does not make
any assumptions about the distribution of {Xt}. A further advantage of this
bootstrap procedure is that it cannot give tolerance limits that fall outside the
range of the observed data (x(1) to x(n)). For a distribution with light tails,
wrongly using the Normal approximation could result in tolerance limits that
extend to unobserved extreme values.
The principle of the bootstrap analysis is that the data were resampled 1000
times and the upper and lower tolerance limits evaluated in each sample. The
mean of these limits over all the samples were used to give likely values for the
population limits. (The median, rather than the mean, could have been used to
estimate the bootstrap percentiles.) Additionally the variability in these lim-
its could be described. For example, we could rank the 1000 estimates of the
lower bootstrap tolerance limit {x∗1(2.5), . . . , x∗1000(2.5) }, and take the 25th and 975th
ordered values to give an estimated 95% confidence interval for the lower toler-
ance limit. This demonstrates the versatility of the bootstrap in allowing the
easy calculation of a range of otherwise complex parametric statistics. Zoubir,
Brcich, Tufts & Real (1999) calculate just such bootstrap confidence intervals
for estimated quantiles, and in simulation study (using n = 200 and B = 199)
showed that the bootstrap correctly determined the true confidence interval of
the 5% quantile of a Beta(2,4) process.
If we were testing an hypothesis that the observed data came from a pre-
specified distribution, or given strong reasons for believing the cdf to follow a
specific form, then we could have sampled directly from that distribution rather
than the data. In this example that would have meant sampling X∗t = (ε∗t )3,
where ε∗t were randomly sampled from an i.i.d. Normal(0,1) distribution. This
method has great power for testing the null hypothesis that the distribution is
equal to a specified i.i.d. sample (Davison & Hinkley 1997). For other problems
sampling from a parametric distribution will only give correct inference if the
distributional assumption is correct.
In his ground breaking paper Efron also mentioned the importance of pivot-
ing (which we examine later) and outlined how the bootstrap could be applied
to non i.i.d. samples in regression, which was later detailed by Freedman (1981).
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Since this paper there have been many important developments of bootstrap
theory. The bootstrap has proved very useful in time series as it provides a
non-parametric method of modelling the possibly complex dependence between
time points. Another reason for its recent success has been the general increase
in computing power.
An introduction to the bootstrap is given by Hinkley (1988) and two other
general books on the subject are Efron & Tibshirani (1993) and Davison &
Hinkley (1997). Zoubir & Boashash (1998) give an example based introduction
to the bootstrap and discuss applying the bootstrap method to signal processing
problems.
3.1.1 Bootstrapping time series
The obvious problem when applying the bootstrap to time series data is that
X1, . . . , Xn may have a structure that is not exchangeable. This type of data
is referred to as m-dependent data where m is the minimum value that results
in {. . . , Xt−1, Xt} and {Xt+m+1, Xt+m+2, . . .} being independent. So an MA(q)
series is q-dependent.
Two time-domain solutions that exist to solve this problem are block boot-
strapping and model-based bootstrapping. We detail some frequency-domain
solutions later (Section 3.2.7). Block bootstrapping applies the bootstrap prin-
ciple to sections of data that are approximately independent and hence ex-
changeable. Model-based resampling attempts to model the correlation between
time points and leave residuals that are exchangeable.
Model-based bootstrap
For an AR(1) series the model-based bootstrap proceeds as follows. Assuming
that we know the data come from AR(1) model, we first estimate φ1 by some
method (e.g. least squares Section 1.1.4) and then estimate the residuals
εˆt = xt − φˆ1xt−1, t = 2, . . . , n.
A standard bootstrap sample of length n of the n − 1 estimated residuals is





t , t = 2, . . . , n














We can negate the effect of this starting value by beginning the bootstrap
sample after a suitable burn-in period. This is achieved by creating c ex-
tra samples of the errors so that {εˆ∗t } = εˆ∗1, . . . , εˆ∗n, εˆ∗n+1, . . . , εˆ∗n+c and setting
{x∗t } = x∗1+c, . . . , x∗n+c. The sampling process is repeated B times to create
{x∗1t }, . . . , {x∗Bt }. Note φˆ1 = 0 results in {x∗t } being a standard bootstrap
sample of {xt}.
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The principle is that the estimated model (hence model resampling) leaves
a set of i.i.d. errors εˆ2, . . . , εˆn. (For large n and using an AR(p) model the effect
of having n− p values to draw n resamples is negligible.) In this case we knew
that the data followed an AR(1) model. A great problem with this method is
the accurate selection and estimation of the model and its parameters when
the true model is unknown. There may be a number of competing models that
give apparently exchangeable residuals but different inference. We discuss this
problem in more detail later (Section 3.2.1).
We saw earlier (Section 1.1.3) that an AR(1) series has an ac.f. of ρ(k) = φ|k|
and we can approximate the variance using equation (1.9). Using the fact that
ρ(k) is weakly Normally distributed we can create parametric confidence inter-
vals for a realised series as ρˆ(k) ± Zα/2
√
var{ρˆ(k)}. We can also approximate
these intervals using the bootstrap. The left panel of Figure 3.2 shows the the-
oretical ac.f. function of an AR(1) process with φ = 0.7, as a solid blue line and
associated theoretical 95% confidence limits using the Normal approximation
as dashed blue lines (0.7k ± Zα/2
√
var{ρ(k)}). For a realisation of the series
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Figure 3.2: Theoretical correlogram of an AR(1) process with 95% Normal
confidence limits (left panel) and realisation of an AR(1) series (n = 100)
with estimated Normal and model-based bootstrap 95% confidence limits (right
panel)
{xt} (n = 100), the estimate ρˆ(k), and achieved bootstrap 95% and estimated
Normal limits, are shown in the right panel. For each resample {x∗bt } the sam-
ple ac.f. was estimated ρˆ∗b(k), k = 1, . . . , 25, b = 1, . . . , B, and subsequently







(B0.975)(k), k = 1, . . . , 25.
This is an example of a pointwise bootstrap confidence interval. The varia-
tion in ρˆ(k) has been assessed non-parametrically by calculating the observed
percentiles in a set of bootstrap data.
The figure shows that the bootstrap limits capture the strong covariance at
small lags, and shows the steady decay in ρˆ(k) that we expect under an AR
model. The bootstrap estimation gives much smoother limits than those using
the Normal approximation. The bootstrap limits are consistently narrower for
k > 10, than the Normal limits using ρ(k). In fact they taper to zero as k → n
and the number of summation terms in the sample ac.f. equation (1.7), also
tends to zero so that the variance of ρ(k) also tends to zero. The parametric
limits remain symmetric about the estimate ρˆ(k) and equally sized as k → n.
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For this example we used B = 500 and forced φˆ1 = 0.7 to overcome the problem
of parameter estimation.
Block bootstrap
The block bootstrap divides the data {Xn} into w mutually exclusive blocks of
length l with w × l = n
{X1, . . . , Xl}, {Xl+1, . . . , X2l}, . . . , {X(w−1)l+1, . . . , Xn}.
New series {X∗t } can then be created by sampling the blocks with replacement
and with equal probability (i.e., treating the data as exchangeable between
blocks). When using a model-based resampling method incorrect inference
follows if the model is mis-specified. For the block bootstrap method correct
inference depends on the choice of l and the statistic of interest. For example,
for m-dependent data we know that the covariance, cov(Xt, Xt+k) is zero if
k > m. If we select l < m then cov(X∗t , X∗t+m) = 0, which does not match the
properties of the observed m-dependent data. Making the block size as large
as possible preserves any possibly long-range dependence in the data. Using a
small l gives a smoother and more accurate estimate of the distribution of F .
Setting l = 1 results in the standard bootstrap. In general the resampled series
are more like white noise than the original sample because of the joins between
the blocks (Davison & Hinkley 1997). We can also allow the blocks to overlap,
so that
X∗1 , . . . , X
∗
n = {Z∗U1}, . . . , {Z∗U(n/l)}
{Z∗i } = Xi, . . . , Xi+l−1
where Ui is an i.i.d. discrete uniform distribution with parameters [1, n − l].
This upper limit can be changed to l and a wrap-round procedure used so that
if Ui = n then {Z∗n} = Xn, X1, . . . , Xl−1. The advantage of the block bootstrap
over the model-based bootstrap is that we no longer have to fit a model to the
data and thus avoid the error associated with this procedure. We do however
have to choose a value for the block size, although of course we can produce
results for multiple values of l.
Hall, Horowitz & Jing (1995) showed how the optimal block length is equal
to n1/3, n1/4 or n1/5 in the cases of estimating variance or bias, a one-sided dis-
tribution function, or a two-sided distribution function, respectively. Bu¨hlmann
& Ku¨nsch (1999) described a data driven process for selecting block length and
showed some improvement over the automatic and optimal l = n1/3. A prac-
tical example of using the block bootstrap is given in Dalrymple, Hudson &
Barnett (2001) who compared the block bootstrap to two parametric methods
for finding a change-point in a time series and gave analogous results for all
three methods using data on sudden infant death syndrome.
Figure 3.3 shows parametric Normal and block bootstrap 95% limits for
the ac.f. of a realised AR(1) series. We use the same observed data {xt} as
in the previous model-based example. The ac.f. of the data is shown as an
unbroken blue line with the Normal limits equation (1.9), as dashed blue lines
and the block bootstrap limits as dashed green lines. Overlapping blocks of
size l = 5 (n1/3) were used, and the bootstrap and Normal limits calculated
in the same manner as before (B = 500). Note the block bootstrap limits
are of a similar shape but slightly narrower than the model-based limits. At
k = 1 the upper limit for the block bootstrap data is less than the observed
autocorrelation ρˆ(1), indicating that this method of generating surrogate data
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Figure 3.3: Correlogram of a realised AR(1) series (n = 100) with asymptotic
Normal and block bootstrap 95% confidence limits
has failed to replicate the series autocorrelation adequately. A further indication
is given at k = 19 where the estimate crosses the lower bootstrap limit.
Figure 3.4 shows the observed AR(1) data used in the previous examples
and two realisations of the bootstrap method using a model-based approach
and block resampling. Both methods arguably produce surrogate data with a















Figure 3.4: Realised AR(1) series n = 100 (left panel) and a single resample
from a model-based (centre panel) and block (right panel) bootstrap method








































hence for an AR(1) series we have |ρX∗(1)| < |ρX(1)|, in fact
ρX∗(k) ' max[(l − k), 0](n− k − l)
l(n− k) ρX(k). (3.1)
So larger block sizes preserve the ac.f. to a greater degree. We can introduce
a certain amount of assisted selection by matching blocks according to the last
difference of the previous block and the first difference of the next block. We
call this algorithm the assisted block bootstrap method and its steps are as
follows.
1. Divide the data into (n− l) overlapping blocks of length l
{X1, . . . , X1+l−1}, {X2, . . . , X2+l−1}, . . . , {Xn−l+1, . . . , Xn}
labelled {Z1}, {Z2}, . . . {Zn−1}, respectively.
2. Calculate the difference νj = Xj+l −Xj+l−1, j = 1, . . . , n− l.
3. Sample the first block as Z∗U where U ∼ Uniform[1, n − l], and calculate
ν∗1 = X∗U+l −X∗U+l−1.
4. List the n˜ blocks with νj ∈ [ν∗1 − cσˆ, ν∗1 + cσˆ], c > 0, j = 1, . . . , n.
5. Select the next block at random from the subsample of blocks with prob-
ability n˜−1 and calculate ν∗2 .
6. Repeat Steps 2 to 5 until a complete surrogate is made.
The choice of c controls the number of alternative blocks available for selection
(n˜). As c increases the subset of selected blocks n˜ in Step 4, approaches n − l
which results in the previous standard block resampling algorithm. An example
of the effect of c is given in Figure 3.5 using a realised AR(1) series with n =
100, φ = 0.7. The left panel shows the assisted block bootstrap estimate ρˆX∗(1)
using l = 5, B = 500, for a range of c values. The right panel displays the mean
number of subset blocks (n˜) over c. In this example even a small c reduced the
ac.f. by a significant amount compared to the observed estimate. For c = 0.1
the bootstrap estimate was ρˆX∗(1) = 0.56 with an average of n˜ = 7.0 blocks.
For c = 2.5 the bootstrap estimate was ρˆX∗(1) = 0.52 using an average of
n˜ = 91.0 blocks. The observed ac.f. for the realised series was ρˆX(1) = 0.67,
hence for the standard block bootstrap we would expect ρˆX∗(1) = 0.53, from
equation (3.1).
Figure 3.6 compares the assisted and standard block bootstrap procedures.
We again used B = 500 and a block size of l = 5. We can see that the
assisted block bootstrap does better at low lags and gives approximately the
same limits as the standard overlapping block bootstrap procedure elsewhere.
For this example c = 1/8 which resulted in a mean number of matched blocks
of n˜ = 9, out of a possible 95(= n− l). Figure 3.7 shows a realised AR(1) time
series and a single resample using the standard block bootstrap and assisted
block bootstrap methods. The assisted method does appear to give a better
match to the actual data than the standard.
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Figure 3.5: Estimated ac.f. at lag k = 1 using the assisted block bootstrap (left
panel) and mean number of blocks available for sampling (n˜) (right panel) by
c, for a realised AR(1) series
n = 100, φ = 0.7, l = 5, B = 500
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Figure 3.6: Correlogram of realised AR(1) data with block bootstrap and as-
sisted block bootstrap limits (right panel k ≤ 5)
3.1.2 Bootstrap testing
As the bootstrap can be used to estimate the variance in a statistic then it can
also be applied to test hypotheses and give a probability to null hypotheses
being true. The method by which it calculates these p-values is very different
from classical procedures but gives a result that has a similar interpretation.
This bootstrap p-value is also called the achieved significance level (ASL) (Efron
& Tibshirani 1993) given by
ASL = PH0 {θ < θ∗}
where θ is some function of the statistic of interest.
As an example consider the null hypothesis that a time series {Xt} has zero
mean H0 : µX = 0, HA : µX 6= 0, so θ = µ. From an observed series {xt} create
the test-statistic t = |µˆx − 0|. Assuming {xt} is exchangeable we describe two
options to create bootstrap data under the null hypothesis. We could assume
that the data follow a Normal distribution and sample from x∗t ∼ N(0, σˆ2x).













Figure 3.7: Realised AR(1) data (left panel) and example of block (centre panel)
and assisted block (right panel) resampling methods
example, the Kolmogorov-Smirnov test (Boes, Graybill & Mood 1974). The
non-parametric option is to use the standard bootstrap to resample from {x˜t}
where x˜t = xt − µˆx. For each resample (under either method) calculate the
test statistic t∗ = |∑x∗t /n| or t∗ = |∑ x˜∗t /n|. The ASL in this example is
ˆASLboot = # {t < t∗} /B where # represents a tally of the number of times the
relation in the parentheses { } was true for b = 1, . . . , B.
This bootstrap p-value has a similar interpretation to those generated by
exact methods. The method realises a number of alternative results, in a world
where the null hypothesis is true, and places the actual result within these
alternatives. A difference between the bootstrap and parametric methods is
that bootstrap p-values can be exactly zero or one, whereas parametric p-values
are always between zero and one.
A decision needs to be made about the number of resamples B. Fortunately
with greater computing power we can often be very conservative and choose a
much largerB than needed without any statistical consequences. As the number
of resamples increases so does the accuracy of the result. One simple diagnostic
is to run the bootstrap test twice with the same size B. If the results are
adjudged to be similar, and most importantly the conclusions drawn remain
the same, then the resample size can be considered adequate. We suggest some
other diagnostic statistics for our proposed model-based bootstrap test of non-
linearity in Section 3.2.4.
3.2 Bootstrap algorithm to test for non-linearity
The need to distinguish between linear and non-linear time series is a well re-
searched problem. The bispectrum has been employed in this task as it is a
third order statistic and is sensitive to both non-Gaussianity and non-linearity.
We discussed some of the existing tests in Section 1.2.7 and highlighted their
drawbacks. The bispectrum based test of linearity of Subba Rao & Gabr does
not use all the frequencies in the principal region ∆, and hence can miss impor-
tant non-linear information. The bispectrum based test of linearity of Hinich,
which uses the direct bispectrum estimate, has been shown to be based on
flawed assumptions concerning the asymptotic Normality of the estimate.
The complexity of the variance for the indirect estimate when M < (n− 1)
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make the use of a parametric test unwieldy and unwise. The bootstrap is
an ideal method for dealing with such complex inference problems. Using a
bootstrap test removes any reliance on a particular distributional form.
A proposed new test compares the series bispectrum with that generated
from the best linear model for the original time series, and maintains that ob-
served differences indicate significant non-linearities (or possible non-stationarity).
It has the advantage that it works well on short length series and gives valu-
able information about non-linear model selection via a plot of the bispectrum
values that exceed a well-defined threshold. We detail how the model-based
bootstrap method is used to resample the series and estimate the variance of
the bispectrum under the null hypothesis that the series is linear. If the test
series is linear then we would expect its bispectrum and those from its best
linear fit to be similar. If the test series is non-linear then its linear fit will
not capture its non-linear features, for example the {β′} in equation (1.25).
We search for these discrepancies by examining the difference between the se-
ries bispectrum and the resampled versions. We first use the modulus-squared
bispectrum as the test statistic (Section 3.2.1). However, testing the real and
imaginary parts separately (Section 3.2.5) does seem to yield more information
concerning time reversibility and other aspects of the generating process. We
also examine alternative methods of resampling (Section 3.2.7) and alternative
test statistics (Section 3.2.6).
In the following algorithm we assume we have a discrete time series that is
weakly second order stationary. We also assume the processes are ergodic to
ensure a well-defined linear fit in Step 1. We use both AR and MA models to
create the bootstrap resamples. The algorithm tests the null hypothesis that
the series is linear and stationary against the alternative that it is non-linear
or non-stationary. We use a significance level of α = 5% throughout.
3.2.1 Bootstrap algorithm
We first present the steps of the proposed algorithm and then give a discussion
of our reasoning.
Step 1
The series under question is centred, so that E(Xt) = 0. As stated earlier the
Wold Decomposition Theorem states that any linear series can be represented
as an infinite sum of its past errors (Section 1.1.2). An MA fit of order q




βˆj,q εˆt−j,q + εˆt,q, t = 1, . . . , n.
The residuals are estimated by
εˆt,q = Xt −
q∑
j=1
βˆj,q εˆt−j,q, t = 1, . . . , n.
When t ≤ 0, εˆt,q = 0. An alternative is to sample the errors εˆ−q,q, . . . , εˆ−1,q from
a standard Normal distribution, but this constrains the distributional form of
the errors. The βˆj are estimated using the prediction error method (see Section
1.1.4).
As an accuracy check the innovation sequence is tested to see if it is white
noise according to the cumulative periodogram-based Bartlett Kolmogorov
Smirnov test (Section 1.1.7) with the suggested approximate critical level of
Fuller (1996). The test is set at a conservative 10% level. Models with some
100 Chapter 3
structure in their residuals are rejected so as to exclude those orders that do
not adequately fit the data (and to ensure that we have a set of exchangeable
residuals).
A number of alternative models needs to be assessed. For our simulation
all models of order q = 1, . . . ,Q were fitted to the data, where Q is the nearest
integer to n/5. A check needs to be made that there exists at least one adequate
fit to the data. If no suitable linear fit exists then we implement the AR model
detailed in the alternative step below.
Step 1 - alternative




φˆj,pXˆt−j,p + εˆt,p, t = 1, . . . , n.
The residuals are estimated by
εˆt,p = Xt −
p∑
j=1
φˆj,pXt−j,p, t = p+ 1, . . . , n.
The AR method gives n− p residuals. The φˆj are generated using Yule-Walker
estimates (Section 1.1.4). Again models of order p = 1, . . . ,P, where P is the
nearest integer to n/5, are evaluated and those showing significant structure in
their errors are rejected. Again if no suitable AR model exists then we can try
an MA fit. In the remote event that neither an AR or an MA fit can be found
then we conclude the series is non-linear and stop the algorithm here. Note in
the simulations that follow no series failed to have either an MA or an AR fit,
although a some failed to have one linear model.
Step 2
Of the models with no significant correlation structure the optimum order Q
of an MA fit to the data is chosen using, minQκ=1 |var(Xt) − var(Xˆt,κ)|, where,














After centring by the mean, the residuals from the linear fit are assumed to
be a sample from the actual error distribution driving the time series F , which
has a zero mean and finite variance. The optimum MA model and this set of
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where ε˜t,Q = εˆt,Q − 1n
∑n
t=1 εˆt,Q, and ε˜
∗
t,Q, t = 1, . . . , n, is a sample from the
empirical distribution Fˆn, which gives an equal selection probability (1/n) to
each ε˜t,Q. Resampled series are generated after a burn-in of 100 observations.
A total of B bootstrap series is created {X∗1t }, . . . , {X∗Bt }, each being centred
so that E(X∗) = 0.
Step 4
The squared modulus bispectrum of the series |bˆ(ωj , ωk)|2 and those of the
bootstrap |bˆ∗b(ωj , ωk)|2, b = 1, . . . , B, are generated using the indirect estimate
(1.52) with M =
√
n. The difference between the series bispectrum and a
bootstrap 100(1− α)% percentile is calculated as
D∗(ωj , ωk) = |bˆ(ωj , ωk)|2 − |bˆ∗(B(1−α))(ωj , ωk)|2 (3.2)
where bˆ∗(., .) is calculated independently for each (ωj , ωk) coordinate. The null









I{D∗(ωj ,ωk)>0} > δ (3.3)
where I is an indicator function and the limits on the summations correspond to
the region (1.29) which gives rise to T coordinate values in total. The parameter
δ is chosen to ensure the overall level of the test remains at α. The statistic is
labelled NLS1 is to differentiate this one-sided statistic to the two-sided version
given later.
Discussion of algorithm
The variance is chosen as the optimisation criterion in Step 2 for those models
with exchangeable residuals, so that the surrogate bispectra are as close as pos-
sible to the true bispectrum. We know that the variance in the direct estimate
for a linear series is proportional to the triple product of the spectrum equation
(1.58). By using the variance we hope to match this total area. Also matching
the second order properties of the series allows any observed differences to be
attributed to higher orders.
The choice of n/5 as the largest order is somewhat arbitrary and was chosen
with short length series in mind. For longer length series we may want to reduce
this; of course we can also force a particular model order if there is some prior
knowledge about the series. We note that this model selection criterion is not
perfect and we would prefer to use a more thorough instrument. However
we desired this particular algorithm to be automatic, and propose that the
remainder of this algorithm be conditional on this choice of model.
Other methods to find the order of the linear fit were investigated. Using the
AIC, and the adaptation of Schwarz (1978), are unsuitable as the best model
in terms of these procedures does not necessarily give a model with similar
variance. We did try using these order criteria on a standardised series and then
standardising the bootstrap series, but found in some cases that this resulted
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in a large difference between the series spectrum and those from the bootstrap
resamples. The ARMA order selection method of Piccolo & Wilson (1984) is
praiseworthy but produces a range of output to help the researcher make a more
informed decision, a possibly complex set of rules would have to be constructed
to create an automatic selection criteria. Paparoditis & Streitberg (1991) used
a bootstrap procedure and the vector ac.f. as the information statistic to select
p and q from an ARMA(p, q) model. The authors demonstrated the validity
of the method even on short series (n = 50), given time we would transplant
this method into our algorithm. Zoubir (1999) also used a bootstrap method
for model order selection. The model-based AR(p) bootstrap method was used
and B surrogate series created for a range of model orders, p = 1, . . . ,M .
The model was selected by then minimising the residual sum of squares RSSp
(Section 1.1.4) evaluated over all surrogates and all orders. In a simulation study
the method outperformed the AIC criteria in terms of correctly identifying an
AR(2) model.
The theory of bootstrapping in this manner from an ARMA model has been
provided by Kreiss & Franke (1992), whose Lemma 2.2 gives consistency for the
parameter estimates (ϑˆ), and whose Theorem 2.3 gives second order accuracy
for bootstrapping from the fitted process. This is provided that the original
parameter estimates ϑˆ are root-n consistent for ϑ. Theorem 3.1 states that the
edf Fˆn is asymptotically equal to F . In a small simulation study the authors
demonstrated the methods superiority in estimating the parameters from an
ARMA model of known order (ϑ) over the classical method which assumes
Normal residuals by plotting
√
n(ϑ − ϑˆ). They used B = 1000, n = 31, 51
and 101 and a least-squares and Newton-Raphson algorithm to estimate the
model parameters. An additional finding of the simulations was to highlight
the sensitivity of the bootstrap method to correct parameter estimation with
better results apparent when the difference ϑ− ϑˆ was small. This requirement
is furthered by Davison & Hinkley (1997) who state that such model-based
resampling is known to lead to good second order estimates when the model
is correct, but that incorrect model selection will lead to incorrect inference.
Paparoditis (1996) gave the asymptotic validity of model-based resampling in
terms of the mean and variance of the periodogram. Their simulation study
showed an improvement in the estimate of the periodogram using n = 64 over
asymptotic theory for a vector AR(1) process.
Swanepoel & van Wyk (1986) used an AR bootstrap model to give confi-
dence limits to a parametric AR spectrum. They estimated the model order
p using the Hannan & Quinn (1979) modification of the AIC criteria (Section
1.1.4). They showed good convergence to the exact confidence intervals in a
simulation study using B = 100 which improved with increasing the sample
size from n = 100 to n = 3600. Importantly they also showed good conver-
gence when the AR model residuals were non-Gaussian (double Exponential)
and stated that only large values of p had an influence on the width of the
intervals. They suggested setting B ≥ 100 for any value of n. Chatterjee
(1986) showed some improvements over the standard parametric estimation of
ϑˆ by bootstrapping from an ARMA model. In a simulation study they used
(p, q) = (1, 1), (2, 0), (0, 2) with Gaussian and non-Gaussian errors with n = 30
to n = 100 and B = 200. They showed a satisfactory performance of the boot-
strap estimates of the standard error of ϑˆ. Using φ = 0.5 and β = 0.9, the
bootstrap standard errors were generally slightly larger than the exact values
for all n and for all error distributions. The biggest improvements over the
parametric method were shown for the non-Gaussian errors (as the standard
estimation procedure assumes that the variance of ϑ is Normal).
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3.2.2 Critical level #1
We need to estimate a value for the critical level δ in Step 4. One approach is
to view each coordinate as a Bernoulli test, p(D∗(ωj , ωk) > 0) ∼ Bern(pj,k).
Under the null hypothesis the tests are not independent, so to accommodate
the non-constancy of pj,k we model its value using a Beta distribution, pj,k ∼
Beta(a, b) (Gelman, Carlin, Stern & Rubin 1995). Hence we can select the





Γ(θ + 1)Γ(T − θ + 1)
Γ(a+ θ)Γ(T + b− θ)




where a and b are chosen to ensure that aa+b = α.
3.2.3 Critical level #2
An alternative non-parametric method of finding the critical level is to again
use the bootstrap to give an idea of the number of times the limits would be
exceeded if the null hypothesis were true. We first create two extra sets of
bootstrap series using the optimal linear model as in Step 3, X∗∗1, . . . , X∗∗B
and X∗∗∗1, . . . , X∗∗∗B. We then calculate a bootstrap version of equation (3.2)
for b = 1, . . . , B as
D∗∗b(ωj , ωk) = |bˆ∗∗∗b(ωj , ωk)|2 − |bˆ∗∗(B(1−α))(ωj , ωk)|2 (3.4)
where bˆ∗∗(B(1−α))(ωj , ωk) is generated using the second bootstrap data set {X∗∗}.










The critical level is then δ2 = NLS1∗∗(B(1−α)). A bootstrap one-sided p-value for






It is necessary to create these two extra sets of bootstrap data ({X∗∗} and
{X∗∗∗}) so that there is no bias in creating an NLS1∗∗ that is in some way
linked to the test-statistic NLS1. In other words the {X∗} bootstrap series that
created NLS1 are not used to create the null hypothesis limit. An alternative
is to calculate just one extra set of data {X∗∗} and form the statistic D∗∗b
using X∗∗1, . . . , X∗∗b−1, X∗∗b+1, . . . , X∗∗B. However this involves recalculating
the limits |bˆ∗∗(B(1−α))(ωj , ωk)|2, ∀, (ωj , ωk) ∈ ∆, B times. We found it more
computationally efficient to create a further set of bootstrap data {X∗∗∗} and
one set of limits |bˆ∗∗(B(1−α))(ωj , ωk)|2.
3.2.4 Other output from the test
There are two graphical aids to model selection: a contour plot with ωj and ωk
on the x and y axes and I{D∗(ωj ,ωk)>0} on the z-axis, and a contour or a three-
dimensional surface plot with D∗(ωj , ωk) on the z-axis. The two-dimensional
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contour plot is useful for identifying the location of specific important frequen-
cies, the surface plot adds a comparative importance to the frequencies by
including the size of the difference D∗(ωj , ωk).
As a diagnostic we suggest examining the matching of the bootstrap data to












. In an ideal situ-
ation the distribution of variances of the bootstrapped series would be centred







. Skewness is essentially a linear feature of the
data and although helpful for detecting non-Gaussianity it gives no information
on non-linearity. As we demonstrated earlier (Section 1.2.1) each value of the
modulus-squared bispectrum is increased by the value µ2(0, 0). Hence for a test
of linearity we would prefer the original and surrogate skewness to be similar.
We may also want to consider a histogram of the estimated residuals as an
indicator of its distribution and the model fit. The periodogram or estimated
spectrum of the series compared to those of the bootstrap is a useful indicator of
the matching of the second order features. We suggest comparing the observed
periodogram to the 95th percentile from the bootstrap series I∗(ωj)(95).
Table 3.1 and Figure 3.8 show some of the above diagnostic statistics for
a realisation of a linear AR(1) model using n = 100 and B = 100. We would
like the resampled series to match the linear aspects of the test series as much
as possible. The diagnostic statistics from realised example show a reasonable
matching to the actual data in that the variance of the bootstrap series is
centred on the observed variance and the limit I∗(ωj)(95) gives the expected
steady decay of an AR(1) process.
Table 3.1: Diagnostic statistics—variance and skewness of a realised AR(1)
series of length n = 100 compared to mean and 95% confidence interval for
B = 100 bootstrap series from the optimal linear fit
bootstrap
series mean lower 95% CI upper 95% CI
variance (σ2) 1.0607 1.0652 0.8047 1.4438
skewness (ξ) 0.4560 0.2340 -0.2648 0.7334
Ideally bootstrap series should closely match the variance and skewness of the observed
series.
This test is different from existing methods that use the bispectrum because
by using bootstrap samples it does not rely on distributional assumptions con-
cerning the bispectrum. Instead the variance in the bispectrum expected under
the null hypothesis has been estimated using repeated sampling from the opti-
mal linear fit. This also means the size of the series bispectrum is unimportant
and it will work when the majority of values are close to zero. Also by exam-
ining each coordinate, with no regard for scale, it finds significant regions that
might be missed by visually assessing the bispectrum.
The test does not require the bispectrum to be smoothed or normalised
(frequency-bicoherence). Also the frequency information of the bispectrum
is retained, which is useful for characterising non-linearity. The test gives a
percentage that assesses the degree of non-linearity and a map of significant
coordinates that indicates the type.







Figure 3.8: Diagnostic plot—periodogram of a realised AR(1) series of length
n = 100 and I∗(ωj)(95) from B = 100 resampled series from the optimal linear
fit
Upper limit of periodogram from bootstrap data shows the expected decay of an AR(1)
process.
3.2.5 Alternative methods of bispectrum estimation
As stated earlier there are two main competing methods for calculating the
bispectrum, called the direct and indirect (see Section 1.2.1 and Chapter 2). The
previous bootstrap test used the indirect method only. This section constructs
test statistics for both estimation methods using both the real and imaginary
parts separately. Choosing an M < n − 1 may introduce some dependence
between neighbouring values of the indirect estimate but gives a more powerful
test than one based on the indirect method. The results are shown later using
a simulation study (Section 3.3.3).
Steps 1–3 of the new algorithm are as before. Previously we examined the
positive definite modulus bispectrum and so generated a one-sided test. Here
we examine testing the real and imaginary parts which requires a two-sided
complex version of equation (3.2) in Step 4 given by
Λ∗lower(ωj , ωk) = bˆ(ωj , ωk)− bˆ∗(B(α/2))(ωj , ωk)
Λ∗upper(ωj , ωk) = bˆ(ωj , ωk)− bˆ∗(B(1−α/2))(ωj , ωk)
(3.5)
where bˆ∗Bα(., .) is the 100α% percentile from bispectra from bootstrap resamples






(ωj ,ωk)<0} + I{Λ∗upper(ωj ,ωk)>0} > δ. (3.6)
The direct estimate has asymptotically independent values away from the man-
ifolds ωk = 0, ωj = 0 (Section 1.2.5). We do not use these manifolds as the
direct estimate is identically zero here when E(Xt) = 0. Hence each co-ordinate
is an independent Bernoulli trial p(Λ∗(ωj , ωk) > 0) ∼ Bern(α) where α is the
level of the test. There are TD = 13(
n−1
2 )
2 trials, so the critical value δ is selected
so that p(NA > cr) = α, where NA is a Poisson random variable with parameter
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λ = TDα. For the indirect estimate the co-ordinates are not independent and
we need to use the critical level described in Section 3.2.3.
The remaining test procedure and output is as before except for the contour
plot which has I{D∗(ωj ,ωk)>0}−I{D∗(ωj ,ωk)<0} on the z-axis. Note the minus sign
here, as compared to the test statistic (3.6), so that we retain the information
on whether the upper or lower limits are exceeded.
3.2.6 Alternative test statistics
In this section we detail the alternative test statistics examined.
Size based statistic
An alternative statistic was examined that looked at the size of the difference
between the series and the bootstrapped bispectra. This is done in Step 4 using









max(D∗(ωj , ωk), 0).
As we do not know the distribution of this statistic under the null hypothesis we
are inclined to use a similar critical level to that in Section 3.2.3. This method
therefore requires an extra two sets of bootstrap data to be constructed. For









max(D∗∗b(ωj , ωk), 0).
The non-parametric (double bootstrap) critical level is then δ2 = NLSS∗∗(B(1−α))







As pointed out by Hall &Wilson (1991) pivoting bootstrap statistics can greatly
help with the tests accuracy. A pivoted version (or studentised bootstrap) of
our test statistic is given by
D∗p(ωj , ωk) =
(






/σˆ∗(ωj , ωk) (3.7)
where σˆ∗ is the estimated standard deviation at each coordinate using the boot-
strap samples. So we use the bootstrap to estimate both the mean and variance
of the bispectrum. D∗p(., .) can now be compared to a standard Normal distri-
bution and significant coordinates tallied and plotted as before. Equation (3.7)
is a complex statistic and can be summarised using the real and imaginary
part separately or the modulus. We compare each value of D∗p(., .) to a stan-
dard Normal with Bonferroni corrected lower and upper limits (Zα/(2T ) and
Z1−α/(2T )), where T is the total number of bispectrum values. When using the
real and imaginary parts we will need a separate T< and T= as the number of
coordinate values is different when E(Xt) = 0.
A bootstrap frequency-domain test of non-linearity 107
3.2.7 Other methods of resampling
Before arriving at the final bootstrap test a number of alternative strategies for
resampling the data were examined.
Resampling from the periodogram
We now detail two frequency-based resampling methods. Paparoditis (1999)
resampled from the periodogram to estimate the variance and ac.f.. Viewing
the spectrum as a smooth function the author considered the value sˆ(ωj) as
exchangeable in the neighbourhood of ωj+s, −kT ≤ s ≤ kT . The author
discussed the selection of the size of kT and its effect on estimation. A simulation
study of an AR(1) model with B = 1000 and for small series length n = 64
and kT = 4, showed fair results for estimating the series standard deviation
and skewness, and showed improved results over the Normal approximation for
estimating the ac.f. at lag 1.
Fra¨nke & Hardle (1992) create bootstrap series by resampling the peri-
odogram, they view the relationship between the estimated periodogram and
the true spectrum as
I(ωj) = s(ωj)εj , j = 1, . . . , n/2.
They then estimate the spectrum sˆ(ωj) by smoothing the periodogram, equation
(1.24), and hence create a set of estimated residuals {εˆj}. Bootstrap replicas of
the periodogram are then obtained by multiplying the estimated spectrum by a
resampled set of bootstrap errors. The paper establishes the asymptotic validity
of the method in terms of the spectrum. This method has the advantage over
the previous method of Paparoditis that we do need to choose the number of
frequencies that we deem to be local (kT ).
To use these methods in our algorithm would require the reconstruction
of the series {x∗t } from the bootstrap periodogram I∗(ωj). This requires the
inverse Fourier transform which requires the phase information (ψj) as well
as the magnitude |H(ωj)|. If we assume that the non-linear information of the
series is contained within the phase (Aparicio Acosta 1998), then these methods
becomes unsuitable for creating linear surrogate series.
An alternative bootstrap procedure that would match the periodogram of
the series to a closer degree than any of the previous methods is that of phase
scrambling (Davison & Hinkley 1997). This method has the advantage that it
creates bootstrap series with the same spectrum and skewness as the observed.
Hence it controls for the second order properties much more rigidly than the
model-based bootstrap. This seems an obvious advantage. However, it does
come at a cost in that the variability between surrogates is not as great as it
should be under the null hypothesis. More details on this problem and the
phase scrambling method in general are given in the next chapter.
Adding noise to a series
Contaminating a series with noise might be a suitable method to create surro-
gate series to test linearity. A contaminated series is defined as
X∗t = Xt + %t, t = 1, 2, . . . , n
where %t is generated using an i.i.d. distribution with a zero mean and a variance
equal to cσ2X , c > 0. The variance of the contaminated series is then σ
2
X∗ =
(c2 + 1)σ2X . For our algorithm we require the variance of the surrogate data
to be approximately equal to the series variance. We can achieve this here
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by standardising the observed series and each bootstrap series by its observed
variance so that, σX∗b = σX′ = 1, ∀ b, where X ′t = Xt/σX . As before we create
B surrogate series. As an example Figure 3.9 shows a realised periodogram
for an AR(1) series (n = 100) and the sunspot data (n = 280) together with
the contaminated estimate of I∗(ωj)(95). For both examples B = 200, c = 4,
and we use a Gaussian distribution for {%t}. For both examples this surrogate
data method appears to be giving a reasonable match to the linear properties
of the original data. However the strong periodicities of the sunspot data, as
indicated by the large I(ωj) are not matched in the surrogates to the same













Figure 3.9: Periodogram of a realised AR(1) series (left panel) and sunspot
series (right panel) with 95% limit from B = 200 contaminated series
on the structure of the data. As the variance gets larger the influence of the
noise term increases and the series takes on its uncorrelated structure. Hence for
a non-linear series, and using a small variance, this method is likely to produce
surrogate series that are also non-linear and hence of no use in this algorithm.
We show some encouraging results for testing non-linearity using this method
in a later simulation, Section 3.3.5.
3.3 Results
3.3.1 Results using one-sided test
This section displays the results of the test detailed in Section 3.2.1 using a
simulation study and real data. The bootstrap test, using both an AR and
MA linear model in Step 1, are compared to the Hinich test (Hinich 1982)
using a selection of generated linear, non-linear, and non-linear non-stationary
data (see Table 1.1) and for a range of sample lengths: n = 50, 100, 200. For
all data types except the AR(10) the errors were distributed as uncorrelated
standard Normal. For the AR(10) the errors are from an i.i.d. t-distribution
with two degrees of freedom, this was done to test the sensitivity of the test
procedure to non-Gaussian noise. For each data type and series length the test
has been repeated 100 times. The AR(1), AR(10), TAR(2;1,1), GARCH(1,1)
and ARCH(4) series were sampled after a burn-in of 100 observations to remove
the influence of the initial condition. The initial condition for these data types
was Xt = 0, for t ≤ 0. The critical value (δ1) for the bootstrap test of Section
3.2.2 was generated using a = 5, b = 95. For n = 50, 100, 200 the values were
δ1 = 23, 81 and 307 respectively. There were B = 500 bootstrap replications.
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The Hinich test was generated using M ′ =
√
n and using the IQR statistic.
This is a two-sided test, with a significance level set at 5%, which compares the
observed IQR with that expected under the null hypothesis using an approxi-
mation to a non-central Chi-squared distribution (see Section 1.2.7). The code
used to generate the Hinich test was the non-linear toolkit version 4.52 detailed
in Patterson & Ashley (2000). The results for both tests are summarised in
Table 3.2.
Table 3.2: Counts of null hypothesis rejections from Hinich and bootstrap tests
for 100 simulations using B = 500
AR model MA model
Hinich Boot# 1 Boot# 2 Boot# 1 Boot # 2
n = 50
AR(1) 13 9 3 3 0
AR(10)-t† 51 20 5 0 0
long-memory 3 4 1 6 0
TAR(2;1,1) 11 18 6 8 0
BL(0.4,1,1) 15 19 7 17 0
GARCH(1,1) 20 15 10 12 2
ARCH(4) 27 54 28 55 21
n = 100
AR(1) 34 31 0 3 0
AR(10)-t† 73 21 9 3 1
long-memory 12 8 1 6 0
TAR(2;1,1) 33 14 4 11 0
BL(0.4,1,1) 52 30 13 33 4
GARCH(1,1) 49 34 11 35 12
ARCH(4) 73 79 51 80 49
n = 200
AR(1) 8 16 8 1 0
AR(10)-t† 85 11 7 4 0
long-memory 5 88 57 1 0
TAR(2;1,1) 32 15 2 12 0
BL(0.4,1,1) 70 39 14 49 7
GARCH(1,1) 55 61 37 66 43
ARCH(4) 90 96 70 99 80
† Errors from a zero mean t-distribution with 2 degrees of freedom
Boot# 1 - Critical level for bootstrap test detailed in Section 3.2.2
Boot# 2 - Critical level for bootstrap test detailed in Section 3.2.3
Tables 3.3 and 3.4 show the optimal AR and MA orders selected in the
simulation. Figures 3.10, 3.12 and 3.14 show the mean difference D∗(ωj , ωk)
over the simulations with n = 50, 100 and 200 respectively using an MA model
in Step 1 of the algorithm. Figures 3.11, 3.13 and 3.15 show contour plots of
the counts of significant values I{D∗(ωj ,ωk)>0} over the simulations with n =
50, 100 and 200 respectively using an MA model. Figures 3.16, 3.18 and 3.20
show the mean difference D∗(ωj , ωk) over the simulations with n = 50, 100 and
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Table 3.3: Counts of optimal AR model order (P ) for bootstrap test from 100
simulations
P
Label 1 2 3 4 5 6 7 8 9 10 >10
n = 50
AR(1) 1 54 14 8 4 5 3 5 2 4 0
AR(1) t-noise 2 60 8 5 5 4 1 9 4 2 0
long memory 19 34 18 6 6 3 5 4 5 0 0
TAR(2;1,1) 12 27 12 9 8 16 5 3 4 4 0
BL(0.4,1,1) 14 31 10 9 4 7 9 3 7 6 0
GARCH(1,1) 25 14 14 9 10 7 4 9 5 3 0
ARCH(4) 19 22 13 13 9 2 9 7 3 3 0
n = 100
AR(1) 1 73 3 5 2 1 2 2 2 2 7
AR(1) t-noise 2 83 4 1 1 3 1 1 2 1 1
long memory 9 50 27 2 4 3 1 1 2 1 0
TAR(2;1,1) 12 27 12 9 8 16 5 3 4 4 0
BL(0.4,1,1) 7 17 10 3 7 7 4 3 5 6 31
GARCH(1,1) 14 11 6 4 5 4 9 7 5 4 31
ARCH(4) 17 17 7 8 6 7 5 4 1 5 23
n = 200
AR(1) 1 97 2 0 0 0 0 0 0 0 0
AR(1) t-noise 1 95 1 1 1 1 0 0 0 0 0
long memory 0 93 5 1 1 0 0 0 0 0 0
TAR(2;1,1) 5 15 5 6 7 5 6 2 3 2 44
BL(0.4,1,1) 4 17 6 4 2 3 7 4 8 1 44
GARCH(1,1) 8 13 6 6 5 10 3 5 2 4 38
ARCH(4) 15 24 7 1 3 5 4 5 2 3 31
200 respectively using an AR model in Step 1. Figures 3.17, 3.19 and 3.21
show contour plots of the counts of significant values I{D∗(ωj ,ωk)>0} over the
simulations with n = 50, 100 and 200 respectively using an AR model.
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Table 3.4: Counts of optimal MA model order (Q) for bootstrap test from 100
simulations
Q
Label 1 2 3 4 5 6 7 8 9 10 >10
n = 50
AR(1) 28 25 16 7 6 7 4 5 1 1 0
AR(1) t-noise 29 14 14 11 7 4 8 4 4 5 0
long memory 38 15 12 12 6 8 6 3 0 0 0
TAR(2;1,1) 48 21 9 8 5 1 2 1 3 2 0
BL(0.4,1,1) 14 31 10 9 4 7 9 3 7 6 0
GARCH(1,1) 41 23 9 7 4 5 4 4 2 1 0
ARCH(4) 42 14 13 10 2 4 4 3 3 5 0
n = 100
AR(1) 11 15 15 13 17 7 4 9 1 2 6
AR(1) t-noise 25 12 6 4 5 2 1 9 2 2 32
long memory 12 20 6 11 7 8 7 7 3 6 13
TAR(2;1,1) 46 17 14 5 6 4 4 1 1 1 1
BL(0.4,1,1) 30 17 6 10 6 8 7 3 3 3 7
GARCH(1,1) 50 22 7 8 2 4 4 1 1 1 0
ARCH(4) 44 6 7 5 8 3 2 4 6 5 10
n = 200
AR(1) 8 17 2 11 5 10 9 2 7 5 24
AR(1) t-noise 23 9 4 3 3 3 2 3 1 4 45
long memory 1 6 6 6 13 9 8 8 3 1 39
TAR(2;1,1) 36 16 12 4 5 4 5 3 2 2 11
BL(0.4,1,1) 23 14 8 8 6 6 6 3 2 1 23
GARCH(1,1) 49 9 4 6 8 4 4 3 4 1 8
ARCH(4) 27 8 4 4 3 1 4 3 3 5 38
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As well as generated data the test was run on some real data sets (see
Appendix A) using B = 300 the results of which are shown in Table 3.5. The
results on the real data sets using the Hinich test are in Table 3.6, using M ′ =
n0.5 and M ′ = n0.6 and using the IQR and IDR test statistics. Both the lynx
and the sunspot series were tested after a square-root transformation and the
sunspot series after removing the strong seasonal component of fj = 11 years.
These operations slightly alter the value of n and hence the value of T and
δ1. The test was also run on the estimated residuals of the sunspot series after
fitting the non-linear TAR model of Tong (1990) (page 421)
Yt =

1.89 + 0.86Yt−1 + 0.08Yt−2 − 0.32Yt−3 + 0.16Yt−4 − 0.21Yt−5
+0.19Yt−7 − 0.28Yt−8 + 0.20Yt−9 + 0.10Yt−10 + ε(1)t , Yt−8 ≤ 11.93
4.53 + 1.41Yt−1 − 0.78Yt−2 + ε(2)t , otherwise
(3.8)
where Yt = 2
{
(Xt + 1)0.5 − 1
}
, and the linear AR(3) model of Box & Jenkins
(1976) for the years 1770–1869, n = 100
Yt = 13.7 + 1.37Yt−1 − 0.74Yt−2 + 0.08Yt−3.
The graphical output I{D∗(ωj ,ωk)>0} from running the test on the real data sets
is shown using contour plots in Figure 3.22.
Table 3.5: Results of bootstrap test for real data sets using both the optimal
MA or AR model B = 500
Series LM NLS1 (%) δ1 δ2
Sunspot MA(52) 642 (9.6) 599 1963
Sunspot-deseasoned MA(12) 979 (16.0) 549 1275
Square-root sunspot MA(9) 977 (14.6) 599 1767.5
Sunspot residuals - Tong model AR(38) 463 (7.4) 549 793
Sunspot residuals - Box model AR(11) 88 (10.6) 76 177.5
Lynx MA(3) 120(10.5) 102 292
Square-root lynx MA(20) 30(2.6) 102 351.5
LM=Optimal linear model fitted to data
δ1=critical level from Section 3.2.2, δ2 =critical level from Section 3.2.3
3.3.2 Discussion of first simulation study
The results in Table 3.2 are clearly different according to the test used, the
series length and type, and the model used to generate the bootstrap data.
Both the bootstrap and the Hinich tests generally improve with increasing se-
ries length. Both tests also show the greatest levels of rejection for the non-
stationary ARCH series and the least for the linear long memory or AR(1)
processes. The bootstrap tests give generally better results than the Hinich
test on the linear processes with the MA model being more successful if a lit-
tle conservative. The Hinich test has a high type I error, particularly for the
AR(10) series with t-noise, which actually gets worse with increasing n. As
shown in Section 1.2.7 the assumptions of the Hinich test are violated when
E(X4) − 3E(X2) 6= 0. This difference is zero for a Gaussian distribution but
non-zero for a t-distribution with two degrees of freedom.



















































































































Figure 3.10: Mean of D∗(ωj , ωk) from 100 simulations using MA bootstrap
method (n = 50)
(a) AR(1), (b) AR(1) t-noise, (c) long memory, (d) TAR(2;1,1), (e) BL(0.4,1,1),



























































Figure 3.11: Counts of I{D∗(ωj ,ωk)>0)} from 100 simulations using MA bootstrap
method (n = 50)
(a) AR(1), (b) AR(1) t-noise, (c) long memory, (d) TAR(2;1,1), (e) BL(0.4,1,1), (f)
GARCH(1,1), (g) ARCH(4). High counts indicate consistent regions of significant
non-linearity.

















































































































Figure 3.12: Mean of D∗(ωj , ωk) from 100 simulations using MA bootstrap
method (n = 100)
(a) AR(1), (b) AR(1) t-noise, (c) long memory, (d) TAR(2;1,1), (e) BL(0.4,1,1),


























































Figure 3.13: Counts of I{D∗(ωj ,ωk)>0)} from 100 simulations using MA bootstrap
method (n = 100)
(a) AR(1), (b) AR(1) t-noise, (c) long memory, (d) TAR(2;1,1), (e) BL(0.4,1,1), (f)
GARCH(1,1), (g) ARCH(4). High counts indicate consistent regions of significant
non-linearity.

















































































































Figure 3.14: Mean of D∗(ωj , ωk) from 100 simulations using MA bootstrap
method (n = 200)
(a) AR(1), (b) AR(1) t-noise, (c) long memory, (d) TAR(2;1,1), (e) BL(0.4,1,1),



























































Figure 3.15: Counts of I{D∗(ωj ,ωk)>0)} from 100 simulations using MA bootstrap
method (n = 200)
(a) AR(1), (b) AR(1) t-noise, (c) long memory, (d) TAR(2;1,1), (e) BL(0.4,1,1), (f)
GARCH(1,1), (g) ARCH(4). High counts indicate consistent regions of significant
non-linearity.

















































































































Figure 3.16: Mean of D∗(ωj , ωk) from 100 simulations using AR bootstrap
method (n = 50)
(a) AR(1), (b) AR(1) t-noise, (c) long memory, (d) TAR(2;1,1), (e) BL(0.4,1,1),



























































Figure 3.17: Counts of I{D∗(ωj ,ωk)>0)} from 100 simulations using AR bootstrap
method (n = 200)
(a) AR(1), (b) AR(1) t-noise, (c) long memory, (d) TAR(2;1,1), (e) BL(0.4,1,1), (f)
GARCH(1,1), (g) ARCH(4). High counts indicate consistent regions of significant
non-linearity.

















































































































Figure 3.18: Mean of D∗(ωj , ωk) from 100 simulations using AR bootstrap
method (n = 100)
(a) AR(1), (b) AR(1) t-noise, (c) long memory, (d) TAR(2;1,1), (e) BL(0.4,1,1),



























































Figure 3.19: Counts of I{D∗(ωj ,ωk)>0)} from 100 simulations using AR bootstrap
method (n = 100)
(a) AR(1), (b) AR(1) t-noise, (c) long memory, (d) TAR(2;1,1), (e) BL(0.4,1,1), (f)
GARCH(1,1), (g) ARCH(4). High counts indicate consistent regions of significant
non-linearity.




















































































































Figure 3.20: Mean of D∗(ωj , ωk) from 100 simulations using AR bootstrap
method (n = 200)
(a) AR(1), (b) AR(1) t-noise, (c) long memory, (d) TAR(2;1,1), (e) BL(0.4,1,1),



























































Figure 3.21: Counts of I{D∗(ωj ,ωk)>0)} from 100 simulations using AR bootstrap
method (n = 200)
(a) AR(1), (b) AR(1) t-noise, (c) long memory, (d) TAR(2;1,1), (e) BL(0.4,1,1), (f)
GARCH(1,1), (g) ARCH(4). High counts indicate consistent regions of significant
non-linearity.


















































Figure 3.22: Results of I{D∗(ωj ,ωk)>0)} for real data sets from bootstrap test
using B = 300
Region shaded for I{.} = 1. (a) Lynx, (b) Square-root lynx, (c) Sunspot, (d) Square-
root sunspot, (e) Sunspot residuals from Box model, (f) Sunspot residuals from Tong
model (g) Differenced sunspot.
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Table 3.6: Results of Hinich test for real data sets
c=0.6 c=0.5
Series M ′ p(IQR) p(IDR) M ′ p(IQR) p(IDR)
Sunspot 29 0.054 0.403 17 < 0.001 0.002
Sunspot-deseasoned 29 < 0.001 0.002 16 < 0.001 < 0.001
Square-root sunspot 29 0.006 0.334 17 < 0.001 < 0.001
Sunspot residuals 29 0.000 0.078 16 0.345 0.001
Lynx 17 NA NA 11 < 0.001 < 0.001
Square-root lynx 17 NA NA 11 < 0.001 < 0.001
M ′ = nc
NA=not available due to small size of P ′
A notable outlier in Table 3.2 is the result using the AR linear model on
the linear long memory data of length n = 200. This seems to be due to the
inability of the AR fitting procedure to capture the linear features of the data,
on 95% of occasions the optimum order was chosen as P = 2 (Table 3.3). We
believe this is due to an overfitting of an AR(1) with unit root by an AR(2).
This irregularity in the AR model order selection was also seen for the AR(1)
data with both types of noise, although it did not have such a dramatic impact
on the rejection rate.
It appears from Table 3.4 that the optimal MA model order is dependent
upon the series type. All four non-linear models appeared more likely to choose
a low model order Q ≤ 2, than the linear AR(1) data for series of length
n = 100. We feel this is due to the complex structure of such models being
inadequately represented in a linear form. For the AR(1) t-noise data a high
order linear model (Q ≥ 10) was often fitted (32% for n = 100). This appears
to be a problem of the noise in the data being modelled by additional terms.
Both bootstrap tests outperform the Hinich for almost all non-linear types
for short series (n ≤ 100) and the MA version does better for longer series
(n = 200). The Hinich test gives poor answers for very short series (n = 50) as
it only has eight independent values (P ′) to form an IQR.
The achieved rejection level for linear data from this simulation study is
not always at the 5% level that we would like for the first critical level of the
bootstrap test. A likely reason is that the chosen method to correct for multi-
plicity of testing multiple bispectrum coordinates is too conservative. For the
first critical level we need to select the two parameters of the beta distribution
but have only one constraint (that the overall mean be 0.05). A number of
paired parameters (a, b) can be chosen to satisfy this constraint that result in
a very different variance for the beta distribution. The second critical level
for the bootstrap test using the MA model appears too conservative. The null
hypothesis is accepted for nearly all the linear processes, but a disappointing
rejection rate is seen for the bilinear series.
Examining the graphical output D∗(ωj , ωk)
Conclusions reached using the bootstrap test can be improved by examining
the three-dimensional plot of D∗(ωj , ωk). The mean D∗(ωj , ωk) over the 100
simulations is shown using the MA bootstrap model in Figures 3.10, 3.12 and
3.14. We also summarise frequent areas of rejection for the different data types
by counting I{D∗(ωj ,ωk)} over the 100 simulations (Figures 3.11, 3.13 and 3.15).
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The difference D∗(., .) for all three linear types shows a similar pattern,
albeit on very different scales, which becomes smoother with increasing n. The
steep decline towards (ωj , ωk) = (0, 0) in this plot is a function of the bispectrum
variance. We know from the previous chapter that the variance of the direct
estimate of the bispectrum is proportional to the product of the three spectra
s(ωj)s(ωk)s(ωj + ωk). For an AR(1) series with φ = 0.4 the spectrum is given
by s(ω) = σ2ε/ {1.16− 0.8 cos(ω)}, and this series has an expected bispectrum
equal to zero. This explains the concave shape in the D∗(., .). Although we
use the indirect estimate in this algorithm we saw earlier how its variance is
similar to the direct for such series using n = 100, M = 10 in Figure 2.7. The
D∗(., .) for the AR(1) t-noise data is on a much larger scale as the marginal
variance of this series is much greater than the AR(1). Similarly the D∗(., .)
for the long memory data is on a much smaller scale as its marginal variance is
much smaller.
The patterns for the AR bootstrap method for all data types were very
similar to those for the MA for n = 50. For n = 100 the patterns are again
similar except for the ARCH results. The plot of the mean D∗(., .) using the
MA bootstrap for the ARCH data has a number of regions where D∗(ωj , ω) > 0
whereas the results using the AR bootstrap had none. A similar picture is seen
when n = 200 and we could conclude that the MA bootstrap appears to be
giving a clearer picture. However this particular ARCH series has a large non-
stationary marginal variance which could cause one particular simulation result
to exert undue influence on the mean of D∗(., .) taken over all simulations. We
note that the AR and MA methods give similar rejection rates for this data
type. The only other noticeable difference between the plots for the AR and
MA methods is for the linear long memory which shows a large positive value
at (ωj , ωk) = (0, 0) for the AR bootstrap and a large negative value for the MA
bootstrap. This is most likely due to the previously mentioned inadequacy of
the AR fitting process to such data.
The contour plots of the counts of I{D∗(ωj ,ωk)} for the linear data show that
a common area of rejection was around the point (ωj , ωk) = (0, 0). This was
a more apparent problem for the t-noise and long memory data and it does
abate with increasing n. This problem is no doubt due to the larger variance in
the estimates in this region and gives a strong indication that pivoting would
be useful. Pivoting also helps give more insightful values for D∗(., .) as we
show later (Section 3.3.5). A less ideal alternative is to give less import to
those significant values shown in this region, or even to use such patterns in
I{D∗(ωj ,ωk)} to categorise linear non-Gaussian data.
The ARCH data had the largest positive values for D∗(., .) and generally a
greater percentage of values falling outside the limits. When fewer values fell
outside they were seen in clusters, in a confined area and with a common ωj or
ωk coordinate. However the location of these clusters was not consistent over
the simulations. This particular ARCH series is non-stationary, and hence as
we discussed in Section 1.2.9, its third order moment will have a large variance.
This results in series with possibly large values in the third order moment but
at varying µ(r, s) coordinates between the generated series. Hence the apparent
large number of rejections using the test but without any consistent pattern in
D∗(., .).
The bilinear BL(0.4,1,1) data show a consistent departure from the expected
linear limits at high frequencies. This is consistent with the earlier finding
from Section 1.2.2, in that the bispectrum of the diagonal bilinear model Xt =
0.4Xt−1εt−1 + εt, is periodic along the manifolds ωj = 0, ωj = ωk with period
2pi.
The third order moment of the TAR(2;1,1) had a modal large value at µˆ(0, 1)
over the simulations. This corresponds to the delay parameter for the threshold
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equalling one for this model. The third order moment of the BL(0.4,1,1) data
also had a frequent large peak at µˆ(0, 1) but the simulation study showed much
lower rejection rates for the TAR series. To explain this we need to refer back to
the simulation in Section 1.2.9 which shows the mean third order moment from
another simulation study for both series. We also need to consider the effect
of the Fourier transform on the third order moment. This greater sensitivity
of the BL(0.4,1,1) data is partly due to the fact that the BL(0.4,1,1) value at
µˆ(0, 1) was generally larger than that for the TAR data. In the simulation in
Section 1.2.9 the mean for the BL(0.4,1,1) data is µˆ(0, 1) = 1.08, and for the
TAR(2;1,1) data is µˆ(0, 1) = 0.434. Larger values in the third order moment
generally lead to larger bispectrum values and hence an increased probability
that the linear limits will be exceeded. However the greater sensitivity is also
due to the difference between the third order moments at µˆ(0, 0) for the two
data types. The BL(0.4,1,1) data generally has a larger peak at µˆ(0, 0). Over
the simulations, µˆ(0, 0) = 0.68 for the BL(0.4,1,1) data compared to µˆ(0, 0) =
−0.012 for the TAR(2;1,1) data. Hence the Fourier transform of the third order
moment for the BL(0.4,1,1) shows a good fit at low frequencies in the real part
of the bispectrum. This is because a low frequency cosine wave with a peak
at µˆ(0, 0) coincides somewhat with the peaks in the BL(0.4,1,1) third order
moment. The single peak in the TAR third order with M = 10 fits neither a
low frequency nor a high frequency wavelength to the same degree in either the
real or imaginary region. It should be most sensitive to a high frequency wave
in the imaginary region, but as there is only one peak the result is averaged
out in the indirect bispectrum estimate. This could be solved by reducing M .
Running the test using M = 1 gave a rejection rate of 51% and 20% for the
critical levels δ1 and δ2 respectively using the MA bootstrap method. This was
using the same simulated data for the TAR(2;1,1) series of length n = 100,
which gave rejection rates of 11% and 0% for the critical levels δ1 and δ2 using
M = 10 for the MA bootstrap method.
Results from real data sets
The square-root transformed and the de-seasoned sunspot data have similar
non-linear statistics (Table 3.5) and the pattern in their rejection regions is
similar at low frequencies (Figure 3.22). The square-root region shows a clear
strip of frequencies between ωk = 12pi35 and ωk =
13pi
35 which corresponds to a
cycle (fk) of between 5.4 and 5.8 years. This strip is mirrored to a lesser extent
in the differenced region. The two clusters of values at (ωj , ωk) = (7pi35 , 0) and
(ωj , ωk) = (7pi35 ,
7pi
35 )—corresponding to a cycle of between 8.8 and 10.4 years—
are quite similar for the original, square-root and differenced sunspot rejection
regions. The maximum D∗(., .) for the sunspot series was at D∗(29pi140 , 0) =
2.01× 1010, and for the square-root sunspot data at D∗(27pi140 , 13pi70 ) = 1502.1.
The skewness of the sunspot data appeared significantly different to its
bootstrap surrogates. The sunspot series has a skewness of ξx = 1.043 whilst
a bootstrap 95% confidence interval for the skewness of the surrogate data
is [−0.359, 0.679]. This is an indication that the square-root transformation
is a worthwhile transformation. The skewness of the square-root transformed
sunspot data is 0.174 whilst a bootstrap 95% confidence interval for the surro-
gate data is [-0.234,0.625]. As we stated earlier for this test of non-linearity we
would prefer the skewness of the original and surrogate data sets to be similar.
The test results on the residuals from the Tong sunspot model show fewer
values outside the limits NLS1 = 463(7.4%), compared to NLS1 = 977(14.6%)
for the square-root sunspot data. The test indicates that the residuals from the
Tong model are consistent with the null hypothesis of linearity. This indicates
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that the model has captured the third order non-linear features of the data.
The test results on the residuals from the linear AR(3) Box model also show
a reduction in the values outside the limits NLS1 = 88(10.6%). However we
reject the null hypothesis that the residuals are linear as δ1 = 76. In comparing
these results we note that the Box model models the years 1770–1869 (n = 100),
whilst the Tong model is over 1700–1979 (n = 280) and uses a transformed data
set. Both sets of residuals have a common set of significant frequencies around
D∗(ωj , ωk) = (2pi5 , 0) (fj = 5 years).
There are large differences between the two critical values δ1 and δ2 for the
real data sets, with δ2 being far larger and hence more conservative (Table 3.5).
The set of δ2 critical values result in the null hypothesis being accepted for
all the real data sets. For the first bootstrap critical level (δ1) we only accept
the null hypothesis for the Tong sunspot residuals and the square-root lynx
series; hence this critical level appears to be performing better. Interestingly
the NLS1 statistic increases when using a square-root transformation on the
sunspot data, but the same transformation causes a decreases in NLS1 for the
lynx data. This suggests that this transformation has accentuated the non-
linear features of the sunspot series whilst ameliorating those in the lynx series.
Subba Rao & Gabr (1984) reported a similar finding using their non-linear test
(Section 1.2.7) on the lynx data. The test statistic reduced from SGL = 534.29
to SGL = 4.86 after using the logarithm transformation. The 5% critical level
for this test statistic is F (6, 3, 5%) = 8.94.
Analysing the real data sets highlights an important point concerning the
test procedure and the rejection of linearity: it is difficult to make a rigid
decision about whether a series is linear based on a single run of test. As we
have shown in this section transformations and filters applied to the data can
substantially alter the interpretation of the test statistic and graphical output.
The Hinich results on the real data sets in Table 3.6 show how sensitive
the test is to the size of the smoothing window M ′. In some cases the p-value
changes markedly as does the conclusion based on a 5% significance level. In the
majority of cases the p-values become smaller with decreasing M ′ suggesting
that the larger M ′ oversmooths some important features. Further the smaller
the M ′ the more values there are with which to calculate the range statistic.
For the lynx data the larger value of M ′ leads to too few values with which to
calculate the range statistics (P ′).
3.3.3 Results using two-sided test
Here we compare the performance of the direct and indirect estimates using the
real and imaginary parts of the difference (3.5). The test statistic NLS2 (3.6)
is then the count of the number of times these limits were exceeded (at either
the lower or upper end) by the observed bispectrum estimate. For the indirect
estimate we use the critical level described in Section 3.2.2 as this performed
better than that from Section 3.2.3 in the previous simulation. The results for
both estimates use the same sets of simulated data. We use the MA model
to bootstrap the data as this gave fewer problems than the AR procedure in
the previous simulation. The value of examining the size and shape of the
real and imaginary parts separately as an aid to forming a non-linear model is
discussed in Section 3.3.4. Table 3.7 shows the TAR non-linear series used in
the simulation instead of the TAR model in Table 1.1. We use a larger value
for the threshold delay parameter in the TAR model (four compared to one) in
order to see if this improves the previous disappointing sensitivity of the test
for such data. For all other data types the form is as the previous simulation
(Table 1.1). Table 3.8 shows the percentage of null hypothesis rejections using
both methods for 500 simulations of length n = 100 with α = 5% and B = 200.
130 Chapter 3
Table 3.7: Additional non-linear data generating process
Label Model
TAR(2;4,1) Xt =
{−0.5Xt−1 + εt, Xt−4 < 0.25
0.4Xt−1 + εt, otherwise
Each series was tested for non-linearity using the real and imaginary regions
separately, we also summarise a combined test using a positive result from both
regions.
For the direct estimate we have a critical value of δ = 51. For the indirect
estimate we have real and imaginary critical values of δ = 81 and δ = 76
respectively. The critical value for the real part is larger as the bispectrum
estimate contains more values, specifically on the manifold ωk = 0.
Table 3.8: Percentage rejection rates from bootstrap test of non-linearity using
the direct and indirect bispectrum estimate for 500 simulations n = 100
Direct Indirect
Data < = < & = < = < & =
AR(1) 13.4 12.4 2.4 8.6 7.8 1.0
AR(1)-t† 5.8 4.4 1.2 6.0 15.0 2.6
BL(0.4,1,1) 15.0 9.2 1.8 46.4 27.2 13.0
BL(0.6,20,20) 6.2 9.6 1.2 10.4 9.4 0.8
TAR(2;4,1) 11.8 11.0 1.8 26.2 18.4 3.0
Q-phase 2.8 1.4 0.6 63.2 9.6 6.2
ARCH(4) 10.4 13.0 3.8 85.4 84.0 76.0
† Errors from a zero mean t-distribution with 2 degrees of freedom
Table 3.9 is a cross-tabulation of the null hypothesis rejections according
to the model order Q using the imaginary part of the direct estimate of the
bispectrum for the simulated BL(0.4,1,1) series. We test the independence of
Q and the number of rejections using a Chi-squared test. Ideally we would
like the test to be invariant to the optimal linear model order. Similar tables
and Chi-squared tests for the other series types and test regions are given in
Appendix B. The results of Chi-squared tests of independence of Q and the
rejection rate for all series types and test regions are summarised in Table 3.10.
Figure 3.23 shows the observed mean statistic NLS2 as a percentage and
the observed 5th and 95th percentiles from 100 simulations of a BL(0.4,5,5)
series of length n = 200 for a range of lag values M using B = 500.
3.3.4 Discussion of second simulation study
For each series type the results can be summarised as follows (listed in order of
power of the combined test using the indirect method).
• ARCH: highest level of rejection using combined test for both methods,
equal levels of rejection using the real and imaginary parts.
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Table 3.9: Rejection of null hypothesis of bootstrap test of non-linearity using
the imaginary part of the direct bispectrum estimate, by model order Q from
500 simulations of a BL(0.4,1,1) series
Q n N % E(n)
1 20 160 12.5 14.7
2 8 80 10.0 7.4
3 3 56 5.4 5.2
4 5 50 10.0 4.6
5 2 27 7.4 2.5
6 2 31 6.5 2.9
7 0 17 0.0 1.6
8 1 14 7.1 1.3
≥9 5 65 7.7 6.0
Total 46 500 9.2 46
n =Number of null hypothesis rejections, N =Total number of series, E =Expected
number of rejections assuming independence; χ2 = 5.0211, df = 8, p = 0.7553





















Figure 3.23: Observed mean and 5th and 95th percentiles of NLS2% using
the indirect bispectrum over increasing M for 100 simulations of a BL(0.4,5,5)
series, real part (left panel) and imaginary part (right panel)
Series length n = 200, B = 500 bootstrap surrogates used for each M , non-linear term
at M = 5.
• BL(0.4,1,1): higher rejection rate for real part compared to imaginary
for both methods.
• Q-phase: much higher rejection rate in real part compared to imaginary
using indirect method, very low power using direct method.
• TAR: slightly higher rejection rate in real part compared to imaginary
using indirect method, equivalent power using direct method.
• AR(1) t-noise: higher rejection rate in imaginary part compared to
real using indirect method, equivalent and close to target 5% for direct
method.
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Table 3.10: Chi-squared p-values for independence of optimal linear model order
Q and rejection of null hypothesis for bootstrap test of non-linearity for 500
simulations from linear and non-linear series of length n = 100
Direct Indirect
Series < = < =
AR(1) 0.3907 0.8350 0.2540 0.2891
AR(1) t-noise 0.2584 0.0644 0.0047 0.7833
BL(0.4,1,1) 0.9979 0.7553 0.8914 0.5237
BL(0.6,20,20) 0.3552 0.5849 0.7959 0.1988
TAR 0.0013 0.6618 0.0040 0.0406
ARCH(4) 0.4429 0.1385 0.8771 0.8267
• AR(1): real and imaginary results similar within both methods, however
the indirect is closer to the target 5% level.
• BL(0.6,20,20): similar poor power using either method.
The direct method performs very badly on the quadratic phase data, which is
because such data show one very clear peak in the direct estimate bispectrum.
Hence it is a good visual tool for spotting this type of data but fails when used
in such a test. Birkelund, Hanssen & Powers (2001) discussed this problem
for the normalised direct bispectrum estimate of quadratic phase data. They
demonstrated that smoothing the direct frequency bicoherence estimate gave
estimates with a much smaller variance. The drawback is that the smoothing
introduces a dependence in neighbouring frequencies of the bicoherence, and
hence reduces the resolution of the location of the coupled frequencies.
For the indirect method the quadratic phase series has far more rejections
under the real limits than the imaginary. As we saw earlier in Figure 1.27,
the quadratic phase data had a large peak in the real bispectrum at (ωj , ωk) =
(pi/3, pi/3), but virtually no significant pattern in the imaginary part. This
is because quadratic phase data are time reversible (Section 1.2.3), hence the
far greater number of rejections in the real region. The most frequent region of
rejection for the quadratic phase data for the real indirect estimate at (pi/3, pi/3)
corresponds to the co-ordinates of the two frequencies that were phase-coupled.
Depending on the complexity and type of the non-linearity the interesting
region of the third order moment may be very small. For example the bilinear
series Xt = βXt−1εt−1 + εt, in the region 0 ≤ r ≤ s < ∞ has its largest third
order moments at µ(0, 0), µ(1, 1) and µ(0, 1) (Section 1.2.2). As the direct
method is equivalent to summing over the entire region of the estimated third
order moment (0 ≤ r ≤ s < n) such significant values may be averaged out.
This explains the greater power of the indirect estimate and the failure of this
estimate on the BL(0.6,20,20) data using M = 10, as the expected significant
values in the third order moment at µ(20, 20) and µ(0, 20) are not included
in bispectrum estimate. This point is illustrated further in Figure 3.23 where
we see a clear increase in the test statistic NLS2 when M coincides with the
non-linear lag in the data. We also note the decreasing variance in this statistic
as M increases reflected in the observed percentiles.
Table 3.10 shows for the most part that the test is invariant to the model
order chosen, a pleasing result. The exception is the TAR data where for the
indirect method using the real bispectrum there are a greater than expected
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number of rejections at Q = 3 and Q ≥ 9, with a commensurate shortfall at
Q = 1, χ28 = 22.57, p = 0.0040. As the TAR model is a piecewise linear AR
model of order one, the shortfall in rejections at order one has possibly greater
implications for the apparent interaction between the linear model order and the
probability of rejection. The problem is repeated for the same set of simulated
TAR data using the real part of the direct method, χ28 = 25.42, p = 0.0013.
For the test results from the imaginary bispectrum using the indirect method
on the TAR data there are a greater than expected number of rejections for
Q = 2, 4, 5, 6, 7 and 8, χ28 = 16.12, p = 0.0406. Whilst for the direct method
using the imaginary bispectrum the rejections have no association with the
model order, χ28 = 5.87, p = 0.6618 (see Tables B.8-B.11). To investigate
this further we repeated the simulation for the TAR data using a different
set of simulated data and found no association between Q and the rejection
probability for any combination of the real or imaginary bispectrum using either
the direct or indirect method. Hence we regard this first anomaly as a chance
finding.
Neither the direct nor the indirect estimate has the correct 5% limit for
both linear types (Table 3.8). This partly is due to the estimates being only
asymptotically uncorrelated, which leads to a violation of the assumptions used
to create the critical level using the direct bispectrum (Section 3.2.5). The work
of Chen (1975) could be useful to estimate the departure from independence
in terms of n. However here the dependence is spatial and depends upon the
ordering of the data.
For all the direct results, and all but the BL(0.4,1,1), Q-phase and ARCH(4)
indirect results, the rejection level for the combined test is less than 5%. This
reflects the fact that the regions are independent for linear series or for those
non-linear series that are not detected well by the test.
Examining the graphical output
As a further example of the greater power of the indirect method over the direct,
and its usefulness in characterising non-linearity, Figures 3.24 to 3.30 show a
three dimensional plot of the count given by
R(ωj , ωk) =
∑(
I{Λ∗upper(ωj ,ωk)>0} − I{Λ∗lower(ωj ,ωk)<0}
)
against ωj and ωk on the x and y axes. The summation extends over the
500 simulations from all series types used in this simulation study, using both
the direct and indirect method for the real and imaginary parts. If there is a
consistent area of departure for a particular series type then we would expect
R(ωj , ωk) to highlight this.
For the linear data the numbers on the z-axis are comparatively small indi-
cating that there was no consistent area of significant values over the simulation
(Figures 3.24 and 3.25), this is as we would hope if the test is performing well.
For the quadratic phase data there is a very clear peak in the real part of the
direct bispectrum and a smoothed version of this peak in the real part of the
indirect bispectrum (Figure 3.26). The smoothing is caused by the indirect
test using a smaller region of the third-order moment, M =
√
n compared to
M = n − 1 for the indirect estimate. The indirect estimate therefore has a
sharper resolution at the key frequency whilst for the indirect method the en-
ergy is ‘leaked’ into the surrounding frequencies. This also caused smaller peaks
at the harmonics of the phase coupled frequencies. Ironically this apparent re-
duction in accuracy leads to a greater number of rejections using the indirect
method (as we discussed earlier in this section). The peak corresponds to the
coupled frequencies (pi/3, pi/3) and is comparable to the earlier bispectrum re-
sult we gave for this data type in Section 1.2.9, where we also explain why such
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series have zero imaginary bispectrum which is borne out in the plots of R(., .)
for both estimates.
For the TAR data (Figure 3.27) there is a slight increase at higher frequen-
cies in the imaginary region for both estimates. This pattern was not consistent
over the simulations, however, and reflects the poor rejection rates for this series
type. Hence increasing the lag term for the TAR data from one in the previous
simulation study to four in this study does not appear to have improved the
power of the bispectrum test. For the BL(0.4,1,1) bilinear data (Figure 3.28)
there is a peak in the real part of the direct at low frequencies, but this is paled
by that of the indirect estimate. For the BL(0.6,20,20) bilinear data (Figure
3.29) there is no real pattern using either estimate in either region.
In general the indirect method appears more useful for giving a graphical
indication as to the series type. The indirect plots sometimes look like smoothed
versions of the direct but perhaps this is not surprising given the relation we
described between the two estimates earlier (Section 1.2.4).
3.3.5 Other simulation results
Pivoted statistic
Table 3.11 contains the results of a small simulation study using the pivoted
statistic (3.7) detailed in Section 3.2.6. We use the real and imaginary parts
of the indirect bispectrum and set M =
√
n. Figure 3.31 shows the mean
of equation (3.7) over the 100 simulations for a selection of the model types
detailed in Table 1.1.
Table 3.11: Results of 100 simulations using a pivoted bootstrap statistic and
the real and imaginary parts of the indirect bispectrum estimate, n = 100,M =
10, B = 200
Series # < Reject H0 # = Reject H0 <D∗p(., .) =D∗p(., .)
AR(1) 8 5 0.0125 0.0013
AR(1) t-noise 7 6 0.0122 -0.0279
TAR(2;1,1) 15 15 -0.0133 -0.3003
BL(0.4,1,1) 38 13 -0.0082 -0.2596
ARCH(4) 73 72 0.0381 0.0457
We also ran the modified test on the sunspot data using B = 200, which gave
a single significant value of =D∗p(23pi35 , 18pi35 ) = 4.92, (fj=3.0 years, fj=3.9 years)
in the imaginary region but none in the real. As we have corrected for multiple
testing this one significant value leads to the rejection of the null hypothesis for
this series. The maximum in the real region was <D∗p(3pi14 , 3pi70 ) = 3.98, (9.3 years,
46.7 years). As T< = 6674 and T= = 6653 the Normal limits for these data were
approximately equal and were Zα/(2×6674) = −4.48 and Z1−α/(2×6674) = 4.48.
For the square-root transformed sunspot series 270 of the total 6653 values
(4.1%) were outside the Normal limits using the imaginary part. Again no
values were significant using the real part. Figure 3.32 plots D∗p(., .) for the
sunspot and square-root transformed sunspot data using both the real and
imaginary parts.

































































Figure 3.24: R(ωj , ωk) from 500 simulations using two-sided test for AR(1) data
































































Figure 3.25: R(ωj , ωk) from 500 simulations using two-sided test for AR(1)
t-noise data


































































Figure 3.26: R(ωj , ωk) from 500 simulations using two-sided test for quadratic
phase data


































































Figure 3.27: R(ωj , ωk) from 500 simulations using two-sided test for TAR(2;4,1)
data
(a) direct-<, (b) indirect-<, (c) direct-=, (d) indirect-=



































































Figure 3.28: R(ωj , ωk) from 500 simulations using two-sided test for BL(0.4,1,1)
data































































Figure 3.29: R(ωj , ωk) from 500 simulations using two-sided test for
BL(0.6,20,20) data

































































Figure 3.30: R(ωj , ωk) from 500 simulations using two-sided test for ARCH(4)
data
(a) direct-<, (b) indirect-<, (c) direct-=, (d) indirect-=
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Using a pivoted statistic has clearly helped with the unequal variance prob-
lem from using the indirect bispectrum estimate. It has given a more satisfac-
tory test size (closer to 5%) for the linear data than previously (Table 3.8), with
only a moderate reduction in power for the non-linear data. It has improved
the clarity of the graphical output and allows an easier comparison between dif-
ferent series types as the z-axis is in standardised units. The linear data results
D∗p(., .), are closer to zero and more constant (as we would expect under the
null hypothesis) compared to the D∗(., .) in Figures 3.12. The mean of D∗p(., .)
for the AR(1) data is within ±0.3 standard Normal units for both the real and
imaginary parts. Pivoting has also dealt well with the linear non-Gaussian data
as we use the bootstrap surrogates to generate a non-parametric estimate of the
variance σˆ∗(ωj , ωk).
The real part of the D∗p(., .) for the BL(0.4,1,1) data shows a peak near
the low frequency coordinates highlighted in previous tests, for these data
{max<D∗P (3pi50 , pi5 ) = 1.20}. From this peak there is a steady decline in the
D∗p(., .) values with increasing frequency, with a minimum {min<D∗P (8pi25 , 39pi50 ) =
−0.96}. The imaginary part has a fairly similar shape but on a smaller scale.
This is reflected in the higher rejection rate for the real (38%) compared to the
imaginary (13%) part for this data.
The D∗p(., .) from the ARCH data appear to have no large peaks but yet this
series type has the highest rejection rate of any of the models using the pivoted
statistic (73% for the real and 72% for the imaginary). This is because although
a large number of the simulated series were found to be non-linear there was no
consistent pattern in the rejection region. This is due to the volatile and non-
stationary nature of the non-linearity in such data causing significantly high or
low values at many different frequency pairs in the bispectrum. Hence the mean
is perhaps an inappropriate summary statistic. To further illustrate this point
we plot the maximum and minimum values of <D∗p(., .) over all 100 simulations
for the AR(1) and ARCH(4) series in Figure 3.33. The maximum value observed
for the ARCH(4) series over all 100 simulations was <D∗p(3pi50 , 17pi25 ) = 9.38, and
the minimum <D∗p(3pi25 , 9pi25 ) = −10.31. The maximum value observed for the
AR(1) series over all 100 simulations was <D∗p(3pi50 , 19pi50 ) = 5.65, and the mini-
mum <D∗p(0, 2pi5 ) = −5.59. There seems to be a periodicity in the minima and




The graphical results from the sunspot data are very interesting and bear
some resemblance to the non-pivoted output in Figure 3.22. The imaginary part
of the square-root transformed data shows a clear periodic significant region
along ωk = 5pi14 , (5.5 years), the largest of which is =D∗p(27pi70 , 27pi35 ) = 6.3. Also
noticeable is the significant set of low values around ωj = ωk = 5pi28 (11.2 years),
the smallest of which is =D∗p(5pi28 , 7pi35 ) = −9.0. To pinpoint these coordinates
more easily =D∗p(., .) has also be shown in a contour plot in Figure 3.32.
Size based statistic
Table 3.12 contains the results of a small simulation study using the size based
statistic detailed in Section 3.2.6. We use the modulus-squared bispectrum
with B = 200, n = 100 and an MA bootstrap model. We use the non-
parametrically created critical level of Section 3.2.3 modified for the size-based
version of D∗(., .). Figure 3.34 shows the mean of equation (3.2) over the 100
simulations for the different model types.
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Table 3.12: Results of 100 simulations using a size based statistic n = 100
Series # Reject H0 NLSS δ2
AR(1) 1 3.1 23.5
AR(1) t-noise 5 69.8 119830
BL(0.4,1,1) 13 12.4 32.8
ARCH(4) 54 39.2 65.6
This method appears to be performing slightly better than the NLS1 test
statistic using the non-parametric critical level δ2, the results of which are in
Table 3.2. The previous test statistic NLS1 worked by counting the number
of values that fall outside the limits. This test evaluates the total size of those
values outside the limits (NLSS) compared to the expected total value un-
der the null hypothesis. For n = 100 the rejection rate of 13% using NLSS
for BL(0.4,1,1) data is better than the 4% from the equivalent MA model us-
ing NLS1 and δ2. Note this is still much less than the 33% using the NLS1
statistic and δ1. The rejection rate of 54% for the ARCH data using the size
statistic is higher than the 49% for the count based test. The D∗(., .) values
for the ARCH(4) tends to have lots of values outside the limits whereas the
BL(0.4,1,1) data tends have one small cluster of large values at low frequencies.
Hence we might expect the count based test statistic NLS1 to be more sensi-
tive to the ARCH(4) data and the size based test statistic NLSS to be more
sensitive to the BL(0.4,1,1) data. In this small simulation the size based test
performed better for both model types but did show a larger improvement for
the BL(0.4,1,1) data. The NLSS test statistic resulted in rejection rates of 1%
and 5% for the linear AR(1) and AR(1) t-noise data compared to 0% and 1%
using NLS1.
The patterns in the D∗(., .) for the size-based statistic in Figure 3.34 are
comparable to those using the count-based statistic in Figure 3.12, indicating
that the two tests are performing similarly.
For the sunspot data using B = 200 the results of the test were NLSS =
430820, δ2 = 505450, p∗ = 0.065, and for the square-root transformed data
NLSS = 2835.5, δ2 = 1388.8, p∗ = 0.005. The D∗(ωj , ωk) values for the
sunspot data are shown in Figure 3.35. The maximum for the sunspot data was
D∗(31pi140 , 0) = 55787, expressed in terms of cycles of time (fj) this is (9.0,∞)
years, where f0 = ∞ corresponds to an infinite length cycle (i.e. the mean).
The minimum value was D∗(0, 0) = −161550, (∞,∞) years. The maximum for
the square-root transformed sunspot data was D∗(27pi140 ,
13pi
70 ) = 29.3, (10.4, 10.8)
years, with the minimum was at D∗(2pi35 ,
pi
20) = −48.4, (35.0, 40.0) years.
Contaminated surrogate data
We now detail a small simulation study that examines the method of generating
surrogate data by adding noise to the original data (see Section 3.2.7). We use
the algorithm for the one-sided modulus-squared indirect bispectrum statistic
detailed in Section 3.2.1 but with Steps 1–3 replaced by the alternative surrogate
data method and the non-parametric critical level from Section 3.2.3. Table
3.13 shows the results of 100 simulations for each data type using c = 4, B =
200, n = 100. Figure 3.36 shows the mean of equation (3.2) over the 100
simulations for the different model types.
It is clear that although the test delineates well between the linear AR(1)
A bootstrap frequency-domain test of non-linearity 141
Table 3.13: Results of 100 simulations for contaminated data method n = 100





(3% rejection rate) and the strongly non-linear ARCH(4) (93%) data, it fails
completely on the linear non-Gaussian data (65%). Presumably we could over-
come this by running a second test this time using t-noise to contaminate the
series. However we then have to choose a value for the degrees of freedom for
the t-distribution as well as c which controls the signal-to-noise ratio. An option
is to run the test over a range of values for c and the degrees of freedom. This
difficulty highlights the benefit of the previous described model-based bootstrap
method that extracts the i.i.d. error distribution given that the data follow a lin-
ear model. The advantage of the contamination method is that we do not need
to find the optimal linear model, however finding the optimal noise distribution
could be just as complex.
The plots of the mean D∗(., .) in Figure 3.36 for the linear processes show an
apparent peak at low frequencies, which is larger for the data using t-noise. This
is a failing of the method to adequately capture the linear features of the data.
The maximum in the BL(0.4,1,1) data at low frequencies D∗(3pi25 ,
pi
5 ) = 0.03 is
consistent with simulation results from other tests and the theoretical model
for this data given earlier.
The results on the sunspot data using c = 4, B = 200 were NLS1 =
702(10.5%), δ2 = 632.5 leading to a rejection of the null hypothesis. The
statistic D∗(ωj , ωk) for these data is plotted in Figure 3.37. There are two clear
maxima at D∗(0, 7pi35 ) = 12.16 and D
∗(13pi70 ,
13pi
70 ) = 3.79.
3.4 Summary of findings
Here we present the main findings and suggest some possible modifications.
Based on the results in this chapter we recommend using the pivoted test
of Section 3.2.6 and testing the real and imaginary parts separately using the
indirect bispectrum. This combination gave the best levels of rejection, the
clearest graphical results for D∗p(., .), and does not require the construction of
a critical level. The success achieved with pivoting the model-based statistic
could possibly be extended to the size base statistic and the test statistic from
the contaminated surrogate method.
The complexity of non-linearity, governed by the signal-to-noise ratio, type,
lag and order of the series, is very large and the test has yet to be evaluated on a
comprehensive range of models or real data. A great aid to this statistic would
be to have more knowledge on the theoretical bispectra from other non-linear
models as has already been done with the bilinear model (see Section 1.2.2).
This would greatly aid classification of non-linearity through the structure of
the D∗p(., .) or the observed indirect bispectrum bˆI(., .). The results in this
chapter show how different the bispectrum can look depending on the type of
non-linearity, and how the test is useful for not just identifying non-linearity
but providing an aid to identifying a non-linear model.
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A modification to the test could be to smooth the estimated indirect bispec-
trum, using equation (1.62), and use the bootstrap non-parametric critical level
(Section 3.2.3). This critical level would be unaffected by covariances between
the smoothed bispectrum estimates. To date we have used the unsmoothed
bispectrum, although as we discussed earlier the indirect can be viewed as a
smooth estimate of the direct. In a similar vein to smoothing the test might be
improved by removing the value at µ(0, 0). This value only gives information
on non-Gaussianity and not non-linearity, therefore it might be better to ex-
clude it from our test of non-linearity. This could be achieved by setting it to
zero before performing the Fourier transform in the indirect estimate. Another
option is to set it to the mean of the observed µˆ(r, s).
The null hypothesis can be altered according to the model chosen for the
optimal fit. This makes it possible to test for specific types of non-linearity and
to assess a model fit as we did with the sunspot data. Another alternative is
to use a state-space model to form the surrogates so that we could delineate
between non-stationarity and non-linearity. The would require fitting a linear
non-stationary model to the data and then forming the bootstrap surrogates
from the exchangeable residuals. This would help greatly with the problem of
forming a hypothesis that the data are purely non-linear which has been a failing
of many previous tests. Simulation results from this chapter suggest that multi-
modality in the bispectrum may be an informal indicator of non-stationarity.
We discuss this finding in more detail in the next chapter.
We would also like to improve the model fitting procedure and would look
at alternative methods of fitting the AR model that do not give consistently
incorrect model orders. A method that we did not have time to evaluate was
to employ a more flexible linear fit to the data. This would involve first finding
the optimal MA or AR model and then forming an initial surrogate series.
The best MA or AR model is then found for this surrogate and both or the
later of the surrogates used to create the test statistic. These two steps are
then repeated until the required number of bootstrap series has been created.
Similarly we could have also bootstrapped from the two or three best fitting
linear models and used a number of different linear models to form the test
limits. The numbers of surrogates from each model could have been weighted
by the applicability of their fit as judged by the AIC criteria or the difference
between the model and series variance (as in Step 2 of the above algorithm).
We highlighted the weaknesses in the model-based bootstrapping and the
periodogram method of resampling we detailed in Section 3.2.7 warrants evalu-
ation. In the next chapter we discuss phase scrambling as a method to produce
surrogates when testing for non-linearity.
Table 3.14 summarises the maxima for D∗(., .) using the bootstrap tests
on the sunspot and square-root transformed data sets. The combined results
indicate that the sunspot series is non-linear and that the greatest non-linear
cycles are those around 10–11 years. Testing the raw sunspot data often led to
maxima in D∗(., .) along ωk = 0 which most likely reflect the positive skewness
present in the series. The square root results show a maxima between 10.4 <
fj , fk < 11.2 years. This suggest the non-linearity is paired with the strong
linear cycle in the data and has a squared form due to the common ωj and ωk
frequencies.
3.4.1 Implications for signal processing
The present results on short length series clearly show that the indirect estimate
of the bispectrum performs better than the direct as a test of non-linearity
both as a test-statistic and as an indicator of the non-linear type. Despite
this the direct is far more popular in the signal processing literature (Section
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Table 3.14: Summary of non-linear test results using the sunspot data
Sunspot
Bootstrap method Test max |D∗(ωj , ωk)| (fj , fk) years
statistic
MA/AR model NLS1 (29pi140 , 0) (9.7,∞)
MA/AR model Pivot =(23pi35 , 18pi35 ) =(3.0, 3.9)
<(3pi14 , 3pi70 ) <(9.3, 46.7)
MA/AR NLSS (31pi140 , 0) (9.0,∞)
Contaminated NLS1 (7pi35 , 0) (10,∞)
Square-root sunspot
Bootstrap method Test statistic max |D∗(ωj , ωk)| (fj , fk) years
MA/AR model NLS1 (27pi140 ,
13pi
70 ) (10.4, 10.8)
MA/AR model Pivot =(5pi28 , 5pi28 ) =(11.2, 11.2)
MA/AR NLSS (27pi140 ,
13pi
70 ) (10.4, 10.8)
Null hypothesis of linearity rejected for all but MA/AR and NLSS combination for the
untransformed sunspot data.
1.2.10), and we feel this is due to the ease of calculation and its use in the
frequency-bicoherence estimate. Further there are clear differences in the real
and imaginary parts of the bispectrum for the indirect estimate which provide
extra useful information for model building. This has clear implications in the
area of using higher-order spectra to detect and classify non-linearity (Nikias &
Petropulu 1993, Subba Rao & Gabr 1984); specifically we anticipate gains for
parameter estimation and non-linear model order determination.
The frequency-bicoherence has previously been used as a test statistic for
non-linearity as it will be flat for linear series. The most common estimate of the
frequency-bicoherence from our literature search (Section 1.2.10) used the direct
bispectrum. We have shown this estimate to return a less powerful test statistic
compared to the indirect bispectrum for a range of non-linear processes. We
have shown here how a pivoted difference using the indirect bispectrum should
also be flat for linear series and provides a more powerful statistic. Further
by not requiring an estimate of the spectrum this method avoids the problems
discussed by Tugnait (1994) (Section 1.2.7).
We note that we restricted our attention to short range non-linear depen-
dencies and the better performance of the indirect bispectrum may not be true
for other data generating processes, or for bispectrum based tests using a dif-
ferent approach (e.g., parametric). We noted earlier (Section 1.2.10) how the
direct bispectrum has been successfully used to detect quadratic phase coupling

























































































































































Figure 3.31: Mean of the real and imaginary part of the pivoted statistic
D∗p(ωj , ωk) from bootstrap test for 100 simulations
Not all panels have the same z-scale. (a) AR(1)-<, (b) AR(1)-=, (c) AR(1) t-
noise-<, (d) AR(1) t-noise-=, (e) TAR(2;1,1)-<, (f) TAR(2;1,1)-=, (g) BL(0.4,1,1)-
<, (h) BL(0.4,1,1)-=, (i) ARCH(4)-<, (j) ARCH(4)-=. For a symmetric linear series
D∗p(ωj , ωk) should equal zero for all (ωj , ωk).

































































Figure 3.32: Pivoted D∗p(ωj , ωk) from bootstrap test for sunspot series
(a) sunspot-<, (b) sunspot-=, (c) square-root sunspot-<, (d) square-root sunspot-=,
(e) square-root sunspot (contour plot)-=. For a symmetric linear series D∗p(ωj , ωk)






























































Figure 3.33: Plot of maximum and minimum values of <D∗p(., .) over all 100
simulations
maximum AR(1), (b) minimum AR(1), (c) maximum ARCH(4) (d) minimum
ARCH(4). Panels not on same z-scale.
































































Figure 3.34: Mean ofD∗(ωj , ωk) over 100 simulations using a size based statistic
(a) AR(1), (b) AR(1) t-noise, (c) ARCH(4), (d) BL(0.4,1,1). Panels not on same



































Figure 3.35: D∗(ωj , ωk) for sunspot (left panel) and square-root sunspot (right
panel) data using a size based statistic




































































Figure 3.36: Mean of D∗(ωj , ωk) for 100 simulations using contaminated surro-
gate data

















Figure 3.37: D∗(ωj , ωk) for sunspot data using contaminated surrogate data
Values of D∗(ωj , ωk) > 0 indicate non-linearity.
Chapter 4
A bootstrap time-domain test
of non-linearity
A discovery is said to be an accident meeting a prepared mind.
Albert Szent-Gyorgyi
In the previous chapter we examined a frequency-domain test of non-linearity
(using the bispectrum) and evaluated the variance of the test statistic by using
a time-domain model-based bootstrap procedure. In this chapter we exam-
ine a novel time-domain test of non-linearity, using the third order moment,
and evaluate the variance of its test statistic using two methods based on the
frequency-domain bootstrap.
The indirect estimate of the bispectrum is the double Fourier transform of
the estimated third order moment µˆ(r, s) within {0 ≤ r ≤ s ≤ M} and all
symmetries of values in this region defined by expression (1.27). The third or-
der moment is therefore equivalent to the indirect bispectrum. Previous third
order tests of non-linearity have used the bispectrum as estimates can be con-
structed to give asymptotically independent values for a linear series. As these
independent estimates also have an asymptotic complex Gaussian distribution
a test statistic formed from the sum of the values has a known parametric crit-
ical level (see Section 1.2.7). For a linear series the estimated values of the
third order moment within {0 ≤ r ≤ s ≤ M} are not independent and hence
such parametric limits cannot be constructed. In this chapter we overcome this
problem by using the bootstrap to give a non-parametric estimate the variance
in the third order moment under linearity.
We use the method of phase scrambling to create the bootstrap data (Theiler,
Eubank, Longtin, Galdrikian & Farmer 1992). The great advantage of this
frequency-domain procedure over the time-domain bootstrap, is that we no
longer need to find an optimal linear model. We start this chapter with a brief
overview of the method phase scrambling in Section 4.1. We then apply two
variants of the phase scrambling bootstrap to our proposed test statistic in
Section 4.2. However in Section 4.2.2 we show how correlations between the
phase scrambled series are greater than expected under the null hypothesis of
linearity. This results in an incorrect variance for the test statistic. We again
use the bootstrap method to overcome this problem.
In Section 4.3 we discuss some related tests of non-linearity. In Section
4.4 we show better power to detect non-linearity in a simulation study for
this method as compared with the test in the previous chapter. Further the
associated graphical output of the test is arguably more informative for building
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a non-linear model. We show in Section 4.4.1 how patterns in the graphical
output can be used to develop specific alternative hypothesis. We also show how
multimodality in the graphical output, and third order moment, is indicative
of non-stationarity.
4.1 Existing phase scrambling based bootstrap algo-
rithms
In this section we detail two existing methods to generate bootstrap surrogates
based on phase scrambling or, according to the original authors, Amplitude
Adjusted Fourier Transform (AAFT) (Theiler et al. 1992). We also review
some of the literature in this area.
We first subtract the sample mean from the series so that E(Xt) = 0. Hence
we assume a stationary mean and that the series is ergodic. We also assume
that n is even. We bootstrap the original series to produce a resample {X∗}
subject to the null hypothesis of linearity and stationarity. The principle is that
under the null hypothesis of linearity in {Xt} we have
Xt = h(lt), t = 1, . . . , n (4.1)
where {lt} is a linear stochastic process h is a static (possibly non-linear) trans-
form. An example of a non-linear transform h that results in a linear series is
Xt = l2t . The AAFT algorithm requires that {lt} has a Normal distribution
and is defined as follows.
1. Let {Yt} be a sample of Gaussian white noise of size n, with E(Yt) = 0
and E(Y 2t ) = 1, re-ordered to the rank structure of {Xt} (this simulates
h−1 by attempting to repeat the association between Xt and lt).
2. Take the Fourier transform of {Yt}, denoted as {Y FTt }, and extract its
magnitude |HY (ωj)| and phase ψj , j = 0, . . . , n− 1.
3. Generate a set of random phases using a Uniform distribution {ψ∗j } ∼
U [0, 2pi], j = 1, . . . , n/2 − 1, and symmetrise the phase by setting ψ∗0 =
0, ψ∗n/2 = ψn/2, ψ
∗
n−j = −ψ∗j , j = 1, . . . , n/2− 1.
4. Back transform using the magnitude |HY (ωj)| with the bootstrap phases
{ψ∗j } to create bootstrap series {X ′∗}.
The random phase generation preserves only the linear structure of the data.
We refer to this algorithm as the four-step AAFT. A further step that ensures
that the surrogate data has the same mean and variance as the original is
5. Reorder {Xt} to have the same rank structure as {X ′∗} to create
bootstrap series {X∗}.
This is the five-step AAFT algorithm, also called the rescaling algorithm (Nur,












|HY (ωj)| cos(ωjt+ ψ∗j ).
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As E{cos(ωjt+ ψ∗j )} = 0 then E(X ′∗t ) = E(Xt) = 0. Also














Y 2t = 1
as E{cos(ωjt+ ψ∗j )}2 = 12 . Hence it is better to standardise the original series
or set E(Y 2t ) = E(X
2
t ) in Step 1 when using this method. For the five-step
algorithm, cov(X∗t , X∗t+k) = cov(Xt, Xt+k), and µ
∗
X(r, s) = 0, r + s > 0. Hence
the property of this method for testing non-linearity is that the second order
structure is preserved exactly in the bootstrap series, whilst in the third order
it is only the moment about zero µ(0, 0) which remains fixed. In fact as the
five-step AAFT bootstrap series is a reordered version of the original, all the
central moments will be equal so, E(Xq) = E(X∗q), for all q. The implication
of these results is that large differences observed in the third order estimates of
{X∗} and {Xt} should be attributable to higher-order interactions in the data,
which implies non-linearity (or non-stationarity).
Some variants of the AAFT algorithm are to use the original data {Xt}
rather than a white noise sample in {Yt} in Step 1, and to use a standard boot-
strap sample of the observed phases {ψj} in Step 3, rather than the parametric
Uniform sample.
We give some examples of the method in Figure 4.1 which shows a scatter
plot and sample acv.f. for two linear and two non-linear series defined in Table
1.1. For each series type we show a single realisation of length n = 100 and
used the five-step AAFT algorithm to create B = 10 bootstrap surrogates.
The merits of the five-step AAFT method are clear in that we have different
realisations of each series but with an almost identical acv.f.; however, this
matching is not perfect. The sample acv.f. of the bootstrap surrogates for the
quadratic phase data is consistently greater than the estimate from the original
series at k = 2, 3, 8, 9, 10 and less at k = 6, 7. This reduction in ρˆ is consistent
with the known bias of the AAFT method in that it ‘whitens’ the surrogate
data, the so called flatness bias (Schreiber & Schmitz 2000); although this is
not always the case (Kugiumtzis 2000). This is due to the sampling error in
the approximation of hˆ−1 in Step 1. The sampling error can be expressed as
St = hˆ−1(Xt)− h−1(Xt). This error is independent of time (t) and hence i.i.d..
When the Fourier transform is taken in Step 2 the sampling error therefore
causes a flatter spectrum than expected. To a lesser extent this problem is also
observable in the acv.f. for the surrogates of the BL(1,1,0.4) series.
In addition to this flatness bias Kugiumtzis (1999) demonstrated how the
ac.f. from AAFT surrogates is biased when the function h in expression (4.1) is
non-monotonic. A simulation study of the linear model Yt = Xat , where {Xt}
followed an AR(1) model with φ = 0.4, showed significant bias in the sam-
ple ac.f. when a was even. The author discussed a correction to the AAFT
algorithm known as the Iterated or IAAFT algorithm which resulted in a
smaller bias. We do not discuss this correction here but do examine an adjust-
ment developed by the same author known as the Corrected AAFT (CAAFT)
(Kugiumtzis 2000). The correction was designed to allow for a non-monotonic
h and a non-Gaussian process lt in expression (4.1). After generating {x∗t },
using the five-point AAFT algorithm, the extra steps are as follows.
1. Choose kmax and compute the ac.f. of the observed data {xt}, the five-step
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Figure 4.1: Scatter plots and sample acv.f. from single realised series of length
n = 100 and B = 10 surrogate copies using the five-step AAFT method
(a) AR(1), (b) AR(1) t-noise, (c) BL(0.4,1,1), (d) Quadratic phase.
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surrogate series {x∗t }, and the observed reordered white noise series {yt},
respectively, as ρˆx(k), ρˆx∗(k) and ρˆy(k) for k = 1, . . . , kmax.
2. Find the simple linear interpolation θˆ of ρˆy(k) as a function of ρˆx∗(k).
3. Compute ρˆu(k) = θˆ {ρˆx(k)}, for k = 1, . . . , kmax.
4. Estimate the coefficients of an AR(kmax) model from ρˆu using the Yule-
Walker equations (Section 1.1.4).
5. Generate a model-based bootstrap time series {u∗t } using the stabilized
AR model from Step E.4 and standard Gaussian i.i.d. errors (Davison &
Hinkley 1997).
6. Reorder {x∗} to have the same rank structure as {u∗}, label this series
{x˜∗}.
7. Repeat Steps 1 to 6 K times to create {x˜1∗}, . . . , {x˜K∗}.
8. Compute ρˆx˜1∗(k), . . . , ρˆx˜K∗(k) for k = 1, . . . , kmax, and select the optimal
series as that having ac.f. closest to ρˆx.
9. Use the AR model from this optimal series to generate B model-based
surrogate data sets by repeating Steps 5 and 6.
So the algorithm is actually an AR(kmax) model-based bootstrap (with the
additional reordering step) using a model that has been closely matched to the
second order properties of the observed data. The rationale of the above method
is to find a suitable Gaussian process which under a monotonic transform gives
surrogate data with approximately the same acv.f. as the original data. This
circumvents the problem of the actual data having a non-monotonic transform
and the acv.f. of the surrogate data is now unbiased. We show the superiority
of the CAAFT algorithm over the AAFT for matching the acv.f. of two non-
Gaussian processes in Figure 4.2, using K = kmax = 5. These plots should
be compared to the AAFT algorithm results in Figure 4.1. The bias in the
acv.f. for the Quadratic phase data (up to kmax) is now much less. In this
example the mean absolute difference between the sample acv.f. and those from
the 10 bootstrap surrogates over k = 1, . . . , 5 is 0.15 using the AAFT method
and -0.03 for the CAAFT. As we saw earlier (Section 1.2.3) Quadratic phase
data are created through the relationship Yt = Xt + ²X2t , where Xt is a linear
harmonic series. Kugiumtzis (1999) also found large biases in the acv.f. when a
linear AR(1) model was squared. The CAAFT algorithm has reduced the bias
in the sample acv.f. of the surrogates for the AR(1) t-noise data (particularly
at lag k = 1) but appears to have increased the variance. We found using
K = 5 in Step 7 of this algorithm gave good matching between the observed
and surrogate data. Kugiumtzis (1999) used kmax = 10 and K = 5 for a series
of length n = 512.
Schreiber & Schmitz (2000) is a review article on using surrogate time se-
ries to test for non-linearity and addressed the above failings of the AAFT
method. They discussed the differences between model-based and frequency-
based resampling, which they referred to as typical realisations and constrained
realisations respectively. They highlighted the problem of edge effects when
using AAFT methods. An edge effect occurs when the difference between the
last observation xn, and the first observation x1, is large (i.e., the series appears
non-stationary). These effects can cause the phases of the Fourier transform to
be delicately tuned to the data. This is an example of a non-stationary effect
being modelled in the phases. When these phases are randomised the surrogate
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Figure 4.2: Scatter plots and acv.f. from single realised series of length n = 100
and B = 10 surrogate copies using the CAAFT method
The acv.f. of the surrogates has been matched up to kmax = 5. (a) AR(1) t-noise, (b)
Quadratic phase
series can thus appear very different to the original data. They illustrated this
point with the almost unstable (in the sense of stationarity) AR(2) series given
by
Xt = 1.9Xt−1 − 0.9001Xt−2 + εt (4.2)
where εt ∼ N(0, 1). An example of length n = 100 from this series is shown in
Figure 4.3 together with two single realisations using the AAFT and CAAFT
bootstrap (K = kmax = 5). It is clear that the surrogate data has a high
frequency component that is not present in the original particular sample.
Schreiber & Schmitz demonstrated how this could lead to false rejections of the
null-hypothesis for standard surrogate tests of non-linearity. They suggest over-
coming this problem by using a truncated version of the observed series given by
x1, . . . , xn˜, n˜ < n. The n˜ is selected so that the statistic Djump = (x1−xn˜)2/σˆ2n˜,
is small. In an example a value ofDjump < 0.004 was considered small compared
to Djump = 0.45. Discarding data is not an ideal solution, particularly when
the time series is short. We show in a simulation later how we overcome this
problem, without discarding data, using a non-parametric bootstrap critical
level.
Schreiber & Schmitz also discussed the creation of linear non-stationary
annealed surrogate data to overcome the problem of testing separately for non-
stationarity and non-linearity. The annealing process described is similar to
Steps 7 to 8 of the CAAFT method where the bootstrap model was selected by
minimising the difference between the observed and bootstrap ac.f..
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Figure 4.3: Realisation from an almost non-stationary AR(2) series of length
n = 100 (a) and single surrogate series using the five-step AAFT bootstrap (b)
and CAAFT bootstrap (c)
Both surrogates series have a high-frequency component of variation not present in the
original series.
Timmer (1998) pointed out that surrogate data tests are also sensitive to
non-stationarity. They used the correlation integral (Section 1.2.7) to iden-
tify non-stationarity and investigated cyclostationary processes. They gave an
example using an AR(2) framework
Xt = φ1Xt−1 + φ2Xt−2 + εt, εt ∼ N(0, 1)
φ1 = 2 cos(2pi/10) exp(−1/50)
φ2 = − exp(−2/50)
this is a linear stationary process. A non-stationary amplitude modified series
was defined as
Xampt = {1 + 0.3 sin(2pit/250)}Xt
so the variance of this process oscillates with time and will be within 70 to
130% of the variance of the stationary series. They also examined a series with
a non-stationary AR parameter
Xpert = φ1tXt−1 + φ2Xt−2 + εt
φ1t = 2 cos(2pi/T ) exp(−1/50)
T = 1.5 sin(2pit/250)
which is a period modulated process and also has a non-stationary variance.
They created B = 50 surrogates using the four-point surrogate method and the
amplitude of the original series, and by using the test formulation (expression
4.3) compared the results to standard Normal tables. They showed very good
power and size for detecting non-stationarity in the above models.
The study of Nur et al. (2001) contains a detailed account of the effect of
the four-step and five-step bootstrap algorithms on the higher order moments
and cumulants of linear, linear non-stationary, non-linear and non-linear non-
stationary data. Their primary aim was to develop a test for convergence of
Markov Chain Monte Carlo (MCMC) algorithms by testing whether the surro-
gates from an observed chain are stationary. They used a range of combinations
of linear and non-linear, stationary and non-stationary data of length n = 200
and created B = 1000 surrogates for both methods. In general the four-step
bootstrap series were more symmetric than the original, due to the previously
mentioned flatness bias. This is not a concern with the five-step bootstrap data
as the marginal distribution of this data is identical to the original. A valuable
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finding of the study was that density plots of the surrogate cumulants (using
low lags) showed multimodality or long tails for non-stationary data with non
zero modes, and unimodality with near zero modes for stationary data. This
was true for both linear stationary and non-linear stationary data. Hence his-
tograms of the estimated cumulants for sections of an MCMC chain can be used
to assess if the process has converged to a stationary distribution.
An important finding was made by Braun & Kulperger (1997) who showed
that using the four-point bootstrap on a stationary ergodic series with a finite
second moment E(X2t ), produces bootstrap samples {X ′∗} that tend toward a
Normal distribution with variance E(X2t ), almost surely. Hence the four-point
bootstrap produces series that have a Gaussian distribution. This has impli-
cations for testing hypothesis based on limits generated using this bootstrap
method.
4.1.1 Using phase scrambling to test for non-linearity
We briefly detail some previous work that has used phase scrambling to detect
non-linearity. The first test was given in the same paper that the presented the
original phase scrambling method (Theiler et al. 1992).
Aparicio Acosta (1998) used the four-step surrogate method to compare
their proposed test of non-linearity to the Keenan and Tsay tests (Section
1.2.7). The discriminating statistic for the proposed test of non-linearity was


















where fˆX and fˆX,X denote estimates of the univariate and bivariate joint den-
sities respectively and





1 + γ, for j odd
1− γ, for j even.
This is a measure of serial dependence similar to the BDS test (Section 1.2.7).
The performance of the test was assessed using 500 replications of one linear
and four non-linear series of length n = 1024 using only B = 10 bootstrap
surrogates. The author showed an improvement over the parametric Keenan
and Tsay tests in terms of power on non-linear series and a closer expected size
of the test for linear series.
Becker & Hurn (1999) also use the four-step surrogate method to test the
efficacy of a battery of non-linear tests in a simulation study. They pre-whitened
the data of length n = 256 using an AR(p) model with p determined by the
Schwartz adaptation of the AIC criteria. For each test they use a pivoted
statistic (4.3) and a bootstrap p-value. The BDS test was the most powerful
for four out of the eight non-linear series presented, compared to six other tests.
Taigang, Chongxun & Dazong (1997) examined fifty EEG time series from
10 patients of length n = 4096. They used the phase scrambling method on
the original data (i.e., not on a reordered white noise sample {Yt}). They
showed strong non-consistency between the data and B = 50 surrogates using
the correlation integral (1.69). They claimed this difference was due to non-
linearity, however the test statistic, and the bootstrap method, is also sensitive
to non-stationarity.
Kugiumtzis (2001) compared the AAFT and IAAFT bootstrap methods
using a range of test statistics, including Volterra polynomials (Kugiumtzis
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1999) and a BDS type statistic. They also examined a normalised version of

















for r = 1, . . . , 10. The bias in the AAFT algorithm for linear non-Gaussian data
was again highlighted and an improvement in this bias shown through using the
corrected IAAFT method. Using 100 simulations and B = 40 surrogates on a
non-linear Ro¨ssler system they reported a large variance for TPA test statistic
and lower achieved significance levels compared to the BDS test.
4.2 Test algorithm
In this section we present our proposed method to test for non-linearity using
the third order moment. We examine bootstrap series generated using both
the AAFT and CAAFT method. We test the null hypothesis that the series is
linear and stationary. Acceptance of this hypothesis does not necessarily mean
that the series is linear, and two possibilities are
• the noise in the observed series masks the non-linearity (Kugiumtzis 2001);
and
• the third order test statistic is not sensitive to the non-linearity present.
This may occur if the non-linearity is only present in the fourth order
or higher, or the associated third order non-linearity is not a significant
effect.
As we saw in Section 3.3.2 applying a filter or transformation to the data can
sometimes overcome the above problems. We also note that rejection of this
null hypothesis does not necessarily mean that the data come from a non-linear
deterministic process. For example a linear, stochastic, non-stationary process
is a possible alternative.
Region of the third order moment
The indirect estimate of the bispectrum uses all the third order moment values
in the region {0 ≤ r ≤ s ≤M}. When using the third order moment to test for
non-linearity we can select any subset of the estimates within {0 ≤ r ≤ s ≤M}.
Also as the third order moment does not use a double Fourier transform it is
computationally less intensive than the indirect bispectrum estimate. Three
examples of such subsets of the third order moment estimates are shown in
Figure 4.4. The region in panel (a) is that used by the test of Kugiumtzis (2001)
that we discussed earlier in Section 4.1.1. The region in panel (b) is used by a
test for non-linearity that we detail later (Section 4.3). The final region in the
figure, panel (c), is the set of values that we use in the test detailed here. We
label the subset of these values as
∆# = {(r, s); 0 ≤ r ≤ s ≤M, r + s > 0}.
The number of values in this region is T# = (M + 1)(M + 2)/2 − 1. We
recommend this region as it contains all the third order moment interactions
up to M including the estimates on the manifolds r = 0 and r = s. The
difference to the region used by the indirect estimate of the bispectrum is that
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Figure 4.4: Example subset regions of the estimated third order moment µˆ(r, s)
used for testing for non-linearity
Circles represent selected third order moment estimates over 0 ≤ r ≤ s ≤ M = 6. (a)
(r, 2r) for r = 1, . . . ,M/2, (b) {0 < r < s ≤M}, (c) {0 ≤ r ≤ s ≤M, r + s ≥ 0} .
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∆# does not include the estimate µˆ(0, 0). This estimate reflects the marginal
symmetry of the data but gives no information on the non-linear aspects of a
series. Therefore it is better excluded from a test of non-linearity. Further an
earlier simulation study in Section 2.4 showed that the estimate at µˆ(0, 0) had
the largest variance for all the linear, non-linear and non-stationary processes
studied.
4.2.1 Test statistic
The usual approach when using surrogate data to test for linearity is to compute
the test statistic θˆ on the observed data, generate B bootstrap copies of the
data and their associated test statistics θˆ∗1, . . . , θˆ∗B, and then compute
t =
|θ − µθˆ∗ |
σθˆ∗
(4.3)
where µθˆ∗ and σθˆ∗ are the mean and standard deviation of {θˆ∗}. This is then
compared to a standard Normal distribution to ascertain the p-value. Our
approach is to evaluate the difference given by
tD = max{θˆ∗(Bα/2) − θˆ, 0}+max{θˆ − θˆ∗(B(1−α/2)), 0}
so tD ≥ 0. We then estimate the variance of tD under the null hypothesis by
creating two additional sets of bootstrap data and calculating
t∗∗bD = max{θˆ∗∗∗(Bα/2) − θˆ∗∗, 0}+max{θˆ∗∗ − θˆ∗∗∗(B(1−α/2)), 0}, b = 1, . . . , B.
The bootstrap p-value or ASL is then calculated by
ˆASLboot = # {tD < t∗∗D } /B.
We now give the specific details when θˆ is the third order moment. For each
bootstrap series we estimate its third order moment µˆX∗b(r, s) and summarise
these bootstrap limits over ∆# using the 100α% percentile
Γ∗α(r, s) = µˆX∗(B(α))(r, s), (r, s) ∈ ∆# (4.4)
which is calculated independently for each (r, s) value. The difference between
the series’ third order moment and lower (L) and upper (U) percentiles of the
bootstrap data are calculated as
L∗(r, s) = µˆX(r, s)− Γ∗α/2(r, s)
U∗(r, s) = µˆX(r, s)− Γ∗1−α/2(r, s).
(4.5)
We also define
UL∗(r, s) = U∗+(r, s) + L∗−(r, s) (4.6)
where U∗+(r, s) = max{U∗(r, s), 0} and L∗−(r, s) = min{L∗(r, s), 0}. Our test









The third order moment of a linear series will be zero everywhere in the re-
gion ∆#. The third order moment of a non-linear series, where the non-linear
interaction occurs within ∆#, will be non-zero for at least one value in ∆#.
As the phase scrambled data captures only the linear features of the data then
the third order moments from these series will also be zero everywhere in ∆#.
The variance in the estimated third order moments from these surrogates can
be used to give the expected limits under the null hypothesis, expression (4.4).
The test statistic is then the absolute sum of the differences between the ob-
served third order moment and the null hypothesis limits. So a large value for
NL indicates a non-linear or non-stationary process (we quantify how large in
Section 4.2.3).
Similarly to the frequency-based test from the previous chapter we have
information on the location of the significant values from UL∗(r, s). This in-
formation can be used as a basis for selecting a non-linear model. Although,
we suggest examining the values of µˆ(r, s) where UL∗(r, s) 6= 0 when estimat-
ing the model parameters rather than the UL∗(r, s). This is because there is
already some literature on the expected value of µ(r, s) for bilinear models as
we discussed in Section 1.2.2. In a later simulation study (Section 4.4) we use
the µˆ(r, s) to estimate the parameter from two bilinear processes.
The disadvantage of this test statistic is that the sum in equation (4.7)
contains dependent third order moment values under the null hypothesis of
linearity, which complicates the construction of a parametric critical level. Also
as we show in the next section the percentiles given by (4.4) are biased.
4.2.2 Bias in the percentiles from AAFT surrogates
In this section we use simulation studies to show that the AAFT and CAAFT
bootstrap methods create surrogate series that are cross-correlated. This causes
a bias in the bootstrap percentiles of the proposed test given by (4.4). We
demonstrate the bias using {Xt} from a Gaussian white noise series, which has
a third order moment of µ(r, s) ∼ N [0, V (r, s)] where V in ∆# is given by
(Section 2.2)











This implies −Γ∗(α/2) = Γ∗(1−α/2) = Z1−α/2
√
V (r, s). We compare the theoretical
upper limit using E(ε4t ) = 3, E(ε
2
t ) = 1 and α = 5%, to those observed from
bootstrapping a single white noise series using four different methods (B = 500)
in Table 4.1 for n = 100 and Table 4.2 for n = 200. The model-based bootstrap
is the MA model from Section 3.2.1. For the model-based bootstrap for both
series (n = 100 and n = 200) the optimal order was Q = 1. We also show
the limits generated from 500 independent white noise series to highlight the
variability in a typical set of limits when the null hypothesis is true.
It is clear that var{µˆX∗(r, s)} < var{µ(r, s)} on the manifolds r = 0 and
r = s, for the five-point AAFT and CAAFTmethods and the model-based boot-
strap. For the four-step method the opposite effect is seen in that var{µˆX∗(r, s)} >
var{µ(r, s)} on the manifolds r = 0 and r = s. We summarise the differences
using 100 simulations of a white noise series of length n = 100. For each of the
100 simulations we calculated the difference between the bootstrap percentile
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Table 4.1: Comparison of theoretical upper (97.5%) limit of the third order
moment to four bootstrap methods (B = 500) over ∆# (M = 5) for a single
Gaussian white noise series of length n = 100
Theoretical, equation (4.8) White noise (Xt = εt)
s
1 2 3 4 5
0 0.338 0.336 0.334 0.333 0.331
1 0.338 0.194 0.193 0.192 0.191
r 2 0.336 0.193 0.192 0.191




1 2 3 4 5
0 0.407 0.347 0.281 0.323 0.333
1 0.345 0.204 0.195 0.171 0.182
r 2 0.295 0.175 0.186 0.195
3 0.283 0.181 0.181
4 0.308 0.186
5 0.321
Five-step AAFT Bootstrap (X∗) CAAFT Bootstrap (X∗)
s
1 2 3 4 5
0 0.275 0.254 0.264 0.278 0.254
1 0.271 0.190 0.179 0.188 0.165
r 2 0.275 0.182 0.196 0.173




1 2 3 4 5
0 0.273 0.273 0.260 0.273 0.254
1 0.263 0.184 0.201 0.184 0.209
r 2 0.294 0.187 0.188 0.199
3 0.278 0.186 0.169
4 0.260 0.190
5 0.250
Four-step AAFT Bootstrap (X ′∗) Model-based Bootstrap
s
1 2 3 4 5
0 0.388 0.453 0.395 0.429 0.394
1 0.388 0.218 0.202 0.179 0.174
r 2 0.457 0.223 0.246 0.210




1 2 3 4 5
0 0.269 0.275 0.250 0.299 0.344
1 0.305 0.201 0.188 0.179 0.215
r 2 0.286 0.170 0.181 0.187
3 0.257 0.174 0.188
4 0.264 0.196
5 0.284
This difference is then summed over all simulations to give an estimate of the
bias at each (r, s) coordinate in ∆# using M = 5. We then summarise this bias
by taking the mean estimate over ∆# and the regions defined as: Inner triangle
{0 < r < s ≤ M} and Borders {r = s, r = 0, r + s > 0}. The results are in
Table 4.3 and show that the third order moment values in the inner triangle
region appear asymptotically unbiased for all the bootstrap methods. However
the four-step AAFT, CAAFT and model-based bootstrap method give similarly
biased undersized limits on the borders. The five-step AAFT gives limits that
are oversized on the borders.
We further illustrate the bias in Figure 4.5. We used the five-point AAFT
bootstrap method on a white noise Gaussian series (n = 100), and estimated
the cdf using Fˆ ∗r,s(x) = #(µˆ∗(r, s) < x)/B, with B = 500. We show estimates of
the cdf for a value in the border region µ(0, 1), and a value in the inner triangle
µ(1, 2). For each of three white noise series we repeated the estimation of the
cdf twenty times. The results confirm that the variance is lower than expected,
particularly at the tails. The results also show an inconsistency in the size in
the bias across the three white noise series. However the bias appears fairly
consistent amongst the twenty repeated estimates of the cdf.
As individual AAFT bootstrap series have the expected moment structure
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Figure 4.5: Twenty estimated AAFT bootstrap cdfs (Fˆ ∗) compared to theo-
retical Normal cdf for the third order moment µˆ(0, 1) (left column) and µˆ(1, 2)
(right column) using three realisations of a white noise Gaussian series (rows
one to three) n = 100
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Table 4.2: Comparison of theoretical upper (97.5%) limit of the third order
moment to four bootstrap methods (B = 500) over ∆# (M = 5) for a single
Gaussian white noise series of length n = 200
Theoretical, equation (4.8) White noise (Xt = εt)
s
1 2 3 4 5
0 0.239 0.239 0.238 0.238 0.237
1 0.239 0.138 0.138 0.137 0.137
r 2 0.239 0.138 0.137 0.137




1 2 3 4 5
0 0.248 0.233 0.226 0.217 0.203
1 0.191 0.148 0.135 0.135 0.128
r 2 0.233 0.131 0.129 0.132
3 0.223 0.143 0.135
4 0.224 0.130
5 0.235
Five-step AAFT Bootstrap (X∗) CAAFT Bootstrap (X∗)
s
1 2 3 4 5
0 0.189 0.212 0.197 0.182 0.187
1 0.181 0.114 0.131 0.141 0.120
r 2 0.181 0.136 0.123 0.141




1 2 3 4 5
0 0.179 0.192 0.185 0.187 0.184
1 0.186 0.109 0.123 0.134 0.136
r 2 0.188 0.155 0.133 0.136
3 0.176 0.134 0.133
4 0.203 0.127
5 0.206
Four-step AAFT Bootstrap (X ′∗) Model-based Bootstrap
s
1 2 3 4 5
0 0.281 0.277 0.272 0.295 0.279
1 0.244 0.105 0.134 0.118 0.140
r 2 0.289 0.112 0.153 0.127




1 2 3 4 5
0 0.187 0.213 0.204 0.188 0.205
1 0.200 0.139 0.147 0.121 0.131
r 2 0.197 0.128 0.151 0.129
3 0.185 0.147 0.142
4 0.194 0.133
5 0.191
of the bootstrap estimate of the third order moment is biased because there
is some covariance between the resampled series {X∗bt } and {X∗b′t }. We can
examine this by assessing the cross-covariance between series which is defined
as
γx,y(k) = E(Xt, Yt+k)












1, . . . , 500, b′ = b+1, . . . , 500, between 500 randomly created white noise Gaus-
sian series. We expect xbt and x
b′
t , b 6= b′ to be independent and γxbt ,xb′t (0) = 0.




(0) between B = 500 re-
samples of a single white noise Gaussian series using the AAFT bootstrap. The
range of the observed cross-covariances for the Gaussian series is [−0.44, 0.47]
and the standard deviation is 0.10, the mean is -0.0003. The range for the
cross-covariance of the bootstrap resamples is [−0.57, 0.59] and the standard
deviation is 0.16 the mean is 0.0063.
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Table 4.3: Summary of bias in the 97.5% percentile of the third order moment
for 100 simulations of a white noise Gaussian series of length n = 200
Region Mean bias
∆# 0.0050
White Noise Inner triangle 0.0037
Borders 0.0062
Bootstrap method Region Mean bias
∆# -0.0399
Five-step AAFT Inner triangle 0.0008
Borders -0.0722
∆# 0.0279
Four-step AAFT Inner triangle 0.0006
Borders 0.0551
∆# -0.0371
CAAFT Inner triangle -0.0039
Borders -0.0703
∆# -0.0335
Model-based Inner triangle 0.0016
Borders -0.0667
Each simulation calculates the difference between the theoretical limit and the esti-
mated limit from 500 independent white noise series, and 500 surrogates from four
bootstrap methods employed on a white noise Gaussian series. The rows labelled
‘White Noise’ estimate the mean bias when no actual bias exists and provide a com-
parison for the mean bias values calculated using the bootstrap methods.
So although the individual surrogates are very well matched to the linear
properties of the original data, the population distribution of the surrogates
does not conform to that expected under the null hypothesis. Dolan & Spano
(2001) state that the reason for this problem is because the spectrum from
such surrogate series are the same. The variance in the periodogram for a
set of independent data (generated using the same second order properties) is
given by var{I(ωj)} = s(ωj)2. As the AAFT surrogates will have a spectrum
approximately equal to the original this variance is smaller than s(ωj)2. The
bias also occurred with the model-based bootstrapping, which matches the pe-
riodogram to a lesser degree. We note the bias for the Border region in Table
4.3 was slightly smaller for the model-based bootstrap compared to the AAFT
and CAAFT methods. As the variance in the periodogram is proportional to
the size of s(ωj) the bias will be worse for series with large periodogram val-
ues. This explains the non-consistency of the bias observed in the three realised
series in Figure 4.5. The bias affects the second order properties of the data
which explains why it was noticeable on the borders of the third order moment,
which involve the terms X2tXt+r, r = 1, . . . ,M . The estimates in the inner
triangle appear asymptotically unbiased as these involve the purely third order
interactions XtXt+rXt+s, 0 < r < s.
As well as confirming the results of Dolan & Spano (2001) the simulation
studies here have attempted to estimate the bias for the specific test statistic
and bootstrap method that we employ. In doing so we have highlighted that
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Figure 4.6: Histogram of cross-covariances between 500 white noise Gaussian
series (left panel) and 500 AAFT bootstrap surrogates for a single white noise
series (right panel)
the bias is dependent upon the statistic used as no bias occurred using a purely
third order statistic (i.e., the third order moment in the inner triangle region).
Dolan & Spano proposed the following algorithm to address the problem
of correlated surrogate data, which is based upon the general linear model
Xt = H(ω)εt.
1. Set E(Xt) = 0 and estimate the spectrum sˆ(ω) by smoothing the peri-
odogram.
2. Calculate the response function H(ω)−1 = IFFT (
√
sˆ(ω)).
3. Create a random permutation of the original data {X ′∗}.
4. Filter the sample to create ε∗t = H(ω)−1X ′∗.
5. Reorder {Xt} to have the same rank structure as {ε∗} to create bootstrap
series {X∗}.
The authors demonstrated that this method preserves the spectrum of the orig-
inal data and gives an appropriate between surrogate variability.
4.2.3 Bias correction
We overcome the bias detailed in the previous section, and the problem of de-
pendent values in the µˆ(r, s) values, by using a second bootstrap procedure
to generate B linear versions of the test statistic (4.7), labelled NL∗∗b, b =
1, . . . , B. The observed test statistic NL can then be compared to the distribu-
tion of the linear test statistics {NL∗∗}. As well as the bias problem we have
T# point wise tests and hence cannot expect that NL will equal zero for all
linear series. This problem is also overcome by the second bootstrap procedure.
The main idea is that any bias in the limits due to the bootstrap algorithms
and multiple testing is repeated in the second set of bootstrap data, which leads
to a commensurate increase in the critical value. We note that we could have
corrected for multiplicity at an earlier stage by using an adjusted version of the
limits (4.5) given by
L∗(r, s) = µˆX(r, s)− Γ∗α/(2T#)(r, s)
U∗(r, s) = µˆX(r, s)− Γ∗1−α/(2T#)(r, s).
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However we prefer to test each individual third order moment at an unadjusted
α% level and then correct when testing the overall null hypothesis. If the null
hypothesis is then rejected we can refer back to the UL∗(r, s) to find the values
that are rejected when tested individually.
By assessing the variance in the test statistic non-parametrically this method
is invariant to non-Gaussian noise. We expect a linear series with t-distribution
noise to have a flat third order moment but the variance in µ(r, s) is larger than
for a Gaussian series as for an i.i.d. series var{µX(r, s)} ∝ var(Xt). This causes
larger values in the observed test statistic (4.7) than would be expected under
Gaussianity and hence would lead to false rejections if we used a parametric
Gaussian critical level. Using the bootstrap algorithm to capture the linear fea-
tures, and assuming that {εˆt} approximates {εt}, leads to an improved estimate
of the innovation variance, and a correct type I error rate.
After generating a further two sets of bootstrap data
{




X∗∗∗b, b = 1, . . . , B
}
, we calculate linear versions of the limits (4.5) for
b = 1, . . . , B as
L∗∗b(r, s) = µˆX∗∗b(r, s)− Γ∗∗∗α/2(r, s)
U∗∗b(r, s) = µˆX∗∗b(r, s)− Γ∗∗∗1−α/2(r, s)
(4.9)
and similarly









A critical level is then NL∗∗(B(1−α)) and hence the null hypothesis is rejected
if NL > NL∗∗(B(1−α)). The bootstrap p-value (or ASL) is p
∗∗ = #(NL >
NL∗∗b)/B. In total we calculate 3B surrogate series but the computation time
is still reasonable. For series of length n = 100 and setting M = 5 and B = 300
we observed a mean computation time of 30 seconds using a MATLAB routine.
A useful graphical augmentation to the test is a three-dimensional plot with
r and s on the x and y axes and the observed third order moment and the limits
from (4.9) on the z-axis. However these plots can become difficult to interpret
and a simplified graphical aid is to plot UL∗(r, s), equation (4.6), on the z-axis.
This is useful for summarising the location, size and direction of those µˆ(r, s)
values that exceeded the test limits. In Section 4.4.1 we discuss using this plot
to form a non-linear model for the data and identify possible non-stationarity.





which gives a standardised size of the test-statistic.
For the frequency-domain test of non-linearity in the previous chapter piv-
oting greatly helped with the accuracy of the test. A pivoted version of this







where var{µˆX∗(r, s)} is the estimated standard deviation of the third order
moment, generated using the bootstrap samples. Each value of this statistic
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can then be compared to two-sided limits from a standard Gaussian distribution
with a Bonferroni adjusted significance level α/T#. This only requires one set
of bootstrap surrogates, however as this variance estimate of µˆ(r, s) is biased
(being too small) we show in a later simulation study that this led to a high
type I error rate for linear non-Gaussian data.
4.3 Related tests of non-linearity
The time-domain third order moment and frequency-domain bispectrum can
be used to test two distinct hypotheses: that a given series is Gaussian (or is
symmetric); and that it is linear. We detailed in Section 1.2.7 how previous
methods have attempted to answer these questions using the third order mo-
ment and bispectrum. In this section we briefly outline some additional tests of
non-linearity that use the third order moment. We note that no time-domain
method has yet been able to test formally the hypothesis of linearity using the
third order moment.
A test based on the third order moment used to find i.i.d. data is detailed
as the ‘Hinich Bicovariance Test’ in Patterson & Ashley (2000). The test uses




ε˜tε˜t+rε˜t+s, 0 < r < s ≤M
where ε˜t = (εt − εt)/σˆεt , and suggest setting M = n0.4 based on a simulation
study. They define their test statistic as






so they exclude the borders r = s and r = 0 which gives T ′ =M(M−1)/2 values
in the summation. This statistic has a Chi-squared distribution with T ′ degrees
of freedom if {ε˜t} has a standard Normal distribution. To test for linearity using
this method, a linear model is first fitted to the data and the test applied to the
residuals from this fit. As we know from the previous chapter there is a number
of methods for finding the optimal linear model. A drawback of this test is
that the region of the third order moment used in (4.11) excludes the manifolds
r = 0 and r = s. These areas can contain important non-linear interactions.
Including the manifolds r = s and r = 0 in equation (4.11) would have included
dependent values in the summation due to the X2tXt+r and XtX
2
t+r terms.
This would lead to an increased variance for the test statistic and a higher
type I error rate for i.i.d. processes. Referring back to Figure 4.4 the ‘Hinich
Bicovariance test’ uses the points defined in panel (b), whereas our test uses
those defined in panel (c). In a simulation study Patterson & Ashley (2000)
showed reasonable power using n = 200 and M = 8, on the ARCH(4) and
GARCH(1,1) non-linear models defined in Table 1.1. The observed rejection
rates from 250 simulations were 46% and 68% respectively. However the test
showed poor power for the TAR(2;1,1) model from Table 1.1 with a rejection
rate of 10%. This is not surprising as we know from Section 1.2.9 that the
largest value in the third order moment for such data is at µ(0, 1) and hence is
missed by the test. Sherman, Hinich, Hanley & Thakor (1998) give a practical
example of the test on biological signals from the brain before and after an
intervention. An AR(6) model was fitted to the raw signal and the test was
run on the residuals from this model using M = 10. Clear differences in the
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NLH statistic indicated that the intervention tended to reduce the third order
non-linearity in the signal.
The third order moment has been used to test for specific forms of non-
linearity. Swindlehurst & Kailath (1989) used a matrix of the individual ele-
ments of (1.54) to detect non-linear phase coupling, as the rank of this matrix
should equal the number of coupled sine waves in the series. A third order
statistic was employed by Chan (1990) to test whether a threshold autoregres-
sive model fitted the observed data better than a linear AR model. Upshaw,
Rangoussi & Sinkjær (1996) used the estimated third order moment on the
manifold r = s to detect a change-point in signal activity. Their aim in using
the third order moment was to negate the influence of noise and they showed an
apparent improvement over second order methods on an ENG signal of length
n = 104.
The third order moment has been used to estimate the parameters from
a non-linear model. We previously discussed the work to find the theoretical
third order moments for a bilinear series in Section 1.2.2. Alshebeili & Venet-
sanopoulos (1991) determined the first three theoretical moments for a second
order Volterra process, equation (1.25), driven by non-Gaussian noise. Then
they used the mean, autocovariance and third order moment in order to estimate
the linear {βj} and non-linear {β′{j,k}} model parameters. Using a simulation
study they showed a close agreement between the true and estimated values of
a non-linear system which had a third order moment that was identically zero
outside |r|, |s| > 1. Raghuveer (1990) used the autocorrelation and third order
moment to estimate the magnitudes of quadratic phase coupled waves.
A time-domain test for Gaussianity was proposed by Delaney (1995) who
used a weighted sum of equation (1.54) over {0 ≤ r ≤ s ≤ M}. This test
statistic was compared to a threshold constructed under the null hypothesis that
the series is Gaussian white noise. This threshold was based on the asymptotic
properties of the third order moment under Gaussianity. The results were
reported to be, ‘difficult to analyze’ due to the dependencies in the values of
the third order moment in constructing a test statistic.
Schittenkopf & Deco (1997) first approximated the conditional density
p(xt|xt−1, . . . , xt−m), and then created bootstrap data from this density. They
compared the cumulants up to the fourth order between the observed data and
the mean value from surrogate data using increasing values of m to determine
the level of dependency in the data.
4.4 Simulation study of time-domain test
In order to examine the effects of non-stationarity, and possibly unobservable
non-linearity, using this test, we define the processes in Table 4.4. These are a
linear AR(1) series with an increasing non-stationary variance, and a trilinear
series with no non-linearity in the third order moment. We also examine a
non-linear Bilinear Error series which has a periodogram consistent with white
noise and hence appears i.i.d. up to the second order. We also use the linear
and non-linear, stationary and non-stationary data shown in Table 1.1, and
the almost non-stationary process equation (4.2). Unless otherwise stated the
series were generated using i.i.d. noise, εt ∼ N(0, 1). The results are compared
to the test from Hinich (1982) which uses a smooth estimate of the frequency-
bicoherence and a parametric critical level based on the asymptotic distribution
of the bispectrum under the null hypothesis of linearity (see Section 1.2.7). We
useM ′ = 12 and 24 for n = 100 and n = 200 respectively for the Hinich test, as
used by Patterson & Ashley (2000) who also provide the code to run the test.
As noted earlier if the series is linear then the bicoherence is constant and this is
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Table 4.4: Additional data generating processes
Label Model Type†
AR(1, a, ρ) Xt = aXt−1 + εt, εt ∼ N(0, σ2tρ), ρ > 0 LNS
Trilinear(a) Xt = aXt−1Xt−2Xt−3 + εt NL
BLE(a, p, q) Xt = aεt−pεt−q + εt NL
† LNS=Linear, NL=Non-linear
tested by examining the range of observed bicoherence values. In this study the
inter-decile range (IDR) performed better in terms of observed rejection rates
than the inter-quartile or 80% ranges which are given as possible alternatives
(see Table 4.7). Hence it is the IDR results that we show in Table 4.5, labelled
as ‘Hinich’. It is important to note that we are comparing a non-parametric
time-domain test with a parametric frequency-domain test.
The achieved significance levels are shown in Table 4.5 for n = 100, 200 and
using M = 5, B = 500 and α = 5%, for 500 simulations of each data type. The
results using the pivoted statistic D∗p(., .) are shown in Table 4.6 for n = 100
and using M = 5, B = 500 and α = 5%. These results are based on the same
500 simulated data sets used in Table 4.5. For the pivoted statistic the null
hypothesis is rejected if any of the |D∗p(r, s)| in the region ∆# are greater than
Zα/(2T#), which is equal to 3.02 for α =5% and T# = 20.
In Table 4.8 we compare the results from our test of non-linearity to other
tests in the literature that use simulation studies of the same non-linear pro-
cesses. For a description of the BDS and Hinich Frequency tests see Section
1.2.7, for the Hinich Time test see Section 4.3.
The TAR(2;1,1) model used previously in this work had a threshold of Ω =
0.5 (equation 1.70), whereas those cited in Table 4.8 had a threshold of Ω = 1.
Hence we ran another small simulation of 100 repetitions of the TAR(2;1,1)
model with Ω = 1 using the CAAFT bootstrap method with n = 200, B = 500.
This gave a rejection rate of 93.0% compared to 79.0% when Ω = 0.5, indicating
that the size of the threshold has an impact on the third order non-linearity for
this model.
Figures 4.7 to 4.10 show the mean UL∗(r, s) statistic over the 500 simula-
tions for n = 100 and n = 200 using the CAAFT and AAFT bootstrap proce-
dures for processes used in the simulation. A graphical method for model order
selection is shown in Figure 4.11 which shows the bootstrap p-value (p∗∗) using
the CAAFT bootstrap method over increasingM for a single BL(0.4,5,5) and a
single TAR(2;4,1) series (n = 200, B = 1000). Figure 4.12 shows the mean rejec-
tion rate from 200 simulations over an increasing sample size n = 50, 60, . . . , 250,
for a linear AR(1) series and a non-linear BL(0.4,1,1) series using the CAAFT
bootstrap.
The ‘Hinich Bicovariance Test’ on the i.i.d. white noise data gave rejection
rates of 5.2% and 4.6% for n = 100 and n = 200 respectively using M = 5.
4.4.1 Discussion of simulation results
In this simulation study the proposed method outperforms the Hinich test in
that its rejection rates are higher for all the non-linear series, and are closer to
the desired 5% level for the linear processes. The exception is the non-linear





















































































































































Figure 4.7: Mean of UL∗(r, s) over 500 simulations of length n = 100 using the
CAAFT bootstrap B = 500,M = 5
(a)=White noise, (b)=AR(1), (c)=AR(1) t-noise, (d)=AR(1,0.4,0.01), (e)=AR(2),
(f)=Trilinear(0.4), (g)=BL(0.4,1,1), (h)=BL(-0.3,2,3), (i)=TAR(2;1,1), (j)=ARCH(4),
(k)=Quadratic phase.
Not all panels are on the same scale, minimum z-scale [-0.1,0.1]. Panels placed next to
each other for ease of comparison. For a linear series UL(r, s) = 0 for all r, s.









































































































































Figure 4.8: Mean of UL∗(r, s) over 500 simulations of length n = 100 using the
AAFT bootstrap B = 500,M = 5
(a)=White noise, (b)=AR(1), (c)=AR(1) t-noise, (d)=AR(1,0.4,0.01), (e)=AR(2),
(f)=Trilinear(0.4), (g)=BL(0.4,1,1), (h)=BL(-0.3,2,3), (i)=TAR(2;1,1), (j)=ARCH(4),
(k)=Quadratic phase.
Not all panels are on the same scale, minimum z-scale [-0.1,0.1]. Panels placed next to














































































































































Figure 4.9: Mean of UL∗(r, s) over 500 simulations of length n = 200 using the
CAAFT bootstrap B = 500,M = 5
(a)=White noise, (b)=AR(1), (c)=AR(1) t-noise, (d)=AR(1,0.4,0.01), (e)=AR(2),
(f)=Trilinear(0.4), (g)=BL(0.4,1,1), (h)=BL(-0.3,2,3), (i)=TAR(2;1,1), (j)=ARCH(4),
(k)=Quadratic phase
Not all panels are on the same scale, minimum z-scale [-0.1,0.1]. Panels placed next to
each other for ease of comparison. For a linear series UL(r, s) = 0 for all r, s.









































































































































Figure 4.10: Mean of UL∗(r, s) over 500 simulations of length n = 200 using
the AAFT bootstrap B = 500,M = 5
(a)=White noise, (b)=AR(1), (c)=AR(1) t-noise, (d)=AR(1,0.4,0.01), (e)=AR(2),
(f)=Trilinear(0.4), (g)=BL(0.4,1,1), (h)=BL(-0.3,2,3), (i)=TAR(2;1,1), (j)=ARCH(4),
(k)=Quadratic phase.
Not all panels are on the same scale, minimum z-scale [-0.1,0.1]. Panels placed next to
each other for ease of comparison. For a linear series UL(r, s) = 0 for all r, s.
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Table 4.5: Comparison of achieved rejection rates (%) using the Hinich bispec-
trum test and the proposed bootstrap time-domain test for non-linearity over
500 simulations
Bootstrap
Series Type Hinich AAFT CAAFT
n = 100
Gaussian LS 6.0 5.8 4.4
AR(1,0.4) LS 5.0 4.8 4.2
AR(1,0.4)† LS 27.4 8.6 6.0
AR(2) LS 25.0 9.4 3.6
AR(1,0.4,0.01) LNS 4.8 9.0 7.6
BL(0.4,1,1) NLS 19.0 89.4 85.0
BL(-0.3,2,3) NLS 6.8 31.6 30.2
BLE(0.4,1,2) NLS 8.2 41.2 40.4
TAR(2;1,1) NLS 9.6 41.0 38.0
ARCH(4) NLNS 40.2 86.4 82.8
Trilinear(0.1) NLS 7.0 5.2 5.4
Q-phase NLS 15.8 19.2 41.2
n = 200
Gaussian LS 2.0 4.4 3.6
AR(1,0.4) LS 1.6 4.8 4.8
AR(1,0.4)† LS 16.2 5.4 1.8
AR(2) LS 93.0 8.0 3.4
AR(0.4,1,0.01) LNS 6.0 14.4 14.4
BL(0.4,1,1) NLS 17.4 99.0 99.0
BL(-0.3,2,3) NLS 4.6 67.6 65.4
BLE(0.4,1,2) NLS 5.2 81.2 79.2
TAR(2;1,1) NLS 8.0 79.2 79.0
ARCH(4) NLNS 46.8 96.0 95.2
Trilinear(0.1) NLS 2.0 7.4 6.6
Q-phase NLS 2.8 29.4 71.0
LS=Linear stationary, LNS=Linear non-stationary, NLS=Non-linear stationary,
NLNS=Non-linear non-stationary.
† Errors from a zero mean t-distribution with 2 degrees of freedom.
Rejection rates for LS data ≤ 9.4% for AAFT method and ≤ 6.0% for CAAFT method.
Both bootstrap tests have higher rejection rates than the Hinich test for all NLS or
NLNS processes bar the fourth order trilinear process.
test gives a slightly higher rejection rate when n = 100. We would not expect
either test to be sensitive to this data as the non-linearity is in the fourth order.
The CAAFT bootstrap method performs slightly better than the uncor-
rected AAFT. Both methods have good rejections rates (close to 5%) for the
linear data, although for the linear data with t-noise the AAFT method gave
a slightly high rate (8.6%) for n = 100. For the same data of length n = 200
the CAAFT for gave a slightly low rate (1.8%). The methods have comparable
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and good rejection rates for the non-linear data except for the quadratic phase
data where the CAAFT method performs almost twice as well as the AAFT.
From our previous observations we know that the CAAFT method provides a
better match to the ac.f. for this data than the AAFT. By correctly explaining
more of the variance in the second order of the data, the CAAFT method is
better able to detect departures in the third order.
The linear non-stationary results highlight that it is difficult to separate
non-stationarity from non-linearity. However both bootstrap methods give a
reasonable (close to 5%) rejection rate for the linear unstable AR(2) data,
whereas the parametric Hinich test has a very high type I error rate (93%,
n = 200). The results on the Trilinear(0.1) data demonstrate a limitation of
the method in testing for non-linearity in the fourth order. The algorithm pre-
sented here could be extended to test for non-linearity using the fourth order
moment, estimated using





XtXt+rXt+sXt+u, −M ≤ r, s, u ≤M
where ϕ = max(0, r, s, u), τ = min(0, r, s, u) and 1 ≤ M < n. Using the same
framework of the algorithm used in the third order from Section 4.2, we would
calculate the difference between the observed fourth order moment and the
limits generated from CAAFT bootstrap surrogates. We anticipate that this
method would be sensitive to fourth order non-linearity.
The BL(-0.3,2,3) data gave a lower rejection rate than the BL(0.4,1,1). This
is somewhat due to the smaller non-linear parameter (a = −0.3 compared
to a = 0.4), but also the theoretical third order moment of the BL(-0.3,2,3)
process has only one large value at µ(1, 3) with all other values being zero (Gabr
1988). The BL(0.4,1,1) data has large values at both µ(0, 1) and µ(1, 1). The
modal absolute maximum for the BL(-0.3,2,3) data over the 500 simulations was
UL∗(1, 3) reflecting the expected third order moment. Note also the negative
mean values for UL∗(1, 3) in Figures 4.7 to 4.10 reflecting the negative model
parameter.
Figure 3.23 shows that the test is dependent on the choice of M with large
increases in the test statistic coinciding with the non-linear lag in the data.
Surprisingly for the TAR(2;4,1) data the largestNLs value is at lag five, however
the greatest increase in NLs is between lags three and four. Figure 4.12 shows
a constant 5% type I error rate for a linear AR(1) process and improving power
for a non-linear BL(0.4,1,1) process over increasing n.
Table 4.6: Achieved rejection rates (%) using pivoted bootstrap time-domain
test for non-linearity over 500 simulations n = 100
Series Type AAFT CAAFT
AR(1,0.4) LS 3.6 3.8
AR(1,0.4)† LS 22.4 15.0
BL(0.4,1,1) NLS 88.8 87.6
BL(-0.3,2,3) NLS 40.6 39.4
LS=Linear stationary, NLS=Non-linear stationary.
† Errors from a zero mean t-distribution with 2 degrees of freedom.
Slight increase in rejection rates for NLS processes compared to un-pivoted method,
but much higher type I error rates for linear non-Gaussian data.
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Table 4.7: Achieved significance levels (%) for Hinich tests of Gaussianity and
non-linearity using three alternative range statistics over 500 simulations
Linear
Series Type Gaussian IQR 80% IDR
n = 100
Gaussian LS 29.8 23.2 20.0 6.0
AR(1,0.4) LS 31.8 25.6 20.0 5.0
AR(1,0.4)† LS 75.8 47.6 45.0 19.0
AR(2) LS 100.0 58.8 82.6 25.0
AR(0.4,1,0.01) LNS 36.0 24.4 19.6 4.8
BL(0.4,1,1) NLS 75.8 47.6 45.0 19.0
BL(-0.3,2,3) NLS 45.0 32.2 26.4 6.8
BLE(0.4,1,2) NLS 51.4 32.2 26.8 8.2
TAR(2;1,1) NLS 52.4 33.4 28.8 9.6
ARCH(4) NLNS 95.8 65.2 58.6 40.2
Trilinear(0.1) NLS 31.6 25.2 21.8 7.0
Q-phase NLS 99.8 42.6 33.4 15.8
n = 200
Gaussian LS 12.2 21.0 14.4 2.0
AR(1,0.4) LS 15.0 20.2 15.2 1.6
AR(1,0.4)† LS 93.4 50.6 39.4 16.2
AR(2) LS 100.0 98.4 92.2 93.0
AR(0.4,1,0.01) LNS 38.4 29.6 23.6 6.0
BL(0.4,1,1) NLS 97.0 48.2 42.4 17.4
BL(-0.3,2,3) NLS 48.4 32.0 26.0 4.6
BLE(0.4,1,2) NLS 66.6 29.4 22.2 5.2
TAR(2;1,1) NLS 60.6 38.8 30.6 8.0
ARCH(4) NLNS 99.8 71.8 54.8 46.8
Trilinear(0.1) NLS 14.8 15.6 10.8 2.0
Q-phase NLS 85.0 21.0 14.2 2.8
LS=Linear stationary, LNS=Linear non-stationary, NLS=Non-linear stationary,
NLNS=Non-linear non-stationary.
† Errors from a zero mean t-distribution with 2 degrees of freedom.
IDR test statistic gives the best (closest to 5%) type I error rates.
We compare the results here to those in the previous chapter using the bis-
pectrum based test. We use the results from the pivoted bispectrum statistic
for n = 100 given in Table 3.11. We use these results as we concluded that this
was the best method of those presented. The time-domain test gives similar
(close to 5%) rejection rates for the linear data but much greater power for
the non-linear processes than the bispectrum based test. The biggest improve-
ment is for the BL(0.4,1,1) data which had a 38% rejection using the frequency
domain test versus 89.4% for the time-domain test. Other improvements are
for the TAR(2;1,1) process 15% (frequency) compared to 41% (time), and the
ARCH(4) process 73% (frequency) compared to 86.4% (time). The improve-
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Table 4.8: Comparison of time-domain bootstrap results to other tests of non-
linearity published elsewhere using white noise and two non-linear models α =
5%
Unless stated in the footnote n = 200. An empty cell
means no results were published for the particular model
Model
Source Test White noise ARCH(4) TAR(2;1,1)
Patterson & Ashley
(2000)
Engle 5.6 80 13
BDS 4.4 100 62
Tsay 5.7 32 78
Hinich Time 4.7 46 10
Hinich Freq. 4.6 10 12
Ashley et al. (1986) Hinich Freq. 33






This work Time-domain 3.6 82.8 93.0
Hinich Time 4.6 98.8 10.2
Patterson & Ashley (2000) results based on 1000 simulations for the White noise
model and 250 simulations for each non-linear model. BDS test uses m-history of size
m = 2, Hinich Time uses M = 8, Hinich frequency uses IDR and M ′ = 24.
Ashley et al. (1986) results based on 250 simulations uses 80% range statistic and
M ′ = 12, n = 256 for Hinich test.
Brock et al. (1996) results based on 1000 simulations, BDS test usesm = 2 and n = 250.
Hjellvik & Tjostheim (1995) results based on 1000 simulations and n = 250.
ments are most likely due to a combination of factors. We used a smaller M
for the time-domain test (5 compared to 10 for n = 100) but still captured
the important large values in the third order moment for the BL(0.4,1,1) and
TAR(2;1,1) data. This would reduce the amount of extraneous information in
the test statistic as for both these models the third order moment values outside
|r| + |s| > 2 are close to zero (Section 1.2.9). Also by excluding the value at
µˆ(0, 0), which is only useful for detecting non-symmetry in the marginal distri-
bution, the test only considers the estimates that relate to non-linearity. The
bispectrum-based test used the time-domain model-based bootstrap procedure
which does not match the linear properties of the data to the extent of the
phase scrambling methods. Hence we could be observing a similar effect to
that noted earlier (Section 4.1) when the CAAFT method performed better
than the AAFT on quadratic phase data.
Table 4.8 shows that our time-domain bootstrap test appears to be perform-
ing well compared to other recent tests. Our test gives high (greater than 80%)
rejection rate for both non-linear types. The results from Patterson & Ashley
(2000) show that other tests do give higher rejection rates for the ARCH(4) or
TAR(2;1,1) non-linear processes, but no test gives consistently high rejection
rates across both non-linear types.
The pivoted results show that this adaptation of the time-domain test does
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Figure 4.11: Bootstrap time-domain p-value for test of non-linearity (p∗∗) and
standardisedNLs statistic against 1 < M ≤ 10 for two single realised non-linear
series of length n = 200
(a1) BL(0.4,5,5)-p∗∗, (a2) BL(0.4,5,5)-NLs, (b1) TAR(2;4,1)-p∗∗, (b2) TAR(2;4,1)-
NLs. B = 500 bootstrap surrogates used for each M , non-linear term at M = 5 for
BL data and M = 4 for TAR data
not work well. This is because the estimate of var{µ(r, s)} is biased for the
linear data with t-noise leading to a high type I error rate.
Interpretation of the graphical output UL∗(r, s)
A boon to the new method is the graphical output which has given further
useful information as shown in Figures 4.7 to 4.10. The peaks in the UL∗(r, s)
reflect the orders of the non-linear interaction and the sign of the parame-
ter involved for the non-linear stationary data. For the BL(0.4,1,1) data the
modal maximum is at UL∗(0, 1) where over 97% of the simulated results (of
length n = 100) showed a maximum. The mean value over the 500 simulations
was UL∗(0, 1) = 0.52 for the AAFT method, and UL∗(0, 1) = 0.49 for the
CAAFT method. The mean of the second highest value was UL∗(1, 1) = 0.046
for the AAFT method, and UL∗(0, 1) = 0.070 for the CAAFT method. The
next largest mean value was UL∗(1, 2) = 0.010 for the AAFT method, and
UL
∗(0, 4) = 0.003 for the CAAFT method. The mean third order moments
over the 500 simulations for n = 100 were, µˆ(0, 1) = 1.06, µˆ(0, 0) = 0.62
and µˆ(1, 1) = 0.31. Referring to the results from Section 1.2.2, we know
that a BL(0.4,1,1) series will have its largest third order moment values at
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Figure 4.12: Achieved significance level (Power %) against sample size (50 ≤
n ≤ 250) using the CAAFT bootstrap test of non-linearity for simulated linear
AR(1) and non-linear BL(0.4,1,1) processes
200 simulated series created for each sample size, individual series tested using B = 200
bootstrap surrogates.
µ(0, 1) = 1.13, µ(0, 0) = 0.73 and µ(0, 1) = 0.43; a reasonably close agreement
with the achieved simulation results.
For the other non-linear models, such as the TAR(2;1,1) series, it would be
helpful to know the theoretical third order moments so that we could estimate
the model parameters. We would welcome more results for the theoretical
third order moments for non-linear models and suggest that this is an area that
warrants further work. However without these theoretical results the UL∗(r, s)
output gives a good starting point for a non-linear model, and together with
the ac.f. can be used to build a non-linear model. A warning is provided by the
BL(0.4,1,1) and TAR(2;1,1) plots which show that two dissimilar models can
give a similar UL∗(r, s) values. Although as stated the BL(0.4,1,1) series have
an extra peak at µ(1, 1), and has a greater degree of skewness at µ(0, 0).
The results of UL∗(r, s) for the white noise and linear AR(1) data are pleas-
ing as the output is comparatively flat over all (r, s). For the AR(1) t-noise data
the UL∗(r, s) does appear to show some large values although the rejection rates
were close to 5% for this data and hence the output represents only a fraction of
the simulated results. As we discussed earlier (Section 4.2.3), a process driven
by t-noise has a larger variance for the estimated third order moment than one
driven by standard Gaussian noise. It is this larger variance that is causing the
apparent large values in UL∗(r, s), by increasing the scale of the estimated third
order moment. This problem could possibly be overcome by standardising the
observed series, and hence reducing the scale. We illustrate the increased scale
using t-noise using the observed bootstrap critical levels from the simulation
study. The mean observed level NL, equation (4.7), for the AR(1) data over
the 500 simulations was 0.0556 using the AAFT algorithm and 0.0542 using
the CAAFT. For the AR(1) process driven by t-noise the mean observed levels
were 44.6 and 12.8 respectively. The mean critical level NL∗∗(95) for the AR(1)
data was 0.2646 using the AAFT algorithm and 0.2747 using the CAAFT. For
the AR(1) process driven by t-noise the mean critical levels were 242.2 and
67.8 respectively. So although the size of the NL statistic is greatly increased
by using t-noise the second bootstrap procedure is able to adjust the critical
levels appropriately. The CAAFT observed and critical values are less than
those from the AAFT. This is because this method is better able to handle
non-Gaussian noise as discussed in Section 4.1.
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Investigating non-stationarity
The UL∗(r, s) values are relatively flat or unimodal for the stationary processes:
AR(1), BL(0.4,1,1), BL(-0.3,2,3), TAR(2;1,1) and Q-phase. Also the patterns
are fairly consistent for these processes between the two bootstrap methods
and two sample sizes. For the non-stationary data the patterns are not as
consistent over n because the variance in the third order moment for these pro-
cesses is larger. The ARCH(4) data had significant values for UL∗(r, s) over a
number of (r, s) coordinates. The largest observed values over the 500 simu-
lations were at UL(2, 2) and UL(2, 3) and the next largest within r ≤ s ≤ 4.
(This may be due to the order of the ARCH data equalling four.) This multi-
modality in the ARCH(4) region can be allied to that observed by Nur et al.
(2001) in the AAFT surrogates of non-stationary data. The non-stationarity
in the ARCH series causes a large variability in the significant third order mo-
ments found over the 500 simulations. We demonstrate this multimodality





































































































































Figure 4.13: Single UL∗(r, s) results from three series and three models using
the CAAFT bootstrap n = 200
(a1)-(a3) ARCH(4), (b1)-(b3) AR(1,0.4,0.01), (c1)-(c3) BL(0.4,1,1). ARCH(4) series
are non-linear and non-stationary, AR(1,0.4,0.01) series are linear and non-stationary,
BL(0.4,1,1) series are non-linear and stationary. For each model the three series were
selected randomly from the subset of series where the test rejected the null hypothesis
that the series is linearity and stationary. Panels not on same z-axis scale.
this for three randomly selected results (using those simulated series where the
null hypothesis was rejected) for the non-linear non-stationary ARCH(4) pro-
cess, the non-linear stationary BL(0.4,1,1) process and the linear non-stationary
AR(1,0.4,0.01) process in Figure 4.13. For the ARCH data there is a high degree
of inconsistency between the three regions and a high degree of multimodality,
A bootstrap time-domain test of non-linearity 181
even though we only observe T# = 20 UL∗(r, s) values. This multimodality
is repeated to a lesser extend in the linear non-stationary AR(0.4,1,0.01). For
the non-linear stationary BL(0.4,1,1) data the pattern is clear and consistent
in that the largest value is always at UL∗(0, 1). Hence the plot of the UL∗(r, s)
can be used to identify non-stationary. We note that this is a heuristic measure.
Further insight can be gained by viewing the scatter plot of the data. For the
AR(2) process, equation (4.2), the non-stationarity is often obvious from the
scatter plot of the data (see the left panel of Figure 4.3 for an example). We
also note that the stationary non-linear Q-phase process showed a multi-modal
third order moment in an earlier simulation study (Figure 1.25).
Parameter estimation
From Section 1.2.2 we know that the mean of a diagonal bilinear BL(a, p, p)
series is equal to aE(ε2t ). Hence assuming that we have correctly identified
the model, through using UL∗(r, s), and that E(ε2t ) = 1, we can estimate aˆ
using the sample mean xt. The agreeable results using this estimate for the 500
simulations of the BL(0.4,1,1) series are shown in Figure 4.14 for both n = 100
and n = 200. The mean estimate of aˆ over the 500 simulations for n = 100 is
0.398 with a standard deviation of 0.126. For n = 200 the mean is 0.401 and



















Figure 4.14: Parameter estimate (aˆ) for 500 realisations from a BL(0.4,1,1)
process n = 100 left panel, n = 200 right panel
True bilinear parameter a = 0.4. Parameter estimated using the observed sample mean
of for each series. y-axis represents frequency.
For the BLE(0.4,1,2) series assuming E(εt) = 1 we can use the parameter
estimate aˆ = µˆ(1, 2) (Section 1.2.2). Using this gave the reasonable results
summarised using a histogram in Figure 4.15. For n = 100 the mean aˆ estimate
over the 500 simulations was 0.388 and the standard deviation 0.213. For
n = 200 the mean aˆ estimate was 0.384 and the standard deviation 0.138.
To estimate the model parameter for the BL(-0.3,2,3) series we use the result
from Gabr (1988) that µ(1, 3) = a/(1 − a2). Hence we estimate a by solving
the quadratic aˆ2 + µˆ−1(1, 3)aˆ− 1 = 0. We show the results using this estimate
in Figure 4.16 for n = 100 and n = 200. For n = 100 the mean aˆ over the 500
simulations was -0.273 with a standard deviation of 0.130, for n = 200 mean
was -0.281 and the standard deviation 0.098.
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Figure 4.15: Parameter estimate for 500 realisations from a BLE(0.4,1,2) pro-
cess n = 100 left panel, n = 200 right panel
True bilinear parameter a = 0.4. Parameter estimated using µˆ(1, 2) for each series.
y-axis represents frequency.


















Figure 4.16: Parameter estimate for 500 realisations from a BL(-0.3,2,3) process
n = 100 left panel, n = 200 right panel
True bilinear parameter a = −0.3. Parameter estimated by solving the quadratic
aˆ2 + µˆ−1(1, 3)aˆ = 1 for each series. y-axis represents frequency.
4.5 Modelling real data
In this section we highlight the use of the method in modelling real time series.
We concentrate on the well known sunspot series for the years 1700–1979 (n =
280) and first square-root transform this data. We also examine the residuals
after fitting the model suggested by (Tong 1990), equation (3.8). We propose
the alternative TAR model that has a constant variance given by
Yt =

1.12Yt−1 − 0.24Yt−2 − 0.35Yt−3 + 0.37Yt−4
−0.23Yt−5 − 0.03Yt−6 + 0.25Yt−7 − 0.24Yt−8
+0.26Yt−9 + 0.08Yt−10 + ²t, Yt−8 ≤ 13.8
1.54Yt−1 − 1.55Yt−2 + 0.43Yt−3 − 0.05Yt−4
−0.02Yt−5 + 0.39Yt−6 − 0.48Yt−7 + 0.04Yt−8
+0.70Yt−9 − 0.30Yt−10 + ²t, otherwise
where Yt = 2
{
(Xt + 1)0.45 − 1
}
, ²t ∼ N(0, 1.422) and n = 270. We examine
the proposed bilinear model of the sunspot data from Subba Rao (1981) given
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by
Xt = 5.981 + 1.209Xt−1 − 0.502Xt−2 + 0.173Xt−9 − 0.0098Xt−2νt−1
+ 0.0103Xt−8νt−1 − 0.0048Xt−8νt−3 + 0.0016Xt−3νt−2
+ 0.0014Xt−4νt−7 + νt.
We also examine the lottery and blowfly data sets (see Appendix A for a discus-
sion of the characteristics of these data sets). We applied the time-domain test
from this chapter to these real data sets using B = 1000, M = 20, α = 5% (see
Table 4.9). Figure 4.17 shows the UL∗(r, s) results using the CAAFT bootstrap
method. The lottery and blowfly series were first standardised to improve the
scale on the z-axis for the UL(r, s) output. We employed the Hinich test of
linearity (labelled ‘Frequency’) using M ′ = 20, and the ‘Hinich Bicovariance
Test’, which has a null hypothesis that the data is i.i.d., (labelled ‘Time’) using
M = 20.
Table 4.9: Results (p-values) of Hinich and bootstrap time-domain tests of
non-linearity on real data with summary of the maximum |UL∗(r, s)| for the
bootstrap tests
Hinich AAFT CAAFT
Frequency Time p∗∗ max p∗∗ max
p-value p-value |UL∗(r, s)| |UL∗(r, s)|
Square-root sunspot 0.334 < 0.001 0.006 (8,8) 0.018 (8,8)
Sunspot residuals εt † 0.077 0.891 0.073 (10,10) 0.075 (10,10)
Sunspot residuals νt ‡ 0.002 0.158 0.829 (4,4) 0.173 (16,18)
Sunspot residuals ²t § 0.079 0.902 0.230 (10,10) 0.248 (0,3)
Lottery 0.497 0.994 0.833 (4,11) 0.735 (4,11)
Blowfly 0.597 < 0.001 0.012 (20,20) 0.012 (20,20)
Null hypothesis is that series is linear except for the Hinich Time test where the null
hypothesis is that the data are i.i.d.
max |UL∗(r, s)| is the maximum observed absolute value of UL∗(r, s) for (r, s) ∈ ∆#
† Tong TAR model, ‡ Subba Rao BL model, § Proposed TAR model
Discussion of results on real data sets
The results for the lottery data are consistent with the expectation that the data
are i.i.d.. The blowfly data are deemed to be strongly non-linear, although the
multimodality in the UL∗(r, s) output, and a scatter plot of the series, suggest
that the process may be non-stationary.
The large significant value for the square-root sunspot data of UL∗(8, 8) =
4.83 supports the use of a TAR model with the threshold delay parameter
equal to eight. However testing the residuals from the Tong model, where
the threshold delay parameter is equal to eight, gives a bootstrap p-value of
p∗∗ = 0.075, although this could be due to non-stationarity as the model has a
different innovation variance depending on the threshold (ε(1)t , ε
(2)
t ). The plot of
the UL∗(r, s) for the Tong residuals shows a high value of UL∗(10, 10) = 1.26
although on a much smaller scale to the maximum UL∗(r, s) using the raw
data. The largest value for the residuals from the proposed TAR model is
UL∗(0, 3) = −0.36 and p∗∗ = 0.248 suggesting that this model does a better job
of reducing the residuals to a stationary linear set. The mean square difference
between the observed sunspot and the Tong prediction is 165.86, and for the























































































Figure 4.17: UL∗(r, s) results for real data sets using the CAAFT bootstrap
time-domain test for non-linearity B = 500, M = 20
(a)=Sunspot, (b)=Sunspot residuals Tong model, (c)=Sunspot residuals Subba Rao
model, (d)=Sunspot residuals proposed model, (e)=Blowfly, (f)=Lottery.
Panels not on same z-axis scale. For a linear series UL(r, s) = 0 for all r, s.
UL∗(16, 18) = −130.9 and the bootstrap CAAFT method gives p∗∗ = 0.173.
All three models give residuals that appear linear at the 5% level. We can test
that the residuals are i.i.d. using the Periodogram test for white noise (Section
1.1.7), the results are shown in Figure 4.18. The test accepts the null hypothesis
for all three sets of residuals at the α = 10% level and all are close to the straight
line that we expect with i.i.d. data.






























Figure 4.18: Cumulative periodogram test of white noise for residuals from
competing sunspot models
(a) Tong TAR model, (b) Subba Rao BL model, (c) proposed TAR model. Null
hypothesis accepted for all residual series at the 10% level, so each model appears to
fit the data adequately.
We use both TAR models to predict the known sunspot results for the years
1980–1985. We use the L-step ahead prediction method on the transformed data
and then back-transform to get the actual number of sunspots, the results are
shown in Table 4.10. Neither model gives consistently better results than the
other.
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Table 4.10: Comparative predictions of sunspot data for years 1980–1985 com-
pared to actual result using an L-step ahead forecast and two TAR non-linear
models
Tong TAR Proposed TAR
Year Prediction MPE Prediction MPE Actual
1980 161.0 41.0 159.0 19.6 154.6
1981 142.4 21.9 136.1 19.7 140.5
1982 100.8 90.0 96.8 134.9 115.9
1983 64.3 68.8 65.2 101.7 66.6
1984 33.7 84.9 37.9 94.1 45.9
1985 18.2 70.7 25.3 87.5 17.9
MPE=Mean prediction error= 1L
∑L
i=1 (xˆ280+i − x280+i)2 , L = Year− 1979
4.6 Conclusion
The advantage of this method is that we have a non-parametric test statis-
tic that can work on series of any length and has been shown to work very
well for short length series. The method maintains the correct size for lin-
ear non-Gaussian processes. The method also produces a graphical output in
UL∗(r, s) that gives an indication of the non-linear model type and possible
non-stationarity in the data. The method is also computationally less intensive
and more powerful, than a bispectrum based test for non-linearity that used
model-based bootstrap resampling, and is more powerful than the Hinich test
based on the asymptotic properties of the bispectrum.
A drawback of the new method is that we have to choose some value for
M . This can be set to M = n − 1 although this gives an obvious increase
in computation. Also such a large M increases the probability of the test
statistic including extraneous third order moment terms. These terms give no
information on non-linearity and also increase the variance in the test statistic.
The value of M can also be decided after eye-balling the estimated third order
moment over 0 ≤ r ≤ s ≤ n − 1. Also we have shown how this choice can be
turned into an advantage by plotting the test p-value against increasing M in
Figure 3.23. In hindsight we would recommend setting kmax = 2M rather than
kmax = M when using the CAAFT algorithm. This is so that the ac.f. of the
surrogate data has been matched up to the same lag order that we use to test
the third order moment.
An obvious extension to this method is to use the fourth order moment
E(XtXt+rXt+sXt+u) as the test statistic using the same test framework. We
anticipate that this method would be sensitive to fourth order non-linearity, and
slices of the significant regions used to identify the significant terms. Another
extension is to test for white noise using the third order moment, although
as we noted earlier successful parametric tests already exist to do this. This
could be achieved here using the percentile (4.4). If the series is white noise then
µ(r, s) = 0 over all r, s and we would expect Γ∗α/2(r, s) < 0 and Γ
∗
1−α/2(r, s) > 0.
We could test if this is true using Bonferroni corrected limits to give a non-





Let us assume that you have dropped in from outer space and have
never seen a baker before. You stumble into a tempting bakery—
and there you catch sight of fifty identical gingerbread men on a
shelf. I imagine you would wonder how they could all be exactly
alike. It might well be that one of them has an arm missing, another
has lost a bit of its head, and a third has a funny bump on its
stomach. But after some careful thought, you would nevertheless
conclude that all the gingerbread men have something in common.
Although none of them is perfect you would suspect that they had a
common origin. You would realise that all the cookies were formed
in the same mold. And what is more, Sophie, you are now seized
by the irresistible desire to see this mold. Because clearly, the mold
itself must be utter perfection—and in a sense, more beautiful—in
comparison with these crude copies.
From Sophie’s World by Jostein Gaarder
5.1 Introduction and Motivation
In this chapter we consider longitudinal time series, which is defined as a re-
peated set of time series. We represent such data as Xit, i = 1, . . . , r, t =
1, . . . , n, where r is the number of repeated series of length n. Some examples
that we have referenced previously are the heart rate of a group of patients (Bar-
nett et al. 1971), or companies’ share prices from the stock exchange (Hinich &
Patterson 1985). It is possible that such repeated series have a common gener-
ating process and we would like to uncover this process, just as Sophie would
like to see the cookie mould in the opening quote.
The purpose of this chapter is to obtain methods for modelling the com-
mon third order features of a set of longitudinal data. The motivation was to
extend the method of Diggle and Al-Wasel (Diggle & Al-Wasel 1993), (Diggle
& Al-Wasel 1997), who produced a method to estimate a population spectrum
and individual departures from this global quantity. We extend this method
which summarises the linear features of longitudinal data using the spectrum,
to a method that encapsulates the third order non-linear features of a set of
data using the frequency-bicoherence (normalised bispectrum). We use the
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frequency-bicoherence and not the bispectrum to control for the linear features
of the data. As we saw in Section 1.2.1 the frequency-bicoherence B(ωj , ωk) of
a linear series will be constant over for 0 < ωk < ωj . The bispectrum of a linear
series with a non-symmetric error distribution is not constant over 0 < ωk < ωj .
Some previous work has suggested that common non-linear generating pro-
cesses may exist in real data. As discussed earlier Brockett et al. (1988) demon-
strated some concordance in the frequency locations of the large frequency-
bicoherence values when testing for non-linearity in a set of financial stock-
prices. Neshyba & Sobey (1975) looked at longitudinal ocean wave data over a
stretch of coastline and showed significant and similar quadratic phase coupling
in seventeen series. In this chapter we examine exchange rate data between the
US dollar and five other currencies, and annual tree-ring data collected from
six locations along the Gila river (see Appendix A).
We first summarise in detail the method of Diggle & Al-Wasel, and scrutinise
the suggested alteration of Iannaccone & Coles (2001) who use a non-parametric
method to estimate the population spectrum (Section 5.1.2). We develop two
adjustments to this method and present some results using these adjustments
in Section 5.1.3. We then develop new methodology for the third order case in
Section 5.2. We present the output that aims to summarise the population third
order non-linearity in Section 5.3. In Section 5.3.1 we evaluate our method using
simulated data. In Section 5.3.2 we evaluate our method on the real exchange
rate and tree-ring longitudinal data sets.
For convenience we refer to the repeated time series as subjects. We refer
to the frequency-bicoherence as the bicoherence for brevity. Some notational
changes from previous Chapters are that i is now an index for subjects and
no longer represents
√−1, q is no longer the order of an MA model and is
instead the model order of a truncated spectral estimate, M is the number of
MCMC iterations and not a truncation value, µ in this section now the mean of
a Normal distribution and not the third order moment. Also s(.) is equivalent
to s(ωj), ∀, ωj . We assume that n is even.
5.1.1 Population spectrum - Diggle and Al-Wasel 1993
Diggle and Al-Wasel described the common linear features of replicated data
using the spectrum. They used the periodogram as the spectrum estimate. We
saw in Section 1.1.6 that for a stationary ergodic process the periodogram has
an asymptotic distribution given by
I(ωj) ∼ s(ωj)χ22/2, j = 1, . . . ,m,
where m = n/2− 1 and s(ωj) is the spectrum. Also the values I(ωj) and I(ωk)
are asymptotically independent (j 6= k). If we had r replicates then a simple






Ii(ωj), j = 1, . . . ,m, (5.1)
where Ii(ωj) is the periodogram estimate for the ith subject. This also has
asymptotically independent values (I(ωj) independent of I(ωk) for j 6= k) and
an asymptotic distribution given by
I(ωj) ∼ s(ωj)χ22r/(2r), j = 1, . . . ,m.
As Diggle & Al-Wasel point out averaging the periodogram across subjects
reduces the variance to the same degree as smoothing across frequency values
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using the estimate (1.24). Plotting the estimate I(ωj) and the individual Ii(ωj)
values against ωj can be a useful first indicator of common linear features and
the degree of between subject variance.
Given the above asymptotic results the model of the periodogram at fre-
quency ωj , for subject i, was given as
Ii(ωj) = s(ωj)Zi(ωj)Uij , i = 1, . . . , r, j = 1, . . . ,m, (5.2)
where s(.) is the population spectrum, Zi(.) is the perturbation of the pop-
ulation spectrum for subject i (E[Zi(.)] = 1), and 0 < Uij < ∞ are i.i.d.
exponential variables with mean one.
The periodogram is not modelled at ω0 = 0 nor at the Nyquist frequency
ωn/2 = pi, so that the asymptotic variance is constant (for an i.i.d. series).
At these values for an i.i.d. series the periodogram is distributed as I(ωj) ∼
s(ωj)χ21, j = 0, n/2. Excluding these values simplifies the model construction.
A piecewise model could have been constructed with a greater variance at ω0
and ωn/2, but then piecewise components would also have to be constructed for
the Zi(.) terms.
The motivation for modelling the repeated data using expression (5.2) was
to account for, and hence remove, the between subject variation. Fitting this
model is a two stage process. In the first stage the between-subject differences
are modelled using the departure from the population spectrum for each subject
Zi(.). Then the actual realisation of the series for an individual is modelled
through the Uij (within-subject variance). This is a sound basis as we might
expect individuals from the same population to vary in a consistent manner from
a common spectrum, and to exhibit individual-specific behaviour on any one
occasion. If individual spectra are very different, resulting in a large variance for
Zi(.), then this would appear to indicate that a population spectrum does not
exist (that is the grouped data do not have a common linear generating process).
If, on the other hand, the repeated observations originate from the same process
then we would expect the individual spectra to look similar (or have some
similar peaks). By modelling this between-spectra variation and observational
noise Diggle & Al-Wasel gave an estimate of the underlying spectrum.
The form for the subject-specific effect was chosen as a function similar to








where Φ(ωj) are prescribed functions and the Bq are parameters. The mo-
tivation for this generally smooth function was that a subject with relatively
high variation at a given frequency will also have relatively high components
of variation at neighbouring frequencies. Diggle & Al-Wasel suggested setting





σ21 cos(ωj) {1− cos(ωj)}+
1
2
σ22 sin(ωj) {1− sin(ωj)}
+Bi,0 + cos(ωj)Bi,1 + sin(ωj)Bi,2. (5.3)
If Biq ∼ N(−σ2q/2, σ2q ), and Biq and Bi′q′ are independent for all (i, q, i′, q′),
then this results in the necessary condition that E[Zi(.)] = 1. The coefficients
of Bi,0, Bi,1, Bi,2 govern the shape of Zi(ωj). They are realised independently
for each subject but have a common variance across subjects {σ20, σ21, σ22}. The
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Bi,0 affects the intercept of the ith subject effect at I(ω1), whilst the parameters
(Bi,1, Bi,2), dictate the sinusoidal pattern. The above formulation means that
the Zi(ωj) are modelled as random effects.
Before the subject effects can be estimated the method requires that a para-
metric model is selected for the population spectrum s(.). This has to be chosen
subjectively and so admits mis-specification. Such a mis-specification would
then bias the results for the subject effects with a high probability. This bias
in the subject effects occurs because the estimates are based upon an incorrect
population spectrum. In their motivating problem Diggle & Al-Wasel (1997)
examined luteinizing hormone series in a group of eight (r = 8) women before
and after hormone replacement therapy with n = 54. Based on plots of Ii(ωj)
they selected a model for the population spectrum of
s(ωj) = C|A(ωj)|2 exp(λ1 cosωj + λ2 sinωj), j = 1, . . . , 26 (5.4)
A(ωj) = 20/27− 2{6 cos(ωj) + 2 cos(2ωj) + cos(3ωj)}/27.
The A(ωj) function was based on the weighted seven point moving average fil-
ter that was first applied to the data. The overall estimation procedure has
an involved parametric structure and is computationally intensive. In all, the
unknown values that determine the population spectrum {C, λ1, λ2} from equa-
tion (5.4), and the subject-specific effects {σ0, σ1, σ2} from equation (5.3) need
to be estimated. Diggle & Al-Wasel compared the use of Gaussian estimation
and Maximum Likelihood estimation. Using a simulation study they suggested
that Gaussian estimation based on the log periodogram values to be the best
method of obtaining the random subject effects. Using Monte Carlo estimation
on the hormone data resulted in, Cˆ = 0.66, λˆ1 = 2.25, λˆ2 = −3.10, σˆ0 =
1.35, σˆ1 = 0.89, σˆ2 = 1.03, which gave a population spectrum that concurred
with the quantitative behaviour in the data.
Related methods
An extension to the above problem is when grouped time series is observed
before and after an intervention. That is a group of subjects are observed
for some time (length n), an intervention or event takes place and the same
group are followed for a further n observations. To this end Diggle & Al-Wasel
proposed the extension of equation (5.2) to two time periods h = 1, 2 given by
Iih(ωj) = sh(ωj)Zi(ωj)Uijh, i = 1, . . . , r, j = 1, . . . ,m, h = 1, 2. (5.5)
So the population spectrum is potentially different between the two periods
h = 1, 2, but the individual subject effects Zi(.) remain consistent before and
after the intervention. In comparing two time series from the same subject
Diggle & Al-Wasel first formed the population spectra for each time period
and then formed the ratio of these two population spectra to highlight spectral
changes. In the example given by Diggle & Al-Wasel two subjects (from the
total of r = 8) dominate the output as their periodogram values, Ii(ωj), are
on a much greater scale. This could possibly have been overcome by first
standardising each series with its estimated standard deviation. This results in
a standard area under the periodogram for each series and an equal weighting
for each subject when constructing the population estimate.
An alternative method that controls for large individual responses is to
first take the ratio of periodograms for each subject over the two time periods
(h = 1, 2), and then model this ratio. Such a method was employed by Jones
& Pettitt (1992). They aimed to summarise the change in the population
spectrum of a group of subjects following an intervention. The ratio of two
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So the log of the ratio will have an approximate logistic distribution with vari-
ance pi2/3 (Coates & Diggle 1986). The motivating data for Jones & Pet-
titt consisted of paired EEG series from r = 10 cattle with a series length
of n = 1024. In order to shorten the computation time the log ratios of the
observed periodograms were sampled at intervals of ten after being smoothed
using a ten point uniform window. Sampling in this manner reduced the data
length to n = 51. However, the effect of this smoothing on the asymptotic
variance was not discussed. In a similar framework to that of equation (5.2),
the log periodogram ratio Yij = logR(ωj) was modelled as
Yij = Rj + Zi + εij , i = 1, . . . , r, j = 1, . . . , n/2
where Zi is a random subject component and Rj the estimated population
spectrum ratio. The estimation was performed using the Kalman filter (Har-
vey 1989). In the first stage the asymptotically logistically distributed εij are
approximated using a Normal distribution with variance pi2/(3r). For the sec-
ond stage the Zi were assumed to be independently Normally distributed with
zero mean and variance σ2Z . Hence the subject effect is modelled as a random
intercept. The subject effects here are constant over the spectral frequency ωj
as compared to the model of Diggle & Al-Wasel. The log population spectrum
ratio was assumed to vary slowly so that Rj −Rj−1 ∼ N(0, σ2j ). Further this
variance was modelled using σ2j = exp(−a − bj), so that the variance in the
spectral ratio is possibly non-stationary over 0 < ωj ≤ pi. The parameters
{a, b, σZ} are then updated for j = 1, . . . , n/2 using the Kalman filter.
A related problem was presented by Hinich (2000) who aimed to model the
variation over time in a repeated periodic signal. The motivating data set was
the measured vibration from a high speed drill repeatedly making holes in a
computer circuit board. The method splits time series with a repeated deter-
ministic cycle intoM samples, each of which each contain exactly one repetition
of the waveform (periodicity) of interest. The variation in the waveforms be-
tween samples (subject effect) can then be modelled and the effect removed. A







µk exp(iωkt) + utk exp(iωkt)
}
,
where utk is a zero mean stochastic process and may be non-stationary and non-
linear, to allow a non-constant modulation of the waveform. The variability in
the Fourier transforms of mutually exclusive sample frames was used to estimate
the time varying components {utk}.
A related idea to the model (5.2) was presented earlier in Section 3.2.6.
Setting Zi(.) = 1, in equation (5.2) gives the model used by Fra¨nke & Hardle
(1992) to bootstrap from the periodogram.
5.1.2 Non-parametric estimation of the population spectrum -
Iannaccone & Coles 2001
A method designed to overcome the need to choose a parametric model for the
population spectrum in equation (5.2), and simplify the parameter estimation
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as compared to the method of Diggle & Al-Wasel, is detailed in Iannaccone &
Coles (2001). The natural hierarchical structure of the problem is exploited and
the estimation is performed in a Bayesian framework using the Kalman filter
and MCMC methods. The Kalman filter employed is a cubic spline smoother
(Carter & Kohn 1994). In a state space framework the log periodogram values
Yij = log Ii(ωj) are modelled using
Yij = F′αj + Sij + εij , i = 1, . . . , r, j = 1, . . . ,m, (5.6)
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where δ = 2pi/n, is the distance between the periodogram values, εij is an m×r
matrix of independent doubly-exponential variables (∼ log(χ22/2)) and uij is a











Both εij and uij are independent of the initial state.
The Sij is the subject-specific random effect which is assumed to have the
form given by equation (5.3). The parameter τ controls the ratio of the deter-
ministic and stochastic parts of the evolution equation (5.7). The observation
equation (5.6) states that the population spectrum is equal to an estimate of the
mean value, plus the subject-specific effects, plus some error, as per equation
(5.2) on the log scale.
The observation equation errors εij are non-Gaussian. As the Kalman filter
requires the εij to be Normal, its distribution is approximated by a mixture
of five Normal distributions as detailed in Table 5.1 (Carter & Kohn 1997).
This results in εij |(lij = l) ∼ N(µl, ξ2l ), where lij is referred to as an allocation
variable, lij = {1, 2, 3, 4, 5}. The Kalman filter requires that the observation
Table 5.1: Five component Normal approximation to log(χ22/2)
l Probability (pl) Mean (µl) Variance (ξ2l )
1 0.19 -2.20 1.93
2 0.11 -0.80 1.01
3 0.27 -0.55 0.69
4 0.25 -0.035 0.60
5 0.18 0.48 0.29
E(µ) =
∑5
l=1E(µl)P (pl = l) = −0.577
equation errors are Normally distributed to enable the likelihood function to
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be calculated as the prediction error decomposition (Harvey 1989). When the
Normality assumption is not satisfied there is no longer any guarantee that the
Kalman filter will give the conditional mean of the state vector. However, it is
still an optimal estimator in the sense that it minimises the MSE within the
class of all linear estimators.
The dynamic structure of equation (5.6) suggests a hierarchical estimation
procedure for {αj , Sij , εij , τ} which we detail in the steps of below. In this
estimation procedure the smoothed estimates of the log periodogram values,
after removing the subject effects, govern the shape of the population spectrum.
Hence the constraint of choosing a population spectrum as with the Diggle &
Al-Wasel method has been overcome.








ij , over M = 1, . . . ,MC iterations of the algorithm. The
steps of the linear algorithm provide important background for the later ex-
tension to the non-linear case, hence the detail given here. The initial val-
ues for the l(0)ij are chosen at random for each subject using pl from Table
5.1. The sample mean is subtracted from each series so that Ii(0) = 0. Also
B
(0)
iq = 0, ∀ i, q,⇒ S(0)ij = 0, ∀, i, j, and σ(0)q = 1, q = 0, 1, 2 and τ (0) = 1. We
label this algorithm as Steps L.1 to L.6.
Step L.1 - Forward sweep of Kalman filter
To estimate the αj in the observation equation (5.6), the subject-specific effects
and errors are first removed to give Y ∗ij = Yij − Sij − µlij . Defining Dj =
{Y∗1, . . . ,Y∗j}, where Y∗j = {Y ∗1j , . . . , Y ∗rj}′, then we can express the estimation
as
αj |Dj ∼ N(pj ,Cj), j = 1, . . . ,m.
So pj and Cj are the mean and variance of αj , and are matrices of size 2×m
and 2 × 2 ×m respectively. The Kalman filter is obtained by recursion of the
updating equation
αj+1|Dj+1 ∼ N(pj+1,Cj+1), j = 1, . . . ,m.
Working forward through the observation-evolution equation gives a mean es-
timate of αj+1 equal to
aj+1 = Gpj
with variance
Rj+1 = GCjG′ +V.
These two equations are known as the prediction equations. The estimated




whereWj+1 = {ξ2l1,j+1 , . . . , ξ2lr,j+1} are the variances of the Normal distributions
defined in Table 5.1. The innovation error is
ej+1 = Y∗j+1 − fj+1,
and hence the Kalman filter is
pj+1 = aj+1 +Rj+1FQ−1j+1ej+1
Cj+1 = Rj+1 −Rj+1FQ−1j+1F′R′j+1.
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The forward sweep is used to estimate the pj and Cj without sampling αj .











where c is chosen to be suitably large to give a vague prior (in practice c = 10
proved large enough).
Figure 5.1 shows the mean log-periodogram values equation (5.1), and the
estimated mean (pj) using Step L.1 on a simulated data set. The data were
generated from r = 5 independent AR(1) series of length n = 100 with AR
parameter φ = 0.4. As log(Uij) has a double exponential distribution then
E[log(Uij)] = −0.5772 (see Table 5.1), hence we add Euler’s constant to the















Figure 5.1: Mean log periodogram data I(ωj) (green line) and estimated pop-
ulation mean pj (blue dotted line) after a forward sweep of the Kalman filter,
Step L.1
Data from r = 5 independent AR(1) series of length n = 100 with φ = 0.4. Euler’s
constant γ = 0.5772, added to log periodogram values.
Step L.2 - Backward sweep of Kalman filter
The updating of αj is performed using the relation
αj |(αj+1, Dj+1) ∼ N(hj ,Hj),
where
hj = pj +Bj(αj+1 − aj+1), Hj = Cj −BjRj+1B′j ,
with
Bj = CjG′R−1j+1.
This is performed successively for j = m− 1,m− 2, . . . , 1, by sampling from a



























Figure 5.2: Mean log periodogram data I(ωj) (green line) and smooth estimate
of the population mean αj (blue dotted line) after a backward sweep of the
Kalman filter, Step L.2
Data are same r = 5 independent AR(1) series of length n = 100 with φ = 0.4 in
Figure 5.1. Euler’s constant γ = 0.5772, added to log periodogram values.
This gives a much smoother estimate of the population spectrum as shown in
Figure 5.2.
Step L.3 - Update of the Normal approximation to the Chi-squared
distribution of εij
Given the population spectrum, the subject effects and the log periodogram
values, the estimate of εij from equation (5.6) can now be refined for each sub-
ject and frequency. However, we know that εij has a non-Normal distribution
and so its distribution is approximated using a weighted mixture of Normal
distributions. This can be expressed as
P (εij = x) = P (Lij = l)P (Nl = x)
where Lij is an unknown allocation variable andNl is a random Normal variable
with mean µl and variance ξ2l given in Table 5.1. The estimate of the observed
allocation variable lij , is updated for each subject and frequency using the
Bayesian formula
p(Lij = lij |Y ∗ij) =
p(Y ∗ij |Lij = lij)p(Lij = lij)∑5
l=1 p(Y ∗ij |Lij = l)p(Lij = l)
,
where
Y ∗ij = Yij − α1j − Sij , i = 1, . . . , r, j = 1, . . . ,m
and











Each lij over i = 1, . . . , r, j = 1, . . . ,m, is therefore updated according to the
estimated posterior probability p(Lij = lij |Y ∗ij). The mean and variance of εij





Step L.4 - Update the smoothing parameter τ
With prior p(τ2) ∝ 1, the value of τ can be updated using






d′j = αj −Gαj−1.
So τ2 is generated by simulation from an Inverse Gamma (IG) distribution
IG(a, b) with a = m − 1 and b = ∑mj=2 d′jV−1dj/2. The summation begins at
j = 2 as there is no estimate at α0. In practice the estimation of τ is performed
using a rejection sampling method (Gelman et al. 1995).
Step L.5 - Update the subject-specific random effects Sij
After removing the population spectrum
Y ∗ij = Yij − α1j ,
we are left with
Y ∗ij = logZi(ωj) + εij .
Subtracting the mean of the subject-specific function (5.3) and error terms gives











Standardising Biq in equation (5.3) gives
logZi(ωj) = σ0B∗i0 −
1
2











where B∗iq ∼ N(0, 1) and from a standard Normal likelihood and prior we now
have































Hence the B∗iq values are updated from an independent Normal distribution
given by (5.9). The Sij values are then generated using equation (5.8).
Step L.6 - Update the σq parameters
In this step vague gamma priors Ga(0.001, 0.001) and the random walk Metropo-
lis method (Gelman et al. 1995) are used to update the σq values. Each param-
eter {σ0, σ1, σ2} is updated in turn, the order of this updating is randomised
at each MCMC iteration. A prospective σ(M+1)q is chosen at random from a
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Uniform distribution so that σ(M+1)q = |U [σ(M)q − c, σ(M)q + c]|, where c is cho-
sen to ensure that the chain converges correctly. The absolute value of the
perturbation is taken to ensure that σ(M+1)q > 0. The log ratio is then
R = log
(
p(σ(M+1)q |Y1, . . . ,Ym)




p(Y1, . . . ,Ym|σ(M+1)q , . . .)p(σ(M+1)q )
p(Y1, . . . ,Ym|σ(M)q , . . .)p(σ(M)q )
)
where











p(σq) = a log(b)− log[Γ(a)] + (a− 1) log(σq)− bσq.
The proposed σ(M+1)q is accepted if log(R) > log(U) where U is randomly
chosen from a Uniform[0, 1] distribution, else σ(M+1)q = σ
(M)
q is retained.
Steps L.1-L.6 are repeated MC times until the parameter estimates are
deemed to have converged. A useful summary of the overall fit is given by the



















Results using the Iannaccone & Coles algorithm
We now give some results using the existing Iannaccone & Coles algorithm.
Iannaccone & Coles (2001) reported different conclusions using the above non-
parametric method compared to the parametric analysis presented in Dig-
gle & Al-Wasel on the hormone data. The parameter estimates from Diggle
& Al-Wasel are based on Monte Carlo integration. The Diggle & Al-Wasel
analysis gave σˆ0 = 1.35, σˆ1 = 0.89, σˆ2 = 1.03, compared to the mean es-
timate (with standard deviation in parenthesis) from Iannaccone & Coles of
σˆ0 = 1.48(0.33), σˆ1 = 0.48(0.28), σˆ2 = 0.62(0.38). These estimates are reason-
ably similar. However, Iannaccone & Coles suggested they had a more faithful
representation of the sample behaviour. This conclusion was based upon the
fact that the largest value of the non-parametric population spectrum estimate
coincided to a greater degree with the largest value of I(ωj), compared to the
parametric population spectrum estimate of Diggle & Al-Wasel, equation (5.4).
It is possible that the parametric population spectrum chosen by Diggle &
Al-Wasel was a mis-specification.
We show an example of a sequence of the estimates {σ0, σ1, σ2} together
with the deviance equation (5.10) for MC = 500 iterations of Steps L.1 to L.6
in Figure 5.3. The data are from r = 5 independent AR(1) series of length
n = 100 with φ = 0.4 and we set c = 1 in Step L.6. In this example (and
in other realisations) the estimates of {σ0, σ1, σ2} appear to slow to converge.
This may be due to the comparatively large number of parameters that need
to be updated. Further in other experiments we observed (on occasions) that
small departures in the population spectrum αj in Step L.2, were adjusted for























Figure 5.3: Example of {σ0, σ1, σ2} Metropolis updates (left panel) and De-
viance (DEV) (right panel) using the Iannaccone & Coles MCMC algorithm,
Data from r = 5 independent AR(1) series of length n = 100 with φ = 0.4. Based on
MC = 500 MCMC updates, c = 1 in Step L.6, iteration=M . The σ values have not
converged.
across subjects this then led to a further adjustment in the next update in
the population spectrum. This compounding effect over the iterations lead to

















Figure 5.4: Example of divergent population spectrum estimate α1j (blue line)
and subject estimates Sij (green lines) using the Iannaccone & Coles MCMC
algorithm
Data from r = 5 independent AR(1) series of length n = 100 with φ = 0.4. Based on
MC = 500 MCMC updates, c = 1 in Step L.6.
5.1.3 Adaptations to the Iannaccone & Coles method
If we are to transfer such an algorithm from the second order to the third
order then we would prefer a method that converges quickly. When using the
bicoherence the subject and population effects are now of sizem2 compared tom
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for the spectrum. As we repeat the estimation MC times this greatly increases
the amount of computation required. We therefore present the following two
adaptations to Steps L.5 and L.6 which are designed to speed up the rate of
convergence.
Step L.5.I - Update the subject-specific random effects Sij (Alterna-
tive I)
The previous algorithm first estimated the σq and then updated the Biq values.
In this step we shift the emphasis to estimating the Biq terms and then the σq
values. To avoid any possible ordering bias we update the Biq subject effects,
of which there are 3r in total, in a random order for each new iteration of the
MCMC chain. The bias we are concerned with is that updating the subject ef-
fects in a consistent order leads to some consistent pattern in the results. Before
updating the first randomly selected parameter we set B(M+1)iq = B
(M)
iq , ∀ i, q,
so that yet to be updated parameters adopt their previous values. This also
results in S(M+1)ij = S
(M)
ij , ∀ i, j. A randomly selected parameter B∗iq is updated
according to the Normal distribution (5.9). The proposed subject effect S∗ij is
then generated using equation (5.8) and the likelihood is given by












where Y˜ij is as in Step L.5. The prior for p(B∗iq) is the Normal distribution
given by expression (5.9). Hence the posterior is given by
p(B∗iq|Y1, . . . ,Ym) ∝ p(Y1, . . . ,Ym|B∗iq)p(B∗iq).
We then evaluate the likelihood of the proposed value using the Metropolis
method given by
log(R) = p(B∗iq|Y1, . . . ,Ym) + p(B∗iq)−
{
p(B(M+1)iq |Y1, . . . ,Ym) + p(B(M+1)iq )
}
The proposed B∗iq value is accepted if log(R) > log(U), where U is randomly







iq is retained. After all 3r subject-specific terms have been up-
dated the {σ0, σ1, σ2} parameters are then simply updated using the observed
standard deviation of {B(M+1)i0 , B(M+1)i1 , B(M+1)i2 }.
Step L.5.II - Update the subject-specific random effects Sij (Alter-
native II)
In this alternative step we use randomly selected Sij values that are not re-
stricted to the smooth functional form given by equation (5.3). In order to
fulfil the restriction that E[Zi(.)] = 1 we condition the last updated Sij on the
previous values. After randomising the order of updating over the r subjects
the steps are as follows
• Select a random ωa location a ∼ bU [1,m]c where b.c represents the nearest
integer to the simulated result and U is a Uniform distribution.
• Choose a discrete random width, h ∼ bU [1,m]c.
• Choose a random amplitude A, using A ∼ U [−√var(Ya),√var(Ya)],
whereYa = {Y1a, . . . , Yra}. This ensures that the size of the random effect
is proportional to the observed variance across subjects at the selected
frequency.
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, b = −h, . . . , h
where w(.) is the Parzen window given by
w(l) =
{
2(1− |l|)3, 0.5 ≤ |l| ≤ 1
1− 6l2 + 6|l|3, |l| < 0.5.
• Update the subject-specific effect S∗ij = Sij + SSj , j = 1, . . . ,m.
• Repeat until r − 1 subjects have been updated in this way.










ij = 0 and E[Zi(.)] = 1.
• Smooth the S∗i′,j according to the Kalman filter defined by steps L.1 and
L.2 with S∗i′,j in place of Y
∗
ij . The smoothing removes any large stepwise
changes in the S∗i′,j as such large differences are inconsistent with the view
that the subject effects vary gradually over ωj .






(Y ∗ij − S∗ij)′(Y ∗ij − S∗ij)







(Y ∗ij − S(M)ij )′(Y ∗ij − S(M)ij )
 .









ij (for all i, j). Hence either all r or none
of the perturbations to the subject effects are updated in this step. We choose
the optimum values of S(M)ij and α
(M)
j based on the minimum deviance equation
(5.10) over M = 1, . . . ,MC. As a further refinement when using this step in
the overall algorithm (L.1 to L.5) we only begin updating the subject effects
when M > 50. When M ≤ 50 then S(M)ij = 0. This allows an estimate of the
population spectrum (αj) to be formed before the perturbations are introduced.
We show some examples of the possible random shapes (SSj) in Figure 5.5.
In all examples m = 30. The figure highlights the variety of smooth shapes
that are possible using this algorithm.
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(a)























Figure 5.5: Empirical examples of the smooth shape SS used to randomly
perturb the subject-specific effects in Step L.5.II
(a) a = 5, r = 30, A = 1, (b) a = 5, r = 3, A = −0.5, (c) a = 30, r = 10, A = 0.75,
m = 30 for all three examples. For the shape, a is the location along the x-axis of the
minimum or maximum, A is the value, or amplitude, of the minimum or maximum,
and h dictates the width.
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Results using alternative subject updates algorithms
We now show some examples using Steps L.1 to L.4 and both our alterna-
tive Steps L.5.I and L.5.II. We first examine longitudinal series with a smooth
underlying population spectrum and no subject effect. We created five inde-
pendent AR(1) series of length n = 100 with φ = 0.4 and ran the method
through MC = 1000 MCMC iterations. The five subject-specific spectra
si(ωj) = s(ωj)Zi(ωj), generated using step L.5.I are plotted with their re-
spective Ii(ωj) values, in Figure 5.6. The bottom right-hand panel shows the
population spectrum s(ωj), and I(ωj). The subject-specific spectra are es-
timated using si(ωj) = exp(α1j + Sij), the population spectrum estimate is
s(ωj) = exp(α1j). The MCMC iterations of σˆ
(M)
q and τˆ (M) and the deviance
equation (5.10) for M = 1, . . . , 1000 are shown in Figure 5.7.
The population spectrum in panel (f) is the shape that we would expect for
an AR series with a positive parameter (see Section 1.1.5). Individual spectra
do show some variation from this pattern but all still conform to the expected
spectrum of an AR series. The overall fit of the population spectrum to the
mean periodogram I(ωj) is quite good. The repetition over subjects is having
a similar effect to smoothing across frequencies using equation (1.24). Dis-
carding the first 200 MCMC iterations gives a mean and standard deviation
(parenthesis) of: σˆ0 = 0.42(0.13), σˆ1 = 0.37(0.13), σˆ2 = 0.49(0.16), τˆ =
1.98(0.37), DEV = 1.20(0.21).
We show the results for the same five AR(1) series using Steps L.1 to L.4 and
Step L.5.II in Figure 5.8. Over 500 iterations the minimum deviance was DEV =
0.68, at this iteration τ = 0.90. The subject-specific and population spectrum
estimates are similar to those using Step L.5.I. The population spectrum still
conforms to that expected from an AR(1) series. There are small variations
around this common value for the five individual results.
We use the stock exchange data (see Appendix A) to evaluate the method
on a data set with unknown linear characteristics but where a common generat-
ing function is plausible. The subject-specific spectra and population spectrum
estimates using Step L.5.I are shown in Figure 5.9. The MCMC chains and
deviance from 500 iterations of the algorithm are shown in Figure 5.10. The
results indicate that the data may have a common linear generating process.
As the data have been standardised a spectrum consistent with white noise
would be s(.) = 1. The individual population spectra are close to this straight
line indicating that the series are possibly i.i.d.. We note that the individual
periodogram estimates for all series bar the Australian have at least one com-
paratively large component of variation at high frequency (ωj > 3pi/4). Using
the periodogram test of white noise (Section 1.1.7) on the individual series
gives p-values of p > 0.10 for all series except the US/Australian exchange se-
ries where, 0.05 < p < 0.10. This gives a formal indication that the series are
i.i.d.. Discarding the first 200 MCMC iterations gives a mean and standard de-
viation (parenthesis) of σˆ0 = 0.36(0.11), σˆ1 = 0.31(0.11), σˆ2 = 0.42(0.13), τˆ =
1.00(0.07), DEV = 1.24(0.26). The deviance chain shows a comparative large
value (DEV = 5.7) at the 762nd iteration which coincides with a large change
in the subject effect values Sij . The deviance returns to a value near its previ-
ous mean in the next iteration as the change in the subject effect is reversed.
This indicates that the algorithm is performing well in terms of rejecting poorly
fitting subject effects.
We show the results for the exchange rate data using Step L.5.II in Figure
5.11. Over 1000 iterations the minimum deviance was DEV = 0.83, at this
iteration τ = 1.09. The population spectrum is comparable to that using Step
L.5.I in that both estimates deviate slightly from a white noise spectrum s(.) =
1. Similarly to the results from Step L.5.II the individual spectra show small















































































Figure 5.6: Subject specific spectra (a)-(e) and population spectrum (f) from
r = 5 AR(1) series of length n = 100 using Steps L.1 to L.4 and Step L.5.I
Data generated using Xit = 0.4Xi,t−1 + εit, εit ∼ N(0, 1), i = 1, . . . , 5, t = 1, . . . , 100.
Results based on 1000 MCMC updates. Note y-axes are not on same scale. Blue dotted
lines represent si(ω) = Zi(ω)s(ω) for (a) to (e) and s(ω) for (f). Green lines represent
Ii(ω) for (a) to (e) and I(ω) for (f).
204 Chapter 5
(a)
































Figure 5.7: MCMC chains and deviance for example AR(1) data using Steps
L.1 to L.4 and Step L.5.I
(a) τ , (b) {σ0, σ1, σ2}, (c) Deviance (DEV). Results from 1000 MCMC iterations.















































































Figure 5.8: Subject specific spectra (a)-(e) and population spectrum (f) from
r = 5 AR(1) series of length n = 100 using Steps L.1 to L.4 and Step L.5.II
Data generated using Xit = 0.4Xi,t−1 + εit, εit ∼ N(0, 1), i = 1, . . . , 5, t = 1, . . . , 100.
Results from optimal fit over 500 MCMC updates. Note y-axes not on same scale.
Blue dotted lines represent si(ω) = Zi(ω)s(ω) for (a) to (e) and s(ω) for (f). Green












































































Figure 5.9: Subject specific spectra (a)-(e) and estimated population spectrum
(f) of US Dollar exchange rate using Steps L.1 to L.4 and L.5.I
(a)=Swiss Franc, (b)=Japanese Yen, (c)=UK Pound, (d)=Canadian Dollar,
(e)=Australian Dollar. Spectrum of white noise s(.) = 1. Note y-axes not on same
scale. Blue dotted lines represent si(ω) = Zi(ω)s(ω) for (a) to (e) and s(ω) for (f).
Green lines represent Ii(ω) for (a) to (e) and I(ω) for (f).
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Figure 5.10: MCMC chains and deviance for US dollar exchange data using
Steps L.1 to L.4 and L.5.I












































































Figure 5.11: Subject specific spectra (a)-(e) and estimated population spectrum
(f) of US Dollar exchange rate using Steps L.1 to L.4 and Step L.5.II
(a)=Swiss Franc, (b)=Japanese Yen, (c)=UK Pound, (d)=Canadian Dollar,
(e)=Australian Dollar. Spectrum of white noise s(.) = 1. Note y-axes not on same
scale. Blue dotted lines represent si(ω) = Zi(ω)s(ω) for (a) to (e) and s(ω) for (f).
Green lines represent Ii(ω) for (a) to (e) and I(ω) for (f).
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deviations from the straight line around s(.) = 1. The population spectrum has
its largest value at ω44 = 88pi/200, which corresponds to a cycle of 4.5 days.
In our last example we highlight a drawback of the general method using the
sunspot series which has a known strong periodicity. We split the series from
the years 1700–1999 into r = 6 equal sections of size n = 50 and first square-
root the data. In this example we are therefore evaluating the consistency of
the linear generating process over time. Figure 5.12 shows the subject-specific
and population spectrum using Steps L.1 to L.4 and L.5.I. Figure 5.13 shows
the MCMC chains and deviance over 500 MCMC iterations using Steps L.1
to L.4 and L.5.I. Discarding the first 200 MCMC iterations gives a mean and
standard deviation (parenthesis) of: σˆ0 = 0.43(0.12), σˆ1 = 0.43(0.12), σˆ2 =
0.51(0.14), τˆ = 1.06(0.15), DEV = 1.32(0.50). The shape of the population
spectrum is consistent with an AR series. It is clear that neither the population
spectrum nor the subject effects have captured the strong periodicity at ω5 =
pi/5 (f5 = 10 years). Using the smoothing function for the population effect
through the Kalman filter, and using a smooth function for the subject effects
equation (5.3), means that not all features of the log periodogram are perfectly
captured. This could possibly be avoided by imposing a prior on the population
effect by including a vector α˜1j in the evolution equation (5.6). In the sunspot
example α˜1j would be zero for all j except at j = 5 where α˜j = Ii(ω5). Another
similar approach is to remove the periodic effect in the original data. This
could be achieved by differencing the data, in this case using Yt = Xt −Xt−10.
Imposing a large starting value for τ (1) to increase the variance in the evolution
equation did not solve the problem. We note the high degree of variation in the
size of the largest periodogram value at ω5 = pi/5, and at the lowest frequency
value ω1 = pi/25. There appears to be an increase in the value at I(ω5) after
1950.
We show the results for the sunspot data using Step L.5.II in Figure 5.11.
Over 500 iterations the minimum deviance was DEV = 0.54. Again the results
are similar to those from Step L.5.I.
5.2 Extending to the third order
In this section we detail on our novel method to model the population non-
linearity. Extending the model (5.2) to two dimensions we have that each
coordinate (ωj , ωk) of the estimated modulus-squared bicoherence is modelled
as
|Bˆi(ωj , ωk)|2 = |B(ωj , ωk)|2Zi(ωj , ωk)Uijk,
i = 1, . . . , r, j = 1, . . . ,m, k = j + 1, . . . ,m (5.11)
where Zi(.) is the perturbation of the population bicoherence for the ith repli-
cate, Uijk are independently and identically distributed error terms with mean
one, and B(.) is the population bicoherence given by




For a linear series |B(.)|2 = 1, for a non-linear series |B(ωj , ωk)|2 > 1 for some
(ωj , ωk). Now from Theorem 6.2 of Brillinger (1965) |Bˆ(ωj , ωk)|2 defined as



































































































Figure 5.12: Subject specific spectra (a)-(f) and estimated population spectrum
(g) of square-root transformed sunspot data using Steps L.1 to L.4 and Step
L.5.I
(a) Years 1700–1749, (b) 1750–1799, (c) 1800–1849, (d) 1850–1899, (e) 1900–1949, (f)
1950–1999. Cycle at ω5 = pi/5, f5 = 10 years, is a known feature of the data. Note
y-axes not on same scale. Blue dotted lines represent si(ω) = Zi(ω)s(ω) for (a) to (f)
and s(ω) for (g). Green lines represent Ii(ω) for (a) to (f) and I(ω) for (g).
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Figure 5.13: MCMC chains and deviance for square-root transformed sunspot
data using Steps L.1 to L.4 and Step L.5.I
(a) τ , (b) {σ0, σ1, σ2}, (c) Deviance (DEV). Results from 500 MCMC iterations.
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Figure 5.14: Subject specific spectra (a)-(f) and estimated population spectrum
(g) of square-root transformed sunspot data using Steps L.1 to L.4 and Step
L.5.II
(a) Years 1700–1749, (b) 1750–1799, (c) 1800–1849, (d) 1850–1899, (e) 1900–1949, (f)
1950–1999. Cycle at ω5 = pi/5, f5 = 10 years, is a known feature of the data. Note
y-axes not on same scale. Blue dotted lines represent si(ω) = Zi(ω)s(ω) for (a) to (f)
and s(ω) for (g). Green lines represent Ii(ω) for (a) to (f) and I(ω) for (g).
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is asymptotically complex Gaussian for a general linear series (1.2) with finite
moments up to the third order. From Brillinger & Rosenblatt (1967a) for large
n and M˜ we have
|bˆ(ωj , ωk)|2 − |b(ωj , ωk)|2
s(ωj)s(ωk)s(ωj + ωk)
∼ χ22/2, 0 < ωk < ωj .
From Section 1.2.1 we know the values of bˆD(ωj , ωk) and bˆD(ωj′ , ωk′) are asymp-
totically independent within 0 < ωk, ωk′ < ωj , ωj′ . Also I(ωj) and I(ωk) are
asymptotically independent (j 6= k). Hence using sˆ(ωj) = I(ωj) in (5.12)
gives us the result that Bˆ(ωj , ωk) and Bˆ(ωj′ , ωk′) are also asymptotically in-
dependent. So within the region 0 < ωk < ωj we can model the errors
in (5.11) as logUijk ∼ χ22/2, as with the spectral model (5.2). However as
|bˆD(ωj , ωk)|2 = I(ωj)I(ωk)I(ωj +ωk) then using sˆ(ωj) = I(ωj) in (5.12) results
in Bˆ(ωj , ωk) = 1 at all frequencies (Birkelund et al. 2001). This can be over-
come by using the averaging method (Section 1.2.6). Adapted to estimate the
bicoherence the details of the averaging method are given below.
1. Segment the series for the ith subject into K records of size M˜ (KM˜ = n)
labelled,
{Xi,1,1, . . . , Xi,M˜,1, Xi,1,2, . . . , Xi,M˜,2, . . . , Xi,M˜,K}.




i (ωj , ωk) = H
(v)(ωj)H(v)(ωk)H(v)(−ωj − ωk), v = 1, . . . ,K
I
(v)

















So the Fourier frequencies are given by ωj = 2pij/M˜, j = 0, . . . , M˜/2.
3. Average the bispectrum and spectrum estimates over all segments
















4. Form the modulus-squared bicoherence estimate
|Bˆi(ωj , ωk)|2 = |bˆi(ωj , ωk)|
2
sˆi(ωj)sˆi(ωj)sˆi(ωj + ωk)
, 0 < ωk < ωj . (5.13)
For an i.i.d. series with a zero bispectrum this estimate has an asymptotic
distribution of χ22/2. Hence using this estimate we are able to model the errors
Uijk from (5.11) using an i.i.d. χ22/2 distribution.
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5.2.1 A two-dimensional Kalman filter
To estimate a population bicoherence using the same framework as in the lin-
ear case we need a two dimensional Kalman filter and a suitable method was
proposed by Kashiwagi (1993). Defining an observed two-dimensional square
lattice as yjk, j, k = 1, . . . ,m, with unknown trend {xjk}, the method was










(4xj,k − xj−1,k − xj+1,k − xj,k−1 − xj,k+1)2
where λ ≥ 0 controls the degree of smoothness of the trend xjk. The estimation
of λ using maximum likelihood methods is not always feasible because of the
computational difficulties. Therefore Kashiwagi proposed a state-space model
to perform the estimation. To employ a state-space form we need to vectorise
the observed matrix and trend αk = (x′k,x
′
k−1), xk = (x1k, . . . , xmk)
′, yk =
(y1k, . . . , ymk)′. The estimation can then be described using a similar observa-
tion and evolution equation to the linear case (equations (5.6) and (5.7)) given
by
yk = Fαk + εk, εk ∼ N(0n, σ2Im)
αk = Gαk−1 + uk uk ∼ N(02m, λ2J)
where
F = [Im,Ø], G =














and Ø is an m × m zero matrix, and Im is an m × m identity matrix. The
conditional mean of the observation and evolution equation are given by
yk|αk, σ ∼ N(Fαk, σ2Im) (5.14)
αk|αk−1, λ ∼ N(Gαk, λ2J)
The following steps give a smooth estimate of the trend αk using a Kalman
filter.
Step S.1 - Forward sweep of Kalman filter
In a forward sweep of the Kalman filter the mean and variance of the initial
estimate (evolution equation) are estimated as
ak+1 = Gpk, Rk+1 = GCkG
′ + λ2J, k = 0, . . . ,m− 1












Y 2jk −m−2Y 2

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and C0 = I2m. This ensures that the initial estimates p0 are not null and
neither is the variance C0. The one-step forecast mean and variance are then
given by
Fak+1, Qk+1 = FRk+1F′ + σ2Im, k = 0, . . . ,m− 1
The error is given by ek+1 = Yk+1 − Fak+1, and the filtering formula which
runs for k = 1, . . . , n− 1, is then
pk+1 = ak+1 +Rk+1F′Q−1k+1ek+1
Ck+1 = Rk+1 −Rk+1F′Q−1k+1FRk+1
Step S.2 - Backward sweep of the Kalman filter
The smoothing backward step is then run for m− 1, . . . , 1, using
hk = pk +Ak (hk+1 − ak+1)
Hk = Ck +Ak (Hk+1 −Rk+1)A′k
αk ∼ N (hk, diagHk)
where Ak = CkG′R−1k+1 and diagHk = {H11k, . . . ,Hmmk}. The initial values
for the vector and matrix hm and Hm are pm and Cm respectively.
Step S.3 - Update σ and λ
Kashiwagi (1993) found the optimum smoothed estimate by maximising
−2 logL(λ, σˆ2|Yk) = n2 log σˆ2 +
m∑
k=1








However the Kalman filter and estimation of the variance parameters lends
itself to Bayesian MCMC estimation. Using the results from Carlin, Polson &
Stoffer (1992) we can update the variance parameters using Bayes’ theorem.
Given the conditional mean of the observation and evolution equation (5.14),
and assigning vague IG(1/2,1/2) priors to σ and λ, then λ can be updated from









(αk −Gαk−1)′ (αk −Gαk−1) .
The above summation starts at k = 2 as there is no estimate at α0. In a similar












)−1 (yk − Fak) .
The above summations extend to m− 1 and not m so that the estimate at the
border (αm for λ and am for σ) is excluded. This is because the values along
this manifold are the first to be updated in the backward sweep and hence
contain an extra degree of noise that we do not wish to include in the model.
We discuss this point further in a moment.
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An example of the method using a known trend withm = 40 andMC = 100
iterations of S.1 to S.3 is shown in Figure 5.15. We use the bicoherence of a
BLE series which is equal to the bispectrum given by equation (1.35). The
bispectrum and bicoherence are equivalent for this series as its spectrum is unity
at all frequencies (Section 1.2.2). We corrupt the bicoherence with noise from a
Normal(0, 1) distribution. We use noise that conforms to the symmetries of the
bispectrum over j, k = 1, . . . ,m (Section 1.2.1). The estimates of the smoothing
parameters were σˆ = 0.97 and λˆ = 1.8. The smooth estimate of the trend given
by hjk is close to the underlying bicoherence value.
We also show an example using the bispectrum from a quadratic phase
series (Figure 5.16). Such series have a peak in their bispectrum for every
coupled frequency (Section 1.2.3). Hence the true underlying values of the log
bicoherence may be zero for large section of the region 0 < ωk < ωj , with large
stepwise changes at individual (ωj , ωk) locations. We corrupt the bispectrum
with noise from a Normal(0, 1/36) distribution to give a reasonable signal-to-
noise ratio. The estimates of the smoothing parameters were σˆ = 0.17 and
λˆ = 1.8, the smaller σ value to the previous example reflecting the reduction
in the added noise. Although a peak occurs in the smoothed estimate hjk
at the location of the coupled frequencies its value is smaller than that in the
uncorrupted data (h5,10 approximately equal to 0.2 compared to b(ω5, ω10) = 1).
Without prior knowledge of the data we might conclude that the series is linear
as b(.) is relatively constant. This is a similar drawback to that observed in
Section 5.1.3 using the second order algorithm on the sunspot data which has a
single large periodogram value. The smoothing mechanism of the Kalman filter
is not well adapted to surfaces with single large values.
The figures highlight that the smoothing routine in Step S.2 gives more
variable results in the first two to three updates (starting at the manifold ωk =
pi) than in later updates. This is because hm = pm in the first smoothing step.
We can overcome this problem by mirroring the data at the borders. We reflect
the observed matrix with a border of size Υ as follows
y˜j,k = yΥ−k+1,Υ−j+1, j = 1, . . . ,Υ, k = 1, . . . ,Υ
y˜j,k+Υ = yΥ−j+1,k, j = 1, . . . ,Υ, k = 1, . . . ,m
y˜j+Υ,k = yj,Υ−k+1, j = 1, . . . ,m, k = 1, . . . ,Υ
y˜j+Υ,k+Υ = yj,k, j = 1, . . . ,m, k = 1, . . . ,m
y˜j+m+Υ,k = ym−j+1,k, j = 1, . . . ,Υ, k = 1, . . . ,m
y˜j,k+m+Υ = yj,m−k+1, j = 1, . . . ,m, k = 1, . . . ,Υ
y˜j,k+Υ+m = ym−k+1,j , j = 1, . . . ,Υ, k = 1, . . . ,Υ
y˜j+Υ+m,k = yk,m−j+1, j = 1, . . . ,Υ, k = 1, . . . ,Υ
y˜j+Υ+m,k+Υ+m = ym−k,m−j j = 1, . . . ,Υ, k = 1, . . . ,Υ
this gives a square matrix for the observed surface of size m˜ = m + 2Υ. An
example is shown in Figure 5.17. We note that this reflection procedure does
not perfectly match the symmetries of the bispectrum but serves the purpose of
improving the estimate at the borders of the region. This procedure is analogous
to reflecting data in kernel density estimation. As the estimate appears to
converge quickly we have found using Υ = 5 suffices. We believe the quick
convergence is due to updating properties of the Kalman filter.
5.2.2 Algorithm to model the population bicoherence
A useful first graphical examination is to plot estimated modulus-squared bi-
coherence for each subject, and the sample mean bicoherence over all subjects














































Figure 5.15: Example of smoothing method Steps S.1 to S.3 for a known smooth
bicoherence corrupted using Gaussian noise, m = 40
(a) Bispectrum of a BLE series Xt = 0.4εt−1εt−2 + εt, εt ∼ N(0, 1), (b) bispectrum















































Figure 5.16: Example of smoothing method Steps S.1 to S.3 for a known step-
wise bicoherence corrupted using Gaussian noise, m = 40
(a) Bispectrum of a quadratic phase coupled series, (b) bispectrum plus N(0, 36−1)
noise, (c) mean smoothed estimate hjk. The smoothed estimate has failed to capture
the true non-zero value at (j, k) = (5, 10).
Modelling non-linearity in longitudinal time series 219
ϒ m
Figure 5.17: Contour plot of an example of the mirroring procedure using a
simple surface
Observed surface (Solid green line), lines of symmetry for mirroring procedure (dotted
lines).
given by




|Bˆi(ωj , ωk)|2. (5.15)
In such plots (ωj , ωk) are plotted on the x − y axes and |Bˆ(ωj , ωk)|2 on the
z-axis.
We now give the steps to model this bicoherence according to equation
(5.11). We define Yijk = log |Bi(ωj , ωk)|2, i = 1, . . . , r, j, k = 1, . . . , m˜, as the
estimate of the bicoherence mirrored according to the above criteria. To use
the Kalman filter we form the vectors
Yik = (Yi1k, . . . , Yim˜k)′, Sik = (Si1k, . . . , Sim˜k)′, εik = (εi1k, . . . , εim˜k)′
and the filter equations are given by
Yik = Fαk + Sik + εik, (5.16)
αk = Gαk−1 + uk, uk ∼ N(02m˜, λ2J).
Now εik has a double exponential distribution and is a matrix of size r × m˜× m˜.
We propose estimating the parameters λ and σ and the values of Sik and εik
using a Bayesian MCMC method with the following steps. We make some
modifications to Step S.1 of the above method to accommodate repeated series.
We label this algorithm as Steps B.1 to B.5. Initial values for λ(0) and σ(0)
are unity. The initial subject values are assumed to be zero, S(0)ijk = 0, ∀ i, j, k.
The initial allocation variable for the errors εijk labelled as lijk, are chosen at
random using the pdf from Table 5.1.
Step B.1 - Forward sweep of Kalman filter
We first remove the estimates of the error and subject effects from the observed
data to give Y∗ik = Yik−Sik−µlik . In a forward sweep of the Kalman filter the
mean and variance of the initial estimate (evolution equation) are estimated as
ak+1 = Gpk, Rk+1 = GCkG
′ + λ2J, k = 0, . . . , m˜− 1
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Y ∗2ijk − r−1m−2Y ∗2

The one-step forecast mean and variance are then
Fak+1, Qi,k+1 = FRk+1F′ +Wi,k+1, i = 1, . . . , r, k = 0, . . . , m˜− 1.
whereWi,k+1 = {ξ2li,1,k+1 , . . . , ξ2li,m˜,k+1}. The error for each subject is calculated
using common population estimate ei,k+1 = Y∗i,k+1 − Fak+1, i = 1, . . . , r, k =
1, . . . , m˜− 1. The filtering formula which runs for k = 1, . . . , m˜− 1 is then















So the effect of the error (eik) on the mean and variance of the population
estimate is averaged over the subjects.
The smoothing Step B.2 to generate hjk and αk is identical to Step S.2.
Step B.3 - Update λ
As in Step S.3 assigning a vague IG(1/2,1/2) prior λ allows the update to be









(αk −Gαk−1)′ (αk −Gαk−1) .
The above summation starts at k = 2 as there is no α0.
Step B.4 - Update of the Normal approximation to the Chi-squared
distribution of εij
This step is similar to Step L.3 from the linear algorithm. Given the population
spectrum and the log periodogram values the estimate of εij in equation (5.16),
can now be refined for each subject and frequency. This is performed using the
Bayesian formula
p(Lijk = lijk|Y ∗ijk) =
p(Y ∗ijk|Lijk = lijk)p(Lijk = lijk)∑5
l=1 p(Y ∗ijk|Lijk = l)p(Lijk = l)
,
where
Y ∗ijk = Yijk − αjk − Sijk,
and
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The values of p(Lijk = l), µl and ξ2l , for l = 1, . . . , 5 are given in Table 5.1.
Each lijk are updated according to the estimated posterior probability p(Lijk =
lijk|Y ∗ijk), and εijk = µlijk .
Step B.5 - Update subject effects
This step is similar to Step L.5.II. We update the r subject effects in a random
order at each MCMC iteration. As in Step L.5.II we condition on the last
updated subject effect to ensure that E[Zi(.)] = 1. We randomly perturb the
ith subject effect with a smooth shape as follows
• Choose a random (ωa, ωb) location where a ∼ bU [1,m]c, b ∼ bU [1, a]c
where b.c represents the nearest integer to the simulated result and U is a
Uniform distribution. This gives a frequency pair (ωa, ωb) that is within
0 < ωk < ωj .
• Choose a discrete random radius, r ∼ bU [1,m]c.





where Yjk = {Y1jk, . . . , Yrjk}. This ensures that the size of the random
effect is proportional to the observed variance across subjects at the se-
lected frequency coordinates.
• Create a smooth shape centred on (ωa, ωb) that has equal symmetries to
















, a′, b′ = −r, . . . , r
where w(.) is the Parzen window given by
w(l) =
{
2(1− |l|)3, 0.5 ≤ |l| ≤ 1
1− 6l2 + 6|l|3, |l| < 0.5.
• Symmetrise the shape, S∗ikj = SS∗ijk, k = 1, . . . , m˜, j = k, . . . , m˜.
• Update the subject-specific effect S∗ijk = Sijk + SSjk, j = 1, . . . ,m.
• Repeat until r − 1 subjects have been updated in this way.










ijk = 0, ∀ j, k, and E[Zi(.)] = 1.
• Smooth the S∗i′,j,k according to the Kalman filter defined by steps B.1
and B.2 with S∗i′,j,k in place of Y
∗
ijk. This smoothing removes any large
stepwise changes in the S∗i′,j,k, as such large differences are inconsistent
with the view that the subject effects vary gradually over 0 < ωk < ωj .
222 Chapter 5
We then compare the total difference between the observed values and the fitted







(Y∗ik − S∗ik)′(Y∗ik − S∗ik)
]







(Y∗ik − Sik)′(Y∗ik − Sik)
]
and the new subject effect accepted if D∗ < D. If the new subject effect is
accepted then Sijk = S∗ijk, ∀, i, j, k.
We use smooth shapes as it is reasonable to assume that the variation in
individuals is a slowly varying function. As stated previously a subject with
high variation at a frequency coordinate is likely to have relative high variation
at neighbouring coordinates. We have used a two-dimensional Parzen window
that causes the values to change in a smooth manner and creates values that
respect the symmetries of the bicoherence. We show three examples of the
smooth shape SSjk in Figure 5.18. In all examples m = 30, in the left panel
a = 4, b = 3, r = 2, A = 1, in the centre panel a = 4, b = 3, r = 2, A = 1,
in the right panel a = 4, b = 3, r = 2, A = 1. The values of (a, b) control the
location of the maximum value. The A controls the size of amplitude of the
maximum or minimum value, and r controls the radius.
We repeat Steps B.1 to B.5MC times. We then assess whether the estimates
have converged, disregard the initial burn-in of the chain and give estimates for
λ and plot the marginal densities. The population bicoherence is estimated
using B(ωj , ωk) = exp(hjk) and is used to identify the type of non-linearity.
The subject-specific estimates are Bi(ωj , ωk) = exp(hjk + Sijk), and are used
to assess the degree of subject heterogeneity.











Yijk − Sijk − µlijk − hjk
)′ (
Yijk − Sijk − µlijk − hjk
)
Note that we only compute this statistic in the non-mirrored region j, k =
Υ+1, . . . , m˜−Υ. This is done to avoid including the extra noise at the borders
of the estimated trend that was discussed previously.
5.3 Results of non-linear method
We present some results using the above algorithm (Steps B.1 to B.5). We first
give some results on simulated data to show that the method if performing as
expected. We then look at some real data sets.
5.3.1 Results of non-linear method on simulated data
We first look at a set of independent BL(0.4,1,1) bilinear data from r = 5 sub-
jects of length n = 500. The aim of this simulation is to assess the method
on non-linear data which has a known smooth bicoherence shape. Also as the
repeated series have the same generating process we expect the subject effect
estimates to be small. Figure 5.19 shows the raw estimated bicoherence using














































Figure 5.18: Empirical examples of the smooth shape SSjk used to randomly
perturb the subject-specific effects in Step B.5
(a) j = 5, k = 3, r = 30, A = 1, (b) j = 5, k = 3, r = 3, A = −0.5, (c)
j = 30, k = 25, r = 10, A = 0.75, m = 30 for all three examples. For the shape,
(a, b) is the location of the minimum or maximum, A is the size, or amplitude, of the
minimum or maximum, and r dictates the radius.
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equation (5.13) with K = 10 in the left hand plot of each panel. The smooth
subject-specific bicoherence estimate |Bi(ωj , ωk)|2 = Zi(ωj , ωk)|B(ωj , ωk)|2 is
shown in the right hand of each panel. The last panel (f) shows the mean
bicoherence estimate (5.15) and the overall population estimate |B(ωj , ωk)|2.
Over MC = 3000 iterations the minimum deviance was DEV = 0.75, at
this minimum the smoothing parameter was λˆ = 1.74. In Table 5.2 we show
some descriptive statistics for the mean smooth estimates of |Bi(ωj , ωk)|2 and
|B(ωj , ωk)|2. These statistics are an indicator of the degree of heterogeneity
across subjects. The table also gives the results of a test for non-linearity using
the time-domain CAAFT bootstrap test from Chapter 4. The purpose of this
testing is to ascertain if the series are non-linear and to assess if the degree
of non-linearity is similar between series (using the p-value and NLs, equation
(4.10)) and if the location of the largest UL(r, s) is consistent. These factors
may help in the interpretation of the |Bi(.)|2 and |B(.)|2 values.
Table 5.2: Descriptive statistics and results of test for non-linearity for the
simulated Bilinear data with no subject effect
Descriptive Statistics Test of non-linearity
i Mean s.d. min. max. p-value NLs max |UL(r, s)|
Subject 1 1.2 0.26 0.66 2.0 0.0 11.1 (0,1)=0.49
Subject 2 1.2 0.54 0.49 2.5 0.0 11.1 (0,1)=0.47
Subject 3 1.3 0.31 0.72 2.0 0.0 14.3 (0,1)=0.44
Subject 4 1.4 0.98 0.47 4.5 0.0 11.2 (0,1)=0.50
Subject 5 2.3 0.8 1.2 5.3 0.001 9.0 (0,1)=0.52
Population 1.4 0.39 0.76 2.5
Descriptive statistics are the mean, standard deviation and range of population
(|B(.)|2) and subject-specific (|Bi(.)|2) bicoherence values. Time-domain bootstrap
test of non-linearity. Test parameters n = 500,M = 10 (Truncation value max(r, s)),
B = 1000 (bootstrap resamples).
The results in Figure 5.19 are pleasing as the overall population bicoherence
estimate conforms to the expected value from a bilinear model of this type.
There are some variations in the bicoherence values between subjects. These
individual departures from the overall norm appear to have been successfully
modelled and removed when we consider the overall population estimate. The
most noticeable difference is the estimate shown in panel (e), for subject i = 5,
which has its largest values for high frequencies of ωj . This subject also had the
largest mean value for |Bi(.)|2 (Table 5.2). The mean |B5(.)|2 is almost twice
as large as the mean |Bi(.)|2 for the other four subjects, and the minimum
|B5(.)|2 value is greater than one (i.e. all the estimated bicoherence values are
significantly non-linear). As the minimum of |B5(.)|2 is equal to the mean
of |B1(.)|2 and |B2(.)|2 this would appear to indicate a heterogeneity across
subjects. However, we know that the data came from the same generating
process. We ran the algorithm a second time on the same data with a different
random number seed (so that alternative SSjk shapes would be created), and
observed near identical results. We note that the bootstrap time-domain test of
non-linearity gives a p-value equal to zero for the first four subjects and equal to
0.001 for the last subject, indicating strong non-linearity across all series. Also
the maximum value in the third order moment at µ(0, 1) is consistent across
the five series, and is at the expected location for a bilinear series of this type
(Section 1.2.2).




































































Figure 5.19: Estimated bicoherence (left hand plot) and smooth estimate of
subject-specific bicoherence (right hand plot) panels (a) to (e), and mean es-












































































Data generated using Xit = 0.4Xi,t−1εi,t−1 + εit, εit ∼ N(0, 1), i = 1, . . . , 5, t =
1, . . . , 500. Results based on 3000 MCMC updates, K = 10. Note z-axes are not on
same scale. In each panel left hand plots represent |Bˆi(ωj , ωk)|2 for (a) to (e) and
|Bˆ(ωj , ωk)|2 for (f). Right hand plots represent |Bi(ωj , ωk)|2 = Zi(ωj , ωk)|B(ωj , ωk)|2
for (a) to (e) and |B(ωj , ωk)|2 for (f).
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We now look at a bilinear model with a subject-specific coefficient given by
Xit = aiXi,t−1εi,t−1 + εit, i = 1, . . . , r, t = 1, . . . , n
where ai = 0.4 + (i/50) for i = 1, . . . , 5 subjects, so 0.4 ≤ ai ≤ 0.5. The aim of
this simulation is to assess the method’s sensitivity to a subject effect. Note we
use the same set of innovations εit as the first simulation study, hence the first
series {X1t} is identical across the two simulations. Our reasoning for using
the same innovations is so that differences between the results of the first and
second simulations can be attributed to the change in the non-linear parameter.
The minimum deviance over MC = 3000 iterations was DEV = 0.75, this
gave an estimate for the smoothing parameter of λˆ = 1.69. Again the overall
population result conforms to the value that we would expect for a bilinear
model of this type. Table 5.3 shows a small increase in the population estimate
|B(.)|2 compared to the previous results (Table 5.2). This is to be expected as
we have increased the degree of non-linearity. The biggest increase in the mean
of |Bi(.)|2 occurs for subject i = 5 where the non-linear parameter has changed
from a5 = 0.4 to a5 = 0.5 (the biggest increase in the non-linear parameter over
subjects).
Table 5.3: Descriptive statistics and results of test for non-linearity for the
simulated Bilinear data with an increasing non-linear parameter to simulate a
subject effect
Descriptive Statistics Test of non-linearity
i Mean s.d. min. max. p-value NLs max |UL(r, s)|
Subject 1 1.4 0.32 0.91 2.3 0.0 11.1 (0,1)=0.49
Subject 2 1.4 0.40 0.57 2.5 0.0 11.7 (0,1)=0.50
Subject 3 1.5 0.29 0.57 2.3 0.0 15.0 (0,1)=0.45
Subject 4 1.9 1.6 0.6 8.3 0.0 8.1 (0,1)=0.45
Subject 5 3.3 1.4 1.9 9.8 0.0 9.6 (0,1)=0.57
Population 1.7 0.46 1.1 3.1
Descriptive statistics are mean, standard deviation and range of population (|B(.)|2)
and subject-specific (|Bi(.)|2) bicoherence values. Time-domain bootstrap test
of non-linearity. Test parameters n = 500,M = 10 (Truncation value max(r, s)),
B = 1000 (bootstrap resamples).
5.3.2 Results of non-linear method on real data sets
Exchange rate data
As we saw earlier (Section 5.1.3) the exchange rate data between the US dollar
and five other currencies has a common linear generating process that is close
to white noise. We now examine whether the data has any common non-linear
features. We ran steps B.1 to B.5 MC = 3000 times using K = 5, (n = 200)
for the averaged bicoherence estimate (5.13). The minimum deviance over 3000
MCMC updates was DEV = 0.86 and the estimates of |Bi(.)|2 and |B(.)|2
at this iteration are shown in Figure 5.21. The estimate for the smoothing
parameters was λˆ = 1.79. Table 5.4 gives the descriptive statistics for |Bi(.)|2
and |B(.)|2 and the results of the time-domain bootstrap test of non-linearity.
The non-linear test results (usingM = 20, B = 1000 - bootstrap resamples)







































































Figure 5.20: Estimated bicoherence (left hand plot) and smooth estimate of
subject-specific bicoherence (right hand plot) panels (a) to (e), and mean es-
timated bicoherence and population bicoherence (f), for r = 5 independent
bilinear series with an increasing non-linear parameter to simulate a subject
effect




































































Data generated using Xit = (0.4 + i/50)Xi,t−1εi,t−1 + εit, εit ∼ N(0, 1), i =
1, . . . , 5, t = 1, . . . , 500. Results based on 3000 MCMC updates, K = 10. Note
z-axes are not on same scale. In each panel left hand plots represent |Bˆi(ωj , ωk)|2
for (a) to (e) and |Bˆ(ωj , ωk)|2 for (f). Right hand plots represent |Bi(ωj , ωk)|2 =
Zi(ωj , ωk)|B(ωj , ωk)|2 for (a) to (e) and |B(ωj , ωk)|2 for (f).
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From the test output the values of NLs are reasonably similar between the five
series (0.86 ≤ NLs ≤ 3.30), suggesting that any non-linearity is of a similar size.
However, the location of the largest value of |UL(r, s)| show no agreement. The
population bicoherence is close to one at all frequencies. The maximum value
is at B(16pi40 ,
pi
40) = 1.6. The small scale undulations around B(., .) = 1 suggest
that the exchange rate generating process is linear. However we recognise that
the actual generating process may be non-stationary which is outside the scope
of the assumptions we have made. Some consistent patterns of interest across
subjects are the larger estimates for the subject-specific bicoherence on the






20 ). These suggest a non-linear
interaction between a high and low frequency waveform. This could possibly
indicate a non-linear long memory process interacting with a high frequency
innovation sequence.
Table 5.4: Descriptive statistics and results of test for non-linearity for the
exchange rate data
Descriptive Statistics Test of non-linearity
Mean s.d. min. max. p-value NLs max |UL(r, s)|
Swiss Franc 1.1 0.38 0.41 1.7 0.216 2.45 UL(0,12)=-0.21
Japanese Yen 0.79 0.19 0.53 1.8 0.832 0.86 UL(3,6)=0.05
UK Pound 0.97 0.28 0.46 1.8 0.102 3.30 UL(9,17)=0.10
Canadian Dollar 0.95 0.25 0.33 2.1 0.188 2.20 UL(17,17)=0.12
Australian Dollar 1.1 0.18 0.67 1.6 0.342 1.96 UL(0,6)=0.12
Population 0.94 0.17 0.61 1.3
Descriptive statistics are mean, standard deviation and range of population (|B(.)|2)
and subject-specific (|Bi(.)|2) bicoherence values. Time-domain bootstrap test
of non-linearity. Test parameters n = 500,M = 20 (Truncation value max(r, s)),
B = 1000 (bootstrap resamples).
Tree-ring data
For the tree-ring data we ran the algorithm MC = 3000 times. As n = 325
when using K = 5 to estimate the averaged bicoherence (5.13) we tapered
each segmented series with a single zero to give an even length of M˜ = 66.
The estimates of |B(.)|2 and |Bi(.)|2 are shown in Figure 5.22. The minimum
deviance over the 3000 iterations was DEV = 0.74, which gave λˆ = 1.73. For the
tree-ring data the periodogram test of white noise gave p > 0.10 for all series,
indicating that the generating process is i.i.d.. This is not surprising considering
the data have first been filtered using an ARMA model. The results from the
time-domain bootstrap test of non-linearity in Table 5.5 show significant non-
linearity for five of the six series. The degree of this third order non-linearity, as
judged by the NLs statistic, appears reasonably homogeneous across the series
except for series five where NLs = 12.1. The largest value in the test statistic
|UL(r, s)| was not consistent between the six series, although series two, three
and six have at least one (r, s) value from max |UL(r, s)| equal to seven.
The subject-specific bicoherence results in Figure 5.22 appear to indicate
that differences may exist between the series non-linear generating processes.
The most noticeable difference is for series five which also has the largest mean
over all subjects and the lowest p-value and largest NLs value for the time-
domain test of non-linearity. There are some commonalities in the subject-
specific bicoherences. A large value at high ωj and low ωk frequencies for all










































































Figure 5.21: Estimated bicoherence (left hand plot) and smooth estimate of
subject-specific bicoherence (right hand plot) (a) to (e) and mean estimated
bicoherence and population bicoherence (f) for US Dollar exchange rates using







































































Results based on 3000 MCMC updates, K = 5. Note z-axes are not on same scale.
In each panel left hand plots represent |Bˆi(ωj , ωk)|2 for (a) to (e) and |Bˆ(ωj , ωk)|2
for (f). Right hand plots represent |Bi(ωj , ωk)|2 = Zi(ωj , ωk)|B(ωj , ωk)|2 for (a) to
(e) and |B(ωj , ωk)|2 for (f). (a)=Swiss Franc, (b)=Japanese Yen, (c)=UK Pound,
(d)=Canadian Dollar, (e)=Australian Dollar, (f)=combined estimate. For a linear
series |B(.)|2 = 1.
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series except series five. A large value near (ωj , ωk) = (0, 0) is seen for all series
except series two and four. A secondary large value near (ωj , ωk) = (pi/2, pi/2) is
seen for all series except series five, note this could possibly be a harmonic of the
frequency interactions noted at (ωj , ωk) = (pi, 0), (0, 0). A plausible hypothesis
is that a common non-linear generating process exists which is dynamic over
space (as the series represent data collected at stations within the same drainage
basin). This could possibly occur through a common non-linear model but
with a changing non-linear parameter. A non-linear model that has an flat
spectrum (to be consistent with the findings of the periodogram test) but non-
constant bispectrum is the BLE model (Section 1.2.2). A dynamic model could
be achieved by changing the a parameter in the BLE(a, p, q) model over the
series, with a maximum a value for series five.
Table 5.5: Descriptive statistics and results of test for non-linearity for the
tree-ring data
Descriptive Statistics Test of non-linearity
i Mean s.d. min. max. p-value NLs max |UL(r, s)|
Subject 1 1.1 0.23 0.70 1.9 0.054 4.03 UL(6,20)=-0.078
2 1.1 0.21 0.72 1.8 0.186 2.58 UL(0,7)=0.11
3 0.97 0.21 0.27 1.5 0.014 4.92 UL(7,19)=0.086
4 1.2 0.29 0.47 1.9 0.027 3.69 UL(16,18)=0.065
5 1.4 0.28 0.60 2.7 0.000 12.3 UL(2,9)=0.13
6 1.1 0.20 0.60 1.7 0.003 6.1 UL(7,7)=0.12
Population 1.1 0.18 0.74 1.7
Descriptive statistics are mean, standard deviation and range of population (|B(.)|2)
and subject-specific (|Bi(.)|2) bicoherence values. Time-domain bootstrap test
of non-linearity. Test parameters n = 500,M = 20 (Truncation value max(r, s)),
B = 1000 (bootstrap resamples).
5.4 Conclusion
In the second order using our adjusted versions of the Iannaccone & Coles al-
gorithm to find a population spectrum, we were able to show a good agreement
between the population spectrum and the expected shape using simulated AR
data. We also showed good agreement between the results of the cumulative
periodogram test of white noise on individual series and the values of the pop-
ulation and subject spectra. That is series with flat subject-specific spectra
were accepted as white noise by the cumulative periodogram test. We also saw
that the method is not perfectly adapted to deal with linear data with a strong
periodicity that arises in a large single value in the spectrum.
Extending a similar algorithm to the third order we were able to show good
agreement between the values of the bicoherence and the expected values for a
bilinear series. We also showed a good agreement between the subject-specific
bicoherence values and the results from the earlier time-domain bootstrap test
of non-linearity. That is series with flat bicoherences were accepted as linear by
the time-domain bootstrap test. Importantly we also found the method to give
repeatable results when used on the same longitudinal data. Similarly to the
linear method the smoothing of the population effect using the Kalman filter is
not adapted to cope with single large bicoherence values such as those caused
by quadratic phase coupling.
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The results from the exchange rate data indicate that the series may have a
common generating process but that this process is close to linear white noise.
The tree-ring data may have a dynamic common non-linear generating process.
A helpful extension to the non-linear methodology would be to produce a
population bicoherence ratio for longitudinal data where an intervention has
taken place. We suggest using a similar model to that of equation (5.5) so that
the subject effects are consistent between time periods.






































































Figure 5.22: Estimated bicoherence (left hand plot) and smooth estimate of
subject-specific bicoherence (right hand plot) (a) to (f) and mean estimated








































































Results based on 3000 MCMC updates, K = 5. Note z-axes are not on same scale.
In each panel left hand plots represent |Bˆi(ωj , ωk)|2 for (a) to (f) and |Bˆ(ωj , ωk)|2 for
(f). Right hand plots represent |Bi(ωj , ωk)|2 = Zi(ωj , ωk)|B(ωj , ωk)|2 for (a) to (f) and
|B(ωj , ωk)|2 for (g).





























This chapter gives an overview of the conclusions presented at the end of each
of the previous chapters.
In Chapter 2 we highlighted some inferential differences between the direct
and indirect estimates of the bispectrum. The methods are equivalent when
using M = n − 1 in the indirect estimate. The covariance in the values of the
indirect estimate is dependent on M . The variances of the real and imaginary
parts of the direct estimate are consistent within the region ∆ (excluding the
borders of this triangle). The variances of the real and imaginary parts of the
indirect estimate are not consistent within ∆.
In Chapter 3 we showed an improved non-parametric bispectrum based test
of non-linearity over the parametric Hinich test. Unlike the Hinich test our
method does not rely on the asymptotic distribution of the bispectrum. Using
a pivoted version of the test statistic we were able to show a greater power
to detect non-linearity in a simulation study. Also by testing the real and
imaginary results separately we were able to provide more information for the
problem of series identification. Further simulation results indicated that the
indirect estimate of the bispectrum performs better than the direct as a test of
non-linearity, both as a test-statistic and as an indicator of the non-linear type.
In Chapter 4 we examined the use of the third order moment to test for
non-linearity. We know that the bispectrum and third order moment are statis-
tically equivalent, but we highlighted some advantages in the estimation of the
third order moment. The method proved to be computationally less intensive
and more powerful, than the bispectrum based test for non-linearity from the
previous chapter. Further the graphical output from this test was shown to be
useful for determining the important non-linear lags in the underlying process.
We also demonstrated how the graphical output can be used as an heuristic
indicator of non-stationarity.
The aim of Chapter 5 was to extend an existing method that summarises
the linear features of longitudinal data using the spectrum to the third order
using the bispectrum. We highlighted some drawbacks in the Bayesian esti-
mation procedures of the existing method. Using our suggested adjustments
we were able to show a good agreement between the population spectrum and
the expected shape using simulated AR data. We also showed good agreement
between a formal test of independence and the values of the population and
subject-specific spectra. Extending a similar algorithm to the third order we
were able to show good agreement between the values of the bicoherence and
the expected values for a non-linear bilinear series. We also showed a good
agreement between the subject-specific bicoherence values and the results from
the earlier time-domain bootstrap test of non-linearity. Importantly we also
found the method to give repeatable results when used on the same longitudi-
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nal data. Similarly to the linear method the smoothing of the population effect
using the Kalman filter is not adapted to cope with single large bicoherence
values such as those caused by Quadratic phase coupling.
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The annual number of sunspots for the years 1700-2000 (n = 301) is shown in
Figure A.1. The data is known to have a strong 11 year cycle and is thought to
be non-linear due to the asymmetry in its cycles. The mean over this period is
xt = 49.8, the sample standard deviation is σˆx = 40.5 and the sample skewness
is ξˆx = 255.3. See Wolf & Wolfer (1983) for a discussion of this historical
development of this data set.





Figure A.1: Annual sunspot data for years 1700-2000, n = 301
A.2 Lynx data
The annual number of Canadian lynx trapped in the Mackenzie River district
for the years 1821-1934 (n = 114) is shown in Figure A.2. The mean over this
period is xt = 1538.2, the sample standard deviation is σˆx = 1585.8 and the
sample skewness is ξˆx = 84116. The closeness between the mean and variance












Figure A.2: Lynx data for years 1821-1934 n = 114
A.3 Blowfly data
Nicholson’s Blowfly data (Nicholson 1957) is shown in Figure A.3. The numbers
represent counts of Australian adult sheep blowflies measured during a labora-
tory experiment over time in days. There appears to be a noticeable change
in the cyclicity of the data after two-hundred days. To capture this feature
Stokes, Gurney, Nisbet & Blythe (1988) fit a steady state model to the data
with a non-constant stability modelled using a parameter change. The mean
over this period is xt = 3357.2, the sample standard deviation is σˆx = 2180.9
and the sample skewness is ξˆx = 41492.






Figure A.3: Blowfly data n = 360
A.4 Lottery data
The first ball drawn from the UK national lottery for the first 200 draws is
shown in Figure A.4. The response is a discrete number between 1 and 49 and
we expect this to have an i.i.d. discrete Uniform [1,49] distribution. The mean
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over this period is xt = 24.7, the sample standard deviation is σˆx = 14.5 and
the sample skewness is ξˆx = −1.44. A continuous Uniform distribution with
parameters [1,49] has a mean of 25, standard deviation of 13.9, and skewness
of zero. The data are available from www.national-lottery.co.uk.







Figure A.4: First ball drawn from first 200 draws of the UK national lottery
data n = 200
A.5 Exchange rate data
A longitudinal data set of the exchange rate between the US dollar and the
Swiss Franc, Japanese Yen, UK Pound, Canadian dollar and Australian dollar,
is shown in Figure A.5. We examine the return, so Yt = log(Xt/Xt−1), as this of
financial interest and actual exchange rates are often non-stationary. We looked
at n = 200 returns from July 2000 to May 2001. Each series was standardised
using the sample standard deviation. This facilities the comparison across series
and gives each series equal weighting when used in a longitudinal setting. Note
there are a eight days when the exchange rate remained the same for some
currencies causing a return of exactly zero.
A.6 Tree-ring data
A longitudinal data set of six tree-ring sites from the upper Gila River drainage
area in south-eastern and south-western Arizona (Meko & Graybill 1995), is
shown in Figure A.6. These are retrospective annual measurements and run
for the years 1662 to 1986 (n = 325). Tree-rings are an indicator of hydrologic
variability and there is a particular interest in predicting periods of drought.
Such droughts may be seasonal and have cycles of length 50 years or more.
The series from Beaver Creek, Eagle Creek and Rose Peak are comparatively
close together in the drainage basin. The Black Mountain series is the com-
bined tree ring data from four different tree species at the same site. All series
were prewhitened using an ARMA(1,1) model, except the Beaver Creek data
which was prewhitened using an AR(4) model. This filtering is an attempt
to remove the strong autocorrelation between the ring-widths that is associ-
ated with growth patterns within the tree and not hydrological variability. The
optimal ARMA model for this filtering was chosen using the AIC criteria.
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Figure A.5: Exchange rate data n = 200































































Figure A.6: Upper Gila tree-ring data for the years 1662-1986 n = 325
(a)=Agua Fria, New Mexico; (b)=Beaver Creek, Arizona; (c)=Black Mountain, New










Table B.1: BL(0.4,1) null hypothesis
rejection by model order Q for indirect
real estimate from 500 simulations
Q n N % E(n)
1 74 160 46.3 74.2
2 32 80 40.0 37.1
3 23 56 41.1 26.0
4 26 50 52.0 23.2
5 10 27 37.0 12.5
6 14 31 45.2 14.4
7 10 17 58.8 7.9
8 8 14 57.1 6.5
≥9 35 65 53.8 30.2
Total 232 500 46.4 232
χ2 = 3.5984, df = 8, p = 0.8914
Table B.2: BL(0.4,1) null hypothesis
rejection by model order Q for indi-
rect imaginary estimate from 500 sim-
ulations
Q n N % E(n)
1 51 160 31.9 43.5
2 26 80 32.5 21.8
3 14 56 25.0 15.2
4 14 50 28.0 13.6
5 5 27 18.5 7.3
6 4 31 12.9 8.4
7 6 17 35.3 4.6
8 3 14 21.4 3.8
≥9 13 65 20.0 17.7
Total 136 500 27.2 232
χ2 = 7.1206, df = 8, p = 0.5237
Table B.3: BL(0.4,1) null hypothesis
rejection by model order Q for direct
real estimate from 500 simulations
Q n N % E(n)
1 26 160 16.3 24.0
2 10 80 12.5 12.0
3 10 56 17.9 8.4
4 7 50 14.0 7.5
5 4 27 14.8 4.1
6 5 31 16.1 4.7
7 2 17 11.8 2.6
8 2 14 14.3 2.1
≥9 9 65 13.8 9.8
Total 75 500 15.0 75
χ2 = 1.0461, df = 8, p = 0.9979
Table B.4: ARCH(4) null hypothesis
rejection by model order Q for indi-
rect imaginary estimate from 500 sim-
ulations
Q n N % E(n)
1 146 184 79.3 154.6
2 34 44 77.3 37.0
3 31 32 96.9 26.9
4 19 25 76.0 21.0
5 20 23 87.0 19.3
6 18 25 72.0 21.0
7 17 24 70.8 20.2
8 15 16 93.8 13.4
≥ 9 120 127 94.5 106.7
Total 420 500 84.0 420
χ2 = 4.3251, df = 8, p = 0.8267
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Table B.5: ARCH(4) null hypothesis
rejection by model order Q for indirect
real estimate from 500 simulations
Q n N % E(n)
1 148 184 80.4 157.1
2 33 44 75.0 37.6
3 29 32 90.6 27.3
4 19 25 76.0 21.4
5 20 23 87.0 19.6
6 19 25 76.0 21.4
7 24 24 100.0 20.5
8 14 16 87.5 13.7
≥ 9 121 127 95.3 108.5
Total 427 500 85.4 427
χ2 = 3.7722, df = 8; p = 0.8771
Table B.6: ARCH(4) null hypothesis
rejection by model order Q for direct
real estimate from 500 simulations
Q n N % E(n)
1 24 184 13.0 19.1
2 5 44 11.4 4.6
3 2 32 6.3 3.3
4 2 25 8.0 2.6
5 5 23 21.7 2.4
6 1 25 4.0 2.6
7 2 24 8.3 2.5
8 0 16 0.0 1.7
≥ 9 11 127 8.7 13.2
Total 52 500 10.4 52
χ2 = 7.9038 , df = 8, p = 0.4429
Table B.7: ARCH(4) null hypothesis
rejection by model order Q for direct
imaginary estimate from 500 simula-
tions
Q n N % E(n)
1 16 184 8.7 23.9
2 10 44 22.7 5.7
3 7 32 21.9 4.2
4 2 25 8.0 3.3
5 6 23 26.1 3.0
6 2 25 8.0 3.3
7 2 24 8.3 3.1
8 2 16 12.5 2.1
≥ 9 18 127 14.2 16.5
Total 65 500 13.0 65
χ2 = 12.2950, df = 8, p = 0.1385
Table B.8: TAR null hypothesis rejec-
tion by model order Q for indirect real
estimate from 500 simulations
Q n N % E(n)
1 31 184 16.8 48.2
2 16 78 20.5 20.4
3 31 69 44.9 18.1
4 8 24 33.3 6.3
5 7 37 18.9 9.7
6 5 19 26.3 5.0
7 4 15 26.7 3.9
8 5 15 33.3 3.9
≥ 9 24 59 40.7 15.5
Total 131 500 26.2 131
χ = 22.5696, df = 8, p = 0.0040
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Table B.9: TAR null hypothesis re-
jection by model order Q for indirect
imaginary estimate from 500 simula-
tions
Q n N % E(n)
1 47 184 25.5 33.9
2 19 78 24.4 14.4
3 7 69 10.1 12.7
4 2 24 8.3 4.4
5 6 37 16.2 6.8
6 3 19 15.8 3.5
7 3 15 20.0 2.8
8 1 15 6.7 2.8
≥ 9 4 59 6.8 10.9
Total 92 500 18.4 92
χ2 = 16.1248, df = 8, p = 0.0406
Table B.10: TAR null hypothesis rejec-
tion by model order Q for direct real
estimate from 500 simulations
Q n N % E(n)
1 17 184 9.2 21.7
2 9 78 11.5 9.2
3 5 69 7.2 8.1
4 8 24 33.3 2.8
5 7 37 18.9 4.4
6 5 19 26.3 2.2
7 3 15 20.0 1.8
8 4 15 26.7 1.8
≥ 9 1 59 1.7 7.0
Total 59 500 11.8 59
χ2 = 25.4223, df = 8, p = 0.0013
Table B.11: TAR null hypothesis rejec-
tion by model order Q for direct imag-
inary estimate from 500 simulations
Q n N % E(n)
1 26 184 14.1 20.2
2 7 78 9.0 8.6
3 6 69 8.7 7.6
4 1 24 4.2 2.6
5 6 37 16.2 4.1
6 1 19 5.3 2.1
7 2 15 13.3 1.7
8 2 15 13.3 1.7
≥ 9 4 59 6.8 6.5
Total 55 500 11.0 55
χ2 = 5.8695, df = 8, p = 0.6618
Table B.12: BL(0.6,20) null hypothesis
rejection by model order Q for indirect
real estimate from 500 simulations
Q n N % E(n)
1 13 206 6.3 12.8
2 4 84 4.8 5.2
3 5 43 11.6 2.7
4 2 42 4.8 2.6
5 1 26 3.8 1.6
6 3 27 11.1 1.7
7 1 20 5.0 1.2
8 0 12 0.0 0.7
≥ 9 2 40 5.0 2.5
Total 31 500 6.2 31
χ2 = 4.6338, df = 8, p = 0.7959
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Table B.13: BL(0.6,20) null hypothesis
rejection by model order Q for indirect
imaginary estimate from 500 simula-
tions
Q n N % E(n)
1 27 206 13.1 19.8
2 8 84 9.5 8.1
3 6 43 14.0 4.1
4 4 42 9.5 4.0
5 0 26 0.0 2.5
6 0 27 0.0 2.6
7 1 20 5.0 1.9
8 0 12 0.0 1.2
≥ 9 2 40 5.0 3.8
Total 48 500 9.6 48
χ2 = 11.0511, df = 8, p = 0.1988
Table B.14: BL(0.6,20) null hypothesis
rejection by model order Q for direct
real estimate from 500 simulations
Q n N % E(n)
1 26 206 12.6 21.4
2 7 84 8.3 8.7
3 1 43 2.3 4.5
4 5 42 11.9 4.4
5 5 26 19.2 2.7
6 3 27 11.1 2.8
7 3 20 15.0 2.1
8 0 12 0.0 1.2
≥ 9 2 40 5.0 4.2
Total 52 500 10.4 52
χ2 = 8.8486, df = 8, p = 0.3552
Table B.15: BL(0.6,20) null hypothesis
rejection by model order Q for direct
imaginary estimate from 500 simula-
tions
Q n N % E(n)
1 22 206 10.7 19.4
2 11 84 13.1 7.9
3 2 43 4.7 4.0
4 3 42 7.1 3.9
5 2 26 7.7 2.4
6 0 27 0.0 2.5
7 1 20 5.0 1.9
8 2 12 16.7 1.1
≥ 9 4 40 10.0 3.8
Total 47 500 9.4 47
χ2 = 6.5583, df = 8, p = 0.5849
Table B.16: AR(1) null hypothesis re-
jection by model order Q for indirect
real estimate from 500 simulations
Q n N % E(n)
1 9 52 17.3 4.5
2 6 87 6.9 7.5
3 7 79 8.9 6.8
4 7 58 12.1 5.0
5 5 49 10.2 4.2
6 4 36 11.1 3.1
7 1 27 3.7 2.3
8 1 25 4.0 2.2
≥ 9 3 87 3.4 7.5
Total 43 500 8.6 43
χ2 = 10.1593, df = 8, p = 0.2540
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Table B.17: AR(1) null hypothesis re-
jection by model order Q for indirect
imaginary estimate from 500 simula-
tions
Q n N % E(n)
1 7 52 13.5 4.1
2 8 87 9.2 6.8
3 7 79 8.9 6.2
4 4 58 6.9 4.5
5 0 49 0.0 3.8
6 3 36 8.3 2.8
7 2 27 7.4 2.1
8 4 25 16.0 2.0
≥ 9 4 87 4.6 6.8
Total 39 500 7.8 39
χ2 = 9.6681, df = 8, p = 0.2891
Table B.18: AR(1) null hypothesis re-
jection by model order Q for direct real
estimate from 500 simulations
Q n N % E(n)
1 5 52 9.6 7.0
2 13 87 14.9 11.7
3 7 79 8.9 10.6
4 11 58 19.0 7.8
5 3 49 6.1 6.6
6 7 36 19.4 4.8
7 3 27 11.1 3.6
8 2 25 8.0 3.4
≥ 9 16 87 18.4 11.7
Total 67 500 13.4 67
χ2 = 8.4508, df = 8, p = 0.3907
Table B.19: AR(1) null hypothesis re-
jection by model order Q for direct
imaginary estimate from 500 simula-
tions
Q n N % E(n)
1 10 52 19.2 6.4
2 12 87 13.8 10.8
3 7 79 8.9 9.8
4 6 58 10.3 7.2
5 4 49 8.2 6.1
6 4 36 11.1 4.5
7 4 27 14.8 3.3
8 4 25 16.0 3.1
≥ 9 11 87 12.6 10.8
Total 62 500 12.4 62
χ2 = 4.2384, df = 8, p = 0.8350
Table B.20: AR(1)-t null hypothesis
rejection by model order Q for indirect
real estimate from 500 simulations
Q n N % E(n)
1 4 99 4.0 5.9
2 3 56 5.4 3.4
3 7 44 15.9 2.6
4 2 30 6.7 1.8
5 5 26 19.2 1.6
6 0 23 0.0 1.4
7 0 23 0.0 1.4
8 3 23 13.0 1.4
≥ 9 6 176 3.4 10.6
Total 30 500 6.0 30
χ2 = 22.1115, df = 8, p = 0.0047
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Table B.21: AR(1)-t null hypothesis
rejection by model order Q for indi-
rect imaginary estimate from 500 sim-
ulations
Q n N % E(n)
1 18 99 18.2 14.9
2 5 56 8.9 8.4
3 7 44 15.9 6.6
4 6 30 20.0 4.5
5 4 26 15.4 3.9
6 5 23 21.7 3.5
7 3 23 13.0 3.5
8 5 23 21.7 3.5
≥ 9 22 176 12.5 26.4
Total 75 500 15.0 75
χ2 = 4.7560, df = 8, p = 0.7833
Table B.22: AR(1)-t null hypothesis
rejection by model order Q for direct
real estimate from 500 simulations
Q n N % E(n)
1 1 99 1.0 5.7
2 5 56 8.9 3.2
3 4 44 9.1 2.6
4 2 30 6.7 1.7
5 4 26 15.4 1.5
6 1 23 4.3 1.3
7 1 23 4.3 1.3
8 1 23 4.3 1.3
≥ 9 10 176 5.7 10.2
Total 29 500 5.8 29
χ2 = 10.0948, df = 8, p = 0.2584
Table B.23: AR(1)-t null hypothesis
rejection by model order Q for direct
imaginary estimate from 500 simula-
tions
Q n N % E(n)
1 2 99 2.0202 4.4
2 2 56 3.5714 2.5
3 4 44 9.0909 1.9
4 0 30 0 1.3
5 2 26 7.6923 1.1
6 3 23 13.0435 1.0
7 0 23 0 1.0
8 3 23 13.0435 1.0
≥ 9 6 176 3.4091 7.7
Total 22 500 4.4000 22
χ2 = 14.7379, df = 8, p = 0.0644
