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INTRODUCTION 
In 1964, J. L. Denny published the following remarkable result (see [l]). 
THEOREM. There is a uniformly continuous function f : En --+ (0, I) and a 
Bore1 set D C En with the Lebesgue measure of En - D equal to zero such that 
the restriction off to D is one-to-one. The function f  is nondecreasing in each 
variable. 
We shall say a measurable function is almost everywhere one-to-one if 
it is one-to-one on a subset of its domain whose complement has measure 
zero. Above, f  : En + (0, 1) is almost everywhere one-to-one. 
By the Wiener process we shall mean the space Q of continuous real 
functions W(t, w), (t 2 0, w E Q) endowed with the Gaussian measure 
having zero mean and covariance min(t, , a t ). By the n-dimensional Wiener 
process ?P(t, W) we mean the n-vector whose components are n statistically 
independent Wiener processes. 
In this paper we prove the following implications of Denny’s theorem. 
THEOREM I. Almost surely 
is continuous almost everywhere one-to-one and monotone on no interval. 
THEOREM II. The closed unit cube In, n > 2, can be decomposed into 
disjoint continua such that given any 19, 0 < 0 < 1, a set of Lebesgue measure 0 
can be constructed by selecting precisely one point from each continuum. 
The question of whether a continuous almost everywhere one-to-one, and 
monotone on no interval function exists had been open. J. L. Denny related 
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the question to the author (private correspondence). When notified of 
Theorem I, J. L. Denny mentioned that he and D. Sprecher had also resolved 
the question. In contrast their solution (as yet unpublished) is constructive 
and the Wiener process and Denny’s theorem play no role. (A conjecture is 
that IV(t, OJ) is almost surely not almost everywhere one-to-one.) 
Theorem II is also believed to be new. 
PROOFS OF THE THEOREMS 
To prove Theorem I we shall need some properties of the Wiener process. 
(i) lP(t, W) is t x w measurable (n > 1). 
Proof. See [2] where (i) is proved for n = 1. The proof for n > 1 is 
essentially the same. 
(ii) Almost surely Wn(t, ) w is almost everywhere one-to-one (n > 2). 
Proof. For n = 2 [3] shows that almost surely for almost all t the value 
Wz(t, W) does not recur. Since the first two components of lP(t, 0) are 
Wz(t, w) we obtain (ii). 
(iii) Almost surely W(t, w) is monotone on no interval. 
Proof. See [2] where it is shown that almost surely lV(t, w) is almost 
everywhere not differentiable. Now a function monotone on an interval is 
almost everywhere differentiable on the interval, so (iii) follows. 
For the remainder of the proof we take n > 2. 
Continuity of the sample paths of r(t, w) is immediate. To show almost 
everywhere one-to-one, define 
H(t, w) = 1; ‘b:hem;;f” w) ED 
Now H(t, w) is (t x w) measurable. To see this, note 
H-l(l) = {(t, w) ] W(t, w) ED} 
is (t x w) measurable because D is a Bore1 set and IP(t, w) is (t x w) 
measurable by (i). Note Wn(t, w) has an absolutely continuous distribution 
and therefore for each fixed t, Wn(t, w) E D almost surely. Using Fubini’s 
theorem, 
s 
OD EH(t, w) dt = E lrn H(t, w) dt = 0, 
0 0 
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and so almost surely W”(t, W) E D for almost all t. By (ii) IV(t, w) is almost 
surely almost everywhere one-to-one. Thus, so is y(t, w). 
To prove y(t, QJ) is monotone on no interval, we first agree to say one 
n-vector is less than another if the inequality obtains componentwise. Notice 
that if p < 4 then f(p) <f(y), for to assume f(p) =f(q) is to imply the 
constancy off on the right rectangular parallelepiped with diagonal pq. From 
(iii) it follows that almost surely on every nonempty interval there exists 
t, < f, < t, such that 
wyt,, w) < WV1 , w) < wn(t, , w), 
and so 
Y(fS 9 w) < Y@l 3 w) < r(t2 > WI, 
completing the proof of Theorem I. 
Concerning Theorem II we make the following notational agreements: m 
denotes planar Lebesgue measure, Fr denotes frontier (boundary), and rrzi 
denotes orthogonal projection into the xi axis. 
First, we prove the theorem for I 2. Let g(xr , xs) denote the restriction off 
to 1*. Define R = g(12) and let Y denote any element in R. We shall demon- 
strate that (g-l(r) 1 r E R} are the required continua. Note {g-‘(r)} contains 
2Q sets since R is a nondegenerate closed finite interval. 
We show that the sets {g-l(r) 1 r E R} are indeed continua. Compactness is 
immediate since g is a continuous function on a compact set. To show con- 
nectedness we first note r%,(g-l(r)) is connected. Assume (- CO, y) and 
(7, + co) disconnect rrz2(g-l(r)). Now g is nondecreasing in each variable so it 
follows that g(0, r) < r < g(1, y). But g(x, r) f Y for 0 < x < 1, contra- 
dicting the continuity of g. Thus rr,z(g-l(r)) must be connected. Proceeding 
again by contradiction we assume Vi , i = 1,2, disconnect g-‘(r). Then 
Ui n g-i(r), i = 1, 2, and n,$ Ui n g-l(r)), i = 1, 2, are compact. Since g is 
nondecreasing in each variable, 
Since 
T&-W) = rx2( Lrl n g-w ” rz,( u2 n P(4) 
we managed to disconnect r,.Jg-l(r)), which is impossible. So g-l(r) is 
connected. 
For each Y  in the interior of R the set R - {r} is disconnected. Note that 
R - {Y> = g(I* -g-‘(r)). Th e continuous image of a connected set is con- 
nected. Therefore, 12 -g-i(r) is a disconnected set. Hence g-l(r) contains 
2na points for if A C 12, then Ia - A is disconnected only if A has cardinality 
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2”o. To see this, let b and c be distinct points belonging to 1s - A. Let Pcb 
denote the segment of the perpendicular bisector of the segment cb that 
meets J2. There are 2No arcs bpc where p E Pcb . These arcs minus their end 
points are pairwise disjoint. So A must contain 2No points to preclude all 
arcs from lying entirely in I2 - A. 
Let C = D - (g-l(Fr R)). Th us we have removed two points from D to 
form C. So the Bore1 set C can replace D in the statement of Denny’s theorem. 
Thus we can and do assume that the set D in Denny’s theorem does not meet 
g-i(Fr R). Note that for each Y the set g-‘(r) - D is not empty. 
We can now show that the sets {g-l(r) 1 Y E R) are the required continua. 
Let 8,O < 6’ < 1, be given and form Do C D n I2 such that m(D,) = 0. Now 
{g-l(r) 1 Y E R} decomposes into two disjoint classes, F,, , which are the con- 
tinua that do not meet De; and Fl , which are the continua that meet Do . 
Next we construct a set 0 of measure 0 by selecting precisely one point 
from each {g-l(r)). N o t e each set in {g-l(r) - D 1 g-l(r) E F,,} is nonempty and 
each set {g-l(r) n D, 1 g-l(r) E Fl} is composed of one point. Let 0 be the set 
composed of the points {g-l(r) n Do 1 g-l(r) E F& and a collection of singletons 
from the sets {g-l(r) - D 1 g-l(r) EF,,}. Th us we have added a set of measure 
zero to D, to form 0. Evidently 0 has all the required properties. 
The extension of the theorem to In (n > 2) is immediate. Here the required 
continua are g-l(r) x xs x .** x x, where xi E [O, 11, i = 3,..., n, and 
Do x In-2 plays the role of D, . 
In the 2-dimensional case we note that at most two of the continua are 
points. Namely, we are not able to eliminate the possibility that 
{g-l(y) I y E FrW are points. For n > 2 we can replace 
W(y) x x2 x *-- x x,, 1 Y E Fr(R), xi E [0, l] i = 3 ,..., n} 
with the two sets {g-l(r) x [0, llne2 I Y E Fr(A)) in our construction. There- 
fore for n > 2 all the continua can be taken to be nondegenerate. 
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