Abstract. In this paper, we consider the system 
Introduction.
In this paper we study the large time behavior of nonnegative solutions of a system as follows: In order to motivate our results for the above system, we recall a classical result of Fujita [F] for the problem u t = u + u p x 2 R N ; t > 0 ; (1.3) u(x; 0) = u 0 (x)
x 2 R N ;
with nonnegative initial data u 0 . He showed that (i) if 1 < p < 1 + 2 = N , then (1.3) possesses no global nonnegative solutions while (ii) if p > 1 + 2 = N , both global and nonglobal nonnegative solutions exist. The numb e r 1 + 2 = N is called the critical exponent which turns out to belong to case (i). See [W] for an elegant proof by Weissler as well as references to earlier proofs of this result. Over the past a few years there have b e e n a n umber of extensions of Fujita's result in various directions. We refer the reader to the survey paper by Levine [L1] .
Recently, Escobedo and Herrero [EH] investigated the initial value problem for a w eakly coupled system u t = u + v p ; v t = v + u q The results of [EH] for (1.4) take the following form. Galaktionov and Levine [GL] considered the boundary{value problem:
They showed that if 1 < p 2, then u(x; t) blows up in a nite time for all nontrivial u 0 ; whereas if p > 2, then u(x; t) becomes unbounded in a nite time for large u 0 and u(x; t) exists globally for small initial data. Their result was later extended in [DFL] to the problem u t = u; v t = v x 2 R N + ;t > 0 ; @u @x 1 =v p ; @v @x 1 =u q x 1 = 0 ; t > 0 ; (1.6) u(x; 0) = u 0 (x) 0; v(x; 0) = v 0 (x) 0 x 2 R N + :
It was shown in [DFL] that for (1.6) the result takes the same form as in [EH] In the non{Lipschitz case min(p; q) < 1 w e do not expect uniqueness to hold in general. We restrict our discussion to maximal solutions in that case.
Problems (1.4) and (1.6) are symmetric in the sense that we m a y always assume that p q. We cannot do this for (1.1). Also, the representation formulae (or \variation of constants" formulae) have the same form for both components u; v of solutions of (1.4) and (1.6). But for (1.1) they are dierent. This is reected in the fact that there are signicant dierences at the technical level between proofs in [EH] , [DFL] and in the present paper. The plan of the paper is as follows: Section 2 contains global existence results, Section 3 is devoted to global nonexistence in the Lipschitz case min(p; q) 1 and Section 4 to global nonexistence in the non{Lipschitz case min(p; q) < 1. Notice that
Dene further R(t)w(x 1 ; ) = H ( x 1 ; 0 ; t ) S N 1 ( t ) w (0; ); S(t)w = T (t)S N 1 (t)w:
Then we h a v e the following representation formulae for the solution of (1.1):
As in [EH] it is possible to prove local (in time) existence of solutions for given L 1 initial values using the representation formulae (2.1), (2.2) and the contraction mapping principle. The details are rather standard and are therefore omitted.
Lemma 2.1. If 0 < p q 1 then every solution of (1.1) is global. Therefore we obtain that u u and v v. 
Then integration by parts and Jensen's inequality yield
On the other hand,
Since @u @x 1 0, we obtain that
So we h a v e
as long as the solution exists. As in [L2, Theorem 2.5] we conclude that solutions
and as in [FLU, . Then all nontrivial solutions are nonglobal.
Proof. The proof is almost the same as in [FLU, Lemma 2.1] . It is based on the observation that if f(t); g ( t ) solves f 0 = 1 (f;g); g 0 = 1 (f;g); (3.3) then k f(kt); k g ( kt) solves (3.1)-(3.2).
Now w e turn to the case max(; ) = N 2 . The basic idea is the same as in [MS] . Proof. The ow of (3.3) in the positive quadrant looks as follows (cf. [L2] ). There is a unique critical point (
c 1 and c 2 depend only on p; q and N. There is a unique separatrix starting on the positive f-axis at the point ( F 0 ( k ) ; 0) and terminating at ( F (k); G(k)) and a unique separatrix starting on the positive g-axis at the point ( 0 ; G 0 ( k )) and terminating at ( F(k); G(k)). The inequalities (3.1), (3.2) imply that if (u; v) is global then we must have for every t > 0:
In other words, we obtain:
As k ! 0, the Lebesgue dominated convergence theorem and Lemma 3.4 yield: . Then all nontrivial solutions are nonglobal.
Proof. We proceed by contradiction. Suppose (u; v) is a global nontrivial solution. Obviously, w e m a y assume that u 0 and v 0 have compact support. The representation formulae (2.1), (2.2) allow application of a standard argument (cf. e.g. [EH] , [DFL] 
Global nonexistence in the non-Lipschitz case
In what follows we will use following lemmas. Proof. We use an iteration technique established in [AW] for (1.3) and modied in [EH] for (1.4) and more recently in [DFL] for (1.6).
We proceed by contradiction. Suppose (u; v) is a global nontrivial solution. Without loss of generality w e m a y assume that @u 0 @x 1 0.
Our next aim is to show that there is a constant c > 0 such that S(t)u q 0 (0; ) ct q :
Using (2.1) and Jensen's inequality w e obtain u(; t ) 
