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Abstract
We study restrictions on locality-preserving unitary logical gates for topological quan-
tum codes in two spatial dimensions. A locality-preserving operation is one which maps
local operators to local operators — for example, a constant-depth quantum circuit of
geometrically local gates, or evolution for a constant time governed by a geometrically-
local bounded-strength Hamiltonian. Locality-preserving logical gates of topological codes
are intrinsically fault tolerant because spatially localized errors remain localized, and
hence sufficiently dilute errors remain correctable. By invoking general properties of two-
dimensional topological field theories, we find that the locality-preserving logical gates
are severely limited for codes which admit non-abelian anyons; in particular, there are
no locality-preserving logical gates on the torus or the sphere with M punctures if the
braiding of anyons is computationally universal. Furthermore, for Ising anyons on the M -
punctured sphere, locality-preserving gates must be elements of the logical Pauli group.
We derive these results by relating logical gates of a topological code to automorphisms
of the Verlinde algebra of the corresponding anyon model, and by requiring the logical
gates to be compatible with basis changes in the logical Hilbert space arising from local
F -moves and the mapping class group.
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1 Introduction
In order to reliably compute, it is necessary to protect information against noise. For quantum
computations, this is particularly challenging because noise in the form of decoherence threatens
the very quantum nature of the process. Adding redundancy by encoding information into a
quantum error-correcting code is a natural, conceptually appealing approach towards building
noise-resilient scalable computers based on imperfect hardware.
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Among the known quantum error-correcting codes, the class of so-called topological codes
stands out. Examples in 2D include the toric code and quantum double models [27], the surface
codes [8], the 2D color codes [4], variants of these codes [3, 17], and the Levin-Wen model [32]. In
3D, known examples are Bombin and Martin-Delgado’s 3D color code [6], as well as Haah’s [22]
and Michnicki’s [35] models. These codes are attractive for a number of reasons: their code
space is topologically protected, meaning that small local deformations or locally acting noise
do not affect encoded information. The degree of this protection (measured in information-
theoretic notions in terms of code distance, and manifesting itself in physical properties such
as gap stability) scales with the system size: in other words, robustness essentially reduces
to the question of scalability. Finally, the code space of a topological code is the degenerate
ground space of a geometrically local Hamiltonian: this means that syndrome information can
be extracted by local measurements, an important feature for actual realizations. Furthermore,
this implies that a topological code is essentially a phase of a many-body system and can
be characterized in terms of its particle content, their statistics, and the quantum field theory
emerging in the continuum limit. In particular, the quantum field theory provides a description
of such systems which captures all universal features, independently of microscopic details.
While quantum error-correcting codes can provide the necessary protection of information
against noise, a further requirement for quantum computation is the ability to execute gates
in a robust manner. Again, topological codes stand out: they usually provide certain intrinsic
mechanisms for executing gates in a robust way. More precisely, there are sequences of local
code deformations, under which the information stays encoded in a code with macroscopic
distance, but undergoes some unitary transformation. In principle, this provides a robust
implementation of computations by sequences of local, and hence, potentially experimentally
realizable actions. In the case of 2D-topological codes described by topological quantum field
theories, this corresponds to adiabatic movement (braiding) of quasi-particle excitations (also
called anyons).
Unfortunately, as is well known, braiding (by which we mean the movement either around
each other or more generally around non-trivial loops) of anyons does not always give rise to
a universal gate set. Rather, the set of gates is model-dependent: braiding of D(Z2)-anyons
generates only global phases on the sphere, and elements of the Pauli group on non-zero genus
surfaces. Braiding of Ising anyons gives Clifford gates, whereas braiding of Fibonacci anyons
generates a dense subgroup of the set of unitaries (and is therefore universal within suitable
subspaces of the code space). In other words, braiding alone, without additional tricks such
as magic state distillation [9] (which has a large overhead [16]), is not in general sufficient to
provide universal fault-tolerant computation; unfortunately, the known systems with universal
braiding behavior are of a rather complex nature, requiring e.g., 12-body interactions among
spins [32]. Even ignoring the question of universality, the use of braiding has some potentially
significant drawbacks: in general (for non-abelian anyons), it requires an amount of time which
scales with the system size (or code distance) to execute a single logical gate. (Mathematically,
this is reflected by the fact that string-operators cannot be implemented in constant depth
for general non-abelian anyon models – in contrast to e.g., the toric code1.) This implies
that error-correction steps will be necessary even during the execution of such a gate (see
1In the language of this paper, braiding/mapping class group elements belong to locality-preserving unitaries
if the model is abelian. However, for a general non-abelian model, braiding is not locality-preserving according
to our definition.
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e.g., [38, 24, 12, 11] for a recent discussion of the robustness of braiding). This may pose an
additional technological challenge, for example, if the intermediate topologies are different.
Given the limitations of braiding, it is natural to look for other mechanisms for implementing
robust gates in topological codes. For stabilizer quantum codes, the notion of transversal gates
has traditionally been used almost synonymously with fault-tolerant gates: their key feature is
the fact that they do not propagate physical errors. More generally, for topological stabilizer
codes, we can consider logical gates implementable by constant-depth quantum circuits as a
proxy for robust gates: they can increase the weight of a physical error only by a constant, and
are thus sufficiently robust when combined with suitable error-correction gadgets. Note that
finite-depth local circuits represent a much broader class than transversal gates.
Gate restrictions on transversal, as well as constant-depth local circuits have been obtained
for stabilizer and more general codes. Eastin and Knill [14] argued that for any code protected
against local errors, transversal gates can only generate a finite group and therefore do not
provide universality. Bravyi and Ko¨nig [10] consider the group of logical gates that may be
implemented by such constant-depth local circuits on geometrically local topological stabilizer
codes. They found that such gates are contained in PD, the D-th level of the Clifford hierarchy,
where D is the spatial dimension in which the stabilizer code is geometrically local.
In this work, we characterize the set of gates implementable by a locality-preserving unitary
in a system described by a 2D TQFT. By doing so, we both specialize and generalize the results
of [10]: we restrict our attention to dimension 2, but go beyond the set of local stabilizer codes
in two significant ways.
First, we obtain statements which are independent of the particular realization (e.g., the
toric code model) but are instead phrased in terms of the TQFT (i.e., the anyon model describ-
ing the system). In this way, we obtain a characterization which holds for a gapped phase of
matter, rather than just for a particular code representing that phase. On a conceptual level,
this is similar in spirit to the work of [15], where statements on the computational power for
measurement-based quantum computation were obtained that hold throughout a certain phase.
Here we use the term phase loosely – we say that two systems are in the same phase if they
have the same particle content. To avoid having to make any direct reference to an underlying
lattice model, we replace the notion of a constant-depth local circuit by the more general notion
of a locality-preserving unitary: this is a unitary operation which maps local operators to local
ones.
Second, our results and techniques also apply to non-abelian anyon models (whereas stabi-
lizer codes only realize certain abelian models, unless e.g., domain walls or ‘twists’ are added [3]
that break homogeneity). In particular, we obtain statements that can be applied, e.g., to the
Levin-Wen models [32], as well as chiral phases. For such systems, restrictions on protected
gates were previously not known. Again, knowledge of the underlying microscopic model is
unnecessary to apply our results, which only depend on the type of anyons present in the sys-
tem. Our approach relates locality-preserving unitaries to certain symmetries of the underlying
anyon model; this imposes constraints on the allowed operations. We consider the Fibonacci
and Ising models as paradigmatic examples and find that there are no non-trivial gates in the
former, and only Pauli operations in the latter case. Our focus on these anyons models is for
concreteness only, but our methods and conclusions apply more generally. Some of our more
general conclusions are that
(i) protected gates generically (see Section 4.5 discussing the necessity of certain technical
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assumptions) form only a finite group and
(ii) when the representation of the mapping class group is computationally universal (i.e.,
forms a dense subgroup), then there are no non-trivial protected gates.
Our observations are summarized in Table 1. According to our results, the class of locality-
preserving unitaries (which is distinguished from the point of view of error correction) is too
restricted and needs to be supplemented with alternative mechanisms to achieve universality.
Model mapping class group locality-preserving
contained in unitaries contained in
D(Z2) Pauli group restricted Clifford group
abelian anyon model generalized Pauli group generalized Clifford group
Fibonacci model universal global phase (trivial)
general anyon model universal global phase (trivial)
Ising model Clifford group Pauli group
generic anyon model model-dependent finite group
Table 1: We study different anyon models (first column). The second column describes the
properties of the unitary group generated by the (projective) representation of the mapping
class group (see Section 2.6) – this corresponds to braiding for punctured spheres. The third
column characterizes the set of protected gates. Our results suggest a trade-off between the
computational power of the mapping class group representation and that of gates implementable
by locality-preserving unitaries.
Finally, let us comment on limitations, as well as open problems arising from our work.
The first and most obvious one is the dimensionality of the systems under consideration: our
methods apply only to 2D TQFTs. The mathematics of higher-dimensional TQFTs is less
developed, and currently an active research area (see e.g., [30]). While the techniques of [10],
which have recently been significantly strengthened by Pastawski and Yoshida [37], also apply
to higher-dimensional codes (such as Haah’s), they are restricted to the stabilizer formalism
(but importantly, [37] also obtain statements for subsystem codes). Obtaining non-abelian
analogues of our results in higher dimensions appears to be a challenging research problem. A
full characterization of the case D = 3 is particularly desirable from a technological viewpoint.
Even in 2D, there are obvious limitations of our results: the systems we consider are es-
sentially “homogenous” lattices with anyonic excitations in the bulk. We are not considering
defect lines, or condensation of anyons at boundaries; for example, our discussion excludes the
quantum double models constructed in [2], which have domain walls constructed from conden-
sation at boundaries using the folding trick. Again, we expect that obtaining statements on
protected gates for these models requires additional technology in the form of more refined
categorical notions, as discussed by Kitaev and Kong [29]. Also, although we identify possible
locality preserving logical unitaries, our arguments do not show that these can necessarily be
realized, either in general TQFTs or in specific models that realize TQFTs. Lastly, our work
is based on the (physically motivated) assumption that a TQFT description is possible and
the underlying data is given. For a concrete lattice model of interacting spins, the problem of
identifying this description (or associated invariants [26, 33, 23]), as well as constructing the
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relevant string-operators (as has been done for quantum double models [27, 5] as well as the
Levin-Wen models [32]), is a problem in its own right.
Rough statement of problem
Our results concern families of systems defined on any 2-dimensional orientable manifold (sur-
face) Σ, which we will take to be closed unless otherwise stated. Typically, such a family is
defined in terms of some local physical degrees of freedom (spins) associated with sites of a
lattice embedded in Σ. We refer to the joint Hilbert space Hphys,Σ of these spins as the ‘physi-
cal’ Hilbert space. The Hamiltonian HΣ on Hphys,Σ is local, i.e., it consists only of interactions
between “neighbors” within constant-diameter regions on the lattice. More generally, assuming
a suitable metric on Σ is chosen, we may define locality in terms of the distance measure on Σ.
We are interested in the ground space HΣ of HΣ. For a topologically ordered system, this
ground space is degenerate with dimension growing exponentially with the genus of Σ, and is
therefore suitable for storing and manipulating quantum information. We will give a detailed
description of this space below (see Section 2); it has a preferred basis consisting of labelings
associated with some set A. This is a finite set characterizing all distinct types of anyonic
quasiparticle excitations of HΣ in the relevant low energy sector of Hphys,Σ.
Importantly, the form of HΣ is independent of the microscopic details (in the definition of
HΣ): it is fully determined by the associated TQFT. In mathematical terms, it can be described
in terms of the data of a modular tensor category, which also describes fusion, braiding and
twists of the anyons. We will refer to HΣ as the TQFT Hilbert space.
The significance of HΣ is that it is protected: local observables can not distinguish between
states belonging to HΣ. This implies that HΣ is an error-correcting code with the property
that local regions are correctable: any operator supported in a small region which preserves the
code space must act trivially on it (otherwise it could be used to distinguish between ground
states).
To compute fault-tolerantly, one would like to operate on information encoded in the code
space HΣ by acting with a unitary U : Hphys,Σ → Hphys,Σ on the physical degrees of freedom2.
There are a number of features that are desirable for such a unitary to be useful – physical
realizability being an obvious one. For fault-tolerance, two conditions are particularly natural:
(i) the unitary U should preserve the code space, UHΣ = HΣ so that the information stays
encoded. We call a unitary U with this property an automorphism of the code and denote
its restriction to HΣ by [U ] : HΣ → HΣ. The action [U ] defines the logical operation or
gate that U realizes.
(ii) typical errors should remain correctable under the application of the unitary U . In the
context of topological codes, which correct sufficiently local errors, and where a local error
model is usually assumed, this condition is satisfied if U does not significantly change the
locality properties of an operator: if an operator X has support on a region R ⊂ Σ, then
2 In principle, we could consider unitaries/isometries (or sequences thereof) of the form U : Hphys,Σ →
H′phys,Σ′ which map between different systems Hphys,Σ and H′phys,Σ′ . By a slight modification of the arguments
here, we could then obtain restrictions on locality-preserving isomorphisms (instead of automorphisms, cf. Sec-
tion 3). Such a scenario was discussed in [10] in the context of stabilizer codes. Here we restrict to the case
where the systems (and associated ground spaces) are identical for simplicity, since the main conclusions are
identical.
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the support of UXU † is contained within a constant-size neighborhood of R. We call such
a unitary a locality-preserving unitary.
We call a unitary U satisfying (i) and (ii) a locality-preserving unitary automorphism of the
code (or simply a topologically protected gate). Our goal is to characterize the set of logical
operations that have the form [U ] for some locality-preserving3 unitary automorphism U . For
example, if HΣ is a topologically ordered subspace of Hphys,Σ, the Hilbert space of a spin
lattice, then (ii) is satisfied if U is a constant-depth local circuit. Another important example
is the constant-time evolution U = T exp[−i ∫ dtH(t)] of a system through a bounded-strength
geometrically-local Hamiltonian H(t). Here, Lieb-Robinson bounds [34, 7] provide quantitative
statements on how the resulting unitary may be exponentially well approximated by a locality-
preserving unitary. This is relevant since it describes the time evolution of a physical system
and can also be used to model adiabatic transformations of the Hamiltonian [13].
From a computational point of view, the group
〈{[U ] | U locality-preserving unitary automorphism}〉
generated by such gates is of particular interest: it determines the computational power of
gates that are implementable fault-tolerantly with locality preserving automorphisms.
Outline
In Section 2, we provide a brief introduction to the relevant concepts of TQFTs. We then derive
our main results on the characterization of protected gates in Section 3. Further restrictions
on the allowed protected gates are provided in Sections 4 and 5. In Section 6, we apply our
results to particular models, deriving in particular our characterizations for Ising and Fibonacci
anyons. Finally, in Section 7 we use additional properties of abelian models to show that their
protected gates must be contained within a proper subgroup of the generalized Clifford group,
which is similar to the result of [10], but goes further.
2 TQFTs: background
In this section, we provide the necessary background on topological quantum field theories
(TQFTs). Our discussion will be rather brief; for a more detailed discussion of topological
quantum computation and anyons, we refer to [39]. Following Witten’s work [43], TQFTs have
been axiomatized by Atiyah [1] based on Segal’s work [40] on conformal field theories. Moore
and Seiberg [36] derived the relations satisfied by the basic algebraic data of such theories (or
more precisely, a modular functor). Here we borrow some of the terminology developed in full
generality by Walker [25] (see also [20]). For a thorough treatment of the category-theoretic
concepts, we recommend the appendix of [28].
3 As a side remark, we mention that our terminology is chosen with spin lattices in mind. However, the
notion of locality-preservation can be relaxed. As will become obvious below, our results apply more generally
to the set of homology-preserving automorphisms U . The latter can be defined as follows: if the support of an
operator X is contained in a region R ⊂ Σ which deformation retracts to a closed curve C, then the support
of UXU † must be contained in a region R′ ⊂ Σ which deformation retracts to a curve C′ in the same homology
class as C. For example, for a translation-invariant system, translating by a possibly extensive amount realizes
such a homology-preserving (but not locality-preserving) automorphism.
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Our focus is on the Hilbert space HΣ spanned by the vacuum states of a TQFT defined on
the orientable surface Σ. Recall that this is generally a subspace HΣ ⊂ Hphys,Σ of a Hilbert
space of physical degrees of freedom. The TQFT is specified by a finite set of anyon labels
A = {1, a, b, c . . . }, their fusion rules (described using a non-negative integer N cab for each triple
of anyons a, b, c, called fusion multiplicities), along with S, F , R and T matrices (complex valued
matrices with columns and rows indexed by anyon labels). If the TQFT arises from taking
continuous limits of a local Hamiltonian model such as the toric code, the anyons are simply
the elementary excitations of the model, and the fusion rules and matrices can be understood
in terms of creating, combining, moving and annihilating anyons in the surface. The anyon set
must contain a trivial particle 1 ∈ A such that when combined with any particle, the latter
remains unchanged N ca1 = N
c
1a = δ
c
a, and each particle a ∈ A must have an antiparticle a ∈ A
such that N1aa 6= 0. We will restrict our attention to models where N cab ∈ {0, 1} for all a, b, c ∈ A
for simplicity (our results generalize with only minor modifications).
2.1 String-like operators and relations
We are interested in the algebra AΣ of operators X : Hphys,Σ →Hphys,Σ which preserve the sub-
space HΣ. We call such an element X ∈ AΣ an automorphism and denote by [X ] : HΣ → HΣ
the restriction to HΣ. We call X a representative (or realization) of [X ]. Operators of the
form [X ], where X ∈ AΣ, define an associative ∗-algebra [AΣ] with unit and multiplica-
tion [X ][Y ] = [XY ]. The unit element in [AΣ] is represented by the identity operator id
on the whole space Hphys,Σ.
Our constraints on protected gates are derived by studying how they transform certain
operators acting on Hphys,Σ (see Fig. 1). To define the latter, fix a simple closed curve C :
[0, 1] → Σ on the surface and an “anyon label” a ∈ A. (The set of labels A is determined by
the underlying model.) Then there is a “string-operator” Fa(C) acting on Hphys,Σ, supported
in a constant-diameter neighborhood of C. It corresponds to the process of creating a particle-
antiparticle-pair (a, a), moving a along C, and subsequently fusing to the vacuum. The last
step in this process involves projection onto the ground space, which is not trivial in general:
the operator Fa(C) can involve post-selection, in which case it is a non-unitary element of AΣ.
The operators {Fa(C)}a∈A form a closed subalgebra A(C) ⊂ AΣ: they preserve the ground
space and satisfy
Fa(C)Fb(C) =
∑
n
NnabFn(C) , Fa(C)
† = Fa(C) and F1(C) = idHphys (1)
for the fusion multiplicities Nnab (see Section 2.2). In addition, reversing the direction of C, i.e.,
considering C−1(t) ≡ C(1 − t), is equivalent to exchanging the particle with its antiparticle,
i.e.,
Fa(C
−1) = Fa(C) . (2)
Here a 7→ a is an involution on the set of particle labels A, again defined by the underly-
ing model. Properties (1) and (2) of the string-operators can be shown in the diagrammatic
formalism mentioned below (but this is not needed here; we will use them as axioms).
We denote the restriction of Fa(C) to the code space HΣ by [Fa(C)]. Note that, while
[Fa(C)] is unitary in abelian anyon models, this is not the case in general.
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Figure 1: Closed 2-manifolds are characterized by their genus g. The figure illustrates the
3-handled torus Σg corresponding to g = 3. A canonical set of 3g−1 generators of the mapping
class group of the surface Σg can be specified in terms of a set G = {Cj}3g−1j=1 of loops (each
associated with a Dehn twist). Dragging an anyon a around such loop C : [0, 1] → Σg and
fusing to the vacuum implements an undetectable operator Fa(C); homologically non-trivial
loops realize logical operations. The full algebra of logical operators is generated by the set of
operators {Fa(C)}a∈A,C∈G . However, these operators are generally not independent.
Example 2.1 (D(G) and Kitaev’s toric code). As an example, consider a model described
by the quantum double D(G) of a finite group G, for which Kitaev has constructed a lattice
model [27]. In the case where G is abelian, we have D(G) ∼= G × G, i.e., the particles and
fusion rules are simply given by the product group A = G×G.
Specializing to G = Z2 gives the particles commonly denoted by 1 = (0, 0) (vacuum), m =
(1, 0), e = (0, 1) and ǫ = m × e = (1, 1). For the toric code model, the associated ribbon
operators are
F1(C) = id Fe(C) = X¯(C) Fm(C) = Z¯(C) Fǫ(C) = X¯(C)Z¯(C) ,
where X¯(C) = ⊗j∈∂+CXj and Z¯(C) = ⊗j∈∂−CZj are appropriate tensor products of Pauli-X
and Pauli-Z-operators along C (as specified in [27]).
Specializing to G = ZN , with ωN = exp(2πi/N) and generalized N-dit Pauli operators X
and Z (and their inverses), defined by their action
X|j〉 = |j + 1 mod N〉 Z|j〉 = ωjN |j〉
on computational basis states {|j〉}j=0,...,N−1, we can consider such a model (the ZN -toric code)
with generalized ribbon operators. Here
F(a,a′)(C) = X¯(C)
aZ¯(C)a
′
,
where X¯(C) is a tensor product of Pauli-X and its inverse depending on the orientation of the
underlying lattice, and similarly for Z¯(C).
It is easy to check that operators associated with the same loop commute, i.e.,
[F(a,a′)(C), F(b,b′)(C)] = 0 , (3)
and since ZaXb = ωabNX
bZa, we get the commutation relation
F(a,a′)(C1)F(b,b′)(C2) = ω
ab′−a′b
N F(b,b′)(C2)F(a,a′)(C1) (4)
for any two strings C1, C2 intersecting once.
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Returning to the general case, the algebra of string operators does not necessarily satisfy
relations as simple as (3) and (4). Nevertheless, some essential features hold under very general
assumptions. We express these as postulates; they can be seen as a subset of the isotopy-
invariant calculus of labeled ribbon graphs associated with the underlying category (see e.g., [18]
for a discussion of the latter). That is, the properties expressed by our postulates are a subset
of the axioms formalizing TQFTs, and serve to capture the essential features in an algebraic
manner. For particular systems (such as the toric code or the quantum double models), these
postulates can be rigorously established (see [27, 5]), whereas in other cases, only partial results
are known (see e.g., the discussion in [42, p. 107]) but they are conjectured to hold. We sidestep
the independent important and challenging problem of rigorously establishing these postulates,
and instead derive some consequences. Throughout our work, we hence assume that the models
under consideration satisfy our postulates.
Postulate 2.2 (Completeness of string-operators). Consider an operator U with support in
some regionR which preserves the code spaceHΣ. Then its action on the code space is equivalent
to that of a linear combination of products of operators of the form Fa(C), for a closed loop
C : [0, 1]→R which is supported in R. That is, we have
[U ] =
∑
j
βj
∏
k
[Faj,k(Cj,k)] .
This postulate essentially means that, as far as the logical action is concerned, we may
think of [U ] as a linear combination of products of closed-loop string operators. Such prod-
ucts Fam(Cm) · · ·Fa1(C1) can conveniently be thought of as ‘labeled’ loop gases embedded in
the three-manifold Σ × [0, 1], where, for some 0 < t1 < · · · < tm < 1, the operator Faj (Cj) is
applied at ‘time’ tj (and hence a labeled loop is embedded in the slice Σ × {tj}). Diagram-
matically, one represents such a product by the projection onto Σ with crossings representing
temporal order, as in
Fa2(C2)Fa1(C1) =
Fa2(C2) Fa1(C1)
(5)
One may manipulate every term in a linear combination representing U without changing the
logical action according to certain local ‘moves’; in particular, the order of application of these
moves is irrelevant (a fact formalized by MacLane’s theorem [31]).
For our purposes, we only require the following ‘local’ moves, which relate two products U
and U ′ of string-operators given by diagrams such as (5). More generally, they may be applied
term-by-term to any linear combination if each term contains the same local sub-diagram.
Postulate 2.3 (String deformation (see Fig. 2)). Suppose operators U, U ′ ∈ AΣ are identical
on the complement of some region R. Assume further that inside R, both U and U ′ contain a
single string describing the dragging of the same anyon type along a path C and C ′, respectively,
where C ′ can be locally deformed into C. Then the logical action of U and U ′ must be equivalent:
[U ] = eiθ[U ′] for some unimportant phase eiθ.
In particular, this postulate implies that if C and C ′ are two closed homologically equivalent
loops and a is an arbitrary anyon label, then the operators Fa(C) and Fa(C
′) realized by
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Fa(C)
R
Fa(C′)
R
≡
Figure 2: The content of Postulate 2.3: We can deform a line without changing the logical
action of the string-operator.
“dragging” the specified anyon along C and C ′ respectively have equivalent logical action on
the code space, [Fa(C)] = e
iθ[Fa(C
′)].
The next postulate involves local operators, and essentially states that the space HΣ is
a quantum error-correcting code protecting against local errors. While we may state it in a
form only referring to local operators, we will find it more intuitive to combine it with the
deformation postulate: this extends correctability from small regions to contractible loops (i.e.,
loops that are homotopic to a point).
Postulate 2.4 (Error correction postulate). If C is a contractible loop, then for each a ∈ A,
the operator Fa(C) has trivial action on the space HΣ up to a global constant da, that is,
[Fa(C)] = daidHΣ . (6)
This postulate essentially means that we may remove certain closed loops from diagrams such
as (5).
An immediate consequence of these postulates is the following statement.
Proposition 2.1 (Local completeness of string operators). Consider an operator O ∈ AΣ
whose support is contained within a constant-diameter neighborhood of a simple loop C. Then
[O] = [X˜ ] for some X˜ ∈ A(C). In other words, the logical action of O is identical to that of a
linear combination of string-operators Fa(C).
This proposition can be seen as a consequence of the completeness condition for strings
(Postulate 2.2), the string deformation Postulate 2.3 and (1). A similar argument leads us to
the following conclusion.
Proposition 2.2 (Global completeness of few homology classes). The full logical algebra [AΣ]
is generated by the logical algebras [A(C)] associated with a finite number of inequivalent non-
contractible simple loops C.
Proof. That the algebra [AΣ] is finite-dimensional can be seen from the finite dimensionality
of the code space HΣ. By Postulate 2.2, the algebra [AΣ] is generated by {A(C)}C. Let us
start from a trivial algebra and build up [AΣ] from a finite number of loops. As long as the
algebra is not complete, we may include additional loops C such that [A(C)] is not included in
the partially generated algebra. Such a loop C must be inequivalent to the previously included
loops due to Postulate 2.3. After a number of steps no greater than the square of the ground
space dimension, we will have constructed the complete algebra.
Therefore there exists a finite, minimal set of loops which is sufficient to span [AΣ].
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2.2 The Verlinde algebra
It is convenient to formally introduce some algebraic data defined by the underlying anyon
model. We will return to the discussion of string-operators in Section 2.3 and relate them to
this algebraic language.
As before, let A be the set of particle labels (generally a finite set), and let a 7→ a be the
involution giving the antiparticle associated with particle a. The fusion rules of the model are
encoded in integers N cab, which are called fusion multiplicites. We will restrict our attention
to models where N cab ∈ {0, 1} for all a, b, c ∈ A for simplicity (our results generalize with only
minor modifications).
The Verlinde algebra Ver is the commutative associative ∗-algebra spanned by elements {fa}a∈A
satisfying the relations
fafb =
∑
c
N cabfc and f
†
a = fa . (7)
Note that f1 = id is the identity element because the numbers {N cab} satisfy N ca1 = N c1a = δac.
Since every anyon model is braided by definition, one indeed has N cab = N
c
ba and the alge-
bra Ver is a finite-dimensional commutative C∗-algebra. Therefore Ver ∼= C⊕(dimVer) is a direct
sum of copies of C. The fusion multiplicity N cab may also be written in terms of the modular
S-matrix, whose matrix elements are, in the diagrammatic calculus, given by the Hopf link and
the total quantum dimension D by
Sab =
1
D a b .
We consider (and restrict our attention to) the case where the S-matrix is unitary: here the
isomorphism Ver ∼= C⊕(dimVer) can be made explicit thanks to the Verlinde formula [41]
N cab =
∑
x
SaxSbxScx
S1x
, (8)
as the proof of the following Proposition 2.3 shows. (Note that S1x = dx/D where D =√∑
a d
2
a.) For this purpose, we define the elements
pa = S1a
∑
b
Sbafb for all a ∈ A . (9)
This relation can be inverted by making use of unitarity of the S-matrix
fb =
∑
a
Sba
S1a
pa for all a ∈ A . (10)
The main statement we use is the following:
Proposition 2.3 (Primitive idempotents). The elements {pa}a∈A are the unique complete set
of orthogonal minimal idempotents spanning the Verlinde algebra,
Ver =
⊕
a
Cpa . (11)
Furthermore, they satisfy ∑
a
pa = f1 = id . (12)
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Proof. That {pa}a∈A span the algebra Ver is evident from the fact that {fa}a∈A span the algebra,
and each fa can be written in terms of {pa}a∈A via Eq. (10). To show they are orthogonal
idempotents papb = δa,bpa, first note that
papb = S1aS1b
∑
g,h
SgaShbfgfh
= S1aS1b
∑
g,h,j
SgaShbN
j
ghfj
= S1aS1b
∑
g,h,j,x
SgaShb
SgxShxSx
S1x
fj
where we used the Verlinde formula (8) in the second step. With the unitarity of the S-matrix,
we then obtain
papb = S1aS1b
∑
j,x
δa,xδb,x
Sx
S1x
fj
= δa,bS
2
1a
∑
j
Sa
S1a
fj
= δa,bS1a
∑
j
Safj .
It follows that papb = δa,bpa from the symmetry property Sa = Sja, see e.g., [28, Eq. (224)].
It remains to verify that the set of projectors is unique. Consider qb =
∑
a αbapa for some
constants αba ∈ C, such that qaqb = δa,bqa. This implies
qaqb =
∑
dc
αacαbdpcpd
=
∑
c
αacαbcpc = δa,b
∑
c
αacpc,
which implies αacαbc = δa,bαac for all a, c ∈ A by linear independence of the pa’s. This implies
αac = 0, 1, and can only form a complete basis for the algebra Ver if αac is a permutation
matrix, implying {qa}a∈A ≡ {pa}a∈A.
As explained in Section 2.3, the string operators of anyons around a loop C give rise to a
representation of the Verlinde algebra. While the projections (introduced in Eq. (14) below)
associated with the idempotents are not a basis for the logical algebra [AΣ], they are a basis of
a subalgebra [AΣ(C)] isomorphic to the Verlinde algebra. This algebra must be respected by
the locality-preserving unitaries, and this is best understood in terms of the idempotents. This
is the origin of the non-trivial constraints we obtain on the realizable logical operators.
2.3 Bases of the Hilbert space HΣ
Eq. (1) shows that the collection of operators {[Fa(C)]}a∈A form a representation of the Ver-
linde (fusion) algebra Ver. By linear independence of operators {[Fa(C)]}a∈A, we see that the
13
C2
C1 C3
Figure 3: A simple DAP decomposition of a torus utilizing a disc enclosed by C1, an annulus
enclosed by {C2, C3} and a pair of pants enclosed by {C1, C2, C3}. This decomposition is not
minimal in that the same manifold could have been decomposed using a single loop.
representation is faithful, such that the logical loop algebra is isomorphic to the Verlinde algebra
[A(C)] ∼= Ver. (13)
This will be central in the following development. Considering the primitive idempotents (9),
it is natural to consider the corresponding operators in this representation, that is, we set
[Pa(C)] = S1a
∑
b
Sba[Fb(C)] . (14)
Since the set {[Fa(C)]}a∈A forms a representation of the Verlinde algebra, the {[Pa(C)]}a∈A are
orthogonal projectors as a consequence of Proposition 2.3. The inverse relation to (14) is given
by
[Fb(C)] =
∑
a
Sba
S1a
[Pa(C)] . (15)
While the projectors [Pa(C)] associated with a loop do not span the full logical algebra, they
do span the local logical algebra of operators supported along C which must be respected by
locality preserving unitaries. Intuitively, {Pa(C)}a∈A are projectors onto the smallest possible
sectors of the Hilbert space which can be distinguished by a measurement supported on C.
A state in the image of Pa(C) has the interpretation of carrying flux a through the loop C.
In particular, since the code space HΣ corresponds to the vacua of a TQFT, there are no anyons
present on Σ, however, there can be flux associated to non-contractible loops. We can use the
operators {Pa(C)}a,C to define bases of the Hilbert space HΣ.
Let us first define the Hilbert space HΣ in more detail.
Definition 2.5 (DAP-decomposition). Consider a minimal collection C = {Cj | Cj : [0, 1] →
Σ}j of pairwise non-intersecting non-contractible loops, which cut the surface Σ into a collection
of surfaces homeomorphic to discs, annuli and pants. We call C a DAP-decomposition (see
Fig. 3).
A labeling ℓ : C 7→ A is an assignment of an anyon label ℓ(C) to every loop C ∈ C of a DAP
decomposition. We call ℓ fusion-consistent if it satisfies the following conditions:
14
(i) for every loop C ∈ C enclosing a disc on Σ, ℓ(C) = 1, the vacuum label of the anyon
model.
(ii) for every pair of loops {C2, C3} ⊂ C defining an annulus in Σ, ℓ(C2) = ℓ(C3) assuming
the loops are oriented such that the annulus is found to the left.
(iii) for every triple {C1, C2, C3} ⊂ C defining a pair of pants in Σ, the labeling ℓ satisfies the
fusion rule
N
ℓ(C3)
ℓ(C1),ℓ(C2)
6= 0,
where the loops are oriented such that the pair of pants is found to the left.
Here we may assume ℓ(C−1) = ℓ(C), where C−1 denotes the loop coinciding with C but with
opposite orientation.
Now fix any DAP-decomposition C of Σ and let L(C) ⊂ A|C| be the set of fusion-consistent
labelings. The Hilbert space HΣ is the formal span of elements of L(C)
HΣ :=
∑
ℓ∈L(C)
Cℓ =
∑
ℓ∈L(C)
C |ℓ〉.
Any fusion-consistent labeling ℓ ∈ L(C) defines an element |ℓ〉 ∈ HΣ such that the vectors
{|ℓ〉}ℓ∈L(C) are an orthonormal basis (which we call BC) ofHΣ, and this defines the inner product.
It is important to remark that this construction of HΣ is independent of the DAP-decom-
position C of Σ in the following sense: if C and C′ are two distinct DAP-decompositions, then
there is a unitary basis change between the bases BC and BC′ . In most cases under consideration,
this basis change can be obtained as a product of unitaries associated with local “moves”
connecting two DAP decompositions C and C′. One such basis change is associated with a
four-punctured sphere (the F -move), and specified by the unitary F -matrix in Fig. 4. Another
matrix of this kind, the S-matrix (which also arose in our discussion of the Verlinde algebra),
connects the two bases BC and BC′ of Htorus associated with the first and second non-trivial
cycles on the torus (Fig. 4). In this case, writing BC = {|a〉C}a and BC′ = {|a〉C′}a since each
basis element |ℓ〉 is specified by a single label ℓ(C), ℓ(C ′) ∈ A, we have the relation
|a〉C′ =
∑
b
Sba|b〉C . (16)
Other unitary basis changes arise from the representation of the mapping class group, as dis-
cussed in Section 2.6. All these basis changes constitute the second ingredient for the non-trivial
constraints we obtain on the realizable logical operators.
A basis element |ℓ〉 ∈ BC associates the anyon label ℓ(C) with each curve C ∈ C. The
vector |ℓ〉 is the (up to a phase) unique simultaneous +1-eigenvector of all the projections
{Pℓ(C)}C∈C. It is also a simultaneous eigenvector with respect to Dehn-twists along each
curve C ∈ C with eigenvalue eiθℓ(C) . The action of Dehn-twists along curves C ′ not belonging
to C can be obtained by applying the local moves to change into a basis BC′ associated with a
DAP-decomposition C′ containing C ′.
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FC C ′
C
C
′
S
Figure 4: Two DAP-decompositions C = {C} and C′ = {C ′} of either the 4-punctured sphere
(left), or the torus (right), are related by an F -move or an S-move, respectively.
2.4 Open surfaces: labeled boundaries
So far, we have been discussing the Hilbert space HΣ associated with closed surfaces; this does
not cover the physically important case of pinned localized excitations (which correspond to
punctures/holes in the surface). Here we describe the modifications necessary to deal with
surfaces with boundaries. We assume that the boundary ∂Σ =
⋃M
α=1 Cˆα is the disjoint union
of M simple closed curves, and assume that an orientation Cˆα : [0, 1] → ∂Σ has been cho-
sen for each boundary component Cˆα such that Σ is found to the left. In addition, we fix
a label aα ∈ A for every boundary component Cˆα. We call this a labeling of the boundary.
Let us write Σ(a1, . . . , aM) for the resulting object (i.e., the surfaces, its oriented boundary
components, and the associated labels). We call Σ(a1, . . . , aM) a surface with labeled bound-
ary components; slightly abusing notation, we sometimes write Σ = Σ(a1, . . . , aM) when the
presence of boundaries is understood/immaterial.
A TQFT associates to every surface Σ(a1, . . . , aM) with labeled boundary components a
Hilbert spaceHΣ(a1,...,aM ). The construction is analogous to the case of closed surfaces and based
on DAP-decompositions. The only modification compared to the case of closed surfaces is that
only DAP-decompositions including the curves {Cˆα}Mα=1 are allowed; furthermore, the labeling
on these boundary components is fixed by {aα}Mα=1. That is, “valid” DAP-decompositions are
of the form C = {C1, . . . , CN , Cˆ1, . . . , CˆM} with curves {Cj}Nj=1 “complementing” the boundary
components, and valid labelings are fusion-consistent, i.e., ℓ ∈ L(C) with the additional con-
dition that they agree with the boundary labels, ℓ(Cˆα) = aα for α = 1, . . . ,M . To simplify
the discussion, we will often omit the boundary components {Cˆα}α and focus on the remaining
degrees of freedom associated with the curves {Cj}j. It is understood that boundary labelings
have to be fusion-consistent with the labeling {aα}α of the boundary under consideration.
As a final remark, note that boundary components labeled with the trivial particle 1 ∈ A
correspond to contractible loops in a surface without this boundary (i.e., obtained by “gluing
in a disc”). This means that they can be omitted: we have the isomorphism
HΣ(1) ∼= HΣ′ ,
where Σ′ is the surface with one boundary component less that of Σ.
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Figure 5: The ‘standard’ DAP-decomposition of the 6-punctured sphere, and the corresponding
fusion-tree notation representing the labeling which assigns ℓ(Ci) = xi.
Example: the M-anyon Hilbert space
A typical example we are interested in is the labeled surface
S2(zM ) = S2(z, . . . , z︸ ︷︷ ︸
M times
) ,
where S2( , , ... , , ) is the punctured sphere, and z ∈ A is some fixed anyon type (we assume
that each boundary component has the same orientation). The Hilbert space HS2(zM ) is the
space of M anyons of type z. When M = N + 3 for some N ∈ N, we can choose a ‘standard’
DAP-decomposition C = {Cj}Nj=1 as shown in Fig. 5. A fusion-consistent labeling ℓ of the
standard DAP-decomposition C corresponds to a sequence (x1, . . . , xN) = (ℓ(C1), . . . , ℓ(CN))
such that
Nx1zz = N
z
xNz
= 1 and Nxj+1xjz = 1 for all j = 1, . . . , N − 1, (17)
as illustrated by Fig. 5.
2.5 The gluing postulate
Throughout our work, we restrict our attention to models satisfying an additional property we
refer to as the gluing postulate (which is often called the “gluing axiom” in the literature).
Consider a closed curve C embedded in Σ. We will assume that C is an element of a DAP-
decomposition C; although this is not strictly necessary, it will simplify our discussion. Now
consider the surface Σ′ obtained by cutting Σ along C. Compared to Σ, this is a surface with
two boundary components C ′1, C
′
2 (both isotopic to C) added. We will assume that these have
opposite orientation. A familiar example is the case where cutting Σ along C results in two
disconnected surfaces Σ′ = Σ1∪Σ2, as depicted in Fig. 6 in the case where Σ is the 4-punctured
sphere.
Let a be a particle label. We will denote by HΣ′(a,a) the Hilbert space associated with the
open surface Σ′, where boundary C ′1 is labeled by a and boundary C
′
2 by a. The gluing postulate
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Figure 6: Cutting a surface Σ along some closed curve C of a DAP-decomposition yields a
disconnected surface Σ′ = Σ1 ∪ Σ2 having additional boundary components C ′1 and C ′2.
states that the Hilbert space of the surface Σ has the form
HΣ ∼=
⊕
a
HΣ′(a,a) (18)
where the direct sum is over all particle labels a that occur in different fusion-consistent labelings
of C. In the special case where cutting along C gives two components Σ1,Σ2, we have HΣ ∼=⊕
aHΣ1(a) ⊗HΣ2(a).
The isomorphism (18) can easily be made explicit. A first observation is thatHΣ decomposes
as HΣ =
⊕
aHa,Σ(C), where
Ha,Σ(C) := span{|ℓ〉 | ℓ ∈ L(C), ℓ(C) = a} (19)
is the space spanned by all labelings which assign the label a to C. It therefore suffices to argue
that
Ha,Σ(C) ∼= HΣ′(a,a) . (20)
To do so, observe that the DAP-decomposition C of Σ gives rise to a DAP-decomposition C′ =
C\{C} of Σ′. Any labeling ℓ ∈ L(C) with ℓ(C) = a restricts to a labeling ℓ′ ∈ L(C′) of the
labeled surface Σ′(a, a). Conversely, any labeling ℓ′ ∈ L(C′) of the surface Σ′(a, a) provides a
labeling ℓ ∈ L(C) (by setting ℓ(C) = a). This defines the isomorphism (20) in terms of basis
states {|ℓ〉}ℓ∈L(C) and {|ℓ′〉}ℓ′∈L(C′).
Example: decomposing the M-anyon Hilbert space
Consider theM-punctured sphere Σ = S2(zM ) with the standard DAP decomposition of Fig. 5
and boundary labels z (corresponding to M anyons of type z). Cutting S2(zM ) along Cj
gives a surface Σ′j which is the disjoint union of two punctured spheres, with j + 2 and M − j
punctures, respectively. The resulting surface labelings are S2(zj+1, a) and S2(a, zM−1−j). That
is, if Σ = S2(zM) is the original surface and Σ′j(a, a) is the resulting one, then
HΣ′j(a,a) = HS2(zj+1,a) ⊗HS2(a,zM−1−j) . (21)
This is illustrated in Fig. 7 for the case M = 6 and j = 2.
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Figure 7: The 6-punctured sphere S2(z6) shown with three curves C1, C2, C3 ∈ C of a DAP-
decomposition. Cutting along C2 with labeling ℓ(C2) = a results in the two surfaces S
2(z3, a)
and S2(a, z3).
2.6 The mapping class group
In the following, we denote by MCGΣ the mapping class group of the surface Σ. Physically,
a mapping class group element for a surface Σ gradually deforms the surface, but returns
to the original configuration. For the n-punctured sphere, the mapping class group includes
braiding of the punctures. For the torus, a Dehn twist is an element of the mapping class group.
More formally, elements of MCGΣ are isotopy classes of orientation-preserving diffeomorphisms
of Σ preserving labels and commuting with boundary parametrization (see e.g., [20]). Slightly
abusing notation, we will often simply write ϑ ∈ MCGΣ for an equivalence class represented
by a map ϑ : Σ → Σ. If Σ is the torus, then the mapping class group is generated by two
elements, MCGΣ = 〈s, t〉 where s and t are the standard generators of the modular group. For
the M-punctured sphere S2(zM ), we will also need the M − 1 elements {σj}M−1j=1 , where σj
braids holes j and j + 1.
The Hilbert space HΣ is equipped with a projective unitary representation
MCGΣ → U(HΣ)
ϑ 7→ V(ϑ) (22)
of the mapping class group MCGΣ. For example, for the torus, V(s) = S and V(t) = T are
the usual S- and T -matrices defined by the modular tensor category. For the M-punctured
sphere S2(zM ) withM = N+3, we again use the standard DAP-decomposition with associated
basis {|x〉}x. Here the sequences x = (x1, . . . , xN) are subject to the fusion rules (see (17)) and
the action on such vectors is
V(σ1)|x〉 = Rzzx1 |x〉,
V(σk)|x〉 =
∑
x′
B(xk−1, xk+1)x′xk |x1, . . . , xk−1, x′, xk+1, . . . , xN〉 for k = 2, . . . , N + 1,
V(σN+2)|x〉 = Rzzx1 |x〉,
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where B(a, b) = F˜−1R˜F˜ is the braid matrix. Here the matrices F˜ and R˜ are given in terms of
the tensors F and R associated with the TQFT4.
3 Constraints on locality-preserving automorphisms
In this section, we derive restrictions on topologically protected gates for general non-abelian
models. Our strategy will be to consider what happens to string-operators. We will first
consider operators associated with a single loop C, and derive restrictions on the map Fa(C) 7→
UFa(C)U
†, or, more precisely, its effect on logical operators, [Fa(C)] 7→ [UFa(C)U †]. We will
argue that this map implements an isomorphism of the Verlinde algebra and exploit this fact
to derive a constraint which is ‘local’ to a specific loop. We will subsequently consider more
‘global’ constraints arising from fusion rules, as well as basis changes.
We would like to characterize locality-preserving unitary automorphisms U ∈ AΣ in terms of
their logical action [U ]. For example in the toric code, where the physical qubits are imbedded
in the edges of the square lattice, the locality preserving unitaries include the well-known
transversal gates of single-qubit unitaries applied to each qubit. More general examples of
locality preserving unitaries in the toric code are finite depth circuits composed of gates of
arbitrary unitaries applied to physical qubits in geometrically-local patches of fixed diameter.
A first goal is to characterize the map
ρU : [AΣ] → [AΣ]
[X ] 7→ [UXU−1] , (23)
which determines the evolution of logical observables in the Heisenberg picture. (Clearly, this
does not depend on the representative, i.e., if [X ] = [X ′], then ρU ([X ]) = ρU([X
′]).) In fact,
the map (23) fully determines U up to a global phase since [AΣ] contains an operator basis for
linear maps on HΣ. However, it will often be more informative to characterize the action of [U ]
on basis elements of HΣ. This will require additional effort.
The main observation is that the map (23) defines an automorphism of [AΣ], since
ρU([X ])ρU([X
′]) = ρU([X ][X
′]) for all X,X ′ ∈ AΣ and ρ−1U = ρU−1 . (24)
Combined with the locality of U , (24) severly constrains ρU . Using this fact, we obtain a
number of very general constraints, which will be worked out in more detail in the following.
3.1 A local constraint from a simple closed loop
Specifying the action of ρU on all of [AΣ] completely determines [U ] up to a global phase.
However, this is not entirely straightforward; instead, we fix some simple closed curve C and
characterize the restriction to the subalgebra A(C) ⊂ AΣ, i.e., the map
ρU(C) : [A(C)] → [A(C)]
[X ] 7→ [UXU−1] , (25)
4More precisely, for B(xk−1, xk+1), the relevant matrices are F˜x′,x = F
zxk−1xk
xk+1zx′
and R˜ is diagonal with entries
R˜x,x = R
zz
x . Here F is the F -matrix associated with basis changes on the four-punctured sphere (see Section 5.1),
whereas Rxyz determines an isomorphisms between certain Hilbert spaces associated with the three-punctured
sphere. We refer to e.g., [39, p. 48] for a derivation of these expressions.
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Observe that this map is well-defined since UXU−1 is supported in a neighborhood of C (by
the locality-preservation of U), and hence [UXU−1] = [X ′] for some operator X ′ ∈ A(C) (here
we have used Proposition 2.1). It is also easy to see that it defines an automorphism of the
subalgebra [A(C)].
As we argued above, the algebra A(C) is isomorphic to Ver. This carries over to [A(C)] ∼=
Ver ∼= C⊕|A|. As Ver has idempotents pa∈A, the logical algebra for loop C has idempotents
{[Pa(C)]}a∈A. Note that the idempotents {[Pa(C)]}a∈A in the logical algebra are unique, in
that there is no linear combination of these idempotents which yields a distinct, complete set
of idempotents. At the physical level however, there can be huge redundency, with many
different physical operators corresponding to the same logical operator, i.e. [Pa(C)] = [P
′
a(C)],
for Pa(C) 6= P ′a(C). We use the following fact:
Lemma 3.1. The set of automorphisms of the algebra Ver is in one-to-one correspondence with
the permutations S|A|. For π ∈ S|A|, the associated automorphism ρπ : Ver → Ver is defined by
its action on the central idempotents pa
ρπ(pa) = pπ(a) for a ∈ A (26)
Proof. It is clear that (26) defines an automorphism for every π ∈ S|A|. Also, from Eq. (24)
we see that papb = δabpb implies ρ(pa)ρ(pb) = δabρ(pb), such that ρ(pa) ∈ Ver are a complete
set of projectors (Proposition 2.3). As there is a unique set of complete projectors for Ver, we
conclude that ρ(pa) = pπ(a) for some permutation π ∈ S|A|.
Applying this to [A(C)] shows that a locality-preserving unitary automorphism realizes, up
toimportant phases, a a permutation of labelings. Let us emphasize that it is the projectors
(idempotents) [Pa(C)] which are being permuted, and not the string operators [Fa(C)].
Proposition 3.1 (Local constraint). Let U be a locality-preserving automorphism of the code,
and let ρU ([X ]) = [UXU
−1].
(i) For each simple closed loop C on Σ, there is a permutation πC : A → A of the particle
labels such that
ρU : [A(C)] → [A(C)]
[Pa(C)] 7→ [PπC(a)(C)] for all a ∈ A , (27)
(and linearly extended to all of [A(C)]).
(ii) For some anyon model A with an associated S matrix, let Da,b = δa,b · da be the diagonal
matrix with the quantum dimensions on the diagonal. Let πC : A → A be a permutation
associated with a loop C as in (i), and let Π be the matrix defined by Πx,y := δx,πC(y).
Define the matrix
Λ := SΠ−1DΠD−1Π−1S−1 . (28)
Then
ρU([Fb(C)]) =
∑
b′
Λb,b′[Fb′(C)] . (29)
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Proof. We have already argued that (i) holds. For the proof of (ii), we use the relationship
between {Pa(C)}a and {Fa(C)}a (cf. (14) and (15)) to get (suppressing the dependence on the
loop C)
ρU ([Fb]) =
∑
a
Sb,a
S1,a
[PπC(a)] =
∑
b′
(∑
a
Sb,a
S1,a
S1,πC(a)Sb′,πC(a)
)
[Fb′ ] .
The claim (29) follows from this using (Π−1S−1)a,b′ = (S
−1)πC(a),b′ = Sb′,πC(a) by the unitarity
of S, as well as the fact that S1,a = da/D and hence Sb,aS1,aS1,πC(a) = (SΠ−1DΠD−1)b,a.
3.2 Global constraints from DAP-decompositions, fusion rules and
the gluing postulate
For higher-genus surfaces, we can obtain information by applying Proposition 3.1 to all loops
of a DAP-decomposition; these must then satisfy the following consistency condition.
Proposition 3.2 (Global constraint from fusion rules). Let U be a locality-preserving automor-
phism of the code. Let C be a DAP-decomposition of Σ, and consider the family of permuta-
tions ~π = {πC}C∈C defined by Proposition 3.1. Then this defines a permutation ~π : L(C)→ L(C)
of the set of fusion-consistent labelings via
~π(ℓ)(C) := πC [ℓ(C)] (30)
for all C ∈ C. We have
U |ℓ〉 = eiϕ(ℓ)|~π(ℓ)〉 for all ℓ ∈ L(C) (31)
with some phase eiϕ(ℓ) depending on ℓ.
Proof. Let us fix some basis element |ℓ〉 ∈ BC. The vector |ℓ〉 is a +1-eigenvector of Pℓ(C)(C)
for each C ∈ C; hence according to (27), the vector U |ℓ〉 is a +1-eigenvector of PπC [ℓ(C)](C) =
P~π(ℓ)(C)(C) for every C ∈ C. This implies that it is proportional to |~π(ℓ)〉, hence we obtain (31).
Fusion-consistency of ~π(ℓ) follows because U |ℓ〉 must be an element of HΣ.
Proposition (3.2) expresses the requirement that a locality-preserving automorphism U maps
the set of fusion-consistent labelings into itself.
In fact, we can say more: it must be an isomorphism between the subspaces of HΣ aris-
ing from the gluing postulate (i.e., Eq. (18)). This allows us to constrain the set of allowed
permutations ~π = {πC}C∈C arising from locality-preserving automorphisms even further:
Proposition 3.3 (Global constraint from gluing). Let C be an element of a DAP-decomposition
of Σ. Recall that
HΣ =
⊕
a
Ha,Σ(C) , (32)
where the subspaces in the direct sum are defined by labelings associating a to C. Let U be a
locality-preserving automorphism of the code and let πC : A→ A be the permutation associated
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with C by Proposition 3.1. Then for every a ∈ A occuring in Eq. (32), the restriction of U to
Ha,Σ(C) defines an isomorphism
Ha,Σ(C) ∼= HπC(a),Σ(C) . (33)
In particular, if Σ′ is the surface obtained by cutting Σ along C, then
HΣ′(a,a) ∼= HΣ′(πC(a),πC (a)) (34)
for every a ∈ A occuring in the sum (32).
The reason we refer to Proposition (3.3) as a global constraint (even though it superficially
only concerns a single curve C) is that the surface Σ′ and hence the spaces (34) depend on the
global form of the surface Σ outside the support of C.
Proof. Proposition (3.2) implies that UHa,Σ(C) ⊂ HπC(a),Σ(C) for any a in expression (32).
Since U acts unitarily on the whole space HΣ, this is compatible with (32) only if UHa,Σ(C) =
HπC(a),Σ(C) for any such a. This proves (33). Statement (34) then immediately follows
from (20).
A simple but useful implication of Proposition 3.3 is that
dim
(HΣ′(a,a)) = dim(HΣ′(πC(a),πC (a))) (35)
is a necessary condition that πC has to satisfy.
3.3 Global constraints from basis changes
Eq. (27) essentially tells us that a locality-preserving protected gate U can only permute particle
labels; it indicates that such a gate U is related to certain symmetries of the anyon model.
But (27) does not tell us what phases basis states may acquire. We show how to obtain
constraints on these phases by considering basis changes. This also further constrains the
allowed permutations on the labels of the idempotents.
Consider two DAP-decompositions C and C′. Expressed in the first basis BC, we have
U |ℓ〉 = eiϕ(ℓ)|~π(ℓ)〉 (36)
for some unknown phase ϕ(ℓ) depending only on the labeling ℓ ∈ L(C). This means that with
respect to the basis elements of BC , the operator U is described by a matrix U = ΠD({ϕ(ℓ)}ℓ),
where Π is a permutation matrix (acting on the fusion-consistent labelings L(C)), and D is a
diagonal matrix with entries {eiϕ(ℓ)}ℓ on the diagonal.
Analogously, we can consider the operator U expressed as a matrix U′ in terms of the basis
elements of BC′ . We conclude that U′ = Π′D({ϕ′(ℓ)}ℓ), for ℓ ∈ L(C′), with a (potentially
different) permutation matrix Π′, and (potentially different) phases {ϕ′(ℓ)}ℓ.
Let V be the unitary change-of-basis matrix for going from BC to BC′. Then we must have
VU = U′V. (37)
We show below that this equation strongly constrains the phases as well as the permutations
in (31). More specifically, we will examine constraints arising when using basis changes V
defined by F -moves in Section 5. In Section 4, we consider basis changes V defined by elements
of the mapping class group.
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4 Global constraints from the mapping class group
The following is based on the simple observation that we must have consistency conditions
of the form (37) for more general basis changes (in particular, basis changes not made up of
F -moves only). We are particularly interested in the case where the basis change is the result
of applying a mapping class group element.
4.1 Basis changes defined by the mapping class group
A key property of the representation (22) of the mapping class group MCGΣ is that it maps
idempotents according to
V (ϑ)Pa(C)V (ϑ)
† = Pa
(
ϑ(C)
)
. (38)
Let us fix a ‘standard’ DAP-decomposition C, and let BC = {|ℓ〉C}ℓ be the corresponding
standard basis.
Let ϑ be an arbitrary element of MCGΣ. Consider the basis
Bϑ(C) := {V (ϑ)|ℓ〉}ℓ.
Because of (38), this basis is a simultaneous eigenbasis of the complete set of commuting
observables associated with the DAP decomposition ϑ(C) := {ϑ(Cj)}Mj=1. The change of basis
from BC to Bϑ(C) is given by the image V (ϑ) of the mapping class group element ϑ.
In particular, ifV(ϑ) is the matrix representing V (ϑ) in the standard basis, then (37) implies
V(ϑ)ΠD = Π(ϑ)D(ϑ)V(ϑ) (39)
for some permutation matrix Π(ϑ) and a diagonal matrix D(ϑ) consisting of phases.
Some terminology will be useful: Let ∆ be the set of matrices of the form ΠD, where Π
is a permutation of fusion-consistent labelings, and D is a diagonal matrix with phases (these
are sometimes called unitary monomial matrices). For U ∈ ∆ and ϑ ∈ MCGΣ, we say that U
intertwines with ϑ if
V(ϑ)UV(ϑ)† ∈ ∆ .
Let ∆ϑ ⊂ ∆ be the set of matrices that intertwine with ϑ, and let
∆MCGΣ =
⋂
ϑ∈MCGΣ
∆ϑ
be the matrices that are intertwiners of the whole mapping class group representation. We have
shown the following:
Theorem 4.1. Let U be the matrix representing a protected gate U in the standard basis.
Then U ∈ ∆MCGΣ.
As an example, consider the torus: since T = V(t) is diagonal, it is easy to see that for any
ΠD ∈ ∆, we have TΠDT−1 = ΠD′ for some D′. This implies that ∆t = ∆ is generally not
interesting, i.e., U ∈ ∆t does not impose an additional constraint. In contrast, mapping class
group elements such as s and st generally give different non-trivial constraints.
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4.2 Density of the mapping class group representation and absence
of protected gates
The following statement directly links computational universality of the mapping class group
representation to the non-existence of protected gates.
Corollary 4.2. Suppose the representation of MCGΣ is dense in the projective unitary group
PU(HΣ). Then there is no non-trivial protected gate.
Proof. Let U be an arbitrary protected gate and let U ∈ ∆ be the matrix representing it in the
standard basis. Assume for the sake of contradiction that U is non-trivial. Then U is a unitary
with at least two different eigenvalues λ1, λ2 ∈ U(1). In particular, there is a diagonalizing
unitary V1 such that V1UV
†
1 = diag(λ1, λ2) ⊕ U˜ for some matrix U˜. Setting V2 = H ⊕ I,
where H is the Hadamard matrix
H =
1√
2
(
1 1
1 −1
)
,
and V = V2V1, we obtain that
VUV† 6∈ ∆ (40)
because this matrix contains both diagonal and off-diagonal elements. Note that if λ2 = −λ1
one may use the matrix
1
2
(
1 −√3√
3 1
)
instead of H .
Observe also that (40) stays valid if we replace V by a sufficiently close approximation
(up to an irrelevant global phase) V˜ ≈ V. In particular, by the assumed density, we may
approximate V by a product V˜ = V(ϑ1) · · ·V(ϑm) of images of ϑ1, . . . , ϑm ∈ MCGΣ. But then
we have
U 6∈ ∆ϑ1···ϑm ,
which contradicts Theorem 4.1.
Note that in general, the mapping class group is only dense on a subspace H0 ⊂ HΣ. This
is the case for example when the overall system allows for configurations where anyons can be
present or absent (e.g., a boundary may or may not carry a topological charge). In such a
situation, HΣ decomposes into superselection sectors which are defined by the gluing postulate
(i.e., having fixed labels associated with certain closed loops associated). Corollary 4.2 can be
adapted to this situation, e.g., as explained in Appendix A (Lemma A.1).
4.3 Characterizing diagonal protected gates
Fix a DAP-decomposition C and let ϑ ∈ MCGΣ. Let us call two (fusion-consistent) labelings
ℓ1, ℓ2 connected by ϑ (denoted ℓ1 ⇔ϑ ℓ2) if there is a labeling ℓ such that
0 6= 〈ℓ|V (ϑ)|ℓm〉 for m = 1, 2 .
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(Here |ℓ〉 is the associated basis element of BC .) More generally, let us say ℓ1, ℓ2 are connected
(written ℓ1 ⇔ ℓ2) if there exists an element ϑ ∈ MCGΣ such that ℓ1 ⇔ϑ ℓ2. Clearly, this notion
is symmetric in ℓ1, ℓ2, and furthermore, it is reflexive, i.e., ℓ1 ⇔ ℓ1 since ℓ1 ⇔id ℓ1. We can
therefore define an equivalence relation on the set of labelings: we write ℓ1 ∼ ℓ2 if there are
labelings k1, . . . , km such that ℓ1 ⇔ k1 ⇔ · · · ⇔ km ⇔ ℓ2. We point out (for later use) that
we can always find a finite collection {ϑk}Mk=1 ⊂ MCGΣ that generates the relation ∼ in the
sense that ℓ1 ∼ ℓ2 if and only if ℓ1 ⇔ϑk ℓ2 for some k (after all, we only have a finite set of
labelings ℓ).
Observe that if the representation of MCGΣ has a non-trivial invariant subspace, then there
is more than one equivalence class. We discuss an example of this below (see Section 4.5).
However, in important special cases such as the Fibonacci or Ising models, there is only one
equivalence class for the relation ∼, i.e., any pair of labelings are connected (see Lemma 6.3
and Lemma 6.4 below).
Lemma 4.3. Consider a protected gate U acting diagonally in the basis BC as U |ℓ〉 = eiϕ(ℓ)|ℓ〉.
(i) Suppose that U also acts diagonally in the basis Bϑ(C). Then ϕ(ℓ1) = ϕ(ℓ2) for any pair
ℓ1 ⇔ϑ ℓ2 connected by ϑ.
(ii) Suppose that {ϑk}Mk=1 ⊂ MCGΣ generates the relation ∼, and U acts diagonally in each
basis Bϑk(C). Then ϕ assigns the same value to every element of the same equivalence class
under ∼.
We will refer to a protected gate U with property (ii) as a ∼-trivial gate. One implication
of Lemma 4.3 is that any protected gate which is close to the identity acts as a ∼-trivial gate
(see the proof of Theorem 4.5). In Section 4.4, we will show how to use this statement to prove
that the set of protected gates is finite up to irrelevant phases.
Proof. Consider two labelings ℓ1, ℓ2 satisfying ℓ1 ⇔ϑ ℓ2. Then, writing V = V(ϑ), we know
that
Vℓ,ℓ1 6= 0 and Vℓ,ℓ2 6= 0 (41)
for some labeling ℓ, where Vℓ,k = 〈ℓ|V (ϑ)|k〉. Since U acts diagonally in both bases BC and
Bϑ(C) by assumption, (39) becomes simply
VDV† = D(ϑ) (42)
when written in the standard basis. Here the diagonal matrices are given by D = diag({ϕ(ℓ)}ℓ)
and D(ϑ) = diag({ϕ′(ℓ)}ℓ). Taking the diagonal entry at position (ℓ, ℓ) in the matrix equa-
tion (42), we get the identity ∑
k
ei(ϕ(k)−ϕ
′(ℓ))|Vℓ,k|2 = 1. (43)
By unitarity of the mapping class group representation, we also have∑
k
|Vℓ,k|2 = 1. (44)
By taking the real part of (43), it is straightforward to see that compatibility with (44) imposes
that cos
(
ϕ(k)− ϕ′(ℓ)) = 1 whenever |Vℓ,k| 6= 0 or
ϕ(k) ≡ ϕ′(ℓ) mod 2π for all k with |Vℓ,k| 6= 0.
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With (41), we conclude that ϕ(ℓ1) = ϕ
′(ℓ) = ϕ(ℓ2), which proves claim (i).
The claim (ii) immediately follows from (i).
We will show how to apply this result to the Fibonacci model in Section 6.1.2. Note that
Lemma 4.3 does not generally rule out the existence of non-trivial diagonal protected gates
in the standard basis (an example is a Pauli-Z in the Ising model, see Section 6.2.1): it is
important that the protected gate is diagonal in several different bases {Bϑk(C)}k.
A simple consequence of Lemma 4.3 is that any protected gate has a finite order up to
certain phases:
Lemma 4.4. There is a finite n0 (depending only on the dimension of HΣ) such that for every
protected gate U , there is an n ≤ n0 such that Un is a ∼-trivial phase gate.
Proof. Consider an arbitrary DAP-decomposition C and suppose U acts as (31) in the basis BC .
Since the permutation ~π acts on the finite set L(C) of fusion-consistent labelings, it has finite
order nC. This means that U
nC acts diagonally in the basis BC.
Assume {ϑk}Mk=1 ⊂ MCGΣ generate the relation ∼. Setting n = lcm(nϑ1(C), . . . , nϑM (C)),
we can apply Lemma 4.3 to Un to reach the conclusion that Un is ∼-trivial. Furthermore,
since the number n depends only on the permutation ~π, and there are only finitely many such
permutations, there is a finite n0 with the claimed property.
4.4 Finiteness of the set of protected gates
In the following, we will ignore phase differences that are “global” to subspaces of vectors
defined by the equivalence classes of ∼. That is, we will call two protected gates U1 and U2
equivalent (written U1 ∼ U2) if
U1 = ΠD1
U2 = ΠD2
and (D2)ℓ,ℓ = e
iϕ([ℓ])(D1)ℓ,ℓ ,
i.e., they encode the same permutation of fusion-consistent labels, and their phases only differ
by a phase ϕ([ℓ]) depending on the equivalence class [ℓ] that ℓ belongs to. This is equivalent to
the statement that U−11 U2 = D
−1
1 D2 acts as a phase dependent only on the equivalence class,
i.e., U−11 U2 is a ∼-trivial phase gate.
We obtain an Eastin and Knill [14] type statement, which is one of our main conclusions.
Theorem 4.5 (Finite group of protected gates). The number of equivalence classes of protected
gates is finite.
In particular, this means that locality-preserving automorphisms on their own do not provide
quantum computational universality.
Proof. Assume that there are infinitely many equivalence classes of protected gates. Then we
can choose a sequence {Un}n∈N of protected gates indexed by integers and belonging to different
equivalence classes each. Since the number of permutations of fusion-consistent labels is finite,
there exists at least one permutation matrix Π such that there is an infinite subsequence of
protected gates Un with Un = ΠDn, i.e., they act with the same permutation. Applying
the Bolzano-Weierstrass theorem to this subsequence, we conclude that there is a convergent
subsequence of protected gates {Unj}j∈N such that Unj = ΠDnj for all j. Let U = limj→∞Unj
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be the corresponding limit, and let us define U˜j := U
−1Unj . Clearly, each U˜j is a protected gate
and
U˜j = D
−1Dnj (45)
acts non-trivially on subspaces defined by equivalence classes, i.e., U˜j is a ∼-non-trivial phase
gate. This is because of the assumption that the original sequence {Un}n∈N has elements
belonging to different equivalence classes. Furthermore, we have that
lim
j→∞
U˜j = I , (46)
where I is the identity matrix.
For a mapping class group element ϑ ∈ MCGΣ, the matrix expressing the action of U˜j in
the basis Bϑ(C) is given by V(ϑ)U˜jV(ϑ)†. Because U˜j is a protected gate, we get
V(ϑ)U˜jV(ϑ)
† = Π˜jD˜j (47)
for some permutation matrix Π˜j and a diagonal matrix D˜j of phases. Combining (46), (47),
using the unitarity of V(ϑ) and continuity, we conclude that there exists some N0 = N0(ϑ) such
that Π˜j = I for all j ≥ N0, i.e., V(ϑ)U˜jV(ϑ)† is diagonal for sufficiently large j. Equivalently,
for all j ≥ N0, U˜j acts diagonally in the basis Bϑ(C), as well as in the basis BC (by (45)).
The latter conclusion can be extended uniformly to a finite collection {ϑk}Mk=1 ⊂ MCGΣ of
mapping class group elements: there is a constant N = N(ϑ1, . . . , ϑM) such that for all j ≥ N ,
the protected gate U˜j acts as a diagonal matrix in all bases BC , Bϑ1(C), ..., BϑM (C). Taking a
finite collection {ϑk}Mk=1 ⊂ MCGΣ that generates the relation ∼ and applying Lemma 4.3, we
reach the conclusion that U˜j is a ∼-trivial phase gate for all j ≥ N . This contradicts the fact
that each U˜j is a ∼-non-trivial phase gate, as argued above.
4.5 Necessity of restricting to equivalence classes
Here we briefly argue that without imposing ∼-equivalence on protected gates, one can end up
with infinitely many protected gates (that are, however, not very interesting).
Concretely, consider a model such as the toric code, with local commuting projector Hamil-
tonian Htop = −
∑
j Πj acting on spins which we collectively denote by A. Let HΣ be its
ground space. We introduce a local spin-degree of freedom Bj associated with each term in the
Hamiltonian, and let B =
⊗
j Bj the space of these auxiliary degrees of freedom. Define an
Ising-like Hamiltonian HI = −
∑
〈j,j′〉 ZjZj′ coupling all nearest neighbors in B (according to
some notion). Finally, consider the following Hamiltonian:
H = J ·HI −
∑
j
Πj ⊗ |0〉〈0|Bj −
∑
j
Πj ⊗ |1〉〈1|Bj . (48)
This Hamiltonian is local, and for large J , has a ground space of the form
(HΣ ⊗ |00 · · ·0〉)⊕ (HΣ ⊗ |11 · · ·1〉) . (49)
In other words, the ground space (and similarly the low-energy subspace) splits as H(0)Σ ⊕H(1)Σ
into two isomorphic copies of the space HΣ.
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Now take two arbitrary protected gates U (0), U (1) for Htop (these may be global phases, i.e.,
trivial), implementing logical operations U
(0)
, U
(1)
. Let us assume that they are implemented
by circuits acting locally, i.e., they can be written (arbitrarily – the details do not matter) in
the form
U (m) = U
(m)
j1
U
(m)
j2
· · ·U (m)jMm
with each unitary Uj local near the support of Πj . Then we can define the unitary
U =
M0∏
k=1
(
U
(0)
jk
⊗ |0〉〈0|Bjk + id⊗ |1〉〈1|Bjk
) M1∏
k=1
(
id⊗ |0〉〈0|Bjk + U
(1)
jk
⊗ |1〉〈1|Bjk
)
on A⊗B. It is easy to check that U is a protected gate and its logical action is
U = U
(0) ⊕ U (1) .
In particular, such a unitary can introduce an arbitrary relative phase between the “super-
selection” sectors H(0)Σ , H(1)Σ : we can choose U (0) = I and U (1) = eiϕI. The construction
here corresponds to the direct sum of two TQFTs; the mapping class group representation
is reducible and basis elements belonging to different sectors are inequivalent. Imposing the
relation ∼ on the set of protected gates renders all such relative-phase gates equivalent.
A small caveat is in order here concerning the given microscopic example. The Hamilto-
nian (48) indeed has (49) as its ground space. However, the latter is not an error-correcting
code: whether a state belongs to H(0)Σ or H(1)Σ can be determined by a local measurement.
Thus information should only be encoded in either one of the superselection sectors, and this
renders the introduction of (arbitrary) relative phases between two superselection sectors com-
putationally trivial. The example given here is mainly intended to give a concrete realization
of the space (49) as the ground space of a local Hamiltonian, and to illustrate the fact that
reducibility of the mapping class group representation has important consequences on the form
of protected gates.
5 Global constraints from F -moves on the n-punctured
sphere
We first consider the four-punctured sphere, where there are two inequivalent DAP-decompositions
related by an F -move (i.e., the basis change V is the F -matrix). More generally (e.g., for the
5-punctured sphere), we need to consider several different F -moves and obtain a constraint of
the form (37) for every pair of bases related by such moves. We describe such global constraints
in Section 5.3. The results obtained by considering F -moves are summarized in Section 5.4:
there we outline a general procedure for characterizing protected gates.
The consideration of/restriction to n-punctured spheres is motivated by the fact that they
correspond to n−1 anyons situated on a disc. Realizing such a system appears to be more feasi-
ble experimentally than designing e.g., a higher-genus surface. For this reason, the n-punctured
sphere is most commonly considered in the context of topological quantum computation. We
point out, however, that our techniques immediately generalize to other (higher-genus) surfaces
with or without punctures (although basis changes other than those given by the F -matrix need
to be considered).
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5.1 Determining phases for the four-punctured sphere: fixed bound-
ary labels
For a four-punctured sphere Σ, we can fix the labels on the punctures to i, j, k, l ∈ A. The
corresponding spaceHΣ(i,j,k,l) associated to this open surface with labeled boundary components
is the fusion space V ijkl . (In the non-abelian case, this space can have dimension larger than
1.) We have two bases BC , BC′ of this fusion space, corresponding to two different DAP-
decompositions differing by one loop (Fig. 4). We can enumerate basis elements by the label
assigned to this loop. Let {|a〉C}a and {|a〉C′}a be the elements of the bases BC and BC′ ,
respectively. Note that a ranges over all elements consistent with the fusion rules.
For the models considered in this article, these are Naij = N
a
kl = 1. Let Q = Q(i, j, k, l) be
the set of such elements. The basis change is given by the F -matrix
|m〉C′ =
∑
n
F ijmkln |n〉C.
Considering a locality-preserving automorphism which preserves the boundary labels (this is
reasonable if we think of them as certain boundary conditions of the system), we can apply the
procedure explained above to find the action
U |a〉C = eiϕ(a)|πC(a)〉C
on basis states. Here πC : Q → Q permutes fusion-consistent labels. To apply the reasoning
above, we have to use the |Q×Q|-basis change matrix V defined by Vm,n = F ijmkln .
Solving the consistency relation (37) (for the permutations πC , πC
′
and phases {ϕ(a)}a, {ϕ′(a)}a)
shows that for any permutation πC that is part of a solution, the function ϕ takes the form
ϕ(a) = η + f(a) , (50)
where η is a global phase and f belongs to a certain set of functions which we denote
Iso
(
i
j · k
l → ij πC(·) k
l
)
. (51)
(The reason for this notation will become clearer when we discuss isomorphisms in Section 5.2;
here we are concerned with relative phases arising from automorphisms.) In summary, we have
U |a〉C = eiηeif(a)|πC(a)〉C where f ∈ Iso
(
i
j · k
l → ij πC(·) k
l
)
.
(52)
Here the set (51) can be computed by solving the consistency relation
VΠD({ϕ(a)}a) = Π′D({ϕ′(a)}a)V (53)
with Vm,n = F
ijm
kln . This scenario is a special case of the commutative diagram displayed in
Fig. 8.
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5.2 Determining phases for the four-punctured sphere in general
Consider the four-punctured sphere Σ with fixed labels i, j, k, l ∈ A on the punctures. Let
ı˜, ˜, k˜, l˜ be another set of labels such that the spaces HΣ(i,j,k,l) and HΣ(˜ı,˜,k˜,l˜) are isomorphic. In
this situation, we can try to characterize locality-preserving isomorphisms between two systems
defined on Σ(i, j, k, l) and Σ(˜ı, ˜, k˜, l˜), respectively. This situation is slightly more general than
what we considered before (automorphisms of the same system), but it is easy to see that all
arguments applied so far extend to this situation. Note that we could have phrased our whole
discussion in terms of isomorphisms between different spaces. However, we chose not to do so
to minimize the amount of notation required; instead, we only consider this situation in this
section. This generalization for the 4-punctured sphere is all we need to treat automorphisms
on higher-genus surfaces.
ForHΣ(i,j,k,l), we have two bases BC, BC′ , corresponding to two different DAP-decompositions
differing by one loop. Similarly, for HΣ(˜ı,˜,k˜,l˜), we have two bases B˜C , B˜C′ , corresponding to two
different DAP-decompositions differing by one loop. We can enumerate the basis elements by
the label assigned to this loop. Let {|a〉C}a and {|a〉C′}a be the elements of the basis BC and
BC′ , respectively. Here a ranges over the set Q = Q(i, j, k, l) ⊂ A of all elements consistent
with the fusion rules, i.e., we must have Naij = N
a
kl = 1. Similarly, let {|a˜〉C}a˜ and {|a˜〉C′}a˜ be
the elements of the basis B˜C and B˜C′ , respectively, where now a˜ ∈ Q˜ = Q(˜ı, ˜, k˜, l˜).
In this situation, we have two basis changes,
|m〉C′ =
∑
n
Vm,n|n〉C where Vm,n = F ijmkln and |m˜〉C′ =
∑
n˜
V˜m˜,n˜|n˜〉C where V˜m˜,n˜ = F ı˜˜m˜k˜l˜n˜ .
Now consider a locality-preserving isomorphism U which takes the boundary labels (i, j, k, l)
to (˜ı, ˜, k˜, l˜). We can then apply the framework above to find the action
U |a〉C = eiϕ(a)|πC(a)〉C or U |a〉C′ = eiϕ′(a)|πC′(a)〉C′
on basis states. Here πC , πC
′
: Q → Q˜ take fusion-consistent labels on Σ(i, j, k, l) to fusion-
consistent labels on Σ(˜ı, ˜, k˜, l˜). Because the spaces are isomorphic, we must have |Q| = |Q˜|,
hence πC , πC
′
can be represented by permutation matrices Π,Π′ in the basis pairs (BC, B˜C) or
(BC′ , B˜C′), respectively. Proceeding similarly with U, we get the consistency equation V˜U =
U′V or
V˜ΠD({ϕ(a)}a) = Π′D({ϕ′(a)}a)V, (54)
which is expressed in the form of a commutative diagram as in Fig. 8. Equation (54) only
differs from equation (37) in allowing boundary labels to change and the basis transformation
matrix V˜ must change accordingly.
For a given set of boundary labels (i, j, k, l), (˜ı, ˜, k˜, l˜), and a fixed choice of πC (which
fixes Π), any solution (Π′, {ϕ(a)}a, {ϕ′(a)}a) of (54) has phases {ϕ(a)}a of the “universal”
form
ϕ(a) = η + f(a) for all a ∈ Q(i, j, k, l) , (55)
where η ∈ [0, 2π) is an arbitrary global phase independent of a, and f belongs to a set
Iso
(
i
j · k
l → ı˜˜ πC(·) k˜
l˜
)
of functions that can be computed from (54)
as discussed below.
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i˜j˜
k˜l˜
i˜ l˜
j˜ k˜
C
k˜
l˜i˜
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C ′
U U
′
C ′
Figure 8: An isomorphism HΣ(i,j,k,l) → HΣ(˜ı,˜,k˜,l˜) of two 4-punctured spheres can be given as
either U, which relates the bases BC of HΣ(i,j,k,l) to B˜C of HΣ(˜ı,˜,k˜,l˜), or as U′ relating different
bases BC′ ofHΣ(i,j,k,l) to B˜C′ ofHΣ(˜ı,˜,k˜,l˜). The bases ofHΣ(i,j,k,l) andHΣ(˜ı,˜,k˜,l˜) are related through
the F -moves F ijkl and F
ı˜˜
k˜l˜
, respectively. The consistency equation (54) can be expressed as a
commutative diagram. In the case where Σ(i, j, k, l) = Σ(˜ı, ˜, k˜, l˜) have identical boundary
labels such an isomorphism becomes an automorphism, and this reduces to the consistency
equation (53).
32
C3
C4
C2
C1
C
Figure 9: For some DAP-decomposition C of a surface Σ, a curve C ∈ C is considered internal
if its neighbors N(C) = {C1, C2, C3, C4} define the boundaries of a 4-punctured sphere.
In summary, we have shown that U acts as
U |a〉C = eiηeif(a)|πC(a)〉C with f ∈ Iso
(
i
j · k
l → ı˜˜ πC(·) k˜
l˜
)
,
(56)
and where the latter set can be determined by solving the consistency relation (54).
5.3 Localization of phases for higher-genus surfaces
We now argue that the phases appearing in Eq. (31) of Proposition 3.2 also factorize into certain
essentially local terms, similar to how the overall permutation ~π of fusion-consistent labelings
decomposes into a collection ~π = {πC}C∈C of permutations of labels. More precisely, we will
argue that conclusion (56) can be extended to more general surfaces.
Consider a fixed DAP-decomposition C of Σ. We call a curve C ∈ C internal if the inter-
section of Σ with a ball containing C has the form of a 4-punctured sphere with boundary
components C1, C2, C3, C4 consisting of curves ‘neighboring’ C in the DAP decomposition. We
call N(C) = {C1, C2, C3, C4} the neighbors (or neighborhood) of C as illustrated in Fig. 9.
Key to the following observations is that a basis vector |ℓ〉 whose restriction to these neigh-
bors is given by ℓ ↾ N(C) =
(
ℓ(C1), . . . , ℓ(C4)
)
gets mapped under U to a vector propor-
tional to |~π(ℓ)〉, which assigns the labels ~π(ℓ) ↾ N(C) = (πC1 [ℓ(C1)], . . . , πC4[ℓ(C4)]) to the
same curves. This means that the restriction of U to this subspace satisfies similar consis-
tency conditions as the isomorphisms between Hilbert spaces associated with the 4-punctured
spheres Σ(ℓ ↾ N(C)) and Σ
(
~π(ℓ) ↾ N(C)
)
studied in Section 5.1. In particular, for a fixed
labeling ℓ the dependence of the phase ϕ(ℓ) on the label ℓ(C) is given by a function from
the set Iso
(
i
j · k
l → ı˜˜ πC(·) k˜
l˜
)
, where (i, j, k, l) = ℓ ↾ N(C) and
(˜ı, ˜, k˜, l˜) = ~π(ℓ) ↾ N(C). In the following, we simply write Iso
(
ℓ ↾ N(C)
πC→ ~π(ℓ) ↾ N(C)
)
for
this set.
Proposition 5.1 (Localization of internal phases). Let U be a locality-preserving automor-
phism. Let C be a DAP-decomposition of Σ, and let ~π = {πC}C∈C be the family of permutations
defined by Proposition 3.1. Let ϕ(ℓ) for ℓ ∈ L(C) be defined by (31). If C ∈ C is internal, then
ϕ(ℓ) = η(ℓ↾ C\{C}) + f~π↾N(C)(ℓ ↾ N(C), ℓ(C))
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for some functions η and f . Furthermore, we have
f~π↾N(C)(ℓ ↾ N(C), ·) ∈ Iso
(
ℓ ↾ N(C)
πC→ ~π(ℓ) ↾ N(C)
)
.
In particular, the dependence of ϕ(ℓ) on ℓ(C) is “local” and “controlled” by the labeling ℓ ↾ N(C)
of the neighbors.
In other words, if we fix a family of permutations ~π, and the labels on the neighbors N(C),
then the dependence on the label ℓ(C) of the internal edge is essentially fixed.
Proof. We will focus our attention on the subspace H(i,j,k,l,⋆) ⊆ HΣ spanned by labelings ℓ with
(ℓ(C1), ℓ(C2), ℓ(C3), ℓ(C4)) = (i, j, k, l) and ℓ ↾ C\{C,C1, C2, C3, C4} = ⋆ fixed (arbitrarily). For
the purpose of this proof, it will be convenient to represent basis vectors |ℓ〉 associated with
such a labeling ℓ ∈ L(C) as a vector
|ℓ〉 = |ℓ(C), ℓ(C1), ℓ(C2), ℓ(C3), ℓ(C4), ⋆〉 = |a, i, j, k, l, ⋆〉 .
Defining ı˜ = πC1(i), ˜ = πC2(j), k˜ = πC3(k), l˜ = πC4(l), we can rewrite (31) in the form
U |a, i, j, k, l, ⋆〉 = eiϕ(a,i,j,k,l,⋆)|πC(a), ı˜, ˜, k˜, l˜, ⋆˜〉 ,
where ⋆˜ = ~π↾(⋆) for some map ~π↾ taking labelings of the set C\{C,C1, C2, C3, C4} consistent
with (i, j, k, l) to those consistent with (˜ı, ˜, k˜, l˜). We conclude that the restriction of U to
H(i,j,k,l,⋆) implements an isomorphism H(i,j,k,l,⋆) ∼= H(˜ı,˜,k˜,l˜,⋆˜). Since these spaces are isomorphic
to HΣ(i,j,k,l) and HΣ(˜ı,˜,k˜,l˜), respectively, we can apply the result of Section 5.2. Indeed, the
consistency relation imposed by the F -move is entirely local, not affecting labels associated
with curves not belonging to {C,C1, C2, C3, C4}. We conclude from (56) that
ϕ(a, i, j, k, l, ⋆) = η(i, j, k, l, ⋆) + f(a), where f ∈ Iso
(
i
j · k
l → ı˜˜ πC(·) k˜
l˜
)
.
Since (a, i, j, k, l, ⋆) were arbitrary, this proves the claim.
For example, for S2(zN+3) (as described above), we can apply Proposition 5.1 to the j-th
internal edge Cj to obtain
ϕ(x) = ηj(x1, . . . , x̂j , . . . , xN) + fj(xj−1, xj, xj+1), (57)
where
fj(xj−1, ·, xj+1) ∈ Iso
(
z
xj−1 · xj+1
z → zx˜j−1 πCj (·) x˜j+1
z
)
,
and
x˜j−1 = π
Cj−1(xj−1), x˜j+1 = π
Cj+1(xj+1).
Here, we use xˆj to indicate that this argument is omitted.
34
5.4 Characterizing protected gates on the M-punctured sphere us-
ing F -moves
The results in this section give the following procedure for characterizing protected gates as-
sociated with HS2(zM ), the Hilbert space of M = N + 3 anyons of type z. We know from
Proposition 3.2 that the action U |ℓ〉 = eiϕ(ℓ)|~π(ℓ)〉 on fusion-consistent labelings is parametrized
by certain families ~π = {πC}C∈C of permutations, as well as a function ϕ describing the phase-
dependence. To characterize the latter, we
(i) determine the set of allowed ‘local’ permutations πC and associated phases f for any
occuring internal curve C. This amounts to solving the consistency equation (54) for
the four-punctured sphere, with appropriate boundary labels. For the standard pants
decomposition of the N + 3-punctured sphere, this means finding all pairs
(
πCj , fj
)
where fj ∈ Iso
(
z
xj−1 · xj+1
z → zx˜j−1 πCj (·) x˜j+1
z
)
.
These correspond to isomorphisms between the Hilbert spaces associated with the labeled
surfaces S2(z, xj−1, xj+1, z) and S
2(z, x˜j−1, x˜j+1, z), where xj−1, x˜j−1 ∈ Q(j−1), xj+1, x˜j+1 ∈
Q(j + 1).
(ii) we constrain the family ~π = {πC}C∈C of allowed permutations by using the global con-
straints arising from fusion rules and gluing (Proposition 3.3). In the case of N + 3
Fibonacci anyons on the sphere with standard pants decomposition C, dimensional argu-
ments show that all πCj = id are equal to the identity permutation. For Ising anyons,
the fusion rules imply that every permutation with even index is equal to the identity
permutation, πC2j = id (in fact, there is only a single allowed label).
(iii) we determine the phases ϕ(ℓ) by using the localization property of Proposition 5.1 for
internal curves C. For N+3 anyons of type z on the sphere, this results in the consistency
conditions
ϕ(x) = ηj(x1, . . . , x̂j, . . . , xN) + fj(xj−1, xj , xj+1) where
fj(xj−1, ·, xj+1) ∈ Iso
(
z
xj−1 · xj+1
z → zx˜j−1 πCj (·) x˜j+1
z
)
for j = 1, . . . , N .
(58)
In Section 6.2, we apply this procedure to Ising anyons; in this case, the system of equations (58)
can be solved explicitly.
6 The Fibonacci and Ising models
In what follows, we apply the results of the previous sections to the Fibonacci and Ising models.
These can be considered as representative examples of non-abelian anyon models. We illustrate
the use of the developed constraints in different scenarios:
In Section 6.1.1, we show that there is no non-trivial gate for the Fibonacci model on
the torus. This derivation uses the characterization of protected gates in terms of matrices
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intertwining with the mapping class group representation obtained in Section 4.1. Note that
we cannot apply Corollary 4.2 because the representation of the mapping class group on the
torus is finite for the Fibonacci model.
In Section 6.1.2, we then consider a system with M Fibonacci anyons (where M ≥ 4 so that
the space HS2(τM ) has non-zero dimension). We establish the following statement:
Theorem 6.1 (Fibonacci anyon model). For M ≥ 4, any locality-preserving automorphism U
on the M-punctured sphere S2(τM ) is trivial (i.e., proportional to the identity).
This proof is a direct consequence of Corollary 4.2 and the known density of braiding [21, 19].
We additionally provide an independent proof not relying on this result.
Finally, we consider systems with M Ising anyons; the associated Hilbert space HS2(σM )
has non-zero dimension if and only if M ≥ 4 is even. In this case, there is a natural isomor-
phism HS2(σM ) ∼= (C2)⊗M/2−1 (described below, see Eq. (64)). Defining the (M/2 − 1)-qubit
Pauli group on the latter space in the usual way, we get the following statement:
Theorem 6.2 (Ising anyon model). Any locality-preserving automorphism U of S2(σM), where
M ≥ 4 is even, belongs to the (M/2− 1)-qubit Pauli group.
Our derivation of this result relies on the use of F -moves, as discussed in Section 5.
6.1 The Fibonacci model
For the Fibonacci model, we have A = {1, τ} and the only non-trivial fusion rule is τ×τ = 1+τ
with dτ = φ = (1 +
√
5)/2.
6.1.1 On the torus
We first consider the torus Σ and show that every protected gate is trivial. We do so by
computing some of the sets ∆ϑ, ϑ ∈ MCGΣ defined in Section 4.1. Recall (see Section 2.6) that
the mapping class group of the torus is generated by two elements s, t.
The matrix V(s) = S representing s is the usual S-matrix (expressed with respect to the
ordering (1, τ))
S =
1√
φ+ 2
(
1 φ
φ −1
)
.
In particular, the consistency condition (39) becomes
SΠDS−1 ∈ ∆,
where D = diag(λ1, λτ ) and λa ∈ U(1). We consider the two cases:
1. For Π = I, we get (using φ2 = φ+ 1)
SΠDS−1 =
1
φ+ 2
(
λ1 + λτ (φ+ 1) (λ1 − λτ )φ
(λ1 − λτ )φ λ1(φ+ 1) + λτ
)
.
For this to be a unitary monomial matrix, all entries must have modulus 0 or 1. Since
φ/(φ + 2) < 1/2, the off-diagonal elements always have modulus less than 1, and hence
must be zero. That is, we must have λ1 = λτ =: λ, and it follows that the right hand side
is in ∆. This implies that ΠD = λI.
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2. For Π =
(
0 1
1 0
)
, we get
SΠDS−1 =
1
φ+ 2
(
(λ1 + λτ )φ λ1(φ+ 1)− λτ
λτ (φ+ 1)− λ1 −(λ1 + λτ )φ
)
.
To have the absolute value of the first entry equal to 0 (see above), we must have λτ = −λ1
and we get
SΠDS−1 = λ1
(
0 1
−1 0
)
,
which is a unitary monomial matrix. That is, we have ΠD = λ
(
0 1
−1 0
)
.
Summarizing, we conclude that
∆s =
{
λI, λ
(
0 1
−1 0
) ∣∣∣∣ λ ∈ U(1)}. (59)
The element t ∈ MCGΣ defined by twisting along one of the homologically non-trivial
cycles is represented by the matrix V(t) = T = diag(1, e4πi/5). We consider the consistency
condition (39) for the composition st ∈ MCGΣ:
(ST )ΠD(ST )−1 ∈ ∆,
where D = diag(λ1, λτ ) and λa ∈ U(1). Again, we consider the following two cases:
1. For Π = I, we get
(ST )ΠD(ST )−1 =
1
φ+ 2
(
λ1 + λτ (φ+ 1) (λ1 − λτ )φ
(λ1 − λτ )φ λ1(φ+ 1) + λτ
)
.
This is identical to the first case above, thus ΠD = λI.
2. For Π =
(
0 1
1 0
)
, we get
(ST )ΠD(ST )−1 =
ζ
φ+ 2
(
(ζ3λ1 − λτ )φ ζ3λ1(φ+ 1) + λτ
−ζ3λ1 − λτ (φ+ 1) −(ζ3λ1 − λτ )φ
)
,
where ζ = eiπ/5. Since φ/(φ + 2) < 1/2, the diagonal elements must vanish, that is, we
have λτ = ζ
3λ1. This indeed then gives an element of ∆, and ΠD = λ
(
0 e3πi/5
1 0
)
.
In summary, we have shown that
∆st =
{
λI, λ
(
0 e3πi/5
1 0
) ∣∣∣∣ λ ∈ U(1)}. (60)
Combining (59) and (60), we conclude that
∆s ∩∆st = {λI | λ ∈ U(1)},
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and this means that ∆MCGΣ ⊂ ∆s ∩ ∆st = {λI | λ ∈ U(1)}. According to Theorem 4.1, this
implies that there is no non-trivial protected gate on the torus.
Note that this conclusion is consistent with the form of a Dehn twist, given by the logical
unitary U = diag(1, e4πi/5) (with the ‘topological’ phases or twists on the diagonal): Dehn
twists do not preserve locality! For example, for a Dehn twist along C1, an operator supported
on C2 may end up with support in the neighborhood of the union C1 ∪ C2 under conjugation
by the unitary realizing the Dehn twist.
6.1.2 On the M-punctured sphere
We now provide a proof of Theorem 6.1. As already mentioned, braiding of M ≥ 4 Fibonacci
anyons is known to be universal [21, 19], hence we could invoke Corollary 4.2. Instead, we give a
different proof by exploiting the equivalence relation introduced in Section 4.3 and analyzing the
dimension of the associated spaces (i.e., using the constraints arising from the gluing postulate,
see Section 3.2).
Consider the M-punctured sphere Σ = S2(τM ) corresponding to M Fibonacci anyons. We
will use as our ‘standard’ basis the one arising from the standard DAP decomposition C of
the M-punctured sphere introduced in Section 2.5 (see Fig. 5). We then have the following
statement:
Lemma 6.3. There is only one equivalence class under the relation ∼. Furthermore, the set
of braids {σj}M−1j=1 generates the relation ∼.
Proof. Let x and x′ be two fusion-consistent labelings that are related by interchanging τ = xj
and 1 = x′j (or vice versa) in the j-th entry (but are otherwise the same). Fusion-consistency
implies that xj−1 = x
′
j−1 = xj+1 = x
′
j+1 = τ . In particular, the relevant braid matrix describing
the action of V (σj) is B(τ, τ) which has non-zero entries everywhere. We conclude that
〈x′|V (σj)|x〉 6= 0 and 〈x′|V (σj)|x′〉 6= 0 .
This implies that x ⇔σj x′. Since any fusion-consistent labeling can be obtained from the
sequence τN = (τ, . . . , τ) by such interchanges, we conclude that any two fusion-consistent
labelings are equivalent. That is, there is only one equivalence class under ∼.
We will now argue that the conditions of Lemma 4.3 (ii) apply in this situation: that is, any
protected gate U acts diagonally in any of the bases Bσj(C) obtained from the standard DAP-
decomposition by applying a braid group generator σj . In fact, we will argue more generally
that U acts diagonally in any basis defined by a DAP-decomposition.
To do so, consider first the standard DAP-decomposition and the spaces HΣ′j(a,a) for j ∈
{1, . . . ,M − 3} and a ∈ {1, τ} (cf. (21)), where Σ′j is obtained from Σ by cutting along the
curve Cj which leaves a j+2-punctured and a (M−j)-punctured sphere, respectively. Note that
τ is its own antiparticle (τ = τ), and hence it suffices to consider Σ′j(τ, τ) and Σ
′
j(1, 1). Our goal
is to identify pairs (a, a˜) such that HΣ′j(a,a) ∼= HΣ′j(a˜,a˜) are isomorphic, this being a necessary
condition for a permutation satisfying πCj (a) = a˜ (see Proposition (3.3) and Eq. (35)). To
compute dimHΣ′j(a,a) for a ∈ {1, τ}, we make use of the general fact that dimHS2(τM ) = ΦM−1
where ΦM denotes theM-th Fibonacci number, starting with Φ0 = 0 and Φ1 = 1 and satisfying
the recurrence relation ΦM+1 = ΦM + ΦM−1. From (21), we obtain dimHΣ′j(1,1) = ΦjΦM−j−2
and dimHΣ′j(τ,τ) = Φj+1ΦM−j−1, excluding the case j = 1 = M−3 which satisfies dimHΣ′1(1,1) =
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Φ1ΦM−3 = dimHΣ′
M−3(1,1)
and dimHΣ′1(τ,τ) = Φ2ΦM−2 = dimHΣ′M−3(τ,τ), it follows from the
monotonicity and positivity of Φ that
dimHΣ′j(1,1) < dimHΣ′j(τ,τ) for M > 4, and all j ∈ {1, ...,M − 3}. (61)
Hence, according to the consistency condition (35), for M > 4, we only get an isomorphism
HΣ′(a,a) ∼= HΣ′(πC(a),πC (a)) with πC = id being trivial for any internal loop C in a standard DAP
decomposition. This shows that a protected gate acts diagonally in the standard basis.
Observe that this argument only involved the dimensions of the fusion spaces obtained by
cutting along a curve Cj in the pants decomposition. Since it is generally true that cutting along
a curve will decompose theM-punctured sphere into an j+2-punctured and a (M−j)-punctured
sphere, respectively (for some j), the argument extends to arbitrary DAP-decompositions. In
particular, U is diagonal with respect to each of the bases Bσj(C), as claimed.
We have shown that the conditions of Lemma 4.3 apply. With Lemma 6.3, Theorem 6.1 is
immediate.
6.2 The Ising model
The Ising anyon model has label set A = {1, ψ, σ} and non-trivial fusion rules
ψ × ψ = 1, ψ × σ = σ, σ × σ = 1 + ψ.
6.2.1 On the 4-punctured sphere
Consider the possible spaces HS2(σ,j,k,σ) for {j, k} ∈ A, and observe that fusion consistency
implies
dimHS2(σ,j,k,σ) =

0 if j 6= k = σ or k 6= j = σ
1 if j, k ∈ {1, ψ},
2 if j = k = σ.
Therefore, the only nontrivial case to consider is HS2(σ,σ,σ,σ) = HS2(σ4) with an ordered basis
{|1〉, |ψ〉}. A locality-preserving automorphism of HS2(σ4) will act as
U |a〉 = eiηeif(a)|πC(a)〉 where f ∈ Iso
(
σ
σ · σ
σ → σσ πC(·) σ
σ
)
A valid permutation πC of {1, ψ} that defines the action of U , and the set of phases can be
determined as follows. Let BC = {|1〉C, |ψ〉C} and BC′ = {|1〉C′, |ψ〉C′} be corresponding ordered
bases of HS2(σ4) for the two DAP-decomposition C and C′, respectively. The F -matrix relating
these two bases is given in the ordered basis BC as
F =
1√
2
(
1 1
1 −1
)
.
Now consider some locality-preserving automorphism U expressed in the bases BC and BC′
as U = ΠD and U′ = Π′D′ respectively, for some 2 × 2 permutation matrices Π,Π′ and
diagonal matrices D = diag(λ1, λψ) and D
′ = diag(λ′1, λ
′
ψ) with phases λa, λ
′
a ∈ U(1). Then
the consistency relation takes the form U′ = FUF−1. Next, we find all consistent solutions for
a given permutation Π.
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1. For Π = I, we get
FΠDF−1 =
1
2
(
λ1 + λψ λ1 − λψ
λ1 − λψ λ1 + λψ
)
= Π′D′. (62)
Suppose that Π′ = I. Then the consistency relation (62) becomes
1
2
(
λ1 + λψ λ1 − λψ
λ1 − λψ λ1 + λψ
)
=
(
λ′1 0
0 λ′ψ
)
,
which implies λ1 = λψ = λ
′
1 = λ
′
ψ =: e
iη. Therefore U expressed in the basis BC is trivial
up to a global phase:
U = eiηI.
Suppose instead that Π′ =
(
0 1
1 0
)
. The consistency relation (62) then becomes
1
2
(
λ1 + λψ λ1 − λψ
λ1 − λψ λ1 + λψ
)
=
(
0 λ′ψ
λ′1 0
)
,
which implies λ1 = −λψ and λ′1 = λ′ψ = λ1. Setting eiη := λ1, implies that U expressed
in the basis BC is given by
U = eiη
(
1 0
0 −1
)
.
These two solutions of the consistency relation, for the case Π = I, now determine the
only two functions of the set
Iso
(
σ
σ · σ
σ → σσ id(·) σ
σ
)
= {(f(1), f(ψ))} = {(0, 0), (0, π)}.
2. For Π =
(
0 1
1 0
)
, corresponding to the transposition (ψ, 1), we get
FΠDF−1 =
1
2
(
λ1 + λψ λ1 − λψ
−λ1 + λψ −λ1 − λψ
)
= Π′D′. (63)
By taking Π′ = I, this becomes
1
2
(
λ1 + λψ λ1 − λψ
−λ1 + λψ −λ1 − λψ
)
=
(
λ′1 0
0 λ′ψ
)
,
which implies λ1 = λψ = λ
′
1 = −λ′ψ. Letting eiη := λ1 allows U to be expressed in the
basis BC by
U = eiη
(
0 1
1 0
)
.
Instead, suppose now that Π′ =
(
0 1
1 0
)
. Then the consistency relation (63) is of the
form
1
2
(
λ1 + λψ λ1 − λψ
−λ1 + λψ −λ1 − λψ
)
=
(
0 λ′ψ
λ′1 0
)
,
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implying that λ1 = −λψ = −λ′1 = λ′ψ. Let eiη := λ1, then this shows that U expressed in
the basis BC is given by
U = eiη
(
0 −1
1 0
)
.
Furthermore, these two solutions completely determine the relevant set of functions (which
happens to be the same as the previous case for Π = I):
Iso
(
σ
σ · σ
σ → σσ (ψ, 1)(·) σ
σ
)
= {(f(1), f(ψ))} = {(0, 0), (0, π)}.
By denoting the single qubit (logical) Pauli group as
P :=
{
λ
(
1 0
0 1
)
, λ
(
1 0
0 −1
)
, λ
(
0 1
1 0
)
, λ
(
0 −i
i 0
) ∣∣∣ λ ∈ U(1)},
these results can be summarized as follows: If U is a locality-preserving automorphism of the
fusion space HS2(σ4) of the 4-punctured sphere, then U expressed in the basis BC is in P.
6.2.2 On the M-punctured sphere
Let M ≥ 4 and consider the M = N + 3-punctured sphere S2(σM) and corresponding space
HS2(σM ). For the ‘standard’ DAP-decomposition C of S2(σM), a consistent labeling L(C) cor-
responds to a sequence
(
ℓ(C1), . . . , ℓ(CN)
)
=: (x1, . . . , xN) =: x. It is readily observed that
dimHS2(σM ) = 0 if M is odd, as there are no consistent labelings in this case.
Therefore, in what follows we will restrict our discussion to the M = N + 3-punctured
sphere where N is any odd positive integer. In this case, any consistent labeling ℓ ∈ L(C) yields
a sequence (x1, . . . , xN ) where xi ∈ {1, ψ} for odd i and xi = σ is fixed for even i. Actually any
such labeling of this form is consistent, giving an isomorphism defined in terms of orthonormal
basis elements by
W : HS2(σN+3) → (C2)(N+1)/2
|x〉 7→ |x1〉 ⊗ |x3〉 ⊗ · · · ⊗ |xN 〉 . (64)
Lemma 6.4. Consider the ‘standard’ basis of the M-punctured sphere S2(σM), where M ≥ 4
is even. Then there is only one equivalence class under the relation ∼. Furthermore, the set of
braids {σj}M−1j=1 generates the relation ∼.
Proof. If two fusion-consistent labelings x, x′ differ only in location 2j+1, they can be connected
by σ2j+1: the relevant braid matrix is
B(σ, σ) =
e−3πi/8√
2
(
i 1
1 i
)
.
We have x⇔σ2j+1 x′, and it follows that there is only one equivalence class under ∼.
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Now consider a locality-preserving automorphism U of HS2(σN+3) and its associated fam-
ily ~π = {πCj} of permutations. Because only sequences x with x2j = σ for all j are fusion-
consistent, and ~π is a permutation on L(C), we conclude that πC2j (σ) = σ for all j. In other
words, we can essentially ignore labels carrying even indices. For odd indices, only labels
x2j+1 ∈ {1, ψ} are allowed, which means that πC2j+1 ∈ {id, (ψ, 1)} either leaves the label invari-
ant or interchanges ψ and 1. In conclusion, ~π = {πCj}Nj=1 are of the form πCj ∈ {id, (ψ, 1)} for
odd j, and πCj = id for even j.
For odd j = 2k + 1, we obtain the constraint
ϕ(x) = η2k+1(x1, . . . , x̂2k+1, . . . , xN ) + f2k+1(x2k+1) for k = 0, . . . , (N − 1)/2
where f2k+1 ∈ Iso
(
σ
σ · σ
σ → σσ πC2k+1(·) σ
σ
)
given that for even labels
πC2m(x2m) = x2m = σ. Let us write
ϕ(x) = η(x) +
(N+1)/2∑
m=0
f2m+1(x2m+1) (65)
and show that η(x) = η is actually independent of the labeling x. Indeed, we can write
η(x) =
(
ϕ(x)− f2k+1(x2k+1)
)− (N+1)/2∑
m,m6=k
f2m+1(x2m+1)
= η2k+1(x1, . . . , x̂2k+1, . . . , xN )−
(N+1)/2∑
m,m6=k
f2m+1(x2m+1)
Since this holds for all k, we conclude that η(x) = η(x̂1, x2, x̂3, x4, . . .) is a function of the even
entries only. But the latter are all fixed as x2m = σ, hence η(x) = η is simply a global phase.
We can now combine these results into a general statement concerning locality-preserving
automorphisms of the M-punctured sphere S2(σM). Again, since dimHS2(σM ) = 0 for odd M
and dimHS2(σ2) = 1, we are only concerned with the cases where M = N + 3 ≥ 4 is even. Let
{|x〉}x∈L(C) be a basis of HS2(σM ). Then such an automorphism must act on HS2(σM ) as
U |x〉 = eiϕ(x)|~π(x)〉, where ϕ(x) = η +
(N+1)/2∑
m=0
f2m+1(x2m+1)
and
f2k+1 ∈ Iso
(
σ
σ · σ
σ → σσ πC2k+1(·) σ
σ
)
=
{(
f(1), f(ψ)
)}
= {(0, 0), (0, π)}.
More explicitly, we have
U |x〉 = eiη
(N+1)/2∏
m=1
eif2m+1(x2m+1)
 |πC1(x1), x2, πC3(x3), x4, . . . , πCN (xN )〉.
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In particular, under the isomorphism (64), we get
WUW−1 = eiη
(N+1)/2⊗
m=1
Um where Um|a〉 = eif2m−1(a)|πC2m−1(a)〉 .
From Section 6.2.1, we know that Um is a single-qubit Pauli for each m up to a global phase.
This concludes the proof of Theorem 6.2.
7 Abelian anyon models
Our goal in this section is to characterize topologically protected gates in general abelian anyon
models. For simplicity, we will restrict our attention to closed 2-manifolds Σ (see Fig. 1).
We have seen in Lemma 3.1 that in an arbitrary anyon model, protected gates permute the
idempotents along closed loops. In this section we show that for the case of abelian anyon
models, the protected gates can only permute the labels of string operators along closed loops
(up to phases), which refines Lemma 3.1 for abelian models. To formalize this notion, we
introduce the generalized Pauli and Clifford groups in Section 7.1. The main result of this
Section, can then be stated as follows:
Theorem 7.1. For an abelian anyon model, any locality-preserving unitary automorphism U
acting on HΣ has logical action [U ] ∈ Clifford⋆Σ.
For abelian anyon models, the set A of particles is an abelian group and the fusion rules
(i.e., the Verlinde algebra (7)) are given by the group product, N cab = 1 if and only if c = ab
andN cab = 0 otherwise. In other words, any two particles a and b fuse to a unique particle c = ab,
and the identity element 1 ∈ A is the only particle satisfying 1a = a for all a ∈ A. Another
requirement is that the S matrix is composed entirely of phases (divided by the quantum
dimension D), and S1a = Sa1 = 1/D for all a ∈ A. Furthermore, the involution a 7→ a defining
the antiparticle associated to a ∈ A is simple the inverse a = a−1 with respect to the group
multiplication. Note that, by the fundamental theorem of finitely generated abelian groups,
the group A is isomorphic to ZN1 × ZN2 × · · · × ZNr for some prime powers Nj. The number
N = lcm(N1, . . . , Nr) will play an important role in the following, determining e.g., the order
of a protected gate.
It is well known that for abelian anyons a and b, and two inequivalent loops C and C ′ whose
intersection number is 1 in the manifold Σ the relation
[Fb(C
′)][Fa(C)][Fb(C
′)][Fa(C)] = DSab[id] (66)
holds. As we will see, this provides an additional constraint on the logical action of a protected
gate U . The following consistency condition must hold:
Lemma 7.2. Let C and C ′ be two loops on Σ which intersect once. Consider the action of a
locality preserving unitary automorphism of the code on the string operators on C and C ′, that
is
ρU([Fb(C)]) =
∑
d
Λb,d[Fd(C)], ρU([Fb(C
′)]) =
∑
d
Λ′b,d[Fd(C
′)]. (67)
Then the matrices Λ and Λ′ must satisfy the following consistency condition
Λa,c Λ
′
b,d (Scd − Sab) = 0 ∀a, b, c, d ∈ A. (68)
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Proof. Since in an abelian anyon model every string operator [Fa(C)] is unitary the relation (66)
is equivalent to the commutation relation
[Fb(C
′)][Fa(C)] = DSab[Fa(C)][Fb(C ′)].
Conjugating this by U and rearranging terms yields
0 =
∑
c,d
Λa,c Λ
′
b,d (DScd −DSab) [Fc(C)][Fd(C ′)]. (69)
The claim follows from linear independence of the logical operators [Fc(C)][Fd(C
′)].
Invoking our previous result of Lemma 3.1, the following lemma is implied:
Lemma 7.3. The anyon labels of string operators along the loop are permuted by U
Λb,d = e
iφbδd,π˜(b), (70)
for some phase φb, and where π˜ is a permutation of anyon labels.
Proof. Recall from (29) that
Λb,d =
∑
a
Sb,a
S1,a
S1,πC(a)Sd,πC(a) =
∑
a
Sb,aSd,πC(a), (71)
where πC is the permutation of the central idempotents associated with loop C, where the
second equality holds for abelian anyons. An analogous equation holds for loop C ′. Now sum
over all a ∈ A in (68). To evaluate the sum, we require ∑a Λa,c and ∑a Λa,cSab. Firstly,∑
a
Λa,c =
∑
a,g
Sa,gSc,πC(g) = D
∑
g
δg,1Sc,πC(g) = DSc,πC(1),
where we used unitarity of the S-matrix, δ1z =
∑
x Sx1Sxz =
∑
x Sxz/D. Secondly,∑
a
Λa,cSab =
∑
a,g
Sa,gSc,πC(g)Sab =
∑
a,g
Sa,gSc,πC(g)Sab =
∑
g
δg,bSc,πC(g) = Sc,πC(b).
Therefore (68) implies (DScdSc,πC(1) − Sc,πC(b))Λ′b,d = 0 ∀b, c, d ∈ A. (72)
For any B ∈ A, there must exist at least one anyon D ∈ A such that Λ′B,D 6= 0. Then
DScDSc,πC(1) − Sc,πC(B) = 0 ∀c ∈ A. (73)
For each D′ 6= D, there must be some C ∈ A such that SCD 6= SCD′. Therefore substituting
into (72) the values b = B, c = C and d = D′, the term in brackets must be non-zero, implying
Λ′B,D′ = 0 for all D
′ 6= D. Unitarity of U yields the claim for loop C ′.
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7.1 The generalized Pauli and Clifford groups
Consider the case where A = ZN1 × · · · × ZNr and set N = lcm(N1, . . . , Nr). We define the
following group associated with the surface Σ.
Definition 7.4 (Pauli group). Consider a genus-g surface Σ and let G = {Cj}3g−1j=1 be the loops
associated with generators of the mapping class group as in Fig. 1. The Pauli group PauliΣ
associated with Σ is
PauliΣ :=
〈 {
λ[Fa(C)]
∣∣ λ ∈ 〈e2πi/N〉, a ∈ A, C ∈ G} 〉 ,
i.e., the set of logical operators generated by taking products of string-operators associated
with G, where 〈e2πi/N 〉 is the subgroup of U(1) consisting of N-th roots of unity.
According to Eq. (66), we can always reorder and write each element P ∈ PauliΣ in the
standard form
P = λ[Fa1(C1)] · · · [Fa3g−1(C3g−1)] for some λ ∈ 〈e2πi/N 〉, aj ∈ A .
This shows that the group PauliΣ is finite. Furthermore, since a
N = 1 for every a ∈ A, we
conclude that PN = λ[id] is proportional to the identity up to a phase λ ∈ 〈e2πi/N〉. That is,
every element of the Pauli group PauliΣ has order dividing N .
Given this definition, we can proceed to give the definition of the Clifford group.
Definition 7.5 (Clifford group). The Clifford group associated with Σ is the group of logical
unitaries
CliffordΣ := {λ[U ] | [U ]PauliΣ[U ]−1 ⊂ PauliΣ, λ ∈ 〈e2πi/N 〉} .
In this definition, [U ] is any logical unitary on the code space.
We can define a ‘homology-preserving subgroup’ of CliffordΣ. To do so, we first introduce
the following subgroup of PauliΣ associated with a loop on Σ.
Definition 7.6 (Restricted Pauli group). Let C ∈ G be a single closed loop. We set
PauliΣ(C) :=
〈 {
λ[Fa(C)]
∣∣ λ ∈ 〈e2πi/N 〉, a ∈ A} 〉 ,
i.e., the subgroup generated by string-operators associated with the loop C.
It is straightforward to check that for any C ∈ G, the subgroup PauliΣg(C) ⊂ PauliΣg is nor-
mal; furthermore, any P ∈ PauliΣg(C) has the simple form of a product P = λ[Fa1(C)] · · · [Far(C)].
Given this definition, we can define a subgroup of Clifford group elements as follows:
Definition 7.7 (Homology-preserving Clifford group). The homology-preserving Clifford group
associated with Σ is the subgroup
Clifford⋆Σ := {λ[U ] | [U ]PauliΣ(C)[U ]−1 ⊂ PauliΣ(C) for all C ∈ G, λ ∈ 〈e2πi/N 〉} .
Note that this is a proper subgroup, i.e., Clifford⋆Σ ( CliffordΣ, as can be seen from the
following example.
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Example 7.8. Consider for example Kitaev’s D(Z2)-code on a torus Σ2 (cf. Example 2.1).
In this case, there are two inequivalent homologically non-trivial cycles C1 and C2. In the
language of stabilizer codes, the logical operators (X¯1, Z¯1) = (Fe(C1), Fm(C2)) and (X¯2, Z¯2) =
(Fe(C2), Fm(C1)) are often referred to as the logical Pauli operators associated with the first and
second logical qubit, respectively. Consider the logical Hadamard H¯1 on the first qubit, which
acts as
H¯1X¯1H¯
†
1 = Z¯1 and H¯1Z¯1H¯
†
1 = X¯1
but leaves X¯2 and Z¯2 invariant. Then H¯1 belongs to the Clifford group, H¯1 ∈ CliffordΣ. However,
H¯1 6∈ Clifford⋆Σ because X¯1 and Z¯1 belong to different homology classes (specified by C1 and C2,
respectively).
In the following, we make use of the existence of a loop C ′ which intersects with a given
loop C exactly once. Note that this is not necessarily given, but works in the special case
where C is one of the 3g − 1 curves {Cj}3g−1j=1 associated with the generators of the mapping
class group of the genus-g surface Σg (cf. Fig. 1). We are now ready to prove Theorem 7.1, i.e.,
that a protected gate U has logical action [U ] ∈ Clifford⋆Σ.
Proof. By Lemma 7.3, we have that
∑
c Λa,c[Fc(C)] = λ[Fb(C)] for some λ ∈ U(1) and b ∈ A.
It remains to show that λ is an N -th root of unity. We have
λN [id] = λN [Fb(C)
N ] = [λFb(C)]
N = [U ][Fa(C)]
N [U †] = [id]
because the string operators Fa(C) have order dividing N , thus we must have λ
N = 1. Because
a and C were arbitrary, this concludes the proof that [U ] ∈ Clifford⋆Σ.
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A Density on a subspace and protected gates
Lemma A.1. Let H0 be an invariant subspace under the mapping class group representation,
and suppose the action of MCGΣ is dense in the projective unitary group PU(H0). Let H1 be
the orthogonal complement of H0 in HΣ. Assume that the decomposition H0 ⊕H1 stems from
the gluing postulate in the sense that Hj =
⊕
~a∈Λj
HΣ′(~a) for j = 0, 1, where Λ0,Λ1 are disjoint
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set of labelings of the boundary components of the surface Σ′ obtained by cutting Σ along a
family ~C of pairwise non-intersecting curves. If dimH1 < dimH0 (or a similar assumption),
then any protected gate U leaves H0 invariant and acts as a global phase on it.
Proof. Extending ~C to a DAP-decomposition C, the unitary U expressed in the (suitably or-
dered) basis BC takes the form
U =
(
U00 U01
U10 U11
)
,
where Ujk describes the operator PHjUPHk obtained by projecting the domain and image of U
to Hk and Hj , respectively.
Consider the Schur decomposition U00 = W00ΓW
†
00 of U00, i.e., W00 is a unitary matrix
and Γ is upper triangular. There are different cases to consider:
(i) If Γ is diagonal with a single eigenvalue λ, then
U =
(
λI U01
U10 U11
)
.
Assume for the sake of contradiction that λ = 0. Writing dj = dimHj , the d1×d0-matrix
U10, must have exactly d0 non-zero values, each in a different row because U ∈ ∆. This
is only possible if d1 > d0, contradicting our assumption.
We conclude that λ 6= 0. But then the condition U ∈ ∆ requires that λ ∈ U(1) and
U01 = U10 = 0 (since we cannot have more than one non-zero entry in each column or
row).
(ii) Γ has a non-zero off-diagonal element Γj,k, j < k. We will show that this is not consistent
with the fact that U is a protected gate (i.e., leads to a contradiction). By reordering
basis elements of BC, we can assume without loss of generality that Γ1,2 6= 0. By using,
e.g., Solovay-Kitaev on H0, we find a product V˜ = V(ϑ1) · · ·V(ϑm) of images of mapping
class group elements approximating V =W†00 ⊕W11, where W11 is an arbitrary unitary
on H1.
Consider the matrix VUV†. We have (VUV†)j,k = Γj,k for j, k = 1, . . . , dimH0. In
particular, (VUV†)1,2 6= 0 and (VUV†)2,1 = 0.
We claim that we must have (VUV†)1,1 = (VUV
†)2,2 = 0. To show this, assume for the
sake of contradiction that one of these diagonal entries is non-zero. Then VUV† 6∈ ∆
since it has two non-zero entries in the same row or column. But this implies V˜UV˜† 6∈ ∆
since V˜UV˜† ≈ VUV†, a contradiction to the fact that U ∈ ∆ϑ1···ϑm.
Now letXj,k = (VUV
†)j,k for j, k ∈ {1, 2} be the principal minor 2×2 submatrix. We have
established that its only non-zero entry is X1,2. Using the Hadamard matrix H , we then
have (HXH†)1,1 = X1,2/2 6= 0 and (HXH†)1,2 = −X1,2/2 6= 0. Let H = H ⊕ I(dimH0−2).
By Solovay-Kitaev, we can find a product V˜′ = V(ϑ′1) · · ·V(ϑ′ℓ) of images of mapping
class group elements approximating V′ = H ⊕W′11, where W′11 is an arbitrary unitary
on H1. Then we have
(V′VUV†(V′)†)1,1 = X1,2/2 6= 0
(V′VUV†(V′)†)1,2 = −X1,2/2 6= 0 ,
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which shows that V′VUV†(V′)† 6∈ ∆. By continuity, this shows that V˜′V˜UV˜†(V˜′)† 6∈ ∆,
contradicting the fact that U ∈ ∆ϑ′1···ϑ′ℓϑ1···ϑm .
(iii) Γ is diagonal with distinct eigenvalues: in this case we can apply the same kind of argument
as in the proof of Corollary 4.2.
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