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Рассмотрим линейную нейронную сеть, состоящую из n 
нейронных элементов распределительного слоя и m - выход-
ного слоя (рисунок 1). 
Для данной сети каждый нейрон распределительного слоя 
имеет синаптические связи со всеми нейронами обрабатыва-
ющего слоя. В качестве нейронов выходного слоя использу-
ются элементы с линейной функцией активации.  
Получим выражение для адаптивного шага обучения ли-
нейной нейронной сети после подачи на вход сети нескольких 
образов ( ) ( )L,1kx,,xx knk1k == K . 
Теорема. Для линейной нейронной сети величина адап-






































































Модификация синаптических связей с использованием 
адаптивного шага обучения определяется выражениями: 
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−⋅+=+ .     (3) 
Доказательство: Выходное значение j-ого нейрона сети 







jy ==∑ −= .           (4) 
Среднеквадратичная ошибка сети для всей обучающей 














Для определения адаптивного шага обучения с использо-
ванием метода наискорейшего спуска необходимо определить 
такой шаг обучения сети, который минимизирует среднеквад-
ратичную ошибку. 
Подставляя выражения для изменения весовых коэффи-
циентов  




и порогов нейронных элементов  




в (4), получим:  
( ) ( ) ( ) ( )
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Рисунок 1. Линейная нейронная сеть 
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Для определения адаптивного шага обучения необходимо 


































































































































































, то при таком α 
достигается минимальное значение среднеквадратичной 
ошибки. 
Так как  
( ) ( )
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то, подставляя эти соотношения в (5), имеем: 


































































































































































, что и 
требовалось доказать. 
Учитывая (6), (7), получим выражения для модификации 
синаптических связей с использованием адаптивного шага 
обучения (2) и (3) соответственно: 
( ) ( ) ( ) ( )
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Теорема доказана. 
Следствие 1. В случае одного j – ого выходного нейрон-
























































−= .  
Следствие 2. В случае одного образа, т. е. при 1L = , 






































































































      (9) 
Модификация синаптических связей в этом случае опре-
деляется выражениями:  



















,                (10) 















+=+ .          (11) 
Соотношения (1), (8), (9) можно получить, используя вы-
ражение оптимальной величины шага для метода наискорей-
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Так, например, используя последнее соотношение, полу-












































































































































 в противном случае. 
Тогда 
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Заметим, что соотношение (12) может быть использовано 
для получения выражений величины адаптивного шага обу-






jS tyE . 
Приведем алгоритм обучения нейронной сети, использу-
ющий соотношения (1)-(4): 
1. Задается минимальная среднеквадратичная ошибка сети 
mE , которой необходимо достичь в процессе обучения. 
2. Случайным образом инициализируются весовые коэф-
фициенты сети ( )m,1j,n,1iωij == , и пороговые зна-
чения нейронных элементов ( )m,1jT j = . 
3. Подаются входные образы 
( ) ( )L,1kx,,xx knk1k == K  на нейронную сеть и вычис-
ляются векторы ( ) ( )L,1ky,,yy kmk1k == K  выходной 
активности сети, определяемые соотношениями (4). 
4. Вычисляется величина адаптивного шага обучения 
)t(α , определяемая соотношением (1).     
5. Производится изменение весовых коэффициентов 
( ) ( )m,1j,n,1i1tωij ==+  и порогов нейронной сети 
( ) ( )m,1j1tT j =+  согласно выражениям (2) и (3), соот-
ветственно. 
6. Алгоритм завершает свою работу, если суммарная 












1E  не превосходит заданной вели-
чины mE , т. е. mS EE ≥ , в противном случае выполняется 
п. 2. 
В зависимости от решаемой задачи (п. 4, 5 алгоритма) 
можно комбинировать следующие методы изменения весовых 
коэффициентов и порогов нейронной сети: 
1. Метод координатной релаксации. На каждом шаге 
“ликвидируют” наибольшее по абсолютной величине значе-









1jE  средне-квадратичной ошиб-
ки j – ого нейронного элемента выходного слоя путем ис-
правления весовых коэффициентов ( ) ( )n,1i1tωij =+  и 
порога нейронной сети ( )1tT j +  согласно выражениям (2) и 
(3), с учетом соотношения (8). 
2. Метод групповой релаксации. На каждом шаге “ликви-
дируют” наибольшее по абсолютной величине значение 









1kE  путем исправления весовых 
коэффициентов ( ) ( )m,1j,n,1i1tωij ==+  и порогов 
нейронной сети ( ) ( )m,1j1tT j =+  согласно выражениям 
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Лукша Л.К., Набил Ал Мхана, Пастушков Г.П. 
О РАСЧЕТЕ ПРОЧНОСТИ ТРЕХСЛОЙНЫХ ТРУБОБЕТОННЫХ ЭЛЕМЕНТОВ 
 
В работах [1, 2] рассмотрен вопрос расчета прочности 
трехслойных трубобетонных элементов. Расчет создан в рам-
ках фундаментального научного направления в теории трубо-
бетона, разработанного в трудах [3, 4] и развитого в последу-
ющих работах [5, 6] и др. Поскольку конструкция трехслой-
ного трубобетонного элемента является внутренне статически 
неопределяемой, то для построения метода расчета элемента 
необходимо рассмотрение условий совместности перемеще-
ний. В работах [1, 2] условие совместности формулировалось, 
как разность суммы относительных перемещений стальных 
труб и относительного перемещения бетонного ядра, равная 
нулю. В таком случае уравнение совместности записывается в 
виде 
0bεsiεseε =−+ .                   (1) 
Однако возможна и другая запись уравнения совместно-
сти: 
bε2siεseε =+ ,                               (2) 
которую можно сформулировать как равенство суммы отно-
сительных деформаций стальных труб удвоенной относи-
тельной деформации бетонного ядра. Цель настоящей статьи 
– выяснить влияние условий совместности на точность рас-
четных формул, полученных из двух разных уравнений сов-
местности. 
Расчетная формула для определения бокового давления 
бетонного ядра на стальные трубы в предельном состоянии в 











































В = 1 + νs , 
νs, νb – коэффициенты Пуассона стали труб и бетона в пла-




y σ ,σ  – пределы текучести 
или расчетные сопротивления стали наружной и внутренней 
труб, Rb – призменная прочность или расчетное сопротивле-
ние бетона ядра, α=Еse/Eb – отношение модулей упругости 
стали и бетона, αs=Еse/Esi – отношение модулей упругости 
стали наружной и внутренней труб, βs=De/Di – отношение 
наружного к внутреннему диаметру наружной трубы, βi=de/di 
– отношение наружного к внутреннему диаметру внутренней 
трубы, γ – коэффициент эффективности бокового давления 






























,            (5) 
К – коэффициент эффективности бокового давления, дей-
ствующего на наружную трубу. Можно принимать К=4, либо 
вычислять его из гиперболической формулы [5]:  
К = 10–100σo/(Rb+15σo).                (6) 
Если же исходить из уравнения совместности (2), то рас-












































Из сравнения зависимостей (3) и (7) а также (4) и (8) вид-
но, что они отличаются множителями, равными 2, при неко-
торых слагаемых рассматриваемых формул. Посколько 
сомножитель 2 имеется и в числителе и в знаменателе форму-
лы (7), то его влияние в некоторой степени взаимно уравно-
вешивается для выражения, стоящего перед скобкой форму-
лы (7). Однако, поскольку сомножитель 2 содержится в функ-
ции параметров трехслойного трубобетонного элемента (8), 
то он в равной степени будет влиять на величину степенно-
показательной функции, стоящей в скобках формулы (7). По-
этому для оценки общего влияния сомножителя 2 были про-
изведены расчеты несущей способности негибких трехслой-
ных трубобетонных элементов, в которых боковое давление 
вычислялось по обеим формулам (3) и (7).  
Несущая способность элемента определялась по формуле  







 - площади поперечных соотвественно 
сечений бетонного ядра, наружной и внутренней труб; σze, σzi 
- осевые расчетные сопротивления стальных труб с учетом 
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