Abstract-We propose a unified and systematic framework for performing online nonnegative matrix factorization in the presence of outliers. Our framework is particularly suited to large-scale data. We propose two solvers based on projected gradient descent and the alternating direction method of multipliers. We prove that the sequence of objective values converges almost surely by appealing to the quasi-martingale convergence theorem. We also show the sequence of learned dictionaries converges to the set of stationary points of the expected loss function almost surely. In addition, we extend our basic problem formulation to various settings with different constraints and regularizers. We also adapt the solvers and analyses to each setting. We perform extensive experiments on both synthetic and real datasets. These experiments demonstrate the computational efficiency and efficacy of our algorithms on tasks such as (parts-based) basis learning, image denoising, shadow removal, and foreground-background separation.
I. INTRODUCTION

I
N RECENT years, Nonnegative Matrix Factorization (NMF) has become a popular dimensionality reduction [2] technique, due to its parts-based, non-subtractive interpretation of the learned basis [3] . Given a nonnegative data matrix V, it seeks to approximately decompose V into two nonnegative matrices, W and H, such that V ≈ WH. In the literature, the fidelity of such a approximation is most commonly measured by V − WH 2 F [4] - [8] . To obtain this approximation, many algorithms have been proposed, including multiplicative updates [4] , block principal pivoting [5] , projected gradient descent [6] , active set method [7] , and the alternating direction method of multipliers [8] . These algorithms have promising performances in numerous applications, including document clustering [9] , hyperspectral unmixing [10] and audio source separation [11] . However, there are also many studies [12] , [13] showing that their performances deteriorate under two common and practical scenarios. The first scenario is when the data matrix V has a large number of columns (data samples). This situation arises in today's data-rich environment. Batch data processing methods used in the aforementioned algorithms become highly inefficient in terms of the computational time and storage space. The second scenario is the existence of outliers in some of the data samples. For example (e.g.), there are glares and shadows in images due to bad illumination conditions. Another example is the presence of impulse noises in time series, including speech recordings in natural language processing or temperature recordings in weather forecasting. The outliers, if not handled properly, can significantly corrupt the learned basis matrix, thus the underlying low-dimensional data structure cannot be learned reliably. Moreover, outlier detection and pruning become much more difficult in large-scale datasets [14] . As such, it is imperative to design algorithms that can learn interpretable parts-based basis representations from large-scale datasets whilst being robust to possible outliers.
A. Previous Works
Many efforts have been devoted to address each challenge separately. To handle large datasets, researchers have pursued solutions in three main directions. The first class of algorithms proposed is know as online NMF algorithms [12] , [15] - [19] . These algorithms aim to refine the basis matrix each time a new data sample is acquired without storing the past data samples. The second class of algorithms is known as distributed NMF [20] - [23] . The basic idea behind these algorithms is to distribute the data samples over a network of agents so that several small-scale optimization problems can be performed concurrently. The final class of algorithms is called the compressed NMF algorithms [24] , [25] . These algorithms perform structured random compression to project the data onto the lower-dimensional manifolds. As such, the size of the dataset can be reduced. These three approaches have successfully reduced the computation and storage complexities-either provably or through numerical experiments. For the existence of outliers, a class of algorithms called the (batch) robust NMF [13] , [26] - [35] has been proposed to reliably learn the basis matrix by minimizing the effects of the outliers. The robustness against the outliers is achieved via different approaches. These are detailed in Section II-A. However, to the best of our knowledge, so far there are no NMF-based algorithms that are able to systematically handle outliers in large-scale datasets.
B. Main Contributions
In this paper, we propose an algorithm called the online NMF with outliers that fills this void. Specifically, our algorithm aims to learn the basis matrix W in an online manner whilst being robust to outliers. The development of the proposed algorithm involves much more than the straightforward combination or adaptation of online NMF and robust NMF algorithms. Indeed, since there are many ways to "robustify" the NMF algorithms, it is crucial to find an appropriate way to incorporate such robustness guarantees into the online algorithms. Our algorithm proceeds as follows. At each time instant, we solve two optimization problems. The first enables us to learn the coefficient and outlier vectors while the second enables us to update the basis matrix. We propose two solvers based on projected gradient descent (PGD) and alternating direction method of multipliers (ADMM) to solve both optimization problems. Moreover, the presence of outliers also results in more difficulty when we analyze the convergence properties of our algorithms. See Section V-C for a detailed discussion. We remark that in recent years, some algorithms of similar flavors have been proposed, e.g., online robust PCA [36] , [37] and online robust dictionary learning [38] . However, due to different problem formulations, our algorithm has many distinctive features, which then calls for different techniques to develop the solvers and analyze the convergence properties. Furthermore, in Section VII, we also observe its superior performance on real-world applications, including (parts-based) basis learning, image denoising, shadow removal and foreground-background separation, over the similar algorithms. In sum, our contributions are threefold: 1) We develop two different solvers based on PGD and ADMM to solve the optimization problems at each time instant. These two solvers can be easily extended to two novel solvers for the batch robust NMF problem. The theoretical and empirical performances of both solvers are compared and contrasted. 2) Assuming the data are independently drawn from some common distribution P , we prove the almost sure convergence of the sequence of objective values as well as the almost sure convergence of the sequence of learned basis matrices to the set of stationary points of the expected loss function. The proof techniques involve the use of tools from convex analysis [39] and empirical process theory [40] , as well as the quasi-martingale convergence theorem [41, Theorem 9.4 & Proposition 9.5]. 3) We extend the basic problem setting to various other general settings, by altering the constraint sets and adding regularizers. We also indicate how to adapt our solvers and analyses to each case. By doing so, the applicability of our algorithms is greatly generalized.
C. Paper Organization
This paper is organized as follows. We first provide a more detailed literature survey in Section II. Next we state a formal formulation of our problem in Section III. The algorithms are derived in Section IV and their convergence properties are analyzed in Section V. In Section VI, we extend our basic problem formulations to a wide variety of settings, and indicate how the solvers and analyses can be adapted to each setting. Finally in Section VII, we provide extensive experiment results on both synthetic and real data. The results are compared to those of their batch counterparts and other online matrix factorization algorithms. We conclude the paper in Section VIII stating some promising avenues for further investigations.
In this paper, all the lemmas and sections with indices beginning with 'S' will appear in the supplemental material [98] .
D. Notations
In the following, we use capital boldface letters to denote matrices. For example, the (updated) dictionary/basis matrix at time t is denoted by W t . We use F and K to denote the ambient dimension and the (known) latent dimension of data respectively. We use lower-case boldface letters to denote vectors. Specifically, at time instant t, we denote the acquired sample vector, learned coefficient vector and outlier vector as v t , h t and r t respectively. For a vector x, its i-th entry is denoted by x i . Given a matrix X, we denote its i-th row as X i: , j-th column as X :j and (i, j)-th entry by x i,j . Moreover, we denote its Frobenius norm by X F , spectral norm by X 2 , 1,1 norm by X 1,1 i,j |x i,j | and trace by tr(X). Inequality x ≥ 0 or X ≥ 0 denotes entry-wise nonnegativity. We use ·, · to denote the Frobenius inner product between two matrices and 1 the vector with all entries equal to one. For a closed convex nonempty set A, we denote P A as the Euclidean projector onto A. In particular, P + denotes the Euclidean projector onto the nonnegative orthant. Also, the ∞-indicator function of A, I A is defined as
In particular, I + denotes the ∞-indicator function of the nonnegative orthant. For n ∈ N, [n] := {1, 2, . . . , n}. Also, R + denotes the set of nonnegative real numbers.
II. RELATED WORKS
A. Robust NMF
The canonical NMF problem can be stated as the following minimization problem
where C ⊆ R F ×K + denotes the constraint set for W and N denotes the number of data samples. In many works [4] , [42] , [43] , C is set to R F ×K + . For simplicity, we omit regularizers on W and {h i } N i=1 at this point. Since algorithms for the canonical NMF perform unsatisfactorily when the data contain outliers, robust NMF algorithms have been proposed. Previous algorithms for robust NMF fall into two categories. The first category [26] - [33] replaces the (half) squared 2 loss 1/2 v i − Wh i 2 2 in (2) with some other robust loss measure ψ(· ·) [33] . The second category [13] , [34] , [35] retains the squared 2 loss but explicitly models the outlier vectors
. Specifically, (2) is reformulated as
where λ ≥ 0 is the regularization parameter, R = [r 1 , . . . , r N ] is the outlier matrix, φ(R) is the regularizer on R and Q is the feasible set of R. Depending on the assumed sparsity structure of R, φ(R) can be the (4) are convex programs. However, as shown empirically, the estimated basis matrix W represents meaningful parts of the data and the residues of the outliers in the reconstructed matrix W H are very small [1] , [34] , [35] .
B. Online Matrix Factorization
Existing algorithms on online matrix factorization belong to two distinct categories. The first category of algorithms [16] , [18] , [36] , [37] , [44] assumes the data samples {v t } t≥1 are generated independently from a time-invariant distribution P . Under this assumption, it is possible to provide theoretical guarantees on the convergence of the online stochastic algorithms by leveraging the empirical process theory, as was done in [16] , [36] , [37] , [44] . These methods have extensive applications, including document clustering [18] , image inpainting [44] , face recognition [16] , and image annotation [16] . The second category of algorithms [12] , [15] , [17] , [19] , [38] , [45] - [48] , with major applications in visual tracking, assumes that the data generation distribution P is time-varying. Although these assumptions are weaker than those in the first class of algorithms, it is very difficult to provide theoretical guarantees on the convergence of the online algorithms.
C. Online Low-Rank and Sparse Modeling
Another related line of works [49] - [53] aims to recover the low-rank data matrix L and the sparse outlier matrix S from their additive mixture M in an online fashion. Among these works, [49] - [51] assume that the sequence of mixture vectors (columns of M) arrives in a streaming fashion. The authors derive the recovery algorithms based on their proposed models of the sequence of ground-truth data vectors (columns of L) and outlier vectors (columns of S). The authors of [52] , [53] adopt a different approach. They allow the number of mixture vectors to be large but finite and use an alternating minimization approach to solve a variant of (4) (with additional Tikhonov regularizers on W and
(with fixed W), the authors employ the stochastic gradient descent method, thus ensuring that their algorithms are scalable to large-scale data.
III. PROBLEM FORMULATION
Following Section II-A, in this work we explicitly model the outlier vectors as {r t } t≥1 . Also, we assume the data generation distribution P is time-invariant, for ease of the convergence analysis. First, for a fixed data sample v and a fixed basis matrix W, define the loss function with respect to (w.r.t.) v and W, (v, W) as
where
and R {r ∈ R F | r ∞ ≤ M } is the constraint set of the outlier vector r. Here we use the 1 regularization to promote entrywise sparsity on r.
Next, given a finite set of data samples {v i } i∈ [t] iid ∼ P , we define the empirical loss associated with {v i } i∈ [t] , f t (W) as
. Following the convention of the online learning literature [54] - [56] , instead of minimizing the empirical loss f t (W) in (7), we aim to minimize the expected loss f (W), i.e.,
In other words, we aim to solve a (non-convex) stochastic program [57] . Note that by the strong law of large numbers, given any W ∈ C, we have f t (W) a.s.
We make three remarks here. First we explain the reasonings behind the choice of the constraint sets C and R. The set C constrains the columns of W in the unit (nonnegative) 2 ball. This is to prevent the entries of W from being unbounded, following the conventions in [6] , [58] . The set R uniformly bounds the entries of r. This is because in practice, both the underlying data (without outliers) and the observed data are uniformly bounded entrywise. Since we do not require r to be exactly recovered, this prior information can often improve the estimation of r. For real data, the bound M > 0 can often be easily chosen. For example, for gray-scale images, M can be chosen as 2 m − 1, where m is the number of bits per pixel. In the case of matrices containing ratings from users with a maximum rating of υ, M can be chosen as υ. In some scenarios where M is difficult to estimate, we simply set M = ∞. As will be shown in Sections IV and V, the algorithms and analyses developed for finite M can be easily adapted to infinite M . Second, for the sake of brevity, we omit regularizing W and h. Such regularizations, together with other possible constraint sets of W and r will be discussed in Section VI. Third, we assume the ambient data dimension F , the latent data dimension K and the penalty parameter λ in (5) are time-invariant parameters. 1 In this work, we do not simultaneously consider the data with high ambient dimensions. An attempt on this problem in the context of dictionary learning with the squared-2 loss has been made in [59] .
IV. ALGORITHMS
To tackle the problem proposed in Section III, we leverage the stochastic majorization-minimization (MM) framework [60] , [61] , which has been widely used in previous works on online matrix factorization [12] , [15] , [17] , [19] , [36] - [38] , [44] , [45] . In essence, such framework decomposes the optimization problem in (8) into two steps, namely nonnegative encoding and dictionary update. Concretely, at a time instant t (t ≥ 1), we first learn the coefficient vector h t and the outlier vector r t based on the newly acquired data sample v t and the previous dictionary matrix W t−1 . Specifically, we solve the following convex optimization problem
Here the initial basis matrix W 0 is randomly chosen in C. Next, based on the past statistics {v i , h i , r i } i∈ [t] , the basis matrix is updated to
We note that (10) can be rewritten as
are the sufficient statistics. From (12), we observe that our algorithm has a storage complexity independent of t since only A t , B t and W t need to be stored and updated. To solve (9) and (12) (at a fixed time instant t), we propose two solvers based on PGD and ADMM respectively. For ease of reference, we refer to the former algorithm as OPGD and the latter as OADMM. We now explain the motivations behind proposing these two solvers. Since both (9) and (12) are constrained optimization problems, the most straightforward solver would be based on PGD. Although such a solver has a linear computational complexity per iteration, it typically needs a large number of iterations to converge. Moreover, it is also easily trapped in bad local minima [62] . Thus, it would be meaningful to contrast its performance with a solver with very different properties. This leads us to propose another solver based on ADMM. Such a solver has a higher computational complexity per iteration but typically needs fewer number of iterations to converge [8] . It is also less susceptible to bad local minima since it solves optimization problems in the dual space. In Section VII, we will show that the practical performances of these two solvers are comparable despite the different properties they possess. Thus either solver can be used for most practical purposes.
In the sequel, we omit the time subscript t to keep notations uncluttered. In the iterations, the updated value of a variable is denoted with the superscript '+'. Pseudo-codes of the entire algorithm (for N data samples) are provided in Algorithm 1.
Algorithm 1: Online NMF with Outliers (ONMFO).
Input: Data samples {v i } i∈ [N ] , penalty parameter λ, initial dictionary matrix W 0 Initialize sufficient statistics: A 0 := 0, B 0 := 0 for t = 1 to N do 1) Acquire a data sample v t .
2) Learn the coefficient vector h t and the outlier vector r t based on W t−1 , using the solvers based on PGD or ADMM (detailed in Sections IV-A1 and IV-B1) (h t , r t ) := arg min h≥0,r∈R
3) Update the sufficient statistics
4) Learn the dictionary matrix W t based on A t and B t , using the solvers based on PGD or ADMM (detailed in Section IV-A2 and IV-B2)
end for Output: Final dictionary matrix W N
A. Online Algorithm Based on PGD (OPGD)
1) PGD Solver for (9) : For a fixed W, we solve (9) by alternating between the following two steps
. The steps (13) and (14) can be interpreted based on the framework of block MM [63] , [64] . Specifically, it is easy to verify that the steps (13) and (14) amount to finding the (unique) minimizers of the majorant functions 3 of h → (v, W, h , r) at h and r → (v, W, h + , r ) at r respectively. Therefore, the convergence analysis in [63] guarantees that such alternating minimization procedure converges to a global optimum of (9) .
In addition, we notice that the minimizations in both (13) and (14) have closed-form solutions. For (13), the solution is given by the PGD update step (with constant step size)
For ease of parameter tuning, we rewrite η = κ/L (0 < κ ≤ 1). Furthermore, we fix η (or κ) throughout all iterations.
2 At time t, the value of L is computed based on
For (14), if M = ∞, the solution is precisely given by
where S λ is the (elementwise) soft-thresholding operator threshold λ. Otherwise, when M is finite, using [65, Lemma 5] (see Lemma S-3), we have
where for any x ∈ R F and i ∈ [F ],
2) PGD Solver for (12) : Similar to the procedure for solving (13), we first rewrite (12) as
First, it is easy to see p t is convex and differentiable, ∇p t is Lipschitz with constant L t A t F . Thus, we can construct a majorant function
By Lemma S-4, the projection step in (21) is given by
(22) Again, for each iteration given in (21), we use the same step size
Remark 2: In the literature [66] , [67] , the accelerated proximal gradient descent (APGD) method has been proposed to accelerate the canonical PGD method. With an additional extrapolation step in each iteration, the convergence rate can be
, where k denotes the number of iterations. However, since in our implementations, both (9) and (12) were only solved to a prescribed accuracy (see Section VII-B2), we observed no significant reduction in running times on the real tasks. Thus for simplicity, we only employ the canonical PGD method.
B. Online Algorithm Based on ADMM (OADMM)
Below we only present the update rules derived via ADMM. The detailed derivation steps are shown in Section S-1.
1) ADMM Solver for (9): First we reformulate (9) as
Thus the augmented Lagrangian is
where α, β are dual variables and ρ 1 , ρ 2 are positive penalty parameters. Then we sequentially update each of h, r, u, q, α and β while keeping other variables fixed
2) ADMM Solver for (12) : Again, we rewrite (12) as
The augmented Lagrangian in this case is
where D is the dual variable and ρ 3 is a positive penalty parameter. Minimizing W, Q and D sequentially yields
Remark 3: A few comments are now in order: First, although algorithms based on both PGD and ADMM exist in the literature for the canonical NMF problem (see for example, [6] , [8] , [62] ), our problem setting is different from those in the previous works. Specifically, our problem explicitly models the outlier vector r and the constraint set on W is more complicated than the non-negative orthant R F ×K + . Moreover, for the algorithm based on PGD, we use a fixed step size though all the iterations. In contrast, the usual projected gradient method applied to NMF [6] involves computationally intensive Armijotype line searches for the step sizes. Second, although updates (25) and (33) involve matrix inversions, the operations do not incur high computational complexity since both matrices to be inverted have sizes K × K where K F . Third, the proposed two solvers can be easily extended to solve the batch NMF problem with outliers. Thus, we have also effectively proposed two new solvers for the (batch) robust NMF problem. These extensions are detailed in Section S-2. In the sequel we term these two batch algorithms as BPGD and BADMM respectively. Finally, the stopping criteria of both OPGD and OADMM for solving (9) and (12) will be described in Section VII-B2.
V. CONVERGENCE ANALYSES
In this section, we analyze the convergence of both the sequence of objective values {f (W t )} t≥1 (Theorem 1) and the sequence of dictionary matrices {W t } t≥1 (Theorem 2) produced by Algorithm 1. It is worth noticing that the analyses are independent of the specific solvers used in steps 2) and 4) in Algorithm 1. Indeed, in our analyses, we only leverage the fact that both (9) and (12) can be exactly solved.
A. Preliminaries
First, given any h ≥ 0 and r ∈ R, we observe that 
Next, we notice that can be equivalently defined as
where H is a compact and convex set in R K + . This is because h * in (5) is bounded, due to the boundedness of v i and W. Thus it suffices to consider minimizing h over a compact set in R K + . We can further choose H to be convex. If M = ∞, we can similarly show r * is bounded thus still consider minimizing r over a compact and convex set R in R F . We make three assumptions for our subsequent analyses.
Assumptions:
1) The data generation distribution P has a compact support set V.
All of the assumptions above are made to simplify the convergence analyses. Among them, Assumption 1 naturally holds for real data, which are always bounded. Assumptions 2 and 3 play roles in proving Lemma 1 and 2 respectively. Apart from this, they have no effects in proving our main theorems (i.e., Theorem 1 and 2). These two assumptions hold by simply adding strongly convex regularizers to (v, W, h, r) or f t (W). For example, we can add Tikhonov regularizer (ν 1 h 2 2 + ν 2 r 2 2 )/2 (for some positive ν 1 , ν 2 ) to (v, W, h, r), then in such case m 1 = min(ν 1 , ν 2 ). Adding such regularizers can be regarded as a way to promote smoothness and avoid over-fitting on W, h and r (see Section VI). Moreover, including the regularizers in (v, W, h, r) or f t (W) will not alter any steps in our analyses. In terms of our algorithms, for small regularization weights (e.g., ν 1 , ν 2 1), such regularizers will only slightly alter steps (36) and (37) 
Thus for simplicity we omit such regularizers in the algorithm. However, both of our solvers (OPGD and OADMM) can be straightforwardly adapted to the regularized case. Finally, we define the notion of stationary point of a constrained optimization problem.
Definition 1: Given a real Hilbert space X , a differentiable function g : X → R and a set K ⊆ X , x 0 ∈ K is a stationary point of
B. Main Results and Key Lemmas
In this section we present our main results (Theorem 1 and 2) and key lemmas to prove these results (Lemma 1 and 2). We only show proof sketches here. Detailed proofs are deferred to Section S-3 to S-8 in the supplemental material.
Theorem 1 (Almost sure convergence of the sequence of objective values):
In Algorithm 1, the nonnegative stochastic process { f t (W t )} t≥1 converges a.s. Furthermore, {f (W t )} t≥1 converges to the same almost sure limit as { f t (W t )} t≥1 .
Proof Sketch. The proof proceeds in two major steps. First, making use of the quasi-martingale convergence theorem [41, Theorem 9.4 & Proposition 9.5] (see Lemma S-8), we prove { f t (W t )} t≥1 converges a.s. by showing the series of the expected positive variations of this process converges. A key step in proving the convergence of this series is to bound each summand of the series by Donsker's theorem (see Lemma S-9). To invoke this theorem, we show the class of measurable functions { (·, W) : W ∈ C} is P -Donsker [40] using the Lipschitz continuity of (v, ·) on C (see Lemma 1) and [40, Example 19.7] (see Lemma S-11). Second, we show
by showing -11) , we can show the class of measurable functions { (·, W) : W ∈ C} is P -Glivenko-Cantelli [40] . By the Glivenko-Cantelli theorem (see Lemma S-10) we have
In particular,
Finally, (40) and (42) 
converge. We focus on {W t k } k ≥1 hereafter and denote its limit by W. Our goal is to show for any W ∈ C, the directional derivative ∇f (W) Remark 5: Due to the nonconvexity of the canonical NMF problem, finding global optima of (2) is in general out-of-reach. Indeed, [68] shows (2) is NP-hard. Therefore in the literature [58] , [69] , convergence to the set of stationary points (see Definition 1) of (2) has been studied instead. In the online setting, it is even harder to show that the sequence of dictionaries {W t } t≥1 converges to the global optima of (8) (in some probabilistic sense). Thus Theorem 2 only states the convergence result with respect to the stationary point of (8) , which has been the state-of-the-art in the literature of online matrix factorization [37] , [44] . On the other hand, we notice that under certain assumptions on the data matrix V, e.g., the separability condition proposed in [70] , exact NMF algorithms have been proposed in [71] - [73] . The optimization techniques therein are discrete (and combinatorial) in nature, and vastly differ from the continuous optimization techniques typically employed in solving the canonical NMF problem. In addition, some heuristics for obtaining exact NMF using continuous optimization techniques have been proposed in [74] . Nevertheless, developing exact NMF algorithms in the online setting could be an interesting future research direction.
The following two lemmas are used in the proof of Theorem 1 and 2. In particular, Lemma 1 states that the loss functions and f respectively defined in (5) and (8) satisfy some regularity conditions. Lemma 2 then bounds the variations in the stochastic process {W t } t≥1 .
Lemma 1 (Regularity properties of and f ): The loss functions and f satisfy the following properties
is Lipschitz on C with Lipschitz constant independent of v.
2) The expected loss function f (W) is differentiable on C and ∇f (W) is Lipschitz on C. Proof Sketch. The regularity properties of on V × C originate from the regularity properties of on V × C. Since Assumption 2 ensures the minimizer for (38) , (h * (v, W), r * (v, W)) is unique for any (v, W) ∈ V × C, we can invoke Danskin's theorem (see Lemma S-5) to guarantee the differentiability of . Moreover, we invoke the maximum theorem (see Lemma S-6) to ensure the continuity of (h * (v, W), r * (v, W)) on V × C. These results together imply that satisfies the desired regularity properties. The regularity properties of f on C hinges upon the regularity properties of . Indeed, by Leibniz integral rule (see Lemma S-7), we can show f is differentiable and
Hence the Lipschitz continuity of ∇f follows naturally from the Lipschitz continuity of W → ∇ W (v, W).
Proof Sketch. The upper bound for W t+1 − W t F results from the strong convexity and Lipschitz continuity of f t . Specifically, they together imply an order difference between the upper and lower bounds of
where c t is only dependent on t. Some calculations reveal that c t = O(1/t) a.s.
C. Discussions
We highlight the distinctions between our convergence analyses and those in the previous works. Our first main result (Theorem 1) is somewhat analogous to the results in [16] , [36] , [37] , [44] . However, the stochastic optimization of (8) in [16] is based on robust stochastic approximations [75] , a very different approach from ours (see Section IV). This leads to significant differences in the analyses. For example, at time t, their dictionary update step does not necessarily minimize f t (W), a fact that we heavily leverage. The rest of the works fall under a similar framework as ours. However, in [44] , a general sparse coding problem is considered. Thus, they assume a sufficient condition ensuring a unique solution in the Lasso-like sparse coding step holds. This assumption adds certain complications in proving ∇f is Lipschitz. Because our problem setting is different, we avoid these issues. Thus we are able to provide a more succinct proof, despite having some additional features, e.g., the presence of the outlier vector r. The most closely related works are [36] and [37] , both of which consider the online robust PCA problems but with different loss functions. However, the nonnegativity constraints on W and h and box constraints on r distinguish our proof from theirs. For our second main result (Theorem 2), we note that in previous works [36] , [37] , seemingly stronger results have been shown. Specifically, these works manage to show {W t } t≥1 converges, either to one stationary point [37] or to the global minimizer [36] of f . However, due to different problem settings, their proof techniques cannot be easily adapted to our problem setting. Inspired by [60] , we instead manage to characterize the subsequential limits of {W t } t≥1 generated by almost sure realizations of {v t } t≥1 . This result is almost as good as the results in the abovementioned previous works since it implies that there exists a stationary point of f such that its neighborhood contains infinitely many points of the sequence almost surely.
VI. EXTENSIONS
In Section III, we considered a basic formulation of the online NMF problem with outliers. Here, we extend this formulation to a wider class of problem settings, with different constraints and regularizers on W, h and r. We also discuss how to adapt our algorithms and analyses to these settings.
A. Different Constraints on W and r
If the constraint set C changes, in terms of both solvers in Section IV, only (21) and (34), the updates involving projections onto C, need to be changed. In terms of the analyses, using a similar argument as in Section V-A, we can show the (unique) optimal solution W * (A t , B t ) in (12) is bounded 6 regardless of boundedness of C. Thus, the optimization problem (12) can always be restricted to a compact set. The rest of the analyses proceeds as usual. Therefore, in the following, we only discuss the (convex) variants of C and the associated (Euclidean) projection methods.
1) The nonnegative orthant C 1 R
F ×K +
. This constraint is the most basic yet the most widely used constraint in NMF, although it does not well control the scale of W. The projection onto the nonnegative orthant involves simple entrywise thresholding.
2) The probability simplex C 2 {W ∈ R [16] . Different from C, C 2 also prevents some columns of W from having arbitrarily small norms. Efficient projection algorithms onto the probability simplex have been well studied. See [76] , [77] for details.
3) The nonnegative elastic-net ball [78] - [80] :
where both γ 1 and γ 2 are nonnegative. C 3 is a general constraint set since it subsumes both C (the nonnegative 2 ball) and the nonnegative 1 ball. Compared to C, this constraint encourages sparsity on the basis matrix W, thus leading to better interpretability on the basis vectors. Efficient algorithms for projection onto the elastic-net ball have been proposed in [44] , [81] . For the outlier vector r, the nonnegativity constraint can be added to R to model (bounded) nonnegative outliers, so the new constraint R {r ∈ R F + | r ∞ ≤ M }. In such case r 1 = 1 T r so (14) amounts to a quadratic minimization program with box constraints. Both the algorithms and the analyses can be easily adapted to such a simpler case. 6 From (12), we observe that W t is a function of only A t and B t if Assumption 3 holds.
B. Regularizers for W, h and r
We use λ i ≥ 0 to denote the penalty parameters. For W, the elastic-net regularization can be employed, i.e., λ 1 W 1,1 + λ 2 /2 W 2 F . This includes 1 and 2 regularizers on W as special cases. As pointed out in [19] , [82] and [78] , 1 and 2 regularizers promote sparsity and smoothness on W respectively. Because W ≥ 0, (12) with the elastic-net regularization is still quadratic. In terms of the analyses, Assumption 3 can be removed and the rest remains the same.
For h, several regularizers can be used:
1) The Lasso regularizer λ 3 h 1 . It induces sparsity on h, hence the optimization problem (13) with such regularizer is termed nonnegative sparse coding [38] , [80] . 2) The Tikhonov regularizer: λ 4 /2 h 2 2 . This regularizer induces smoothness and avoids over-fitting on h. Both the 1 and 2 regularizers preserve the quadratic nature of (13).
3) The group Lasso regularizer λ 5 α √ ξ α h α 2 , where h α 's are (non-overlapping) subvectors of h with lengths ξ α . This regularizer induces sparsity among groups of entries in h. Efficient algorithms to solve (13) under this regularization have been proposed in [82] , [83] . 4) The sparse group Lasso regularizer λ 6 
Compared with the group lasso regularizer, this one also encourages sparsity within each group. Efficient algorithms for solving (13) with this regularization have been discussed in [84] , [85] . Since (13) with each regularizer above is still a convex program, the analyses remain unchanged. Similar regularizers on h can be applied to r, so for simplicity we omit the discussions here. Compared to h, the only differences are that r may be negative and bounded. However, standard algorithms in such case are available in the literature [84] - [86] .
Remark 6: Some remarks are in order. First, for certain pairs of constraints and regularizers above (e.g., the elastic-net ball constraint of W and the elastic-net regularization on W), the optimization problems are equivalent (admit the same optimal solutions) for specific value pairs of (γ i , λ i ). However, the algorithms and analyses for these equivalent problems can be much different. Second, all the alternative constraint sets and regularizers discussed above are convex, since our analyses heavily leverage the (strong) convexity of and f (see Section V-A). It would be a meaningful future research direction to consider nonconvex constraints or regularizers.
VII. EXPERIMENTS
We present results of numerical experiments to demonstrate the computational efficiency and efficacy of our online algorithms (OPGD and OADMM). We first state the experimental setup. Next we introduce some heuristics used in our experiments and the choices of parameters. We show the efficiency of our algorithms by examining the convergence speeds of the objective functions. The efficacy of our algorithms is shown via the (parts-based) basis representations and three meaningful real-world applications-image denoising, shadow removal and foreground-background separation. All the experiments were run in 64-bit Matlab R (R2015b) on a machine with Intel R Core i7-4790 3.6 GHz CPU and 8 GB RAM.
A. Experimental Setup
The datasets used in the experiments include one synthetic dataset, two face datasets (including the CBCL dataset [4] and the YaleB dataset [87] ) and two video sequences in the i2r dataset [88] . For each task, we compared the performances of our online algorithms against those of four other matrix factorization algorithms, including BPGD, BADMM, online robust PCA (ORPCA) [36] and online NMF (ONMF) [16] . Such comparisons allow us to show multiple advantages of the proposed algorithms. Specifically, compared with their batch counterparts (BPGD and BADMM), our online algorithms have much faster convergence speeds in terms of the objective values. 7 Moreover, compared with ORPCA, we are able to learn parts-based basis representations. Finally, compared with ONMF, we can recover the underlying low-dimensional data structure with minimal effects of outliers.
B. Strategies in Practical Implementations
1) Initializations:
For both online algorithms (OPGD and OADMM), the entries of initial dictionary W 0 were randomly generated independently and identically from the standard uniform distribution U [0, 1]. This distribution can certainly be of other forms, e.g., the half-normal distribution 8 HN (0, 1). However, we observed in all the experiments that different initialization schemes of W 0 led to similar results. At each time instant, similar initialization methods on h and r were also used in solving (36) . While for solving (37), we use W t−1 as the initialization to exploit the similarities between dictionaries in adjacent iterations. This approach led to improved computational efficiency in practice. For the batch algorithms (BPGD and BADMM), the initial dictionary and coefficient matrix were similarly initialized as W 0 .
2) Stopping Criteria: For the optimization problem (36), we employed the same stopping criterion for both algorithms OPGD and OADMM. Specifically, at time t, we stopped (36) 
or k > κ max , where th > 0 denotes the threshold for the relative decrease of objective values and κ max ∈ N denotes the maximum number of iterations. We set th = 1 × 10 −3 and κ max = 50 for all the experiments. Similar stopping criterion applies to both OPGD and OADMM in solving (37), except 7 The problem formulations in the existing batch robust NMF algorithms [13] , [26] - [32] , [34] , [35] are different from ours here. Specifically, most of the algorithms do not use the 1 , 1 regularization to remove the effect of outliers. Moreover, the constraints on W and R are simpler in their formulations. All these differences contribute to different results in the experiments. Thus for the purpose of fair comparisons, we chose to compare our online algorithms with their batch counterparts.
8 HN (σ 2 ) denotes the half-normal distribution with scale parameter σ 2 , i.e.,
, |Y | is halfnormal with scale parameter σ 2 .
in this case, we set th = 1 × 10 −4 and κ max = 200 for better precision in updating the dictionary.
3) Heuristics: We now describe some heuristics employed in the implementations of our online algorithms. We remark that all the heuristics used in this work are common in the literature of online matrix factorization [15] , [44] . First, since the sample size of the benchmarking datasets in real world may not be large enough, we replicate it p times to aggregate its size. Each (aggregated) dataset is represented as an F × N matrix, where F equals the ambient dimension of the data 9 and N equals p times the size of the original dataset. Next, for the aggregated image dataset, we randomly shuffle the images in it to simulate an i.i.d. data stream. We also normalize each data sample so that it has unit maximum pixel value. The last heuristic is called the mini-batch extension, namely at a time instant, we process τ images altogether (τ ≥ 1). This amounts to sampling τ i.i.d. samples from P at each time.
C. Parameter Settings
We discuss how to set the values of the important parameters in our online algorithms. These parameters include the regularization parameter λ in (5), the constraint parameter M in the definition of R, the mini-batch size τ , the latent data dimensionality K, the penalty parameters {ρ i } i∈ [3] in OADMM, and the step sizes κ and { κ t } t≥1 in OPGD. First, we set λ = 1/ √ F , following the convention in the literature [36] , [37] , [44] . Since each image has unit maximum pixel value, it is straightforward to set M = 1. For the mini-batch size τ , we propose a rule-ofthumb, that is to choose τ ≤ 4 × 10 −4 N , e.g., τ = 5 × 10 −5 N . The choice of this parameter involves a trade-off between the stability of the basis matrix and the convergence speed of the online algorithms. In general this parameter is data-dependent so there is no principled way of choosing it in the literature [16] , [44] . Therefore, our approach presents a heuristic way to partially resolve this issue. Regarding the latent data dimensionality K, there are some works [89] , [90] that describe how to choose this parameter from a Bayesian perspective. However, they involve complex Bayesian modeling and intensive computations. Thus for efficiency we set K = 49. Finally we discuss the choice of the parameters specific to each online algorithm. We first reduce the number of parameters in both algorithms by setting ρ i = ρ, for any i ∈ [3] in OADMM 10 and κ = κ t = κ, for any t ≥ 1 in OPGD. Then we set ρ = 1 and κ = 0.7. The above parameter setting will be referred as the canonical parameter setting in the sequel. Later we will show the convergence speeds of both our online algorithms are insensitive to the parameters that are set to fixed values (including τ , K, ρ and κ) within wide ranges on both the synthetic and CBCL datasets.
D. Convergence Speeds
The convergence speeds of the objective values of OPGD and OADMM are compared to the other four benchmarking al-gorithms (BPGD, BADMM, ORPCA and ONMF) on both the synthetic and CBCL datasets. For better illustration, the comparison is divided into two parts. The first involves comparison between our online algorithms and their batch counterparts. The second involves comparison between our online algorithms to other online algorithms. For the first part, we use the surrogate loss function f t as a measure of convergence because i) f t (W t ) has the same a.s. limit as f (W t ) (as t → ∞) and ii) with storage of the past statistics {v i , h i , r i } i∈ [t] , f t is easier to compute than the expected loss f or the empirical loss f t . For the second part, since different online algorithms have different objective functions, we propose a heuristic and unified measure of convergence f t : C → R + , defined as
where v o i denotes the clean data sample (without outliers and observation noise) at time i. Loosely speaking, f t (W t ) can be interpreted as the averaged regret of reconstructing the clean data up to time t. In the following experiments, unless compared with other online algorithms, we always use f t as the objective function for our online algorithms.
1) Generation of Synthetic Dataset:
The procedure to generate the synthetic dataset is described as follows. First, we gen-
, where K o denotes the ground-truth latent dimension. Similarly, we generated
Note that the normalization (projection) P V preserves the boundedness of the data. Then we generated the outlier vectors {r i } i∈ [N ] . First, we uniformly randomly selected a subset of [N ] with size νN and denoted it as I, where ν ∈ (0, 1) denotes the fraction of columns in V o to be contaminated by the outliers. For each i ∈ I, we generated the outlier vector r i ∈ [−1, 1]
F by first uniformly selecting a support set with cardinality νF , where ν ∈ (0, 1) denotes the outlier density in each data sample. Then the nonzero entries in r i were i.i.d. generated from the uniform distribution U[−1, 1]. For each i ∈ I, we set r i = 0. Define the outlier matrix
F ×N denotes the observation noise matrix with i.i.d. standard normal entries.
2) Comparison to Other Online and Batch NMF Algorithms: To make a fair comparison, all the algorithms were initialized with the same W 0 for each parameter setting. Moreover, all online algorithms had the same mini-batch size τ . The synthetic data matrix V was generated using the parameters values F = 400, K o = 49, N = 1 × 10 5 , ν = 0.7 and ν = 0.1. The convergence speeds of the aforementioned algorithms under the canonical parameter setting 11 are shown in Fig. 1 . From Fig. 1(a) , we observe our online algorithms converge much faster than their batch counterparts. From Fig. 1(b) , we observe the ORPCA algorithm converges slightly faster than our online algorithms (the time difference is less than 1s). This is because ORPCA's formulation does not incorporate nonnegativity constraints (and magnitude constraints for the outliers) so the algorithm has fewer projection steps, leading to a lower computational complexity. However, we will show in Section VII-E that it fails to learn the parts-based representations due to the lack of nonnegativity constraints. Moreover, we also observe that the ONMF algorithm fails to converge because it is unable to handle the outliers. Thus the constant perturbation from the outliers in the data samples on the learned basis matrix keeps the algorithm from converging. Furthermore, from both subfigures, we observe the objective function of OADMM has a smoother decrease that that of OPGD. This is OADMM solves the optimization problems (9) and (12) in the dual space so it avoids the sharp transitions from plateaus to valleys in the primal space. Apart from this difference, the convergence speeds of OADMM and OPGD are almost the same.
3) Insensitivity to Parameters: We now examine the influences of various parameters, including τ , K, ρ and κ, on the convergence speeds of our online algorithms on the synthetic dataset. To do so, we vary one parameter at a time while keeping the other parameters fixed as in the canonical setting. We first vary τ from 5 to 40 in a log-scale, since our proposed heuristic rule indicates τ ≤ 40. Fig. 2 shows that our rule-of-thumb works well since within its indicated range, different values of τ have very little effects on the convergence speeds of both our online algorithms. Next, we consider other values of the latent dimension K. In particular, we consider K = 25 and K = 100. Fig. 3 shows that the convergence speeds of both our online and batch algorithms are insensitive to this parameter. Then we vary ρ (in both BADMM and OADMM) from 1 to 1000 on a log-scale. We can make two observations from Fig. 4 . First, as ρ increases, both ADMM-based algorithms converge slower. However, the change of the convergence speed of OADMM is much less drastic compared to BADMM. In fact, in less than 10s, all the OADMM algorithms (with different values of ρ) converge. This is because for OADMM, a large ρ only has a significant effect on its convergence speed in the initial transient phase. After the algorithm reaches its steady state (i.e., the basis matrix becomes stable), the effect of a large ρ becomes minimal in terms of solving both (9) and (12) . Similar effects of the different values of κ on the convergence speeds of the PGD-based algorithms are observed in Fig. 5 . Together, Figs. 4 and 5 reveal another advantage of our online algorithms. That is, our online algorithms have a significantly larger tolerance of suboptimal parameters than their batch counterparts.
4) Effects of Proportion of Outliers:
We evaluate the performance of our online (and batch) algorithms (with the canonical parameter setting) on the synthetic dataset with a larger proportion of outliers. Specifically, in generating the synthetic data matrix V, we keep F , K o and N unchanged, but simultaneously increase ν and ν. Fig. 6 (a) and (b) show the convergence results of our algorithms on the synthetic dataset with (ν, ν) equal to (0.8, 0.2) and (0.9, 0.3) respectively. From Fig. 6 , we observe that our online algorithms still converge fast and steadily (without fluctuations) to a stationary point even though both ν and ν have increased.
5) Experiments on the CBCL Dataset:
To generate the CBCL face dataset with outliers, we first replicated it by a factor p = 50 (so that the total number of data samples is of the order 10 5 ) and randomly permuted the aggregated dataset as described in Section VII-B. We then contaminated it with outliers in the same manner as for the synthetic dataset. However, we avoided adding observation noise since it had been already introduced by the image acquisition process.
We then conducted experiments on the contaminated face dataset with the same parameter settings as those on the synthetic data. In the interest of space, we defer the convergence results of all the online and batch algorithms to Section S-10. The results show that both our online algorithms demonstrate fast and steady convergences on this dataset. Moreover, the convergence speeds are insensitive to the key parameters (τ , K, ρ and κ). Therefore, in the subsequent experiments, we will only focus on the canonical parameter setting unless mentioned otherwise.
E. Basis Representations
We now examine the basis matrices learned by all the algorithms on the CBCL dataset with outliers as introduced in Section VII-D5. The parameters controlling the outlier density, ν and ν are set to 0.7 and 0.1 respectively. Fig. 7 shows the basis representations learned by all the algorithms. From this figure, we observe that the basis images learned by ONMF have large residues of salt and pepper noise. Also, the basis images learned by ORPCA appear to be non-local and do not yield meaningful interpretations. In contrast, the basis images learned by our online (and batch) algorithms are free of noise and much more local than those learned by ORPCA. We can easily observe facial parts from the learned basis. Also, the basis images learned by our four algorithms are of similar quality. To further enhance the sparsity of the basis images learned, one can add sparsity constraints to each column of the basis matrix, as done for example in [43] . However, we omit such constraints in our discussions. Another parameter affecting the sparsity of the learned basis images is the latent dimension K. In general, the larger K is, the sparser the basis images will be. Here we set K = 49, in accordance with the original setting in [3] .
F. Application I: Image Denoising
A natural application that arises from the experiments on the CBCL dataset would be image denoising, in particular, removing the salt and pepper noise on images. The metric commonly used to measure the quality of the reconstructed images is peak signal-to-noise ratio (PSNR) [92] . A larger value of PSNR indicates better quality of image denoising. With a slight abuse of definition, we apply this metric to all the recovered images. For the batch algorithms, we define
where V o , W and H denote the matrix of the clean images, estimated basis matrix and estimated coefficient matrix respec- PSNR −10 log 10
In other words, a low averaged regret will result in a high PSNR. Table I shows the image denoising results of all the algorithms on the CBCL face dataset. Here the settings 1, 2 and 3 represent different densities of the salt and pepper noise. Specifically, these settings correspond to (ν, ν) equal to (0.7, 0.1), (0.8, 0.2) and (0.9, 0.3) respectively. All the results were obtained using ten random initializations of W 0 . From Table I (a), we observe that for all the three settings, in terms of PSNRs, our online algorithms only slightly underperform their batch counterparts, but slightly outperform ORPCA and greatly outperform ONMF. From Table I (b), we observe our online algorithms only have slightly longer running times than ORPCA, but are significantly faster than the rest ones. Thus in terms of the trade-off between the computational efficiency and the quality of image denoising, our online algorithms achieve comparable performances with ORPCA but are much better than the rest algorithms. Also, in terms of PSNRs and running times, no significant differences can be observed between our online algorithms. Similar results were observed when K = 25 and K = 100. See Section S-10 for details.
G. Application II: Shadow Removal
We evaluated the performances of all the online and batch algorithms on removing shadows in the face images in the YaleB dataset. It is well-known from the image processing literature that the shadows in an image can be regarded as inherent outliers. Therefore, the shadow removal task serves as another meaningful application of our online (and batch) algorithms. We first briefly describe the experiment procedure. For each subject in the YaleB dataset, we aggregated and ran- domly permuted his/her images. We set the aggregation factor p to 50 in consistency with the previous experiments. We then regarded the resulting data as the input to all the algorithms. Finally, we reconstructed the images in a similar way as in Section VII-F. The experiments were run using ten random initializations of W 0 . Fig. 8 shows some (randomly sampled) reconstructed images on subjects No. 2 and No. 8 (with one initialization of W 0 ). From this figure, we observe that overall, our online algorithms perform almost as well as their batch counterparts, except for small artifacts (e.g., salt noise) in the recovered images by our online algorithms. We also observe that the other two online algorithms are inferior to our online algorithms. Specifically, ORPCA has more prominent artifacts (e.g., salt noise with larger density) in the recovered images. ONMF in most cases either fails to remove shadow or causes large distortions to the original images. The results by other initializations of W 0 are similar to those shown in Fig. 8 . Table II shows the running times of all algorithms on the images of subject No. 2. The average running times of these algorithms on other subjects are similar to those on subject No. 2. This table, together with Fig. 8 , suggests that our online algorithms achieve the best trade-off between the computational efficiency and the quality of shadow removal. Also, both of our online algorithms have similar performances on the shadow removal task.
H. Application III: Foreground-Background Separation
Finally, we also evaluated the performance of all the online and batch algorithms on the task of foreground-background separation, which is important in video surveillance [88] , [93] .
Since the foreground objects in each video frame generally only occupy a small fraction of pixels, they have been considered as outliers in the literature [93] , [94] . Therefore, our online (and batch) algorithms can be applied to estimate the background scene, as well as learn the foreground objects. In this section, we consider two video sequences, Hall and Escalator from the i2r dataset [88] . Each video sequence consists of 200 video frames and the resolutions of the frames in Hall and Escalator are 144 × 176 and 130 × 160 respectively. 12 We set p = 10 for storage space considerations of the batch algorithms. We also repeated the experiments using ten random initializations of W 0 .
The average running times over the ten initializations of W 0 (with standard deviations) on the two video sequences are shown in Table III . We notice that consistent messages are delivered by Table III as those in Tables I(b) and II. Namely, the running times of our online algorithms are slightly longer than those of ORPCA but greatly shorter than the rest algorithms. Fig. 9 shows some (randomly sampled) background scenes and foreground objects separated by each algorithm. For each frame, the background was reconstructed using the methods introduced in Section VII-F, and the foreground was directly recovered from the corresponding column in the (estimated) outlier matrix R. Since R is absent in the formulation of ONMF, it is estimated using the difference between the original video frames and the recovered background scenes. From Fig. 9 , we observe that on both video sequences, our online algorithms are able to separate the foreground objects from the background fairly successfully, with unnoticeable residues on both foreground and background. Compared with the other algorithms, the separation results of our online algorithms are comparable to their batch counterparts and slightly better than ORPCA on the Hall sequence (with less residues in the recovered foreground). Due to the lack of robustness, the background scenes recovered by ONMF appear to be dark and the foreground objects cannot be separated from the background. Thus again, in terms of the trade-off between the computational efficiency and the quality of foregroundbackground separation, our online algorithms achieve the best performances. Also, both of our online algorithms have similar performances on the foreground-background separation task. Fig. 9 . Results of background-foreground separation by all the online and batch algorithms on the Hall (upper) and Escalator (lower) video sequences. The labels (a) to (g) denote the original video frames and results produced by ONMF, ORPCA, OADMM, OPGD, BADMM, BPGD respectively. For each algorithm, the left column denotes the background and the right column denotes the foreground (moving objects).
VIII. CONCLUSION AND FUTURE WORK
In this paper, we have developed online algorithms for NMF where the data samples are contaminated by outliers. We have shown that the proposed class of algorithms is robust to sparsely corrupted data samples and performs efficiently on large datasets. Finally, we have proved almost sure convergence guarantees of the objective function as well as the sequence of basis matrices generated by the algorithms.
We hope to pursue the following three directions for further research. First, it would be interesting to extend the convergence analyses given i.i.d. data sequences to weakly dependent data sequences (e.g., martingale or auto-regressive processes). This is because real data (e.g., video and audio recordings) have correlations among adjacent data samples. Second, it would be meaningful to consider the case where the fit-to-data term between v and Wh + r, d(v Wh + r) is not the squared 2 loss, e.g., the β-divergence [95] , [96] . This is because in many scenarios, the observation noise is not Gaussian [95] so other types of loss functions need to be used. Finally, as mentioned in Remark 6, it would be meaningful to consider nonconvex constraint sets and/or regularizers on W, h or r. This is because the nonconvex constraints and regularizers often appear in real applications [97] .
