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ABSTRACT
We investigate the dependence of the mass function of dark-matter haloes on their
environment within the cosmic web of large-scale structure. A dependence of the halo
mass function on large-scale mean density is a standard element of cosmological the-
ory, allowing mass-dependent biasing to be understood via the peak-background split.
On the assumption of a Gaussian density field, this analysis can be extended to ask
how the mass function depends on the geometrical environment: clusters, filaments,
sheets and voids, as classified via the tidal tensor (the Hessian matrix of the gravita-
tional potential). In linear theory, the problem can be solved exactly, and the result is
attractively simple: the conditional mass function has no explicit dependence on the
local tidal field, and is a function only of the local density on the filtering scale used
to define the tidal tensor. There is nevertheless a strong implicit predicted depen-
dence on geometrical environment, because the local density couples statistically to
the derivatives of the potential. We compute the predictions of this model and study
the limits of their validity by comparing them to results deduced empirically from N -
body simulations. We have verified that, to a good approximation, the abundance of
haloes in different environments depends only on their densities, and not on their tidal
structure. In this sense we find relative differences between halo abundances in differ-
ent environments with the same density which are smaller than ∼ 13%. Furthermore,
for sufficiently large filtering scales, the agreement with the theoretical prediction is
good, although there are important deviations from the Gaussian prediction at small,
non-linear scales. We discuss how to obtain improved predictions in this regime, using
the ‘effective-universe’ approach.
Key words: dark matter: clustering – N-body simulations – large-scale structure of
the universe
1 INTRODUCTION
Environmental modifications of the properties of galaxies
and galaxy systems is one of the central issues in the study of
the formation of galaxies and large-scale structure (e.g. Abell
1965, Mo & White 1996, Peacock & Smith 2000, Berlind &
Weinberg 2002, Berlind et al. 2003). The different observed
degrees of clustering of galaxies of different types can be
traced to this root cause, and the variation of galaxy bias
with scale and with redshift can be understood quantita-
tively in this way. This standard piece of cosmological theory
has two distinct elements, which are the galaxy contents of
different dark-matter haloes, and how the properties of the
halo population itself can vary with location within the over-
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all density field. In the majority of published work, ‘galaxy
environment’ refers purely to the former aspect, and is a
shorthand for properties such as the mass of the halo host-
ing a given set of galaxies (e.g. Muldrew & et al. 2012). In
this paper, we shall be concerned with the larger-scale ques-
tion – in effect defining environment via the density on scales
of a few Mpc, rather than < 100 kpc. Independent of the ex-
tent to which different haloes may generate different galaxy
contents, a detailed understanding of the large-scale modu-
lation of halo properties is a necessary preliminary. It has
the virtue that it can be studied theoretically using N -body
simulations of dark matter only. Furthermore, observational
analogues of haloes can be obtained directly via catalogues
of galaxy groups, so in principle there is much that can be
learned about this aspect of cosmological structure without
having to address the full complexity of galaxy formation.
There has been increasing recent interest in focusing
the study of environmental modifications on what might be
c© 2014 RAS
ar
X
iv
:1
40
6.
41
59
v3
  [
as
tro
-p
h.C
O]
  1
2 J
an
 20
15
2 D. Alonso et al.
termed ‘geometrical environment’ – i.e. the location of a
given galaxy or halo within the cosmic web (Doroshkevich
1970; Hahn et al. 2007; Forero-Romero et al. 2009; Hoffman
et al. 2012; Falck et al. 2014; Metuki et al. 2015; Nuza et al.
2014; Cautun et al. 2014). This term captures the visually
striking way in which the nonlinear cosmic density field sep-
arates into distinct structures with different dimensionality,
and normally four cases are considered: 3D voids and knots
at either extreme of overdensity, connected by 2D sheets
and 1D filaments. A variety of different techniques have
been proposed for constructing this decomposition. Some
are theoretically meaningful, but hard to apply to galaxy
survey data, such as the use of the peculiar velocity shear
tensor (e.g. Libeskind et al.; Metuki et al. 2013; 2015). At
the opposite extreme, there are empirical methods that are
connected very closely to the nature of the data in a given
survey (e.g. Alpaslan et al. 2014), but which are hard to re-
late to a priori theory. There is also the question of whether
we should be trying to study the ‘skeleton’ of the pattern of
the cosmic web, as in Sousbie et al. (2009), or providing a
classification analysis of space – so that each point and each
astronomical object can be allocated to a unique geometrical
environment. We take the latter approach, and will also fo-
cus on the effect of this environment on the most primitive
cosmic structures: the dark-matter haloes. The properties
of galaxies within the cosmic web are perhaps more readily
observed, but the predictions are more model dependent;
however, a framework such as the halo model is widely used
to predict the galaxy distribution once the spatial distribu-
tion of haloes is known, so it makes sense to start with this
fundamental problem.
Accordingly, we summarise in Section 2 some standard
results concerning the conditional mass function of haloes,
and how this is modulated in regions of different large-scale
overdensity; Section 3 introduces the classification of geo-
metrical environment via the Hessian of the gravitational
potential; Section 4 derives the impact of this definition of
the cosmic web on the halo mass function; Section 5 con-
trasts these predictions with results from simulations and
in Section 6 we present and discuss the main conclusions of
this paper.
2 THE CONDITIONAL HALO MASS
FUNCTION
Most of the information about the non-linear accretion
of dark matter haloes is encoded in the mass function
n(M) dM , the comoving number density of haloes with mass
M ∈ (M,M + dM). Press & Schechter (1974, PS hereafter)
developed a theoretical framework for calculating the mass
function based solely on Gaussian statistics and non-linear
spherical collapse. Their main result is that the collapsed
fraction F (> M) (the fraction of the Universe collapsed into
virialized structures of masses larger than M) can be writ-
ten as a universal (cosmology independent) function of the
variable
νc ≡ δc
σ(M)
, (1)
where δc ' 1.686 is the linear threshold for spherical collapse
and σ2(M) is the variance of the density contrast filtered
on a scale R = (3M/4piρ0)
1/3, given in linear perturbation
theory by
σ2(M) =
1
2pi2
∫ ∞
0
Pk |W (kR)|2 k2 dk, (2)
where W (kR) is the transform of a top-hat window function
and Pk is the matter power spectrum. The PS result is
F (> M) = 1− erf
(
νc√
2
)
, (3)
from which the mass function can be calculated as
n(M) dM =
ρ0
M
∣∣∣∣dF (> M)d lnM
∣∣∣∣ d lnM. (4)
Note that it is often convenient to express this in the form of
the multiplicity function: M2n(M)/ρ0, which is the fraction
of the mass of the Universe carried by haloes in unit range
of lnM .
2.1 The excursion set formalism
The PS result was given a more solid mathematical foun-
dation by Bond et al. (1991) and by Lacey & Cole (1993)
through the so-called excursion set formalism. In this frame-
work the density contrast at a given point as a function of
the smoothing scale, δ(R), forms a random walk in δ − R
space. The collapsed fraction can then be calculated as
the fraction of all those random walks that, starting at
δ(R→∞)→ 0, make a first crossing above the δc threshold
at some R > R(M). In its original form, this formalism has
one important caveat: for the walks to be completely random
(i.e. with uncorrelated steps) the density contrast must be
filtered using a top-hat window function in k-space, whereas
the original PS result assumed top-hat filters in configura-
tion space. There exist a few approaches in the literature
to take into account the non-zero correlations between steps
when using different window functions (Peacock & Heavens
1990; Maggiore & Riotto 2010; Musso et al. 2012).
The power of the excursion set formalism is that it can
be extended to study the merging history of haloes as well
as the conditional distribution of haloes in environments
with different large-scale densities (Mo & White 1996), since
both problems can be addressed by studying random walks
crossing two barriers of different heights. Assuming Gaus-
sian statistics one can compute the conditional probability
for the density contrast smoothed over Rh to have a value
δh given the value δe when smoothed on a scale Re (here we
will use the subscripts e for environmental quantities and h
for haloes):
P (δh|δe) dδh = dνh√
2pi(1− ε2) exp
[
−1
2
(νh − ε νe)2
1− ε2
]
, (5)
where νe ≡ δe/σee, νh ≡ δh/σhh,  ≡ σ2eh/(σee σhh) and we
have defined the covariance
σ2ab ≡ 1
2pi2
∫ ∞
0
PkWa(kRa)W
∗
b (kRb) k
2dk. (6)
Notice that different window functions may have been used
for δh and δe. Equation (5) is in fact the same result found
in the unconditional case with a rescaling of the variable
νh → νh − ε νe√
1− ε2 , (7)
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and therefore the same rescaling applies to Equation (3) to
obtain the conditional collapsed fraction
F (> M |δe) = 1− erf
(
νc − ε νe√
2 (1− ε2)
)
. (8)
In both this and the unconditional problem, the random-
walk approach solves the ‘cloud-in-cloud’ issue and yields
a collapse fraction that is simply twice the area under the
tail of the one-point density distribution; again, this simple
result does not hold in the case of correlated trajectories.
There exist other approaches in the literature that improve
on this simple formalism to take into account the correla-
tion between excursion steps as well as the peak nature of
collapsed structures (Paranjape et al. 2013). We will not
consider these here, since none of the trajectory-based ap-
proaches match ‘exact’ numerical results.
The original PS mass function in particular is well
known to be a poor fit to N -body data, and more precise
fitting formulae have been developed. These retain the main
element of the PS philosophy by continuing to write the mass
function with a universal dependence on the variable νc. In
general, this works extremely well, although in detail slight
deviations from this universal scaling do exist (e.g. Sheth
& Tormen 1999; Jenkins et al. 2001; Peacock 2007; Tinker
et al. 2008; Watson et al. 2013). A more complex problem is
what to do about the conditional mass function. Since the
PS form for this uses the unconditional mass function with
a change of variable from νc to νeff ≡ (νc− ε νe)/
√
1− ε2, it
is tempting to use the ‘observed’ functional dependence of
the mass function on νc, substituting it by νeff . As we show
explicitly in Section 5.3, this rescaling seems to be a good
approximation only for large smoothing scales and mild envi-
ronmental overdensities, and it breaks down for large values
of δe. This comes as no surprise, since the same approach
for the conditional mass function as a means to study the
merging histories of haloes has been shown to fail to match
N -body data (Cole et al. 2008).
As with the original PS approach, the excursion set
method provides a framework for relating the linearized
Gaussian density field to the abundance of virialized objects
that form in the fully non-linear density. For this reason, the
environmental density entering Equation (8) must be not the
value of the local physical density ∆e, but its linear extrap-
olation, which can be estimated using the prescription given
by Bernardeau (1994):
1 + ∆e =
(
1− δe
δc
)−δc
. (9)
2.2 The effective-universe approach
The problem of the conditional mass function can also be
approached from a different point of view. A well-known re-
sult of gravitational theory (which holds both in General
Relativity and in the Newtonian limit) is that any spheri-
cally symmetric system behaves, at a fixed radius, in a man-
ner equivalent to a spherical sub-region of a homogeneous
universe with some effective cosmological parameters. Thus,
an overdense spherical region embedded in a Friedmann-
Robertson-Walker (FRW) universe will have a radius-time
history identical to that of a different effective FRW model
(Weinberg 1972; Peebles 1993).
According to this result, and neglecting any error in-
volved in applying it to non-spherical systems, we should
be able to calculate an accurate conditional mass function
for any degree of environmental overdensity, by exploiting
the fact that the fitting formula for the unconditional mass
function is claimed to be universal. Given a set of effective
cosmological parameters, we should then be able to calculate
the mass function in the effective universe – which is then
equivalent to calculating the desired conditional mass func-
tion for environments of the same density. This approach
has been discussed in previous works (Gottlo¨ber et al. 2003;
Goldberg & Vogeley 2004), and in fact has been shown to be
equivalent to the excursion set method in the limit of large
smoothing scales (Martino & Sheth 2009). We will outline
here the main steps of this method, and refer the reader to
appendix A for a more detailed description.
Since the small-scale perturbations inside the effective
universe have their origin in the same primordial power spec-
trum as perturbations in the background FRW model, the
variance of the linear overdensity field in the effective uni-
verse is just a rescaled version of the variance outside:
σeff(M) = Dg σ(M,Re). (10)
Here Dg is the ratio of the growth factor in the effective
universe to the growth factor in the background cosmol-
ogy, and σ(M,Re) is the variance of the density field in the
background corrected for the size of the environment (see
Appendix A, in particular Equation (A5), for further de-
tails). Thus, according to the PS theory, the mass function
in this effective universe has the same functional form as
the universal mass function (Equation 3), using the rescaled
variance in Equation (10).
3 DEFINING THE COSMIC WEB
As we have seen, we can make predictions regarding the de-
pendence of the mass function on the environment, when
this is defined via the value of the density smoothed on
a large scale – i.e. we can ask questions about the mass
function in giant voids, and how this compares to the re-
sult within superclusters. For sharp k-space filtering, σeh is
identical to σee, and in the limit of large Re, the correlation
parameter ε becomes small. Thus the variable νeff in the ex-
cursion set conditional mass function of Equation (8) takes
the value
νeff =
δh − δe
σhh
; (11)
this is the peak-background split, in which the large-scale
density fluctuation is treated as an external offset to the den-
sity. This shift makes it easier to attain the δh = δc threshold
and for more haloes to collapse in high-density regions. But
although this phenomenon is of great interest in explaining
the origin of biased clustering, it is not necessarily the best
way of classifying environments if we actually want to ob-
serve the peak-background split in action. Examination of
images of redshift surveys or N -body simulations shows that
the majority of the mass condenses into geometrical features
with low dimensionality and a small filling factor: the cosmic
web. To understand biased clustering in detail, it will be in-
teresting to look at how the halo population changes within
c© 2014 RAS, MNRAS 000, 1–13
4 D. Alonso et al.
these different environments. This means that we need to
think about more than the mean density defined with some
large isotropic filter; such an approach ignores e.g. the fact
that filaments are relatively narrow features in some direc-
tions.
A number of approaches have been taken to the prob-
lem of making a geometrical classification of different parts
of the cosmic web (Hahn et al. 2007; Forero-Romero et al.
2009; Hoffman et al. 2012); we have chosen to follow Forero-
Romero et al. (2009) and use the tidal (or deformation)
tensor. This is defined as Tij ≡ ∂i∂j φ˜, i.e. the Hessian of
the Newtonian potential1, and therefore the density con-
trast is directly given by Poisson’s equation as its trace
δ = T11 + T22 + T33. Note that we have normalized the
usual definition of the Newtonian potential
φ˜ ≡ φ/(4piGρ¯), (12)
to make this relation simpler.
We will classify a given point in space as belonging to
one of the different elements of the cosmic web according
to the number of eigenvalues of Tˆ above a given threshold
λth at that point. Thus, let λ1 > λ2 > λ3 be the three
eigenvalues of Tˆ . We define:
• Voids: all eigenvalues below the threshold (λ1 < λth).
• Sheets: only one eigenvalue above the threshold (λ1 >
λth, λ2 < λth).
• Filaments: two eigenvalues above the threshold (λ2 >
λth,λ3 < λth).
• Knots: all eigenvalues above the threshold (λ3 > λth).
In this approach, the eigenvalue threshold is an arbi-
trary quantity. One might be tempted to set it to zero and
classify based on the sign of the eigenvalues, but this is not
very attractive from the point of view of gravitational col-
lapse. We have seen that the density contrast is the sum
of the eigenvalues, and we know that nonlinear collapse in-
volves a linear contrast of order unity. It is therefore natural
to consider λth of order unity; we refine this choice below.
A different prescription, the so-called V-web approach
(Hoffman et al. 2012), uses instead the eigenvalues of the
velocity shear tensor Σij ≡ −(∂ivj + ∂jvi)/2H. Although
this prescription allows for a finer discrimination on very
small scales, Σij converges to fg Tij in linear theory
2 (where
fg ≡ d ln δ/d ln a), and therefore similar results should hold.
Note that in practice we would need to define the web using
a redshift survey. If we work from the galaxy density and use
a quasi-potential obeying ∇2φ˜ = −1 + ρg/〈ρg〉, the Hessian
approach can still be used – but the velocity shear tensor is
not observable.
It is useful to check that the above description makes
intuitive sense, via a couple of analytic examples. First let
us consider a spherical model with φ˜ = −a/(r2 + b2)1/2.
For this, Tij = a(r
2 + b2)−5/2[(r2 + b2)δij − 3xixj ], and we
can assess the eigenvalues by looking at the diagonal form
1 In this paper all spatial derivatives ∂i are defined with respect
to physical coordinates r and not comoving ones q ≡ r/a. This
removes the proportionality factor a2 from the relation between
φ˜ and δ and makes the notation less cumbersome.
2 Note also that the normalised potential φ˜ is also linearly related
to the potential of the displacement vector Ψ ≡ ∇φd via φ˜ =
a2φd.
in the frame (x, y, z) = (r, 0, 0). For r < b/
√
2, there are
three positive eigenvalues that coincide at r = 0, so there
is a knot there if a is large enough (otherwise it is a void
everywhere). Since the first diagonal entry is smaller, this
spherical knot must be surrounded by a shell where the field
is classified as a filament, with classification changing to a
void at large enough r (even though the density perturbation
is positive everywhere). The prediction of a filament region
is a little surprising, but sensible: away from the centre of
the perturbation, tidal forces act on an extended object by
‘squeezing’ it in the two transverse directions and stretching
it in the radial one. More intuitive results arise from lower-
dimensional versions of the same model: φ˜ = −a/(xr+x2 +
b2)1/2 makes a transition from a filament to a void, whereas
φ˜ = −a/(x2 + b2)1/2 makes a transition from a sheet to a
void. In general terms, tidal forces act on an extended object
through the second derivatives of φ˜:
δ¨xi = −Tij δxj , (13)
and hence this prescription classifies different regions accord-
ing to the number of directions in which tidal forces tend to
contract or stretch an extended object.
4 GAUSSIAN STATISTICS IN THE COSMIC
WEB
It is interesting to study the statistics of the cosmic web in
the limit that φ˜ is a Gaussian random field. We will also
assume that the potential is smoothed on a scale Re with
some window function We(kRe). In this case the probability
density function of the eigenvalues λi is given by:
dP (λi) ≡ p(ρ, θ, ν) dρ dθ dν (14)
≡ 225
√
5
2pi
ρ (ρ2 − θ2) exp
[
−1
2
(15ρ2 + 5θ2)
]
× e
−ν2/2
√
2pi
dρ dθ dν, (15)
where we have defined the variables ν ≡ (λ1+λ2+λ3)/σee ≡
δe/σee, ρ ≡ (λ1 − λ3)/2σee and θ ≡ (λ1 − 2λ2 + λ3)/2σee.
The derivation of this result is outlined in Appendix B and
has been widely used in the literature (Doroshkevich 1970;
Bardeen et al. 1986; Bond & Myers 1996; Rossi 2013). Note
that these results are usually quoted in terms of the ellip-
ticity e and prolateness p which are related to our variables
by e ≡ ρ/ν, p ≡ θ/ν.
The restriction λ1 > λ2 > λ3 implies ρ ∈ [0,∞), θ ∈
[−ρ, ρ], and by selecting a given type of environment we
further constrain the dynamical range of ν. Let λth be the
eigenvalue threshold used for our classification, and let α
denote the number of eigenvalues above this threshold for
each case. Then the integration limits for ν are fα1 (ρ, θ) <
ν − νth < fα2 (ρ, θ), with νth ≡ 3λth/σee and
fα1 (ρ, θ) =

−∞, α = 0 (voids)
−3ρ− θ, α = 1 (sheets)
2θ, α = 2 (filaments)
3ρ− θ, α = 3 (knots)
, (16)
fα2 (ρ, θ) =

−3ρ− θ, α = 0 (voids)
2θ, α = 1 (sheets)
3ρ− θ, α = 2 (filaments)
∞, α = 3 (knots)
. (17)
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The volume fraction in environments of type (α, νth)
can be calculated as the probability for a random point in
space to belong to that type:
FV (α, νth) ≡
∫ ∞
0
dρ
∫ ρ
−ρ
dθ
∫ νth+fα2 (ρ,θ)
νth+f
α
1 (ρ,θ)
dν p(ρ, θ, ν). (18)
Notice that the volume fraction is a universal function of
the normalized threshold νth.
4.1 Dependence on the environmental density
We aim to give a prediction for the abundance of haloes of
different mass in different types of environment. In the ex-
cursion set approach, this abundance is given by the number
of first upcrossings of the collapse threshold by the density
contrast field smoothed over a scale Rh, corresponding to
the halo mass. Therefore we first need to study the joint
probability for the density contrast δh smoothed over this
scale and the environmental tidal tensor eigenvalues, filtered
on a scale Re. As shown in Appendix B, this distribution is:
dP (δh, λi)
dνh dνe dρ dθ
=
p(ρ, θ, νe)√
2pi(1− ε2) exp
[
− (νh − ε νe)
2
2 (1− ε2)
]
, (19)
where νe ≡ δe/σee.
As a first step, we are interested in the abundance of
haloes within environments of type (α, νth) with local envi-
ronmental density contrast δe/σee ∈ (νe, νe + dνe). In this
case we integrate over ρ and θ to find the joint distribution
P (νh, νe, α, νth) dνe dνh =
dνe√
2pi
C(νe) e
−ν2e/2
× dνh√
2pi(1− ε2) exp
[
− (νh − ε νe)
2
2 (1− ε2)
]
. (20)
Here
C(νe) ≡ 225
√
5
2pi
∫∫
A(νe)
dρ dθ ρ (ρ2 − θ2) e− 12 (15ρ2+5θ2)
(21)
and A(νe) is the region in the plane (θ, ρ) defined by the
conditions
ρ > 0, − ρ 6 θ 6 ρ,
fα1 (ρ, θ) 6 νe − νth,6 fα2 (ρ, θ). (22)
On the other hand, the probability of finding such an envi-
ronment is given by
P (νe, α, νth) dνe =
dνe√
2pi
C(νe) e
−ν2e/2, (23)
which cancels out when computing the conditional proba-
bility
P (νh|νe, α, νth) dνh = P (δh|δe) dδh, (24)
where P (δh|δe) is given in Equation (5).
From this we can extract a general prediction of this
formalism, which is a key result of this paper: the only envi-
ronmental quantity that determines the abundance of haloes
is the local density δe ≡ λ1 +λ2 +λ3. This conclusion arises
from the fact that our treatment is based on the spherical
top-hat collapse, which disregards all couplings of the halo
orientations with other combinations of the eigenvalues of
the tidal tensor (i.e. the only non-zero, non-diagonal ele-
ment of the covariance matrix is between νh and νe). While
this assumption of zero coupling of gravitational collapse to
tidal forces could be challenged in detail, we find it striking
that the geometrical environment is not predicted to have a
more direct influence on the properties of haloes at a given
overdensity.
In the remainder of this paper, we therefore subject our
result to the test of confrontation with numerical simula-
tions. Any evidence for an explicit dependence on geomet-
rical environment would be interesting as it would relate to
the issue of halo ‘assembly bias’ (e.g. Gao & White 2007).
This term stands for the possibility that halo properties have
some dependence on parameters beyond the local overden-
sity; the concept may apply either to the final-state proper-
ties of the halo or to its merger history (which potentially
influences the galaxy contents of the halo). This issue is cer-
tainly under active consideration from the point of view of
the observational dependence of galaxy properties on tidal
forces (e.g. Yan et al. 2013). It is worth noting that our anal-
ysis is focused on overall halo abundances and not intrinsic
halo properties, and hence it does not directly address the
problem of assembly bias.
4.2 The four mass functions
Using the key result of the previous subsection, any halo
statistic conditional to a given type of environment can be
calculated within the excursion set formalism as the average
of that statistic conditional to a given background density in
that environment. E.g. for the conditional collapsed fraction:
F (> M |α, νth) =
∫ ∞
0
dρ
∫ ρ
−ρ
dθ
∫ νth+fα2 (ρ,θ)
νth+f
α
1 (ρ,θ)
dνe
×p(ρ, θ, ν)F (> M |δe ≡ σeeνe)
FV (α, νth)
, (25)
where F (> M |δe) is obtained through either of the methods
outlined in Section 2.
5 COMPARISON WITH SIMULATIONS
The analytical predictions explained in the previous sections
have been compared with numerical data from the Multi-
Dark Run 1 (MDR1) dark matter N-body simulation (Prada
et al. 2012). MDR1 simulates a 1 (h−1Gpc)3 cubic volume
with a mass resolution of mp = 8.721 × 109 h−1M in a
ΛCDM cosmology with (Ωm = Ωdm+Ωb,ΩΛ,Ωb, h, n, σ8) =
(0.27, 0.73, 0.0469, 0.7, 0.95, 0.82). The corresponding halo
catalogue was compiled using a friends-of-friends algorithm
on the z = 0.1 snapshot, yielding a minimum mass cut of
Mmin = 10
11.5 h−1M.
The density field used to classify the different environ-
ments was computed by interpolating the dark-matter parti-
cle content on to a grid of spacing a = 3.9h−1Mpc by cloud
in cell interpolation. This field was then smoothed using a
Gaussian filter of variable width:
W (k) = exp(−S2k2/2); (26)
we denote the width of the Gaussian by S, since the com-
mon symbol σ is used elsewhere. We choose to use Gaussian
filtering for numerical stability in preference to spatial top-
hat filtering. The results are closely equivalent to using a
c© 2014 RAS, MNRAS 000, 1–13
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Figure 1. Density field (left) and environment classification (right) of a slice of the MDR1 simulation. The colour code is voids (red);
sheets (green); filaments (blue); knots (yellow). A Gaussian filter with S = 4h−1Mpc and a threshold λth = 0.4 were used.
Figure 2. Illustrating how the partition of the cosmic mass
density between different geometrical environments varies with
smoothing scale and threshold. A practically useful partition will
place approximately equal quantities of mass in the four envi-
ronments, and the colour scale shows the dispersion in these
mass fractions. The optimum is approximately λ = 0.4 for
S = 4h−1Mpc and λ = 0.1 for S = 10h−1Mpc (shown as points);
but we also consider other thresholds, 0.6 and 0.3 respectively, to
illustrate how our results depend on the choice of these parame-
ters.
top-hat of radius R ' √5S. We show results for two differ-
ent filtering scales, S = 4 and 10h−1Mpc. The deformation
tensor was calculated at each point in the grid by solving
Poisson’s equation in Fourier space and then transforming
back to configuration space (making extensive use of Fast
Fourier Transforms throughout the process). Fig. 1 shows
an example of the density field and environment classifica-
tion obtained for MDR1.
5.1 The eigenvalue threshold
The value of the eigenvalue threshold to be used in this type
of analyses is somewhat arbitrary. One may choose λth = 0
on the basis that this value discriminates between purely
compressing or stretching tidal forces. This choice, how-
ever, yields a low abundance of voids, compared to what
one would expect from a visual examination of a large-scale
structure map, and previous studies (e.g. Forero-Romero
et al. 2009; Metuki et al. 2015) have chosen a threshold in or-
der to yield a better match to the visually expected volume
fractions. Ultimately we would like to be able to extract
the maximum amount of information from the abundance
of haloes in these four environments. While it is possible to
improve the halo statistics by resampling technicques such
as the one proposed by Aragon-Calvo (2012), for a limited
amount of data it is possible to use the value of the eigen-
value threshold to make sure that we obtain sufficient statis-
tics for all of the different environments. In order to do so
we have computed the fraction of the total halo mass con-
tained in each environment for different values of S and λth,
FMα(S, λth), and the root mean square deviation of these
fractions FMrms(S, λth) =
[∑
α (FMα − FM)2/4
]1/2
. We
have then chosen the optimal value of λth for each smooth-
ing scale S as the one that minimizes FMrms. Besides this
consideration, it is also important to make sure that the
values of λth used yield physically sensible definitions for
the different environments. One can then try to combine
the aforementioned method with extra requirements, such
as limiting the fraction of cells classified as voids that are
overdense.
Fig. 2 shows the values of FMrms for different smooth-
ing scales and eigenvalue thresholds computed from the sim-
ulation (left panel). In view of this figure we have chosen two
eigenvalue thresholds for each of the two smoothing scales:
S = 4h−1Mpc −→ λth = 0.4, 0.6, (27)
S = 10h−1Mpc −→ λth = 0.1, 0.3. (28)
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Figure 3. Volume (left) and mass (right) fractions in the four environments for S = 4, 10h−1Mpc as a function of the eigenvalue
threshold, measured from the MDR1 simulation (dashed lines). The results are shown for voids (red), sheets (green), filaments (blue)
and knots (yellow). The Gaussian-field prediction for the volume fractions are also shown as solid lines for comparison.
In both cases the first value was chosen by restricting the
fraction of overdense void cells to be smaller than 10%,
while we have chosen a second slightly larger threshold
to illustrate how our results depend on this choice. Note
also that the combinations (S, λth) = (10h
−1Mpc, 0.1) and
(4h−1Mpc, 0.4) are similar to the values used in the analy-
sis of the Galaxy And Mass Assembly (GAMMA) data by
Eardley et al. (2014).
It is useful to verify the meaning of this choice by look-
ing at the volume and mass fractions in each environment
as a function of λth. This is shown in Fig. 3. As can be seen,
our choice of eigenvalue threshold tries to maximize statis-
tics of the four environments simultaneously. The figure also
shows the Gaussian-field prediction for the volume and mass
fractions within the formalism described in Section 4. The
match is rather good for the larger value of the smoothing
scale.
5.2 Conditional density distributions
According to the theoretical framework described in Section
4, the halo mass function should be the same in environ-
ments with the same density, depending only implicitly on
the environment classification due to the different distribu-
tion of densities for each environment type. Therefore, our
ability to predict the abundance of haloes in each element of
the cosmic web depends, on the one hand, on reproducing
these distributions correctly and, on the other, on the accu-
racy of our model for the conditional mass function. These
distributions are given, according to our formalism, by
P (δe|α, νth)dδe ≡ P (νe, α, νth)
FV (α, νth)
dνe, (29)
where P (νe, α, νth) is given by Equation (23).
This quantity is shown in Fig. 4 as measured from the
MDR1 Simulation for different values of S and λth. The
2 top panels in this figure show how the density distri-
butions measured directly from the simulation (continuous
histogram) are very poorly described by the Gaussian the-
ory, especially for high-density environments. This is not
so surprising, since it is well known that the matter den-
sity is significantly nonlinear on our filtering scales. In order
to understand these differences better, we have compared
these results with the predictions of the lognormal distri-
bution (Coles & Jones 1991), which has often been used as
a convenient approximate model for the nonlinear density
field. Specifically, we used the real density field to perform
the environment classification, and then we studied the dis-
tribution within each environment of the field that results
from undoing the lognormal transformation. This is given in
terms of the real overdensity δr and its variance σ
2
r as
δG = ln
[
(1 + δr)
√
1 + σ2r
]
. (30)
The distribution of this ‘de-lognormalized’ overdensity
is shown in the bottom panels of Fig. 4. We can see that
this field follows the Gaussian theoretical distribution much
better for the largest smoothing scale S = 10h−1Mpc. For
smaller scales, however, the lognormal transformation is no
longer a good description of the non-Gaussianity of the den-
sity field, a result that has been reported by other authors
(e.g. Kitaura et al. 2010).
5.3 Halo abundances
The overall multiplicity function in voids, sheets, filaments
and knots is calculated by averaging f(M |δe) over δe us-
ing the overdensity distribution of each environment. As
we showed in the previous section, the Gaussian prediction
for the density distribution P (δe|α, νth) is not a good de-
scription of the real distribution in most cases, even after
attempting to account for non-Gaussianity using the log-
normal approximation. Hence, even if we had an accurate
model for the conditional mass function, we would still not
be able to predict f(M |α, νth) correctly. For this reason, in
order to isolate the inaccuracies due to the incorrect mod-
elling of the conditional mass function from those due to the
Gaussian approximation, we have integrated over the actual
density distributions measured from the MDR1 simulation
(solid lines in Fig. 4) in order to obtain a theoretical pre-
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Figure 4. Overdensity distributions in each of the four environments and the overall overdensity distribution for (S, λth) =
(4h−1Mpc, 0.4) (left panels) and (S, λth) = (10h−1Mpc, 0.1) (right panels). The dashed lines show the Gaussian theoretical prediction,
while the solid histograms show the distributions extracted from the MDR1 simulation. In the top panels these histograms correspond
to the distribution of the real density field, while the bottom panels show the distribution of the ‘de-lognormalized’ overdensity (see
Equation (30)). The colour code is voids (red); sheets (green); filaments (blue); knots (yellow); overall distribution (black). In the same
order, the density distribution for the 4 environments peaks on increasing values of δsm.
diction for the four mass functions. These are shown in Fig.
5 for the cases quoted in Equation (28) together with the
theoretical predictions for the excursion set and the effective-
universe approaches. These predictions are based on rescal-
ing the universal collapsed fraction, which was estimated
using the fitting formula proposed by Peacock (2007). Our
results are in qualitative agreement with Hahn et al. (2007),
who used an eigenvalue threshold λth = 0. As is discussed
in the next section, the excursion set formalism is only able
to make reasonable predictions for environments involving
small overdensities (i.e. voids and sheets) and for large fil-
ter scales, while the effective-universe approach shows an
overall better agreement with the data. Nevertheless, nei-
ther model is able to describe the data accurately. For the
present, we have to be content that we have an approximate
understanding of the trends in halo properties with environ-
ment; accurate work will require calibration from numerical
simulation, just as with the original PS mass function.
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Figure 5. Multiplicity function for the four environments for our fiducial smoothing scales and eigenvalue thresholds. In increasing order
of amplitude on high masses, the different multiplicity functions correspond to voids, sheets, filaments and knots. Reasonable agreement is
only obtained for large smoothing radii and small λth. This can be attributed to the fact that the standard prediction for the conditional
mass function is only valid for densities below the collapse threshold and masses below the filter scale. The theoretical prediction was
made by rescaling the empirical formula in Peacock (2007) for the mass function.
5.4 Universality of density dependence
The above results show that the excursion set approach is
able to make relatively good predictions for large smoothing
scales and mild environmental densities, but that it fails to
do so for smaller values of S and high δe. This is a reasonable
result: the excursion set model is based on following trajec-
tories in the δ−R plane that, starting at some (Re, δe), cross
the threshold δc at some scale R(M) < Re. In this regime
the excursion set predicts that too many small-mass haloes
have already merged into larger ones, due to the fact that
the large environmental density makes gravitational collapse
more efficient. At the large-mass end, on the other hand, too
few haloes have formed, since the total halo mass is limited
by the mass that can be found within the smoothing radius.
Also, for small Re the correlation between adjacent steps,
which is generally ignored, may play a significant role, since
the scale of the halo mass can be close to the scale of the en-
vironment. In these limits, the effective-universe approach
outperforms the excursion set, providing a better descrip-
tion for the conditional mass function – although far from
per-cent level precise.
Nevertheless, one of the most important predictions of
our formalism is that the abundance of haloes should be the
same for all environments with the same background density.
Regardless of whether or not the theoretical prediction for
the conditional mass function is quantitatively precise, it
is interesting to test the qualitative validity of this result
according to the simulated data.
Fig. 6 shows the multiplicity function (f(M) ≡
|dF (< M)/d lnM |) for haloes residing in the four differ-
ent environments with restricted local overdensities, to-
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Figure 6. Multiplicity function for the four different environments with their local densities restricted to a given range. In each plot,
the lower panel shows the ratio between the different multiplicity functions and their mean value. Our theoretical treatment predicts
the same function for all environments in this case, which is realised to a good approximation in all cases. Neither the excursion set
prediction nor the effective-universe approach agree quantitatively with the simulated data in all cases, but an overall better agreement
is obtained for the effective-universe formalism, especially for smaller scales and larger environmental overdensities.
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S = 10h−1Mpc, λth = 0.1 S = 4h−1Mpc, λth = 0.4
δ ∆f(M) (%) δ ∆f(M) (%)
(−0.5,−0.3) 1.1% (−0.1, 0.1) 4.6%
(−0.1, 0.1) 13.2% (1.4, 1.6) 3.5%
(0.65, 0.85) 5.2% (2.4, 2.6) 8.6%
Table 1. Compatibility of the mass functions for different en-
vironments with restricted environmental densities for the two
combinations of (S, λth) explored in Figure 6: (10h
−1Mpc, 0.1),
left column, and (4h−1Mpc, 0.4), right column.
gether with the environment-independent theoretical pre-
dictions derived from the excursion set (dashed lines) and
the effective-universe approach (solid lines) as detailed in
Section 2. The values of the local overdensity were chosen
to guarantee the simultaneous presence of as many different
environments as possible. For the range of masses, smooth-
ing scales and densities explored, we find that the predic-
tion that the abundance of haloes should depend only on
the environmental density and not on the environment clas-
sification holds very well, with little or no deviation within
statistical errors. We have quantified this agreement as fol-
lows: for each overdensity bin we take all pairs of multiplic-
ity functions that we have been able to calculate in it. As-
suming Gaussian statistics, we estimate the probability that
both multiplicity functions are compatible in each mass bin
given their statistical uncertainties. We then quantify the
agreement between multiplicity functions by computing the
relative difference between them in the mass bin with the
smallest p-value. The results are shown in Table 1 for the
bins of overdensity explored above. In the worst case, the
largest deviation is about 13%. However it is worth not-
ing that, even in this case, both multiplicity functions are
fully compatible, with a minimum p-value of 0.32, and in all
other cases the values of the different multiplicity functions
are compatible within 2-σ.
Even though we have verified the prediction that the
halo abundances in different environments depend only on
the environmental density, the exact dependence of these
abundances on halo mass is not reproduced accurately by
either the effective-universe approach or the excursion set
formalism, although they both qualitatively follow the same
trend as the data.
6 SUMMARY AND DISCUSSION
We have considered the statistics of dark-matter haloes
within the cosmic web, using the eigenvalues of the Hes-
sian of the potential to classify regions of space into one of
four geometrical environments. The main results from this
work are:
(1) Assuming the density contrast field to be Gaussian,
clear predictions can be made regarding the abundance (i.e.
volume and mass fractions) of the different environments
classified according to the tidal tensor prescription. These
are reasonable approximations for large smoothing scales
and can be used to select eigenvalue thresholds that are
useful for practical comparisons – partitioning the Universe
nearly equally between the four environments.
(2) We have compared the simulated halo abundances
with the predictions within the excursion set formalism and
the effective-universe approach. Neither of these approaches
are able to yield quantitatively precise results. However, the
effective-universe picture provides an overall better descrip-
tion, especially for small smoothing scales and large envi-
ronmental densities.
(3) The Gaussian approach predicts that the only local
property of the environment on which the conditional mass
function depends is the density contrast δe. Thus a predic-
tion of the mass function in the different geometrical envi-
ronments should be possible if we know the overall depen-
dence of the mass function on overdensity, and if we can
predict the overdensity distributions for the different envi-
ronments.
(4) A detailed test of this prediction does not succeed
very well, since the overdensity distributions are not well
predicted by the Gaussian theory. This is improved in part
by considering a lognormal model for the evolved density
field, but discrepancies with numerical data remain.
(5) Nevertheless, we have been able to test directly the
fundamental prediction of this work, which is that different
geometrical environments with the same overdensity should
have identical halo mass functions. This is verified in the
MDR1 simulation to a good approximation for a wide range
of masses, filters and eigenvalue thresholds. We find a max-
imum relative deviation of aboutt 13% between mass func-
tions in different environments, which are, nevertheless, fully
compatible in a statistical sense. In this regard, we see no
evidence for any effect of tidal forces on halo abundances in
addition to the impact of local overdensity. This could be
consistent with the claim by Yan et al. (2013) that galaxy
properties in the SDSS lacked an explicit dependence on en-
vionmental ellipticity, as well as with the results found by
Metuki et al. (2015) in N-body simulations; it will be inter-
esting to repeat such an analysis using the explicit decom-
position by geometrical environment that we have studied
here.
(6) This result suggests that scalar halo properties are
not heavily influenced by the tidal field beyond the local
overdensity. This is not at odds with the results found by
Forero-Romero et al. (2014); Libeskind et al. (2014), who
find that directional quantities, such as orientations or an-
gular momenta, show a strong correlation with the directions
defined by the tidal tensor.
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APPENDIX A: THE EFFECTIVE UNIVERSE
APPROACH
Consider a spherical perturbation in an otherwise homo-
geneous universe. It is a well-known result in gravitational
theory that at any distance from the centre of the perturba-
tion, it must evolve as a parallel FRW cosmology with some
effective cosmological parameters which can be entirely de-
termined in terms of the amplitude of the density perturba-
tion. This result allows us to interpret the conditional mass
function for an environment with overdensity δe as the mass
function in the corresponding effective universe.
The ‘environmental’ cosmological parameters are re-
lated to the background ones and the perturbation’s over-
density through:
Ωem = Ω
BG
m (1 + δ)/η
2 ΩeΛ = Ω
BG
Λ /η
2 He0 = η
2 HBG0 , (A1)
where the superscripts BG and e denote quantities in the
background and in the effective universe respectively. The
ratio between the current expansion rates inside and outside
the perturbation, η, can be fixed by imposing that the age
of the Universe
tBB =
1
H0
∫ 1
0
dx
x
√
Ωmx−3 + ΩΛ + Ωkx−2
(A2)
must be the same as measured by any observer. This effec-
tively implies that the perturbation must be a purely grow-
ing mode that disappears at early times.
Once the effective cosmological parameters are known,
the scaling factor Dg in Equation (10) is given by the ratio
of the growth factors in the two cosmologies. Normalising
this ratio to be 1 at early times (where the perturbation
gradually disappears), this quantity is given by
Dg =
(
ΩBGm h
2
BG
Ωemh2e
)1/3
Ωem
ΩBGm
g(Ωem,Ω
e
Λ)
g(ΩBGm ,Ω
BG
Λ )
, (A3)
where
g(Ωm,ΩΛ) =
∫ 1
0
dx
(
x
Ωm + ΩΛx3 + Ωkx
)3/2
. (A4)
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Notice that at this point we have not taken into ac-
count the size of the environment. For large smoothing
scales or comparatively small halo masses, this is not an
important concern: we may treat the environment as an in-
finite effective universe in which haloes of any mass may
form. In practice however, the mass of the largest haloes
(M ∼ 1015 M → Rh ∼ 15Mpc) corresponds to scales of
the order of the filter scale used to define the environment,
and hence halo masses must be restricted by the amount of
matter that is available in their environment. We have taken
this effect into account by restricting the Fourier modes
that can contribute to the variance of the overdensity field
in a given environment, suppressing those corresponding to
scales larger than Re. In practice we have implemented this
by weighting each mode by the ‘inverse’ of the window func-
tion used to define the environment, We:
σeff(M) =
∫ ∞
0
k2dk
2pi2
[1−We(kRe)]2 |W (kRh)|2Pk. (A5)
APPENDIX B: CORRELATIONS BETWEEN
ENVIRONMENT AND DENSITY FOR
GAUSSIAN FIELDS
B1 The eigenvalue distribution
Consider a Gaussian potential field φ˜ smoothed over a length
scale R. Since the tidal tensor Tˆ is a symmetric matrix only 6
of its components are independent. We will label them with a
single index: TA = (T11, T22, T33, T23, T31, T12). It is straight-
forward to calculate the covariance matrix of the TA
′s:
〈TATB〉 = σ
2
R
15

3 1 1 0 0 0
1 3 1 0 0 0
1 1 3 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 , (B1)
where σ2R is given in Equation (6) with Ra = Rb = R. This
matrix can be diagonalized by changing to the variables:
τ1 ≡ ν ≡ 1
σR
(T1 + T2 + T3), τ2 ≡ ρ ≡ 1
2σR
(T1 − T3),
τ3 ≡ θ ≡ 1
2σR
(T1 − 2T2 + T3),
τ4 ≡ T4
σR
, τ5 ≡ T5
σR
, τ6 ≡ T6
σR
. (B2)
Notice that by definition, ν is proportional to the local den-
sity contrast: δ = νσR and that ρ and θ are trivially related
to the ellipticity e ≡ ρ/ν and prolateness p ≡ θ/ν. In terms
of these new variables the covariance matrix is diagonal:
µAB ≡ 〈τAτB〉 = diag
(
1,
1
15
,
1
5
,
1
15
,
1
15
,
1
15
)
(B3)
and the joint distribution of the TA’s is
P ({TA})
∏
A
dTA =
e−Q/2√
(2pi)6 det(µˆ)
∏
A
dτA,
Q ≡ ν2 + 15ρ2 + 5θ2 + 15(τ24 + τ25 + τ26 ). (B4)
This holds in any coordinate system, but it will be most
useful in the one in which Tˆ is diagonal (i.e. Tˆ =
diag(λ1, λ2, λ3, 0, 0, 0)). As proved by Bardeen et al. (1986)
the volume element of the space of 3×3 symmetric matrices
can be written in terms of the matrix eigenvalues and the
Euler angles of the rotation necessary to diagonalise it:∏
A
dTA = |(λ1 − λ2)(λ2 − λ3)(λ1 − λ3)| dλ1 dλ2 dλ3 dΩ3
6
,
(B5)
where dΩ3 is the volume element of S3 (the total volume of
which is 2pi2). Up to now we have not chosen any specific
ordering for the eigenvalues. There are 6 possible orderings,
and the probability density is symmetric with respect to
these, therefore imposing a specific ordering would intro-
duce a factor 6 in the probability density above. Choosing
λ1 > λ2 > λ3 (which implies θ ∈ [−ρ, ρ], ρ ∈ [0,∞)) and
integrating out the irrelevant angular part we obtain the
probability distribution given in Equation (15).
B2 Correlation with the local density contrast
Now let us consider the distribution of the density contrast
smoothed over a scale Rh in different regions classified via
the tidal tensor eigenvalues smoothed over a scale Re. Here
we will use the notation introduced in Section 2, with δe ≡
Tr(Tˆ ).
The covariance of δh with the TA’s is easy to calculate:
〈δh TA〉 = σ
2
eh
3
(δA1 + δA2 + δA3) (B6)
Defining Ga = (δh, TA), (a = 0, ..., 6) the full covariance
matrix is
〈GaGb〉 = 1
15
×
15σ2hh 5σ
2
eh 5σ
2
eh 5σ
2
eh 0 0 0
5σ2eh 3σ
2
ee σ
2
ee σ
2
ee 0 0 0
5σ2eh σ
2
ee 3σ
2
ee σ
2
ee 0 0 0
5σ2eh σ
2
ee σ
2
ee 3σ
2
ee 0 0 0
0 0 0 0 σ2ee 0 0
0 0 0 0 0 σ2ee 0
0 0 0 0 0 0 σ2ee

. (B7)
As before, in order to simplify this matrix we define:
γ0 ≡ νh ≡ δh
σhh
, γ1 ≡ νe ≡ T1 + T2 + T3
σee
,
γ2 ≡ ρ ≡ T1 − T3
2σee
, γ3 ≡ θ ≡ T1 − 2T2 + T3
2σee
,
γ4 ≡ T4
σee
, γ5 ≡ T5
σee
, γ6 ≡ T6
σee
, (B8)
the covariance of which is
〈γaγb〉 =

1 ε 0 0 0 0 0
ε 1 0 0 0 0 0
0 0 1/15 0 0 0 0
0 0 0 1/5 0 0 0
0 0 0 0 1/15 0 0
0 0 0 0 0 1/15 0
0 0 0 0 0 0 1/15

,
(B9)
Now we can follow the same procedure as before: change
the volume element of the TA’s to the one in the space of
eigenvalues and rotations, change to the coordinate system
in which Tˆ is diagonal, transform everything to our variables
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{γa}, choose a specific ordering for the eigenvalues and inte-
grate out the irrelevant angular part. At the end of the day
we obtain the distribution given in Equation (23).
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