We consider the integer L-shaped method for two-stage stochastic integer programs. To improve the performance of the algorithm, we present and combine two strategies. First, to avoid timeconsuming exact evaluations of the second-stage cost function, we propose a simple modification that alternates between linear and mixed-integer subproblems. Then, to better approximate the shape of the second-stage cost function, we present a general framework to generate optimality cuts via a cut-generating linear program which considers information from all solutions found up to any given stage of the method. In order to address the impact of the proposed approaches, we report computational results on two classes of stochastic integer problems.
Introduction
In this work we consider mixed-integer programs of the form (IP) min x,z,θ cx + dz + θ
where Z is a mixed-integer set and Q(x) is a real-valued function taking a binary vector x as argument. We say that (x * , z * , θ * ) is a candidate solution if (x * , z * ) satisfies (1), (3) , and (4) . If in addition (2) holds, then we say (x * , z * , θ * ) is a feasible (candidate) solution. Constraint (2) together with the presence of θ in the objective function ensures θ = Q(x) is satisfied by any optimal solution to (IP). A fundamental assumption is that given x, Q(x) can be computed with a reasonable amount of effort.
In the context of two-stage stochastic integer programming, we usually have Q(x) := E ξ min y {qy : Wy = h − Tx, y ∈ Y} , which denotes the expected second-stage cost of x with respect to the random data ξ = (q, W, T, h). We assume that Y imposes some integrality requirements on y. When ξ has a finite set of possible outcomes, we have Q(x) = ∑ ξ p ξ Q ξ (x), where Q ξ (x) denotes the optimal second-stage value of the scenario associated to ξ, and p ξ is the probability of occurrence of ξ. Thus, (IP) can be cast as a largescale mixed integer program. When the burden of solving (IP) is mainly due to the presence of a large number of scenarios, schemes similar to Benders' decomposition [5] and the L-shaped method [17] can be effective. The idea is to relax (2) and consider θ as an underestimator of Q(x), and successively add cuts in the (x, θ)-space to better approximate the shape of Q(x). This is done until an optimal solution (x * , z * , θ * ) satisfying θ * = Q(x * ) is found. When the second-stage problem is a linear program, Q(x) is convex in x and thus can be approximated by subgradients using optimal dual solutions. In contrast, when the second-stage problem is a mixed-integer program, such a nice property does not hold, and moreover, Q(x) can even be discontinuous. Thus, decomposition approaches for the linear case have to be modified to accommodate integer variables in the second stage. In [9] , such a modification, the integer L-shaped method, is introduced. It is designed for two-stage stochastic integer problems having binary first-stage variables as it exploits the facial property of 0-1 sets. More generally, the integer L-shaped method can be applied to any mixed-integer problem having the form of (IP) as long as Q(x) is computable from binary x. In particular, it also fits situations where Q(x) can be evaluated with a closed-form analytical formula, but it does not have an amenable mixed-integer formulation.
Applications of this method include vehicle routing [12] , [7] , probabilistic traveling salesman problems [10] , location problems [11] , and generalized assignment [2] , among others.
Next we describe the integer L-shaped method. Let X be the projection of the feasible region of (IP) onto the x-space, and let L ∈ R be a lower bound on Q(x) over X. Then (IP) can be equivalently formulated as
where 1 denotes a vector of ones of appropriate size, as long as for each x * ∈ X constraints (5) include a cut of the form π k x − θ ≤ π k 0 such that π k x − π k 0 ≤ Q(x) for all x ∈ X and π k x * − π k 0 = Q(x * ). In other words, the affine function π k x − π k 0 underestimates Q(x) on X, and the estimate is tight at x * . The optimality cuts of Laporte and Louveaux [9] define such a cut family and form the basis of the integer L-shaped method.
Given x * ∈ {0, 1} n , let S(x * ) := {i : x * i = 1}. In [9] , the (standard) integer optimality cut at x * is defined as
Given the enumerative nature of (6) , in practice, these cuts are complemented with other inequalities that, albeit may not be tight, help to improve the global lower bound on Q(x). When Q(x) is the expected second-stage value of x given by the value function of a mixed-integer program, the most obvious inequalities to add are the subgradient cuts given by the continuous relaxation Q LP (x) of Q(x). They have the form
where s is a subgradient of Q LP (x) at x * .
A typical implementation of the integer L-shaped method with a current state-of-the-art solver works as follows. Having computed a lower bound L on Q(x) and solved the continuous relaxation of (IP)
with Benders' decomposition, we end up with a linear master problem that includes subgradient cuts of the form (7). Then we reinforce the binary requirements on x and any integrality restrictions on z, leading to a mixed-integer master problem of the form (MP), but where the system (5) is a relaxation of (IP), so that an optimal solution to the current problem may not be feasible to (IP). The idea now is to solve the mixed-integer master problem in a way such that all integer solutions are checked against feasibility with respect to (IP) before being accepted as an incumbent. For this, the solver proceeds in a similar fashion to branch-and-cut, that is, it generates a search tree by solving linear subproblems, branching, and adding cutting planes. The main difference is that when a candidate integer solution (x * , z * , θ * ) satisfying (1), (3) and (4) is found at a node of the search tree, an additional routine, the so-called optimality cut function, is called in order to assert feasibility and add optimality cuts. If the solution is infeasible to the true problem (IP), i.e., θ * < Q(x * ), this function generates an optimality cut that is applied to all pending nodes in the master problem tree, ensuring that this solution is discarded. Then the solver continues exploring the tree with the guarantee that any discarded, and thus infeasible, solution will not appear again. If the solution is actually feasible to (IP), then it is accepted by the optimality cut function and the current incumbent is updated accordingly. This description of the (standard) integer L-shaped method is summarized in Algorithm 1 below.
Algorithm 1 Integer L-shaped method
Optimal solution x * to (IP) and optimal value 1: Compute a lower bound L of Q(x) 2: Solve the LP relaxation of (IP) with Benders' decomposition 3: Declare x variables as binary in master problem 4: Initialize the optimality cut function 5: Solve the integer master problem using the optimality cut function to assert feasibility of solutions and add optimality cuts 6: return x * and optimal value
In line 4 of Algorithm 1 we initialize any additional structures that may be needed by the optimality cut function before invoking the solver in line 5. In particular, as there may be several solutions sharing the same x subvector, we keep a list V of first-stage x for which Q(x) has been computed to avoid duplicate evaluations. In a standard implementation, the optimality cut function has the form shown in Algorithm 2
Algorithm 2 Standard optimality cut function
return true 3: end if 4: Compute Q LP (x * ) 5: Add the subgradient cut (7) 6: Compute Q(x * ) 7: V ← V ∪ {x * } 8: if θ * < Q(x * ) then 9: Add the integer optimality cut (6) 10: return false 11: else 12: return true 13: end if
The optimality cut function returns true if the candidate integer solution is indeed feasible to (IP).
Otherwise it returns false to reject the solution and apply the optimality cut. Note that the steps in lines 4 and 5 in Algorithm 2 are not needed for convergence of the method, but help to improve the global lower bound on Q(x).
The optimality cut (6) relies on exact evaluations of Q(x), which can be very time-consuming in the case where Q(x) is given by a complicated mixed-integer program. Also, observe that (6) depends on x * and Q(x * ) only, i.e., it only depends on the point to be cut-off. In particular, it does not take into account the information provided by other solutions that we may have found while exploring the firststage set. To improve the performance of the integer L-shaped method, we propose two approaches to deal with the above issues. First, in Section 2, we present a simple modification that alternates between exact and approximate evaluations of Q(x). Then, in Section 3, we introduce of a new class of optimality cuts that includes information obtained from different solutions; in particular, evaluations and estimates of Q(x) at different points. These new cuts are obtained through a cut-generating linear program which is constructed based on ideas from disjunctive programming and the forbidden-vertices problem [3] . Then, in Section 4, we outline an implementation that combines both modifications in a single method. Finally, in Section 5, we present computational results of the proposed variants on two classes of stochastic integer programs.
Alternating cuts
In this section we present a simple cut strategy to decrease the overall effort incurred in computing the function Q(x).
Suppose that while solving (IP) with the integer L-shaped method, a candidate solution (x * , z * , θ * ) has been found along the search tree of (MP). Recall that we reject the solution if θ * < Q(x * ). Since Q LP (x) ≤ Q(x), a sufficient condition to reject (x * , z * , θ * ) is θ * < Q LP (x * ). Given that Q LP (x) is convex, we have that the subgradient cut (7) is a valid inequality that cuts off the pair (x * , θ * ) in the (x, θ)-space. Therefore, instead of evaluating Q(x * ) exactly, we first evaluate Q LP (x * ) and check whether θ * < Q LP (x * ). If so, we add the subgradient cut (7) to remove (x * , θ * ). Otherwise, we compute Q(x * ) and check whether θ * < Q(x * ). If so, we add the integer optimality cut (6) . Otherwise, we accept the solution. The key idea is to use Q LP (x) as a proxy for Q(x) to check feasibility of a candidate solution, preventing unnecessary, and more costly, computations of Q(x).
The modification just described is similar in spirit to sequential approximation schemes such as [16] , [6] , [8] , and [15] , where the second-stage cost function Q(x) is approximated by linear programs which, starting with Q LP (x), are iteratively strengthened with additional cuts. Although these methods are shown to converge after a finite number of steps, the convergence can be very slow and in practice exact evaluations of Q(x) may be required. In contrast, in the context of the integer L-shaped method, we propose to use Q LP (x) as the unique intermediate approximation for Q(x), which is a simple yet useful modification whose implementation is rather straightforward and, to the best of our knowledge, has not been reported in the literature.
To implement the approach presented above, in addition to the set V of visited first-stage solutions x for which Q(x) is known, we also keep a list V LP of solutions for which the continuous relaxation Q LP (x) has been computed. The modified strategy, which we call alternating cuts, proceeds as shown in Algorithm 3.
Note that if x * / ∈ V LP satisfies (7), then x * is included into V LP and thus the steps in lines 12-19 of Algorithm 3 are applied to check whether (x * , z * , θ * ) is a feasible solution or not. As we shall see in Section 5, this simple modification yields speedups of one order of magnitude on instances from the literature. Compute Q LP (x * )
6:
if θ * < Q LP (x * ) then 8: Add the subgradient cut (7). 
New optimality cuts
In this section, we present a new class of integer optimality cuts that can be used as an alternative to the standard cut (6) . After providing an overview of the approach, we show how to construct a cut-generating linear program to separate these new inequalities and then we discuss some implementation details. In this section we denote conv(T) the convex hull of a set T of real vectors.
Let S be the projection of the feasible set of (MP) onto the (x, θ)-space, which corresponds to the epigraph of Q(x) over X, i.e.,
In some sense, S(X, V) is the best approximation of S when only the values of Q(x) for x ∈ V are known and only the trivial lower bound L is available over X \ V. We consider the relaxation S(V) of S(X, V) given by Observe that S(V) ⊆ S(U) for any U ⊆ V, and in particular,
Since (6) is a valid inequality for conv(S({x})), it is also valid for conv(S(V)). In fact, (6) is the only nontrivial cut needed to describe conv(S({x})). However, in general, conv(S(V)) ⊆ x∈V conv(S({x})) holds with strict containment, i.e., adding (6) for all x ∈ V does not yield conv(S(V)). Our goal is to derive a compact extended formulation for conv(S(V)) and use it to generate optimality cuts for a point (x * , θ * ) in the (x, θ)-space that take into account the values of Q(x) for x ∈ V. Figure 2a compares the standard optimality cut at (1, 1) with an improved cut which also takes Q(1, 0) into account. Figure 2b shows that adding standard optimality cuts at (1, 0) and (1, 1) does not yield conv(S(V)). In particular, it does not yield a tight formulation for {0, 1} n \ V in the x-space.
Several steps of the construction of our cut-generating linear program rely on Lemma 1 below, which follows from disjunctive programming [4] applied in the context of linear extended formulations of polyhedra. Lemma 1. Let P 1 , . . . , P k be nonempty polyhedra in R n having the same recession cone.
Construction of CGLP
Clearly, we have conv(S(V)) = conv P Q (V) ∪ P L (V) , where
(a) The standard cut at x = (1, 1) (light gray) can be strengthened if Q(1, 0) is known (dark gray).
(b) The approximation of the remaining solutions (dark gray) given by standard cuts at (1, 0) and (1, 1) (light gray) can be made exact (bold segment).
Figure 2: Improving the description of conv(S(V)).
Thus to describe conv(S(V)) it suffices to provide compact extended formulations for P Q (V) and P L (V) and then apply disjunctive programming to their union as illustrated in Figure 3 .
To describe P L (V), it is enough to describe conv({0, 1} n \ V) and then take its Cartesian product with {θ : θ ≥ L}. We build on results from the forbidden-vertices problem [3] to do this.
Let V i be the projection of V onto the first i coordinates.
From [3] , for all 1 ≤ j ≤ n − 1 we have
The idea behind (8) is that any vector in {0, 1} j+1 \ V j+1 is such that either its projection onto {0, , and thuŝ
Then we can verify that (8) holds for j = 2, i.e.,
We use the recursion (8) to derive an explicit extended formulation for conv({0, 1} n \ V) having O(n|V|) variables and constraints.
Proposition 3. For all 2 ≤ j ≤ n, conv {0, 1} j \ V j is given by all x ∈ R j for which there exist vectors y, λ,
Proof. We apply induction on 2 ≤ j ≤ n. The base case reduces to proving that conv {0, 1} 2 \ V 2 is given by
By definition, we have
, and thus
Writing W 12 = {w 12 1 , . . . , w 12
We also have by definitionV 2 = W 22 = {w 22 1 , . . . , w 22 k 2 }, and thus conv V 2 is given by q ∈ R 2 such that
From (10), we apply Lemma 1 to the above polytopes: we introduce a multiplier 0 ≤ λ 1 ≤ 1, we include the equation x = p + q, and we multiply the right-hand-side vectors of the first and second systems by λ 1 and 1 − λ 1 , respectively. After eliminating p and q, we immediately obtain the desired system (9) for conv {0, 1} 2 \ V 2 .
Now, assuming that the claim holds for some 2 ≤ j ≤ n − 1, we will prove that it also holds for j + 1.
, by the inductive hypothesis, we have that conv ({0,
where we have appended a new variable 0 ≤ y j+1 ≤ 1 and vectors w We also have that conv V j+1 is given by q ∈ R j+1 satisfying
From (8), it is enough to apply Lemma 1 to the above polytopes to find an extended formulation for conv {0, 1} j+1 \ V j+1 . Analogously to the base case, we introduce a multiplier 0 ≤ λ j ≤ 1, we include the equation x = p + q, and we multiply the right-hand-side vectors of the first and second systems by λ j and 1 − λ j , respectively. After eliminating p and q, we immediately obtain the desired system for conv {0, 1} j+1 \ V j+1 .
From Proposition 3, we obtain that conv({0, 1} n \ V) is given by the vectors x L ∈ R n such that
Appending the variable θ L and the constraint θ L ≥ L to the above system gives an extended formulation for P L (V). Note that excluding the nonnegativity restrictions, the constraint matrix has 3n rows and 3n + O(n|V|) columns, i.e, only its width changes with V. In particular, updating the formulation can be done columnwise, which is a desirable property from the computational point of view.
Once again, we apply disjunctive programming, but this time to P L (V) and P Q (V) to derive an extended formulation for conv(S(V)). Note that both P L (V) and P Q (V) have {(0, θ) ∈ R n × R : θ ≥ 0} as their recession cone and thus Lemma 1 applies. We introduce a multiplier 0 ≤ δ ≤ 1, we include the equations x = x L + x Q and θ = θ L + θ Q , and we multiply the right-hand-side vectors of the systems defining P L (V) and P Q (V) by δ and 1 − δ, respectively.
Recall that in the definition of S(V) we have dropped the dependence on X. To recover part of that information, we can describe a polyhedron that lies between conv(S) and conv(S(V)). For that, P L (V) can be coupled with any valid inequality for (MP). In particular, including variables z ≥ 0 and the system Ax L + Cz ≤ b tightens the formulation. Lower bounds of the form Πx L − 1θ L ≤ π 0 can be useful too to better approximate the shape of the epigraph S of Q(x). Thus we may assume that both types of constraints are added to the formulation of
Finally, we obtain that if (x * , θ * ) does not belong to conv(S(V)), and thus not to conv(S), then the following system is infeasible:
By Farkas' Lemma, and after removing redundancies, we arrive at the alternative system
Thus, any feasible solution to the above system yields an inequality αx + βθ ≥ −η that is valid for conv(S), but is violated by (x * , θ * ).
For finite termination of the integer L-shaped method, we need a tightness condition at the current solution, namely αx * + βQ(x * ) = −η. Including this condition yields 0
, we conclude that β > 0 in any feasible tight solution. Therefore, we replace the condition x * α + θ * β + η < 0 with x * α + Q(x * )β + η = 0 and the normalization β = 1. Note that the objective function of the resulting linear program is fixed to zero, and we only need to find a feasible solution, which always exists by definition of the system; in particular, (6) is feasible. We arrive at the following result.
Proposition 4.
Let (x * , θ * ) ∈ {0, 1} n × R be such that θ * < Q(x * ). Set x t := x * and let V = {x 1 , . . . , x t } be the set of solutions for which Q(x) is known. Consider the cut-generating linear program CGLP below Then any feasible solution to CGLP yields an optimality cut of the form αx + θ ≥ −η (14) that is tight at x * and thus is violated by (x * , θ * ).
Implementation
The main difference that we are proposing with the standard implementation is the use of the CGLPbased cut (14) in place of (6) . This requires keeping a list V of first-stage solutions for which Q(x) has been computed and updating CGLP accordingly. Algorithm 4 shows the procedure.
A key step is found in line 7 of Algorithm 4 as conv(S(V)) has to be recomputed whenever a new vector x * is added to V. Of course, we could derive CGLP from scratch every time. Doing so requires computing the sets W i and thus creating O(n|V|) constraints in (11) . Instead, we propose to perform marginal updates from an iteration to the next one using the fact that W i =V i × {0} n−i .
Let V t = {x 1 , . . . , x t } be the set of the first t solutions found along the master tree. Similarly, let V i t be the projection of V t onto the first i components and setV Solve CGLP to obtain α and η 11: Add the integer optimality cut (14) 12: return false 13: else 14: return true 15: end if Suppose a new vector x t+1 = (x 1 , . . . , x n ) is to be included and let V t+1 , V i t+1 ,V i t+1 be the updated sets. Letx i := (x 1 , . . . ,
Algorithm 4 Optimality cut function with CGLP-based optimality cuts
Therefore, ifx i / ∈V i t andx i / ∈ V i t , thenx i is included inV i t+1 . Also, ifx i ∈V i t , thenx i is removed to obtainV i t+1 . Further observe that both operations cannot occur at the same iteration since the equiva-
implies thatx i / ∈ V i t andx i ∈V i t cannot hold true at the same time.
It follows that updating V involves adding or removing at most one vector for each W i , totaling at most n such operations. The system CGLP is updated accordingly by appending or dropping at most n rows in (11) . Also, x t+1 takes the place of x t in (13) and the cut corresponding to x t now takes the form (12) by changing the equality sign into inequality. The procedure to update CGLP is shown in Algorithm 5.
Algorithm 5 Updating CGLP
w ←x i × {0} n−i
6:
Add wσ + ρ i ≥ 0 to (11) 7:V i ←V i ∪ {x i } 8: end if 9: ifx i ∈V i then 10: w ←x i × {0} n−i
11:
Remove wσ + ρ i ≥ 0 from (11) 12:V i ←V i \ {x i }
13:
end if 14: V i ← V i ∪ {x i } 15: end for 16 : Add x t α + Q(x t ) + η ≥ 0 to (12) 17: Replace (13) with x t+1 α + Q(x t+1 ) + η = 0
Combined method
Now we outline an implementation of the integer L-shaped method that combines the alternating strategy discussed in Section 2 with the new optimality cuts presented in Section 3.
We keep two disjoint lists of first-stage solutions: in V LP we include solutions for which only Q LP (x) has been computed, while in V we keep solutions for which Q(x) has been evaluated. At any given stage, we assume that for each x ∈ V we have added an optimality cut that is tight at x. Now, when a candidate integer solution (x * , z * , θ * ) is found in the master tree, we check whether x * ∈ V or not. If so, we accept the solution as we already know Q(x * ) ≤ θ * . Now, if x * / ∈ V LP , then we compute Q LP (x * ), we add x * into V LP , and in case θ < Q LP (x * ), we add the subgradient cut (7) . At this point, if (x * , θ * ) has been neither accepted nor rejected, we have x * ∈ V LP and θ * ≥ Q LP (x * ). Thus we compute Q(x * ), we move x * from V LP to V, and in case θ < Q(x * ), we add the CGLP-based cut (14) and accept the solution otherwise. Algorithm 6 presents the method.
Results
In this section we address the performance of the variants of the integer L-shaped method discussed so far. Given that the implementations differ in the cut strategy used and in the type of optimality cut added, we consider the following combinations: Compute Q LP (x * ).
6:
V LP ← V LP ∪ {x * }.
7:
if θ * < Q LP (x * ) then 8: Add the subgradient cut (7). In other words, Std-Std corresponds to the usual implementation of the integer L-shaped method, on top of which the variants are built.
Our computational implementation uses CPLEX 12.5.0.1 as a solver and its Callable Library for advanced control routines. Since either optimality cuts (6) or (14) are part of the complete formulation (MP) but not included from the beginning, we have to add them on-the-fly through the optimality cut function. This routine is called every time the solver finds a candidate integer solution to the master problem and is in charge of generating an optimality cut if needed. In the case of CGLP, it calls additional subroutines to make the required updates to generate (14) . We include the formulation of the first-stage set in CGLP, along the subgradients cuts derived from the linear relaxation of Q(x) used in Benders' decomposition.
The experiments were carried out on a personal computer with 3.33 Ghz CPU, 4 Gb of RAM, and running Linux. A relative optimality gap of 0.01% was set as stopping criterion and a time limit of 7200 seconds was imposed. We do not report on the extensive form of the instances as solving them using an off-the-shelf solver is much slower than the decomposition approaches.
Stochastic server location problem
The stochastic server location problem is described in [13] . Given n locations, in the first stage we are asked to decide where to place servers so that the demand given by m potential customers is satisfied in the second stage. The uncertain data is the set of customers to be served in the second stage and the objective is to maximize the expected second-stage revenue minus the first-stage installation costs. In minimization form, the problem can be written as
The random right-hand-side vector h(ξ) represents the set of active customers in a given scenario.
We tested our methods on the instances presented in [14] which are part of the Stochastic Integer Programming Library SIPLIB [1] . Instances SSLP.n.m.k have n locations, m customers, and k scenarios, leading to n binary variables in the first stage and nm binary variables and n nonnegative variables per scenario in the second stage. For each n and m, five replications with k scenarios each are considered. We did not include instances having n = 5 as all of them took less than 1 second to solve with any method. Tables 1 and 2 summarize our results. In both tables, column Instance indicates the combination of n, m and k as above. Headers Std-Std, Alt-Std, Std-CGLP, Alt-CGLP denote the type of implementation under consideration. Here we present the averages over the five replications of each instance. Detailed results are given in Tables 6 and 7 in the Appendix.
In Table 1 we present the overall results for all four methods. Columns Nodes show the average number of nodes explored in the master problem. Columns Time show the average total time spent to reach optimality, which includes computing an initial lower bound L, solving the LP relaxation with Benders' decomposition, and exploring and evaluating candidate solutions in the master problem.
From Table 1 , we see that there is no significant variation in the number of explored nodes among the different methods. In terms of solution time, the implementations that use the alternating cut strategy clearly outperform the other two methods, with speedups of one order of magnitude. On the other hand, with a few exceptions, the use of CGLP-based cuts does not cause major changes in the total running time, especially when combined with the alternating cut strategy. This can be explained by the fact that in these problems, the first-stage is very simple as X = {0, 1} n with n ≤ 15, which does not present a challenge for CPLEX.
To understand the effect of alternating cuts, in Table 2 we present details regarding subproblems. Recall that every time a candidate integer solution is found, we have to check whether it is feasible, by either solving a series of MIPs or LPs, one per scenario, and then add a cut to discard the solution if necessary. Headers #LP and #MIP denote the average number of times a candidate solution was checked using linear or mixed-integer subproblems, while headers Time LP and Time MIP indicate the average time spent in each case. We focus only on the implementations Std-Std and Alt-Std as the comparison for the remaining pair is similar.
From Table 2 , we see that with the alternating cut strategy the number of MIP evaluations reduces considerably. This means that in the problems we tested, most of the time it is not necessary to compute the exact second-stage value of a given first-stage solution to reject it. Furthermore, only a small fraction of these solutions are visited twice, and only in those cases we have to solve MIP subproblems. The benefits are evident. Table 2 : Stochastic server location: subproblems details.
Stochastic multiple binary knapsack problem
The second benchmark set corresponds to a class of stochastic multiple binary knapsack problems. They have the form
where
and all data are nonnegative integers. In the second-stage problem, only the objective vector q(ξ) is random, following a discrete distribution with finitely many scenarios.
We generated 30 instances of the above problem with n = 120 and 20 equiprobable scenarios (T1 + W1), with 1 denoting the n-dimensional vector of ones. These instances can be found in SIPLIB [1] .
We divided the instances intro three groups depending on how much time the standard implementation took to solve each of them: Easy (less than 200 seconds, instances 1-6), Medium (between 200 and 1000 seconds, instances 7-18), and Hard (more than 1000 seconds, instances 19-29). We ommitted instance 30 since none of the methods was able to solve it to optimality within the time limit. Tables 3, 4 , and 5 below summarize the results. Column Difficulty denotes the instance class. The remaining headers and columns are as in Tables 1 and 2 . Detailed results are given in Tables 8, 9 , and 10 in the Appendix. Table 3 : Stochastic multiple knapsack: overall results.
From Table 3 , we see that the application of the alternating cut strategy does not yield the time savings we saw with the stochastic server location problems. On the other hand, in most instances, adding CGLP-based cuts instead of standard cuts yields reductions in both the number of nodes and the total time, regardless of the cut strategy being used. We would like to conclude that these improvements are due to the fact that CGLP-based cuts help to explore the master tree. However, at this point, that is not completely clear, as for example, time reductions could be consequence of less evaluations of Q(x) and not because of the strength of the new cuts.
To aid our analysis, in Table 4 we report the average number of candidate solutions for which Q LP (x) and Q(x) were evaluated and the average time spent doing so. This time we compare Std-Std and Std-CGLP, and the notation is similar to that of Table 4 : Stochastic multiple knapsack: subproblems details.
We observe that both implementations require roughly the same number of evaluations of both Q LP (x) and Q(x), which explains why alternating cuts does not outperform the standard cut strategy. Moreover, the difference in the time solving subproblems is very small compared to the total running times presented in Table 3 . Thus, the reductions observed in Table 3 can be attributed to the better approximation of the first-stage set given by the CGLP-based cuts and not to the variability of the evaluations. In this regard, it is important to stress that, in principle, having a better description of the first-stage set does not have a direct relationship with the number of candidates solutions found in the master tree, and actually, having more candidates could hurt the total running time if their evaluation is too costly. However, in situations where after decomposing the problem the burden of the computation lies on the master problem, our improved cuts may prove beneficial as exemplified by our results.
Finally, in Table 5 we present the overhead incurred by using CGLP to generate cuts, that is, the time spent in additional operations to maintain and solve CGLP through the method. For each class, column |V| shows the average final size of V, which is the number of candidate solutions for which Q(x) was evaluated exactly. Headers Update and Generate denote the average total time spent updating the formulation of CGLP and actually solving the system to find an optimality cut, respectively. This additional time is already included in the total running time presented in Table 5 : Stochastic multiple knapsack: CGLP overhead.
As expected, the overhead increases as more solutions are included in the extended formulation. Updating CGLP takes practically no time, whereas generating the cut takes a nonnegligible amount of time. However, compared to the total running time, the overhead is very small and the effort of computing improved cuts pays off as shown in Table 3 . For more complicated problems where the number of binary first-stage variables is too large or where too many candidate solutions are evaluated, the cost of maintaining CGLP is likely to be higher. In those cases, we can enforce rules to limit the number of calls to CGLP, such as using the standard optimality cuts as a baseline and applying the improved cuts only once in a while.
Concluding remarks
In this work, we have presented two modifications to the integer L-shaped method with the objective of reducing the running time of the algorithm. The first one, termed alternating cuts strategy, seeks to avoid expensive evaluations of the second-stage cost function, while the second, the use of CGLPbased optimality cuts, helps to better approximate the shape of the epigraph of the cost function when evaluations at different points are available. Our computational results suggest the following:
1. The alternating cuts strategy works better in problems where the computational bottleneck of (IP) is in evaluating Q(x). Even when that is not the case, this modification does not seem to hurt the total running times and thus it could be considered as the base method on top of which more evolved algorithms can be built.
2. CGLP-based cuts are a viable alternative when the first-stage set is difficult to explore and computing Q(x) is a relatively cheap operation. As the sole purpose of these new cuts is to have a better representation of the epigraph of the second-stage cost function within the master problem, there is no guarantee about the number or the sequence of solutions for which Q(x) is evaluated, and thus, in general, this method performs well when the impact of this variability is small compared with the effort of solving the master problem.
3. We also point out that our overall computational experience indicates that CGLP-based cuts are particularly suitable for problems having additional integer variables in the set Z, since a deep cut discarding a point (x * , θ * ) in the (x, θ)-space may also prove effective in discarding a large number of points of the form (x * , z, θ * ) for z ∈ Z.
4. As favorable conditions for both modifications are unlikely to be attained at the same time, we observe that time reductions in a combined method are mainly consequence of one strategy or the other, but not because of the combination of both. That being said, it would be interesting to experiment with implementations where CGLP also incorporates approximations of Q(x) such as subgradient cuts or ad-hoc lower bounds rather than exact evaluations only. That would require also keeping track of firt-stage vectors x for which estimates of Q(x) have been computed. 
