The hydrodynamics of electrodialysis and reverse electrodialysis is commonly studied by neglecting membrane deformation caused by transmembrane pressure (TMP). However, large frictional pressure drops and differences in fluid velocity or physical properties in adjacent channels may lead to significant TMP values. In previous works, we conducted one-way coupled structural-CFD simulations at the scale of one periodic unit of a profiled membrane/channel assembly and computed its deformation and frictional characteristics as functions of TMP. In this work, a novel fluid-structure interaction model is presented, which predicts, at the channel pair scale, the changes in flow distribution associated with membrane deformations. The continuity and Darcy equations are solved in two adjacent channels by treating them as porous media and using the previous CFD results to express their hydraulic permeability as a function of the local TMP. Results are presented for square stacks of 0.6-m sides in cross and counter flow at superficial velocities of 1 to 10 cm/s. At low velocities, the corresponding low TMP does not significantly affect the flow distribution. As the velocity increases, the larger membrane deformation causes significant fluid redistribution. In the cross flow, the departure of the local superficial velocity from a mean value of 10 cm/s ranges between −27% and +39%. Energies 2019, 12, 4259 2 of 25
Introduction

Hydrodynamics in Undeformed Membrane-Bounded Systems
Electrodialysis (ED) and reverse electrodialysis (RED) are ion-exchange membrane-based technologies for producing drinking water from saline water, and for producing electric energy from the controlled mixing of two solutions of different salinity, respectively [1, 2] . RED and ED units consist of a series of anion-and cation-exchange membranes alternately stacked and kept separated by means of spacers or built-in profiles, which define the channels through which the two solutions flow. A repetitive unit of a RED/ED system consists of a diluate compartment, a cation-exchange membrane, a concentrate compartment, and an anion-exchange membrane, and is commonly defined as a "cell pair".
Motivation and Strategy of the Present Study
To date, the hydrodynamics in membrane-bounded channels equipped with net spacers or profiled membranes has been investigated assuming an undeformed (reference or nominal) geometry. However, many membrane processes, including ED and RED, may experience membrane deformation due to a transmembrane pressure (TMP) between fluid channels [14] [15] [16] [17] [18] [19] [20] . For example, Hong et al. [21] performed experimental and numerical studies of an RED stack with 200 cell pairs, showing a high pressure difference between seawater and fresh water channels.
The transmembrane pressure between concentrate and diluate compartments is an important module design parameter. In particular:
•
In the ideal case of a uniform (along the whole channel) transmembrane pressure (TMP), a relatively simple chain of effects and consequences would be triggered: (a) Membrane/channel deformation; (b) changes in the friction coefficients in both fluid compartments with respect to those in the undeformed configuration; and, finally, (c) consequent changes in the solutions flow rates for any given inlet-to-outlet imposed pressure drop. Such TMP effects in ED and RED processes were documented in our previous studies [22, 23] , which revealed a significant influence of membrane deformation on the hydrodynamics and mass transfer in channels equipped with different profiled membranes. •
In the realistic case of a non-uniform TMP, the above chain becomes a closed loop (a two-way fluid-structure interaction, FSI) made up of: (a) Space-dependent membrane/channel deformation; (b) space-dependent changes in the friction coefficients, f, in both fluid compartments; (c) consequent space-dependent changes in the flow rates for any given inlet-to-outlet imposed pressure drop; (d) space-dependent changes in the frictional pressure losses and, thus, in the pressure distribution in both channels; and, finally, (e) changes in the spatial distribution of TMP (leading us back to point a). Once an equilibrium configuration is attained by the system, the flow distribution will generally turn out to be uneven (redistribution), also affecting the concentrations, solute mass transfer rates, and electric current densities. To the best of the authors' knowledge, the present work is the first attempt to investigate the above phenomena at the cell pair scale (of course, assuming a stack to be made up of identical cell pairs, the same description applies also at the stack scale). In principle, a two-way FSI model could be implemented in a sufficiently powerful simulation tool, such as COMSOL Multiphysics ® or Ansys ® . However, 3-D simulations of an entire channel equipped with spacers or profiled membranes would require an inordinate computational effort. Therefore, a hybrid 3-D/2-D modelling approach was chosen, following a strategy similar to that proposed by Kostoglou and Karabelas for undeformed channels in pressure-driven membrane processes [10, 11] .
The coupling between 3-D and 2-D simulations can be summarized as follows:
• At the small scale of the unit cell (periodic domain identified by the membrane profiles), fully three-dimensional structural mechanics simulations were conducted by using the Ansys-Mechanical ® code in order to compute the deformation of membranes/channels under different values of the transmembrane pressure, TMP, as discussed in a previous paper [22] . •
Still at the unit cell scale, fully three-dimensional CFD simulations were conducted for each deformed configuration using the Ansys-CFX ® code; these simulations provided the relation between the flow rate and driving pressure gradient (hydraulic characteristic) as a function of the amount of deformation, and thus of the applied TMP, as discussed in the same paper [22] . •
In the present study, focused on the larger cell pair scale, the above results were summarized in the form of a correlation between the apparent hydraulic permeability (itself a function of the flow rate) and the transmembrane pressure, as will be discussed in Section 2.2. • Finally, the above information was fed to a 2-D simplified model of the cell pair as will be described in Sections 2.4 and 2.5.
In particular, at the cell pair scale, a two-dimensional, porous medium approach for FSI simulation was developed in the present paper. Each fluid compartment was simulated as a 2-D domain characterized by a continuous distribution of pressure, flow rate, deformation, and permeability, and the continuity equation along with a generalized Darcy equation for a continuous porous medium were solved by an in-house code, involving an iterative algorithm, to evaluate the fluid distribution in both channels of a cell pair.
Materials and Methods
From a Small-to Large-Scale Description of Membrane-Bounded Channels
In our previous works [22, 23] , in order to investigate the flow characteristics in fluid-filled channels provided with profiled membranes (either in their nominal, i.e., undeformed configuration, or deformed by a transmembrane pressure), the "unit cell" approach was employed. In particular, Figure 1 shows how a periodic unit can be isolated from a fluid channel delimited by profiled membranes of the overlapped crossed filaments (OCFs) type. The central inset shows a detail of the shape of the profiles; they can be modelled as semi-cylinders protruding from both membrane sides at 90 • with respect to each other. The geometry investigated in the present work is characterized by P/H = 8.
The following definitions are used throughout this study. First, the channel thickness, H, is defined under undeformed conditions as the distance between the plane regions of opposite membranes. The equivalent channel thickness, h, is defined as the ratio of the fluid volume in a unit cell to the projected membrane area (P 2 for a square-planform unit cell). Note that in an undeformed channel, h is <H due to the volume occupied by the membrane profiles; in a compressed channel, h is always <H; in an expanded channel, h may be either <H or even >H. Values of h under different load conditions are reported in Table A1 of Appendix A.
The superficial velocity, U s , along a generic direction, s, is defined as the ratio between the flow rate through a cross section of the channel orthogonal to s, having width W, and its undeformed and void area H × W. The interstitial velocity, U inter,s , along the same generic direction, s, is defined as the 
In our previous works [22, 23] , in order to investigate the flow characteristics in fluid-filled channels provided with profiled membranes (either in their nominal, i.e., undeformed configuration, or deformed by a transmembrane pressure), the "unit cell" approach was employed. In particular, Figure 1 shows how a periodic unit can be isolated from a fluid channel delimited by profiled membranes of the overlapped crossed filaments (OCFs) type. The central inset shows a detail of the shape of the profiles; they can be modelled as semi-cylinders protruding from both membrane sides at 90° with respect to each other. The geometry investigated in the present work is characterized by P/H = 8.
Figure 1.
A channel delimited by profiled membranes of the overlapped crossed filaments (OCFs) type. A repetitive periodic unit ("unit cell") is shown, enlarged, in the inset. The geometric parameters H (channel thickness), P (pitch), and γ (flow attack angle) are indicated. Adapted from [22] . Following the approach adopted in previous papers [5, 6, 22, 23] , the velocity and length scale used for the definition of the Reynolds number were the superficial velocity, U s , and the hydraulic diameter of the void and undeformed plane channel, 2H:
This choice allows a better appreciation of the effects of the membrane profiles and of the membrane/channel deformation. The superficial velocity was also used in the definition of drag-related quantities, such as the friction coefficient and the hydraulic permeability (see below).
The friction characteristics of a channel bounded by OCF-profiled membranes, previously computed by fully 3-D CFD simulations [22] , were expressed in terms of a mean Darcy friction coefficient, f s :
where ∂p ∂s is the driving pressure gradient along the direction, s; ρ is the fluid density; and U s and H were defined previously.
The dependency of f s on the flow attack angle was systematically investigated both for profiled membrane configurations and for spacer-filled channels. The former results (see, for example, Figure 7 in [22] ) showed that for OCF profiles with P/H = 8, up to Re ≈ 100, the equivalent friction coefficient varied in a negligible way with the flow attack angle, γ, thus exhibiting an isotropic behavior, and that no pressure gradient orthogonal to the main flow direction arose.
The equivalent friction coefficient, f s , was proportional to Re −1 (i.e., the relation between the velocity and pressure drop was linear) only up to Re ≈ 10, indicating a regime of creeping flow characterized by the self-similarity of the flow field. At higher Re, the dependence of the pressure drop on the velocity became nonlinear due to inertial effects.
In the whole range of Re ≤ 100 investigated, the flow was assumed to be steady. This assumption is justified by our previous experimental and direct numerical simulation studies for the closely related geometry of spacer-filled channels [24] , in which unsteadiness was observed only for Re > 300 even at the much lower pitch to height ratio of P/H = 2. Even larger values of the transitional Reynolds number can be expected at the present large P/H (8) .
At the larger scale of a whole cell pair (and thus of a whole stack), like that investigated in the present study, the single unit cell is no more resolved, and the flow can be described as flow in a porous medium [10, 11, 25] . Under the assumption of flat channels, the generic channel can be treated as a two-dimensional domain. In view of the above-discussed invariance of the equivalent friction Energies 2019, 12, 4259 5 of 25 coefficient with the flow attack angle, the permeability can be assumed to be isotropic and the relation between the pressure gradient and the superficial velocity is a generalized Darcy equation:
where µ is the fluid viscosity and K app is a (scalar) apparent permeability, independent of the flow direction, s. At low Reynolds numbers (i.e., <10), K app attains a constant value, K, independent of the velocity, U s , and Equation (3) takes the form of the classical Darcy law. At higher Reynolds numbers, when inertial effects occur, the Darcy law is replaced by the Darcy-Forchheimer equation:
containing two characteristics of the porous medium, namely a Darcy permeability, K, and a Forchheimer coefficient, F [26] . Equation (4) can still be expressed in the form of Equation (3) provided the apparent permeability is expressed as K app = K/(1 + ρKFU s /µ).
The apparent permeability is related to the friction factor, f s , by:
The value of K app deduced from the friction coefficient using Equation (5) can then be employed in Equation (3) to estimate the superficial velocity associated with a given pressure gradient in the fluid domain. A straightforward solution of Equation (3) is not possible if the channel permeability varies in space as a function of the local transmembrane pressure and the closed-loop interactions mentioned in Section 1.2 occur. The following sections present a mathematical model based on an iterative algorithm dealing with this issue, thus computing the steady-state fluid distribution in the channels in the presence of significant membrane deformation.
Computational Domain and Modelling Assumptions
The model simulates two whole adjacent channels, a diluate (DIL, low electrolyte concentration) and a concentrate (CON, high electrolyte concentration), together with the associated AEM and CEM membranes (the "cell pair"). Figure 2 shows a schematic representation of a cell pair equipped with OCFs-profiled membranes and a sketch of the computational "molecules" adopted in the present model for the formulation of balance equations in the discrete form.
Membranes are not actually included in the computational domain. The hydrodynamic effects of the profiled membranes and their deformation are taken into account by using constitutive equations expressing the channel's apparent permeability as a function of the transmembrane pressure and superficial velocity, as defined in Section 2.1.
As discussed above, such equations can be derived from our previous 3-D mechanical-fluid dynamics investigation at the lower scale level of a unit cell [22, 23] . The sign convention for TMP adopted in the present paper is consistent with that adopted in our previous work: TMP is positive if the concentrate channel is compressed and the diluate channel is expanded, whereas it is negative if the concentrate channel is expanded and the diluate channel is compressed.
For the geometry investigated here (OCF profiles with a pitch-to-height ratio of P/H = 8), the apparent permeability, K app , of the concentrate channel is reported in Figure 3 as a function of the superficial velocity, U s , for different TMP values. It can be observed that the assumption of Darcyan flow (i.e., of a linear dependence of the velocity on the pressure gradient, with K constant and independent of U s ) is well satisfied only for velocities of the order of a few cm/s (Re ≈ 10 for H = 200 µm), which are common in RED but rather low in ED. 
The model simulates two whole adjacent channels, a diluate (DIL, low electrolyte concentration) and a concentrate (CON, high electrolyte concentration), together with the associated AEM and CEM membranes (the "cell pair"). Figure 2 shows a schematic representation of a cell pair equipped with OCFs-profiled membranes and a sketch of the computational "molecules" adopted in the present model for the formulation of balance equations in the discrete form. Membranes are not actually included in the computational domain. The hydrodynamic effects of the profiled membranes and their deformation are taken into account by using constitutive equations expressing the channel's apparent permeability as a function of the transmembrane pressure and superficial velocity, as defined in Section 2.1. As discussed above, such equations can be derived from our previous 3-D mechanical-fluid dynamics investigation at the lower scale level of a unit cell [22, 23] . The sign convention for TMP adopted in the present paper is consistent with that adopted in our previous work: TMP is positive if the concentrate channel is compressed and the diluate channel is expanded, whereas it is negative if the concentrate channel is expanded and the diluate channel is compressed.
For the geometry investigated here (OCF profiles with a pitch-to-height ratio of P/H = 8), the apparent permeability, Kapp, of the concentrate channel is reported in Figure 3 as a function of the superficial velocity, , for different TMP values. It can be observed that the assumption of Darcyan flow (i.e., of a linear dependence of the velocity on the pressure gradient, with K constant and independent of ) is well satisfied only for velocities of the order of a few cm/s (Re ≈ 10 for H = 200 μm), which are common in RED but rather low in ED. Therefore, the inlet flow rate coincides with the outlet flow rate. This assumption is justified by the fact that the transmembrane water flow rate is much less than the main water flow rate along the channels. For example, even in the unrealistically extreme case of ED with a large concentration gradient (seawater-freshwater), a high current density (100 A/m 2 ), large channel length/thickness ratio (3000, e.g., L = 0.6 m, H = 200 μm), low superficial velocity (1 cm/s) in both channels, large membrane osmotic permeability (10 mL/(m 2 h bar)), and hydration number of 7 (water molecules/ion), the total transmembrane water flow rate estimated by elementary balances is less than 8% of the axial flow rate of each solution.
In addition, the following conventions are adopted: (c) AEM and CEM membranes share the same mechanical properties and profiles geometry, so that the same correlation for the channel apparent permeability applies to both channels. (d) Transmembrane water transport (due to osmotic flow and electro-osmotic drag) is neglected.
Therefore, the inlet flow rate coincides with the outlet flow rate. This assumption is justified by the fact that the transmembrane water flow rate is much less than the main water flow rate along the channels. For example, even in the unrealistically extreme case of ED with a large concentration gradient (seawater-freshwater), a high current density (100 A/m 2 ), large channel length/thickness ratio (3000, e.g., L = 0.6 m, H = 200 µm), low superficial velocity (1 cm/s) in both channels, large membrane osmotic permeability (10 mL/(m 2 h bar)), and hydration number of 7 (water molecules/ion), the total transmembrane water flow rate estimated by elementary balances is less than 8% of the axial flow rate of each solution.
In addition, the following conventions are adopted:
Flow rates exiting a computational block are assumed to be positive, while flow rates entering a block are assumed to be negative. II.
The TMP is calculated as the difference between the local pressures in the DIL and CON compartments (
), so that, as mentioned above, it is positive when DIL is expanded and CON compressed. By definition, if the CON compartment locally experiences a given value of TMP, at the corresponding location, the DIL compartment is subjected to −TMP.
The model was implemented in the Matlab ® environment.
Discretized Continuity Equation
We assume that each of the two coupled CON and DIL channels, of an overall size of L x × L y , is divided into N x × N y rectangular blocks of size ∆x = L x /N x , ∆y = L y /N y . Each channel is treated as a continuous, porous, two-dimensional medium, and the block size, being an arbitrary computational construct, is unrelated to the size of the individual unit cell as defined by the membrane profiles.
For either channel, considering a steady state flow regime and making reference to the sketch in Figure 2 , the continuity equation at the generic computational block, i, j, can be written as:
in which each U is the volume flow rate through the corresponding block interface divided by H∆x or H∆y (undeformed and void-channel area of the same interface). Superscripts indicate the grid block from which the flow exits while subscripts indicate the block into which the flow is entering. Signs are attributed according to convention I.
Discretized Darcy Equation for the Case of Low Velocity
In the limit of low U s , the apparent permeability in Figure 3 becomes a function of transmembrane pressure only and is shown in Figure 4 . 
II.
The TMP is calculated as the difference between the local pressures in the DIL and CON compartments ( , = , − , ), so that, as mentioned above, it is positive when DIL is expanded and CON compressed. By definition, if the CON compartment locally experiences a given value of TMP, at the corresponding location, the DIL compartment is subjected to −TMP.
Discretized Continuity Equation
We assume that each of the two coupled CON and DIL channels, of an overall size of Lx × Ly, is divided into Nx × Ny rectangular blocks of size Δ = Lx/Nx, Δ = Ly/Ny. Each channel is treated as a continuous, porous, two-dimensional medium, and the block size, being an arbitrary computational construct, is unrelated to the size of the individual unit cell as defined by the membrane profiles.
For either channel, considering a steady state flow regime and making reference to the sketch in Figure 2 , the continuity equation at the generic computational block, , , can be written as:
in which each is the volume flow rate through the corresponding block interface divided by HΔ or HΔ (undeformed and void-channel area of the same interface). Superscripts indicate the grid block from which the flow exits while subscripts indicate the block into which the flow is entering. Signs are attributed according to convention I.
Discretized Darcy Equation for the Case of Low Velocity
In the limit of low , the apparent permeability in Figure 3 becomes a function of transmembrane pressure only and is shown in Figure 4 . 
in which K is in m 2 and TMP is in kPa.
The non-Darcyan range of higher velocities, in which Kapp depends not only on TMP but also on , requires a slightly more complex treatment and will be separately discussed in Section 2.5.
By approximating the derivatives in the Darcy equation (Equation (2)) with reference to the block sizes Δ or Δ , the superficial velocities of the fluid can be expressed as: The function K(TMP) can be approximated well by a quadratic function:
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in which K is in m 2 and TMP is in kPa. The non-Darcyan range of higher velocities, in which K app depends not only on TMP but also on U s , requires a slightly more complex treatment and will be separately discussed in Section 2.5.
By approximating the derivatives in the Darcy equation (Equation (2)) with reference to the block sizes ∆x or ∆y, the superficial velocities of the fluid can be expressed as:
and are similar for the velocities at interfaces (i − 1, j) and (i, j − 1). By substituting Equations (8) and (9) into Equation (6), and considering for simplicity ∆x = ∆y, the pressure in block (i, j) can be expressed as:
The steady state pressure distribution in deformed channels must simultaneously satisfy Equation (10) (which was derived from the continuity and Darcy equations) and the constitutive law, e.g., Equation (7), expressing the dependence of the channel's permeability on the local TMP. An iterative algorithm was developed in order to perform this coupling; its flow chart is schematically shown in Figure 5 and is briefly commented below. and are similar for the velocities at interfaces (i − 1,j) and (i,j − 1). By substituting Equations (8) and (9) into Equation (6), and considering for simplicity Δ = Δ , the pressure in block , can be expressed as:
The steady state pressure distribution in deformed channels must simultaneously satisfy Equation (10) (which was derived from the continuity and Darcy equations) and the constitutive law, e.g., Equation (7), expressing the dependence of the channel's permeability on the local TMP. An iterative algorithm was developed in order to perform this coupling; its flow chart is schematically shown in Figure 5 and is briefly commented below. First, a guess for pressure is imposed in both channels at each grid block , ). Random values distributed between −40 and +40 kPa were used in the present applications. Then, the local TMP is calculated by using convention II, and the , values in both channels are determined by using Equation (7). A new pressure value, , . , is computed at each block , by using Equation (10) . Finally, under-relaxation is applied before starting a new iteration: First, a guess for pressure is imposed in both channels at each grid block (P Guess i,j
). Random values distributed between −40 and +40 kPa were used in the present applications. Then, the local TMP is calculated by using convention II, and the K i,j values in both channels are determined by using Equation (7) . A new pressure value, P Calc.
i,j , is computed at each block (i, j) by using Equation (10). Finally, under-relaxation is applied before starting a new iteration:
where c r is an under-relaxation factor for which a value of 0.7 was chosen as a reasonable trade-off between the computing time and convergence stability. The algorithm terminates when the maximum difference between the old and new pressures over all grid blocks becomes less than a prescribed small value (10 −9 kPa). Once convergence is attained, superficial velocities are computed from Equations (8) and (9).
Model Adjustment for Non-Darcyan Flow Regime
Industrial electro-membrane processes, especially ED, often experience fluid velocities larger than a few cm/s and channel thicknesses larger than 200 µm [1, 27] . Under these conditions, yielding Reynolds numbers of the order of 10 2 , the linear relation between the velocity and pressure gradient expressed by the Darcy law is no longer valid, i.e., K app depends on U s . For the sake of clarity, the relation between the velocity and pressure gradient obtained from 3-D CFD simulations [22] is reported in Figure 6 for the undeformed case; in the presence of deformation, a similar graph applies for each value of TMP. The blue solid line represents the U s vs. ∂p/∂s relation computed by CFD while the dotted red line represents the linear extrapolation of the behavior observed in the limit of low velocity. A significant departure from the linear behavior is observed for velocities larger than~10 cm/s. Therefore, in order to investigate higher flow regimes without excessively modifying the proposed model, a piecewise linear fitting (represented in Figure 6 by the red line segments separated by symbols) was applied to capture the dependence of the apparent channel permeability on the velocity. Each linear segment is identified by its slope, K'/µ, and its intercept, a, as shown in Figure 6 , with K' = K and a = 0 in the first segment. 
Industrial electro-membrane processes, especially ED, often experience fluid velocities larger than a few cm/s and channel thicknesses larger than 200 μm [1, 27] . Under these conditions, yielding Reynolds numbers of the order of 10 2 , the linear relation between the velocity and pressure gradient expressed by the Darcy law is no longer valid, i.e., Kapp depends on . For the sake of clarity, the relation between the velocity and pressure gradient obtained from 3-D CFD simulations [22] is reported in Figure 6 for the undeformed case; in the presence of deformation, a similar graph applies for each value of TMP. The blue solid line represents the vs. p/s relation computed by CFD while the dotted red line represents the linear extrapolation of the behavior observed in the limit of low velocity. A significant departure from the linear behavior is observed for velocities larger than ~10 cm/s. Therefore, in order to investigate higher flow regimes without excessively modifying the proposed model, a piecewise linear fitting (represented in Figure 6 by the red line segments separated by symbols) was applied to capture the dependence of the apparent channel permeability on the velocity. Each linear segment is identified by its slope, K'/μ, and its intercept, a, as shown in Figure 6 , with K' = K and a = 0 in the first segment. Figure 6 . Dependence of the superficial velocity on the pressure gradient for the undeformed channel case (solid blue line), computed by 3-D CFD simulations [22] . The dotted red line represents the linear relation valid at low velocities. The straight red segments separated by symbols represent a piecewise linear fitting. As an example, the intercept, , and the slope, / , of the fourth segment are indicated.
The same procedure was repeated for all the values of TMP investigated between −40 and +40 kPa; Tables A2 and A3 in Appendix A report the slopes and intercepts of each straight line segment.
Accordingly, the Darcy equation (Equation (2)) can be replaced by: Figure 6 . Dependence of the superficial velocity on the pressure gradient for the undeformed channel case (solid blue line), computed by 3-D CFD simulations [22] . The dotted red line represents the linear relation valid at low velocities. The straight red segments separated by symbols represent a piecewise linear fitting. As an example, the intercept, a, and the slope, K'/µ, of the fourth segment are indicated.
Accordingly, the Darcy equation (Equation (2)) can be replaced by:
in which K and a are constant for each segment of the piecewise linear approximation.
In the discretized form, Equations (8) and (9) are modified as follows:
and are similar for velocities (i − 1, j) and (i, j − 1). The terms a x i,j , a y i,j and K ,x i,j /µ, K ,y i,j /µ are the intercepts and the slopes of the straight line segments, respectively. The terms a x i,j and a y i,j are multiplied by the sign of the pressure difference between two consecutive computational blocks to account for the direction of the flow. The terms K ,x i,j and K ,y i,j may be different despite the isotropy of the medium because of the different values of the velocity along x and y. At low velocity, both K ,x i,j and K ,y i,j reduce to K i,j , which is the proportionality constant of the Darcy equation (Equation (2)) while the term a i,j vanishes.
Substituting Equations (13) and (14) into Equation (6), and considering for simplicity ∆x = ∆y, one obtains:
Equation (15) must be employed instead of Equation (10) to evaluate the pressure value at each computational block in either channel. It requires an initial distribution of K ,x,y i, j and a x,y i,j to calculate the flow velocity at each computational block. Therefore, some additional steps must be added to the algorithm, as illustrated by the flowchart in Figure 7 .
First, initial (guess) values, P Guess
, and a Guess i,j , of pressures and non-Darcyan parameters are set in both channels at each grid block and the corresponding TMP and velocities are calculated by using convention II and Equations (13) and (14) Tables A2 and A3 . Then, pressures P Calc i,j are calculated by using Equation (15) . Finally, after applying under-relaxation using Equation (11) Equation (15) must be employed instead of Equation (10) to evaluate the pressure value at each computational block in either channel. It requires an initial distribution of , , , and , , to calculate the flow velocity at each computational block. Therefore, some additional steps must be added to the algorithm, as illustrated by the flowchart in Figure 7 . Tables A2 and A3 . Then, pressures , are calculated by using Equation (15) . Finally, after applying under-relaxation using Equation (11) (as in the Darcyan case), the error is evaluated and, until it decreases below the prescribed value, a new iteration is performed. 
Flow Arrangement and Boundary Conditions
The most common fluid flow arrangements employed in RED and ED applications are: (i) parallel flow, (ii) counter flow, and (iii) cross flow. The advantages and disadvantages of these layouts have amply been discussed in the literature [1, 2] . Parallel flow assures the lowest TMP values between fluid channels, thus minimizing leakages and membrane deformation issues (ideally TMP = 0 if the two solutions share the same velocity and physical properties and the channels share the same geometrical configuration). On the other hand, the parallel flow arrangement suffers from a strong axial variation of concentration difference, which, in turn, reduces the driving force in RED and increases the energy consumption in ED. Counter flow is characterized by a more uniform distribution of the concentration difference along the channel length but exhibits the largest TMP. Finally, the cross flow layout has shown a more uniform electric current distribution and promising process performances in RED [28] .
In the present work, the fluid flow distribution in a square stack with a 0.6-m side was analyzed in the cross flow and counter flow arrangements. For the aforementioned reasons, parallel flow does not pose significant TMP issues and therefore was not investigated. A channel length of 0.6 m allowed for an investigation of the superficial velocities up to~10 cm/s with an inlet-outlet pressure drop below 40 kPa, corresponding to the highest TMP value for which correlations for K were obtained. This size is close to that of square prototype stacks that have actually been used in RED applications [28, 29] . The choice of a square stack simplifies the calculations and the interpretation of the results obtained. Of course, the model could also be applied to rectangular geometries, which are often employed in industrial ED units [30] .
The two flow arrangements investigated in the present work are shown in Figure 8 . In cross flow, fluid enters and exits each channel through two opposite slots of height H in the lateral gasket located beside the channel area where membrane profiles are, running through the whole width, W, of each channel. In the case of counter flow, inlets and outlets are shorter slots connecting the channels with manifolds orthogonal to the membranes; they were simulated here as straight segments, three at the Energies 2019, 12, 4259 12 of 25 inlet and two at the outlet. The inlet slots were placed 3 cm away from the upper and lower side walls and the outflow ones were 14 cm away. All slots were 10 cm wide and the distance between adjacent slots was 12 cm. In all cases, the pressure was set to zero at the outlet boundaries and to a uniform value, Pin, at the inlet boundaries. In the cross flow case, values of 3.12, 16.29, and 34.3 kPa were set for Pin, yielding superficial velocities in the undeformed channels of 1, 5, and 10 cm/s, respectively. Only the value of Pin = 34.3 kPa was investigated in the case of the counter flow configuration, where it yielded a superficial velocity in the undeformed channels of ~8.5 cm/s.
In regard to the side boundaries, where neither inlet nor outlet boundaries were specified, the most physically appropriate boundary condition would be the no slip one. However, since no slip conditions are not fully consistent with the Darcy approximation, pressure symmetry conditions were used instead. CFD simulations for the counter flow configuration were performed in which either symmetry or no slip wall conditions were imposed on the side boundaries, and discrepancies of less than 1% were observed in the computed pressure distribution.
Grid dependence, i.e., the effect of the number of channel blocks on the model's results, was analyzed by comparing five grids of increasing resolution. Results for a single undeformed channel were also compared with the CFD predictions obtained using the Ansys-CFX ® code. Details of these comparisons are reported in Appendix B.
Results and Discussion
Cross Flow Arrangement
3.1.1. Low Velocity Case (Pin -Pout = 3.12 kPa, Yielding ≈ 1 cm/s) Pressure maps and TMP for the cross flow configuration with an inlet pressure of 3.12 kPa (yielding = 1 cm/s, being s either x for the CON channel or y for the DIL channel) are shown in Figure 9 for the case in which membrane deformation effects are not taken into account. In each channel, pressure decreases linearly along the flow direction. The resulting TMP exhibits an antisymmetric behavior about the descending diagonal of the channel, attaining its lowest value at the bottom left corner and the highest value at the top right corner. Velocity maps are not shown since a flat distribution exists. In all cases, the pressure was set to zero at the outlet boundaries and to a uniform value, P in , at the inlet boundaries. In the cross flow case, values of 3.12, 16.29, and 34.3 kPa were set for P in , yielding superficial velocities in the undeformed channels of 1, 5, and 10 cm/s, respectively. Only the value of P in = 34.3 kPa was investigated in the case of the counter flow configuration, where it yielded a superficial velocity in the undeformed channels of~8.5 cm/s.
Results and Discussion
Cross Flow Arrangement
3.1.1. Low Velocity Case (P in − P out = 3.12 kPa, Yielding U s ≈ 1 cm/s) Pressure maps and TMP for the cross flow configuration with an inlet pressure of 3.12 kPa (yielding U s = 1 cm/s, being s either x for the CON channel or y for the DIL channel) are shown in Figure 9 for the case in which membrane deformation effects are not taken into account. In each channel, pressure decreases linearly along the flow direction. The resulting TMP exhibits an anti-symmetric behavior about the descending diagonal of the channel, attaining its lowest value at the bottom left corner and the highest value at the top right corner. Velocity maps are not shown since a flat distribution exists. Results obtained for the same cross flow stack of Figure 9 , but taking membrane deformation into account, are shown in Figure 10 . Note that at the low velocity considered here, the behavior of the channel regarded as a porous medium is purely Darcyan (see Figure 6 ). The effects of membrane deformation are too small to be seen in the pressure maps (a,b), and also the TMP is almost the same as in the undeformed case (Figure 9c ). Results obtained for the same cross flow stack of Figure 9 , but taking membrane deformation into account, are shown in Figure 10 . Note that at the low velocity considered here, the behavior of the channel regarded as a porous medium is purely Darcyan (see Figure 6 ). The effects of membrane deformation are too small to be seen in the pressure maps (a,b), and also the TMP is almost the same as in the undeformed case (Figure 9c ). Figure 10d reports the equivalent height, h, of the concentrate channel, which exhibits an anti-symmetric trend about the channel's descending diagonal (as TMP) but attains its lowest value at the top right corner and its highest value at the bottom left corner (opposite to TMP), and changes by only about ±2% with respect to the undeformed channel equivalent height (180 µm). This modest membrane deformation only slightly affects the distribution of the streamwise superficial velocity component (U x ), which is shown in map (e) for the concentrate channel. This quantity exhibits a stratification in the direction orthogonal to the main flow direction, with a mean value U s of 0.976 cm/s (almost the same as in the undeformed case) and a variation of about ±3%.
For the sake of completeness, the superficial velocity component along the direction orthogonal to the main flow (U y ) is also reported in map (f). U y is~4 orders of magnitude lower than the streamwise component, U x , and exhibits a symmetric distribution about the channel's descending diagonal.
Finally, map (g) reports the interstitial velocity. This quantity presents relative variations of about ±3% to 4%, similar to those observed for the superficial velocity, but a different distribution, which results from the combined variations of the superficial velocity, U s , and channel equivalent height, h. Figure 10d reports the equivalent height, h, of the concentrate channel, which exhibits an antisymmetric trend about the channel's descending diagonal (as TMP) but attains its lowest value at the top right corner and its highest value at the bottom left corner (opposite to TMP), and changes by only about ±2% with respect to the undeformed channel equivalent height (180 μm). This modest membrane deformation only slightly affects the distribution of the streamwise superficial velocity component ( ), which is shown in map (e) for the concentrate channel. This quantity exhibits a stratification in the direction orthogonal to the main flow direction, with a mean value 〈 〉 of ~0.976 cm/s (almost the same as in the undeformed case) and a variation of about ±3%.
For the sake of completeness, the superficial velocity component along the direction orthogonal to the main flow ( ) is also reported in map (f).
is ~4 orders of magnitude lower than the streamwise component, , and exhibits a symmetric distribution about the channel's descending diagonal.
Finally, map (g) reports the interstitial velocity. This quantity presents relative variations of about ±3% to 4%, similar to those observed for the superficial velocity, but a different distribution, The results for the case in which membrane deformation effects are not taken into account are shown in Figure 11 . In the absence of membrane deformation, the pressure in the channels decreases linearly along the flow directions as in the lower velocity case, and TMP shows the same anti-symmetric behavior about the descending diagonal of the channel.
Results for the case in which membrane deformation effects are taken into account are reported in Figure 12 . In this case, the behavior of the channel regarded as a porous medium is significantly non-Darcyan, as can be observed in Figure 6 .
The same cross flow configuration considered in the previous section, see Figures 9 and 10, was also investigated for an inlet pressure of 34.3 kPa, yielding ≈ 10 cm/s along the main flow direction.
The results for the case in which membrane deformation effects are not taken into account are shown in Figure 11 . In the absence of membrane deformation, the pressure in the channels decreases linearly along the flow directions as in the lower velocity case, and TMP shows the same antisymmetric behavior about the descending diagonal of the channel. Results for the case in which membrane deformation effects are taken into account are reported in Figure 12 . In this case, the behavior of the channel regarded as a porous medium is significantly non-Darcyan, as can be observed in Figure 6 . Membrane deformation significantly affects the pressure distribution in the channels, as can be seen in maps (a,b). Specifically, the pressure distribution is not linear, but the pressure gradient increases as the fluid approaches the outlet regions. The TMP, map (c), is still anti-symmetric about the descending diagonal, but now the iso-TMP lines are no longer parallel to this diagonal but converge towards the bottom right corner.
Map (d) reports the concentrate channel's equivalent height, h, which varies by about ±20% with respect to that of the undeformed channel (180 μm). As shown in map (e), the higher membrane deformation (compared to the low velocity case) enhances the stratification along y of the superficial velocity, , with a mean value 〈 〉 of 9.82 cm/s (1.8% reduction with respect to the undeformed Membrane deformation significantly affects the pressure distribution in the channels, as can be seen in maps (a,b). Specifically, the pressure distribution is not linear, but the pressure gradient increases as the fluid approaches the outlet regions. The TMP, map (c), is still anti-symmetric about the descending diagonal, but now the iso-TMP lines are no longer parallel to this diagonal but converge towards the bottom right corner.
Map (d) reports the concentrate channel's equivalent height, h, which varies by about ±20% with respect to that of the undeformed channel (180 µm). As shown in map (e), the higher membrane deformation (compared to the low velocity case) enhances the stratification along y of the superficial velocity, U s , with a mean value U s of 9.82 cm/s (1.8% reduction with respect to the undeformed case) and a maximum variation of +39% in the lower region of the stack (close to y = 0.6 m) and −27% in the upper region (close to y = 0).
Map (f) reports the secondary superficial velocity component along the direction orthogonal to the main flow direction (U y , in the concentrate channel). This quantity is now two to three orders of magnitude lower than the streamwise component, U s , and exhibits a more complex distribution than in the lower velocity case of Figure 10f .
Finally, map (g) reports the interstitial velocity. It shows a similar trend as for the U s = 1 cm/s case but presents much larger relative variations (about ±35%) and a much more non-uniform gradient.
For the same test case (cross flow at U s ≈ 10 cm/s in the presence of membrane deformation), a better understanding of the behavior of the different quantities in Figure 12 can be achieved by considering the profiles of different variables along the main flow direction (x for the concentrate channel). Figure 13 reports such profiles as obtained at two spanwise locations, namely, y = 0.05 m (upper region of the maps in Figure 12 ) and y = 0.55 m (lower region of the same maps). magnitude lower than the streamwise component, , and exhibits a more complex distribution than in the lower velocity case of Figure 10f .
Finally, map (g) reports the interstitial velocity. It shows a similar trend as for the = 1 cm/s case but presents much larger relative variations (about ±35%) and a much more non-uniform gradient.
For the same test case (cross flow at ≈ 10 cm/s in the presence of membrane deformation), a better understanding of the behavior of the different quantities in Figure 12 can be achieved by considering the profiles of different variables along the main flow direction (x for the concentrate channel). Figure 13 reports such profiles as obtained at two spanwise locations, namely, y = 0.05 m (upper region of the maps in Figure 12 ) and y = 0.55 m (lower region of the same maps). The transmembrane pressure TMP (graph a) increases along the x direction at both y locations, and varies from about 0 to about 28 kPa along the line y = 0.05 m and from about −34 to 0 kPa along the line y = 0.55 m. As a consequence, the concentrate channel equivalent height, graph (b), decreases from ~180 to ~145 μm, i.e., from undeformed to compressed, at y = 0.05 m, and from ~215 to ~180 μm, i.e., from expanded to undeformed, at y = 0.55 m. Thus, the channel is compressed in the upper region of the stack and expanded in the lower one.
As shown in graph (c), the channel's apparent permeability decreases along the x direction following the trend of the channel's equivalent height, in accordance with Figure 3 . The streamwise pressure gradient, graph (d), increases along the flow direction x (by about the same amount at both y locations) to compensate for the decreasing permeability while the mass flow rate remains constant. The superficial velocity, , graph (e), can be calculated as the product of the pressure gradient by the channel's apparent permeability. As a result, is lower at y = 0.05 m than at y = 0.55 m, since the pressure gradient is almost the same at the two locations, while the permeability is lower in the The transmembrane pressure TMP (graph a) increases along the x direction at both y locations, and varies from about 0 to about 28 kPa along the line y = 0.05 m and from about −34 to 0 kPa along the line y = 0.55 m. As a consequence, the concentrate channel equivalent height, graph (b), decreases from~180 to~145 µm, i.e., from undeformed to compressed, at y = 0.05 m, and from~215 to~180 µm, i.e., from expanded to undeformed, at y = 0.55 m. Thus, the channel is compressed in the upper region of the stack and expanded in the lower one.
As shown in graph (c), the channel's apparent permeability decreases along the x direction following the trend of the channel's equivalent height, in accordance with Figure 3 . The streamwise pressure gradient, graph (d), increases along the flow direction x (by about the same amount at both y locations) to compensate for the decreasing permeability while the mass flow rate remains constant. The superficial velocity, U s , graph (e), can be calculated as the product of the pressure gradient by the channel's apparent permeability. As a result, U s is lower at y = 0.05 m than at y = 0.55 m, since the pressure gradient is almost the same at the two locations, while the permeability is lower in the upper-compressed region of the channel than in the lower-expanded one.
Graph (f) shows profiles of the interstitial velocity, defined in Section 2.1 as U s H/h. This quantity increases along the flow direction x at both y locations because the superficial velocity, graph (e), varies much less than the channel equivalent height, graph (b). Moreover, the interstitial velocity is lower at y = 0.05 m (upper, compressed region of the channel) than at y = 0.55 m (lower, expanded region) because the superficial velocity varies along y more than the equivalent channel height.
Pressure Profiles for All Cross Flow Cases
Pressure profiles along the x direction near the lower edge of the concentrate channel (y = 0.55 m) are shown in Figure 14 Note that the same pressure drops are imposed in undeformed and deformed conditions. The reduction of the mean fluid velocity 〈 〉 under deformed conditions is small (1.8% for Pin -Pout = 34.3 kPa, as mentioned in Section 3.1.2, and practically negligible for lower pressure drops).
In the absence of deformation, pressure decreases linearly with x. At 〈 〉 ≈ 1 cm/s, membrane deformation is small, as already discussed in Section 3.1.1, and does not significantly affect the pressure profile. As the velocity, and thus the TMP, increases, pressure profiles depart from the linear trend. Cubic polynomial functions are found to fit the pressure profiles well when membrane deformation becomes considerable.
Counter Flow Arrangement
In the counter flow arrangement, only one pressure inlet value (34.3 kPa) was investigated. This pressure value is the same used for the cross flow case discussed in Section 3.1.2, where it yielded ≈ 10 cm/s. In the present case, due to the different geometry of the inlet and outlet regions (see Figure 8 ), the resulting superficial velocity in the absence of membrane deformation is ≈ 8.5 cm/s (with s corresponding to x). Note that pressure changes due to abrupt area variations, present in this configuration, are not taken into account by the model, but this is not a severe limitation because, at the present low velocity, these terms (proportional to the kinetic pressure.  /2) are negligible compared to the distributed losses (order of 0.01 kPa, compared to the imposed inlet-outlet pressure variation of 34.3 kPa). This conclusion is also supported by the comparison with the CFD results in Appendix B.2.
For the case of no membrane deformation, maps of the pressure in both channels, TMP, and superficial velocity along the main flow direction in the concentrate channel are shown in Figure 15 . In each channel, the inlet and outlet regions can be observed in which the geometry of the openings Note that the same pressure drops are imposed in undeformed and deformed conditions. The reduction of the mean fluid velocity U s under deformed conditions is small (1.8% for P in − P out = 34.3 kPa, as mentioned in Section 3.1.2, and practically negligible for lower pressure drops).
In the absence of deformation, pressure decreases linearly with x. At U s ≈ 1 cm/s, membrane deformation is small, as already discussed in Section 3.1.1, and does not significantly affect the pressure profile. As the velocity, and thus the TMP, increases, pressure profiles depart from the linear trend. Cubic polynomial functions are found to fit the pressure profiles well when membrane deformation becomes considerable.
In the counter flow arrangement, only one pressure inlet value (34.3 kPa) was investigated. This pressure value is the same used for the cross flow case discussed in Section 3.1.2, where it yielded U s ≈ 10 cm/s. In the present case, due to the different geometry of the inlet and outlet regions (see Figure 8 ), the resulting superficial velocity in the absence of membrane deformation is U s ≈ 8.5 cm/s (with s corresponding to x). Note that pressure changes due to abrupt area variations, present in this configuration, are not taken into account by the model, but this is not a severe limitation because, at the present low velocity, these terms (proportional to the kinetic pressure. ρU 2 s /2) are negligible compared to the distributed losses (order of 0.01 kPa, compared to the imposed inlet-outlet pressure variation of 34.3 kPa). This conclusion is also supported by the comparison with the CFD results in Appendix B.2.
For the case of no membrane deformation, maps of the pressure in both channels, TMP, and superficial velocity along the main flow direction in the concentrate channel are shown in Figure 15 . In each channel, the inlet and outlet regions can be observed in which the geometry of the openings significantly affects the pressure distribution, see maps (a,b); outside these regions, p is mainly stratified with a uniform gradient along the flow direction x. Of course, the two distributions are identical apart from a reflection about the vertical midline. As a result, TMP in map (c) is anti-symmetric with respect to the vertical midline and ranges from negative to positive values spanning an interval twice that exhibited by the pressure in each of the separate channels. The streamwise superficial velocity in the concentrate channel, map (d), exhibits complex details in the inlet and outlet regions and is almost flat in the central region. Figure 16 reports results obtained in the presence of membrane deformation. Pressure distributions (see maps (a,b)) show that the pressure gradient along x increases towards the outlet regions, where the channel is compressed. In each channel, a larger pressure non-uniformity is observed near the (two) outlet openings than near the (three) inlet ones. The non-uniform pressure gradient trends partially compensate when the pressure difference, i.e., TMP, is computed, yielding a more uniform gradient, map (c). Note that the shape of the TMP iso-lines reflects the geometry of the outlets more than that of the inlets. Figure 16 reports results obtained in the presence of membrane deformation. Pressure distributions (see maps (a,b)) show that the pressure gradient along x increases towards the outlet regions, where the channel is compressed. In each channel, a larger pressure non-uniformity is observed near the (two) outlet openings than near the (three) inlet ones. The non-uniform pressure gradient trends partially compensate when the pressure difference, i.e., TMP, is computed, yielding a more uniform gradient, map (c). Note that the shape of the TMP iso-lines reflects the geometry of the outlets more than that of the inlets.
The channel equivalent height in the concentrate compartment exhibits the opposite trend to TMP, decreasing from its highest value of~218 µm in the inlet region to its lowest value of~144 µm in the outlet region. The superficial velocity distribution, map (e), is qualitatively similar to that obtained in the undeformed case (Figure 15d ), but its mean value U s is now~7.5 cm/s,~12% lower than that computed in the undeformed case (~8.5 cm/s). This result can be attributed to the asymmetric behavior of the hydraulic permeability, which varies less under compression than under expansion.
Finally, map (f) shows the interstitial velocity in the concentrate channel. This quantity changes slightly with respect to the superficial velocity without significant fluid redistribution phenomena. The channel equivalent height in the concentrate compartment exhibits the opposite trend to TMP, decreasing from its highest value of ~218 μm in the inlet region to its lowest value of ~144 m in the outlet region. The superficial velocity distribution, map (e), is qualitatively similar to that obtained in the undeformed case (Figure 15d ), but its mean value 〈 〉 is now ~7.5 cm/s, ~12% lower than that computed in the undeformed case (~8.5 cm/s). This result can be attributed to the asymmetric behavior of the hydraulic permeability, which varies less under compression than under expansion.
Finally, map (f) shows the interstitial velocity in the concentrate channel. This quantity changes slightly with respect to the superficial velocity without significant fluid redistribution phenomena.
Conclusions
A novel fluid-structure interaction model was developed to investigate the flow distribution in ED/RED stacks in the presence of membrane deformations arising from the pressure difference between adjacent channels (transmembrane pressure, TMP). An iterative algorithm was developed to solve the continuity and Darcy equations in two neighboring channels, treated as porous media, taking into account the spatial variation of their hydraulic permeability as a function of the local TMP. The model was extended to also deal with non-Darcyan flow conditions, thus allowing its use for fluid velocities higher than a few cm/s, typical of electrodialysis channels. The computational accuracy of the present model was proven for the case of undeformed channels by comparing its results with those obtained by performing CFD simulations.
Square stacks with 0.6-m sides equipped with profiled membranes of the overlapped crossed filament type (pitch 1.6 mm, nominal channel height 200 μm, Young modulus 150 MPa, membrane 
Square stacks with 0.6-m sides equipped with profiled membranes of the overlapped crossed filament type (pitch 1.6 mm, nominal channel height 200 µm, Young modulus 150 MPa, membrane thickness 120 µm) were investigated both in the counter and cross flow operation mode at superficial fluid velocities ranging from 1 to 10 cm/s.
In the case of the cross flow configuration, at low velocities (e.g., 1 cm/s), the membrane deformation was small and did not significantly alter the results with respect to the undeformed configuration. On the other hand, at the higher velocity of 10 cm/s, the channel equivalent height was found to vary by up to about ±20% with respect to its mean value; the superficial velocity also exhibited considerable non-uniformity, with departures from the mean value ranging from −27% to +39%. The effect of the membrane deformation also altered the pressure variation in each channel along the corresponding main flow direction, so that the pressure profile became non-linear and exhibited a cubic trend. For an imposed pressure drop of 34.3 kPa, the superficial velocity decreases from 10 cm/s Energies 2019, 12, 4259 20 of 25 in the undeformed case to a mean value of 9.82 cm/s (1.8% reduction) in the simulation taking into account deformation effects.
In the case of counter flow, the model showed its ability to deal with partial inlet and outlet openings, representative of the manifold configuration typical of this operation mode. Also, in this case, the maximum variation of the channel equivalent height with respect to its mean value was ±20%, but there were no significant flow redistribution phenomena. However, as an effect of the asymmetric behavior of the hydraulic permeability under compression and expansion, deformation caused a reduction of flow rate of 12% for an imposed pressure drop of 34.3 kPa.
A grid dependence study was conducted and showed that for the case of cross flow, 2-D grids with just 60 × 60 blocks were sufficient to yield satisfactory results. For the case of counter flow, the presence of small details in the geometry of the inlets and outlets made finer grids, e.g., 120 × 120 blocks, necessary.
On the whole, the present study demonstrates that membrane deformation and its effects can be significant in large stacks with cross flow or counter flow arrangements. Note that membrane deformations and flow redistribution effects may become even larger, e.g., if thinner membranes or a larger pitch to height ratio were employed. Therefore, process modelling and optimization tools should take these aspects into consideration. The model developed in the present study was successfully applied to a specific geometrical configuration and specific membrane mechanical properties but could easily be extended to different geometries and operating conditions. 
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Appendix A. Dependence of Equivalent Channel Height and Channel Hydraulic Permeability on TMP Appendix A.1. Equivalent Channel Height
As discussed in Section 2.1, the equivalent channel height is defined here as the ratio between the fluid volume and projected area. Table A1 reports fluid volumes and corresponding equivalent channel heights for the unit cell of channels delimited by OCF-profiled membranes characterized by H = 200 µm and P = 1600 µm (P/H = 8, projected area P 2 = 2.56 mm 2 ) for TMP varying between −40 and +40 kPa.
Channel height values were fit by a second-order polynomial, which was implemented in the Matlab ® program (h is in µm, TMP in kPa): The slopes and intercepts of each linear segment of the piecewise linear fitting (discussed in Section 2.5) used to capture the dependence of the channel permeability on the velocity at different values of TMP are reported in Tables A2 and A3 . For the cross flow configuration at P in = 34.3 kPa, Figure A1 reports profiles of the x-velocity component along a line orthogonal to the main flow direction and located 2 cm away from the inlet side; see the left broken line in Figure 8a . The inset shows an enlarged portion of the same plot. It can be observed that maximum differences (grids A vs. E) are less than 0.25 cm/s, and grids C-E yield practically identical results. The discrepancies between consecutive grids decrease with the number of blocks, indicating an asymptotic convergence.
Appendix B.1. Grid Dependence
As mentioned in Section 2.6, the effect of the number of channel divisions (Nx and Ny) on the model's results was systematically addressed by comparing five grids characterized by: (A) 30 × 30; (B) 60 × 60; (C) 120 × 120; (D) 240 × 240; and (E) 480 × 480 blocks, with a total number of 900, 3600, 14,400, 57,600, and 230,400 blocks, respectively.
For the cross flow configuration at Pin = 34.3 kPa, Figure A1 reports profiles of the x-velocity component along a line orthogonal to the main flow direction and located 2 cm away from the inlet side; see the left broken line in Figure 8a . The inset shows an enlarged portion of the same plot. It can be observed that maximum differences (grids A vs. E) are less than 0.25 cm/s, and grids C-E yield practically identical results. The discrepancies between consecutive grids decrease with the number of blocks, indicating an asymptotic convergence. A similar comparison for the counter flow configuration is reported in Figure A2 , which shows profiles of the x-velocity component along a line orthogonal to the main flow direction and located 2 cm upstream of the outlet side; see the right broken line in Figure 8b . The maximum grid-dependent differences (grids A vs. E) are higher than for the cross flow case (up to ~4 cm/s) but are concentrated near the outflow slots. Grids C-E yield very similar results, with maximum differences of ~0.5 cm/s (~3%). A similar comparison for the counter flow configuration is reported in Figure A2 , which shows profiles of the x-velocity component along a line orthogonal to the main flow direction and located 2 cm upstream of the outlet side; see the right broken line in Figure 8b . The maximum grid-dependent differences (grids A vs. E) are higher than for the cross flow case (up to~4 cm/s) but are concentrated near the outflow slots. Grids C-E yield very similar results, with maximum differences of~0.5 cm/s (~3%).
For the cross flow configuration at Pin = 34.3 kPa, Figure A1 reports profiles of the x-velocity component along a line orthogonal to the main flow direction and located 2 cm away from the inlet side; see the left broken line in Figure 8a . The inset shows an enlarged portion of the same plot. It can be observed that maximum differences (grids A vs. E) are less than 0.25 cm/s, and grids C-E yield practically identical results. The discrepancies between consecutive grids decrease with the number of blocks, indicating an asymptotic convergence. A similar comparison for the counter flow configuration is reported in Figure A2 , which shows profiles of the x-velocity component along a line orthogonal to the main flow direction and located 2 cm upstream of the outlet side; see the right broken line in Figure 8b . The maximum grid-dependent differences (grids A vs. E) are higher than for the cross flow case (up to ~4 cm/s) but are concentrated near the outflow slots. Grids C-E yield very similar results, with maximum differences of ~0.5 cm/s (~3%). As far as the computing time is concerned, it typically increased from a few seconds for grid A to~80 h for grid E when simulations were run on a desktop computer equipped with an Intel Core i7-6700 CPU with 32 GB memory. The computing time was significantly lower (about 50%) in the absence of deformation.
Appendix B.2. Comparison with CFD Results
The reliability of the present mathematical model formulation was verified by comparing the results for undeformed channel configurations (TMP = 0) with those provided by computational fluid dynamics (CFD) simulations. The commercial software Ansys CFX ® 18.1 was employed. Both cross flow and countercurrent configurations were simulated. The CFD settings were as follows:
• The porous media model was assumed, and steady state simulations were performed.
•
Values of the permeability and of the resistance loss coefficient were determined by means of a quadratic regression of the undeformed channel characteristics ( Figure 6 ). The permeability was set to 1.65·10 −9 m 2 and the resistance loss coefficient to 989 m −1 . • Free slip wall boundary conditions were set at the upper and lower walls of the channel (representative of membrane surfaces). The latter condition was imposed to avoid viscous fluid-wall interaction, which would lead to erroneous results; in fact, the friction characteristics of the membrane surfaces and profiles are already taken into account by the permeability and resistance coefficients. • Symmetry or no slip boundary conditions were imposed at the lateral edges of the domain.
CFD predictions for pressure and velocity were evaluated and compared with the results of the present model. For example, Figure A3 reports profiles of the relative pressure computed along a line orthogonal to the main flow direction and located 2 cm away from the inlet of a channel in the counter flow configuration at P in = 18.64 kPa. Only the three finest grids, C, D, and E, were considered. It can be observed that the CFD predictions are practically coincident with the results provided by the finest grid (E, 480 × 480 blocks) but agree fairly well also with those obtained by coarser (120 × 120 or 240 × 240) grids. A similar agreement was also obtained for other locations, the other configuration (i.e., cross flow), and various flow velocities, thus confirming the reliability of the present model. As far as the computing time is concerned, it typically increased from a few seconds for grid A to ~80 h for grid E when simulations were run on a desktop computer equipped with an Intel Core i7-6700 CPU with 32 GB memory. The computing time was significantly lower (about 50%) in the absence of deformation.
Appendix B.2. Comparison with CFD Results

The porous media model was assumed, and steady state simulations were performed. 
Values of the permeability and of the resistance loss coefficient were determined by means of a quadratic regression of the undeformed channel characteristics ( Figure 6 ). The permeability was set to 1.65·10 −9 m 2 and the resistance loss coefficient to 989 m −1 .  Free slip wall boundary conditions were set at the upper and lower walls of the channel (representative of membrane surfaces). The latter condition was imposed to avoid viscous fluidwall interaction, which would lead to erroneous results; in fact, the friction characteristics of the membrane surfaces and profiles are already taken into account by the permeability and resistance coefficients.  Symmetry or no slip boundary conditions were imposed at the lateral edges of the domain.
CFD predictions for pressure and velocity were evaluated and compared with the results of the present model. For example, Figure A3 reports profiles of the relative pressure computed along a line orthogonal to the main flow direction and located 2 cm away from the inlet of a channel in the counter flow configuration at Pin = 18.64 kPa. Only the three finest grids, C, D, and E, were considered. It can be observed that the CFD predictions are practically coincident with the results provided by the finest grid (E, 480 × 480 blocks) but agree fairly well also with those obtained by coarser (120 × 120 or 240 × 240) grids. A similar agreement was also obtained for other locations, the other configuration (i.e., cross flow), and various flow velocities, thus confirming the reliability of the present model. Figure A3 . Single undeformed channel in the counter flow configuration at Pin = 18.64 kPa: pressure profiles along a line orthogonal to the main flow direction and located 2 cm away from the inlet, see Figure 8b . Results obtained with three grids of increasing resolution are compared with CFD predictions. Figure A3 . Single undeformed channel in the counter flow configuration at P in = 18.64 kPa: pressure profiles along a line orthogonal to the main flow direction and located 2 cm away from the inlet, see Figure 8b . Results obtained with three grids of increasing resolution are compared with CFD predictions.
