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Abstract
Two new mock theta functions of the sixth order are defined. The main theorem in this paper (Theo-
rem 1.1) provides four transformation formulas relating the new mock theta functions with Ramanujan’s
mock theta functions of the sixth order. Two further representations of the new mock theta functions are
established. Lastly, a hitherto unproved entry from Ramanujan’s lost notebook related to sixth order mock
theta functions is proved.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In Ramanujan’s last letter to G.H. Hardy [12, pp. xxxi–xxxii, 354–355], [5, pp. 220–223],
written on January 12, 1920, Ramanujan introduced mock theta functions and gave examples
of mock theta functions of the third, fifth, and seventh orders. Ramanujan did not rigorously
define a mock theta function, nor did he define the order of a mock theta function. Although
several mathematicians have since given their definitions of the order of a mock theta function,
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order. However, the recent work of K. Bringmann and K. Ono [6–8] demonstrating that mock
theta functions are the holomorphic parts of Maass wave forms has clarified the concept of order.
When Ramanujan’s lost notebook was found by G.E. Andrews in 1976, it was seen to contain
identities for mock theta functions of the sixth and tenth orders. We do not repeat Ramanujan’s
definition of a mock theta function here, but it is widely accepted that the only other mock
theta functions that have been discovered besides those of Ramanujan are third order mock theta
functions defined by G.N. Watson [14] and Andrews [1].
The first goal of this paper is to define two new sixth order mock theta functions, which have
their origins in Ramanujan’s mock theta functions of the sixth order. In Theorem 1.1 below, we
offer four identities, which are similar in spirit to identities for sixth order mock theta functions
stated by Ramanujan in his lost notebook [13] and proved by Andrews and D. Hickerson [3].
Most of this paper is devoted to proving these four identities. In fact, R.J. McIntosh [11] inde-
pendently discovered these two mock theta functions and derived transformation formulas for
them. There are no theorems in [11] in common with those proved in our paper.
Throughout this article, we assume that |q| < 1 and use the notation
(x)0 := (x;q)0 := 1,





(x1, . . . , xm)n := (x1, . . . , xm;q)n := (x1;q)n · · · (xm;q)n,
[x1, . . . , xm]n := [x1, . . . , xm;q]n := (x1, q/x1, . . . , xm, q/xm;q)n.
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this definition of μ(q). If we sum the summands of ρ(q) and σ(q) over the negative integers, we
obtain λ(q)/2 and μ(q)/2, respectively. However, an examination of the summands of φ(q) and
ψ(q) over the negative and non-positive integers, respectively, leads to the discovery of two new











Unfortunately, this method of constructing new functions does not yield any new functions when
applied to Ramanujan’s fifth, seventh, and tenth order mock theta functions. As remarked above,
these two functions, φ−(q) and ψ−(q), were independently discovered by McIntosh [11].
In Section 2, we prove the following analogs of (0.18)R–(0.21)R in [3].
















)+ λ(q) = (−q;q2)3∞(q3, q9, q12;q12)∞. (1.10)
As in the paper by Andrews and Hickerson [3], we employ the Bailey pair method and the
constant term method to prove Theorem 1.1. We state without proofs various results needed in
our proofs.
First, we need the Jacobi triple product identity [4, pp. 33–36]. For |ab| < 1,
f (a, b) :=
∞∑
n=−∞
an(n+1)/2bn(n−1)/2 = (−a;ab)∞(−b;ab)∞(ab;ab)∞. (1.11)
Theorem 1.2. (See [3, Theorem 1.1].) If n is a positive integer, 0 < |q| < 1, and neither x nor z








The proof of Theorem 1.2 is dependent on a corollary of Ramanujan’s 1ψ1 summation formula




1 − zqn , (1.12)n=−∞


























provided also that |q| < |z| < 1.
Definition 1.3. (See [3, Definition 2.0].) Two sequences {αn} and {βn}, n 0, form a Bailey pair






for all n 0.














provided both sums converge absolutely.
In [3], Andrews and Hickerson proved the following identities; their exact locations are
[3, Eqs. (3.19), (4.7), (4.8), (4.19), (4.20)], respectively:
(





1 − zq3n , (1.14)
q
(




1 − zq6n , (1.15)
(





1 − zq6n+2 , (1.16)
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(












z, q6/z, q6;q6)∞μ(q) = 2(q2;q2)∞(q6;q6)2∞(q6;q12)∞[−z,−zq2;q6]∞(q4;q4)∞[zq2;q6]∞
− (q;q)∞(q;q






1 − zq6n+2 . (1.18)
A similar identity for φ(q) also appears in [3, Eq. (3.20)]. We state and prove the analogous
identities for φ−(q) and ψ−(q) at the end of Section 2.
We prove a related identity on page 4 of Ramanujan’s lost notebook in Section 3.
2. Proofs of the analogous identities
We first recall the following theorem.
Theorem 2.1. (See [3, Theorem 2.3].) Let a, b, c, and q be complex numbers with a = 1, b = 0,
c = 0, q = 0, and none of a/b, a/c, qb, and qc of the form q−k with k  0. For n 0, define







(−1)j (1 − aq2j−1)(a)j−1(b)j (c)j
qj (j−1)/2(bc)j (q)j (a/b)j (a/c)j
and




Then the sequences {A′n(a, b, c, q)} and {B ′n(a, b, c, q)} form a Bailey pair relative to a.
From Theorem 2.1, we know that the sequences {A′n(q4, q,0, q2)} and {B ′n(q4, q,0, q2)}
form a Bailey pair relative to q2. Replacing q by q2 and replacing ρ1 and ρ2 by −q2 and −q3,
respectively, in Corollary 1.4, we find that






























Similarly, the sequences {A′n(q2, q,0, q2)} and {B ′n(q2, q,0, q2)} form a Bailey pair relative














































r ≡s (mod 2)
(−1)(−r−s+1)/2q(2r−1)s+((r+s−1)/2)2, (2.3)
while setting r = n + j and s = n − j in (2.2), we see that












B(z) := z2 (z
2q, q/z2, q2, q2;q2)2∞
(z, q/z, q, q;q)∞ .
Then we have the following theorem.
Theorem 2.2. In the annulus |q| < |z| < 1, the coefficients of z0 and z1 in B(z) are −2ψ−(q)
and −φ−(q), respectively.
Proof. By Euler’s identity and the Jacobi triple product identity (1.11), we first express
(q)∞





2q, q/z2, q2, q2;q2)∞

















where in the last equality, we applied (1.13) and (1.11). Then from (2.3) and (2.4), we see that
the coefficients of z1 and z0 in this last expression are − (q)∞




From the Jacobi triple product identity (1.11), we deduce that
(1/z, zq, q;q)∞ = −z(z, q/z, q;q)∞,
and so we easily verify that B(z) satisfies the functional equations
B(zq) = − 1
z3
B(z), (2.5)
B(1/z) = − 1
z3
B(z), (2.6)
and it is also easy to check that the residue of B(z) at z = 1 is −1.
Note that the Lambert series
L(z) :=
∞∑ (−1)nqn(3n+1)/2z3n+2
1 − qnz (2.7)
n=−∞
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L(z) = z
2
1 − z + O(1) = −
z2
z − 1 + O(1),
and so the residue at z = 1 is −1. Therefore we may conclude that the difference V (z) := B(z)−
L(z) is analytic on the complex plane except for z = 0, and satisfies the functional equations















which, upon comparing coefficients of zn, −∞ < n < ∞, yields
Vn = −Vn−3qn−3.
Therefore,













z3, q3/z3, q3;q3)∞ + V1z(qz3, q2/z3, q3;q3)∞ + V2z2(q2z3, q/z3, q3;q3)∞
= V0
(
z3, q3/z3, q3;q3)∞ + V1{z(qz3, q2/z3, q3;q3)∞ − z2(q2z3, q/z3, q3;q3)∞},
(2.9)
where in the second equality, we applied the Jacobi triple product identity (1.11), and in the
third equality, we used the fact V2 = −V1, which is obtained by substituting (2.8) into (2.6) and
comparing the coefficients of z.
Recall that for |q| < |z| < 1, Theorem 2.2 tells us that the coefficients of z0 and z1 in B(z) are












which shows that the coefficients of z0 and z1 in L(z) are 0. Hence, from the definition, V (z) =
B(z) − L(z), we conclude that V0 = −2ψ−(q) and V1 = −φ−(q).
Using (2.9), we obtain the following theorem.
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qz3, q2/z3, q3;q3)∞ − z2(q2z3, q/z3, q3;q3)∞}. (2.10)
We separate φ−(q) from ψ−(q) in (2.10). First, we apply Theorem 1.2 twice to B(z) to deduce
that










































1 − qnz =
1 + qnz + q2nz2
1 − q3nz3 ,






(−1)nqn(3n+5)/2(q4/3 + qn+2 + q2n+2q2/3)
1 − q3n+2 . (2.12)










(−1)nqn(3n+5)/2(q4/3 + qn+2 + q2n+2q2/3)
1 − q3n+2
− 2ψ−(q)(q;q)∞ − φ−(q)q1/3(q;q)∞.












1 − q3n+1 + q
(q6;q6)3∞
(q2;q2)∞ , (2.13)
where we replaced n by −n−1 in the penultimate line. Similarly, equating the terms with powers









We now begin our proofs of the four identities in Theorem 1.1.
Proof of (1.7). Setting z = q2 in (1.15) gives
q
(




1 − q6n+2 . (2.15)

















(q, q5, q6, q6;q6)∞
(q2, q3, q3, q4;q6)∞ + q
(q2, q10, q12, q12;q12)∞







= (−q2;q2)3∞(q6, q6, q12;q12)∞, (2.16)
where in the second equality, we applied (1.12) three times to obtain
(q, q5, q6, q6;q6)∞
(q2, q3, q3, q4;q6)∞ + q
(q2, q10, q12, q12;q12)∞












1 − q12n+2 +
∞∑ q6n+3

























Replacing q by −q in (2.16) then proves (1.7). 
Proof of (1.8). Setting z = q2 in (1.16), we see that
(




1 − q6n+4 . (2.18)
Therefore, by (2.18) and (2.14),
(
q2;q2)∞σ(q) − (q2;q2)∞φ−(q2)= q (q, q5, q6, q6;q6)∞(q2, q3, q3, q4;q6)∞ + q2
(q2, q10, q12, q12;q12)∞
(q4, q6, q6, q8;q12)∞ ,







Thus, (1.8) has been established. 




q2;q2)∞μ(q) = 2(q6;q6)3∞(q6;q12)∞(−q2,−q4;q6)2∞(q4;q4)∞ −

















1 − q6n+4 ,























(q2, q4,−1,−q6;q6)∞ − 2
(q, q2, q3, q3;q3)∞
(−q,−q2,−1,−q3;q3)∞
− 4q
2(q2, q10, q12, q12;q12)∞





























































where, in the penultimate equality, we applied (1.12) again. Therefore, dividing throughout the
last series of equalities by (q2;q2)∞, we complete the proof. 










1 − q6n+2 ,











Thus, applying (1.12) in the fourth, seventh, ninth, and penultimate equalities below, we find that


























































(q2, q4,−q2,−q4;q6)∞ + q
(q3, q3, q6, q6;q6)∞

















































1 − (−1)nq3n+1 = q
(q2,−q,−q3,−q3;−q3)∞
(q,−q2, q,−q2;−q3)∞
= q(q2;q2)∞(−q;q2)3∞(q3, q9, q12;q12)∞. 
We close this section by proving the two analogs of (1.18) that we mentioned at the end of the
Introduction.
From [9, Eq. (4.4)], with q replaced by q3, we find that, after rearranging,
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1 − cq3n . (2.19)
Setting a = cq and b = q2 in (2.19), we find that
[cq, c/q2;q3]∞(q3;q3)2∞












1 − cq3n .
Thus, substituting the first series on the right side with (2.14), we find that
q
[cq, c/q2;q3]∞(q3;q3)2∞










1 − cq3n .
After replacing c by cq and rearranging, we see that
(







1 − cq3n+1 .
Similarly, setting a = cq and b = q in (2.19), we find that
[cq, c/q;q3]∞(q3;q3)2∞












1 − cq3n ,
which, upon substituting the first series on the right side with (2.13) and rearranging, yields
2
(







1 − cq3n .
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where the product representation, which we use several times without a comment in our deriva-
tions below, follows from (1.11); see also [4, p. 36, Entry 22(iii)]. Since the series on the left-hand
side of (3.1) does not converge, at present, Ramanujan’s claim is meaningless. We provide a
meaningful interpretation of this hitherto unexamined entry.













(1 + 1/a)(1 + a)qn(n+1)/2
(1 + aqn)(1 + qn/a) , (3.2)
which, in fact, is an interpretation of another identity in [13, p. 4], which formerly was without
meaning. Putting a = 1 and replacing q by q3 in (3.2), we find that the left-hand side of (3.1)


































1 + q3n , (3.3)
thus enabling (3.1) to be expressed in the following equivalent form.
∞∑ q3n(n+1)/2
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of a corrected version of (3.1).
As in [10], by using (3.3), identities similar to (3.1) can be easily obtained. However, they
probably are not found in Ramanujan’s lost notebook. For example, by substituting z = −1 in






















We are grateful to Kathrin Bringmann for pointing out an error in our original formulation
of (1.8).
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