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Introduction
In the past decades, various techniques for the identification of structural vector autoregressive (SVAR) models have been suggested with reference to distinct assumptions on the underlying economic principles and the data structures. Identification based on economic theory has been widely applied in macroeconometrics. Respective a-priori assumptions have been formalized, for instance, by means of zero restrictions on the impact effects or the long-run effects of structural shocks (Sims, 1980; Blanchard and Quah, 1989) . Assuming a recursive causation scheme for simplicity (i.e., lower triangularity of the structural matrix) might be too restrictive in many applications. In contrast, sign restrictions (Faust, 1998) facilitate the derivation of a structural model and implied impulse response functions (IRFs) by reducing the set of all instantaneous effect patterns which are in line with reduced form model features to those that accord with a-priori economic reasoning. Nevertheless, the most reasonable structural model cannot be recovered if its sign pattern does not coincide with the one assumed (Fry and Pagan, 2007) .
Alternatively, data-driven identification procedures can be particularly appealing if no wellfounded economic restrictions on the effects of structural shocks are available a-priori. Additional assumptions on the covariance structure or on the distribution of the structural error terms can be seen as external information to solve the identification problem. Statistical identification schemes can be classified into two major categories. Firstly, using heteroskedasticity for unique identification of SVAR models has become a frequently applied approach. In this context, informative assumptions on the covariance structure of the reduced form model residuals include the presence of an unconditional exogenous covariance shift (Rigobon, 2003; Lanne and Lütkepohl, 2008) , Markov switching mechanisms (Lanne et al., 2010) , smooth transitions between the covariance states (Lütkepohl and Netšunajev, 2017b) , or patterns of conditional heteroskedasticity (Normadin and Phaneuf, 2004) .
Secondly, more recent statistical identification procedures build upon non-Gaussianity of the structural shocks within frameworks of independent component analysis (ICA) (Moneta et al., 2013; Lanne et al., 2017; Gouriéroux et al., 2017) . Under a non-Gaussian distribution, independent components can be uniquely identified (Comon, 1994) . 1
Although statistical identification schemes promise point identification of 'structural' relations, their application is far from straightforward for at least two reasons. Firstly, it is by no means guar-anteed that uniquely identified shocks have economically meaningful properties. In this respect, the issue of so-called 'shock labelling' is an important modelling step in the context of statistical identification. Herwartz and Lütkepohl (2014) and Herwartz and Plödt (2016a) show how statistical identification approaches can be combined with external information garnered from economic theory. Secondly, yet having a viable variety of alternative statistical approaches to the modelling oflastly -latent structural relationships at hand, the uniqueness of shocks is somehow traded against the multitude of identification schemes. Put differently, method selection becomes an important step of statistical identification and the application of any specific identification scheme comes with risks of inefficient or even biased assessments of the structural model parameters. The literature on the comparative performance of statistical identification schemes is still scant. Lütkepohl and Netšunajev (2017a) review alternative heteroskedasticity-based models by pointing out their advantages and drawbacks, while Lütkepohl and Schlaak (2018) provide guidelines on how to choose between these models conditional on distinct forms of underlying covariance changes. Herwartz and Plödt (2016a) compare stylized sign restrictions and identification by means of covariance shifts. Yet, however, little is known about how independence-based methods perform under covariance changes compared with sign restrictions and heteroskedasticity-based identification schemes. Moreover, it is still unclear how the latter approaches perform under non-Gaussian distributional frameworks.
The prime purpose of this paper is to compare representatives of two families of alternative statistical identification schemes (heteroskedasticity-based identification vs. independent component analysis). Seeing that theory-based sign restrictions have become a common strategy to resolve the imposition of ad-hoc triangular model structures, we complement the comparison of statistical identification schemes with a stylized implementation of sign restrictions as a second direction of our Monte Carlo analysis. Identification through heteroskedasticity builds upon unconditional covariance shifts (Rigobon, 2003; Lanne and Lütkepohl, 2008) or conditional patterns of heteroskedasticity (Normadin and Phaneuf, 2004) . The considered variants of detecting independent components comprise parametric maximum likelihood (ML) estimation (Lanne et al., 2017) and two nonparametric procedures that build upon dependence diagnostics (Herwartz, 2018; Matteson and Tsay, 2017) .
In the first part of this study and similar to Herwartz and Plödt (2016a) , we assess the relative merits of alternative identification schemes (theory-based sign restrictions and statistical techniques) using the log linearized counterpart of a stylized dynamic stochastic general equilibrium (DSGE) model for data generation. Our simulation set-up highlights numerous aspects of performance characteristics conditional on the underlying data generating process (DGP). In the second part, we provide a comparative analysis of alternative identification methods to examine the interdependence between economic uncertainty and business cycle fluctuations in the US economy. While the related literature (e.g., Bloom, 2009; Jurado et al., 2015) focuses on the role of uncertainty in recessions, our analysis complements recent results of Ludvigson et al. (2018) who argue powerfully for a need to differentiate major categories of uncertainty, namely macroeconomic and financial uncertainty.
Specifically, to provide a structural view at the relationship between the US business cycle and alternative sources of uncertainty, we unravel if and in how far alternative statistical identification designs obtain structural shocks which are (best) in line with the event and correlation constraints of Ludvigson et al. (2018) . Our results highlight distinct effects of macroeconomic and financial uncertainty on real economic activity. Additionally, we detect strong support for the narrative restrictions of Ludvigson et al. (2018) in the estimated independent components. Using external information (beyond impact effects of the shocks on the variables) supports the economic labeling of statistically identified shocks. Furthermore, the plausibility of the theory based identification in Ludvigson et al. (2018) benefits from the results of the statistical models.
In the next section, we introduce the stylized SVAR model and describe six alternative identification schemes. Section 3 provides the simulation setting and the corresponding results. Section 4 is explicit on the relation between uncertainty and business cycles. Section 5 concludes. Appendix A depicts the dependence diagnostics and Appendix B provides details on the DSGE model adopted for the simulation study. Appendix C documents detailed simulation results and Appendix D shows additional results on the link among uncertainty and real economic activity. Throughout, computations have been pursued by means of the R package svars (Lange et al., 2018) . 2
Identification procedures for structural VAR analysis
This section provides a brief outline of the identification problem in SVAR models and subsequently sketches alternative identification schemes in more detail. Specifically, we consider a stylized variant of identification by means of sign restrictions, and two (three) representatives of identification schemes which exploit the informational content of covariance changes (independent components).
2 The R package svars comprises a large variety of statistical identification schemes and diverse diagnostic tools which are popular in the SVAR literature. It is available on CRAN at https://cran.r-project.org/package=svars.
The structural model representation
Consider a K-dimensional vector autoregressive model of order p
with vector valued deterministic terms ν t and A(L)
the K × K identity matrix. Furthermore, the model is causal by assumption, i.e., det(A(z)) = 0 for all |z| ≤ 1. 3 The stochastic model components are commonly characterized from two perspectives:
Firstly, zero mean reduced-form residuals u t , E(u t ) = 0, are subject to cross equation correlation with covariance matrix Σ u = BB ′ . Secondly, structural shocks ε t = B −1 u t are uncorrelated across equations with E(ε t ) = 0 and Σ ε = I K . While reduced form residuals can be estimated consistently by means of least squares (LS) or ML techniques, it is more challenging to obtain the structural shocks since the decomposition of the covariance matrix Σ u = BB ′ is not unique. For instance, alternative covariance decompositions obtain as
with Q denoting any rotation matrix (Q = I K , QQ ′ = I K ) and D, e.g., the lower triangular Choleski factor of Σ u . Accordingly, the representation B=DQ highlights B as a specific member from a space of covariance factors which are all in line with the reduced form model (Σ u = BB ′ ). In parametric form, the matrix Q(θ) could be specified as a product of Givens rotation matrices defined through the associated (K(K − 1)/2) × 1 dimensional vector of rotation angles θ = (θ 1 , . . . , θ K(K−1)/2 ). Noticing that u t = Bε t , the structural matrix B formalizes the instantaneous impacts of the structural shocks on the variables of the system. Hence, it carries informational content for causal relationships within a dynamic system. Therefore, a particular goal in structural analysis is to identify the matrix B
properly. The literature on SVAR models yet covers several approaches to solve this identification problem assuming either economic or statistical properties of the structural shocks.
In the following, we briefly describe identification by means of sign restrictions which grounds on a-priori economic assumptions. Subsequent to this prominent approach of set identification, we outline some identification schemes which build upon statistical properties of the data. These approaches allow the recovery of a unique (up to column permutation and scaling) structural matrix.
Broadly speaking, the statistical properties which have been suggested as informative for identification fall in two not necessarily disjoint categories, heteroskedasticity and non-Gaussian distributed independent components. For a broad overview and textbook treatment of identification in SVARs we refer the reader to Kilian and Lütkepohl (2017) .
Identification based on sign restrictions (SR)
A typical element of B, b ij , quantifies the direction and magnitude of the contemporaneous effect of a (positive) structural unit shock ε jt on the i-th variable in the system. For both characteristicsdirection and (relative) magnitude -economic theory might offer plausible restrictions. Throughout the SVAR literature, several variants of identification by means of sign restrictions build upon restricting the structural parameter matrix B to have an economically reasonable sign pattern (see, for instance, Faust, 1998; Fry and Pagan, 2007) .
In this study, we consider a stylized sign restriction approach which formalizes directional effects throughout. After obtaining LS estimates of the reduced-form covariance matrix, Σ u , identification by means of sign restrictions consists of generating a large set of Q(θ) rotation matrices as formalized in equation (2). Drawing the rotation angles θ i , i = 1, . . . , K(K − 1)/2, uniformly from the interval [0, π] ensures to cover the entire space of covariance decompositions (for more technical details, see, for instance, Canova and Nicolo, 2002) . A particular draw is admissible for identification if the associated decomposition B(θ) = D Q(θ) fulfills the a-priori specified sign restrictions. The sampling proceeds until a prespecified number of successful draws (e.g., 10000) has been obtained.
After this sampling exercise the collection of admissible matrices provides a set identification of B.
For purposes of point estimation, for instance, the median of this set of admissible matrices could be considered as matrix estimate. Henceforth we denote this point estimate as B SR .
Identification through heteroskedasticity
Time-varying variances characterize many (macroeconomic) time series and, likewise, may be used to identify underlying structural shocks (see, e.g., Sentana and Fiorentini, 2001; Rigobon, 2003, for discussions of this theoretical result). In the following, we consider two specific variants which either build upon the assumption of external covariance changes (Rigobon, 2003; Lanne and Lütkepohl, 2008) or on patterns of generalized autoregressive conditional heteroskedasticity (GARCH, Nor-madin and Phaneuf, 2004; Bouakez and Normadin, 2010) .
Unconditional heteroskedasticity (UH)
Rigobon (2003) suggests to exploit covariance shifts at pre-specified time points for the identification of structural shocks. The covariance structure reads accordingly as
where m = 1, . . . , M indicates variance regimes. In the simplest framework of two covariance states (M = 2) and a structural break occurring at time T sb ∈ {1, . . . , T }, the covariance matrices are
Thus, the first regime is characterized by the covariance matrix Σ 1 and the second regime by Σ 2 , where Σ 1 = Σ 2 . Since the structural parameter matrix B is time invariant, the covariance matrices can be rewritten as Σ 1 = BB ′ and Σ 2 = BΛB ′ such that Λ is a diagonal matrix with diagonal elements λ ii > 0, i = 1, 2, . . . , K. By construction, the structural shocks have unit variance in the first regime and variance λ ii in the second regime. The structural matrix can be uniquely identified if the diagonal elements in Λ are distinct.
Conditional on the break point T sb , the estimation of B and Λ might follow ML principles.
Under the assumption of Gaussian residuals u t and M = 2 variance regimes, the log-likelihood function is (without constant)
The numerical maximization of the log-likelihood is conditional on T sb . For the selection of a suitable and, subsequently, select the model with the highest log-likelihood as in Lütkepohl and Schlaak (2018) . In this study we use the latter approach to obtain estimates denoted B UH .
Conditional heteroskedasticity (CH)
The identification of structural shocks through patterns of conditional heteroskedasticity has been proposed by Normadin and Phaneuf (2004) , Lanne and Saikkonen (2007) and Bouakez and Normadin (2010) , amongst others. For the formal exposition let F t denote a filtration that summarizes systemic information which is available up to time t. Then, time varying covariances allow for a representation as
where
is a (K × K) matrix with GARCH-type variances on the main diagonal. Assuming a low order GARCH(1,1) specification, for instance, the individual variances exhibit a dynamic structure as
Under suitable distributional and parametric restrictions, γ k > 0, g k ≥ 0 and γ k + g k < 1, the marginal GARCH processes ε k,t are covariance stationary (Milunovich and Yang, 2013) . Sentana and Fiorentini (2001) show that if there are at least K − 1 GARCH-type variances present in Λ t|t−1 the matrix B is unique (up to the permutation of columns and signs). The Gaussian log-likelihood function is
For practical implementation of identification through conditional heteroskedasticity, we follow the approach of Lütkepohl and Milunovich (2016) and rely on two-step ML estimation as suggested in Lanne and Saikkonen (2007) . The structural estimator is denoted as B CH .
Independence based identification
Instead of focusing on changing covariance structures, an alternative approach is to impose a restriction on the distribution of the structural shocks (i.e., non-Gaussianity). A fundamental result of Comon (1994) implies that a vector of independent components ε t allows the unique recovery of Building on the uniqueness of independent components, Lanne et al. (2017) have suggested a fully parametric ML approach for targeting at independent (standardized) Student-t distributed structural shocks. Weakening the distributional assumptions in comparison with ML approaches, two further identification strategies allow an interpretation of the structural model as Hodges Lehman estimation (HL estimation, Hodges and Lehmann, 2006) . 5 Principles of HL estimation motivate the detection of least dependent structural shocks by the minimization of two alternative nonparametric dependence criteria, namely the so-called distance covariance (dCov) of Székely et al. (2007) and the Cramér-von Mises (CvM) distance of Genest and Rémillard (2004) . While the former has already been employed in the context of independent component analysis (Matteson and Tsay, 2017) , the latter has been successfully employed for macroeconometric modelling in Herwartz and Plödt (2016b) and Herwartz (2018) .
Identification through non-Gaussian ML estimation (nGML)
Lanne et al. (2017) suggest to determine the structural matrix B by means of maximizing the joint density of independently and not-normally distributed variables. Let f k denote the densities of independent components ε t,k , k = 1, . . . , K. The corresponding distributional parameters are collected in λ k . 6 Furthermore, the matrix of structural parameters is column-wise normalized by the associated standard deviation σ k . The resulting matrix with unit values on the diagonal is denoted asB and β collects the vectorized off-diagonal elements ofB.
ML estimation of B proceeds in two steps. 7 In the first step, reduced form residualsû t are extracted from the VAR model by means of LS. Conditional onû t , the log-likelihood is
where time specific contributions are
with ι k denoting the k-th unit vector. In the second step l, is maximized with respect to the parameter vector (β ′ , σ ′ , λ ′ ) ′ . The vector comprises standard deviations σ = (σ 1 , . . . , σ K ) ′ , the parameter vector β and the component specific distribution parameters λ = (λ 1 , . . . , λ K ) ′ . With ML estimatesσ andβ the matrix B then obtains as B nGML =B diag(σ). Gouriéroux et al. (2017) propose pseudo ML estimation as a less restrictive generalization of the fully parametric ML model.
Nonparametric identification techniques and HL estimation
ML estimation (Lanne et al., 2017) proceeds under the assumption of a well and fully specified distributional framework, however, the exact distribution of the underlying data is mostly unknown, or might not be fully described by any existing parametric distribution. In contrast, nonparametric dependence measures offer alternative approaches for identification without specifying the distribution of the elements in ε t explicitly.
The two subsequent algorithms share an interpretation of HL estimation in the sense that they provide matrix estimates B such that the corresponding structural shocksε t = B −1û t minimize a dependence criterion. Hence, the structural shocks are least dependent according to a particular test statistic. Similar to the identification by means of sign restrictions, the detection of shocks with minimal dependence departs from the space of covariance decompositions formalized in (2).
Instead of random sampling sets of rotation angles, HL estimation targets at specific choice of Q(θ) to minimize the contemporaneous dependence among implied shocksε t (θ) = B(θ) −1û t . At the implementation side we use two alternative nonparametric dependence diagnostics, i.e. the distance covariance (Székely et al., 2007) or the Cramér-von Mises (CvM) statistic (Genest and Rémillard, 2004) . 8
Distance covariance (dCov) Matteson and Tsay (2017) suggest the so-called distance covariance of Székely et al. (2007) , denoted U T , for the implementation of ICA. In the sense of HL estimation, the distance covariance U T is minimized byθ = argmin θ U T (ε t (θ)) which consequently determines the estimated matrix B dCov = B(θ). For details on the exact minimization procedure and the empirical definition of the dependence measure we refer to Appendix A and Matteson and Tsay (2017) . In this study, we apply the function steadyICA from the R package steadyICA (Risk et al., 2015) to determine B dCov .
Cramér-von Mises statistic (CvM) As an alternative nonparametric dependence criterion Genest and Rémillard (2004) have introduced the CvM distance between the empirical copula and the independence copula of the components of the random sample, which we denote as C T (the exact definition of C T is given in Appendix A). Then, the HL estimate of the optimal specification of the rotation matrix in (2) isθ = argmin θ C T (ε t (θ)) which consequently determines the estimated matrix B CvM = B(θ). We use the implementation of C T in the R package copula (Hofert et al., 2015) .
Summary of identification procedures
Wrapping up the descriptions of this section, Table 1 provides a summary of the distributional assumptions on the error term ε t in relation to the different identification techniques. Stylized sign restrictions build on economic assumptions on the relationship between the variables in the system and base on standard assumptions in terms of the error distribution, i.e., homoskedasticity and Gaussianity. In contrast, the statistical methods require some informational content from either changing covariance patterns or independence in non-Gaussian distributional frameworks. Moreover, obtaining the underlying shocks via likelihood based models needs an explicit parametrization of the distribution of the error terms, whereas estimating the structural parameter through nonparametric methods is possible under much weaker assumptions on the distribution.
Simulation study
The simulation study documented in this Section sheds light on the performance of the six identification schemes described above. More specifically, we compare the estimated structural parameter matrices B • , • ∈ {SR, UH, CH, nGML, dCov, CvM}, under five distributional scenarios and three alternative characteristics of the covariance structure of the DGP. In the following, we discuss the DGP, stochastic characteristics of the structural shocks and the criteria that we use for performance evaluation. Subsequently, we report the simulation results.
Model
Assumptions on the variance of ε t the distribution of ε t
Homoskedasticity Heteroskedasticity Gaussian Non-Gaussian Unconditional Conditional
Arbitrary t-distribution Economic-theory based identification SR Statistical identification Heteroskedasticity based identification UH CH Independence based identification nGML dCov CvM Table 1 : Summary of the identification techniques and the respective underlying assumptions on the errors ε t .
Data generation
3.1.1 Autoregressive dynamics VAR processes y t are generated by means of an economically reasonable simulation framework as described in Herwartz and Plödt (2016a) . The employed DGP resembles a log-linearized version of a stylized three-equation DSGE model comprising the output gap (x t ), inflation (π t ) and nominal interest rates (r t ) (Gertler et al., 1999; Carlstrom et al., 2009; Castelnuovo, 2013 Castelnuovo, , 2012 Castelnuovo, , 2016 . First order autoregressive innovations characterize demand, supply and monetary policy shocks. The resulting three-dimensional SVAR reads as
where y t = (x t , π t , r t ) ′ . Based on typical calibrations of the underlying DSGE model, the associated autoregressive matrices A 1 , A 2 and the structural parameter matrix B are
respectively. The matrix B shows a unique pattern of instantaneous effects of the structural shocks on the variables. 9 The first shock exerts an on-impact increase of all variables. Hence, it can be considered as a stylized demand shock. A supply shock raises the levels of prices and interest rates, but at the same time it causes a negative response of output. Moreover, a positive interest rate shock reduces inflation and dampens economic activity. The monetary policy shock is already identified by means of its counter directional impact on policy rates and prices. Conditional on the DGP in (12) and (13) we analyze the performance of alternative identification procedures under distinct (co)variance settings and various choices of the distribution of the structural shocks ε t = B −1 u t .
Covariance settings
The reduced form covariance matrix of the DGP in equation (12) and (13) 
is time invariant, the diagonal matrix Λ allows the formalization of distinct (co)variance scenarios.
We consider three variants of Λ:
Homoskedasticity
Setting Λ = I 3 establishes a constant (co)variance Σ u = BB ′ , ∀t.
Unconditional heteroskedasticity
An unconditional (co)variance change obtains by subjecting Λ to a fixed shift at time (T sb = 0.5T ). Specifically, Λ is the identity matrix up to observation T sb and Λ = diag{9, 4, 1}
afterwards. The magnitude of the variance shift is empirically plausible and in line with comparable simulation studies (e.g., Cavaliere et al. (2010) and Herwartz and Plödt (2016a) ).
Conditional heteroskedasticity
Conditional variances follow the GARCH(1, 1) dynamics
Univariate variances enter the model as Λ = diag(σ 2 1,t|t−1 , ..., σ 2 3,t|t−1 ). The parameter choices of the three variance equations, γ = (0.15, 0.1, 0.17) and g = (0.75, 0.7, 0.8), are based on the simulation experiments in Lütkepohl and Milunovich (2016) .
Distributional frameworks
To mimic a variety of practically relevant distributional features (normality, leptokurtosis, skewness) isolated structural shocks ε kt in (12) are drawn independently and identically from the following five alternative univariate distributions: 1. Gaussian; 2. Standardized Student-t(df ) with alternative degrees of freedom df = 4, 8;
3. Centered and standardized χ 2 (3) ; 4. Centered and standardized inverse-Gaussian IG(1, 1).
This selection of distributions is representative for possible characteristics of the structural shocks.
After standardization the Student's t-distribution is characterized by excess kurtosis and both the χ 2 -and IG-distribution are skewed. With the vector of structural shocks ε t and the matrices A 1 , A 2 and B in (13), we generate samples {y t } T t=−1000 of size T = 100, 200, 500, 1000 according to the dynamic model in (12). 10 Sample sizes of T = 100, 200 (T = 500) are representative for macroeconomic series at quarterly (monthly) frequency. Higher frequency data are rarely considered in macroeconomic applications, but are of interest in financial econometrics. From the generated processes, we estimate LS residualsû t under the assumption that the true autoregressive order (p = 2) is known. Conditional on sample information {û t } T t=1 , we estimate the structural matrix B by means of the alternative procedures described in Section 2 to obtain a set of estimators B • , • ∈ {SR, UH, CH, nGML, dCov, CvM}. Similar to Lütkepohl and Schlaak (2018) , we fit all identification schemes to all series regardless of the underlying DGP. Hence, we mimic the simplified case of an analyst who has no further knowledge about the properties of the data. Each Monte Carlo experiment covers L = 500 replications.
Performance evaluation
We evaluate the performance of the alternative identification techniques in terms of two stylized criteria. Firstly, we record the relative mean squared error (MSE) of the estimated matrices with respect to the true structural matrix B in (13). Let l, l = 1, 2, . . . , L, L = 500 denote an indexation
where B •,l is the estimated structural matrix for each replication l and identification scheme • ∈ {SR, UH, CH, nGML, dCov, CvM}. Since any identification outcome is 'unique' up to column signs and column ordering, the infimum in equation (15) is taken over all matrices P ∈ P of the subset of signed column permutation matrices of B •,l within the set of the nonsingular K × K matrices. 11 Accordingly, the definition in (15) accounts for the non-uniqueness of the estimated matrices with respect to signed permutations, as it evaluates the matrix P which fits best to the true matrix of structural parameters B. Secondly, complementing the relative MSE in (15), 
Since the identified matrices BSR hold the true sign pattern by assumption, we do not include identification by means of (correct) sign restrictions in this direction of performance assessment. 13 Reducing the set-identification to the median matrix allows to quantify the bias of BSR. Note that we consider identically distributed (iid) shocks. Unlike the detection of independent components, the perfora stylized implementation of the sign restriction approach such that the model is fully restricted. The bias can be reduced by incorporating further characteristics of the data prior to estimation, for instance, in the framework of a more agnostic model (Arias et al., 2014) . 
Summary of the simulation results
The MSEs and sign patterns of the structural estimates B • highlight performance differentials among the identification schemes • ∈ {SR, UH, CH, nGML, dCov, CvM}. Unlike the application of sign restrictions, the average performance of statistical identification schemes improves with increasing sample sizes. However, at least for the evaluation of scarce sample information, small frequencies of correctly identified effect directions (see Figure 2 ) indicate a notable risk of mislabelling shocks according to a specific statistically identified sign pattern.
Our results allow a general conclusion: If the distribution family for the non-Gaussian ML method is specified correctly (i.e., as standardized Student-t distribution) this estimator performs best (in large samples and under homoskedasticity). In other settings, nonparametric identification schemes show a superior performance. Identification based on unconditional heteroskedasticity is the preferred approach under covariance shifts and the identification by means of GARCH dynamics performs best under conditional heteroskedasticity (in larger samples). In terms of MSE and the frequency of correct sign patterns, identification based on the distance covariance outperforms the HL-estimator that builds upon the Cramér-von Mises statistic. Across all simulation scenarios (including normally distributed shocks) and sample sizes, the HL-estimator conditioning on the distance covariance obtains, on average, the smallest MSE estimates and highest frequencies of correctly detected sign patterns. As long as the shocks are non-Gaussian, it is worth considering the use of this identification technique.
Economic uncertainties and the business cycle
Similar to the analysis in Ludvigson et al. (2018) , we consider a trivariate system to shed light on the ongoing debate if economic uncertainties are a cause or an effect of changes in real economic activity. 14 More precisely, we highlight the performance of the previously discussed statistical identification techniques to disentangle the causality between different types of uncertainty and fluctuations of the business cycle in the U.S. economy. As argued by Ludvigson et al. (2018) , the relevant literature on the matter lacks a consensus on the signs of the economic relationships in such systems, thus, we refrain from using stylized sign restrictions for identification. Arguing against restrictive recursive model specifications, Ludvigson et al. (2018) suggest a combination of event and correlation constraints imposed on the structural shocks for model identification. As they are directly placed on the structural shocks, event constraints take the form of narrative restrictions in the spirit of Antolín-Díaz and Rubio-Ramírez (2018) on the one hand. Correlation constraints apply to the relation between structural shocks and first order autoregressive residuals from a market portfolio. Hence, on the other hand, using stock market information for instrumentation connects the approach of Ludvigson et al. (2018) to so-called proxy SVARs (Stock and Watson, 2012) . 15 In the following, we evaluate if (i) the event and correlation constraints are generally in line with outcomes from statistical identification, and (ii) if a particular statistical identification approach provides a unique reflection of the external information and economic narratives suggested by Ludvigson et al. (2018) . Thereby, our analysis is informative in how far external instruments or economic narratives are in line with heteroskedastic structural shocks and/or the independent component view at identification. In this case, the external or narrative information is obviously most helpful for the economic labelling of the statistically identified shocks. Similarly, the statistical information benefits the interpretation of the economic identification. On the one hand, the detection of heteroskedastic shocks is important for a realistic (i.e., likely state dependent) interpretation of the scale of 'unit' shocks and their effects which are of main interest in impulse response analysis. On the other hand, the detection of independent shocks is crucial for the stylized assumption that within impulse response analysis unit impulses hit a variable under scrutiny in isolation.
After a brief introduction of the data, we discuss statistical identification outcomes and evaluate the model implied structural shocks in terms of event and correlation constraints. We compare impulse responses to statistically identified shocks and their accordance with economic concepts in quantitative terms. Furthermore, we discuss potential limitations of recursive identification schemes and turn to an unrestricted analysis of the relationship between financial uncertainty, macroeconomic uncertainty and real economic activity.
Data
The three-dimensional VAR (K = 3) consists of the variables • q t -linearly detrended log of U.S. real industrial production (y 2t ),
• U (F ) t -one-month ahead financial uncertainty index (y 3t ).
The uncertainty indices have been constructed from a large set of macroeconomic and financial time series (see Ludvigson et al., 2018 , for a detailed description). Extending the data set of Ludvigson et al. (2018) and Lütkepohl and Milunovich (2016) we consider monthly data from July 1960 to June 2018 which results in 696 observations. 16 The industrial production index has been downloaded from the Federal Reserve Bank of St. Louis database (FRED), and the uncertainty measures have been drawn from Sydney C. Ludvigson's website. 17 We set the lag order p in the estimated system to p = 5, as indicated by the Akaike information criterion (AIC). To evaluate the correlation constraints, we use first order autoregressive residuals (ŵ t ) extracted from monthly As it is evident from the simulation study, non-normality is a crucial assumption for the uniqueness of identification outcomes achieved by targeting at independent components. To check for Gaussianity, we perform component-wise kurtosis and skewness tests as implemented in the R package normtest (Gavrilov and Pusev, 2014) . Additionally, we test the number independent Gaussian components by means of fourth-order blind identification implemented in the R package ICtest (Nordhausen et al., 2018) . 18 The results displayed in Table A5 indicate at least one skewed component and excess leptokurtosis in all three components. Moreover, we find no indication of Gaussianity. The extraction of independent components by means of minimizing nonparametric independence diagnostics bears the interpretation of HL-estimation. In the present case the maximization of the p-values of the CvM distance and of the distance covariance are 0.987 and 0.975, respectively. While we are aware that the supremum approach invalidates the standard interpretation of p-values, we assume that supremum p-values close to unity indicate the independence of shocks extracted by means of HL estimation. As argued by Lütkepohl and Milunovich (2016) the data are heteroskedastic and the model can be fully identified under the assumption of a GARCH structure.
Economic narratives and instrumental information

Event and correlation constraints
Noticing that any identification outcome for the structural matrix B could be subjected to column reorganisation we assume in the following that the shocks in ε t correspond to the variable ordering
In terms of shock labelling, for instance, we call ε U (M ) , ε q and ε U (F ) the macroeconomic uncertainty shock, economic activity shock and financial uncertainty shock, respectively. Ludvigson et al. (2018) argue that the structural shocks related to the estimates B should align with the following three event constraints. Moreover, theoretical arguments (e.g., Sharpe, 1964; Lintner, 1965) suggest that uncertainty shocks have an impact on stock market returns which is channeled through their influence on risk premia.
Using this implication for model identification, Ludvigson et al. (2018) impose the following three inequality restrictions on the correlation between the structural shocks and first order autoregressive residuals (ŵ t ) extracted from a broad market portfolio (in their case the CRSP stock index). 19 C1. Macroeconomic uncertainty shocks and financial uncertainty shocks are negatively correlated withŵ t such that −0.05 − corr(ŵ t , ε U (M ) ) ≥ 0 and −0.05 − corr(ŵ t , ε U (F ) ) ≥ 0.
C2. Shocks to financial uncertainty are markedly stronger correlated withŵ t than macroeconomic uncertainty shocks, i.e., |corr(ŵ t , ε U (F ) )| − 2 × |corr(ŵ t , ε U (M ) )| ≥ 0.
C3. The aggregated correlation between both uncertainty shocks andŵ t exceeds 0.18, i.e., corr(ŵ t , ε U (M ) ) 2 + corr(ŵ t , ε U (F ) ) 2 − 0.18 ≥ 0.
We evaluate if the shocks implied by the estimated structural matrices B • , • ∈ {UH, CH, nGML, dCov, CvM} are in line with the event and correlation constraints. For this exercise it is worth noticing that owing to presumed (co)variance changes the shocks B 
Qualitative evaluation of statistically identified shocks
With respect to the event constraints, we note that within the vectors of structural shocksε • , • ∈ {nGML, dCov, CvM} and the standardized shocksε UH only the third series (ε U (F ) in Figure 3 shows a large positive value (≥ 4) in October 1987 (Black Monday). Accordingly, the statistical identification confirms its labelling as the financial uncertainty shock. After standardization, the shocks retrieved from assuming conditional heteroskedasticity lack a large positive outcome on Black Monday. For the labelled financial uncertainty shocks, we find, moreover, several months during the financial crisis at which the shocks are beyond a rule-of-thumb threshold of two standard deviations. However, none of the shocks exceeds a value of four during this period, which would be necessary in order to fulfill the second event constraint E2 exactly. The third event constraint is clearly violated by the productivity shocks inε UH , while the productivity shocks from the other identification schemes hit the two standard deviation threshold only for some months in 2018. In summary, the shocks resulting from most statistical identification schemes are not exactly in line with all event restrictions, however, it is interesting to see that the statistical criteria mostly support the economic narratives in qualitative terms.
The left hand side of Table 3 displays correlation estimates between identified shocks and instrumental information (ŵ t ). Both uncertainty shocks are negatively correlated with the stock market residuals, and financial uncertainty shocks exhibit a stronger correlation with the instrument than macroeconomic uncertainty shocks. Overall, the correlation constraints are fully supported by the structural shocks obtained from the independence-based models and are partially supported by the (standardized) heteroskedastic shocks. Seeing that the event and correlation constraints are qualitatively in line with results from alternative statistical identification schemes, an immediate interest arises in unravelling which identified shocks allow a most precise approximation of the economically motivated constraints of Ludvigson et al. (2018) . Next, we turn to a precise quantitative characterization of shocks obtained from alternative statistical identification schemes.
Quantitative performance differentials of statistical identification schemes
For a comparative assessment of the alternative statistical identification techniques, we next evaluate which particular estimates B • , • ∈ {UH, CH, nGML, dCov, CvM}, obtain the most extreme shocks in the spirit of the three event constraints, and/or align most favorably with the correlation restrictions. Pursuing along these lines could support the selection of a 'most suitable' identification scheme, from the middle ground spanned by narrative and instrumental information. Figure 4 displays the (average) magnitudes of the shocks at time instances in question. As displayed in the right hand side of which support the results from Figure 4 and Table 3 . Exploiting conditional heteroskedasticity for identification is superior to assuming unconditional covariance shifts. 
Structural shocks under maximized constraints
Having seen that independent shocks are qualitatively and also largely quantitatively in line with event narratives and correlation constraints, it is tempting to check if -vice versa -structural shocks which conform best with economic narratives and instrumental information exhibit some higher order dependence beyond orthogonality. To address this issue, we follow two complementary approaches. Firstly, we adapt the identification scheme of Ludvigson et al. (2018) to our data.
Secondly, we rescale the on impact impulse responses shown in Ludvigson et al. (2018) to provide a decomposition of the reduced form variance of our data. 21 From both exercises and for both dependence diagnostics, dCov and CvM, we obtain p-values below 1% which indicate significant violations of the null hypotheses of independent structural shocks obtained from maximum alignment with the event and correlation constraints of Ludvigson et al. (2018) . As an implication of 21 Let BL denote a benchmark structural matrix which we obtain from linear interpolations of impact effects shown in Figure 4 of Ludvigson et al. (2018) . Then the rescaled structural matrix adapted to our data is
−1/2 BL, where the notation G 1/2 indicates the symmetric square root matrix of G.
higher order dependence, the tracing of isolated unit shocks by means of stylized IRFs might hide important actual transmission patterns among origins of uncertainty and business cycles.
Comparative analysis of IRFs
So far, we have investigated how statistically identified shocks align with economic narratives (event constraints) and external information (correlation constraints). Furthermore, we compare the in- 
The relationship between uncertainty and business cycles
Related studies on the effects of uncertainty shocks identify the structural parameter matrix by the assumption of lower triangularity. However, for the specific system under scrutiny, the literature does not agree on the (best) ordering of the variables. For instance, Bloom (2009) 
, respectively, with values in parentheses (a; b) denoting the bootstrap means (a) and t-ratios (b). 22 Since structural shocks are often labeled in terms of their impact effects on the variables of the system, it is worth Table A6 ).
To investigate the causality between uncertainty and real economic activity in an exemplary manner, we
show IRFs associated with B dCov in Figure 6 joint with 68% confidence intervals. It turns out that financial uncertainty shocks trigger sluggish real economic slow-downs after about six months. In contrast, positive production shocks do not reduce financial uncertainty, which indicates that enhanced financial uncertainty is not a result of economic slowdowns. While the link of financial uncertainty and production is unidirectional, we find a bidirectional relation between macroeconomic uncertainty and real economic activity. Overall, our 
findings are mostly in line with those of Ludvigson et al. (2018) . Nevertheless, we stress two noteworthy differences in the IRFs. Firstly, while the financial uncertainty shock in Ludvigson et al. (2018) exerts an extremely persistent effect on industrial production, the IRFs in Figure 6 signal a transitory effect, which is more in line with the associated literature (see Bloom, 2009; Bekaert et al., 2013; Jurado et al., 2015) .
Secondly, Ludvigson et al. (2018) find a positive instantaneous effect of a production shock on financial
uncertainty, yet we detect no significant effect on impact. Interestingly, our result seems to be more in line with theoretical arguments of Ludvigson et al. (2018) which are in favour of a uni directional transmission from financial uncertainty to real economic activity.
Conclusions
The detection of structural shocks in SVARs relies either on economically motivated restrictions or statistical means. We compare alternative identification approaches in a simulation study and in the framework of an empirical analysis of the relationship between uncertainty and business cycles in the US economy. In specific, we focus on a stylized version of identification based on sign restrictions (representing economic restrictions), two identification approaches based on heteroskedasticity (statistical identification) and three identification procedures based on independence of the shocks.
By means of Monte Carlo simulations we confirm and specify the bias induced by classical sign restrictions to occur irrespective of the underlying distribution and sample size. Unlike theory based set identification, statistical identification schemes provide consistent estimates of the structural model parameters. Overall, we find that identification by means of (co)variance changes appears more specialized in the sense that it (i) provides precise estimation results if the data aligns with the specified/assumed type of heteroskedasticity, and (ii) obtains imprecise estimates under (co)variance misspecification. In contrast, the independence-based models (especially those which are nonparametric) are more flexible. More specifically, a non-Gaussian ML estimator performs best if the likelihood is correctly specified, while identification by means of nonparametric dependence diagnostics is the method of choice if the distribution of structural shocks is unknown, nonexistent or subjected to heteroskedasticity of unknown form. Hence, in non-Gaussian models, identification of independent components is worth considering regardless of potential heteroskedasticity. In particular, targeting at independent components by means of minimizing a nonparametric independence diagnostic (the distance covariance, say) appears as a method of choice if an analyst lacks detailed and accurate information on statistical features of the data.
We apply alternative statistical identification procedures to an SVAR model on the relationship between macroeconomic and financial uncertainty and the US business cycle (Ludvigson et al., 2018) . The obtained structural shocks and impulse responses largely support the results of Ludvigson et al. (2018) under heteroskedasticity the quantitative interpretation of impulse responses to 'unit' shocks deserves particular attention, and the notion of shocks to occur in 'isolation' is best motivated within systems generated from independent structural shocks. Structural shocks determined to align with economic narratives and correlation constraints in the strongest possible form lack independence with high significance. We find that financial uncertainty is primarily a source of business cycle fluctuations, whereas macroeconomic uncertainty rises in response to economic activity shocks.
the one under independence, respectively. To measure mutual dependence, i.e. dependence of all possible combinations between the variables ε t,1 , . . . , ε t,K , the dependence criterion reads as
The distance covariance U T (ε t,1 , . . . ,ε t,K ) is then minimized to identifyε t = B −1û t with least dependent components.
Cramér-von Mises statistic (Genest and Rémillard, 2004) Mutual dependence within a K-dimensional vector of structural shocks ε t at time t = 1, . . . , T can be measured by the Cramér-von Mises functional
with cumulative distribution function U T of a uniformly distributed variable on {1/T, . . . , T /T } and the empirical copula C T . Apparently, the functional C measures the distance between the empirical copula based on the vector of structural shocks ε t and the copula under independence. Genest and Rémillard (2004) describe the estimation of the copula and the explicit statistic in more detail. Minimizing C with respect to B (i.e., considering an empirical copula C T determined byε t = B −1û t ) provides the HL estimates and the corresponding least dependent components.
B The trinity DSGE model
For a detailed description of the underlying DSGE model and the parametrization see Herwartz and Plödt (2016a) . The derivation of the log linearized SVAR from the underlying DSGE model relies on a first order Taylor series expansion. Under deviations from Gaussian innovations, the numerical solution provided in (13) is not robust with regards to higher order moments of the true shocks (i.e., with regards to the solution of higher order Taylor series expansions). Since our interest is not in the most accurate dynamic description of economic optimization solutions and to avoid distribution specific DGPs, we abstract from this point to take advantage of scenario-independent 'true' parameter values in simulated DGPs. For simulation purposes we employ a simple 3-equation dynamic stochastic general equilibrium (DSGE) model that has been widely used as a baseline framework for monetary policy analysis (Gertler et al., 1999; Carlstrom et al., 2009; Castelnuovo, 2013 Castelnuovo, , 2012 Castelnuovo, , 2016 . The consideration of trivariate systems is also common practice in the SVAR literature.
The log-linearized version of the model reads as
where x t , π t and r t denote the output gap, inflation and the nominal interest rate, respectively, and E t indicates expectations formed at period t. Accordingly, the equations (17) (20), with subscripts • ∈ {x, π, r} indicating a demand shock, a supply shock and a monetary policy shock, respectively.
The employed parameter settings correspond to common calibration assumptions drawn from the macroeconomic literature. The model is calibrated with common settings, i.e., β = 0.99 (discounting), κ = 0.05 (slope of Phillips curve), α = 0.5 (indexation of past inflation), δ x = 0.1 (impact of real interest), γ = 0.5 (effect of output expectations), τ π = 1.8, τ x = 0.5, τ r = 0.6 (Taylor rule). The autoregressive parameters in (20) are set to ρ x = ρ π = ρ r = 0.5. Table A3 : Simulation results for sample size T = 500. For further notes see Table A1 .
C Detailed simulation results
Distribution MSE All ε x → ε π → ε r → MSE All ε x → ε π → ε r → MSE All ε x → ε π → ε r →SignDistribution MSE All ε x → ε π → ε r → MSE All ε x → ε π → ε r → MSE All ε x → ε π → ε r →Sign
Homoskedasticity Unconditional Heteroskedasticity Conditional Heteroskedasticity
Labeling ratio Labeling ratio Labeling ratio 
