which are nite under the same assumptions, converge, correspondingly, to the expectation and the expectation of the absolute value, of the above random variable distributed according to the normalized spectral measure, mapped to the real line. and so (4.12) for i = 4 also follows from the case i = 1. This completes the proof of the proposition in the case when the control measure m of the SS random measure M is a probability measure . In the general case of a -nite control measure m, we proceed as in the proof of Theorem 1.1. That is, let be a probability measure on S equivalent to m. where M 1 is now a SS random measure on S with a control measure . Observe that we have reduced the situation to that of the control measure being a probability measure, with the new functionsg and so the proposition has been proved in its full generality.
Remark: As mentioned above, Proposition 4.1 is of interest independent of its use in the proof of Theorem 1.1. It is known (Hauser and Matzinger [HM95] ) that the conditional law of W= given U = converges, as ! 1, to the normalized spectral measure (mapped to the real line) of the SS random vector (U; W ) (thus showing that the set of conditional distributions of bivariate stable random vectors is weakly dense in the set of all univariate probability distributions -very much unlike the normal case). Proposition 4.1 gives, in the symmetric case, convergence of certain moments of these conditional distributions. Indeed, it shows that the expectation of the positive part of W= given U = (which is nite even in the case 0 < 1 under the assumptions (4.3) and (4.4)) converges to the expectation of the positive part of a random variable distributed according to the normalized spectral measure, mapped to the real line.
Moreover, an argument identical to that of Proposition 4.1 shows that both the expectation of the whole of W= given U = and the expectation of the absolute value of W= given U = , This proves (4.51), and so (4.12) with i = 1 has been proved in all cases. We now turn to proving (4.12) for i = 3 and i = 4. Using the formula 1 t e 0y 2 =2 dy t 01 e 0t 2 =2 ; t > 0;
we immediately conclude that and so (4.12) for i = 3 follows from the already proven case i = 1. In exactly the same manner we see that EjC 4 ()j = E ) by Lemma 2.2 (ii). This proves (4.12) with i = 1 in the case 1 < < 2. We now turn to the proof of (4.12) for i = 1 in the case 0 < < 1. Inspecting the above proof for 1 < < 2 shows that the only problem in the present case is that E 2 = CEs 2 = 1.
Therefore, we start with the following decomposition. For an M > 0 write The above remark shows that for any M > 0 lim !1 2 () = 0: Therefore, (4.12) with i = 1 will follow in this case once we establish that for any > 0 there is an M > 0 so big that lim !1 1 () :
(4:45) We use (2.12) to conclude that 1 () = CE ; and so (4.45) will follow once we prove that thus proving (4.13), and so (4.11) as well. It remains to prove (4.12) for i = 1; 3; 4. We start with i = 1. We now consider separately the three cases, 1 < < 2, 0 < < 1, and = 1.
Assume rst that 1 < < 2. Clearly, where C is a nite positive constant that in the sequel may be expected to change from line to line. We see that lim for i = 1; 3; 4, which will imply the conclusion of the proposition by (4.10).
We start with the proof of (4.11). We have The right hand side of (4.7) is clearly nite if 1 < < 2. In the case 0 < < 1 the niteness of the right hand side of (4.7) under assumption (4.3) follows from Cioczek-Georges and Taqqu [CGT94] , while in the case = 1 the niteness of the right hand side of (4.7) under the assumption (4.4) follows from Cioczek-Georges and Taqqu [CGT95] . Assume for the moment that the control measure m of the SS random measure M in (4.1) is actually a probability measure on S. Then, as we have done before, one can represent the random vector (U; W ) in the form
(4:8)
(the representation is, of course, in distribution), where b is given by (3.4), and where, as before, j ; j 1, 0 j ; j 1 and U j ; j 1 are three independent sequences of random variables, such that j ; j 1 are i.i.d. standard normal random variables, 0 j ; j 1 are the arrival times of a unit rate Poisson process on (0; 1), and U j ; j 1 are i.i.d. S-valued random variables with a common law m. We have seen before that, conditionally on 0 j ; j 1 and U j ; j 1, the random variables U and W are jointly normal, with zero means and a variance-covariance matrix with elements Again, using the technique developed in the previous section, we conclude by by (3.6) and (3.7) that In this section we deal with the second step in the proof of Theorem 1.1 { the asymptotic behaviour of the integral in the right hand side of (1.7). This is described in Proposition 4.1. This proposition may be of independent interest, and so our notation in this section is to a certain degree independent of that of the previous section, which is tied in more closely to the specic application of Proposition 4.1 there. Let (U; W ) be a nondegenerate (i.e. not concentrated on any proper subspace of 2 ) SS random vector, 0 < < 2, given in the form
where M is, as before, a SS random measure on S with a control measure m, and g i 2 (m), i = 1; 2. We denote the joint density of U and W by U;W , and the marginal densities by U and W accordingly. Let () = 1 0 y U;W (; y)dy; 0:
The main result of this section is the asymptotic behavior of () as ! 1. t;n j2 n t( (2 0n ; x) 0 (0; x)) + (0; x)j : Observe that for all n big enough and t 2 (0; 2 0n ], t;n Ej (0; U 1 )j =2 > 0: Therefore, with as in (1.12), and for all n and t as above, we have EjT 1 j 1+ = 01 t;n S j2 n ( (2 0n ; x) 0 (0; x))j 1+ j2 n t( (2 0n ; x) 0 (0; x)) + (0; x)j 1+0 m(dx) 2M=Ej (0; U 1 )j < 1; and so (3.13) in the case 0 < 1 follows from Lemma 2.1 (iii).
The integral formula (1.7) is, therefore, proved completely in the case when the control measure m of the SS random measure M is a probability measure. In the general case of a -nite control measure m, let be a probability measure on S equivalent to m. Let b(x) = d m d (x); x 2 S. Then we can represent the process (t); t 2 and its derivative _ (t); t 2 as in (1.1) and (1.6), with m replaced by , (t; x) replaced by~(t; x) = (t; x)b(x) 1= , and _ (t; x) replaced by~_(t; x) = _ (t; x)b(x) 1= . Clearly,~;~_ and satisfy the conditions of the theorem. Therefore, the integral formula (1.7) holds in the general case as well.
This completes the main part of the proof of the Theorem. What remains is to show the veracity of the asymptotic formula (1.13). This, however, follows from Proposition 4.1 of the following section, with g 1 (x) = (0; x) and g 2 (x) = _ (0; x), x 2 S. Observe that (4.3) and (4.4) follow from (1.11) and (1.10) correspondingly. Therefore, (1.13) is an immediate consequence of the above proposition, and the proof of the theorem is complete. Remark: Inspecting the assumptions of Proposition 4.1 in the next section shows that one cannot dispense with conditions (1.10) and (1.11) in Theorem 1.1. Condition (1.12) can, on the other hand, most likely be relaxed (and, in particular cases, replaced by neater conditions), by either using an argument di erent from the uniform integrability one in our proof, or just by using a set of conditions di erent from those given in Marcus [Mar77] . In other words, the conclusion (1.13) remains true whenever (1.7), (1.10) and (1.11) hold. In particular, (1.13) holds under (1.10) and (1.11) for continuously di erentiable stationary processes, by the result of Michna and Rychlik [MR92].
in (m) as n ! 1 for every sequence a n ; n 1 as above, and so (t + h; 1) 0 (t; as n ! 1. Therefore, the sequence n = ( 2 1 (t n ; n); 2 2 (n); 12 (t n ; n)); n 1 of =2-stable random vectors in 3 , dened by (3.12), converges in probability, as n ! 1, to the =2-stable random vector = ( M for some nite constant M by (3.16), where C is also a nite positive constant. This proves (3.13) in the case 1 < < 2.
We turn now to the case 0 < 1. It follows from (1.12) that 2 2 (n) cannot have a component independent of 2 1 (t; n), and so similarly to (3.9) we obtain b 02 ( 2 1 (t; n); Therefore, (3.8) follows from Lemma 2.1 (iii) for all 0 < 1, and so for all 0 < < 2, which establishes (M2) and (M3). Condition (M4) follows from (1.9) in exactly the same way as condition (M1) followed from (1.8).
It remains to check the conditions (M5), (M6) and (M7). To this end, we start by noticing that the same argument as in (3.6) and (3.7) gives us h t;n () = E 2 (n) 1 (t; n) 1 0 2 (t; n) 2 exp(0 ; and (t; n) = 12 (t; n)= 1 (t; n) 2 (n):
We claim that there is a positive number and an M < 1 such that for all n large enough and t 2 [0; 2 0n ),
(3:13) Before proving (3.13) note that, once proved, it will imply (M5) and (M6) in the same way as (3.8) implies (M2) and (M3). The following argument also shows that (3.13) implies (M7).
Since our process is absolutely continuous, for every 2 it is di erentiable for almost every t 2 , and its derivative there is equal to _ (t). By Fubini's theorem, for almost every t 2 , lim n!1 (t + a n ) 0 (t) a n = _ (t) = 1 (3:14)
for every sequence of nonzero numbers a n ; n 1 that converges to 0. Since (t); t 2 is also stationary, (3.14) must hold for every t 2 . This implies, in particular, that for every t 2 (t + a n ; 1) 0 (t; 1) In particular, h() CE( 2 = 1 ):
Therefore, both (M2) and (M3) will follow from (3.6) and (3.7) once we show that E( 2 = 1 ) < 1:
Now, (3.8) is trivial for 1 < < 2 (recall that all negative moments of a positive =2-stable random variable are nite). In the case 0 < 1, it follows from (1.10) and (1.11) that The representation (3.9) follows, for example, from Corollary 3.10.2 and Property 3.2.1 of Samorodnitsky and Taqqu [ST94] . The passage from the representation (3.5) to the representation (3.9) is a version of the change of variables described in Proposition 3.5.5 in Samorodnitsky and Taqqu [ST94] . We will use such a change of variables a number of times below without further comment.
Observe that in the case 0 < < 1, by (1.11) e e ec e n er f e e cr ss n s
This section contains the proof of the main result of the paper, Theorem 1.1. As we mentioned above, this amounts to justifying the formula (1.7). The asymptotic behaviour of the integral appearing in the right hand side of this formula is computed in the next section.
To justify the integral formula (1.7) we start with the approach of Marcus [Mar77] to level crossings. Other available results, such as those of Brillinger [Bri72] or Geman and Horowitz [GH73] only deliver (1.7) for almost every, but not for every, . The result of Michna and Rychlik [MR92] also establishes (1.7) for SS processes. However, it assumes continuous differentiability for the process, conditions for which are unknown. For completeness, we list below the conditions of Theorem 2.1 of Marcus [Mar77] (simplied to our particular case, of a stationary process and the rst moment only) that we will check to establish the validity of (1.7). Let (t); t 2 be a stationary stochastic process with absolutely continuous sample paths. Let g(x; y) denote the joint density function of ( (0) Furthermore, for n 1 and t 2 [0; 2 0n ) let g t;n (x; y) denote the joint density of 2 n t( (2 0n )0 (0)) + (0) and 2 n ( (2 0n ) 0 (0)), and set h t;n () = (M4) The density g t;n exists for all n large enough and t 2 [0; 2 0n ).
(M5) The functions h t;n are uniformly bounded in a neighborhood of , for all n large enough and all t 2 [0; 2 0n ).
(M6) The function h t;n is continuous at for all n large enough and all t 2 [0; 2 0n ). (M7) For any sequence t n such that t n 2 [0; 2 0n ) for all n we have lim n!1 h tn;n () = h().
With these conditions in front of us, we can now commence the proof of our main result. r f f r 1.1. As a rst step, we need to check the veracity of (1.7), so that all we really need do is to check that the conditions of our Theorem guarantee that Marcus' (M1) 0 (M7) are satised.
To simplify things, assume for the moment that the control measure m of the SS random measure M is a probability measure on S. orders. These two observations will be used throughout this paper, often without additional comment.
It is easy to check (using, for example the fact that the event 0 j < j=2 has low probability) that E sup j>2 j 0 j 2 < 1:
Then, as before, we have Now (2.5) follows from (2.6), (2.7) and (2.9). This completes the proof of the lemma.
We will also need the following lemma. = c ER 1 ; where c is a nite positive constant that depends only on , and that may change from line to line. To see why the latter two expectations are nite, one only has to recall the two simple facts that, for any p 2 we have E0 p j z p j p as p ! 1 , where z p is a nite positive constant that dependes only on p, and that a positive -stable random variable (0 < < 1) has a density that decays faster than exponentially fast at the origin, so that it has negative moments of all proving the left hand side inequality in (2.4). To prove the other inequality we consider two cases.
Suppose rst that p 1. Then by H older's inequality,
It is obvious that, in this case, conditions (1.8) and (1.9) hold automatically as long as the process is not identically equal to 0. Therefore, for every moving absolutely continuous stationary SS moving average process with 1 < < 2 (or with 0 < 1, under (1.10), (1.11) and (1.12)) we have (1:17) for all 0 < < 2 and > 0.
We now turn to the proof of Theorem 2.1. The following section contains certain technical lemmas needed later. As noted above, the main work is in Sections 3 and 4. e e s We collect in this section some technical results that will be used later. (1:11)
Finally, in the case 0 < 1 we assume that there is a > 0 and 0 < M < 1 such that for all n lar e enou h and t 2 (0; 2 0n ] S j2 n ( (2 0n ; x) 0 (0; x))j where C is iven by (2.11).
The following is an immediate application of this result.
p .
An important class of stationary SS processes is that of movin avera es. These are processes of the form where the SS random measure M has Lebesgue control measure on , and 2 (R). Unlike the harmonizable stationary processes described above, moving average processes are mixing (Maruyama [Mar70] ), and so provide an attractive modeling tool. To ensure absolute continuity of a moving average process we need to assume (cf. Samorodnitsky and Taqqu [ST94] , Section 11.7) that (These conditions are not only su cient for existence of an absolutely continuous version of the process, but also necessary for it. Furthermore, they are not as forbidding or as di cult to check as they may seem. Example 1.1 below shows how they simplify in the case of a stationary moving average process.)
The rst step towards developing an asymptotic formula for C will be to establish when we are justied in using the standard, exact, formula EC = 1 0 yg(; y) dy;
(1:7)
where g is the joint density of (0) and _ (0) (see, for example, Theorem 7.2.4 of Leadbetter, Lindgren and Rootzen [LLR83] ). We will see that, apart from nondegeneracy conditions, in the case 1 < < 2, the integral formula (1.7) holds for any absolutely continuous SS process as above. In the case 0 < 1 we will have to impose certain additional regularity assumptions on the process (t); t 2 to justify (1.7).
As mentioned above, it would be nice to be able to actually evaluate (1.7), but this is not possible. Hence we turn to a study of the asymptotic behaviour of the integral in the right hand side of (1.7) as ! 1. The two steps in the derivation are mathematically independent of one another, and appear in the sections 3 and 4 respectively.
Our approach to the asymptotic behaviour of the integral is, once again, via conditional Gaussianity. However, instead of dealing with the entire process, we merely rely on the facts that a SS process and its derivative at any xed time are jointly SS , and that any SS random vector is a mixture of Gaussian random vectors. Thus the joint density g in (1.7) can be viewed as a mixture of bivariate normal densities, and the corresponding integral for a bivariate normal density can, to a certain extent, be simplied. The problem is then to determine the asymptotic behaviour of the expectation of the resulting expression, and the reader will nd the details of that in Section 4.
This approach leads to the following theorem, which is the main result of this paper. Given the success of this approach in the harmonizable case, it is natural to try to extend it to more general stable processes, particularly in view of the fact that essentially all the SS processes described above can, in fact, be represented as mixtures of Gaussians. However, in the general case the conditional Gaussian processes are no longer stationary, so that the simple Rice formula no longer applies to them and the compututions involved become forbiddingly complicated. Consequently, there has been no further development along this line.
In the present paper we shall determine the asymptotic behavior of the expected number of level upcrossings for general, stationary, SS processes, obtaining a result similar to (1.2). Clearly, we need to take a di erent path from that described above, based on a specic, mixed Gaussian, representation of SS processes. While more general representations are also available, and the overall structure of stationary SS processes is understood today much better than a few years ago, (primarily due to the work of J. Rosinski, cf. Rosinski [Ros95] ), our approach will not use this general structure either. Instead, we will, essentially, revert to rst principles, and proceed as follows: Let (t); t 2 be a stationary SS process given in the form (1.1). We will assume that for m almost every x 2 S, (1; x) is an absolutely continuous function, with We will deal with the issue of \well dened" below.) It is of fundamental importance for the application of stable processes to be able to say as much as possible about the distribution of C (T ). In particular, one would like to be able to calculate the expectation E(C (T )). Of course, by stationarity and the continuity of -stable distributions, E(C (T )) = T E(C (1)), so that the parameter T is not important. We will study, therefore, EC = E(C (1)).
In the well known Gaussian case, the famous Rice formula gives the expected number of level upcrossings for a stationary Gaussian process with a covariance function R. See Rice [Ric45] and Cram er and Leadbetter [CL67] . The Rice formula is generally derived in two stages. In the rst, EC is represented as a general expression involving the joint (bivariate normal) density of the process and its derivative at a given point. This expression is then evaluated via a straightforward exercise in integration. We shall show below that, under appropriate conditions, the rst stage of this argument also carries over to the stable situation. However, since even the univariate density of a stable random variable is generally not available in closed form, the second stage of this argument cannot be carried out, and so a precise, closed form expression for EC is not accessible in the general stable case 0 < < 2. The route that one is forced to take is therefore one of bounds and asymptotics.
The rst result of this type is due to Marcus [Mar89] , and deals with a particular class of stationary SS processes, that of the real, harmonizable ones. Adopting the representation (1.1), these have S = R 0 and = 0 , where ( 0 ; 0 ; 0 ) is a probability space supporting two independent standard normal random variables 1 and 2 . Furthermore, m = 0 ( being a nite measure on ), and (t; (y; 0 )) = 1 ( 0 ) cos ty + 2 ( 0 ) sin ty; y 2 ; 0 2 0 :
An alternative, and probably more familiar, representation in this case is (t) = a Re 1 01 e itxM (dx) ; t 2 ; whereM is a complex valued rotationally invariant SS random measure with the same control measure m, and a is a constant depending only on .
Using the fact that a real harmonizable stationary SS process can be written as a mixture of stationary Gaussian processes, Marcus [Mar89] applied the Rice formula conditionally, allowing him to derive bounds on the expected number of level upcrossings. Later, Adler, Samorodnitsky and Gadrich [ASG93] improved Marcus' results for harmonizable processes, while using the same approach. In particular, they showed that, if the process is regular enough to guarantee the niteness of EC 0 , then lim where (S; ) is a measurable space, M is an independently scattered -additive SS random measure on (S; ) with a -nite control measure m, and (t; 1) 2 (S; ; m) for every t 2 .
(cf. Samorodnitsky and Taqqu [ST94] for more details on SS random measures and stochastic integrals with respect to them.)
