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Brown hare is an important game species in Flanders, hunted in almost every GMU (Scheppers & Casaer 2008) . In fact, it is the most important species in Flanders for the production of game meat as an ecosystem service (Scheppers & Casaer 2014) . In recent years, however, bag sizes for the species in Flanders have displayed a downward trend (Scheppers & Casaer 2008 . This negative trend is consistent with the general downward population trend that has been experienced in the rest of Europe over a longer period (Mitchell-Jones et al. 1999 , Verkem et al. 2003 , Smith et al. 2005 . Changes in farming methods that have reduced breeding success and increased mortality in brown hare have been identified as one of the main causes of this (Smith et al. 2005) .
Brown hare populations experience considerable annual changes in their rate of increase due to very unpredictable breeding and large fluctuations in the loss of young (known as leverets) between birth and the opening of the hunting season (in Flanders: 15 October -31 December) (Thompson 2010) . With a view to sustainable hunting, it is important for the GMUs to have a good idea of the population situation, ideally just before the start of the hunting season. The main questions that arise in connection with sustainable hunting of brown hare are the trends in the present spring population (which is the population's 'capital') and what the net increase ('interest') has been during the spring and summer months. This increase is the result of the births and the subsequent survival of leverets during this period, with the births being determined by the number of litters and the average litter size. The final spring population is, apart from the combined effect of immigration and emigration, the result of the previous year's spring population and the net increase over the summer months minus the annual hunting bag and losses due to natural mortality.
It is known that, with the exception of a number of very time-and labour-intensive methods, the direct counting of hares in the open field from May until the autumn is very difficult and often unreliable, as the height of crops in the fields has an adverse effect on visibility. Often, therefore, a census in the field can only yield information about the spring population, and not the position before the start of the hunting season. For the population increase, other data and methods are needed that are not dealt with in this report. For example, estimates of the population increase can take account of individual sightings in the field and the weather conditions during the breeding season. The bag during the hunting season can also be analysed and adjusted (ONCF 2015a) . However, the long-term trend in the spring population, regardless of breeding data, can in itself also provide useful information for adjusting the bag. If the trend shows a strong continuous increase or decrease over several years, it can be assumed that this trend is more significant than the annual variation in population increase, and the bag limit can be adjusted accordingly.
Within this project, one fixed method was selected that was tested for its feasibility and results in the longer term in various GMUs. The choice of an already validated method allowed the main objective within this project to focus on testing feasibility and sensitivity and ensured that the information that the various GMUs obtained from the counts during the long project period could also be used directly in the field. The final analysis by INBO, presented in this report, offers added value in that the precise basic requirements (timing, repetitions, intensity) for Flanders could be tested in more detail and can serve as concrete guidelines for the further use of this monitoring method.
The project was divided into two parts. The first part consisted of one GMU in which INBO carried out its own counts; this served as a control for testing the sensitivity and feasibility of the method in general. In the other part of the project, data from 11 other GMUs from various Flemish regions were collected, primarily in order to evaluate the method's practical feasibility and check the precision of the different measurements in different circumstances.
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Choice of count method
Various methods for counting brown hare have been developed and tested over the years. The most important are total counts, capture-mark-recapture methods, spot counts, belt counts and transect counts. Total counts give an absolute figure but are highly labour-intensive and only applicable to small areas (Langbein et al. 1999 ). Capturemark-recapture methods also provide good and accurate results and have been successfully applied in Poland and Denmark, but this method is also highly labour-intensive and cannot be readily applied everywhere and by everyone (Frylestam 1981) . In spot counts, counting takes place at fixed spots, preferably at night using spotlights; this method is often used and produces good results (Barnes & Tapper 1985) . In belt counts, transects about 100 m wide are walked by a line of drivers (no fewer than one per 15 m) during the day in representative sub-areas (Rajska 1968 , Pielowski 1969 , Frylestam 1981 , Langbein et al. 1999 . However, the validation of this method with other absolute methods has shown that such belt counts lead to systematic and substantial overestimates of the population (Rajska 1968 , Pielowski 1969 .
A final method consists of counting brown hare that are seen along transects. Such transects are easy to cover and therefore much less labour-intensive, but must be used within larger areas or within a combination of different smaller sub-areas (Langbein et al. 1999 ). This method, together with spot counts, is regarded as the easiest to implement on a large scale, but needs to be sufficiently stratified across the different habitats in which the species occurs (Langbein et al. 1999 ). According to Frylestam (1981) , the counts can take place either at night or during the day, but as a rule it is advisable to carry out the counts at night, in which case use should be made of spotlights, possibly supplemented with night vision goggles (WILD 2001 , ONCFS 2015a . One method that is often used is to cover the transects by car at night, making the counts with the help of the car headlights (Frylestam 1981 , WILD 2001 , ONCFS 2015a . The use of night vision goggles is not common, but given the improving quality and falling price of such equipment, is certainly promising. When the counts are performed in open areas with good visibility, under comparable weather conditions and within a relatively short time interval, they have been shown to provide a good estimate of the population density (Frylestam 1981) . Because of the requirement that brown hare should be properly detectable at the time of the count, counts must be made after the autumn harvest and before the growth of new crops in spring (Langbein et al. 1999 ). The night counts should start, depending on the source, from one to two hours after the onset of darkness, as hares are rarely active in the first hour after sunset (Langbein et al. 1999 , WILD 20010, ONCFS 2015a . The counts should preferably be completed two hours before sunrise (Langbein et al. 1999) . Moreover, a number of variables should be standardised as closely as possible when carrying out the counts. For example, the number and position of the lamps must remain constant, and it is best to work with the same number of people and indeed with the same (experienced) individuals, in order to avoid the demonstrated possibility of observer effects as far as possible (WILD 2001 , Sunde & Jessen 2013 . Of course, the transect routes must remain the same across all counts, and must be completed at the same speed and in the same way each time (WILD 2001).
As a guideline for planning the routes to be taken, it is assumed that their combined length must be enough to cover 50% of the entire area, which must itself be at least 200 ha (Langbein et al. 1999 , WILD 2001 . According to recent guidelines of the Office National de la Chasse et de la Fauna Sauvage (ONCFS 2015a), the individual routes must be between 800 and 1200 m long. According to the same guidelines, the counts themselves should ideally take place between January and March and must be repeated under similar weather conditions (ONCFS 2015a). On the other hand, WILD (2001) recommends performing the spring counts between early March and early April. Opinions vary widely in the literature about the number of counts to be performed. WILD (2001) refers to a minimum of two counts, which may be increased to three depending on the spread of the results (see also 3.4.4). ONCFS (2015a) also recommends a variable number of counts, but stipulates a minimum of three. Frylestam (1979) recommends three to five counts per season, but opts for five counts in Frylestam (1981) . Finally, Verheyden (1991) also describes five counts, but within a period of two weeks in March-April. The width of the belt that is counted along the route depends on the type of spotlight used, but with good visibility in combination with the use of binoculars (also necessary to distinguish brown hare from rabbits properly) is estimated at 150 to 300 m (WILD 2001 , Langbein et al. 1999 . Parallel routes should therefore preferably lie more than 400 m apart, to avoid double counting (Langbein et al. 1999 , WILD 2001 . Langbein et al. (1999) also suggest correcting the counts for the ambient temperature (brown hare are less active when it is colder), yet state that it is unlikely that a generally applicable correction factor can be used.
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However, such a correction is only important to obtain reliable density estimates from the counts. For determining trends it will be sufficient to count at comparable temperatures (Langbein et al. 1999) . The British Game and Wildlife Conservation Trust likewise no longer applies a temperature correction to its counts, but avoids counting in freezing temperatures (Langbein et al. 1999) . When these guidelines are followed, this method is clearly suitable for detecting large population fluctuations between different years (for example differences of more than 5 hare/km²) (Langbein et al. 1999) . Finally, when the spotlight method is used on transects, it should be noted that the main disadvantage is that very dense habitat types, such as woodland, cannot be included in the counts, so that results in highly forested areas may lead to an underestimate (Langbein) et al. 1999) . Again, though, this is mainly important for the interpretation of density estimates and, provided the prerequisites are satisfied, probably less so for the estimation of trends in the longer term.
Within this project the spotlight method was chosen along transects driven by car. This method was also applied by various hunting groups in Flanders before the start of the project and, partly for this reason, was regarded as a logical choice by the hunting sector. It was decided to conduct all counts between late January and late March. At the start of the project, a very high number of counts (six or seven) was opted for; this was reduced in the course of the project period to approximately four per year (see also 3.2 and 3.4.4).
Description of the different sub-areas
At the start of the project, 12 areas were found in which spotlight counts of brown hare would be performed. In one of these areas, Bertembos, the counts were carried out by INBO, in cooperation with the local rural police officer. The data from Bertembos are used in this report to help evaluate the sensitivity of the method and are discussed in Chapter 3. In each of the remaining 11 areas, the local GMU conducted the counts. The areas themselves, the data received and the processed results are described in Chapter 4. The results from Bertembos and the experiences from the various GMUs are further used to formulate recommendations on the organisation of spotlight counts.
Data processing

Densities versus index
Transect counts with spotlights are further converted into densities in many brown hare studies. For this, it is assumed that there is an illuminated area along both sides of the road, or the area actually illuminated is indicated on the map and the number of hare counted in this area is simply converted into a density (Langbein et al. 1999 ). However, Langbein et al. (1999) also indicate that because the counts only take place in open areas, such a figure gives a distorted picture that is not representative of the density of the total area managed, which often includes woodland. In addition, even in open areas, the detectability of the animals plays a role (not all animals are seen). If the detectability is not known or is not corrected for in the method used, it is inadvisable to convert the data into absolute densities, and an index approach is still preferable (Malengraux & Casaer 2008) . With the use of fixed count routes and standardised methods, as prescribed, the illuminated area remains more or less constant, but correction for detectability is difficult. As a result, an analysis of a multi-year trend of the sort aimed at in this project can be conducted on the basis of the number of brown hare per counted kilometre as a relative index measure (kilometre index).
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Data processing
All data processing was performed in R 3.2.2 (R Core Team 2014).
Kilometre indices
Indices measuring relative density are a widely used tool for monitoring mammalian populations (see Silvy 2012) . In Flanders, a kilometre index is applied not only to brown hare, but also to roe deer (Vercammen et al. 2011) . The index per count is calculated in almost all applications as the average of all kilometre indices on the different routes within the same session (or count). The purpose of simplifying the data per count for each area to a single average index is to absorb fluctuations in spatial distribution within the area, since hare, like other species, have a pronounced tendency to group together at night, often in order to forage together (Langbein et al. 1999) . As for other species, it is therefore advisable to group together count points or routes which lie close to one another and to average out the counts for a set of routes per area (Langbein et al. 1999 ).
For each route, a kilometre index per count is therefore first calculated. This is done by dividing the number of observed hare on route i in count j and year k by the length of that route:
The kilometre index of count j in year k is then calculated as the average of all route KIs for that day:
∑
Where tj is the number of counted routes on day j.
For year k, the KI is then recalculated as the average of all count KIs.
Where dk is the number of counts in year k. In this last step, the standard deviation for that year is calculated as:
√ ∑
On the basis of this standard deviation, the standard error and the 95% confidence interval on the annual average in year k are calculated:
√
In this calculation, we used 1.96 and not the corrected value from the t-distribution as is customary for small samples and as recommended by ONCFS (2015b) . This is because if the average of different routes is taken for each date, the actual sample size is much higher than the four or five counts per year; the estimate of the variance is therefore more accurate than would be presumed if there were only four or five samples.
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Trend analyses
To check whether significant differences in the average kilometre indices could be detected between the different years, a one-way ANOVA was performed. For the differences between the years, a post-hoc Tukey HSD test was run in each case; this also reflects the extent to which several consecutive years belong to the same group (Yandell 1997) .
Number of counts
In the Bertembos test area, almost all routes were counted on fixed dates (see also Table 2 ). This ensured that each count date was also the date of a separate count. A choice was also made concerning which counts were used in which year (see 3.2).
In the other test areas, different sets of routes were counted by different groups of counters, which meant that it was not always clear which count dates for the routes together formed one separate count. It was therefore decided to arrange the counts in the same way in each of the other test GMUs. All successive count dates for different routes were assigned to the same count in each case, up to the moment when a particular route was counted again and would therefore appear twice in the count. That route and count date were then assigned to a subsequent count, and so on until all count dates had been assigned to a count. To demonstrate the extent to which this happened, the number of dates on which counting took place and the number of counts (count sessions) that were finally identified in this way were shown in the results (see 4).
Sensitivity analyses
The sensitivity analyses considered the extent to which the results were sensitive in the longer term to the number of routes counted and the number of counts that were performed per year. To ascertain this, a subset of data from Bertembos was initially selected so that the number of counts per year and the count period in each year were made as consistent as possible (see 3.2). The kilometre indices were then calculated on these data and the trend analysis was performed as described in 2.3.2.1 and 2.3.2.2. Simulations were then carried out on these data, with both whole counts and individual routes being removed from the dataset. The kilometre indices were then calculated again in the same way on these new datasets. Subsequently, we checked to which extent the spread of the new data lay within the 95% confidence interval of the original data, and the extent to which the individual groups that were identified in the Tukey HSD test on the original data were also identified as individual groups within the changed datasets. Three different types of simulation were performed for both the counts and the routes. The sequence of the simulations was chosen to simulate a smaller expected effect each time from the omission of routes or counts (see also Figure 2 .1).
For the counts, the approach was as follows:
•
Step 1: Each year, the same fixed count was removed from the dataset. This simulates the impact of a modified experimental design with fewer counts.
•
Step 2: Each year, a random count was removed from the dataset. This simulation combines the effects of a modified experimental design and a liberal interpretation of the count days and is in itself the most stringent application of step 3 (interval = 0).
Step 3: Random counts were removed at varying intervals from the various count years. This simulation shows the robustness of the count system in response to the unexpected omission of counts.
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For the routes, the approach was as follows:
Step 1: For each count, the same route was removed from the dataset. This simulates the impact of a modified experimental design with fewer routes.
Step 2: For each count, a random route was removed from the dataset. This simulation combines the effects of a modified experimental design and a liberal interpretation of the counted routes and is in itself the most stringent application of step 3 (interval = 0).
Step 3: Random routes were removed at varying intervals from the various counts. This simulation shows the robustness of the count system in response to the unexpected omission of routes.
The comparison of the post-hoc tests after the simulations with the original post-hoc results was always checked in step 1 for each of the possible scenarios. In the steps in which randomisation was used, these comparisons were always performed on a large number of simulated datasets. The number of simulations was initially set at 100, but increased if multiple repetitions showed that the extent to which the different groups were identified was still subject to large fluctuations. 3 Results and sensitivity analysis from the test area (Bertembos)
Area description
The area around Bertembos that was monitored by INBO in collaboration with the rural police officer lies to the northeast of the municipality of Bertem, west of the hamlet of Diependaal and the E314 motorway (Figure 3.1) . On the northern side the count area is bounded by Bertembos itself, and on the eastern side by Bosstraat. The total area within the perimeter described in this way (open area bounded by streets and residential centres, excluding the wooded area) amounts to 329 ha. The count area thus meets the required minimum of 200 ha. Within this count area, 15 routes were designated, representing a total route length of 6,315 m. The average route length of 421 m does not yet meet the required minimum of 800 m that was recently recommended by the ONCFS (2015a). The set of routes used was selected from an existing larger set of routes within the GMU as a whole, which is why the numbering sometimes seems illogical (see Figure 3 .1). For reasons of continuity, however, it was decided to keep the existing numbering. Despite this, it can be argued that the number and length of the routes in this count area guarantee a proper count.
If it is assumed that with the spotlights it is possible to see 300 m on both sides of the route, and the area of the illuminated zone is calculated, an area of 307 ha is found to be covered by the spotlights, which means that virtually the entire area was surveyed (93%) (Figure 3 .2). Assuming 150 m visibility, as indicated by WILD (2001), 199 ha is illuminated (63%), which is still well above the required 50% coverage (WILD 2001 , Langbein et al. 1999 ). However, this does not take account of the relief or vegetation. In this set-up, the requirement was not met that all routes should be 400 m apart. However, double counting was avoided as far as possible by illuminating any overlapping zones from just one route. It is also clear from Figure 3 .2 that this was partly determined by the area's topography, with many slopes only visible from one route. Although this approach reduces the number of double counts it is still advisable to minimise the overlap between routes. Otherwise, especially in areas with high population densities, the chance of double counting may become too high. (Table 1) . In order to equalise the number of counts and the spread as much as possible, it was therefore decided to use only the first four counts from each year in the analyses, so that the total spread of the count period was limited to six weeks and the number of counts lay within the range of the usual recommendations in the literature (see 2.1). In 2009 and 2010 only, all five counts were used, because the total spread was in any case limited to the first five weeks. Due to the late position (week 10) of the fourth count in 2004, only three counts were used in that year. Table 2 also shows that in the period 2005-2008 one fewer route was counted (route 1 was omitted), but because the route was counted in 7 of the 11 years, it was still used in processing the original dataset. 
Results
The As an implication for the further sensitivity analysis, it was decided on the basis of these analyses that the differences between groups a and b and between groups b and c as defined here would be the main subject of this analysis. In other words, the extent to which the years 2002-2004, 2005-2008 and 2010-2012 fell into the same group and, more importantly, the extent to which no overlap was found between these years which were classified in Table 1 under a, b or c would be examined. This was because a dataset that found overlap between these groups would not come to the same conclusions in relation to the observed trend and would therefore not exhibit the desired sensitivity. 
Sensitivity analysis based on counts
In the analyses below, counts are repeatedly removed from the datasets, with decreasing impact, but all counted routes are used for each selected count. In this way, as mentioned in 3.3, we will consider in which of the simplified datasets the difference between the original groups a/b and b/c was recognised. This will be done by checking whether there was an overlap in the new Tukey HSD groups between the years from the original groups a, b and c. The very large difference between groups a and c was recognised in each of these analyses and is not discussed further below. In hardly any of the simulations were differences found between the years that fell into these groups, so this point is not discussed further either. The discussions below will therefore be confined to the identification of difference a/b and difference b/c; in other words, is there still a lack of overlap between the years from the original groups in their newly assigned groups? For the sake of clarity, in 3.4.1, as an example, the Tukey HSD test results have also been given in table form (Table 4) .
Missing out the same count every year
Five possible scenarios in which the same count (count 1, 2 ... 5) has been removed from the dataset each time are represented graphically in Figure 3 .5; the group classification according to the Tukey HSD test is shown in Table 4 . It should be noted here that only the first three counts can be removed in all years and that count 5 can only be omitted in 2009 and 2010. Given this, the dataset in which count 5 was omitted differs only slightly from the original dataset. Figure 3 .5 shows that the average kilometre index for each year for each of the simplified datasets lies within the original confidence interval. The table shows that in virtually all analyses there are more groups than in the original analysis, so that group codes d and e also appear in the table. In only one out of the five analyses was no overlap at all found between the original groups a/b, and in each analysis, even that from which count 5 was omitted, an overlap was found between the original groups b/c. 
Omitting one of the counts at random every year
In this analysis, 1,000 simulations were performed in which one count was removed at random from the dataset in each year, so that, as in 3.4.1, only three counts were used per year. This yielded datasets that differed very greatly from the original data. 
Missing out a count at random with different time intervals
The analyses in 3.4.1 and 3.4.2 suggested that the differences between a/b and b/c were the most critical factors by which the simulated alternatives could be evaluated. In the next analysis, the time interval at which random counts were removed was therefore gradually increased. This was simulated by changing the chance of reducing a given year from the original dataset to three counts from 1/2, 1/3, 1/4 ... to 1/11. This means that in the first scenario there was an average interval of just one year between two years with only three counts, whereas in the last scenario the average interval was 10 years (Figure 3 .6). Each scenario was simulated 100 times. The analyses again reveal a very strong influence of the number of counts, with very low statistical power (the chance of detecting an existing difference) when large numbers of counts are removed. Only when the interval reaches four to five years does the chance of identifying difference a/b stabilise, and it only becomes really high when the interval reaches eight years. For difference b/c the values are again considerably lower; here, the values only become reasonably high at an interval of eight to 10 years. This means that the data are very sensitive to the loss of counts -so much so that almost no count dates can be removed from the dataset without a serious impact on the identification of important differences. 
Importance of the count date and the total number of counts
The previous analyses show that the number of counts that are carried out are of great importance to the interpretation of the data. The question therefore arises as to whether the right choice was made regarding the subset of analysed counts, as described in 3.2. The choice described there was to limit the number of counts and also to minimise the spread in count dates over time. To ascertain whether the choice of count dates was justified, a check was made to ensure that no significant differences were discernible between counts that were carried out at the start or at the end of a season within a given year. By showing the daily KI relative to the annual KI, a correction was made for the total number of brown hare seen in a given year (Figure 3 .7). It can be seen that, with a few exceptions, the spread of this relative number varies to a comparable extent around the value 1 in all weeks. Only in the last three weeks, for which (limited) data were available only for a few years, is the spread somewhat smaller. This means that up to at least week 9 there is a comparable probability of performing a high or a low count. The choice of weeks 4 to 8 as a test period for analysis therefore appears to be justified. However, the data indicate that later dates could also be suitable. This somewhat contradicts the claim that, when counts are spread over several weeks or months, significant differences occur due to weather changes and changes in the behaviour of the hares (Frylestam 1981) . In view of this and as the number of observations from later weeks in our data is rather limited, it remains appropriate to limit the spread of the counts in time and to select comparable periods every year; it appears certain in any case that counts can be performed up to mid-March.
The choice to limit the number of counts to an average of four was consistent with the recommended range in the various literature sources (see 2.1). However, various sources have also indicated that the number of counts could be adjusted when a large spread was found in the first counts (WILD 2001 , ONCFS 2015a . This involved either moving to a third count in the event of a 25% spread around the average (WILD 2001), or taking a more tentative approach and proceeding to a fourth count (ONCFS 2015a). On the other hand Frylestam (1981) recommends using the width of the 95% confidence interval as a guideline for the accuracy of the counts, but does not describe this directly as a criterion for organising additional counts. In order to ascertain whether the choice of number of counts, which was made arbitrarily here, satisfies the requirements of limited spread to any extent, an additional check was performed. This was based on the approach recommended by Frylestam (1981) . In this way, the first three counts per year were used in each case. When the average of the third count lay within the common 95% confidence interval of the first two counts, the number was kept at three. If not, an additional count (if available) was added to the analysis and this new fourth average was tested against the new common 95% confidence interval of the three previous counts. This procedure was repeated every year until the last value lay within this interval or until there were no more counts available for that year (see also Table 1 for the number of available counts per year). In this way, a check was made of how many counts in theory had to be used in order to arrive at a stable confidence interval. The statistical relevance of such an approach in practice is highly debatable and is only repeated here to simulate how many counts would be performed under such a system. The number obtained was then compared with the number that was used here in the analysis on the basis of the spread over time (Table 5 ). It was found that only in two years (2004, 2007) would more counts have been necessary to meet the above criterion than were used here. In 2008, an additional count would also in principle have been necessary, but was not available. Also, in 2007 and 2009 the required number was equal to the available number of counts, but in both cases no more additional counts were required. The criterion used also showed that around four counts were needed on average, even when more were available. Since an average four counts per year were used for the data analyses in this report, this choice therefore also appears to be justified. As a recommendation for setting up a monitoring program, a minimum of four counts seems necessary for clear results. Similarly to the approach used with the counts, simulations were carried out in which data from certain routes were removed from the original dataset. When the scenarios in which one of the 15 different routes was omitted are projected on the confidence intervals of the original data, it is noticeable that a number of values fall outside the original confidence interval (Figure 3 .8). Because route 1 was not counted in four years, the scenario in which this route is omitted differs less from the original data than those in which another route is omitted. In general, the method turns out to be particularly sensitive to the omission of short routes (< approx. 300 m) (Figure 3.9 ). This is because the probability of brown hare being seen on these routes is lower, meaning that many zeros are added to the count; when hare are seen, a high kilometre index is immediately obtained on these routes, as a result of which the averages per count day increase rapidly. This means that omitting some of these shorter routes can lead to very large differences in KI (> 10%), whereas with longer routes the average difference is much smaller (<7.5%) (Figure 3.9 ). The analysis of Tukey HSD results showed that in nine out of the 15 scenarios (60%) a significant a/b difference was found, while difference b/c was identified in seven (47%). Also, in the scenario where count 1 was omitted, no difference was found between the original groups b and c.
CONCLUSION: Importance of the number of counts
The analyses performed show that the number of counts carried out is crucial for obtaining reliable data and identifying trends and important differences between years.
The design of a count programme should include at least four counts per year, preferably with minimal spread over time.
Because of the strong sensitivity of the method to missing counts, it is very important for all planned counts to be performed every year. 
Missing out a random route in each count
When a random route was removed from the data in each count, the data were found to cluster better within the 95% confidence interval of the original analysis (Figure 3 .10). However, when the post-hoc Tukey HSD results of 1,000 simulations were compared with the original analysis, an a/b difference was only recognised in 43% of cases and a b/c difference in only 40% of cases. Although here too differences were found within group a (2002) (2003) (2004) in 3% of all scenarios, this proportion of false positives is negligibly low. 
Missing out a route at random with different time intervals
Although the results -above all the extent to which differences a/b and b/c could be identified -are also strongly influenced by the omission of routes, the values at which the differences are found are considerably higher than when entire counts are missing. Here too, the periodicity with which routes were randomly removed from the dataset was systematically reduced in successive analyses by 100 simulations each time, from a scenario in which an average of one route was removed from each count to a scenario in which a route was removed at random from only one in 10 counts on average (Figure 3 .11). It was found that, starting from the scenario in which in one out of three to four counts (i.e. with two or three in between) was missing a route, the statistical power stabilised between 75 and 90% for both difference a/b and difference b/c. This means that if a route cannot be carried out in one count per year, this will have little effect on the results. Although this is a higher tolerance than for the counts, it still represents a high level of sensitivity. It is therefore very important to design the programme so that all routes are accessible and drivable at all times and can therefore be counted almost every time.
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CONCLUSION: Importance of the number of routes
The analyses performed show that the count method is less sensitive to the omission of routes than counts. In half of all cases, enough discriminatory capacity between the various years survived the omission of a particular route. The programme can therefore be set up with a lower coverage than was the case here.
However, the method turns out to be the most sensitive with short routes (< approx. 300 m), which is consistent with the literature, which recommends route lengths of at least 800 m (ONCFS 2015a).
Despite the more limited sensitivity of the method, it was found that when routes unexpectedly cannot be counted, this should preferably not happen more than once a year. It is therefore very important to design the programme so that all routes are accessible and drivable at all times and can therefore be counted almost every time.
Result from the different sub-areas
Introduction
In the following calculations per GMU, a description is given each time of the data that were collected and evaluated in the different areas on the basis of the general principles and the conclusions about basic requirements that have emerged from the previous section. These various experiences and data should help determine where the opportunities and potential problems lie for the organisation and implementation of possible future brown hare counts in Flanders. The findings in Chapter 3 were not taken into account for the processing of the available data. In other words, the dataset was not adjusted to make the number of counts or the number of counted routes comparable between the different years. This is because the aim of this chapter is purely to indicate where the stumbling blocks lie in data gathering, and what, based on all available data, the averages and the spread of averages are in Flanders.
In the various GMUs, different sets of routes were often counted by different groups of counters, which meant that it was not always clear which count dates for the routes together formed one separate count (session). It was therefore decided to arrange the counts in the same way in each case. All successive count dates for different routes were assigned to the same session in each case, up to the moment when a particular route was counted again and would therefore appear twice. That route and count date were then assigned to a subsequent session, and so on until all count dates had been assigned to a session.
The implementation of the counts per GMU is described on the basis of the size of the area, the number of routes and the average route length. The spread of the counts over time and the weeks in which the counts took place are also discussed as an element of the design. A spatial GIS analysis was not always carried out to evaluate the yielded coverage, as was done for Bertembos (see Figure 3. 2). This is because GMUs often lack such resources in the design stage, relying instead on rules of thumb. Based on the basic requirements described in 2.1, we suggest a spread that covers more than 50% of the area. If we assume strictly rectilinear, spatially independent (sufficiently separated) routes and a 300 m buffer around the routes, a route length of approximately 360 m per 100 ha of count area is required for optimal coverage. However, this is an absolute minimum that assumes optimal visibility and a perfectly rectilinear route. With a visibility of 150 m, this length increases to 1,450 m. Moreover, the literature recommends an optimal route length of 800-1,200 m (ONCFS 2015a). It is therefore advisable to keep to this route length as a rule of thumb and then plan approximately one route (of 800-1,200 m) per 100 ha. This is easy to estimate on a 1:25,000 topographical map, using the marked kilometre squares. In addition, the extent to which the counts were carried out consistently was checked. To this end, the number of individual counts and the number of counted routes per count are described.
Finally, the kilometre indices per year, calculated as described in 2.3.1, are represented graphically. This was done both with all available data and with a modified dataset. In the latter, the data were adjusted according to the criteria as identified from the results at Bertembos (see Chapter 3). This means that the only data that were used were from those routes that were counted in at least 80% of all sessions. The spread was also limited to a few weeks that were counted in at least 40% of all years, with a maximum total spread of six weeks. All available counts were then used within these weeks. The calculated KIs from both datasets are displayed side by side in each case in order to make the impact of simplifying the dataset clear. Where the two datasets result in comparable trends, the main findings are also discussed.
Discussion per GMU
Groot Ranst
Counts were conducted at Groot Ranst GMU in six different years (Table 6 ). The 49 different routes in this GMU were located in an area with a total size of 3,430 ha (Figure 4 .1). The combined length of these routes was 31.05 km, with an average route length of 630 ± 240 m (± SD).
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The shortest route was 180 m long, the longest was 1,350 m, and only one route was shorter than 300 m. In total, a density of 905 m of route per 100 ha of area was achieved. The counts were spread over an average of 49 days within a period of eight different count weeks on average. On average, 13 different dates were counted, in each of which seven or eight sessions could be identified. The number of sessions and the spread here were therefore fairly high, but counts were executed with good consistency. The number of routes counted dropped sharply throughout the project from 49 to 37, and an average of 43 routes were counted. The modified dataset consisted of data collected from week 2 to week 7 from 33 routes, representing 56% of the original data. Due to the relatively high degree of consistency across the counts, the modified and original data are very similar (Figure 4. 2). Neither dataset shows a clear trend: throughout the entire period the results fluctuate between five and six brown hare per kilometre. 
Kessenich
Counts were conducted at Kessenich GMU in nine different years (Table 7) . The 26 different routes in this GMU were located in an area consisting of two sub-areas with a combined total size of 1,545 ha (Figure 4.3) . The combined length of these routes was 19.47 km, representing an average route length of 750 ± 310 m. The shortest route was 240 m long and the longest was 1,380 m. This represents a density of 1,260 m of route per 100 ha. The coverage was therefore well distributed and the average length was also very high; moreover, there was only one route under 300 m. On average, the counts were spread over 50 days within a period of eight different count weeks. Counting took place on an average of 10 different dates. The number of sessions that could be identified on these varied greatly, however, from six to 13, with an average of eight, so that the continuity in the number of counts across all years varied somewhat, although there were still always enough counts per year. The number of routes counted dropped throughout the project from 25 to 20, and an average of 23 routes were counted. The modified dataset consisted of data collected from week 3 to week 8 from 16 routes, representing 56% of the original data. Here too, the relatively high continuity resulted in very similar data between the two datasets ( Figure 4 .4). The data themselves show a strong increase from the middle of the counted period, with the average number of brown hare per kilometre increasing from about four to between six and eight. 
Land Van Aalst
Counts were conducted at Land Van Aalst GMU in three different years (Table 8) . Sixty-two routes were designated within an area with a total size of 3,259 ha (Figure 4 .5). The combined length of these routes was 39.83 km, representing an average route length of 640 ± 300 m. The shortest route was 140 m long and the longest was 1,510 m. This represents a density of 1,222 m of route per 100 ha. The average length of the routes was therefore certainly acceptable, and only eight routes were shorter than 300 m. Moreover, the coverage was very good. On the other hand, an average of only 28 routes per year out of the 62 designated routes were counted. The counts were spread over an average of 38 days in six to seven different count weeks. An average of seven different dates were counted, but with a spread from four to 10. As a result, three to seven separate count sessions could be identified per year. The modified dataset consisted only of data collected from week 3 to week 7 from six routes, representing 12.5% of the original data. The continuity was therefore considerably lower here, but the data from the first two years proved to be very similar. In 2003, both the average and the confidence interval varied considerably. The data themselves showed considerable differences in both cases between the first two years and 2003. The number of brown hare per kilometre rises suddenly from about 4.5 to approximately 9 to 11, depending on the dataset used (Figure 4 .6). 
Moervaart Noord
Counts were conducted at Moervaart Noord GMU in nine different years (Table 9 ). The 91 different routes in this GMU were located in an area with a total size of 5,214 ha (Figure 4 .7). The combined length of these routes was 54.97 km, representing an average route length of 600 ± 450 m. The shortest route was 60 m long and the longest was 2,990 m. This represents a density of 1,054 m of route per 100 ha. The counts were spread over an average of 67 days in an average of 10 different count weeks. Counting took place on 36 different dates on average, representing an average of 15 count sessions (ranging from 10-20). The number of counted routes also varied greatly, between 37 and 76. The modified dataset consisted only of data collected from week 4 to week 9 from just two routes, representing 4% of the original data. The continuity here was therefore very low, as a result of which the two datasets are dissimilar (Figure 4 .8). For example, the data from the simplified dataset show very high average values and very wide confidence intervals, due to the fact that the only two consistently counted routes were very short. 
Westhoek
Counts were conducted at Westhoek GMU in seven different years (Table 11 ). The 13 different routes in this GMU were located in an area with a total size of 12,519 ha (Figure 4 .11). The combined length of these routes was 35.46 km, representing an average route length of 2,730 ± 1,090 m. The shortest route was 1,080 m long and the longest was 5,020 m. This represents a density of 283 m of route per 100 ha. Despite the long routes, due to the size of the area the coverage ratio was low. The counts were spread over an average of 34 days in an average of six different count weeks. Counting took place on five different dates on average, representing the same number of individual sessions in each case, as all routes were always counted on the same evening. The number of sessions and their spread therefore closely matched the guidelines, and the number of routes that were counted was kept perfectly consistent throughout the entire period, with all routes being counted each time. The modified data set consisted of data collected from week 2 to week 7 from 13 routes, representing 76% of the original data. The continuity here was therefore very high, because of which the two datasets yielded very similar results (Figure 4 .12). The data themselves show a slight increase from around six to eight hares per kilometre in the first four count years, after which the number falls back to six in 2006 and then increases again to an average of seven hares per kilometre. 
General findings from the various sub-areas
From both the Bertembos data and the various other GMUs, a number of stumbling blocks can be identified that make the data harder to analyse or interpret.
First of all, the foregoing shows that there is sufficient interest, motivation and willingness to monitor brown hare within different GMUs in Flanders. The conclusions from the experiences of these GMUs are therefore of enormous importance in serving as a guideline for the design of future monitoring programmes for brown hare in Flanders.
• Above all, the results from the various GMUs show that there is a very strong potential for conducting brown hare counts in the GMUs. The high numbers of routes, the many kilometres counted and the large areas covered and many sessions carried out over many years show that there are enough volunteers and sufficient willingness in all these GMUs to be able to collect very high-quality data. Nevertheless, the most striking point from the data is that the activities could have been organised differently to obtain higher-quality results with less effort.
• In almost all test designs, the average route length turned out to be insufficient to meet current recommendations. This may be due to the presence of obstacles (buildings, poor roads, etc.), meaning that an uninterrupted route of sufficient length can rarely be found, so that a division is then made into smaller routes. Despite this, it is advisable to make the routes longer and only to indicate the length that can be properly illuminated as the route length. Choosing longer routes ensures that fewer different routes have to be completed and that there will therefore be less variability in the number of counted routes per count year. The coverage in the GMUs is quite high, with an average of 750 m per 100 ha and 1.1 route per 100 ha, which demonstrates that there is probably sufficient route length available everywhere to be able to achieve this.
• The number of (short) routes is often also very high and the consistency with which the routes are counted is by contrast often fairly low. Fewer (but longer) routes may help ensure that the same routes are always counted in each count.
• The count areas are often very large. It is generally advisable to select count areas of at least 200 ha (Langbein et al. 1999 , WILD 2001 . Within these, the best possible coverage should then be achieved; according to our own guidelines this means at least two routes (see 4.1). Preferably, though, more than two routes should be included and the size of the count area should therefore be somewhat greater than 200 ha; in fact, the average count area (= the perimeter within which all routes lay) at the participating GMUs was 6,245 ha. In such a large area it is never possible to define a continuous area with good visibility and without any residential centres or woodland in it. In order to have sufficient coverage in such a large area, 62 routes with a length of between 800 and 1200 m would have to be defined. Maintaining the implementation of four simultaneous counts for such a large number of routes consistently throughout the years would in practice be hard to achieve. It is therefore advisable to define a number of smaller, continuous count areas of around 1,000 ha and to process their data separately.
• The days on which the different routes were counted within the same GMU often turned out to show little coordination over time. Because of this, it was sometimes difficult to group count data from different routes in the same count. This meant that large differences sometimes occurred in the number of sessions carried out from year to year (up to a maximum difference of nine sessions) and the number of routes per session could vary considerably. Planning fewer counts (four or five) and organising these (more) simultaneously on all routes would mean that the same number of individual count sessions were carried out every year and that the results over the various years were more comparable. 
CONCLUSION: The organisation of brown hare counts in a GMU
The data gathered in the different GMUs at which brown hare counts were conducted show that there is sufficient manpower and willingness in Flanders to collect long-term data of high quality.
However, it is advisable to define limited sub-areas per GMU, within which a fairly small number of routes (about one per 100 ha) of a length between 800 and 1200 m can be defined. The number of counts per year should be limited to four or five, with all routes per sub-area being counted simultaneously and the same number of counts being conducted every year.
If these guidelines are observed, the quality of the data can be increased considerably, with a more limited use of time than currently occurs at the various GMUs.
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Discussion and conclusions
The counting of brown hare with spotlights on transects has been found to be a suitable and practicable method for monitoring local hare populations in the longer term, provided that the data are collected with sufficient continuity (period, number of counts, always the same routes). It had already been demonstrated that when the counts are performed in open areas with good visibility, in comparable weather conditions and within a relatively short time interval, they provide a good estimate of the (changes in) population density (Frylestam 1981) , and the results presented here show that the method can easily be applied in Flanders. The data gathered in the different GMUs at which brown hare counts were conducted also show that there is sufficient manpower, motivation and willingness in Flanders to collect long-term data of high quality.
In this study, on the basis of the data collected from the Bertem count area, we used simulations to evaluate the consequences of possible irregularities in the implementation of the counts. This made it possible to define clear basic requirements and guidelines for a method that is practicable for volunteers and that yields high-quality data. Based on the implementation in eight other GMUs, we evaluated the most common problems.
The counts in Flanders are generally performed from January to March, and this entire period was found to yield consistent results. However, it is still advisable to limit the spread of the counts over time and use the same periods every year to conduct the counts.
The analyses performed show that the number of counts carried out is crucial for obtaining reliable data and identifying trends and important differences between years. The programme design should include at least four counts per year, and it is very important that all planned counts are performed every year.
The count method proved less sensitive to the omission of routes than to the omission of counts. In half of all cases, enough discriminatory capacity between the various years still remained when a particular fixed route was omitted. However, the method turns out to be the most sensitive with short routes (< approx. 300m), which is consistent with the literature, which recommends route lengths of at least 800 m (ONCFS 2015a). Despite the more limited sensitivity of the method, it was found that when routes unexpectedly cannot be counted, this should preferably not happen more than once a year. It is therefore very important to design the programme so that all routes are accessible and drivable at all times and can therefore be counted almost every time.
For the design of the counts, it is best not to choose excessively large areas, to ensure the continued ability to implement them as consistently as possible over time, in accordance with the basic requirements. It is therefore advisable to define limited sub-areas, within which a fairly small number of routes (about one per 100 ha) of a length between 800 and 1200 m can be defined. Even within the same larger area, a combination of different smaller sub-areas can yield useful results (Langbein et al. 1999) . If the rule of thumb '1 route of approx. 1 km per 100 ha of area' is used, it becomes easy to meet the guideline that the routes' combined length must be enough to cover 50% of the entire area, which must itself be at least 200 ha (Langbein et al. 1999 , WILD 2001 . The area should also not be too big: it should be possible to complete all routes in a few hours on one night. The experiences in Bertem show that 15 short routes per night are enough; preferably, therefore, a count should consist of approximately eight longer routes, ideally approximately 800 ha of count area per count team. The number of counts per year should be limited to four or five, with all routes per sub-area being counted simultaneously and the same number of counts being conducted every year.
The analyses of the data from Bertembos GMU show that transect counts for brown hare in Flanders can yield results that are robust enough for the identification of significant trends in the longer term. The smallest differences between years that were significant were around 4.5 to 6 hares per kilometre. Only when the differences approached 10 hares per km were the differences identified in each analysis and simulation, but such a difference is of course considerably higher than the desired resolution. The minimum difference of 4.5 to 6 hares per km, with a route length of 1,919 m of route per 100 ha, seems slightly higher than the sensitivity of 5 hares per km² that Langbein et al. (1999) give as a reference value for the sensitivity of brown hare counts. The analyses of all GMUs show that on average, a confidence interval on the kilometre index of 1.6 is achieved every year, with a 95% confidence interval of 0.4 on this, which means that two years separated by an interval of double these values will be characterised as significantly different (maximum: 2*(1.6 + 0.40)=4). This means that a difference of four brown hares per kilometre will, in most cases, lead to significant differences between years, regardless of the route density. If, therefore, the guideline of 1 route of approximately 1 km per 100 ha is used in the design of future counts, and the counts are conducted correctly and continuously, it can be expected that an average difference of four hares per km of route will be statistically detectable each time.
