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Abstract

Wavelets and wavelet transforms have become popular new tools in the fields of
signal processing and mathematical modeling because of the various advantages they have
over traditional techniques. The Fourier Transform decomposes a signal into a frequency
spectrum at the loss of time domain information. Wavelet transforms involve decomposing a
signal into various levels to study frequency patterns over time. High frequency
characteristics in the lower levels and low frequency characteristics in the higher levels allow
the analyst to make predictions regarding the nature of the signal.
This case involved the study of tuning fork frequency characteristics using the
Discrete Wavelet Transform. Experimental data for two tuning forks of different frequencies

was taken and analyzed in order to study the frequency quality, noise present, and
abnormalities in the signal. Conclusions and explanations of the abnormalities contained in
the signals were determined by creating models using wavelet algorithms contained in the
Matlab Wavelet Toolbox.
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List of Variables and Abbreviations
Symbol

Description

p

Period of a function

Fs

Sampling rate

FmAX

Highest frequency present in a signal
Fourier Series coefficient
Fourier Series coefficient
Frequency, rad/s

F(w)

Fourier Transfonn
Arbitrary vector in a vector space
Arbitrary scaling coefficient

'P(t)

Mother Wavelet

Sk(t)

Arbitrary shifting function

k

Shifting parameter

F(a,b)

Continuous wavelet transfonn

a

CWT scaling parameter

b

CWT shifting parameter

K

CWT nonnalizing constant

h(n)

DWT scaling coefficient

(/(x),g(x))

Inner product of functions f(x) and g(x)
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Chapter I

Chapter I - Introduction

Throughout history humans have observed and measured events that occur in the
world around them. Weather measurements, speech, and radio waves are but a few
examples of phenomena that man has studied. Methods to analyz.e and understand these
events by using the language of mathematics have been developed only in the past few
hundred years, resulting in a branch of engineering known as signal processing. The basic
operations in this field include sampling and collecting data, using mathematical techniques
to convert the data into a useful form that can easily be studied, and reconstructing the data
to remove unwanted effects such as noise.
Classical signal processing uses the Fourier Transform and its variations. This allows
a signal existing in time to be transformed into a continuous frequency spectrum showing
which frequencies are present or not present in the signal. The disadvantage to this method
is that localiz.ed events in the signal are lost in the overall picture. Therefore, new methods
involving wavelets and wavelet transforms have become popular tools to analyz.e signals
when the Fourier techniques may be inadequate. The advantages of such analysis are
outlined by Burrus, Gopinath, and Guo ( l) as follows:
1. The siz.e of the wavelet expansion coefficients drop off rapidly for a large class of
signals. This property is called an unconditional basis and is why wavelets are so
effective in signal and image compression, denoising, and direction.
2. The wavelet expansion allows a more accurate local description and separation of
signal characteristics. A Fourier coefficient represents a component that lasts for
all time and, therefore, temporary events must be described by a phase
3
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characteristic that allows cancellation or reinforcement over large time periods. A
wavelet expansion coefficient represents a component that is itself local and easier
to interpret.
3. Wavelets are adjustable and adaptable. Because there is not just one wavelet,
they can be designed to fit individual applications. They are ideal for adaptive
systems that adjust themselves to suit the signal.
4. The generation of wavelets and the calculation of the discrete wavelet transform is
well matched to the digital computer. There are no derivatives or integrals, just
multiplications and additions - operations that are basic to a digital computer.
These advantages will become clear in the sections dealing with harmonic analysis and
wavelet transform mathematics.
The goal of this work was to understand the techniques used in wavelet analysis and
then to apply them to a problem of mechanical nature, the harmonic analysis of tuning forks.
This problem was selected because the mathematical model is easily predictable, the results
can be confirmed using the traditional harmonic analysis techniques, and the
experimentation does not require elaborate setup or time consuming procedures.
The remainder of this work is organized starting with the theory required and then
focusing on the actual experimentation. The first sections cover the basics of signal
processing and harmonic analysis using the Fourier Techniques. Using these fundamentals,
wavelets and wavelet transforms are discussed. The focus then shifts to the experimental
methods used to collect data from the tuning forks. Data analysis using both the wavelet and
Fourier methods, along with conclusions and recommendations round out the report.

4
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Chapter II - Signals and Signal Processing
A signal can be defined as a physical quantity that varies with time, space, or some
other independent variable or variables.C2) In mathematical terms, a signal is a function made
up of one or more independent variables. Mechanical vibrations, human speech, and
electrical impulses are just a few examples of the many physical phenomena that engineers
and scientists study signals from. Despite the wide variety of signal producing sources, the
nature of a signal can be classified in one or more of the four basic categories: transient,
harmonic, periodic, and random.
A transient signal, shown in Figure 1.1, decays over some period of time. The signal
may decay toward a non-zero steady state value or it may disappear all together. Harmonic
signals are composed of a single frequency component and are sinusoidal in nature.
Modeling a harmonic system can be accomplished by manipulating a single sine or cosine
function to achieve the proper amplitude, frequency, and phase characteristics. Figure 1.2
shows an example of a harmonic signal.

Figure 1.1 - Transient Signal
0.8
0.7
0.6
0.5

~ 0.4
0.3
0.2
0.1
0
0

10

30

20
t

5

40

1-x<t>I

Chapter II

Figure 1.2 - Hannonic Signal
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When a signal repeats itself over a given time, it is classified as periodic.
Mathematically this can be defined:

f(t+ p) = f(t)

(1.1)

This means that there exists a positive number, p, such that shifting in multiples of p results
in the repetition of the original function value. It follows that Equation 1.1 will hold true for
any positive integer multiple of p. The harmonic function described earlier is also periodic
in nature. For example, the fundamental period of a cosine function is 21t. Periods of
41t, 61t, 81t, and so forth also exist. However, a periodic function may or may not have a
shape similar to a harmonic function. Figure 1.3 is an example of a periodic signal.
The final category of signals are those that are random in nature. These are the most
common type of signals found in nature, and also the most difficult to analyze. Methods
used for analyzing random signals involve probability and statistics to determine general
trends and predict outcomes since the exact value will never be known for certain. A good
6
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example of a random signal is the response of an automobile suspension. Performing many
tests of the suspension on the same stretch of road will always yield different results,
although random vibration theory can be used to predict the most likely outcome. Figure 1.4
shows a random signal.
Figure 1.3 - Periodic Signal
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Figure 1.4 - Random Signal
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It should also be noted that a given signal can be a combination of the basic forms.

Periodic, harmonic, and random processes may contain transient properties that can cause
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the signal to decay to a steady state value, disappear all together, or occasionally grow
exponentially and become unstable.
Since all disciplines of engineering can benefit from the knowledge of the
information that signals contain, signal processing has become an important area in modem
engineering analysis. Signal processing involves the collection of data, filtering and removal
of noise or deficient information, conversion into forms that are useful to engineers and
scientists, and possibly the reconstruction of the original signal. The basic signal forms
previously mentioned can be further broken down into two categories: continuous-time
signals and discrete-time signals. Continuous-time signals, also referred to as analog signals,
are defined for an infinite number of values over a continuous interval. Discrete-time signals
exist only at specific values of time, generally equally spaced intervals.
The physical nature of most systems is continuous in nature. However, to study and
process an analog signal requires conversion to a discrete-time model since it is
mathematically impossible to perform calculations for an infinite number of values. This is
accomplished by sampling the signal at equally spaced discrete-time intervals. Caution must
be used to prevent aliasing. Signal processing engineers define aliasing as the distortion and

loss of information from a signal caused by incorrect sampling. Figure 1.5 demonstrates the
aliasing effect. Signal I is a cosine wave with a frequency of 50 Hz and Signal 2 is a cosine
wave with a frequency of 150 Hz. The circles represent samples taken for each signal at a
rate of 200 samples per second. It is obvious from the graph that attempting to reconstruct
the signals from the samples taken would result in an adequate representation of Signal 1 but
a false model of Signal 2.

8
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A sampling theorem has been established stating that the sampling rate must be
greater than twice the highest frequency present in the signal to prevent aliasing.
Mathematically stated:

(1.2)

Fs > 2Fmax

Where Fs is the sampling rate and Fmax is the highest frequency present. General information
is usually available to determine the sampling rate. For example, the major components of
speech signals fall below 3000 Hz, and television signals contain important frequencies up to
5 MHz. Twice the maximum frequency is also called the Nyquist rate.
Figure 1.5 - Aliasing Example
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Signal Processing is a very broad field, and these basics have been presented to assist
the reader in understanding the remainder of the thesis. Once the signal has been adequately
sampled mathematical operations are used in processing. The Wavelet Transform is one of
the newest tools used in harmonic analysis of signals. Before introducing wavelets, it is
helpful to look briefly at classical harmonic analysis since the concepts have some
similarities to those used in the construction of wavelets.
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Chapter III - Harmonic Analysis

The classical techniques used in harmonic analysis are the methods developed by
Jean Baptiste Joseph Fourier in the nineteenth century, the Fourier Series and Fourier
Transform. A Fourier Series is generally used when the signal or function is periodic in
nature, and Fourier Transforms are used to study the behavior of transient and non-periodic
signals. Advances in computer technology have lead to the development of efficient
algorithms that can determine the Fourier Transform for both periodic and non-periodic
signals. One of the powerful advantages of the Fourier Transform is that it can easily be
formulated in the discrete-time realm to analyze signals and the calculations require no
integration, making it an algorithm easily adapted to computers.
A harmonic signal, such as a sine or cosine wave, is a simple periodic function that
can be modified by changing a few of the basic parameters associated with it. Table 2.1
illustrates the mathematical operations that can be performed on a cosine and the resulting
changes in the function.

Table 2.1

Changes To A Sinusoidal Function By Variation Of Parameters

Function

Result

f(t) = Cos(t)

Pure cosine with amplitude I and period
21t
Amplitude is increased or decreased by the
amountA1
Period is made larJ;ter or smaller than 21t
The function is shifted along the horizontal
axis by an amount, k. Referred to as
phase.

f(t) = A1 Cos(t)
f(t) = Cos(nt)
f(t) =Cos (t + k)

10
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The second entry of the table demonstrates the principle of scaling, or adjusting the
height of the function value by some coefficient. Shifting is demonstrated in the final entry.
These two operations are very common in the study of vibrations since an oscillation can be
modeled by a single equation containing an amplitude and phase component.
Fourier proved that any periodic signal can be written as an infinite series of sine and
cosine functions. Each harmonic, or independent frequency resulting from the modification
of the sinusoid,s period, could be scaled and summed to reproduce the original signal.
Mathematically it can be expressed as:
f(t)

21lTlt
. 21lTlt
= Yia 0 + ~
L...(a,. cos--+b,. sm--)

p

n=I

(2.1)

p

Where p is the period and ao_ and bn are coefficients for integer values of n calculated by the
formulas:

an

bn

2

J
Po
p

21lTll

= - 1 (t)cos=-=-dt

(2.2)

21lTll
2
-J
f(t)sin=-=-d/
Po
P

(2.3)

=

P

p

The sine and cosine functions serve as construction functions for the signal. The
functions are modified for each frequency by the coefficients and then summed together to
generate the final result. This construction set of functions is given a special name, a
"basis,,. More information will be presented in the Wavelet section regarding basis
functions.
Fourier,s Series is a powerful tool for analyzing periodic signals that are assumed to
be continuous in nature. Decomposing the signal may yield a harmonic that has a huge
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influence in the signal's behavior but is hidden in the overall picture. For practical
applications, the series is calculated for a finite number of coefficients and truncated when
the addition of higher order terms produces little or no enhanced resolution.
Frequency characteristics are most easily studied using the Fourier Transform. This
was developed by taking the limit of the Fourier Series to increase the distance between

periods. As the distance approaches infinity the signal becomes aperiodic and the frequency
spectrum becomes continuous. Our standard reference frame is the time domain, and we can
easily see how an event progresses from start to finish as a function of time. However, in
many applications the frequency spectrum is of prime importance. The Fourier Transform
converts the signal from the time domain to the frequency domain to show which frequencies
are most dominant in the signal. Noise can be removed from the signal and key events can
be studied. Equation 2.4 is used to determine the Fourier Transform where f(t) is the signal
in the time domain and i is the imaginary unit.

Jf(t)e_,,,.dl
00

F(w) =

(2.4)

Processing applications may require the transformed signal to be reconstructed in the
time domain. Therefore, an inverse Fourier Transform must exist. Equation 2.5 is the
inverse Fourier Transform, and together with Equation 2.4 is called the Fourier Transform
pair.

1
-J
F(w)e1a11dw
2tr
00

f(t) =

(2.5)

-<JO

A disadvantage of the Fourier Transform is the loss of time domain information. The
frequency spectrum shows which frequencies are present but not when they occurred or how

12
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often they occurred. Methods such as the Short-Time Fourier Transform have been
developed to solve this problem and are used with some degree of success. But perhaps the
best solution can be found in a new tool for signal analysis: Wavelet Transforms.
We are now ready to begin the study of wavelets using some of the key concepts
presented here. Wavelet analysis will require the development and use of a basis to
decompose and reconstruct a signal. The techniques will allow both time and frequency
information contained in the signal to be studied. Finally, the methods will have applications
to the various families of signals mentioned in the first section.

13
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Chapter IV - Wavelets and Wavelet Transforms

Wavelet analysis begins with the development of a new basis for function spaces, a
topic mentioned briefly in the previous section and now explored in greater detail. The
origins of this basis change are found in the field of linear algebra. Mathematical operations
are performed and studied in a space or vector space that satisfies axioms including vector
addition and scalar multiplication. When the axioms hold true, the objects in the space are
called vectors. Subspaces are spaces contained within a larger vector space. For example,
the space containing linear functions is a subspace of the polynomial vector space.
Two or more vectors in a vector space are linearly independent if it is not possible to
express one of the vectors in terms of the others. In mathematical terms this is written:
(3.1)
where

v1 , v2 , vn

are vectors and a1 ,a2 ,anare scalar coefficients. If there is a set of vectors in

the space that can be linearly combined to produce any arbitrary vector in the space, the set is
said to span the space. When the set of vectors meets these two criteria, linear independence
and spanning, it becomes a basis for the vector space. This means that it is the most compact
method for expressing vectors in a space and can be used to construct any other vector in the
space. For example, the Fourier Series incorporates a basis containing the sine and cosine
functions. Both types of functions are linearly independent and span the space of continuous
functions. That is, continuous functions can be formulated in terms of the sine and cosine
basis set.

14
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There exists unlimited combinations of functions, \f' n( t ), that can be used to express
an arbitrary function, f(t), in a vector space. The cosine and sine basis functions of the
Fourier Series are waves, or periodic functions that have a smooth predictable nature and
unlimited duration. The integral of a wave function is often zero.

(3.2)

Some basis functions may contain wave properties but only exist for a limited duration and
have a finite amount of energy, given by Equation 3.3.
ao

2

J'J'n (t}dt <

(3.3}

00

These basis functions can be referred to as wavelets. Wavelets have energy concentrated in
time, satisfy Equations 3.2 and 3.3, and appear to the observer as "small waves". Wavelets
can be used as a basis by scaling and shifting the arbitrary functions in the same manner as
the basis for the Fourier Series is manipulated. A generic linear decomposition of a function
f(t) using the wavelet basis is given by:

(3.4)
While many functions satisfy the criteria to be considered as wavelets there are
certain groups or families that tend to be most useful in mathematical modeling. Eight
families comprise this standard group~ Haar, Daubechies, Biorthogonal, Coiflets, Symlets,
Morlet, Mexican Hat, and Meyer. The families are discussed in more detail here and the
plots of these wavelets are contained in Appendix A.
Haar wavelets, developed by Alfred Haar in 1910, are the simplest and also the
oldest. The Haar function is defined on the interval between 0 and 1. Between 0 and 112 the
15
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function takes on the value of 1 and between 1/2 and 1 it is -1 . This discontinuous function
is very similar to the unit step function often used in signal processing applications and a plot
is shown on the first page of Appendix A
The Morlet and Mexican Hat wavelets are both symmetrical, infinitely regular, and
given by explicit equations. Morlet wavelets come from the exponential scaling of a cosine
function and Mexican Hat wavelets are proportional to the second derivative function of the
Gaussian probability density function. These wavelets are both considered crude models and
are best used in applications of the continuous wavelet transform. Plots can be found on the
sixth and seventh pages of Appendix A
The Meyer Wavelet is unique in that it is defined in the frequency domain. This
wavelet is constructed using a polynomial auxiliary function. Changing the auxiliary
function leads to a family of different wavelets. The scaling function for this wavelet is also
defined in the frequency domain. A plot is shown on the last page of Appendix A
Daubechies wavelets were developed by Ingrid Daubechies, one of the most
influential people in the field of wavelet mathematics. The wavelets in this family are
written dbN where N is the order. A dbl wavelet is identical to the Haar wavelet and higher
order wavelets become more asymmetrical. All of the wavelets in this family are continuous
and orthonormal, making discrete wavelet analysis practical. Another important
characteristic of Daubechies wavelets is the existence of vanishing moments, or the ability to
suppress a polynomial. This is based on a wavelet's average value of zero. Coefficients for
this family are calculated based on the order, but require the use of intricate algorithms and
sophisticated theory. A plot of this family is shown on the second page of Appendix A

16
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Symlets, shown on the fifth page of Appendix A, were also developed by Ingrid
Daubechies and have properties quite similar to the Daubechies family of wavelets.
Daubechies developed symlets by introducing modifications to her family of wavelets in
order to increase their symmetry without adding complexity to their calculations. Symlets
are also ordered in the same manner as Daubechies wavelets.
Coiflet wavelets, or coiflets, also share similar properties to the Daubechies family.
Built by R. Coifinan and Daubechies, these wavelets have 2N vanishing moments. Their
symmetry is also greater than dbN wavelets. A plot of this family is shown on the fourth
page of Appendix A
A unique family of wavelets used in image reconstruction is the Biorthogonal family.
This family can be seen on the third page of Appendix A Two wavelets are employed in the
analysis, one for decomposition and another for reconstruction. If the same finite impulse
response (FIR) filter is used in signal processing for decomposition and reconstruction, exact
reconstruction and symmetry become incompatible. Therefore, two wavelets instead of one
are introduced.
Using wavelets as a modeling tool requires scaling and translation. Scaling is simply
stretching or compressing the wavelet. This is similar to making variations in the frequency
of the sine and cosine functions used in the Fourier Series. If the basis functions as seen in ·
equation 3.4 are orthogonal, meaning:

I

('1'1 (t), 'l'1(t))'= '¥1 (t)'P1(t'xft = O,k *I

(3.5)

then the coefficients of equation 3. 4 can be calculated using the inner product of the function

f (t)

and the basis function by:

17
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(3.6)
Take note that equation 3.6 is analogous to the determination of the Fourier coefficients
presented in equations 2.2 and 2.3.
Translation is shifting position along the horizontal axis, accomplished by:
(3.7)
where S k ( t) is a basic shifting function and k is an integer value. This function spans a
subspace set forth by S(t) .
For a continuous-time signal,

f

(t) , a wavelet transform can be formulated that is a

function of continuous shift or translation and a continuous scale. This results in a
combination using equations 3.5, 3.6, and 3.7.
F(a~b) =

r1

-va

J/(t)'l'(-)dt
t-b

(3.8)

a

This is the Continuous Wavelet Transform (CWT) where a is the scaling parameter and bis
the translation. To reconstruct a transformed signal the inverse transform is used:

/(t)

1
a

t-b
a

= K JJ 2F(a ~ b)'l'(-)dadb

(3.9)

(3.10)

K is the normalizing constant and 'I'(m) is the Fourier transform of the wavelet.

A continuous wavelet transform is performed by selecting a wavelet and comparing it
to a starting section of the original signal. Next, a value, C, representing how closely
correlated the wavelet is with the section of the signal is determined High values of C mean
that there is great similarity, lower values mean less similarity. The wavelet is shifted along

18
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the signal and more values of C are calculated as stated previously until the entire signal has
been covered. A similar repetition of calculating C values is performed by scaling the
wavelet and comparing it to the original signal. This is conducted for all scales of the
wavelet.
The final product is a set of coefficients produced at different scales for the different
sections of the signal. A good method of displaying the transform is to plot the magnitude of
the wavelet coefficient versus time. Understanding the meaning of this data gives insight
into the nature of the signal since the actual values of the frequency are not available in this
analysis. For low scale coefficients, i.e. small values of a, the wavelet is compressed and the
details are changing rapidly. This means that the frequency of the signal is high. When the
scale of the coefficients is high the wavelet has been stretched. This represents the slowly
changing features and means that the frequency in these portions is low. Figure 3.1 is an
example contour plot of the coefficients.
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b

Figure 3.1 - Example of CWT Results
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The Continuous Wavelet Transform can operate at all scales starting at the original
signal's scale and progressing through a maximum scale that is chosen by the user. It is
continuous in the sense that when computing a transform the wavelet is shifted smoothly
over the full signal length. However, it has been found that when scales and positions based
on powers of two (dyadic scales) are employed the analysis becomes more efficient without
losing accuracy. This is part of the theory behind the Discrete Wavelet Transform (DWT).
Most signals that are studied are of the discrete-time nature, consisting of sampled
data points at regular intervals. In these case the CWT does not give a good representation of
the signal because the signal does not exist at all points and the wavelet may not be shifted
smoothly over the range. Therefore, a Discrete Wavelet Transform (DWT) has been

11
1,

11

11

developed that allows for discrete-time signal processing and also has some very unique

I,

Ii
1,

properties.
One of these properties is multiresolution analysis, the ability to break a signal into
levels of finer and finer detail. Recalling what was previously mentioned about vector
spaces at!d spanning, a basic requirement of multiresolution analysis is the nesting of
spanned spaces.
(3.11)

V...., = {O}

, V.., = L2

(3.12)

Equation 3 .11 says that any space containing high resolution signals will also contain those
2

of lower resolution. Equation 3.11 gives the conditions for nested vector spaces. L is the
space containing square integrable functions. The highest resolution space possible is the

20
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space containing all functions with a well defined integral of the square of the modulus of
the function. The lowest resolution space is empty. This allows the scaling function to be
expressed in terms of a weighted sum of shifted functions.
S(t) = Lh(n).J2S(2t -n) , n eZ

(3.13)

n

h( n) is a sequence of scaling function coefficients that must be in the set of all integers. The

square root maintains the norm, or length of the vector.
In a similar manner, the set of wavelet functions can be defined to span the
differences between the spaces spanned by the various scales of the scaling functions.
(3.14)
n

A relationship exists between the coefficients in the wavelet functions and those in the
scaling functions.

(3.15)
The mother wavelet for a group of expansion functions can then be written:
(3.16)
A combination of equations 3.13 and 3.16 can be used to expand a signal, g(t), in the space
of functions with a well defined integral of the square of the modulus.

g(t)= Lc.r,, (k)2jii' S(2j0 t-k)+ L:f'PJ,J:(t)
le

le

21
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The coefficients in this expansion are the Discrete Wavelet Transform of the signal
g(t) . When various conditions and theorems involving orthogonality and multiresolution

are satisfiect<12>, the coefficients can be determined by the inner product and will completely
describe the signal.
Visualizing the DWT is best accomplished through signal processing techniques. A
signal is filtered to break it into high-scale, low-frequency components and low-scale, highfrequency components. The first level of a wavelet filter, Di, removes the highest
frequencies in the signals. The remaining signal, A 1, can now be filtered again to remove
slightly lower frequencies. Iterations are continued until the signal's lowest frequency
components remain. This is often referred to as a wavelet decomposition tree. To
reconstruct the original signal, the levels are simply added together to include all
components. Figure 3.2 illustrates the filter concept.
Many interesting signal characteristics can be studied from the wavelet
decomposition tree. If the original signal is contaminated with noise, the decomposition will
clearly show the overall trend of the signal. The location of discontinuities can be
pinpointed by studying the higher levels of the decomposition. Signal processing generally
requires that noise be eliminated, and the wavelet filter can do this very efficiently.
A distinct advantage of the DWT in many signal processing applications is that one
never has to deal directly with the wavelets or scaling functions. Only the coefficients h( n)
and h1 ( n) need to be considered. However, a disadvantage to wavelet signal processing is
the loss of exact frequency information. The wavelet decomposition levels show the general
trend of the signal and whether there are high frequency components or low frequency
components present, but the exact values of these frequencies are not known.
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Another notable extension of wavelet mathematics is wavelet packet analysis. A
decomposition tree is constructed in a similar manner as before. Instead of decomposing the
signal into Ai and Di and then performing iterations with Ai only, Di is also decomposed into
AD2 and DD2 . This results in 2 ° different ways to encode the signal.
Wavelets also have applications in 2-D image processing, compression, and denoising. Since this thesis is concerned with 1-D signals only, it is only necessary to mention
that this process exists.

Figure 3.2 - Wavelet Filter Example
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Chapter V - Tuning Fork Frequency Analysis - Experiments

Practical applications where the time and frequency characteristics are both of
importance are suitable candidates for wavelet analysis. The main goal of this work was to
find a mechanical engineering application where wavelet methods might have advantages
over the traditional Fourier methods. Tuning forks, used in the fields of vibrations and
acoustics, are a good candidate for study using wavelet methods because they are simple
devices that allow for easy construction and execution of experiments.
A tuning fork is a two pronged metal device that when struck, vibrates at essentially a
pure tone and is used to tune a musical instrument or calibrate a piece of machinery. Once a
fork is struck it vibrates at its specific tone and slowly decays due to damping effects. The
predicted mathematical model of a tuning fork signal is a harmonic signal with long term
transient properties. Fourier transforms should produce a spectrum containing a peak at the
specific frequency of the tuning fork only. Other peaks in the frequency spectrum may occur
if there is noise or a flaw in the construction of the specimen.
A wavelet decomposition should yield information in only the lower levels.
Information in the higher levels will indicate the presence of something external.
Discontinuities may signify that the tuning fork is not true to its frequency after a specific
time. Important questions can be answered regarding the quality of the tuning fork: Is the
irregularity due to external noise, input force, or the construction of the fork? Does
something develop in time that degrades the tone's quality?
Two specimens were tested in the laboratory to construct mathematical models. The
first specimen was a simple tuning fork designed to vibrate at 440 Hz (concert A) used for
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musical applications. The second specimen was a tuning fork designed to vibrate at 1099 Hz
used by police departments to calibrate radar equipment.
Both specimens were tested using the same procedure. First, the tuning fork was
mounted to a base surrounded by a Styrofoam barrier in order to minimize the effects of
external noise. A data collecting microphone that operates in a manner similar to an
accelerometer used in vibration testing was positioned approximately 1 inch from the
specimen. This distance was chosen in order to collect the highest amount of useful data
while providing a margin of safety for the microphone tip in case the fork became dislodged
from the base or the microphone slipped. The microphone was connected by an interface to
the PC running OROS OR762 Version 3.21 frequency analysis software. Each fork was
struck with a custom designed rubber tip mallet housed within the foam barrier. A diagram
of the experimental setup is shown in Figure 4 .1.

I

To interi'ace and -Pc

I

Chamber- (Foam Cooler)

Mallet

Specimen

Base (Mounted Internally)

Figur-e 4.1 ;. Diagram of Experiment Configuration
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OROS allows the user to specify the parameters used in data collection; the gain,
frequency range, and Fast Fourier Transform (FFT) resolution. OROS performs a frequency
spectrum analysis using a built in FFT algorithm. A resolution of 3201, the highest available
in the software, was selected for both specimens in order to detect as much detail as possible
so that comparisons could be made with the wavelet method. A frequency range of 0 - 500
Hz was selected when testing the 440 Hz fork and a range of 0 - 2 kHz was selected for the
I 099 Hz fork. The sampling rate was determined by the software based on the frequency
range. Different gains had to be set for each tuning fork since the 1099 Hz. fork produced a
louder sound than the 440 Hz. fork. These gains were 310 m V and 100 m V respectively.
Trial and error methods were used to arrive at these gains from those available in the
software package. If the gain was initially set too low the overload light would turn on when
the fork was struck, yielding inaccurate data However, if the gain was set too high there was
a risk that the force required to trigger data collection would be too high and also produce
inaccurate results.
Two plots were generated each time data was collected. The first was a trigger trace
of pressure (Pascals) versus time. From the trigger trace a complete time history of the
tuning fork being struck, vibrating, and decaying was observed. Unfortunately, the length of
each trace was determined internally by OROS based on the frequency range and the FFT
resolution. For the 1099 Hz fork this amounted to 1.6 seconds of data, but for the 440 Hz
fork it was 6.4 seconds. The second output was the frequency spectrum calculated by the
FFT analyzer. OROS collected data at a rate of5128 samples per second forthe 1099 Hz
fork and 1280 samples per second for the 440 Hz fork. It can easily be seen that in each
instance the sampling rate is greater than the Nyquist frequency.
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Several tests were conducted using each specimen and four sets of data were saved
for each specimen. Minimum noise present was the key criteria in determining which data
sets were saved, but all of the tests for each particular tuning fork showed similar trends in
both the trigger history and the frequency spectrum. The data was saved in both text format
and as Matlab files to conduct the processing.
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Chapter VI - Tuning Fork Frequency Analysis - Processing

The initial processing involved using the traditional method, the Fourier Transform,
to clearly see which frequencies are present in the signal. Figure 5.1 shows the FFf of the
1099 Hz tuning fork and Figure 5.2 contains this analysis for the 440 Hz fork. This
processing was also easy to perform since OROS contains a built in FFf algorithm.
In Figure 5.1 a large spike exists at approximately 1100 Hz. A similar spike is

contained in Figure 5.2 at 440 Hz. This confirms the initial prediction that the theoretically
pure tone where the tuning fork vibrates is most dominant in the overall signal. However,
spikes also exist in the lower frequency range. This is not unusual because these are real
signals and not equations designed to model a system. Upon close examination the greatest
frequency content outside of the tone is centered about 60 Hz. The logical explanation for
this frequency content is electrical noise at 60 cycles. Other low frequency information may
be either the result of impact or reverberation. This noise is greater in the 1099 Hz fork than
in the 440 Hz fork, perhaps because the data collection occurs over a shorter time. There is
very little frequency content in the higher frequencies other than that predicted for each
specimen.
Knowing the actual frequencies present in the signals helps to provide a better
understanding of the wavelet model. Since actual values of frequency are not present in the
wavelet levels, the Fourier Transform provides a guide for assigning various frequencies to
various levels.
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FiQure 6.1 - FFT Anatysis of 1099 Hz. Tuning Fork
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Studying a wavelet decomposition is analogous to the method in which a geologist
studies layers of the earth. The top layers of soil reveal many present characteristics about
the land while the deeper layers give information about earlier eras. The events of an era
contained in a layer of soil are a function of position. For example, if a house once stood at a
particular spot in the range of study, the soil properties might be different than in other areas
because of human influence. By examining properties throughout the level and relating them
to properties in the same position for other levels the geologist can explain the history for an
entire stretch of land.
In wavelet analysis the decomposition levels are similar to the layers of soil. Instead
of time characteristics, these levels contain frequency characteristics. The exact frequencies
are not known, just as the geologist can not pinpoint the exact time an event occurred in a
layer of soil. Position in wavelet analysis is usually measured in time or samples but may be
any independent variable. Wavelets present in a level are like the events in a particular layer
of soil. In some levels there may be a great deal of activity, while in others the activity may
be slim or nonexistent. From the characteristics of the individual layers the analyst can
better understand the overall nature of the signal.
The first step in performing the analysis involved creating various models using the
wavelets in the toolbox to check for consistency and to decide which wavelet was most
suited for modeling. Daubechies wavelets were chosen initially, Coiflet and Symlet models
were constructed, and all were similar or identical in appearance and characteristics. The
next step involved selecting the best order to view the characteristics. Low order Daubechies
wavelets such as the db2 and db4 resulted in jagged unrealistic portrayals of the signal. The
medium order wavelets worked the best, and the following models were constructed using
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the db6 wavelet. As the order increased there was very little resolution in characteristics
throughout the levels. Wavelets of db8 and higher did not provide enough detail to justify
the longer calculation times required by the computer.
The number of detail levels was also arrived at through experimentation with the
data. Since both high and low frequency characteristics needed to be identified, a suitable
number had to be selected. Through constructing various graphs it was found that the high
frequency data did not exist past a level eight or nine decomposition. Choosing a level eight
decomposition also resulted in a clear picture without increased processing time.
Figure 5.3 shows the eight level decomposition of the 1099 Hz tuning fork signal
using the db6 wavelet. Although it is difficult to see the fine detail in this view, the plot
suggests a high degree of activity in level D2. Some activity can be seen in the levels D7 and
D8. Since these levels contain the slower sinusoids, this can be attributed to the 60 Hz
electrical noise. One spike, or breakdown point, exists at approximately 375 samples or
0.073 seconds. It was concluded that this frequency discontinuity is the result of the initial
impact because it occurs less than a tenth of a second after the computer began collecting
data. Also, it is the only sign of discontinuity. No additional breakdown points can be
detected in the high frequency levels after 0.10 seconds, suggesting that there are no
additional frequency changes throughout the sampled life of the signal.
To magnify the data and study it at different points, the zoom option was employed
Figures 5.4 and 5.5 show zoomed views of the original signal for two different segments of
its history. Figure 5.4 was constructed using samples 4000 to 4200 (0.78 to 0.82 seconds)
and Figure 5.5 was constructed using samples 6500 to 6700 (1.27 to 1.31 seconds).
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Figure 5.3 - Wavelet Decomposition of 1099 Hz Tuning Fork Signal
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Figure S.4 - Wavelet Decomposition Zoom View# 1
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Figure 5.5 - Wavelet Decomposition Zoom View# 2
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Both zoomed views show a high degree of regularity in the wavelet patterns. In both
cases, there is a mild degree of activity in levels D6 through D8, signifying the constant
presence of the electrical noise. The activity increases in the middle levels and is high in
both DI and D2, the location of the tuning fork frequency. By studying the amplitudes in the
higher levels it can be seen that these remain fairly constant, suggesting that there is little to
no transient decay throughout the signal history. Perhaps the most important characteristic is
the absence of breakdown points even in these magnified views. Because of this it can be
seen that the frequency does not undergo abrupt changes even when viewed at a finer scale.

In this case the analysis confirmed the predicted model, a pure tone. The analysis also
showed the presence of the constant low frequency noise and very slight transient properties,
confirming predictions about a real signal.
The 440 Hz tuning fork was studied next, and it is shown in Figure 5.6. In this case
there are a number of breakdown points and high activity in the middle levels. Zoomed
views of this signal are shown in Figures 5.7 and 5.8. Although these figures show the zoom
from 0 to 600 samples, the first zoomed view represents times near 1. 4 seconds and the
second zoom view represents times near 4.5 seconds.
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Figure 5.6 - Wavelet Decomposition of 440 Hz Tuning Fork Signal
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Figure 5.7 - Wavelet Decomposition Zoom View# 1
440 Hz Tuning For1< Signal - Zoom View #1
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Figure 5.8 - Wavelet Decomposition Zoom View# 2
'
440 Hz Tuning Fork Signal - Zoom View #2
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The results of this decomposition show that breakdown points occur on or about 375
samples, 800 samples, 2100 samples, and 2250 samples. These equate to the times of0.29
seconds, 0.63 seconds, 1.64 seconds, and 1.75 seconds. After this point in time the
frequency characteristics appear to stabilize. The highest amount of activity is concentrated
in the middle levels, particularly D4. Some activity exists in the lower levels, and the low
frequency electrical noise is once again found in the higher levels.
Since breakdown points exist at times beyond those expected from striking the fork,
another explanation is needed. By studying the actual fork it was learned that when struck
hard enough it produced a second tone. This is an inherent property of the tuning fork. By
listening to the high tone and timing it, it was found to exist for approximately one to two

i
seconds. This is the best explanation for the existence of the additional breakdown points.

' '
'

The uncertainty is also difficult to pinpoint because the FFT analysis does not show the
presence of another major frequency component.
After this second tone disappeared, the fork remained true to frequency until data
collections stopped. It should be noted that in both the 440 Hz case and the I 099 Hz case all
of the sets of data taken showed almost identical properties. The graphs presented are
typical of the results in all cases.
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Chapter VII - Conclusions and Future Research

The analysis conducted on the data from the 1099 Hz tuning fork supports the utility
of the wavelet decomposition method. After the initial impact, there were no breakdown
points and the high resolution plots showed similar characteristics at different times. Several
examples in the Matlab Wavelet Toolbox show how even the slightest change in frequency
or signal discontinuity is magnified by breakdown points in the lower decomposition levels.
Therefore, it was concluded that the 1099 Hz tuning fork remains true to frequency beyond
the first tenth of a second following impact. This is not surprising, considering that this
device is a high-precision piece of equipment used for radar calibration.
In the case of the 440 Hz tuning fork, the conclusions are not as clear. Four breaking
points exist at uneven intervals, meaning that the frequency changes to some degree at these
times. The first two could be attributed to the initial impact although they exist later in time
than those in the previous experiment with the 1099 Hz fork. The hypothesis is that the other
two breakdown points exist because of the tuning fork's ability to produce a second high
frequency tone, but this can not be proven conclusively.
Throughout the course of this investigation, the objective was to answer the question
that formed the basis for this work: Does a wavelet analysis provide a better understanding
of a signal's nature than Fourier analysis? An affirmative answer was achieved by showing
the stable nature of the 1099 Hz tuning fork. However, the 440 Hz tuning fork showed some
irregularities that were not expected and required additional hypotheses to explain. The
absence of exact frequency information at these instances made it more difficult to construct
a picture of the nature of the signal.
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If the goal of the analyst is to simply determine frequencies, other methods are more

useful. Fourier analysis, like the spectrums shown in Figures 5.1 and 5.2 would be sufficient.
However, ifthe goal is to study the broad scope of the signal's nature without regard to a
specific frequency then the wavelet methods are an ideal candidate. The answer is that the
objectives of the analyst determine the techniques used to create the mathematical analysis.
It is evident that a combined analysis may be the best method to use when studying a
signal of this nature. By using a Fourier Transform the exact frequencies can be determined
and then a wavelet approach combined with statistical techniques could assign the
frequencies to decomposition levels with varying degrees of certainty. Developing a
combined approach would be a potential topic that a student interested in modeling could
explore.
Another method that could be used in future research to study signals such as these
ones is the Short-Time Fourier Transform. The basic algorithm involves breaking the signal
into sections or windows and then performing the Fourier Transform on each segment. One
drawback to this approach is that by chopping the signal into segments some of the
continuous properties can be lost. This method might be useful to confirm or dispute some
of the conclusions presented in this work.
Researchers in electrical engineering have been using wavelets to successfully
perform data compression, image processing, and noise filtering with non-stationary signals.
Wavelets are a fairly new subject in mechanical engineering and the true scope of their
application has not yet been realized. One interesting paper published by J.F. Doyle (l I)
proposes a method in which wavelet deconvolution can be used to identify a force input to a
system.
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David Newland C ) presented a chapter in his book "An Introduction to Random
Vibrations, Spectral & Wavelet Analysis" about the Discrete Wavelet Transform. It appears
that random vibrations is a subject where wavelet analysis can be used effectively by
mechanical engineers. In many cases, a seemingly random signal may actually contain
hidden periodic properties. Wavelet analysis can detect the long term evolution of the signal
to single out the periodic trends for additional study.
A promising aspect about wavelets is the rapidly growing interest and desire to find
new applications. Because of this, new software tools such as the Wavelet Toolbox for
Matlab have been introduced to accommodate large sets of data and provide the user with
many choices of wavelets to be used in analysis. The current trend suggests that these tools
will be refined, become more powerful, and become more common in the engineering
disciplines. Problems more complex than the one presented here can be studied, allowing
future investigators interested in the subject to apply wavelet theory to a variety of
mechanical engineering topics. Like other methods used in harmonic analysis, wavelets are
presented in the texts as tools. There is no instruction manual included to show how
wavelets can or can not be applied. It is up to the user to explore these capabilities and
determine the best method for analyzing a problem.
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Appendix A
Wavelet Families

1.
2.
3.
4.
5.
6.
7.
8.

Haar Wavelets
Daubechies Wavelets
Biorthogonal Wavelets
Coiflets
Symlets
Morlet Wavelets
Mexican Hat Wavelets
Meyer Wavelets

Haar Wavelets
Haar Wavelets are the oldest and simplest wavelets. The function is discontinuous and exists
only on the interval ofO to 1. Between 0 and 0.5 the value is 1, and between 0.5 and I it is
-1.
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Daubechies Wavelets
The Daubechies wavelets are written dbN where N is the order of the wavelet. The db 1
wavelet is identical to the Haar wavelet. Other members of the family are shown here.
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Biorthogonal Wavelets
The biorthogonal family uses two wavelets, one for decomposition and one for
reconstruction. These wavelets are popular in image reconstruction.
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Coiflets
Coiflets contain many similar properties to Daubechies wavelets. They also have a number
of vanishing moments equal to twice the order.
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Symlets
Symlets were developed by Ingrid Daubechies through modifications to her family of
wavelets. The modifications result in symmetrical properties.
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Morlet Wavelets
The Morlet wavelet is constructed by manipulating a cosine function. This wavelet is
generally used in the CWT.

Morlet Wavelet
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Mexican Hat Wavelets
The Mexican Hat wavelet is derived from a function and is also useful in the CWT.

Mexican Hat Wavelet
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Meyer Wavelets
Meyer wavelets are unique in that they are defined in the frequency domain.

Wavelet function psi
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Appendix B
Matlab Programs

1.
2.
3.
4.
5.
6.
7.

Swnmary
Wavelet Transform Algorithm (Wavelet Toolbox)
Wavelet Transform Algorithm (Newland's Programs)
Wavelet Transform
Inverse Wavelet Transform
Display Results
Calculate Coefficients

Summary
Wavelet analysis algorithms are listed in this section. All programming was performed using
Matlab. The first algorithm used the Wavelet Toolbox functions and was used to construct
the models shown in the report. Newland's algorithms <4) are also shown and were used with
some degree of success before the discovery of the Wavelet Toolbox. They perform similar
operations as those in the toolbox: Calculating the Discrete Wavelet Transform and its
inverse, calling the appropiate coefficients, and displaying the results graphically.

%
% Wavelet Transform Algorithm
% Uses MATLAB Wavelet Toolbox Functions
%

% John E. Smertneck
% November, 1999
%
% Set variables
s=signal( l :8192);
ls=length(s);
%
% Perform Multi-level Decomposition
% Uses db6 wavelet
%
[C,L]=wavedec(s,8,'db6');
cA8=appcoef{C,L,'db6',8);
cD8=detcoef{C,L,8);
cD7=detcoef{C,L, 7);
cD6=detcoef{C,L,6);
cD5=detcoef{C,L,5);
cD4=detcoef{C,L,4);
cD3=detcoef{C,L,3);
cD2=detcoef{C,L,2);
cD 1=detcoef{C,L,1 );

%
% Reconstruct The Level Details
%
D 1=wrcoelr'd' C L 'db6' l)·
.I.\ ' ' '
'
'
D2=wrcoef{'d', C,L, 'db6',2);
D3=wrcoelr'd' C L 'db6' 3)·
.I.\ ' ' '
'
'
D4=wrcoelr'd' C L 'db6' 4)·
.L\ ' ' '
'
'
D5=wrcoelr'd' C L 'db6' 5)·
.l.\ ' ' '
'
'
D6=wrcoelr'd' CL 'db6' 6)·
.I.\ ' ' '
'
'
D7=wrcoelY'd' C L 'db6' 7)·
.I.\ ' ' '
'
'
D8=wrcoelY'd' C L 'db6' 8)·
.I.\ ' ' '
'
'
%
% Plot Results
%
subplot(9,l,l); plot(s); title('Original Signal')
subplot(9,l,2); plot(Dl); title('Detail Level Dl')
subplot(9, 1,3); plot(D2); title('Detail Level 02')
subplot(9, 1,4); plot(D3); title('Detail Level 03')
subplot(9, 1,5); plot(D4); title('Detail Level 04')
subplot(9, 1,6); plot(D5); title('Detail Level 05')
subplot(9, 1, 7); plot(D6); title('Detail Level 06')
subplot(9, 1,8); plot(D7); title('Detail Level 07')
subplot(9, 1,9); plot(D8); title('Detail Level 08')

% Wavelet Transform Algorithm
% John E. Smertneck
% Uses routines by D.E. Newland
%
% First Select the Tuning Fork Specimen
% Plot the Trigger Channel trace
h=input('Select 1 for 440 Hz or 2 for 1099 Hz ')
ifh=l
t=0.00078125:0.00078125 :6.4;
else
t=0.0001953125 :0.0001953125: 1.6;
end
plot(t. Trigger_Ch 1)
xlabel('time (s) ')
ylabel('Pressure (Pa) ')
title ('Tuning Fork Time History')
o/oSelect Coefficients Using Newland's Program
o/oSelect a number, N, between 2 and 20
%N must be even!!
N=input('Select N coefficients for the wavelet transform (2 - 20). N must be even! ')
%Call dcoeffs, wavedn,iwavedn, within displayn
%D.E. Newland's function
%Perform the wavelet Transform (D.E. Newland)
o/of=Trigger_ Chl
f=Trigger_ Chl;
A=displayn(t:N)

function a=wavedn(f,N)
%
% Copyright (c) D.E. Newland 1992
% All rights reserved
%
M=length(f);
n=round(log(M)/log(2));
c=dcoeffs(N);

clr=fliplr(c);
for j=l:2:N-l,clr(j)=-dx(j); end
a=f;
for k=n:-1:1
m=2"'(k-l);
x=[O];y=[O];
for i=l:l:m
forj=l:l:N
k(j)=2*i-2+j;
while k(j)> 2 *m,k(j)=k(j)-2 *m;end
end
z=a(k);
[mr,nc]=siu(z);
if nc> l,z=z.';end
x(i)=c*z;
y(i)=clr*z;
end
x=x/2;y=y/2;
a(l:m)=x;
a(m+ 1:2*m)=y;
end

function f=iwavedn(a,N)
%
% Copyright (c) D.E. Newland 1992
% All rights reserved
%
M=length(a);
n=round(log(M)/log(2));
c=dcoeffs(N);
ftl)=a(l);
for j=l :l:N/2
cl(lj)=-c(2*j);
c 1(2j)=c(2 •j-1 );
c2(1j)=c(N-2*j+ 1);
cs(2j)=c(N-2*j+2);
end
for k=l:l:n
m=2"'(k-1);
fori=l:l:m
forj=l:N/2
k(j)=m+i-N/2+j;
while k(j)<m+ l,k(j)=k(j)+m;end
end
z=a(k);[mr,nc]=size(z);if nc> l,z=z. ';end
x(2*i-1:2*i)=cl *z;
zz=ftk-m);[mr,nc]=siu(zz);if nc> 1, zz=zz. ';end
xx.(2*i-1 :2*i)=c2*zz;
end
ftl :2*m)=x+xx;
end

function A==displayn(f,N)
%
% Copyright (c) D.E. Newland 1992
% All rights reserved
%
M=length(f);
n=round(log(M)/log(2));
subplot(2 l l)
plot(f),grid,title('signal f)
a=wavedn(f,N);
plot(a ),grid, title(['wavelet transform wavedn(f, ',int2str(N),')1)
xlabel('PRESS TO CONTINUE .. AND WAIT PLEASE')
pause
%
b=zeros( l ,M);
b(l)=a(l);
A(l,:)=iwavedn(b,N);
for i=2: 1:n+1
b=zeros(l,M);
b(2"(i-2)+ 1:2"(i-l ))=a(2"(i-2)+ 1:2"(i-l ));
A(i,:)=iwavedn(b,N);
end
%

j=O;
for i=l:l:n+l
plot(A(i,:)),grid,title(['wavelet level',int2str(i-2)])
j=j+ I ;ifj 2,xlabel('PRESS TO CONTINUE'),pausej=j-2;end
end
plot(sum(A)),grid,title('Reconstructed signal: all levels added')
xlabel('PRESS TO CONTINUE')
pause
clf,subplot(l 11)

function c=dcoeffs(N)
%
% Copyright (c) D.E. Newland 1992
% All rights reserved
%

ifN=2,
c(l)=l;
c(2)=1;

end
ifN 4,
c( 1)=(l+sqrt(3))/4
c(2)=(3+sqrt(3))/4
c(3)=(3-sqrt(3))/4
c(4)=(1-sqrt(3))/4

end
%
ifN=6,
s=sqrt(5+2*sqrt(10));
c(l)=(l+sqrt(IO)+s)/16;
c(2)=(5+sqrt(1O)+3 *s)/ 16;
c(3)=(5-sqrt(10)+s)/8;
c(4)=(5-sqrt(10)-s)/8;
c(5)=(5+sqrt(10)-3*s)/16;
c(6)=( 1+sqrt(10)-s)/16;

end
%
ifN=8,
c(l)=0.325803428051;
c(2)=1.010945715092;
c(3)=0.892200138246;
c( 4)=-0.039575026236;
c(5)=-0.264507167369;
c(6)=0.043616300475;
c(7)=0. 046503601071;
c(8)=-0.014986989330;

end
%
ifN=lO,
c(l)=0.226418982583;
c(2)=0.853943542705;
c(3)=1.024326944260;
c(4)=0.195766961347;
c(5)=-0.342656715382;
c(6)=-0.045601131884;
c(7)=0.109702658642;
c(8)=-0.008826800109;
c(9)=-0.017791870102;
c(l0)=0.004717427938;

end
%

ifN=l2,
c(l )=0.157742432003;
c(2)=0.699503814075;
c(3)= 1.062263759882;
c(4)=0.445831322930;
c(5)=-0.3 l 9986598891;
c(6)=-0. l 835 l 8064060;
c(7)=0.137888092974;
c(8)=0.038923209708;
c(9)=-0.04466374833 l;
c(l0)=0.000783251152;
c(l 1)=0.006756062363;
c(l2)=-0.001523533805;
end
%
ifN=l4,
c(l)=0.110099430746;
c(2)=0.560791283626;
c(3)=1.03l148491636;
c(4)=0.66437248221 l;
c(5)=-0.203513822463;
c(6)=-0.316835011281;
c(7)=0.100846465010;
c(8)=0. l 14003445160;
c(9)=-0.053782452590;
c(l0)=-0.023439941565;
c(l 1)=0.017749792379;
c(l2)=0.000607514996;
c(l3)=-0.002547904718;
c(l4)=0.000500226853;
end
%
ifN=l6,
c(l)=0.076955622108;
c(2)=0.442467247152;
c(3)=0.955486150427;
c(4)=0.827816532422;
c(5)=-0.022385735333;
c(6)=-0.401658632782;
c(7)=0.000668 l 94093;
c(8)=0.182076356847;
c(9)=-0.024563901046;
c(l0)=-0.062350206651;
c(l 1)=0.019772159296;
c(l2)=0.012368844819;
~ 13)=-0 . 006887719256;

c(14)=-0.000554004548;
c(l5)=0.00095522971 l;
c( l 6)=-0.000166137261;
end

%
ifN=l8
c(l)=0.053850349589;
c(2)=0.344834303815;
c(3)=0.855349064359;
c(4)=0.929545714366;
c(5)=0.188369549506;
c(6)=-0.41475 l 761802;
c(7)=-0.136953549025;
c(8)=0.210068342279;
c(9)=0.043452675461 ;
c(I0)=-0.095647264120;
c(l 1)=0.000354892813;
c(l2)=0.031624165853;
c( 13)=-0.006679620227;
c(l 4 )=-0.006054960574;
c(l5)=0.002612967280;
c(l6)=0.000325814672;
c(l 7)=-0.000356329759;
c(l8)=0.000055645514;
end
%

ifN-20,
c(l)=0.037717157593;
c(2)=0.266122182794;
c(3)=0. 745575071487;
c(4)=0.973628110734;
c(5)=0.39763774 l 770;
c(6)=-0.353336201794;
c(7)=-0.277109878720;
c(8)=0.180127448534;
c(9)=0.131602987102;
c(l0)=-0.100966571196;
c(l l)=-0.041659248088;
c( 12)=0 .046969814097;
c(l3)=0.005100436968;
c(l4)=-0.015 l 79002335;
c(l5)=0.001973325365;
c(l6)=0.002817686590;
c(l 7)=-0.000969947840;
c(l8)=-0.000164709006;
c(l9)=0.000132354366;
c(20)=-0.000018758416;
end

