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Abstract
An elliptic curve is defined most generally as the solution set EpKq of a
non-singular cubic polynomial f with coefficients in a field K. Via the theory
of elliptic functions and the Weierstrass ℘-function specifically, a bijection is
established between the complex torus and the C-points of an elliptic curve.
This map endows EpCq with the structure of an abelian group, where the
group law yields a nice geometric interpretation when the curve is embedded
in P2C. Mordell’s theorem, of which a special case is proved, implies EpQq is
finitely generated. Lastly, the Nagell-Lutz theorem, which places a divisibility
condition on the y-coordinates of points in G that implies G is finite, is proved.
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1 Elliptic curves in projective space
Let f P Krx, ys be a polynomial in two variables over a field K. We say that the
curve defined by fpx, yq “ 0 is non-singular if the partial derivatives fx and fy never
vanish simultaneously. Note that
dy
dx
“ Bf{BxBf{By
Then, intuitively, a curve being non-singular means that a tangent line can always
be found to a curve: we interpret the tangent line to be vertical when the denominator
of the above expression vanishes [9, 26]. If this happens at the same time that the
numerator vanishes, no such interpretation exists, and undesirable behavior (such as
the curve having a self-intersection or a cusp) is exhibited.
Most generally, an elliptic curve is the solution set EpK 1q (where K 1 could be an
extension of the ground field K) to a non-singular cubic equation in two variables [13].
Normally, one will embed this solution set into projective space, as we will do shortly,
which requires one to homogenize the cubic. Before doing this, some remarks on
the different forms of an elliptic curve are in order. When working with elliptic
curves, it is known that a general cubic equation can be transformed via birational
transformations to an equation of the form
y2 “ fpxq “ x3 ` ax2 ` bx` c
When charK ‰ 2, 3, we can do better, and write the curve as
y2 “ fpxq “ x3 ` ax` b
[13]. Alternatively, when working with elliptic curves over C, any elliptic curve
can be written as
y2 “ 4x3 ´ g2x´ g3
which is sometimes referred to as Weierstrass normal form [6, p. 33]. Given the
equivalence of these forms, we will often work in the form which most suits our needs,
being sure to note which form we are using.
Then, if y2 “ fpxq, note that
dy
dx
“ ´f
1pxq
2y
by the aforementioned equation. In this form, note that nonsingularity is equiv-
alent to f not having a double root, as otherwise, f and f 1 share that root. An
equivalent definition and the one given in many sources, then, of an elliptic curve is
the solution set to an equation of the form y2 “ fpxq, where fpxq is in one of the
aforementioned forms or is a general cubic and f and f 1 share no roots [6, p. 9] [12].
Before going further, there are two elliptic curves that bear mentioning as mo-
tivation. The first relates to the congruent number problem: a positive integer n is
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a congruent number if it is the area of a right triangle with rational sides. Though
this may appear trivial at first, note that 157 is a congruent number, yet the simplest
right triangle has side lengths equal to
411340519227716149383203
21666555693714761309610
and
6803298487826435051217540
411340519227716149383203
[6, p.3–5]. As will be remarked upon at the end, the congruent number problem,
to this day, is only partially resolved. This came as a consequence of difficult theorems
concerning elliptic curves, as the congruent number problem can be formulated into
the following statement regarding the elliptic curve C defined by y2 “ x3 ´ n2x: n is
a congruent number if and only if the curve C has a rational point with x-coordinate
the square of a rational number, an even denominator, and numerator relatively prime
with n 1.
Another example of the power of elliptic curves is in the Frey curve, which ap-
peared in the proof of Fermat’s Last Theorem. Namely, for a solution aε ` bε “ cε
where a, b, c P Q and ε is an integer greater than 2, one can define the elliptic curve
y2 “ xpx´aεqpx` bεq. Ribet showed that such a curve, if it were to exist, would have
peculiar properties that would contradict the modularity theorem (which we won’t
even try to define). Fermat’s Last Theorem, then, was reduced to a special case of
the modularity theorem, which was proved by Wiles in 1995 [14].
Elliptic curves over C (or, very similarly, R) are often embedded in two-dimensional
complex projective space CP2, which is defined as pC3´t0uq{ „, where „ is the equiv-
alence relation defined by px, y, zq „ px1, y1, z1q if and only if there exists a nonzero
λ P C such that px, y, zq „ pλx1, λy1, λz1q [11, p. 33]. The equivalence class of px, y, zq
is often written in homogenous coordinates as rx : y : zs. Note that CP2 can be
thought of as C2 Y CP1, as any point rx : y : zs with z ‰ 0 can be written as
rx{z : y{z : 1s. Then, the set trx : y : 0su is often called the “line at infinity” and
the point O “ r0 : 1 : 0s—which will feature promptly in our coming discussion—is a
distinguished point on this line.
To embed an elliptic curve y2 “ x3`ax2`bx`c into CP2, one makes the variable
substitution and multiplication
z3
„´y
z
¯2 “ ´x
z
¯3 ` a´x
z
¯2 ` b´x
z
¯
` c

ñ y2z “ x3 ` ax2z ` bxz2 ` cz3
This is a specific example of homogenizing a polynomial. Note that the resulting
polynomial equation is constant on the equivalence classes of CP2, and hence the
solution set in CP2 is well-defined. Note that O is a solution to this equation, and
all other solutions to this equation are of the form rx : y : 1s. As such, we will often
denote the point rx : y : 1s as px, yq, though one should not forget that these points
lie in projective space.
1This equivalence follows from variable substitutions and algebraic manipulations of the equations
a2 ` b2 “ c2 and ab{2 “ n governing whether or not n is a congruent number. The details are a
bit too complicated and a bit too far from the focus of this thesis to mention, though they can be
found in [6, p.4-7] or on the Wikipedia page “Congruent number”.
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2 Elliptic functions
2.1 Elliptic functions and the Weierstrass ℘-function
Intricately related to elliptic curves are elliptic functions. As we will see, this
relationship occurs via a specific elliptic function.
Fix ω1, ω2 P C linearly independent over R. A function f : C Ñ C is doubly
periodic with respect to ω1 and ω2 if fpz ` ωiq “ fpzq for every z P C and i “ 1, 2.
Another way of formulating this definition is in terms of lattices. Given ω1, ω2 P C,
one can consider the lattice Λ in the complex plane consisting of the integral linear
combinations of ω1 and ω2, i.e. ω1Z` ω2Z.
Note that for a doubly periodic function f , fpz ` `q “ fpzq for every ` P Λ.
This means that the behavior of such an f on the entire complex plane is com-
pletely determined by its behavior on its fundamental parallelogram, defined by Π “
tc1ω1 ` c2ω2 | 0 ď c1, c2 ď 1u, as any z P C can be written as ` ` p, where ` P Λ and
p P Π. This is analogous to singly periodic functions such as sin on R.
A doubly periodic, meromorphic function is called an elliptic function relative to
Λ [6, p. 14].
Proposition 2.1. An elliptic function f which has no pole in Π must be constant.
Proof. Because Π is compact, an elliptic function f without a pole in Π must be
bounded on Π, and therefore all of C. Because f is meromorphic, Liouville’s theorem
implies that f is constant [6, p. 15]. 
Proposition 2.2. For λ P C, consider the translation Π1 “ t ` Π of the period
parallelogram. If an elliptic function f has no poles on the boundary BΠ1 of Π1, then
the sum of residues of fpzq in Π1 is zero.
Proof. The residue theorem implies that the sum of the residues of f within Π1 is
given by
1
2pii
ż
BΠ1
f dz
But this integral is zero, as f takes identical values on opposite sides of Π1 by the
doubly periodic condition, and the path of integration is in opposite directions on
opposite sides of Π1 [6, p. 15]. 
Because f is meromorphic, it has finitely many poles in any bounded region. Then,
one may always choose some t for which t ` Π has no poles on the boundary [6, p.
15]. This observation allows us to state
Proposition 2.3. Suppose that f has no zeros or poles on the boundary of Π1 “
t`Π. If tmiu and tniu are the orders of the zeros and poles in Π1, respectively, thenř
mi “ řni.
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Proof. Consider the “logarithmic derivative” f 1{f . Let p be a zero or pole. Then,
fpzq “ ampz ´ pqm ` . . .
f 1pzq “ ammpz ´ pqm´1 ` . . .
where m is the order of the zero or pole (negative if a pole). Note then that
f 1pzq{fpzq “ mpz ´ aq´1 ` . . .
Hence, f 1{f has a pole where f has a zero or pole, this pole is simple, and the
residue is equal to the order of the zero or pole (negative if it is a pole). By the
previous proposition, summing the residues gives
ř
imi `
ř
i´ni “ 0 [6, p. 16]. 
Here is a lemma which will prove useful later:
Lemma 2.4. For f an elliptic function, Π1 “ t`Π a translation of the fundamental
period of Π of Λ with no zeros or poles on the boundary, and taiu and tbju the set of
zeros and poles in Π1 each counted as many times as its multiplicity,
ř
ai ´ř bj ” 0
pmod Lq.
Proof. Let s be a zero or pole with order m (m ă 0 if s is a pole). As in the proof of
the previous proposition, the logarithmic derivative f 1{f has an expansion starting
with mpz ´ sq´1 around s. Then the expansion of zf 1pzq{fpzq around s starts with
z
`
mpz ´ sq´1 ` . . . ˘ “ ps` pz ´ sqq `mpz ´ sq´1 ` . . . ˘ “ smpz ´ sq´1 ` . . .
The sum of the residues inside Π1, then, is
ř
smss “
ř
ai ´ ř bj. The residue
theorem implies this is equal to
1
2pii
ż
BΠ1
zf 1pzq
fpzq dz
We calculate this path integral over the opposite sides of Π1 2:
1
2pii
ˆż t`ω2
t
zf 1pzq
fpzq dz ´
ż t`ω1`ω2
t`ω1
zf 1pzq
fpzq dz
˙
“ ´ω1
2pii
ż t`ω2
t
f 1pzq
fpzq dz
after using the u-substitution z ÞÑ z`ω1 and subtracting the integrands. Making
the u-substitution u “ fpzq and letting C be the path traced by f as z ranges
tÑ t` ω2, this integral simplifies to
´ω1
2pii
ż
C
1
u
du
But this integral is simply the ´ω1 times the winding number of C around 0,
which is an integer n1. Similarly, the integral over the other pair of opposite sides of
Π1—i.e. tÑ t` ω1 and t` ω2 Ñ t` ω1 ` ω2—is equal to ´n2ω2 for some integer n2.
Hence,
ř
ai ´ř bj “ ´n1ω1 ´ n2ω2 ” 0 pmod Lq [6, p. 30–1]. 
2Noting that Π “ tc1ω1 ` c2ω2 | 0 ď c1, c2 ď 1u.
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We now define our most important example of an elliptic function.
Definition 2.1. [6, p. 16]. For Λ a lattice, the Weierstrass ℘-function, denoted
℘pz; Λq, or by ℘pzq when the lattice is clear from context, is given by
℘pz; Λq “ 1
z2
`
ÿ
`PΛ
`‰0
1
pz ´ `q2 ´
1
`2
Proposition 2.5. The sum defining ℘pzq converges absolutely and uniformly for z
in any compact subset of C´ Λ.
Showing this requires from the following lemmas:
Lemma 2.6. ÿ
`PΛ
`‰0
}`}´s ă 8
for s ą 2.
Proof. We first claim that the number of points of Λ in the annulus defined by n´1 ď
|`| ď n is of order magnitude n.
Let D ą 0 be a number larger than the distance between any two points in
Π, and let In be the collection of fundamental parallelograms which have nontrivial
intersection with the anulus 3. Note that each parallelogram in In is contained in the
larger anulus An defined by n´ 1´D ď |`| ď n`D. This follows from the choice of
D. Then, if in “ }In}, we have that
in˚AreapΠq ď AreapAnq ď pi
“pn`Dq2 ´ pn´ 1´Dq2‰ “ pi r2np1` 2Dq ´ 1´ 2Ds ď Cn
for some C. Hence, in ď C 1n for some C 1, as required.
We are now equipped to prove the lemma. Write the sum over Λ as a sum over
the points of Λ in each annulus An for n “ 1, 2, . . . :ÿ
`‰0
}`}´s “
8ÿ
n“1
ÿ
n´1ď}`}ăn
}`}´s ď C 1
8ÿ
n“1
nn´s
which converges for s ą 2 [12] [6, p. 17]. 
Proof of proposition. The summand of ℘ can be rewritten as p2z`´ z2q{ppz ´ `q2`2q.
We show absolute and uniform convergence by comparison with the series |`|´3.
Using our assumption on the compact set being away from the points of Λ, let m
be the maximum value of |z| on our compact set. Then, we consider the sum for
|`| ě 2m, where we are ignoring finitely many terms. Using the triangle inequality
and the reverse triangle inequality,
3By “fundamental parallelograms”, I mean translations of Π by elements of Λ
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|2`´ z| ď |2`| ` |z| ď |2`| ` 5|`|
2
“ 5|`|
2
|z ´ `| ě ||z| ´ |`|| ě
ˇˇˇˇ |`|
2
´ |`|
ˇˇˇˇ
“ |`|
2
Then, for |`| ě 2m, we haveˇˇˇˇ
1
pz ´ `q2 ´
1
`2
ˇˇˇˇ
“
ˇˇˇˇ
2z`´ z2
pz ´ `q2`2
ˇˇˇˇ
“ |z||2`´ z||z ´ `|2|`|2 ď
m5|`|
2
|`|2
22
|`|2 “
10m
|`|3
Absolute and uniform convergence follow from comparison with the series |`|´3
[12] [6, p.17].

Proposition 2.7. ℘ is an elliptic function. Its only pole is a double pole at each
point of Λ.
Proof. Fix ` P Λ. Then, the function ℘pzq ´ pz ´ `q´2 is continuous at z “ ` by
the same logic as the previous proposition. The absolute and uniform convergence
of the series defining ℘, which consists of holomorphic functions, therefore implies ℘
is differentiable away from the points of Λ. These two facts imply ℘ is meromorphic
with a double pole at each point of Λ.
To show that ℘ is an elliptic function, first note ℘ is even. Using a reindexing
` ÞÑ ´` of Λ yields
℘p´zq “ 1p´zq2 `
ÿ
`PΛ
`‰0
1
p´z ´ `q2 ´
1
`2
“ 1
z2
`
ÿ
´`PΛ
`‰0
1
pz ´ `q2 ´
1
`2
“ ℘pzq
Second, note that ℘1 can be found by differentiating term-wise:
℘1 “ ´2
ÿ
`PΛ
pz ´ `q3
℘1 is doubly periodic (and an elliptic function, as it is meromorphic), as ℘1pz``q “
℘1pzq for any ` P Λ, simply by reindexing the sum.
To show that ℘ is an elliptic function, it suffices to show that ℘pz ` ωiq “ ℘pzq
for each i “ 1, 2. Consider first ω1. Then, the derivative of ℘pz ` ω1q ´ ℘pzq is
℘1pz`ω1q´℘pzq, which is 0 by the double periodicity of ℘1. Hence, ℘pz`ω1q´℘pzq “ C
for some constant C. Letting z “ ´ω1{2, we have C “ ℘p´ω1{2q ´ ℘p´ω1{2q “ 0 by
the evenness of ℘. The argument for ω2 is identical. The conclusion follows [6, p.17–8].

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2.2 The roles of ℘ and ℘1
Let’s investigate the behavior of ℘ and ℘1. Fix u P C. Because ℘´u has a double
pole at 0, proposition 2.3 implies that ℘ ´ u has either two simple zeros or a double
zero in a translation Π1 of Π, and therefore in Π.
Consider η, a “half-lattice point”, i.e.
η P
!ω1
2
,
ω2
2
,
ω1 ` ω2
2
)
Then, ℘1pη´ zq “ ℘p´η´ zq “ ´℘1pη` zq by the double periodicity and oddness
of ℘1. Continuity of ℘1 means η is a zero of ℘1. These zeros are all simple and are the
only zeros of ℘1 in Π by proposition 2.3: ℘1 has its only pole in Π at 0 and this pole is
of order 3. As such, ℘´ u has two simple zeros for each u, except for when u is ℘pηq.
This exception occurs because ℘´ u has a zero at η, and p℘´ ℘pηqq1pηq “ ℘1pηq “ 0
implies this is a double zero of ℘´ ℘pηq.
Note that the collection t℘pηqu is distinct: if ℘pη1q “ ℘pη2q, then ℘ ´ ℘pη1q has
double zeros at η1 and η2, contradicting the fact that it only has one double pole.
In summary, ℘ obtains every value of CY t8u twice on C{Λ, except for the four
points t℘pηq|η P Hu Y t8u. These points have only one preimage in C{Λ [6, p.21].
This fact will be used in our proof of
Proposition 2.8. ℘ and ℘1 generate the field of elliptic functions for Λ.
Similar to how Fourier’s theorem shows periodic functions can be expressed as
weighted sums of sine and cosine functions, this proposition implies doubly periodic
functions on Λ can be expressed as a rational expression in ℘ and ℘1.
The key to the proof of the proposition is the following lemma:
Lemma 2.9. The subfield of even elliptic functions for a lattice Λ is generated by ℘.
Proof. Let f be an even elliptic function. For this proof only, let Π be the fundamental
parallelogram with two sides removed: Π “ tλ1ω1 ` λ2ω2|0 ď λi ă 1u. Note that
every element of C can be written uniquely as `` p, where ` P Λ and p P Π.
Let a be a zero of f of order m in Π where a is not a half-lattice point and a ‰ 0.
Define a˚ to be the point “symmetric” to a: a˚ “ ω1` ω2´ a if a is in the interior of
Π and a˚ “ ω1 ´ a or a˚ “ ω2 ´ a if a is on the side of ω1 or ω2, respectively.
Because f is doubly periodic and even, fpa˚´ zq “ fp´a´ zq “ fpa` zq. Also, a
is a zero of order m, so fpa` zq “ amzm` . . . . Hence, a˚ is also a zero of order m, as
fpa˚ ` zq “ fpa´ zq “ amp´zqm ` . . .
Suppose now that a is a half-lattice point. As before, fpa´ zq “ fpa` zq, and so
amp´zqm ` ¨ ¨ ¨ “ fpa´ zq “ fpa` zq “ amzm ` . . .
It follows that m is even.
If b is a pole of f of order m, the same logic implies that b˚ is a pole of the same
order if b is not a half-lattice point, and that b has even order otherwise.
Let taiu be the zeros of f in Π, listed as follows:
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• From each pair of symmetrical zeros a and a˚, choose one and list it as many
times as its multiplicity.
• List each a that is a half-lattice point half as many times as its multiplicity.
Let tbju be the same list, except for the poles of f . Note firstly that 0 does not
appear in either of these lists, as we have ignored it for the time being. Also note
℘paiq and ℘pbjq are defined for each i and j as all of the ai’s and bj’s are nonzero.
Define
gpzq “
ś
ip℘pzq ´ ℘paiqqś
jp℘pzq ´ ℘pbjq
Note that g is a rational function of ℘. If we show that g and f have the same
zeros and poles—with multiplicities—as f , then proposition 2.1 implies that f “ cg
for some constant c and the proposition is proved.
We do this first for the nonzero zeros and poles. Because 0 is the only pole
of ℘, the nonzero zeros and poles of g must come from the zeros of its numerator
and denominator, respectively. Specifically, the zeros of g correspond to the zeros of
℘pzq ´ ℘paiq and the poles to the zeros of ℘´ ℘pbjq.
Our earlier characterization of the behavior of ℘ means ℘pzq ´ ℘paq has a zero at
a. If a is a half-lattice point, this is a double zero; otherwise, it has two simple zeros,
one at a and the other at a˚ by the evenness and double periodicity of ℘. Because of
how we created the lists taiu and tbiu, we find that the orders of these zeros match
the orders of the zeros and poles of f .
It remains to show that order of the zero or pole at 0 of g matches that of f . This
follows simply from proposition 2.3: for an elliptical function with tniu and tmju the
orders of the poles and zeros respectively, we have that
ř
ni ´řmj “ 0. This holds
for both f and g. But the quantities
ř
ni ´řmj for f and g are identical except
for one term: the order of the zero or pole (negative if a pole) at 0. But since these
expressions are equal, the order of the zero or pole at 0 must be the same in f and g.
This concludes the proof [6, p.19–20]. 
The proposition now follows easily:
Proof of proposition. The functions
f1 “ fpzq ` fp´zq
2
and f2 “ fpzq ´ fp´zq
2℘1pzq
are even and therefore rational functions in ℘ by the lemma. Observing that
f “ f1 ` ℘1f2 completes the proof [6, p.18].

Corollary 2.10. p℘1q2 is a cubic polynomial in ℘.
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Proof. ℘1 is odd with a triple pole at 0 and three simple zeros at the three half-lattice
points, as discussed earlier. Hence, p℘1q2 is even with a pole of order 6 at 0 and
three double zeros. This means there are three ai’s and zero bj’s. The corollary
follows [6, p.20]. 
By the previous corollary, we write p℘1q2 “ fp℘q, where we know from the proof
of lemma 2.9 that
fpxq9
ź
η a half-lattice point
p℘pzq ´ ℘pηqq
and hence f has distinct roots. We are interested in an expression for f of the
form ax3 ` bx2 ` cx` d, and now endeavor to find expressions (dependent on Λ) for
a, b, c and d. These can be found by expanding the Laurent expressions for ℘, ℘1, and
their powers around z “ 0. Suppose we do so in a disc of radius rc, where r ă 1 and
c is the minimum of |`| for nonzero ` P Λ.
Fixing a nonzero ` P Λ and noting that p1 ´ xq´2 “ 1 ` 2x ` 3x2 ` . . . , the
summand in the expression for ℘ can be written as
1
pz ´ `q2 `
1
`2
“ 1
`2
ˆ
1
p1´ z{`q2 ´ 1
˙
“ 2 z
`3
` 3z
2
`4
` . . .
Hence,
℘pzq “ z´2 `
ÿ
`PΛ
`‰0
2
z
`3
` 3z
2
`4
` ¨ ¨ ¨ ` pi´ 1qzi´2`´i ` . . .
This sum is absolutely convergent in the aforementioned disc: note first›››2 z
`3
›››` ››››3z2`4
››››` ¨ ¨ ¨ “ 2}z}}`}´3 ˆ1` 32 ›››z` ›››` 42 ›››z` ›››2 ` . . .
˙
Because }z} ă rc ă r}`} for every ` P Λ, this is strictly less than
2}z}}`}´3
ˆ
1` 3
2
r ` 4
2
r2 ` . . .
˙
ă 2}z}p1´ rq2 }`}
´3
which converges because r ă 1. Absolute convergence follows by comparison withř |`|´3.
Absolute convergence validates the following change in the order of summation:
℘pzq “ 1
z2
`
ÿ
`PΛ
`‰0
8ÿ
i“3
pi´ 1qzi´2`´i “ 1
z2
8ÿ
i“3
pi´ 1qzi´2Gi
where
Gi :“
ÿ
`PΛ
`‰0
`´i
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is a well-defined constant for each i that depends solely on Λ. Also note that
Gi “ 0 when i is odd, as p´`q´i “ ´`´i. We can use this modified formula for ℘ to
write expansions:
℘pzq “ z´2 ` 3G4z2 ` 5G6z4 ` . . .
p℘pzqq2 “ z´4 ` 6G4 ` 10G6z2 ` . . . . . .
p℘pzqq3 “ z´6 ` 9G4z´2 ` 15G6 ` . . .
℘1pzq “ ´2z´3 ` 6G4z ` 20G6z3 ` . . .
p℘1pzqq2 “ 4z´6 ´ 24G4z´2 ´ 80G6 ` . . .
Writing p℘1q2 “ a℘3 ` b℘2 ` c℘` d and equating coefficients of the z´6, z´4, z´2,
and z0 terms gives a “ 4, b “ 0, c “ ´60G4, d “ ´140G6. As such, we have
that p℘1q2 “ fp℘q, where—defining g2 :“ 60G4 and g3 :“ 140G6 as is tradition—
f “ 4x3 ´ g2x´ g3 [6, p.22–4].
This cubic relationship (which is in Weierstrass normal form!) and the fact that
f P Crxs allows us to define a bijective correspondence between our complex lattice
C{Λ and the elliptic curve defined by y2 “ fpxq in Weierstrass normal form embedded
in CP2. It is given explicitly by
ϕ : C{Λ Ñ CP2
0 ÞÑ O
z ÞÑ r℘pzq : ℘1pzq : 1s
Note that ϕpC{Λq is contained in the elliptic curve by the fact that p℘1q2 “ fp℘q.
ϕ is surjective. Every point of the form rx : 0 : 1s in EpCq is mapped to by one of
the three half lattice points in C{Λ. Note that the roots of f are distinct and these
three half lattice points are in bijective correspondence with the roots of f . Any point
of the form rx : ˘y : 1s with y ‰ 0 is mapped to by two distinct values ˘z pmod Λq,
as ℘1p´z mod Λq “ ´℘1pzq.
Lastly, O is mapped to by p0, 0q P C{Λ only.
On the other hand, the injectivity of ϕ follows from the fact ℘ is a two-to-one
map to CY t8u except for the four values previously mentioned [6, p.24].
2.3 The group law on an elliptic curve
Being in bijective correspondence with the abelian group C{Λ endows EpCq with
an abelian group structure. Though we will not show it, any nonsingular complex
elliptic curve can be transformed into Weierstrass normal form y2 “ 4x3 ´ g2pΛqx ´
g3pΛq, where Λ is some lattice [9, p.43].
This group structure will be the focus of the rest of our discussion.
Quite interestingly, the group attached to an elliptic curve by ϕ possesses a mean-
ingful geometric interpretation. Speaking imprecisely, to add two points P1`P2, one
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first draws a line through the two points P1 and P2, tangent if P1 “ P2. Then, P1`P2
is equal to the third point of intersection of this line with the elliptic curve (counting
multiplicities), reflected across the x-axis 4.
Let’s make this rigorous. Note first that ϕp0q “ O is the additive identity, and
so we know how to add P1 ` P2 when either P1 or P2 is O, though thinking of
lines intersecting with the point at infinity can be hard to imagine. Furthermore,
´px, yq “ px,´yq, as
ϕp´zq “ r℘p´zq : ℘1p´zq : 1s “ r℘pzq : ´℘1pzq : 1s “ px,´yq
Geometrically, the third point of intersection of a vertical line through two points
(or one point if the line is a tangent) with the same x-coordinate is the “point at
infinity” O.
We have shown that this geometric description holds for O or when P1 “ ´P2.
Otherwise, when P1, P2 ‰ O and P1 ‰ ´P2, the line L connecting P1 and P2 is of the
form y “ mx` b.
A point P “ p℘pzq, ℘1pzqq is on L if and only if it is a zero of ℘1pzq ´ pm℘pzq ` bq.
Note that ℘1 ´m℘´ b has three zeros in C{Λ, as it has a triple pole at 0. Similarly,
by Be´zout’s theorem, we know that L has three intersections (counting multiplicities)
with the elliptic curve. We now show that the multiplicity of a zero zi of ℘
1´m℘´ b
agrees with the multiplicity of the intersection of L with the elliptic curve at Pi “
ϕpziq.
Let z1, z2,´z3 be the three zeros, included as many times as their multiplicity, of
℘1 ´m℘´ b. None of these is the negative of another one as L is not a vertical line.
Note that ´z1,´z2, z3 are the zeros of ℘1 `m℘` b by the evenness and oddness of ℘
and ℘1, respectively. Then, the six zeros of
p℘1 ´m℘´ bqp℘`m℘` bq “ p℘1q2 ´ p℘` bq2
are t˘ziu. Then,
p℘1q2 ´ p℘` bq2 “ fp℘q ´ p℘` bq2 “ 4
3ź
i“1
p℘´ xiq
where the xi are the roots of fpxq ´ pmx` bq. Note that the multiplicity of xi is
the multiplicity of the intersection of L with the elliptic curve at the point pxi, fpxiqq.
Assume without loss of generality that ℘p˘z1q “ x1, as ℘ maps t˘ziu Ñ txiu as sets
by the fact that the zi’s are zeros. The multiplicity of x1 is the number of x2, x3
which equal x1, which is equal to the number of ˘z2,˘z3 which are equal to ˘z1.
But this is the number of z2,´z3 which equal z1, i.e. the multiplicity of z1. Hence,
the multiplicity of a zero of ℘1 ´m℘ ´ b is the multiplicity of the intersection of L
with the curve.
4Note that any line will intersect the elliptic curve three times, counting multiplicities, as a
consequence of Bezout’s theorem. In our case, this follows from the more simple fact that C is
algebraically closed, so 4x3´ g2x´ g3´ pmx` bq2, where y “ mx` b is the line connecting through
one or more of the points on the curve, has three roots.
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We now show that ´pP1 ` P2q “ ϕp´pz1 ` z2qq lies on L, which happens iff
´pz1 ` z2q is a zero of ℘1 ´m℘ ´ b. Two of its zeros are z1 and z2, and the third is
´pz1 ` z2q pmod Λq by lemma 2.4. To use the lemma, we need the above fact about
the multiplicities of the zi’s, as we did not know a priori that z1 and z2 were of the
same order as the multiplicity of the intersection of P1 and P2 with the curve, which
by assumption added to 3. Now that they together have multiplicity two (if z1 “ z2,
then it is of at least multiplicity two), we can use the lemma.
To conclude, ϕp´pz1 ` z2qq “ ´ϕpz1 ` z2q, so the third point of intersection of L
with the curve is ´pP1 ` P2q. As such, our geometric description of the addition law
on EpCq is correct [6, p.32–3].
We will have use for explicit formulas for the addition law. Note that we have
only endowed elliptic curves of the form y2 “ 4x3 ´ g2pΛqx ´ g3pΛq, or curves which
can be linearly transformed to this form, with this structure. However, as discussed,
this is not concerning.
As such, let y2 “ ax3 ` bx2 ` cx ` d be a general elliptic curve over K, a field
with odd characteristic, as the formulas will work in this general of a setting. Let
P1, P2 P EpKq ´O with P1 ‰ ´P2. Then, the tangent line is of the form y “ λx` µ,
where
λ “
#
y2´y1
x2´x1 if P1 ‰ P2
dy
dx
“ f 1px1q
2y1
else
Note that dy{dx can be found by implicitly differentiating y2 “ fpxq, and f 1pxq
is the formal derivative in Krxs. Then, x1, x2, and x3 are the three roots of fpxq ´
pλx` µq2. Note that
fpxq ´ pλx` µq2 “ ax3 ` pb´ λ2qx2 ` . . .
The sum of the roots is equal to the negative of the coefficient of the second highest
term divided by the leading coefficient. Hence, x1` x2` x3 “ ´pb´λ2q{a. It follows
that
x3 “ ´x1 ´ x2 ´ b
a
` 1
a
λ2
y3 “ ´y1 ` λpx1 ´ x3q
Note that one could define this addition structure on an elliptic curve over K and
verify mechanically that the group axioms hold. By using the elliptic functions Ø
elliptic curves correspondence, we are able to avoid this tedious procedure.
We will also have use for the “duplication formula” for 2px, yq for fpxq “ x3 `
ax2 ` bx` c later, so we derive it now:
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xp2px, yqq “ ´2x´ a`
ˆ
3x2 ` 2ax` b
2y
˙2
“ 4y
2p´2x´ aq ` p3x2 ` 2ax` bq2
4y2
“ x
4 ´ 2bx2 ´ 8cx` b2 ´ 4ac
4y2
3 The Mordell theorem
Our main goal in this section is to prove the celebrated Mordell theorem, which
states that for an elliptic curve defined by rational coefficients, EpQq is finitely gener-
ated. This will be a long process, and unfortunately we will not be able to prove the
statement in full generality. The bulk of the work in proving the Mordell theorem—as
we will see—is in proving what is often called the “weak Mordell theorem”, which
states the index rEpQq : 2EpQqs of 2EpQq in EpQq is finite. If one believes this fact,
then we can prove the Mordell theorem in full generality.
3.1 Height on an elliptic curve
The proof of the Mordell theorem, assuming the weak Mordell theorem, follows
by introducing a height function on EpQq, which we do so now.
Given a rational number p{q written in lowest terms, define H : QÑ r0,8q given
by p{q ÞÑ maxt|p|, |q|u. Overloading the letter H, define
H : EpQq Ñ r0,8q
px, yq ÞÑ Hpxq
O ÞÑ 1
Which H is intended will be clear from context. The height function will ulti-
mately be used in proving the Mordell theorem will be h “ log ˝H.
We now state and prove the following theorem, from which the Mordell theorem
will follow. After that, it remains only to show that h has the required properties,
and that rEpQq : 2EpQqs ă 8.
Descent theorem 3.1. Let G be an abelian group where rG : 2Gs ă 8. If h : G Ñ
r0,8q is a function satisfying
1. For any real number M , there exist only finitely many g P G satisfying hpgq ď
M .
2. For every g0 P G, there exists a constant κ0 so that hpg` g0q ď 2hpgq`κ0 holds
for every g P G.
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3. There exists a constant κ so that hp2gq ě 4hpgq ´ κ holds for every g P G.
then G is finitely generated.
Proof. Let Q1, . . . , Qn be a complete list of representatives of the cosets of 2G in
G. By our second condition on h, there exists a constant κi for each i “ 1, . . . , n
such that hpg ´ Qiq ď 2hpgq ` κi holds for every g P G. Let κ1 “ maxtκiu. Then
hpg ´Qiq ď 2hpgq ` κ1 holds for every i “ 1, . . . , n and g P G.
Fix g P G. It is in some coset, say the i1-th coset. We write g ´ Qi1 “ 2g1 for
some g1 P G. We do the same with g1, yielding a series of statements
g1 ´Qi2 “ 2g2
g2 ´Qi3 “ 2g3
...
gm´1 ´Qim “ 2gm
Let κ denote the constant from our third condition. This condition gives, for each
j “ 2, . . . ,m,
4hpgjq ď hp2gjq ` κ “ hpgj´1 ´Qijq ` κ ď 2hpgj´1q ` κ1 ` κ
This can be rewritten as
hpgjq ď 3
4
hpgj´1q ´ 1
4
phpgj´1q ´ κ1 ´ κq
If hpgj´1q ě κ1 ` κ, then this becomes hpgjq ď 3hpPj´1q{4.
This is a long-winded way of saying that if we start with an element g P G of
height larger than some constant (specifically, κ1 ` κ), then our sequence g1, g2, . . .
decreases in height faster than p3{4qi.
Consider the sequence of statements for gi. The first equation implies g “ Qi1 `
2g1. The second gives an expression for g1, and the third one for g2, and so on.
Substituting these in gives
g “ Qi1 ` 2Qi2 ` ¨ ¨ ¨ ` 2m´1Qim ` 2mgm
By the fact that hpgiq Ñ 0 as i Ñ 8, there exists a finite m such that hpgmq ď
κ ` κ1. But by the first condition, the set S “ tg P G|hpgq ď κ1 ` κu is finite. As
such, our expression for g tells us that tQiu Y S, a finite set, generates G [1].

It remains to show that h has the claimed properties.
Lemma 3.2. For any real number M , there exist only finitely many g satisfying
hpgq ďM .
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Proof. Write p{q P Q in reduced terms. There are only finitely many p and q satisfying
|p|, |q| ď eM . The lemma follows. 
Lemma 3.3. For every g0 P EpQq, there exists a constant κ0 so that hpg ` g0q ď
2hpgq ` κ0 holds for every g P EpQq.
Proof. Let px, yq “ pm{M,n{Nq be a rational point written in lowest terms on the
elliptic curve y2 “ x3` ax2` bx` c. We first show that denominators of x and y are
related.
Substituting the values of x and 1y into the governing equation yields
M3n2 “ N2m3 ` aN2Mm2 ` bN2M2m` cN2M3
We see that N2|M3n2, but because N and n are relatively prime, N2|M3 in Z.
The equation above also implies
M3n2 ´ aN2Mm2 ´ bN2M2m´ cN2M3 “ N2m3
Using the relatively prime condition on M and m shows that M |N2. Substituting
N29M into the equation shows that M2|N2m3 and hence M |N . Substituting N9M
gives that M3|N2m3, implying M3|N2.
We conclude M3 “ N2. After defining e “ N{M , we may write that x “ m{e2
and y “ n{e3. Note as well that m ď Hpx, yq and n ď aHpx, yq. Substituting the
values of x and y into our curve equation and clearing the denominators gives
n2 “ m3 ` am2e2 ` bme4 ` ce6
Therefore,
n2 ď |m3| ` |am2e2| ` |bme4| ` |ce6| ď Hpx, yq3 p1` |a| ` |b| ` |c|q
implying that n ď µHpx, yq3{2 for some µ.
We are now able to prove the lemma. If we prove that the inequality holds for
any px0, y0q outside of a finite set of points, then it holds for all points, as we can
always take κ0 to be the maximum of the heights of the ignored points and the κ0 we
established on all but these finitely many points.
Without loss of generality, assume px0, y0q is not equal to ˘px, yq or O and let
pα, βq be the sum of these two points. Under our assumption on px0, y0q, the explicit
formula for the addition law given previously yields
α “
ˆ
y ´ y0
x´ x0
˙2
´ a´ x0 ´ x “ Ay `Bx
2 ` Cx`D
Ex2 ` Fx`G
for some constants A,B, . . . , G that may depend on x0 and y0. Note that neither
x3 nor y2 occur in the numerator, as they eliminate each other when the expression
is simplified. Substituting our expressions for x and y, clearing the denominators,
taking the height, and using the triangle inequality yields
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Hpα, βq “ Hpαq ď max  |Ane| ` |Bm2| ` |Cme2| ` |De4|, |Em2| ` |Fme2| ` |Ge4|(
Our bounds on m,n, and e give a further upper bound:
Hpx, yq2 max t|Aµ| ` |B| ` |C| ` |D|, |E| ` |F | ` |G|u
Applying log gives hpg ` g0q ď 2hpx, yq ` κ0 [3] [9, p.68–71]. 
Lemma 3.4. There exists a constant κ so that hp2gq ě 4hpgq ´ κ holds for every
g P EpQq.
Proof. As with the previous proof, we can safely ignore finitely many cases. Without
loss of generality, then, we assume 2g ‰ O and write 2px, yq “ pα, βq.
From the duplication formula given earlier
α “ x
4 ´ 2bx2 ´ 8cx` b2 ´ 4ac
4x3 ` 4ax2 ` 4bx` 4c
Note that the numerator and denominator do not vanish simultaneously in C by
the nonsingularity of the elliptic curve. Hence, the proof is concluded by this next
lemma: 
Lemma. Suppose f, g P Zrxs do not not vanish simultaneously in C, d “ maxpdeg f, deg gq,
and r P Q such that gprq ‰ 0. Then, h
´
fprq
gprq
¯
ě dhprq ´ κ for some κ dependent on
f and g.
Proof. Choose u, v P Qrxs such that uv ` vg “ 1. If r “ m{n in lowest terms, write
F “ ndf and G “ ndg. Note that F prq, Gprq P Z and uprqF prq ` vprqGprq “ nd.
Let e “ maxtdeg u, deg vu and define A to be the least common multiple of the
denominators of the coefficients of u and v and. Then, Aneuprq, Anevprq P Z. Hence,
AneuprqF prq ` AneuprqGprq “ And`e
By Be´zout’s identity, gcdpF prq, Gprqq divides And`e.
Suppose without loss of generality that f “ a0xd ` ¨ ¨ ¨ ` ad is the polynomial of
degree d. F prq “ a0md ` a1nmd´1 ` ¨ ¨ ¨ ` adnd gives
F prq ` n `´a1md´1 ´ ¨ ¨ ¨ ´ adnd´1˘ “ a0md
Because n andm are relatively prime, Be´zout’s identity once again implies gcdpn, F prqq
divides a0. Looking then at the common factors of n and F prq and using gcdpF prq, Gprqq|And`e,
we see that gcdpF prq, Gprqq divides Aad`e0 .
Then,
H
ˆ
fprq
gprq
˙
“ H
ˆ
F prq
Gprq
˙
“ 1
gcdpF prq, Gprqq max t|F prq|, |Gprq|u
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is bounded below by max t|F prq|, |Gprq|u {Aad`e0 . As such,
H
´
fprq
gprq
¯
Hprqd ě
maxp|F prq|, |Gprq|q
Aad`e0 maxt|m|d, |n|du
“ maxp|fprq|, |gprq|q
1
|n|dAa
d`e
0 maxt|m|d, |n|du
“ maxp|fprq|, |gprq|q
Aad`e0 maxt|r|d, 1u
As r Ñ 8, the RHS approaches some finite, nonzero limit. This quantity is also
always positive, as f and g do not vanish simultaneously by our assumption. As such,
the RHS is bounded below by a positive constant 1{C. It follows that
h
ˆ
fprq
gprq
˙
“ logH
ˆ
fprq
gprq
˙
ě logCHprqd “ dhprq ´ logp1{Cq
[3] 
3.2 The weak Mordell theorem: the maps ϕ and ψ
All that remains in proving the Mordell theorem is to prove rEpQq : 2EpQqs
is finite. This, however, will take more effort than the previous lemmas combined.
Furthermore, though it holds in general, we lack the machinery to prove it, and will
assume that fpxq has a rational root (or, equivalently, a rational point of order 2)
which we will denote T .
With this assumption, we change variables and move the rational point of order
2 to the origin, making fpxq of the form x3 ` ax2 ` bx.
The following lemma serves as the motivation for our proof of the weak Mordell
theorem, and will ultimately be the last step in the proof.
Lemma 3.5. For abelian groups A and B equipped with homomorphisms ϕ : AÑ B
and ψ : B Ñ A satisfying ψ ˝ϕpaq “ 2a, ϕ˝ψpbq “ 2b and |A : ψpBq|, |B : ϕpAq| ă 8,
the index |A : 2A| satisfies |A : 2A| ď |A : ψpBq||B : ϕpAq|.
Proof. Let a1, . . . , an and b1, . . . , bm be representatives of A{ψpBq and B{ϕpAq, re-
spectively. Let a P A. Then, there exist representatives ai and bj and elements b P B
and a1 P a such that a´ ai “ ψpbq and b´ bj “ ϕpa1q. Then,
a “ ai ` ψpbq “ ai ` ψpbj ` ϕpa1qq “ ai ` ψpbjq ` 2a1
and hence the finite set tai ` ψpbjqu contains a full set of representatives of A{2A.
The conclusion follows [9, p.87–8]. 
The group A will be the group of rational points EpQq for our curve C, which we
will denote by G in this section, while B, as we will see, will be the rational points
on a related curve C. We now construct these maps ϕ and ψ.
If C is the plane curve defined by y2 “ x3`ax2`bx, define C by y2 “ x3`ax2`bx,
where a “ ´2a and b “ a2´4b. Note that C is defined by y2 “ x3`4ax2`16bx, and
px, yq P C if and only if px{4, y{8q P C. Loosely, C and C are “essentially the same”
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and the map serves as a “dualizing” map; more precisely, they’re isomorphic under
the map px, yq ÞÑ px{4, y{8q 5.
Define
ϕ : C Ñ C
tT,Ou ÞÑ O
px, yq ÞÑ
ˆ
y2
x2
, y
x2 ´ b
x2
˙
Note that the codomain of ϕ is as claimed: if x ‰ 0, then
ϕpxq3 ´ 2aϕpxq2 ` pa2 ´ 4bqϕpxq “ y
2
x2
ˆ
y4
x4
´ 2ay
2
x2
` a2 ´ 4b
˙
simplifies to
y2
x4
ˆpy ´ ax2q2 ´ 4bx4
x2
˙
“ y
2
x4
ˆpx3 ` bxq2 ´ 4bx4
x2
˙
“
ˆ
ypx2 ´ bq
x2
˙2
“ ϕpyq2
[9, p.77]. ϕ is a group homomorphism. Let P1 “ px1, y1q, P2 “ px2, y2q P G be
nonzero and that they’re not both p0, 0q, as otherwise ϕpP1 ` P2q “ ϕpP1q ` ϕpP2q
follows trivially. Suppose first that P2 “ p0, 0q. As ϕpP2q “ O, we seek to prove
ϕpP1 ` P2q “ ϕpP1q. The formula for the group law gives
x3 “ ´x1 ´ a`
ˆ´y1
´x1
˙2
“ b
x1
, y3 “ ´y1 ` ´y1´x1
ˆ
x1 ´ b
x1
˙
“ ´by1
x21
Then,
ϕpx3, y3q “
¨˝ˆ´by1{x1
b{x1
˙2
,
´
´by1
x21
¯´
b2
x21
´ b
¯
`
b
x
˘2 ‚˛“ ˆy21x21 , y1x
2
1 ´ b
x21
˙
“ ϕpx1, x1q
Furthermore, for any P P G, ϕp´P q “ ´ϕpP q follows directly from the formulas.
Now, let P1 ` P2 ` P3 “ O for P1, P2, P3 R tO, T u. Note that it suffices to show
ϕpP1q ` ϕpP2q ` ϕpP3q “ O, as then
ϕpP1 ` P2q “ ϕp´P3q “ ´ϕpP3q “ ϕpP1q ` ϕpP2q
Denote ϕpPiq “ pxi, yiq and let λx` µ be the line through P1, P2 and P3. Pi ‰ T
for each i implies µ ‰ 0. To show that řϕpPiq “ O is to show that they all lie on
some line y “ λx`µ. Note that this only suffices if the ϕpPiq’s are distinct: normally,
5The fact that this is a group homomorphism is easily checked with the addition formulas.
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we must show that the xi’s are the roots of pλx` µq2 ´ fpxq in order to account for
intersection multiplicities, as we did when first confirming the geometric definition of
the group law on EpCq. However, ϕ is a continuous map. Once it is established as a
homomorphism when the ϕpPiq’s are distinct, continuity means it is a homomorphism
for all the points of C.
Using that µ ‰ 0, we define
λ “ µλ´ b
µ
, µ “ µ
2 ´ aµλ` bλ2
µ
Then, Pi is on the line defined by y “ λx` µ, as
λxi ` µ “ pµλ´ bqy
2
i ` pµ2 ´ aµλ` bλ2qx2i
µx2i
“ µλpy
2
i ´ ax2i q ´ bpyi ´ λxiqpyi ` λxiq ` µ2x2i
µx2i
“ x
2
i pλxi ` µq ´ byi
x2i
“ yipx
2
i ´ bq
x2i
“ yi
We conclude that ϕ is a homomorphism [9, p.80–1]. One can apply the map
to get a map ϕ : C Ñ C. Let ψ denote the composition of ϕ with the isomorphism
C Ø C given by px, yq ÞÑ px{4, y{8q. Graphically, our maps are as follows:
C C C C C
ϕ ϕ
ψ
px{4,y{8q ϕ
Note that ϕ is a homomorphism because it is defined identically to ϕ, but with a
and b taking the place of a and b, and so is ψ.
It remains to show that ψ ˝ ϕ is multiplication by two. We abbreviate this pro-
cess, as the math is exceptionally tedious. First note that the x-coordinate in the
duplication formula can be written as px2 ´ bq2{4y2. Skipping the calculations, the
y-coordinate in the duplication formula is given by
yp2px, yqq “ px
2 ´ bq px4 ` 2ax3 ` 6bx2 ` 2abx` b2q
8y3
On the other hand,
ψ ˝ ϕpx, yq “ ψ
ˆ
y2
x2
,
ypx2 ´ bq
x2
˙
“
ˆpx2 ´ bq2
4y2
,
px2 ´ bq py4 ´ pa2 ´ 4bqx4q
8x2y3
˙
simplifies toˆpx2 ´ bq2
4y2
,
px2 ´ bq px4 ` 2ax3 ` 6bx2 ` 2abx` b2q
8y3
˙
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As such, ψ ˝ϕpx, yq “ 2px, yq. Similarly, note that ϕ˝ψpϕpP qq “ ϕp2P q “ 2ϕpP q.
But ϕ : C Ñ C is surjective, so in fact ϕ ˝ ψpx, yq “ 2px, yq for all px, yq P C.
Note that we have only show that these two compositions are a doubling map for
points expressible as px, yq with x ‰ 0. However, ϕ and ψ both map O and T to O
(or O), so in fact they are doubling maps for all points of EpQq [9, p.82].
3.3 Finite index and the map α
It remains to show that the indices of ϕpGq in G and ψpGq in G are finite. To do
this, we will need a description of ϕpGq [9, p.83–5]:
• Clearly, O P ϕpGq.
• p0, 0q P ϕpGq iff b is a square. Using the equation for C, notice that p0, 0q P ϕpGq
iff there exists a rational point px, yq P C with x ‰ 0 and y “ 0. But y “ 0 iff
xpx2 ` ax` bq “ 0 iff b “ a2 ´ 4b is a square, by the quadratic formula.
• When x ‰ 0, px, yq P ϕpGq iff x is a square in Q. The forward direction is
obvious. Now suppose that x “ r2. For i “ 1, 2, define
pxi, yiq “
ˆ
1
2
ˆ
r2 ´ a` p´1qi´1y
r
˙
, p´1qi´1xir
˙
Note
x1x2 “ 1
4
ˆ
pr2 ´ aq2 ´ y
2
r2
˙
“ 1
4
ˆ
x3 ´ 2ax2 ` a2x´ y2
x
˙
“ b
We claim that pxi, yiq P C and ϕpxi, yiq “ px, yq.
Showing that pxi, yiq P C is equivalent to showing that y2i {x2i “ xi ` a ` b{xi.
Using the definition of yi and that x1x2 “ b, this is equivalent to showing that
r2 “ x1`a`x2, which follows easily from the definition of xi. Lastly, note that
ϕpxi, yiq “ px, yq, as y2i {x2i “ x by definition, and
yipx2i ´ bq
x2i
“ p´1q
i´1xirpx2i ´ x1x2q
x2i
“ rpx1 ´ x2q “ y
We now prove that rG : ψpGqs ă 8. We omit the proof that rG : ϕpGqs ă 8, as
it proceeds similarly.
Proposition 3.6. Let Q˚ denote the multiplicative group of Q. Define
α : GÑ Q˚{Q˚2
px, yq ÞÑ x pmod Q˚2q
O ÞÑ 1 pmod Q˚2q
T ÞÑ b pmod Q˚2q
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Then,
1. α is a group homomorphism.
2. If p1, . . . , pk are the distinct primes dividing b, the image of α is contained in
the subgroup t˘pε11 . . . pεii |εi “ 0, 1u.
3. kerα “ ψpGq.
From the last two statements, α induces an injective map from G{ψpGq into a
finite subgroup. As such, the proof of this proposition finishes the proof of the weak
Mordell theorem.
Proof. (Part 1) Note that αp´px, yqq “ αpx,´yq “ x which is the inverse of x in
Q˚{Q˚2. As before, it suffices to show that when P1 ` P2 ` P3 “ O for Pi P EpQq,
then
ś
αpPiq “ 1.
Firstly, the cases when any of the Pi “ O are trivial.
The case that all Pi “ T is impossible, as T is of order 2. The case that two
Pi “ T is trivial: T ` T ` P3 “ O implies P3 “ O. Then, without loss of generality,
suppose P1 “ T . Because the line through the Pi’s passes through p0, 0q, µ “ 0.
Factoring out x, we get x2 and x3 are the zeros of λ
2x “ x2 ` ax ` b. The fact that
the product of the roots of a polynomial is equal to the constant term yields
αpP1qαpP2qαpP3q “ bx1x2 “ b2 ” 1 pmod Q˚2q
Now, let P1`P2`P3 “ O where Pi ‰ O, T . Then, they lie on some line y “ λx`µ.
The x-coordinates of these points are the roots of the equation x3`ax2`bx´pλx`µq2.
The product of the roots is
αpP1qαpP2qαpP3q “ x1x2x3 “ µ2 ” 1 pmod Q˚2q
(Part 2). By the proof of lemma 3.3, we write a rational point as pm{e2, n{e3q
where gcdpm, eq “ 1. Because αpm{e2, n{e3q “ m pmod Q˚2q, the image of α is
precisely the possible residues of m mod Q˚2. This is generated by the prime factors
of m which occur to an odd power.
As in lemma 3.3, substituting the expressions for x and y into y2 “ fpxq and
clearing denominators yields
n2 “ m3 ` am2e2 ` bme4 “ mpm2 ` ame2 ` be4q
Each prime divisor of m that occurs to an odd power in m must also occur to an
odd power in m2 ` ame2 ` be4. But then it must occur to an odd power in be4 and
therefore b by the fact that m and e are relatively prime.
(Part 3). Earlier we described ϕpGq. Note however that the same description
applies to ϕpGq as long as b is replaced with b, and hence to ψ, as x is a square
in Q iff x{4 is. But the description given for ψpGq is exactly the description of
kerα [3] [9, p.85–7]. 
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4 Points of finite order
The classification of finitely generated abelian groups and Mordell’s theorem tells
us that EpQq » Zr ‘ TorpEpQqq, where r is the rank of EpQq and TorpEpQqq is the
torsion subgroup of points of finite order in EpQq.
What can we say about TorpEpQqq? When we consider the larger field C, the
answer is easy: the points of order dividing n in C{Λ is precisely"
a
n
ω1 ` b
n
ω2
ˇˇˇˇ
a, b “ 0, 1, . . . , n´ 1
*
Hence, via the isomorphism C{Λ » EpCq, TorpEpCqq » pZ{nZq2.
EpQq is much smaller, and the rational points of finite order can be found by a
finite process, as guaranteed by
The Nagell-Lutz theorem 4.1. Suppose y2 “ fpxq “ x3 ` ax2 ` bx ` c is a
nonsingular elliptic curve where f P Zrxs. Let px, yq P TorpEpQqq. Then, x, y P Z,
and if y ‰ 0, y2 divides the discriminant D of f , given by
D “ ´4a3c` a2b2 ` 18abc´ 4b3 ´ 27c2
Proving this theorem requires new definitions and the introduction of some nota-
tion. Fix a prime p. Then, every element of Q can be written as pna{b, where a, b,
and p are relatively prime. Let the p-adic valuation, denoted by νp or simply ν when
p is clear from context, be the map Q˚ Ñ Z given by pna{b ÞÑ n.
As per usual, write a rational point px, yq on y2 “ x3`ax2` bx` c as px{e2, y{e3q.
Suppose this can be written as ˆ
nx
dxpεx
,
ny
dypεy
˙
where εx, εy ą 0. Then, ε “ 2ε and εy “ 3ε for some ε ě 0. This motivates the
following definition of a collection of subsets of EpQq for each p and indexed by Zą0:
Cppεq :“ tpx, yq P EpQq | νppxq ď ´2ε and νppyq ď ´3εu Y tOu
Note that these subsets form a descending chain:
EpQq Ą Cppq Ą Cpp2q Ą . . .
Proving the first part of the Nagell-Lutz theorem—that TorpEpQqq Ă Z2—amounts
to showing that px, yq R Cppq for any prime p.
One can think of these Cppnq’s as smaller and smaller neighborhoods of O in the p-
adic topology. This serves as motivation for defining the change of coordinates t “ x{y
and s “ 1{y 6. Then, x “ t{s and y “ 1{s, and our equation y2 “ x3 ` ax2 ` bx ` c
becomes s “ t3` at2s` bts2` cs3 after clearing denominators. The reason for such a
6What happens to O and points with y “ 0 will be addressed shortly.
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coordinate change is that it maps the “point at infinity” O to the origin and points
px, yq with large x- and y-values close to the origin. If O “ r0 : 1 : 0s “ r0 : N : 0s in
homogeneous coordinates, where N can be arbitrarily large, then
t “ x
y
“ 0 , s “ 1
y
“ 1
N
Ñ 0
shows the reasoning for O ÞÑ p0, 0q.
On the other hand, points with y “ 0 are not mapped anywhere. This is not
concerning, however, as points with y “ 0 are of finite order, and have integer coor-
dinates by the fact that fpxq P Zrxs is monic, and Z is integrally closed in Q. From
here on, we can safely ignore points of order 2, though we will be careful to note when
we are doing so.
To summarize, we have a map px, yq ÞÑ pt, sq which is a bijection between EpQq
minus the points of order 2 and the points in the pt, sq-plane.
Furthermore, we can mimic the group law in the px, yq-plane in the pt, sq-plane,
for if y “ λx ` µ is a line connecting three points with nonzero y-coordinates in the
px, yq plane, then dividing by µy and rearranging yields the line
s “ ´λ
µ
t` 1
µ
Then, the group law in the pt, sq-plane operates identically to the group law in
the px, yq-plane: one firsts draws a line connecting the two points one wishes to add
(tangent if they are the same point). One then looks at the third intersection point
pt3, s3q, and draws a line connecting it and the identity element. In the px, yq case,
this was O, but in our case, it is the origin. Then, P1`P2 is equal to the third point
on that line. In this case, however, this is simple: p´t3,´s3q is both on the curve and
the line connecting pt3, s3q and the origin.
One may be concerned about defining this group law when we have excluded the
points of order 2. However, we will be restricting our focus on this group law to
subsets (which will turn out to be subgroups) that do not contain these points.
The last necessary ingredient of our proof is the subring Rp Ă Q defined by
Rp “ tq P Q | νppqq ě 0u
Note that 0 P Rp. Oftentimes the subscript p will be omitted [9, p.49–51].
We are now equipped to prove
Proposition 4.2. The set Cppεq is a subgroup of EpQq for all ε ą 0.
Proof. Let px, yq P Cppεq. Then, writing
px, yq “
ˆ
nx
dxp2pε`iq
,
ny
dyp3pε`iq
˙
we see that
24
t “
nx
dxp2pε`iq
ny
dyp3pε`iq
“ nxdy
nydx
pε`i , s “ dy
ny
p3pε`iq
This implies px, yq P Cppεq iff t P pεR. Broadly speaking, it suffices to work in the
pt, sq-coordinates to prove Cppεq is a subgroup. One would expect it easier to work
in the pt, sq-plane because the sets we care about are neighborhoods of the origin.
Suppose P1, P2 P Cppεq are distinct points but t1 “ t2. Then, the vertical line
through them intersects the curve at some point pt1, s3q, whose additive inverse is
p´t1,´s3q. Hence, the t-coordinate of P1 ` P2 is in pεR, and so P1 ` P2 P Cppεq [10,
p.51].
Otherwise, suppose P1, P2 P Cppεq are either equal or have distinct t-values.
When t1 ‰ t2, there exists a line L given by s “ αt`β through pt1, s1q and pt2, s2q.
Then, the t-values of the three points of intersection of L with the curve are roots of
αt` β “ t3 ` at2pαt` βq ` btpαt` βq2 ` cpαt` βq3
Expanding yields
0 “ p1` aα ` bα2 ` cα3qt3 ` paβ ` 2bβα ` 3cβα2qt2 ` . . .
This polynomial gives the sum of its roots:
t1 ` t2 ` t3 “ aβ ` 2bβα ` 3cβα
2
1` aα ` bα2 ` cα3
where t3 is the third point of intersection of L with the curve [9, p.53].
This equation motivates finding an expression for α “ ps2 ´ s1q{pt2 ´ t1q. The
pti, siq’s satisfy s “ t3`at2s` bts2` cs3, and subtracting these expressions for s1 and
s2 gives
s2 ´ s1 “ pt32 ´ t31q ` a
“
t22s2 ´ t21s1
‰` b “t2s22 ´ t1s21‰` cps32 ´ s31q
Clever addition and subtraction of t21s2 and t1s
2
2, factoring, and use of the difference
of squares and cubes formulae gives
α “ s2 ´ s1
t2 ´ t1 “
pt22 ` t2t1 ` t21q ` apt2 ` t1qs2 ` bs22
1´ at21 ´ bt1ps2 ` s1q ´ cps22 ` s1s2 ` s21q
What about when pt1, s1q “ pt2, s2q? Letting pt, sq “ pt1, s1q and implicitly differ-
entiating s “ t3 ` at2s` bts2 ` cs3 gives
s1 “ 3t2 ` 2ats` at2s1 ` bs2 ` 2btss1 ` 3cs2s1
which simplifies to
s1 “ 3t
2 ` 2ats` bs2
1´ at2 ´ 2bts´ 3cs2
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Note that this formula for the slope of the tangent line is identical to the previous
one for α if we have t1 “ t2 and s1 “ s2, justifying the use of the previous expression
for α in every case.
We now have all the ingredients we need to prove that ´t3 P pεR. In the ex-
pression for α, the numerator and the denominator minus 1 is in p2εR because each
of t1, t2, s1, s2 is in p
εR. Hence, the denominator is a unit and α P p2εR. Similarly,
β “ s1´αt1 is in p3εR. Note that both of these use the fact that fpxq P Zrxs. Lastly,
t1 ` t2 ` t3 P p3εR because the denominator is a unit and the numerator is in p3εR.
Because t1, t2 P pεR, we conclude ´t3 P pεR.
We have shown that Cppεq is a subgroup, as it is closed under taking negatives
(clearly) and addition [9, p.54]. 
Proposition 4.3. The map
t : Cppεq{Cpp3εq ãÑ pεR{p3εR
px, yq ÞÑ x
y
pmod p3εRq
is an injective homomorphism.
Note that these are really infinitely many maps indexed by p and ε, which have
been fixed throughout our discussion.
Proof. In the proof of the previous proposition, we saw that the statement t1`t2`t3 P
p3εR held. This implies tpP1q ` tpP2q ´ tpP1 ` P2q P p3εR. This is the condition for t
being a homomorphism.
It remains to compute ker t. If tpP q “ x{y P p3εR, then P P Cpp3εq by the
correspondence between px, yq and pt, sq mentioned earlier. The reverse inclusion
holds as well: if tpP q P p3εR, then P P Cpp3εq [9, p.54]. 
Corollary 4.4. Cppq ´ tOu contains no points of finite order.
Proof. Suppose not. Let P be of order m ‰ 1, 2, as the m “ 2 case has already been
addressed.
Suppose first that p - m. Then, using that P ‰ O, choose the maximal ε ą 0 such
that P is in Cppεq but not in Cppε`1q. The fact that t is a homomorphism gives
0 “ tpOq “ tpmP q ” mtpP q pmod p3εRq
But m is a unit and hence tpP q “ m´10 “ 0. This means tpP q P p3εR, and hence
P P ker t “ Cpp3εq. But if 3ε ą ε` 1 contradicts the maximality of ε.
Suppose now that p | m. Write m “ pn. Note that nP is of order p and contained
in Cppq because it is a subgroup. Once again, choose the maximal ε ą 0 such that
nP P Cppεq and nP R Cppε`1q. Then,
0 “ tpOq “ tppnP q ” ptpnP q pmod p3εRq
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This implies tpnP q P p3ε´1R. But 3ε ´ 1 ě ε ` 1 contradicts the maximality of
ε [9, p.55–6].

To summarize, we have proved
Corollary 4.5. For y2 “ fpxq where f P Zrxs is monic, TorpEpQqq Ă Z2.
The Nagell-Lutz theorem follows from this corollary and the next proposition:
Proposition 4.6. Suppose P “ px, yq P TorpEpQqq and y ‰ 0. Then, y2|D.
Proof. Note that because P is of finite order, so is 2P . Hence both points have integer
coordinates. The duplication formula is xp2P q “ gpxq{4y2, where g is a polynomial
of degree 4. When a, b, and c are integers, g P Zrxs. Furthermore, note that the
duplication formula tells us 4y2xp2P q “ gpxq. All of these quantities are integers as
2P is also of finite order, so y2|gpxq.
Then, there exist polynomials r, s P Zrxs such that D “ rf ` sg 7. Because these
polynomials all have integer coefficients, they are all integers when evaluated at x.
But y2 divides fpxq and gpxq, and hence y2|D. 
In fact, the Nagell-Lutz theorem was considerable strengthened by Mazur in 1975:
Theorem 4.7. For an elliptic curve with coefficients in Q and nonzero torsion,
TorpEpQqq is isomorphic to either Z{nZ, where n “ 1, 2, . . . , 10, 12 or Z{2Z‘Z{nZ,
where n “ 2, 4, 6, 8 [7, p.68].
Note that the surprising part of this theorem is the small number of sizes of
TorpEpQqq. The structure of these groups is not nearly as surprising, as it is a
not-difficult fact which follows from topology that EpRq is isomorphic to R{Z or
R{Z ‘ Z{2Z depending on the number of connected components [8]. Hence, the
torsion subgroup of EpQq will be of the form described in the theorem, ignoring the
size.
5 The rank of EpQq
The Nagell-Lutz theorem gives a finite algorithm for finding the torsion points
of elliptic curves in a specific form. One simply iterates over the various possible
values of y, i.e. the values of y satisfying y2|D, and then solves the resulting cubic
7Once one is assured of the existence of these polynomials and their degrees (in this case, r is of
degree 3 and s is of degree 2), finding these polynomials is simple but tedious. One first multiplies
out rf ` sg. Equating coefficients yields a 7ˆ 7 system of linear equations. This can then be solved
with your favorite program (I used Mathematica) to get
rpxq “ 3x3 ´ ax2 ´ 6bx` 2ab´ 27c
spxq “ ´3x2 ´ 2ax` a2 ´ 4b
27
equation using the cubic formula to find possible values of y. Note however that the
Nagell-Lutz is not an if and only if statement, so any rational point satisfying the
conditions may actually be of infinite order. However, the theorem from Mazur shows
that torsion elements can only have order less than 13, so a rational point calculated
to have order 13 or greater is necessarily of infinite order.
There is an—ultimately na¨ıve—hope that there is an algorithm for finding the rank
of an elliptic curve. No such algorithm, however, has been found, and finding the rank
of an elliptic curve remains a difficult yet fruitful problem. Here are some remarks
illustrating how the rank of an elliptic curve is a deceptively tricky and incredibly
interesting problem, and how the numbers involved in finding the rank and rational
points of an elliptic curve can get larger than is feasible for fast calculation:
• The rank of an elliptic curve is the subject of many open problems, perhaps
most famously the Birch–Swinnerton-Dyer conjecture. This Millennium Prize
Problem states that the rank of an elliptic curve over a number field is equal
to the order of the zero of the Hasse–Weil L-function Lpsq of the elliptic curve
at s “ 1, where this order could be 0 if L does not vanish at s “ 1. Prior
to the proof of the “modularity theorem” in the early 2000s, it was not even
known whether Lpsq could be analytically extended past the line Repsq ą 3{2,
and even now it is only known that there is a continuation when the base field
is Q [6, p.90–1] [4] [15].
• The Birch–Swinnerton-Dyer conjecture has an interesting corollary that bears
mentioning. Tunnell’s theorem, which assumes the conjecture, gives a criterion
calculable in finite time for calculating if a number is a congruent numbers.
Namely, let n be a squarefree number (as those positive integers with squares
can quickly be reduced to the squarefree case). If n is odd, it is a congruent
number if and only if
#
 
x, y, z | n “ 2x2 ` y2 ` 32z2( “ 1
2
 
x, y, z P Z | n “ 2x2 ` y2 ` 8z2(
Similarly, n even is a congruent number if and only if
#
 
x, y, z | n “ 8x2 ` 2y2 ` 64z2( “ 1
2
 
x, y, z P Z | n “ 8x2 ` 2y2 ` 16z2(
Hence, translating the congruent number into its equivalent elliptic curve formu-
lation, as was done in the first section and which may have seemed gratuitous,
has yielded a partial resolution to the problem [6, p.221].
• An upper bound on the possible rank of an elliptic curve has not been proven or
disproven, though almost all elliptic curves found have small rank. Currently,
the record for the rank of an elliptic curve was found by Elkies in 2006: the curve
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y2`xy`y “ x3´x2´ax`b, where a is 20 067 762 415 575 526 585 033 208 209 338
542 750 930 230 312 178 956 502 and b is 34 481 611 795 030 556 467 032 985 690 390
720 374 855 944 359 319 180 361 266 008 296 291 939 448 732 243 429, has rankě 28
[5].
• Rational points themselves can be more complicated (i.e. larger in height) than
may be expected from the numbers occurring in fpxq. Bremner and Cassels
showed the elliptic curve y2 “ x3 ` 877x, which has discriminant D on the
order of 109, has EpQq » Z ‘ Z{2Z. However, the torsion-free part of EpQq is
generated by px, yq, where
x “ 375494528127162193105504069942092792346201
6215987776871505425463220780697238044100
This means the non-logarithmic height of px, yq is approximately 3.75 ˆ 1041,
which is roughly D4.41. They conclude that “unless one has strong reason to
believe that a rational point exists, there is a marked reluctance to persevere in
a search once the numbers cease to be small” [2].
However, using the tools of our proof of the Mordell theorem, we can still make
some headway on finding the rank and rational points of an elliptic curve. As with
the Mordell theorem, we will restrict our attention to curves y2 “ x3`ax2` bx. This
first requires understanding rG : 2Gs. If G » Zr ‘ Z{pε11 Z ‘ ¨ ¨ ¨ ‘ Z{pεss Z, where
p1, . . . , ps are not necessarily unique primes, then
G
2G
»
ˆ
Z
2Z
˙r
‘ Z{p
ε1
1 Z
2Z{pε11 Z ‘ ¨ ¨ ¨ ‘
Z{pεss Z
2Z{pεss Z
But
Z{pεii Z
2Z{pεii Z
»
#
Z{2Z if pi “ 2
0 else
It follows that
rG : 2Gs “ 2r`#tj | pj“2u
The second expression in the exponent can be found to equal
#G2 “ #tg P G|2g “ Ou
by looking at which linear combinations of the generators of G are of order 2 [9,
p.90]. #G2 is either 2 or 4 depending on whether f has 1 or 3 real roots (i.e. whether
a2 ´ 4b is not or is a square).
On the other hand, using the maps ϕ and ψ from the proof of the Mordell theorem,
note that 2G “ ψ ˝ ϕpGq. Hence,
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rG : 2Gs “ rG : ψpGqsrψpGq : ψ ˝ ϕpGqs “ rG : ψpGqs rG : ϕpGqsrkerψ : ϕpGq X kerψs
where the last equality holds from basic isomorphism theorems [9, p.91]. We
knowkerψ “ tO, T u and T P ϕpGq iff b is a square, so the index in the denominator
above is either 1 or 2, depending on if b is or is not a square, respectively.
Putting all this information together, we get
2r “ 1
4
rG : ψpGqsrG : ϕpGqs
Using the map α from earlier, we had that G{ψpGq » αpGq, and hence these
indices can sometimes be computed with α and α can be computed by looking at
#αpGq and #αpGq [9, p.93].
We must then acquaint ourselves with the image of α. We write px, yq as pm{e2, n{e3q.
If x “ 0, then px, yq “ T and αpT q “ b. Similarly, if a2´ 4b “ w2 is a square, then G
contains the points pp´a˘ wq{2, 0q by the quadratic formula.
Suppose now that m,n ‰ 0. These points satisfy n2 “ mpm2 ` ame2 ` be4q.
Writing b1 “ ˘ gcdpm, bq where we choose the sign so mb1 ą 0, we have m “ b1m1
and b “ b1b2 where m1 and b2 are relatively prime and m1 ą 0. After substituting
these values into the previous equation, we see that b1|n. Writing n “ b1n1 for some n1
and substituting into the previous equation again yields n21 “ m1pb1m21`am1e2`b2e4q.
Note that the two terms on the right hand side are relatively prime; otherwise, m1
would share a factor with b2e
4 since m1 shares its factors with the first two terms in
the parentheses. This contradicts gcdpm1, b2q “ gcdpm1, eq “ 1. Because the product
of these two terms is a square, being relatively prime implies both terms themselves
are squares. We write m1 “M2, N2 “ b1m21`am1e2`b2e4, and n1 “MN . It follows
that x and y can be written as
x “ b1M
2
e2
, y “ b1MN
e3
Modulo squares, then, x is one of the finitely many divisors of b. Furthermore,
substituting the numerators of x and y into the equation for n21 before and eliminating
m1 gives N
2 “ b1M4 ` aM2e2 ` b2e4. This is a condition on the admissible values
of M,N , and e. There are some others as well: because x and y are in lowest
terms, gcdpM, eq “ gcdpN, eq “ gcdpb1, eq “ 1. Another condition is gcdpb2,Mq “
1, as M2 “ m1 and gcdpm1, b2q “ 1. The last condition is gcdpM,Nq “ 1, as
gcdpM2, N2q “ 1.
In summary, to find #αpGq, we write down the equation N2 “ b1M4 ` aM2e2 `
b2e
4 for each pair of divisors b1, b2 and look for solutions that fit the aforementioned
conditions.
For example, the earlier points of G, pp´a ˘ wq{2, 0q are accounted for by this
method, as b “ p´a ` wqp´a ´ wq{4, and pM,N, eq “ p1, 0, 1q solves the necessary
equation [9, p.91–4].
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The only problem with this method for computing rank—and it is a large one—is
that there is no known method for finding solutions to the equation N2 “ b1M4 `
aM2e2 ` b2e4.
We illustrate this technique with an example. Consider C defined by y2 “ x3´5x,
noting that C “ x3`20x. The possibilities for b1 then are ˘1,˘5. The four equations
we will look at are
N2 “ ˘M4 ¯ 5e4 , N2 “ ˘5M4 ¯ e4
The solution to the first two equations are pM,N, eq “ p3, 1, 2q and p1, 2, 1q. These
are also the solutions to the second two equations. Using the formula for px, yq as
a function of b1,M,N, and e, we get the rational points p9{4, 3{8q and p´1,´2q.
These solutions satisfying the relatively prime conditions we imposed. Hence, αpGq “
t˘1,˘5u, and so #αpGq “ 4.
What about α? Since b “ 20, the possible values of b1 are˘1,˘2,˘4,˘5,˘10,˘20.
Reducing these mod squares gives ˘1,˘2,˘5,˘10. Note that the negative values will
not work, as then N2 “ b1M4 ` b2e4 has no nonzero real solutions. Note that 1 and
5 are in αpGq as the images of O and T , respectively.
2 is not possible. If it were, N2 “ 2M4 ` 10e4 would have a solution with
gcdpM, 10q “ 1. By Fermat’s Little Theorem, M4 ” 1 mod 5. Reducing the gov-
erning equation modulo 5 gives N2 ” 2 mod 5. But this has no solution. Hence,
2 R αpGq. It follows that neither is 10, as 5 is in the subgroup but 2 is not. We
conclude that αpGq “ t1, 5u. Hence, the rank of EpQq is 1, as
2r “ #αpGq#αpGq
4
“ 2
[9, p.94–5]. If one were to use the Nagell-Lutz criterion, they would find the
rational points p´1,˘2q and p5,˘100q.
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