Abstract. The purpose in this paper is to compute the eigenvalues of SturmLiouville problems with quite general separated boundary conditions nonlinear in the eigenvalue parameter using the regularized sampling method, an improvement on the method based on Shannon sampling theory, which does not involve any multiple integration and provides higher order estimates of the eigenvalues at a very low cost. A few examples shall be presented to illustrate the power of the method and a comparison made with the the exact eigenvalues obtained as squares of the zeros of the exact characteristic functions.
Introduction
In 1996, we introduced a method for computing the eigenvalues of regular SturmLiouville (SL) problems with Dirichlet boundary conditions [4] . The simple observation that the boundary (characteristic) function associated with the SL problem happens to be in a Paley-Wiener space led to the conclusion that it can be recovered from its samples at a countable number of points, using the well known WhitakerShannon-Kotel nikov theorem. We generalized this idea to some classes of singular problems [5] , [6] . Subsequently, we extended the scope of the method to include regular SL problems with general separated boundary conditions [7] , SL problems with coupled self-adjoint boundary conditions [10] , random SL problems [11] and regular fourth order SL problems [12] . In fact, we obtained much higher order estimates at the expense of having to subtract terms involving multiple integrals [8] .
The purpose of this paper is twofold. First we shall consider a regularization avoiding any (multiple) integration and show that we can get higher order estimates of the eigenvalues at a very low cost. This will constitute a substantial improvement on the original method, and we will take this opportunity to call this method the regularized sampling method. Second, we tackle the computation of the eigenvalues of Sturm-Liouville problems with quite general separated parameter dependent boundary conditions although the known theory is for boundary conditions which are affine in the parameter [1] , [2] , [3] , [13] , [18] .
BILAL CHANANE

Main results
We are interested in finding the eigenvalues of the following SL problem with separated parameter dependent boundary conditions:
where a ij are entire functions satisfying the growth conditions
We shall assume further that the definiteness conditions dµ ≥ 0 be satisfied (at least one inequality must be strict in any one of these conditions to make the miss distance function strictly monotone [16] ). This is to ensure a monotone Prufer miss distance which guarantees at most one eigenvalue λ k = µ 2 k of any index k having an eigenfunction with just k zeros in (0, γ).
Consider the two base problems
whose solutions are denoted y 1 and y 2 , respectively. The solution to the initial value problem
and its derivative are, therefore,
It is well known that y 1 (x, µ) − cos µx, y 1 (x, µ) + µ sin µx, y 2 (x, µ) and y 2 (x, µ) − cos µx are entire functions of µ for each x ∈ (0, γ] and satisfy the same growth condition
for some constant c 1 . In [8] , we have shown that y 1 (x, µ) − cos µx, y 1 
sin µt µt dt are entire functions of µ for each x ∈ (0, γ] and satisfy the same growth condition
which means that they belong to the Paley-Wiener space P W x defined by
In fact we have obtained much higher order estimates at the expense of having to subtract from y i and y i terms involving multiple integrals. In this paper, we shall stick with the first estimate given, hence avoiding any (multiple) integration and show by the same token that we can get a higher order estimate at a very low cost.
The eigenvalues of the problem are seen as the square of the zeros of the boundary (characteristic) function B(γ, µ).
Replacing y(x, µ) and y (x, µ) by their expressions, we obtain 
Proof. B 0 is an entire function of µ for each x ∈ (0, γ] as a sum of products of entire functions. As for the estimate, we have
with c 2 = 4c 
The series converges absolutely and uniformly on compact subsets of C and in L
Jagerman's result (see [19] , Theorem 3.21, p.90) is applicable and yields the following very sharp estimate.
Lemma 2.4 (Truncation error). Let
Let µ 2 be an exact eigenvalue and µ 2 N the corresponding approximation obtained as a square of a zero of sin θµ θµ 
where the inf is taken over a ball centered at µ N with radius |µ N − µ| and does not contain a multiple of π/θ.
Numerical examples
In this section, we shall present a few examples to illustrate our method. We have Table 3 .1. As pointed out in [2] , the oscillation counts occur in the sequence 1, 3, 4, 5, . . . , the minimal count is 1 not 0, and there is count 2 missing. The exact characteristic function is
where zero is not an eigenvalue. 
We took L = 0, m 0 = 2, N = 40, and a precision of 10 −10 . The computed eigenvalues λ = µ 2 together with the "exact" ones are displayed in Table 3 .2a. The exact characteristic function is
1 is not an eigenvalue.
It is appropriate to note how perfect the approximation is over different ranges by checking Table 3 .2b, in which we include both the absolute and relative error. [16] , an "indefinite" case).
Example 3.3 (Taken from Pryce
This example illustrates the case in which the definiteness condition is not satisfied. We have three eigenvalues λ 1 = 0, λ 2 = 1/4, λ 3 = 1 to which correspond three eigenfunctions y 1 (x) = 1, y 2 (x) = sin Table 3 .3. The exact characteristic function is 
It is easy to check that the definiteness condition is satisfied. We took L = 1, m 0 = 1, N = 40, and a precision of 10 −10 . The computed eigenvalues λ = µ 2 together with the "exact" ones are displayed in Table 3 .4. Here again we are in a position to derive the exact characteristic function which in fact can be expressed in terms of the modified Bessel functions of the first kind. Indeed, let λ = µ 2 and consider the change of variables t = 2e
x/2 and ν = 2ιµ, where ι = √ −1. The differential equation becomes the modified Bessel equation of order ν given by
where I ν and I −ν are the modified Bessel functions of the first kind of order ν.
Returning to the original variables, we obtain
Taking into account the boundary conditions, we obtain the homogeneous system in c 1 and
In order to have a nontrivial solution, a necessary and sufficient condition is to have B exact (µ) = 0 where
is the characteristic function. The ι in front of the determinant makes B exact a real function. Now, using the well known result 
Conclusion
In this paper, we have improved upon the method based on Shannon sampling theory introduced in [4] by considering a regularization avoiding any multiple integration and shown that we can get higher order estimates of the eigenvalues at a very low cost. We shall call this method the regularized sampling method. We have presented a few examples to illustrate a method and compared the computed eigenvalues with the exact ones obtained as squares of the zeros of the exact characteristic functions.
