Abstract. In this paper we consider conical square functions in the Bessel, Laguerre and Schrödinger settings where the functions take values in UMD Banach spaces. Following a recent paper of Hytönen, van Neerven and Portal [31], in order to define our conical square functions, we use γ-radonifying operators. We obtain new equivalent norms in the Lebesgue-Bochner spaces L p ((0, ∞) , B) and L p (R n , B), 1 < p < ∞, in terms of our square functions, provided that B is a UMD Banach space. Our results can be seen as Banach valued versions of known scalar results for square functions.
Introduction
In this paper we obtain equivalent norms in the Lebesgue-Bochner space L p (R n , B), 1 < p < ∞, where B is a UMD Banach space. In order to do this we consider conical square functions defined via fractional derivatives of Poisson semigroups associated with Bessel, Laguerre and Schrödinger operators. According to the ideas developed by Hytönen, van Neerven and Portal [31] we use appropriate tent spaces using γ-radonifying operators (or, in other words, methods of stochastic analysis in a Banach valued setting).
We denote by P t (z), the classical Poisson kernel in R n , that is, P t (z) = c n t (|z| 2 + t 2 ) (n+1)/2 , t > 0 and z ∈ R n , where c n = Γ((n + 1)/2)/π (n+1)/2 . Segovia and Wheeden [43] introduced fractional derivatives as follows. Suppose that β > 0 and m ∈ N is such that m − 1 ≤ β < m. If F : Ω × (0, ∞) −→ C is a reasonable nice function, where Ω ⊂ R n , the β-th derivative with respect to t of F is defined by In [43] this fractional derivative was used to get characterizations of classical Sobolev spaces. As in [50] we define the β-conical square function S β by
where P t (f ) denotes the Poisson integral of f , that is,
(1) P t (f )(x) = R n P t (x − y)f (y)dy, x ∈ R n , t > 0, and, for every x ∈ R n , Γ(x) = {(y, t) ∈ R n × (0, ∞) : |x − y| < t}. According to [50, Theorems 5.3 and 5.4 ] the square function S β defines an equivalent norm in L p (R n ), 1 < p < ∞.
Theorem A. Let 1 < p < ∞ and β > 0. Then, there exists C > 0 such that
The equivalence in Theorem A for β ∈ N can also be encountered in [31] , [36] and [45] . Coifman, Meyer and Stein [17] introduced a family of spaces called tent spaces. These tent spaces are well adapted to certain questions related to harmonic analysis. Suppose that 1 ≤ p, q < ∞. The tent space T q p (R n ) consists of all those measurable functions g on R n × (0, ∞) such that A q (g) ∈ L p (R n ), where
|g(y, t)| q dydt t n+1
1/q , x ∈ R n .
The norm · T
p (R n ). More recently Harboure, Torrea and Viviani [29] have simplified some proofs of properties in [17] by using vector valued harmonic analysis techniques. Note that the result in Theorem A can be rewritten in terms of tent spaces as follows. If 1 < p < ∞ and β > 0, then, for every f ∈ L p (R n ),
, where C > 0 does not depend on f .
Assume that B is a Banach space. In order to show a version of Theorem A for the LebesgueBochner space L p (R n , B), the most natural definition of the β-conical square function S β,B is the following
This type of Banach valued conical function has been considered in [36] , [50] and [56] . Since a Banach space B has Lusin type 2 and Lusin cotype 2 if, and only if, B is isomorphic to a Hilbert space, from [50, Theorems 5.3 and 5.4] we can deduce the following result.
Theorem B. Assume that B is a Banach space, 1 < p < ∞ and β > 0. The following assertions are equivalent: (i) B is isomorphic to a Hilbert space.
(ii) There exists C > 0 such that
In order to extend the equivalence (2) to L p (R n , B), 1 < p < ∞, when B is a Banach space which is not isomorphic to a Hilbert space, Hytönen, van Neerven and Portal [31] introduced new Banach valued tent function spaces. They considered UMD Banach spaces and γ-radonifying operators.
As it is well-known, the Hilbert transform H defined by H(f )(x) = lim ε→0 + 1 π |x−y|>ε f (y) x − y dy, a.e. x ∈ R, is a bounded operator from L p (R) into itself, 1 < p < ∞, and from L 1 (R) into L 1,∞ (R). Suppose that B is a Banach space. The Hilbert transform can be defined in L p (R)⊗B, 1 < p < ∞, in the obvious way. It is said that B is UMD, provided that
The main properties of UMD Banach spaces were established by Bourgain [15] , Burkholder [16] and Rubio de Francia [42] . Assume that {γ j } ∞ j=1 is a sequence of independent standard normal variables defined on some probabilistic space (Ω, F, P). Let H be a Hilbert space and let B be a Banach space. We say that a linear operator T : H → B is γ-summing (shortly T ∈ γ ∞ (H, B)) when
where the supremum is taken over all finite orthonormal family h 1 , . . . , h k in H. Here, by E we denote the expectation with respect to P. The space γ ∞ (H, B) becomes a Banach space when it is endowed with the norm · γ ∞ (H,B) . The space of γ-radonifying operators (shortly, γ(H, B)) is the closure in γ ∞ (H, B) of the subspace spanned by the finite rank operators from H into B.
According to [51, Proposition 3.15] , if H is separable and {h j } ∞ j=1 is an orthonormal basis in H, then T ∈ γ(H, B) if, and only if, the series ∞ j=1 γ j T h j converges in L 2 (Ω, B) and, in this case,
We will write T γ(H,B) = T γ ∞ (H,B) , T ∈ γ(H, B). Hoffman-Jorgensen [30] and Kwapień [34] established that γ(H, B) = γ ∞ (H, B) provided that the Banach space B does not contain any closed subspace isomorphic to c 0 . We recall that UMD Banach spaces satisfy this property.
Suppose that (M, M, µ) is a measure space and
Then, there exists a bounded and 
) denotes the space of smooth functions with compact support in R n × (0, ∞), with respect to the norm
, where, from now on,
and B(x, t) = {y ∈ R n : |x − y| < t}, x ∈ R n and t > 0. By taking into account that γ(H,
can be seen as a Banach valued extension of the classical tent space T 2 p (R n ). The main properties of the space T 2 p (R n , B) were established in [31] , where Banach values tent spaces associated with certain bisectorial operators were defined. An alternative and equivalent definition for tent spaces T 2 p (R n , B) can be encountered in [33] . In [31, Theorem 8.2 ] (see also [33, Example, Section 4] ) it was proved a vectorial extension of (2) by using the tent spaces T 2 p (R n , B). In the following we extend in some sense (by considering any positive order of derivatives) the result in [31, Theorem 8.2] . Theorem 1. Let 1 < p < ∞ and β > 0. Assume that B is a UMD Banach space. Then, there exists
Note that a UMD Banach space is not necessarily isomorphic to a Hilbert space.
We consider the Schrödinger operator L V in R n defined by
where ∆ represents the usual Laplacian operator, that is, ∆ = n j=1
. We assume that the potential V ≡ 0 is a nonnegative measurable function for which there exist s > n/2 and C > 0 such that, for every ball B in R n ,
When V satisfies (3) we say that V verifies the s-reverse Hölder inequality and we write V ∈ RH s (R n ).
In a precise way our Schrödinger operator L V is defined as follows. We consider the sesquilinear form Q V given by
The Schrödinger operator L V is the unique selfadjoint operator such that its domain is D V and
It is clear that C ∞ c (R n ), the space of smooth functions with compact support in R n , is contained in
where
Moreover, according to the Feynman-Kac formula ([22, p. 280]), we have that
t n/2 , x, y ∈ R n and t > 0.
An important special case of Schrödinger operator is the Hermite operator H (also called harmonic oscillator) that appears when V (x) = |x| 2 , x ∈ R n . Harmonic analysis associated with Schrödinger and Hermite operators has been developed in the last years by several authors ( [2] , [7] , [13] , [14] , [20] , [21] , [22] , [24] , [44] , [46] and [48] , amongst others).
Our second result establishes the equivalence in Theorem 2 when the classical Poisson semigroup is replaced by the Poisson semigroups {P
Theorem 2. Let 1 < p < ∞ and β > 0. Assume that B is a UMD Banach space.
(i) If V ∈ RH s (R n ) for some s > n/2, and n ≥ 3, then there exists C > 0 such that
(ii) For every n ∈ N, there exists
p (R n ), 1 < p < ∞, the scalar results can be deduced as special cases of Theorem 2.
We now define the space T (H+,B) ) , where, from now on,
the functional J + is defined by
and B + (x, t) = {y ∈ (0, ∞) : |x − y| < t}, x, t ∈ (0, ∞). Here, by C ∞ c (0, ∞) we denote the space of smooth functions with compact support on (0, ∞).
We will use the tent space T Harmonic analysis in the Bessel setting began with the deep paper of Muckhenhoupt and Stein [39] . Recently, operators related to the harmonic analysis (Riesz transform, Littlewood-Paley functions, maximal operators, multipliers,. . . ) in the Bessel context have been investigated (see, for instance, [4] , [9] , [10] , [12] and [54] ). We consider the Bessel operator on (0, ∞),
where J α denotes the Bessel function of the first kind and order α. h λ plays with respect to the Bessel operator the same role as the Fourier transform with respect to the classical Laplacian operator. h λ can be extended from
. By using well-known properties of the Bessel function J α we can deduce that, for
. We define the operator B λ by
where the domain D(B λ ) of B λ is given by
The operator −B λ generates a positive and bounded semigroup of operators {W
} t>0 associated with the Bessel operator B λ can be written as
Here the Poisson kernel P B λ t (x, y), t, x, y ∈ (0, ∞), is given by ( [39, (16.4) ], [55] )
Theorem 3. Let 1 < p < ∞ and β, λ > 0. Assume that B is a UMD Banach space. Then, there exists
Muckenhoupt ([37] and [38] ) began the study of harmonic analysis associated to Laguerre operators. Later, Dinger [18] established L p -boundedness properties for the maximal operator defined by the n-dimensional heat semigroup in the Laguerre context. In the last years a lot of authors have investigated harmonic analysis operators related to Laguerre operators (see, for instance, [11] , [19] , [25] , [28] , [29] , [41] , [51] , and [53] ).
We consider the Laguerre operator on (0, ∞)
where α > −1/2. For every k ∈ N, we have that 
where, for every k ∈ N,
The operator −L α generates a positive and bounded semigroup {W
Mehler's formula for Laguerre polynomials ([48, p. 8]) allows us to write, for each f ∈ L 2 (0, ∞),
1 − e −4t , and I α represents the modified Bessel function of the first kind and order α. } t>0 associated with L α is defined as the one subordinated to {W Lα t } t>0 , that is, for every t > 0,
Theorem 4. Let 1 < p < ∞ and α, β > 0. Assume that B is a UMD Banach space. Then, there exists
In the following sections we prove Theorems 1, 2, 3 and 4. Throughout this paper by C and c we always denote positive constants that can change in each occurrence.
Proof of Theorem 1
We split the proof of Theorem 1 in the Lemmas 2.1 and 2.3 below. We are going to use the arguments developed in [31, Theorem 8.2].
Lemma 2.1. Let B be a UMD Banach space, 1 < p < ∞ and β > 0. Then, there exists C > 0 such that
. It is not hard to see that, for every k ∈ N,
Assume that m ∈ N is such that m − 1 ≤ β < m. We have that
and Hölder inequality allows us to obtain (9) . Also, we have that
To simplify we write
,
. In order to do this we use [31, Theorem 4.8]. We consider the operator
As usual, for every g ∈ L 2 (R n ), we denote by g the Fourier transform of g and by q g the inverse
It is well-known that
, t > 0 and k ∈ N, we can write
Hence,
The interchange of the order of integration is justified by the absolute convergence of the integral. Thus, Plancherel equality leads to
where v n is the volume of the unit ball in R n . Hence, S is a bounded operator from
Let j = 1, . . . , n. According to (10) and (11) we obtain
for certain a l ∈ R. Then,
By proceeding as in the proof of (12) we get
Thus (14) is established.
From (14) and by using the mean value theorem we can deduce that
provided that t > 0, y, z, z ∈ R n and |y − z| + t > 2|z − z |. Moreover, we can write
According to [31, Theorem 4.8] , the operator S B = S ⊗ I B can be extended from
. Also, as a special case, the
In order to get a better understanding of the proof we see firstly that
Then,
There exists an increasing sequence (k ) ∈N ⊂ N and a subset Ω ∈ R n such that |R n \ Ω| = 0 and, for every x ∈ Ω,
On the other hand, according to (12) we have that, for every ∈ N,
Here p = p/(p − 1). From (16) we deduce that, for each ∈ N and ε > 0,
Then, for every ε > 0 and x ∈ R n , (15) and (17) it follows that, for every x ∈ Ω, J(Sf )(x) = g(x) as elements of H. We conclude that
Thus, we prove that
.
There exists an increasing sequence (k ) ∈N ⊂ N and a set Ω ⊂ R n such that |R n \ Ω| = 0 and
for every x ∈ Ω. By proceeding as above we can see that, for every ε > 0 and x ∈ R n ,
is continuously contained in the space L (H, B) of bounded linear operators from H into B, we have that, for every x ∈ Ω,
For every ∈ N, we denote by W the set in R n associated with f k as above. We define
as elements of γ(H, B).
Hence, Sf = S B f . Thus, (8) is proved.
Before establishing the first inequality in Theorem 1 we need the following polarization formula.
where v n denotes the volume of the unit ball in R n .
Proof. Suppose firstly that f, g ∈ C ∞ c (R n ). According to (13) and by using Plancherel equality we get
The interchanges in the order of integration are justified because the integrals are absolutely convergent. In order to see this it is sufficient recall that the Littlewood-Paley-Stein function defined by
is bounded from L 2 (R n ) into itself. From (18) we easily conclude the proof of this lemma. Lemma 2.3. Let B be a UMD Banach space, 1 < p < ∞ and β > 0. Then, there exists
. 
, by taking into account Lemma 2.1 we conclude the proof of this lemma.
3. Proof of Theorem 2, (i)
, where s > n/2 and n ≥ 3. We are going to show that, for every
. In order to see this we cannot proceed as in the proof of Lemma 2.1. In this Schrödinger case [31,
(1)(x) = 1, t > 0 and x ∈ R n , and we could infer that
The function ρ (usually called critical radius) plays an important role in the development of the harmonic analysis associated with L V (see, for instance, [20] , [22] , [24] and [44] ). The main properties of ρ can be encountered in [44, Section 1] .
Moreover, for almost every x ∈ R n , we have that
where once again v n denotes the volume of the unit ball in R n . Then, according to [1, Theorem A], it follows that
Hence, for almost
To simplify, we write
We decompose the operator K L V as follows:
)(x; y, t), x, y ∈ R n and t > 0.
glob are usually called local and global part of K L V , respectively. We also consider the operators K(f )(x; y, t) = t β ∂ β t P t (f )(y, t)χ Γ(x) (y, t), x, y ∈ R n and t > 0, and K loc (f )(x; y, t) = K(f χ B(x,ρ(x)) )(x; y, t), x, y ∈ R n and t > 0.
We can write
The three terms in the right hand side of (19) are studied separately in the following lemmas.
Lemma 3.1. Let B be a Banach space and 1 < p < ∞. Then,
Proof
Firstly, we show that for
. Fix x ∈ R n . According to the subordination formula, we have that
Also, by tacking into account the Feynman-Kac formula ([20, (2.2)]) and (20) we can interchange the order of integration and differentiate under the integral sign to get
u (y, z)du, x, y ∈ R n and t > 0.
Then, by using [20, (2. 3)] and (20) we obtain
Estimation (21) justifies the differentiation under the integral sign, and we get
, x, y ∈ R n and t > 0.
According to [20, Proposition 1] we deduce that
, |x − y| < t, x, y ∈ R n and t > 0,
Here we have used that 0 < γ < 1. Since 0 < ρ(z) < ∞, z ∈ R n ([44, p. 519]), we conclude that
glob (f j )(x; ·, ·), x ∈ R n and j = 1, . . . , m. We denote by T G(x) the linear and bounded operator from H into B defined by
For every j = 1, . . . , m, T Gj is defined in a similar way.
For every S ∈ B * , we have that
Moreover, it is clear that
Then, for every h ∈ H and S ∈ B * the function 
Suppose that {h j } ∞ j=1 is an orthonormal basis in H and {γ j } ∞ j=1 is a sequence of independent standard normal variables on a probability space (Ω, F, P ). We have that
The interchange of the order of integration is justified because by proceeding as above we can show that the integrals are norm convergent.
Then, from (21) and (22) it follows that
where M denotes the Hardy-Littlewood maximal operator. Note that we have used that 1/2 ≤ γ <
1.
As it is well-known the maximal operator M is bounded from
, where C > 0 does not depend on f . Lemma 3.2. Let B be a Banach space and 1 < p < ∞. Then,
(4πu) n/2 , y ∈ R n and u > 0.
According to Kato-Trotter's formula [23, (2.10)] we have that
u (v, z)dvds, y, z ∈ R n and u > 0.
From [20, (2.2)] and [20, (2.8)] we infer that
for a certain δ > 0. Also, we get
Then, according to [44, Lemma 1.4, (a)] if |x−z| < ρ(x) and |y−z| < 2ρ(x), then ρ(y) ∼ ρ(x) ∼ ρ(z). Hence, we conclude that
for 0 < u < ρ(z) 2 and y, z ∈ R n such that |y − z| ≤ 2ρ(x) and |x − z| < ρ(x). Estimates (20) and (23) lead to (24) 
for y, z ∈ R n such that |y − z| ≤ 2ρ(x) and |x − z| < ρ(x).
On the other hand, [20, (2.2)] and (20) imply that (25)
and also (26)
We are going to see that D L V (f )(x; ·, ·) ∈ H, for every x ∈ R n . Fix x ∈ R n . We can write
2 (f )(x; y, t), y ∈ R n and t > 0.
Minkowski's inequality and (25) leads to
We have taken into account that ρ(z) ∼ ρ(x) because |x − z| < ρ(x).
We now decompose D
)(x; y, t), y ∈ R n , t > 0.
By using again the Minkowski's inequality and (26) we get
Now, estimations (20) and (24) imply that
where W * represents the maximal operator associated with the heat semigroup {W t } t>0 defined by
We conclude that
Also from the above estimations we get
We can now proceed as in the study of K
where C does not depend on f , because M and W * are bounded operators from L p (R n ) into itself. Lemma 3.3. Let B be a UMD Banach space and 1 < p < ∞. Then,
We are going to use the ideas developed in the proof of [1, Theorem 3.7] .
Our first goal is to see that
Fix x ∈ R n . We define the operators
)(x; y, t), y ∈ R n and t > 0,
, y ∈ R n and t > 0.
We can write for every y ∈ R n and t > 0,
According to [44, Lemma 1.4, (a)] we deduce that, if χ
Minkowski's inequality and the property (ii) of the sequence {Q * *
Note that by virtue of (ii), C does not depend on x ∈ R n . By proceeding as in the study of K
On the other hand, according to Lemma 2.1 and by taking into account the properties of the sequence (x k ) k∈N we get
Also, we have that γ(H,B) )
. Then, we conclude that
, where C does not depend on f .
By combining Lemmas 3.1, 3.2 and 3.3 we obtain
or, in other words,
provided that B is a UMD Banach space. Here C > 0 does not depend on f . We define the operator
. The same argument developed in Lemma 2.1 allows us to obtain that
and then,
3.2. We now prove that, there exists C > 0 for which
According to [8, Proposition 2.1, (ii)] we have that, for every f, g ∈ L 2 (R n ),
2) can be established by proceeding as in the proof of Lemma 2.3.
Proof of Theorem 2, (ii)
For every k ∈ N we consider the k-th Hermite function defined by
where H k represents the k-th Hermite polynomial ([47, pp. 105-106]). If k = (k 1 , . . . , k n ) ∈ N n , the k-th Hermite function h k in R n is defined by
For every k ∈ N n , h k is an eigenfunction of the Hermite operator H satisfying
The heat semigroup associated with {h k } k∈N n is defined by
According to the Mehler's formula ([48, (1.1.36)]) we can write, for every t > 0,
where, for every x, y ∈ R n and t > 0,
1 − e −2t + |x + y|
1 + e −2t .
We define, for each t > 0, and
can be extended to L p (R n , B) with the same boundedness properties, for every t > 0 and 1 < p < ∞. In the Hermite setting the critical radius ρ(x), x ∈ R n , satisfies that
We are going to see that in this context we can establish properties that allow us to prove Theorem 2, (ii), by proceeding as in the proof of Theorem 2, (i). Note that now n can be any nonnegative integer.
Firstly, according to Feynman-Kac formula we have that
On the other hand, we have that
• If x, y ∈ R n , x · y > 0, then |x + y| ≥ |y| and
1 − e −2t + |y|
1 − e −2t
• If x, y ∈ R n , x · y < 0, then |x − y| ≥ |y| and
1 + e −2t
ρ(y) √ t , |y| > 1 and t > 0.
• If x, y ∈ R n and |y| < 1, then
ρ(y) √ t , x, y ∈ R n and t > 0.
The Poisson semigroup {P
H t } t>0 associated with the Hermite operator is defined, as usual, by subordination
The Poisson kernel P H t (x, y) can be written as y) du, x, y ∈ R n and t > 0.
By using (20) and (29) we obtain
We also have that
Note that ρ(y) ≤ 1, y ∈ R n . By proceeding as in the proof of [44, Lemma 1.4] we can see that there exists 1/2 ≤ γ < 1 such that
Also, we can find a sequence (
There exists N ∈ N such that, for every k ∈ N, card{j ∈ N : Q * * j ∩ Q * * k = ∅} ≤ N . These properties of the sequence of balls {Q k } k∈N and the estimates (28)-(32) allow us to show Theorem 2 (ii), by proceeding as in the proof of Theorem 2, (i).
Proof of Theorem 3
5.1. Our first objective is to show that
(1) = 0, and in order to prove (33) we cannot use [31, Theorem 4.8]. We are going to proceed as in Section 3, by comparing the operator t β ∂ β t P B λ t (f ) with the one related to the one-dimensional classical Poisson semigroup given by (1) . In the following lemmas we collect some estimates that will be very helpful for our purposes.
where Γ + (x) = {(y, t) ∈ (0, ∞) 2 : |x − y| < t}.
Proof. In [3, Lemma 2] it was established that
where m ∈ N is such that m − 1 ≤ β < m, and, for every k ∈ N, 0 ≤ k ≤ (m + 1)/2, c k ∈ C and
Let k ∈ N, 0 ≤ k ≤ (m + 1)/2. We can write
By using Minkowski's inequality we obtain
By taking into account that |x − y| + |y − z| ≥ |x − z|, x, y, z ∈ (0, ∞), the above arguments allow us to obtain that
It is common to decompose the Bessel-Poisson kernel as follows
(y, z), t, y, z ∈ (0, ∞).
and
Proof. By [5, (27) ] we have that, for each t, x, y ∈ (0, ∞),
where m ∈ N is such that m − 1 ≤ β < m and, for every k ∈ N, 0 ≤ k ≤ (m + 1)/2,
Here c k is as in (34) . By (35) we get
for each t, y, z ∈ (0, ∞). Let k ∈ N, 0 ≤ k ≤ (m + 1)/2. We have that, for every t, y, z ∈ (0, ∞),
Hence, Minkowski's inequality leads to
In a similar way we can see that
Proof. We use the following decomposition
On the other hand, we get (see [6, p. 485] ) for every t, y, z ∈ (0, ∞),
Assume that 0 < x/2 < z < 2x. We are going to analyze S 1 , S 2 and S 3 separately. From (35) we deduce that, for every t ∈ (0, ∞),
for every t, z, y ∈ (0, ∞). Notice that, since 0 ≤ k ≤ (m + 1)/2; k = m if, and only if, k = m = 1.
Suppose that m > k. We have that
Also we get
Assume now k = m = 1. Then, 0 < β < 1. We have that
We conclude that (36)
Next we treat S 2 . Let k ∈ N, 0 ≤ k ≤ (m + 1)/2. By using the mean value theorem we obtain
By proceeding as in the previous case we get (37) Γ+(x)
Finally we consider S 3 . From (35) it follows that
Since x/2 < z < 2x, if y < z/4, then y < x/2 and we have that
, θ ∈ (π/2, ∞) and v ∈ (0, ∞). 2 , θ ∈ (π/2, ∞) and v ∈ (0, ∞). We have obtained that (38) Γ+(x) |S 3 (y, z, t)| 2 dydt t 2 1/2 ≤ C z .
Also we get
By combining (36) , (37) and (38) we conclude the proof of this lemma.
Lemma 5.4. Let B be a UMD Banach space, 1 < p < ∞ and β, λ > 0. Then, For every x ∈ (0, ∞),
is a probability measure on (0, ∞), where for every g ∈ L p (0, ∞). Note that, in particular, according to Lemma 2.1, t β ∂ β t P t (f )χ Γ+(x) ∈ L q ((0, ∞), H + ) ⊗ B, 1 < q < ∞.
It is clear that if {h j } j=1 is an orthonormal system in H + and, for every j ∈ N, we define h j by h j (y, t) = h j (y, t), y, t > 0, 0, t > 0, y ≤ 0, then, { h j } j=1 is an orthonormal system in L 2 (R × (0, ∞), 
Combining (40) and (41) we conclude the proof of this lemma.
From Lemma 5.4 and using the estimate below (Lemma 5.5), we can proceed as in the proof of Lemma 2.1 to obtain (33). (f ))(x) = e iπβ (tx) β e −tx h λ (f )(x), t, x ∈ (0, ∞).
Suppose that f, g ∈ C ∞ c (0, ∞). We denote by J t (y) = {x ∈ (0, ∞) : |x − y| < t}, t, y ∈ (0, ∞). Plancherel equality for Hankel transform leads to 
