Abstract. Value semigroups of non irreducible singular algebraic curves and their fractional ideals are submonoids of Z n that are closed under infimums, have a conductor and fulfill a special compatibility property on their elements. Monoids of N n fulfilling these three conditions are known in the literature as good semigroups and there are examples of good semigroups that are not realizable as the value semigroup of an algebraic curve. In this paper we consider good semigroups independently from their algebraic counterpart, in a purely combinatoric setting. We define the concept of good system of generators, and we show that minimal good systems of generators are unique. Moreover, we give a constructive way to compute the canonical ideal and the Arf closure of a good subsemigroup when n = 2.
Introduction
The notion of good semigroup has been given formally in [1] , where the authors studied the properties of value semigroups of a one dimensional analytically unramified ring, that is, of a singularity of an algebraic curve. The properties of these semigroups were already considered in [2, 6, 7, 8, 10, 11, 14] , but it was in [1] that it was proved that the class of good semigroups is larger than the one of value semigroups. Hence, such semigroups are relevant by their own and they form a natural generalization of numerical semigroups. However, they are more difficult to study than the numerical semigroups, mainly because they are not finitely generated as monoids, and they are not closed under finite intersections. In spite of this, good semigroups can be described by means of a finite set of their elements.
For value semigroups of algebroid curves there are several approaches in the literature to describe these monoids by means of a finite set of data. In [14, 19] , singularities with only two branches are studied, and the finite set considered is the set of maximal elements. Then the value semigroup coincides with the elements in the Cartesian product of the value semigroups of the branches that do not share a coordinate with a maximal element and have the other bigger than this maximal element. This approach has been generalized to the case of more than two branches in [10] . An alternative can be found in [6] , where the authors introduce w-generators for planar algebroid curves. In this setting, it is shown that the value semigroup can be described by a finite set of w-generators (not necessarily belonging to the semigroup) and a boolean expression. For the non planar case, we refer to [1, 2, 3, 7, 10] . In particular, in [3] the authors show that the equimultiplicity class of a singularity can be determined using a finite set of data. This data is equivalent to give a good semigroup satisfying the Arf property.
Our approach is different in nature and takes advantage of the algebraic structure of good semigroups. Moreover, it does not only apply to value semigroups of singular algebraic curves (with any number of branches and any embedding dimension), but also to good semigroups not realizable as value semigroups of curves. In particular, our approach allows to develop useful computational tools to study good semigroups, which was one of the motivations of this study.
A first idea is to consider the small elements of the semigroup, that is, the set of elements between 0 and the conductor of the semigroup with the usual partial order. It is easy to see that the set of these elements, denoted by Small(S), determines the semigroup. Therefore, the next natural step is to study subsets G Small(S), from which is possible to recover completely the semigroup S. We define such a subset G to be a good generating system. We call G minimal when none of its proper subsets is a good generating system. It is natural to ask if these minimal generating systems are unique: we prove that this is true in the local case (Theorem 13), as happens in the "classical" setting of cancellative monoids. The same is not true in general for the non local case, but it is possible to reduce to the local case.
The structure of the paper is the following. In Section 2 we recall the concept of good semigroups and how to obtain them in different ways (see for instance Example 1) . Given a good semigroup S, we define the set of its small elements Small(S). Since S is fully determined by Small(S) (Proposition 3), we deduce a first membership test (Proposition 2).
In Section 3 we define the concept of minimal good generating system for S. In the local case we prove that minimal good generating systems are unique (Theorem 13).
Section 4 generalizes the results of the previous section to good relative ideals of S. We define the concept of minimal good generating system for a good relative ideal, and we prove that minimal good generating systems are unique (Theorem 21). Then we consider the special case of the canonical ideal of S. Canonical ideals are important as they play a crucial role in many properties of good semigroups [8, 15] . We give a constructive way to compute the canonical ideal in the two dimensional case, by finding a (non minimal, in general) good generating system of generators (Proposition 26).
Finally, in Section 5 we consider Arf good semigroups, which are a natural generalization of the concept of Arf numerical semigroup. We give an effective method to verify if a good semigroup has the Arf property (Proposition 28). Then we prove that the Arf good closure of a good semigroup always exists (Corollary 32) and, in the two dimensional case, we show how to calculate it.
The procedures presented here have been implemented in GAP [13] for good semigroups in N 2 , and will be part of the forthcoming stable release of the package numericalsgps [12] . The code is available in the development version of the package: https://bitbucket.org/gap-system/numericalsg in the file good-semigroups.gi located in the folder gap. Also the functions related to good semigroups are documented in Chapter 12 of the manual in that version (folder doc).
Good semigroups and their ideals
Let N be the set of nonnegative integers. As usual, ≤ stands for the usual partial ordering in N n : a ≤ b if a i ≤ b i for any i ∈ {1, . . . , n}. Given a, b ∈ N n , the infimum of the set {a, b} (with respect to ≤) will be denoted by a ∧ b. Hence a ∧ b = (min (a 1 , b 1 ) , . . . , min(a n , b n )).
Let S be a submonoid of (N n , +). We say that S is a good semigroup if
if a, b ∈ S and a i = b i for some i ∈ {1, . . . , n}, then there exists c ∈ S such that c i > a i = b i , c j ≥ min{a j , b j } for j ∈ {1, . . . , n} \ {i} and c j = min{a j , b j } if a j = b j , (G3) there exists C ∈ S such that C + N n ⊆ S.
In light of [1, Proposition 2.1], value semigroups of analitically unramified residually rational one dimensional semilocal rings are good semigroups.
Condition (G1) is denoted as Property A in [14] , while (G2) corresponds to Property B in that paper.
A relative ideal of a good semigroup S is a subset ∅ = E ⊆ Z n such that E + S ⊆ E and a + E ⊆ S for some a ∈ S. If E satisfies (G1) and (G2), then we say that E is a good relative ideal of S (condition (G3) follows from the definition of good relative ideal).
Notice that from condition (G1), if C 1 and C 2 fulfill (G3), then so does C 1 ∧ C 2 . So there exists a minimum C ∈ N n for which condition (G3) holds. Therefore we will say that
is the conductor of E. We denote γ(E) := C(E) − 1 and we abbreviate C := C(S) and γ := γ(S), when there is no possible confusion. For every good relative ideal E of a good semigroup S we define the set of small elements as Small(E) = {a ∈ E | a ≤ C(E)}. In particular, if E = S, we have
Notice that C(E) ∈ Small(E) for all E.
For planar curves with two branches f = f 1 f 2 , if v is the intersection multiplicity of f 1 and f 2 , then (v + c 1 , v + c 2 ) is the conductor of the value semigroup of the curve, where c i is the conductor of the value semigroup of f i , i ∈ {1, 2} (see for instance [18, Théorème 1.
2.6]).
There are several ways in the literature to obtain good semigroups, and each of them has its own membership procedures, and methods for computing their conductors. We see some of them in the two branches case in the following example. Example 1. a) If we have a numerical semigroup S and a relative ideal E of S with E ⊆ S, then the semigroup duplication S ⊲⊳ E is a good semigroup defined as:
where D = {(s, s) | s ∈ S} (see [9] [ 2, 2 ] , [ 3, 3 ] , [ 4, 4 ] , [ 5, 5 ] , [ 6, 6 ] , [ 6, 7 ] , [ 6, 8 ] , [ 7, 6 ] , [ 7, 7 ] , [ 8, 6 ] , [ 8, 8 ] ] b) For S and T numerical semigroups, g : S → T a monoid morphism (and thus multiplication by an integer) and E a relative ideal of T with E ⊆ T , then S ⊲⊳ g E is also a good semigroup (here D = {(s, ks) | s ∈ S}):
called the amalgamation of S with T along E with respect to g, [9] .
gap> t:=NumericalSemigroup(3,4);; gap> e:=3+t; gap> a:=Amalgamation(s,e,2); <Good semigroup> gap> SmallElements(a); [ [ 0, 0 ] , [ 2, 3 ] , [ 2, 4 ] , [ 3, 3 ] , [ 3, 6 ] , [ 3, 7 ] , [ 3, 8 ] , [ 3, 9 ] , [ 4, 3 ] , [ 4, 6 ] , [ 4, 7 ] , [ 4, 8 ] , [ 5, 3 ] , [ 5, 6 ] , [ 5, 7 ] , [ 5, 9 ] ]
These examples are illustrated in Figure 1 . 
Here the set of maximal elements mentioned in [14] is (6, 3) , (8, 4) , (10, 5) , (12, 6) , (14, 7) , (16, 8) , (18, 9) , (20, 10) [4, 2] , [6, 3] , [8, 4] , [10, 5] , [12, 6] , [14, 7] , > [16, 8] , [18, 9] , [20, 10] From now on, we assume S ⊆ N n to be a good semigroup and we denote I = {1, . . . , n}. Then
is the "semihyperplane" in the nonnegative quadrant represented by the coordinates in J. In particular, when J = {j}, H J is the j-th semiaxis. To make notations easier, when we make examples in the two branches case we call OX = H {1} and OY = H {2} . We also define, for every good relative ideal E of S and for every J ⊆ I, the J-border of Small(E) as
and the border of Small(E) as
Let E a relative ideal of S, a ∈ Z n and J ⊂ I. Then we have the following technical definitions:
Notice that H J plays the dual role of∆ J , meaning that
The following Lemma has already been proved, in a slightly different way, in [15, Lemma 4.1.11]. We include it here for sake of completeness. Lemma 1. Let E be a good relative ideal and a ∈ E. If a ∈ ∂ J (E) for some J ⊆ I, then
Proof. Let c ∈ (a + H J ). Then, by the definition of H J and ∂ J (E):
Let now b ∈ Z n be such that
Then b ≥ C(E), which implies b ∈ E. Now applying property (G2) to a and b we obtain, for any j ∈ J, an element a ′ ∈ E with a ′ ≥ a + e j , where e i = (0, . . . , 1 i , . . . , 0). Therefore, repeating the process substituting a with a ′ and taking again a b with the above properties, we obtain an element a such that
For n big enough, we can suppose a ≥ c.
Pick now d ∈ Z n such that
In particular, d ≥ C(E), and hence d ∈ E. Thus, c = d ∧ a ∈ E since E satisfies (G1).
Once we know C(E) and Small(E) we can easily check membership to E.
Proposition 2. Let a ∈ N n . Then a ∈ E if and only if a ∧ C(E) ∈ Small(E).
Proof. If a ≥ C(E), then clearly a ∈ E, by definition of conductor. On the other hand, if a ≤ C(E) then a = a ∧ C(E) ∈ Small(E) implies a ∈ E. If none of the two is the case, then let b = a ∧ C(E). Then b ∈ ∂ J (E) for some J ⊆ I and a ∈ (b + H J ). By Lemma 1, this gives a ∈ E.
From the last result it easily follows the essentially well-known fact that a good semigroup is fully determined by its small elements. In the same way, fixed a semigroup S, its good relative ideals are fully determined by their small elements.
Corollary 4. Let S be a good semigroup. Let E and E ′ be two good relative ideals of S with C(E) = C(E ′ ). Then E = E ′ if and only if Small(E) = Small(E ′ ).
Summarizing, for a good relative ideal E of S we get:
and the same of course holds for the semigroup S. Notice that this notation is redundant, since if J ′ ⊆ J ⊆ I and a ∈ ∂ J (E), then a ∈ ∂ J ′ (E).
Good generating systems for semigroups
We now concentrate on good semigroups. We will analyse good relative ideals in the next section. First of all, observe that intersection of good semigroups might fail to be good, as the following example shows.
Example 2. Let S and T be two good semigroups with conductor C = (5, 5) and with Small(S) = {(0, 0), (3, 3) , (3, 4) , (4, 3)} and Small(T ) = {(0, 0), (3, 3) , (3, 5) , (4, 3)}. Then S ∩T is not a good semigroup since condition (G2) does not hold.
This has bad consequences: for a subset G of N n we cannot think about the intersection of all good semigroups containing G as the good semigroup generated by G. Hence we have to look for a convenient alternative.
Good semigroups are submonoids of N n , and so they have a unique minimal generating system: if S is a submonoid of N n , then its minimal generating system is S * \ (S * + S * ), with S * = S \ {(0, 0)} (see, for instance, [16] ). Unfortunately, good semigroups are not in general affine semigroups, that is, they are not finitely generated as monoids. For instance for S = 2, 3 ⊲⊳ (6 + 2, 3 ) in Example 1, we need (8, 6) + OX to be in the minimal generating set of S.
We know that a good semigroup S is fully determined by Small(S), which is a finite set. Among the elements of Small(S), some might be linear combinations or infima of others, and so in many cases we could choose a smallest subset of Small(S) that still describes uniquely S. To this end, for G ⊆ N n , define [G] to be the smallest submonoid of N n containing G that is closed under addition and infima.
For a subset A of a monoid M , we denote by
the submonoid of M generated by A.
Proof. Observe that + distributes with respect to ∧, that is, for a, b, c ∈ N n ,
The proof now follows from (1) and the fact that intersections of submonoids of (N n , +) closed under infima are again submonoids of (N n , +) closed under infima.
Notice that for every set A = {a 1 , . . . , a m } ⊂ N n the infimum of A, i.e. a 1 ∧ · · · ∧ a m , is the infima of at most n elements of A. Thus, we get the following consequence.
As we mentioned above, we are mostly interested in when [G] covers completely Small(S) for some G ⊆ S.
If C is the conductor of S, we have Small(S) = C∧S by definition of Small(S). We therefore say that G is a good generating system for S if
We will say that G is minimal if no proper subset of G is a good generating system of S.
Observe
, thus we will always assume that good systems of generators are contained in B(C).
Clearly [Small(S)] C = Small(S), so that Small(S) is always a good generating system. However, it doesn't need to be minimal. We would like, when possible, to remove redundant elements of Small(S). The following trivial result is the first natural filter.
Lemma 7. Let S be a good semigroup. Let G be a good generating system for S and let
Given a good system of generators, it is helpful to have a procedure to determine if an element is in the semigroup. We describe a method in the following two lemmas.
By Corollary 6 we know that a ∈ [G] if and only if it is the minimum of n elements of G , {b (i) } i∈I , and since we are assuming a ∈ G we have a = b (i) for all i ∈ I. Since a is the minimum of the elements b, we have a j ≤ b (i) j for all j ∈ I. Moreover, for any j ∈ I there exists an i j ∈ I such that a j = b
j . This means that for each i ∈ I there is an index i j with b (i j ) belonging to∆ i (a). In particular, for any i ∈ I,
. Hence assume that a ∈ G , and let for each i ∈ I,
We can be more precise if we substitute [G] 
From the assumptions we have a j = a ′ j for j ∈ J and a i < a ′ i for i ∈ I \ J. Therefore a ′ has the following properties: a ′ j ≥ a j for j ∈ J and
We can potentially remove more elements. We will first focus on the local case.
3.1. Local case. A good semigroup S is said to be local if the only element of S in the axes is 0. Hence good systems of generators will not have elements in the axes.
It can be shown that every good semigroup is a direct product of good local semigroups [1, Theorem 2.5]. When considering the two branches setting, unless S is the direct product of two numerical semigroups, then S is local.
We devote this section to characterizing good minimal generating systems for local good semigroups.
Lemma 10. Let S be a good local semigroup. Let G be a good generating system for S and a ∈ G \ ∂(S). If there exists b ∈∆(a) ∩ G \ {a} , then G \ {a} is a good generating system for S.
So let us suppose a = b. Since b ∈∆(a), there exists an i ∈ I such that b i = a i . Then, applying (G2), one can find a c ∈ S \ {a, b} such that a = b ∧ c. Eventually substituting c with c ∧ C we can assume c ∈ Small(S) = [G] C . Since a ∈ ∂(S) after this substitution we still have c = a = b.
By Corollary 6, we can write
for some {c (i) } i∈I ⊂ G . As c = a and a < c ≤ c (i) , we also have a = c (i) for any i ∈ I. Let J ⊆ I be the maximal set of indices such that c ∈∆ J (a) (which implies b ∈∆ I\J (a)).
Then for every j ∈ J there exists an i j ∈ I such that c
Since c (i j ) ∈ G , for any j ∈ J we can write
where {d
and c
As S is local, this implies d
In particular, if two elements in a minimal good system of generators share a coordinate, then they must be in the border corresponding to that coordinate.
Let a ∈ N n . We say that a is positive if a is not in the axes.
Remark 11. Let S be a good semigroup with conductor C. Observe that if a good generating system G contains a positive element a, then there is a positive integer k such that C ≤ ka.
We can then assume that, unless G = {C}, the conductor is never in a good generating system.
We can still sharpen a bit more the characterization of minimal good generating systems, and use just affine spanning without infima.
Theorem 12. Let S be a good local semigroup and let G be a good generating system for S. For a ∈ G, let J a be the set of indices maximal with the property a ∈ ∂ Ja (S). Then G is a minimal good generating system if and only if for all a ∈ G,
and there exists an i ∈ I \ J a such that
Proof. In order to simplify notation, if there is no possible misunderstanding with a, let us write J instead of J a . Necessity. Assume that G is a minimal good generating system for S and let a ∈ G. If J = ∅, that is, a ∈ G \ ∂(S), then the proof follows by Lemma 10. Now assume that J is not empty. Suppose to the contrary that for all i ∈ I \ J there exists an
Since S is local, a is a positive element in N n . By Remark 11, it follows a = C. Let J be the set of indices maximal with the property a ∈ ∂ J (S). Then a k < C k for any k ∈ I \ J, and since a = C, we have J = I. Hence for any k ∈ I \ J there is an i k with a
Minimal good generating systems for good local semigroups are unique.
Theorem 13. Let S be a good local semigroup. Then S has a unique minimal good generating system.
Proof. Let A and B be two minimal good generating systems for S, C the conductor of S and let b be minimal in (A ∪ B) \ (A ∩ B). Without loss of generality, we can assume b ∈ B.
Let us prove that b ∈ C ∧ A . Assume that b = C ∧ l a (l) with a (l) ∈ A. As b ∈ A, the sum has more than one term. Otherwise, b = C ∧ a (1) = a (1) ∈ A which is a contradiction. In particular, a (l) = b for all l. As a (l) ≤ l a (l) and a (l) ≤ C, we have a (l) ≤ C ∧ l a (l) = b. Together with the considerations above, this gives a (l) < b for all l. But then a (l) ∈ B by minimality of b and thus b ∈ [B \ {b}] C , which contradicts the minimality of B. Thus
Let now J ⊂ I be maximal such that b ∈ ∂ J (S) (J can also be empty). As b ∈ B ⊆ [A] C , by Lemma 9 there exist
for all i ∈ I \ J. Since y
So by (3) we can write
By Theorem 12, this implies that there exists (at least) a i ∈ I \ J such that
But S is local, and this forces
This is a contradiction. So the claim is proved.
Following [14] , we call an element a ∈ Small(S) a maximal element for S if ∆ S (a) = ∅. As a consequence of Theorem 12, an element that is both in a minimal good generating system of S and in Small(S) \ ∂(S) is a maximal element.
Remark 14. Let us consider the two branches case. In [14, Theorem 6] it is proved that, for a value semigroup of a plane singularity with two branches, the maximal elements determine the semigroup, once you know the two projections. More precisely, denote by S i , i ∈ {1, 2}, the projections of the good semigroup S in the x and y axes, respectively. Let T = {(x, y) | x ∈ S 1 , y ∈ S 2 , (x, y) / ∈ ∆(a) \ {a}, for all a maximal}. By definition of maximal element, it follows that S ⊆ T . Now take any element (x, y) ∈ T . After a case by case checking, that depends on the fact that both x and y can be the components either of a maximal point or of a element in the border of S, it is straightforward to see that either (x, y) is a maximal point or it can be obtained as an infimum of elements in S. Hence (x, y) ∈ S.
However, even if in the minimal generating set of S there are elements in the border, we are requesting a smaller set of data with respect to [14, Theorem 6], since to reconstruct S from the maximal elements one also needs to know the two projections.
Notice also that if we start from a minimal system of generators, to reconstruct the semigroup we need to know the conductor or, at least, that the conductor has to be smaller than or equal to a given element of N n (see the next example and Remark 15). (8, 4) , (10, 5) , (12, 6) , (14, 7) , (16, 8) , (18, 9) , (20, 10) , (24, 12), (22, 11), (28, 14)}, while a minimal good generating system is {(4, 2), (6, 3), (13, 15) , (26, 15), (29, 13)}.
Moreover, in order to describe S by the maximal elements, we also need the value semigroups of K[[x, y]]/(y 4 − 2x 3 y 2 − 4x 5 y + x 6 − x 7 ) and K[[x, y]]/(y 2 − x 3 ), that is, 4, 6, 13 and 2, 3 , respectively; on the other hand, to describe S by the minimal generating system we need to know the the conductor (29, 15).
Maximal elements of good semigroups may not behave as in value semigroups of planar curves with two branches, as the following example shows. This can be used to produce good semigroups that are not value semigroups of curves.
Example 4. It is well known (see for instance [14] ) that there is a symmetry in the set of maximal elements of the value semigroup of a planar curve with two branches. This symmetry is expressed in the following: if C is the conductor of the value semigroup, and a is a maximal element, then so is C − (1, 1) − a. This is not the case in general for any good semigroup. For this good semigroup, the set of maximal elements can be computed as follows.
gap> G:=[ [4, 3] , [7, 13] , [11, 17] , [14, 27] , [15, 27] , [16, 20] [ 4, 3 ] , [ 7, 13 ] , [ 8, 6 ] , [ 11, 17 ] , [ 12, 9 ] , [ 16, 20 ] , [ 20, 23 ] Again, [G] C cannot be the set of small elements of a good semigroup, since (G2) would not be fulfilled.
Unfortunately, even if G agrees with the conditions of Theorem 12, the resulting monoid might not be good. Remark 15. It may also happen that we start with G and C, and [G] C contains C − e i for some i. As a consequence of Lemma 1 the conductor would not be C. In our implementation we allow this to happen, and we redefine C.
For semigroup duplications and amalgamations we can infer what is the minimal good generating system. Remark 16. Let S be a numerical semigroup minimally generated by G, and E ⊆ S be an ideal generated by A. Let C(E) be the conductor of E. Recall that the semigroup duplication S ⊲⊳ E is a good semigroup. From the definition, it follows that C(S ⊲⊳ E) = (C(E), C(E)). It is easy to prove that the set
is a minimal good system of generators for S ⊲⊳ E.
Also, for T a numerical semigroups, g : S → T a monoid morphism (and thus multiplication by an integer) and E an ideal of T , we know that S ⊲⊳ g E is also a good semigroup. Its conductor is (C(g −1 (E)), C(E)) with C(g −1 (E)) and C(E) the conductors of g −1 (E) and E, respectively. Again an easy check shows that the set
is a good minimal system of generators for S ⊲⊳ g E, with H a minimal generating system of E and B a minimal generating system of g −1 (E).
3.2. Nonlocal case. We already mentioned that every good semigroup is a direct product of good local semigroups (see [1, Theorem 2.5] ). In this case, the minimal good generating systems are not unique, as we can see in the following example. In general, if S = i S i is a non local semigroup (with S i local), it could be a natural choice to take as generating system the product i A i , where A i is a minimal good generating system for S i . This is not a minimal good generating system but it is unique and reflects the fact that the semigroup is the Cartesian product of the projections. This choice is motivated also from the fact that the main properties of i S i , like symmetry, can be read in terms of the same properties for S i (see [1] ).
Relative good ideals
We now consider relative ideals of a good semigroup S. We note that from (G1), E has a minimal element m(E). Being E a relative ideal, we have m(E) + (C(S) + N n ) ⊆ E. Hence, as we mentioned in Section 2, we do not need explicitly (G3) in the definition of good relative ideal, and relative ideals have a conductor. We denote the conductor of E by C(E).
For H a subset of N n , denote by H + S the ideal of S generated by H. By Corollary 4, a good relative ideal is fully determined by its small elements. Among the elements of Small(E), some might be of the form e + s with s ∈ S \ {(0, 0)} or infima of others, and so in many cases we could choose a smallest subset of Small(E) that still describes uniquely E. To this end, for H ⊆ N n , define [H] to be the smallest relative ideal of S containing H that is closed under infima.
Notice that with this definition we only consider relative ideals contained in N n . However this is not restrictive, since by definition of relative ideal there is always an a such that a + [H] ⊂ S ⊆ N n . Moreover, if we consider S to be local, we can also assume that the relative ideals so generated do not have any element on the axes.
Since intersections of ideals of S closed under infima are again ideals of S closed under infima, we get for relative ideals a result similar to Corollary 6. Proposition 17. Let H be a subset of N n . Then
We are mostly interested in when [H] covers completely Small(E) for some H ⊆ N n . So we define [H] C(E) = C(E) ∧ [H]. We say that H is a good generating system for E if
[H] C(E) = Small(E).
We say that H is minimal if no proper subset of H is a good generating system of E.
, thus we will always assume that good systems of generators are contained in Small(E). Clearly [Small(E)] C(E) = Small(E), so that Small(E) is always a good generating system. However, it doesn't need to be minimal. We would like, when possible, to remove redundant elements of Small(E).
Let us assume S is local. By conditions (G1) and (G2), using similar arguments as in Section 3, we get the following results. The following lemma differs slightly from Lemma 10, and for this reason we include a proof.
Lemma 19. Let S be a good local semigroup and E a good relative ideal. Let H be a good generating system for E and a ∈ H \ ∂(E). If there exists b ∈∆(a) ∩ ((H \ {a}) + S), then H \ {a} is a good generating system for E.
Proof. Since a ∈ ∂(E) we have a < C(E). If a = b < C(E), then we are done, since then clearly a ∈ [H \ {a} + S] C(E) . So let us suppose a = b. By assumption we have H ⊆ Small(E) and [H] C(E) = Small(E). Since b ∈∆(a), there exists an i ∈ I such that b i = a i . Then, applying (G2), one can find a d ∈ E \ {a, b} such that
. Since a ∈ ∂(E), after this substitution we still have d = a = b. By Proposition 17, we can write
As d = a and a < d ≤ d (i) , we also have a = d (i) for any i ∈ I. Let J ⊆ I be the maximal set of indices such that d ∈∆ J (a) (which implies b ∈∆ I\J (a)). For every j ∈ J there exists an
Since d (i j ) ∈ (H + S), for any j ∈ J we can write
where g (i j ) ∈ H and s (i j ) ∈ S for any j ∈ J. This yields
This implies one of the following three possibilities: either s
= a j and g (i j ) belongs to the axes, which is not possible since we assume E ⊆ S and S local; or g
The following is the analogous of Theorem 12. We omit the proof since it is completely analogous to the one done for the semigroup.
Theorem 20. Let S be a good local semigroup, E a good semigroup of S and H a good positive generating system for E. For a ∈ H, let J a be the set of indices maximal with the property a ∈ ∂ Ja (E) (J a can be empty). Then H is a minimal good generating system if and only if
As for the good local semigroup case, we have that minimal good generating systems are unique. The proof is similar to the one of Theorem 13, so we do not include it.
Theorem 21. Let S be a good local semigroup and E a good semigroup ideal. Then E has a unique minimal good generating system.
The canonical ideal.
There is a distinguished good relative ideal that plays an important role in many properties of good semigroups: the canonical ideal. Before giving its definition we recall the notion of symmetry for good semigroups.
Let C be the conductor of S and let γ = C − 1, as defined in Section 2.
In [11] , a semigroup S is said to be symmetric if s ∈ S if and only if ∆ S (γ − s) = ∅.
The subset K = K(S) = {a ∈ Z n | ∆ S (γ − a) = ∅} is a relative ideal (see [1, Proposition 2.14]) and it is called the canonical ideal of S. A more general definition has been recently given in [15] . Hence S is symmetric if and only if K = S. In [8] it is proved that K satisfies (G1) and (G2), hence it is a good relative ideal of S.
Lemma 22. Let S be a local good semigroup. Then
Proof. Let a ∈ Z n . Assume that a i < 0. Then (γ − a) i ≥ C i , which means that ∆ S (γ − a) is not empty. Hence a ∈ K. Hence K ⊆ N n . Now take a ≥ C. Then γ − a < 0, and thus ∆ S (γ − a) = ∅. This proves that C + N n ⊆ K. Consider now γ + e i , where e i is the i-th element of the canonical base of N n . We have that 0 ∈ ∆ S (γ − (γ + e i )) = ∆ S (−e i ) for all i ∈ I. And so γ + e i ∈ K for all i ∈ I. This implies that C = C(K).
Hence a possible way to compute K is to determine which elements a such that 0 ≤ a ≤ C satisfy the condition ∆ S (γ − a) = ∅.
In order to compute more efficiently K, it would be important to find a generating system for it.
In the following we give a good generating system in the two dimensional case, while the general case remains open. So from now till the end on the section it will be I = {1, 2}.
We define S i := π i (S) for i ∈ I where π i is the natural projection.
Lemma 23. An element b, with b i = C i for some i ∈ I, is in K if and only if γ j − b j / ∈ S j , where {j} = I \ {i}.
Proof. It is not restrictive to assume i = 2. By definition of K we have that b ∈ K if and only
As we already said, an element b is maximal in K when ∆ K (b) = ∅. In the two dimensional case, the notion of maximality is very natural. In fact, it comes from the fact that b will be maximal in both its vertical fiber (the elements in K having the same second coordinate as b) and its horizontal fiber. Note that from the definition of good relative ideal, being maximal in the vertical fiber is equivalent to being maximal in the horizontal fiber. The next lemma it is proved in [2] , but for the convenience of the reader we give a proof also here.
, which is absurd. Hence for every y ∈ S such that y = (γ 1 − b 1 , y 2 ) for some y 2 ∈ N, we have that y 2 < γ 2 − b 2 and ∆ S (y) = ∅. If we choose y 2 to be maximum, then ∆ S (y) = ∅ implies that there exists y ′ = (y ′ 1 , y ′ 2 ) ∈ S such that y ′ 1 > y 1 and y ′ 2 = y 2 . But then condition (G2) forces the existence of y ′′ = (y ′′ 1 , y ′′ 2 ) ∈ S with y ′′ 1 = y 1 = γ 1 − b 1 and y ′′ 2 > y 2 . But this contradicts the maximality of y 2 . This shows that γ − b ∈ S.
Let now suppose that γ − b ∈ S and ∆ S (γ − b) = ∅. The second condition implies, by definition, that b ∈ K. If it is not maximal, there exist either (b 1 , y 2 ) ∈ K, with y 2 > b 2 , or (
Remark 25. Observe that Lemma 24 does not generalize to the n dimensional case. Now we are ready to give a tentative good generating system for the canonical ideal.
Proposition 26. A good generating system of generators for K is given by the following elements:
•
Proof. The proof follows immediately by the previous three lemmas.
In general the good generating system of Proposition 26 is not minimal.
Example 9. Let us calculate the canonical ideal of S ⊲⊳ E, with S = 3, 5 and E = 0 + S, which in this case is the canonical ideal of the numerical semigroup S. In this case, Proposition 26 yields the following: [ 3, 11 ] , [ 5, 5 ] , [ 6, 11 ] , [ 8, 11 ] , [ 9, 11 ] , [ 10, 10 ] , [ 11, 3 ] , [ 11, 6 ] , [ 11, 8 ] , [ 11, 9 ] ] And in this case {(0, 0)} is a generating system for the canonical ideal of S.
Arf good semigroups
Let S ⊆ N n be a semigroup and E be a relative ideal of S, with e = m(E). Then E is called stable if E + E = e+ E. It is well known that the stability of E is equivalent to E − E = E − e. The semigroup S is Arf if for all a ∈ S, S(a) is stable, where
We notice that the inclusion S(a) − S(a) ⊆ S(a) − a is always true, since if z ∈ S(a) − S(a), z + b ∈ S(a) for all b ∈ S(a) and, in particular, z + a ∈ S(a).
In the numerical semigroup case, there are many alternative definitions and characterizations (see for instance [5] ). We show next that the following characterization still holds for subsemigroups of N n .
Lemma 27. A subsemigroup S of N n has the Arf property if and only if for all a, b, c ∈ S, with b ≥ a and c ≥ a, we have b + c − a ∈ S.
Proof. Necessity. Assume that a, b, c ∈ S with b ≥ a and c ≥ a. As b − a ∈ S(a) − a and, by hypothesis, S(a) − a = S(a) − S(a), we have that (b − a) + S(a) ⊆ S(a). Since c ∈ S(a),
Sufficiency. We know that S(a) − S(a) ⊆ S(a) − a. For the other inclusion, assume now that z ∈ S(a) − a and we must show that z ∈ S(a) − S(a). As z ∈ S(a) − a, we have that z = b − a for some b ∈ S(a). Take c ∈ S(a). Then z + c = b + c − a, which is in S(a) by hypothesis (it is in S and b + c − a = b + (c − a) ≥ a). Hence z + S(a) ⊆ S(a) and thus z ∈ S(a) − S(a).
One could ask if it true that, in order to verify if a good semigroup has the Arf property it suffices to check the above condition in the set of small elements of the good semigroup. We can only prove it for the case n = 2. 
, and a ′ , b ′ , c ′ ∈ Small(S). By hypothesis b ′ + c ′ − a ′ ∈ S, and this leads to b + c − a ∈ S.
The case b 2 < C 2 and b 2 ≥ C 1 is similar.
Remark 29. In [1, Lemma 3.20] , it is proved that, for a good semigroup S, the ideal S(a) is stable for every a ≤ C(S) if and only if S has the Arf property. So, if one wants to check the Arf property for a good semigroup S, it is more convenient to work with ideals rather than elements.
We would like to define the Arf closure of a good semigroup S as the smallest Arf good semigroup containing S; to do this we need to prove that the intersection of good Arf semigroups containing S is a good Arf semigroup.
Lemma 30. E is stable if and only if E − e is a semigroup. In particular, E is a stable good ideal if and only if E − e is a good semigroup.
Proof. If E is stable, then E − e = E − E is a semigroup.
As for the converse, let E − e be a semigroup and let us prove that E + E ⊆ e + E (the other inclusion is trivial). Let b, c ∈ E. By hypothesis (b − e) + (c − e) = d − e for some d ∈ E.
The second statement is straightforward.
Proposition 31. Let S be a good semigroup. The intersection of good Arf semigroups containing S is a good Arf semigroup.
Proof. Let us prove that the intersection of two good Arf semigroups containing S, say T and U , is a good Arf semigroup. This is enough as the number of semigroups in N n containing S is finite. It is straightforward to check that the intersection of two Arf semigroups (not necessarily good) is an Arf semigroup. Hence we need to check that the intersection of two Arf good semigroup T and U is good.
Conditions (G1) and (G3) trivially hold for T ∩ U . So we need only to check condition (G2). Let a ∈ T ∩ U . Being T ∩ U an Arf semigroup as said above, we have that (T ∩ U )(a) is stable by definition. Therefore, by Lemma 30, being a = m(T ∩ U (a)), we get (T ∩ U )(a) − a is a good semigroup. In particular, condition (G2) holds for (T ∩ U )(a) − a. This implies that it also holds in (T ∩ U )(a), and we are done.
Corollary 32. Let S be a good semigroup. Then there exists an Arf good semigroup T containing S, such that for every Arf good semigroup U containing S, the inclusion T ⊆ U holds.
We call the semigroup T in the previous corollary the Arf closure of S.
Remark 33. Let S i , i ∈ I be the projections on the i − th axes of S. Let T i be the Arf closure of S i for all i ∈ I. Then i T i is an Arf good semigroup containing S. Hence the Arf closure T of S is contained in i T i .
Lemma 34. Let U be any Arf good semigroup such that S ⊆ U ⊆ i T i . Then π i (U ) = T i for all i ∈ I.
Proof. As U ⊆ i T i , we have that π i (U ) ⊆ T i . So we only need to prove that T i ⊆ π i (U ). As S ⊆ U , we have S i ⊆ π i (U ). Thus if we show that π i (U ) is an Arf semigroup, then T i ⊆ π i (U ), and we are done.
Let i ∈ I. In the two dimensional case it is easy to use the previous lemma in order to give an algorithm to compute the Arf closure. We explain in detail such an algorithm in the rest of the section. In the general case the problem is more involved. In [20] it is given a procedure to find all the Arf semigroups with a given multiplicity tree and, consequently, the Arf closure of a given semigroup.
In the two dimensional case we only have two projections from Lemma 34, and we call them T 1 and T 2 .
Both T 1 and T 2 have a multiplicity sequence, say {e i } i≥0 for T 1 and {f i } i≥0 for T 2 , respectively, which characterize them. With these multiplicity sequences it is possible to construct the set of all good Arf semigroups with T 1 and T 2 as their projections (see [3] ). In our case, S ⊆ N 2 , the set of good Arf semigroups with T 1 and T 2 as projections is totally ordered by inclusion (see Lemma 5.1, [3] ), following the ordering established by the multiplicity trees (see Figure 2) .
By definition of Arf closure and by Lemma 34, the Arf closure T of S is the smallest of such semigroups containing S and it is obtained as finite sums of the multiplicity vectors taken in a subtree rooted in (e 0 , f 0 ).
If • Calculate S i = π i (S) for i ∈ {1, 2}.
• Calculate the Arf closure T i for i ∈ {1, 2} (as explained for instance in [17] ).
• Compute T (2) .
• If S ⊆ T (2) , then T = T (1) . If S ⊆ T (2) , then calculate T (3) .
• Repeat this process until S ⊆ T (i) and S ⊆ T (i+1) . Then T = T (i) .
Example 10. Let S be the good semigroup [(4, 3) , (3, 4) ] (6, 7) . We have on the left a picture of it and on the right a picture of its Arf closure. It is clear that performing successively the operations b+c−a with b ≥ a, c ≥ a, we obtain a chain of subsemigroups of N 2 (not necessarily good) contained in the Arf closure of S. We also know this procedure has to end after a finite number of steps. So we get an Arf semigroup U (not necessarily good) containing S and contained in its Arf closure T . The following example shows that, unlike in the numerical semigroup case, these semigroups might not agree.
Example 11. Let S be the good semigroup with Small(S) = {(0, 0), (3, 3) , (4, 4) , (5, 4) , (4, 6) , (6, 6 )} (and thus conductor equal to (6, 6) Question 35. Notice that in Example 11, if we close U under infima, then the resulting monoid completely covers T . So the natural question is that if this procedure always guarantees that the output will be the (good) Arf closure of the initial good semigroup. Notice that computationally speaking, it is easier to perform the operations with the multiplicity trees rather than doing the saturation under a + b − c and then taking infima.
