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Abstract
A generalization of Mallat’s classic multiresolution analysis (MRA), based on the theory of spectral
pairs, was considered in two papers by Gabardo and Nashed. In this nonstandard setting, the translation
set is no longer a subgroup or a translate of a subgroup of R, but is a spectrum associated with a one-
dimensional spectral pair. In this paper, we continue the study based on this nonstandard setting and give
the characterization for nonuniform wavelets associated with a nonuniform MRA. These characterizations
are consistent with both the known necessary and sufficient conditions for the existence of nonuniform
MRA wavelets and the known characterization for standard dyadic wavelets associated with an MRA.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In the two papers [7,8], a generalization of Mallat’s theory [19] (see also [20]) of multireso-
lution analysis (MRA) was considered. In this different setting, the translation set acting on the
scaling function associated with the MRA to generate the subspace V0 is no longer a group (or a
translate of a group), but is the union of Z and a translate of Z. Such constructions were called
Non-Uniform Multiresolution Analyses (NUMRA). In this theory, the translation set Λ is chosen
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i.e. the collection {|A|−1/2 e2πix·λ χA(x)}λ∈Λ forms an orthonormal basis for L2(A). (We denote
by |A| and χA(ξ), respectively, the Lebesgue measure and the characteristic function of A.)
The notion of spectral pairs was introduced by Fuglede in [6] (see also [13–18,21–23,26]). The
following result characterizes spectral pairs in terms of the Fourier transform which is defined by
fˆ (ξ) =
∫
R
e−2πiξ ·x f (x) dx, for f ∈ L1(R)∩L2(R). (1.1)
Theorem 1.1. [7] Let A ⊂ R be measurable and assume that 0 < |A| < ∞. Let Λ ⊂ R be a
discrete set. Then, (A,Λ) is a spectral pair if and only if∑
λ∈Λ
∣∣χˆA(ξ − λ)∣∣2 = |A|2, ∀ξ ∈ R. (1.2)
The following result characterizes certain one-dimensional classes of spectral pairs through a
tiling condition.
Theorem 1.2. [7] Let Λ = {0, a} + 2Z, where 0 < a < 2 and let A be a measurable subset of R
with 0 < |A| < ∞. Then (A,Λ) is a spectral pair if and only if there exist an integer N  1 and
an odd integer r , with 1 r  2N − 1, such that r and N are relatively prime, a = r/N , and
N−1∑
j=0
δj/2 ∗
∑
n∈Z
δnN ∗ χA = 1, (1.3)
where ∗ denotes the usual convolution product of Schwartz distributions and δc is the Dirac
measure at c. In this case |A| = 1.
The collection of spectra that can be associated with spectral sets A satisfying the tiling condi-
tion (1.3) is actually larger, in general, than the ones given in the previous theorem. In particular,
we have the following result.
Corollary 1.3. [9] Let N  1 be an integer and A be a measurable subset of R with 0 < |A| < ∞.
Let r ∈ {1,3, . . . ,2N − 1} be any odd integer (not necessarily prime with N ), and let Λr,N =
{0, r/N} + 2Z. If the tiling equation (1.3) is true, then (A, Λr,N) is a spectral pair for each odd
r ∈ {1,3, . . . ,2N − 1} and |A| = 1.
Our main goal in this paper is to extend the results of [7,8] by characterizing when collections
of wavelets associated with the dilation and translations sets introduced in [7,8] can be associated
with a NUMRA (Theorem 3.9). This characterization also extends in a natural way the classical
characterization result for wavelets in the dyadic case for integer translations associated with
an MRA ([1]; see also [12, p. 355]) although the nonuniformity of the translation sets involved
introduces some additional terms and conditions (as well as technical difficulties) that are not
present in the classical situation.
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In this section, we define nonuniform wavelets related to the one-dimensional spectral pairs
constructed in Theorem 1.2 and Corollary 1.3 (which may not be associated with an NUMRA),
and state some related results which we obtained in [9] and will be needed later on in this paper.
Definition 2.1. Let N  1 be a positive integer and 1 r  2N − 1 be a fixed odd integer. Write
Λr,N = {0, r/N} + 2Z. A collection of functions Ψ = {ψk: k = 1, . . . ,K} ⊂ L2(R) is called a
set of wavelets (associated with the dilation factor 2N and the translation set Λr,N ) if the family
of functions {ψkj,λ: k = 1, . . . ,K, j ∈ Z, λ ∈ Λr,N } forms a complete orthonormal system for
L2(R), where ψkj,λ(x) = (2N)j/2ψk((2N)jx − λ).
We need the following two lemmas whose proofs can be found in [9].
Lemma 2.2. Let N  1 be a positive integer and r ∈ {1,3, . . . ,2N − 1} be an odd integer. Write
ΓN = {mN + j/2: m ∈ Z, j = 0,1, . . . ,N − 1} and Λr,N = {0, r/N} + 2Z. Let φ ∈ L2(R) with
‖φ‖L2 = 1. Then,
(i) for each fixed r , the collection {φ(x − λ)}λ∈Λr,N is an orthonormal system in L2(R) if and
only if∑
p∈Z
∣∣∣∣φˆ
(
ξ + p
2
)∣∣∣∣
2
= 2 for a.e. ξ ∈ R (2.1)
and ∑
p∈Z
e−iπ
r
N
p
∣∣∣∣φˆ
(
ξ + p
2
)∣∣∣∣
2
= 0 for a.e. ξ ∈ R; (2.2)
(ii) the collection {φ(x − λ)}λ∈Λr,N is an orthonormal system for every odd integer r ∈ {1,3,
. . . ,2N − 1} if and only if∑
γ∈ΓN
∣∣φˆ(ξ − γ )∣∣2 = 1 for a.e. ξ ∈ R. (2.3)
Lemma 2.3. Let N,r,Λr,N , and ΓN be the same as in Lemma 2.2, respectively. Let Ψ =
{ψk: k = 1, . . . ,K} ⊂ L2(R) with ‖ψk‖L2 = 1, for k = 1, . . . ,K . Define for k = 1, . . . ,K , l ∈ Z,
λ ∈Λr,N , ψkl,λ(x) = (2N)
l
2 ψk((2N)lx − λ). Then,
(i) for each fixed r , the collection {ψkl,λ: k = 1, . . . ,K, l ∈ Z, λ ∈ Λr,N } is an orthonormal
system in L2(R) if and only if
∑
p∈Z
ψˆk
(
(2N)l
(
ξ + p
2
))
ψˆh
(
ξ + p
2
)
= 2δkh δ0l , (2.4)
for a.e. ξ ∈ R, l  0, k,h = 1, . . . ,K , and
∑
p∈Z
eiπ
r
N
pψˆk
(
(2N)l
(
ξ + p
2
))
ψˆh
(
ξ + p
2
)
= 0 (2.5)
for a.e. ξ ∈ R, l  0, k,h = 1, . . . ,K ;
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integer r ∈ {1,3, . . . ,2N − 1} if and only if∑
γ∈ΓN
ψˆk
(
(2N)l(ξ − γ ))ψˆh(ξ − γ )= δkhδ0l (2.6)
for a.e. ξ ∈ R, l  0, k,h,= 1, . . . ,K ,
where δkh is the Kronecker delta.
The following theorem which characterizes nonuniform wavelets was stated in [9]. It is a spe-
cial case of the characterizations of orthonormal wavelets or normalized tight frames in several
setups in [2–5,11,24].
Theorem 2.4. Let 1 r  2N − 1 be a fixed odd integer and consider a collection of functions
Ψ = {ψk: k = 1, . . . ,K} ⊂ L2(R) with ‖ψk‖L2 = 1, k = 1, . . . ,K . Then, Ψ is a set of wavelets
associated with the dilation 2N and the translation set Λr,N as in Definition 2.1 if and only if,
for a.e. ξ ∈ R,
K∑
k=1
∑
l∈Z
∣∣ψˆk((2N)lξ)∣∣2 = 1, (2.7)
and
tq(ξ) := 2
K∑
k=1
∞∑
l=1
ψˆk
(
(2N)lξ
)
ψˆk
(
(2N)l
(
ξ + q
2
))
+ (1 + eiπq rN ) K∑
k=1
ψˆk(ξ) ψˆk
(
ξ + q
2
)
= 0, q ∈ Z \ 2NZ. (2.8)
Note that, when N = 1, Eq. (2.8) reduces to
K∑
k=1
∞∑
l=0
ψˆk
(
2lξ
)
ψˆk
(
2l (ξ + q))= 0, q ∈ Z \ 2Z,
and thus (2.7) and (2.8) give us the well-known necessary and sufficient conditions satisfied by a
wavelet system in that case ([10,25]; see also [12, p. 332]).
The following proposition proved in [9] describes the relation between Eq. (2.8) and the repro-
ducing formula (2.9) below. The implication (A) ⇒ (B) in the standard dyadic case was derived
in [1] (see also [12, pp. 356–358]). However, the direction (B) ⇒ (A) seems to be new even for
the standard case.
Proposition 2.5. Let N  1 be an integer and let r be an odd integer with 1 r  2N − 1. Let
Ψ = {ψk: k = 1, . . . ,K} set of measurable functions in L2(R) with ‖ψk‖L2 = 1, k = 1, . . . ,K ,
and suppose that Ψ satisfies (2.4) and (2.5) of Lemma 2.3(i). Then, for each k = 1, . . . ,K , and
each l  0, the series in the right-hand side of the equality (2.9) below converges absolutely for
a.e. ξ ∈ R. Furthermore, the following two statements are equivalent:
(A) Ψ satisfies (2.8) in Theorem 2.4.
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ψˆk
(
(2N)lξ
)= ∑
h=1,...,K
j1,p∈Z
ψˆk
(
(2N)l
(
ξ + p
2
))
ψˆh
(
(2N)j
(
ξ + p
2
))
ψˆh
(
(2N)j ξ
)
,
(2.9)
for a.e. ξ ∈ R.
3. Nonuniform multiresolution analyses
We now recall the notion of nonuniform multiresolution analysis.
Definition 3.1. [7] Given an integer N  1 and an odd integer r with 1  r  2N − 1 such
that r and N are relatively prime, an associated nonuniform multiresolution analysis (abbrevi-
ated NUMRA) is a collection {Vj }j∈Z of closed subspaces of L2(R) satisfying the following
properties:
(a) Vj ⊂ Vj+1, ∀j ∈ Z.
(b) ⋃j∈Z Vj is dense in L2(R).
(c) ⋂j∈Z Vj = {0}.
(d) f (x) ∈ Vj if and only f (2Nx) ∈ Vj+1.
(e) There exists a function φ ∈ V0, called the scaling function, such that the collection
{φ(x − λ)}λ∈Λr,N , where Λr,N = {0, r/N} + 2Z, is a complete orthonormal system for V0.
It is worth noticing that, when N = 1, one recovers from the definition above the standard
definition of a one-dimensional multiresolution analysis with dyadic dilation. When N > 1, the
dilation factor of 2N ensures that 2NΛr,N ⊂ 2Z ⊂ Λr,N . However, the existence of associated
wavelets with the dilation 2N and translation set Λr,N is no longer guaranteed as is the case in
the standard setting.
Theorem 3.2. [7] Let {Vj }j∈Z be a NUMRA where the subspace V0 is generated by the ortho-
normal collection {φ(x − λ): λ ∈Λr,N } and Λr,N = {0, r/N} + 2Z. Then, the equality∑
γ∈ΓN
∣∣φˆ(ξ − γ )∣∣2 = 1 for a.e. ξ ∈ R, (3.1)
where ΓN = {mN + j/2: m ∈ Z, j = 0,1, . . . ,N − 1}, is a necessary and sufficient condition
for the existence of associated wavelets ψ1, . . . ,ψ2N−1 in the sense of Definition 2.1.
Definition 3.3. Let N and r be as in Definition 3.1, and suppose that the collection Ψ =
{ψk: k = 1, . . . ,2N − 1} is a set of wavelets associated with the dilation 2N and the transla-
tion set Λr,N in the sense of Definition 2.1. For j ∈ Z, let Wj be the closure of the span of
{ψkj,λ: k = 1, . . . ,2N − 1, λ ∈ Λr,N } in L2(R). Since Ψ is a set of wavelets,
L2(R) =
⊕
Wj .j∈Z
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Vj =
j−1⊕
l=−∞
Wl, j ∈ Z.
The sequence of subspaces {Vj : j ∈ Z} satisfies properties (a)–(d) of the definition of NUMRA.
Thus {Vj : j ∈ Z} will generate a NUMRA if there exists a function φ ∈ L2(R) such that the
system {φ(· − λ): λ ∈ Λr,N } is a complete orthonormal system for V0. In this case, we say that
the set of wavelets in Ψ are associated with a NUMRA or, more simply, that Ψ consists of
NUMRA wavelets.
For any set of measurable functions Ψ = {ψ1, . . . ,ψK} ⊂ L2(R), we may define a measurable
function DΨ (called the dimension function when Ψ is a set of wavelets associated with the
dilation 2N and the translation set Λr,N ) by
DΨ (ξ)=
K∑
k=1
∞∑
l=1
∑
p∈Z
∣∣∣∣ψˆk
(
(2N)l
(
ξ + p
2
))∣∣∣∣
2
. (3.2)
Since
1/2∫
0
DΨ (ξ)dξ = (2N − 1)−1
K∑
k=1
∥∥ψˆk∥∥2
L2 ,
the 12 -periodic function DΨ (ξ) is finite for a.e. ξ ∈ R.
Let I = {1,2, . . . ,K}, N = {1,2,3, . . .}, and denote by J their Cartesian product I × N. We
consider the Hilbert space l2(J) and denote its norm by ‖ · ‖l2(J) and the corresponding inner
product by 〈·,·〉l2(J). We define, for a.e. ξ ∈ R and all p ∈ Z, the “row vectors” R(ξ,p) and
|R(ξ,p)| by
R(ξ,p) =
{
ψˆk
(
(2N)l
(
ξ + p
2
))}
(k,l)∈J
(3.3)
and ∣∣R(ξ,p)∣∣= {∣∣∣∣ψˆk
(
(2N)l
(
ξ + p
2
))∣∣∣∣
}
(k,l)∈J
. (3.4)
Clearly, the finiteness of DΨ (ξ) defined in (3.2) shows that the vectors R(ξ,p) and |R(ξ,p)|
belong to l2(J) for a.e. ξ ∈ R and all p ∈ Z.
We also consider another Hilbert space l2(Z). For k ∈ I, l ∈ N ∪ {0} and for a.e. ξ ∈ R, we
define the “column vectors” T k,l(ξ) and |T k,l(ξ)| by
T k,l(ξ) =
{
ψˆk
(
(2N)l
(
ξ + p
2
))}
p∈Z
(3.5)
and ∣∣T k,l(ξ)∣∣= {∣∣∣∣ψˆk
(
(2N)l
(
ξ + p
2
))∣∣∣∣
}
p∈Z
. (3.6)
Again, for a.e. ξ ∈ R, by the similar reason as previously and in addition the fact∫ 1/2
0 ‖T k,0(ξ)‖2l2(Z) dξ = ‖ψˆk‖2L2 < ∞, all vectors T k,l(ξ) and |T k,l(ξ)| belong to l2(Z) for
all k ∈ I and all l ∈ N ∪ {0}.
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1, . . . ,K} is a set of measurable functions in L2(R). Then, the equations
DΨ (ξ) =
∑
p∈Z
K∑
k=1
∞∑
l=1
∣∣∣∣ψˆk
(
(2N)l
(
ξ + p
2
))∣∣∣∣
2
= 2 for a.e. ξ ∈ R (3.7)
and
∑
p∈Z
e−iπ
r
N
p
K∑
k=1
∞∑
l=1
∣∣∣∣ψˆk
(
(2N)l
(
ξ + p
2
))∣∣∣∣
2
= 0 for a.e. ξ ∈ R (3.8)
for all odd integers r ∈ {1,3, . . . ,2N − 1} are together equivalent to
∑
γ∈ΓN
K∑
k=1
∞∑
l=1
∣∣ψˆk((2N)l(ξ − γ ))∣∣2 = 1 for a.e. ξ ∈ R. (3.9)
Moreover, when the condition (3.9) holds, there exist two integer-valued measurable functions,
p1(ξ) and p2(ξ), satisfying p1(ξ) − p2(ξ) ∈ (2Z + 1)N , and ‖R(ξ,pi(ξ))‖l2(J) = 0, i = 1,2,
for a.e. ξ ∈ R.
Proof. Define, for p = 0,1, . . . ,2N − 1,2N and for a.e. ξ ∈ R,
cp(ξ) =
∑
q∈Z
K∑
k=1
∞∑
l=1
∣∣∣∣ψˆk
(
(2N)l
(
ξ − qN − p
2
))∣∣∣∣
2
=
∑
q∈Z
∥∥R(ξ,−2qN − p)∥∥2
l2(J),
and note that c0(ξ) = c2N(ξ). Hence, (3.7) is equivalent to
2N−1∑
p=0
cp(ξ) =
N−1∑
p=0
(
cp(ξ)+ cN+p(ξ)
)= 2. (3.10)
For every r = 2s + 1, s = 0,1, . . . ,N − 1, (3.8) is equivalent to
N−1∑
p=0
e−i2π
s
N
p
(
cp(ξ)− cp+N(ξ)
)
e−iπ
p
N = 0. (3.11)
Considering the sum in the left-hand side of (3.11) as a discrete Fourier series on the group
Z/NZ, it follows that, for a.e. ξ ∈ R,
cp(ξ) = cp+N(ξ), p = 0,1, . . . ,N − 1.
It follows from this last fact and (3.10) that ∑N−1p=0 cp(ξ) = 1, holds for a.e. ξ ∈ R, which is
exactly (3.9). Conversely, suppose (3.9), i.e., ∑N−1p=0 cp(ξ) = 1, holds for a.e. ξ ∈ R. Replacing ξ
by ξ − N2 and ξ − N+12 , respectively, in the previous equation, we obtain
2N−1∑
cp(ξ) =
2N∑
cp(ξ) = 1.p=N p=N+1
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0,1, . . . ,N − 1. So we can show that (3.7) and (3.8) hold for each odd r ∈ {1,3, . . . ,2N − 1} by
using (3.10) and (3.11).
When condition (3.9) holds, from the proof above and (3.10) we may choose p0 as the min-
imum p ∈ {0,1, . . . ,N − 1} such that cp(ξ) = cp+N(ξ) = 0. By this fact and the definition of
cp(ξ), we may choose q1, q2 ∈ Z such that ‖R(ξ,pi(ξ))‖l2(J) = 0, for i = 1,2, where
p1(ξ)= −(2Nq1 + p0) and p2(ξ) = −(2q2 + 1)N − p0.
To make our choices measurable, we can choose both q1 and q2 with minimum absolute values
and positive in case both ±qi are to be considered. 
Let Ψ = {ψ1, . . . ,ψ2N−1} be a set of 2N − 1 wavelets as in Definition 2.1. The following
two conditions will play a major role in the characterization of NUMRA wavelets.
Condition 1. Ψ satisfies (3.9) (or, equivalently, both (3.7) and (3.8) for every odd r , by
Lemma 3.4).
Condition 2. For any integer l ∈ Z, there exists a measurable function Cl(ξ) defined in R and
independent of p satisfying |Cl(ξ)| = 1 and( 2N−1∑
k=1
ψˆk
(
ξ + lN
2
)
ψˆk
(
ξ + p
2
))∥∥R(ξ,0)∥∥
l2(J)
= Cl(ξ)
( 2N−1∑
k=1
ψˆk(ξ)ψˆk
(
ξ + p
2
))∥∥R(ξ, lN)∥∥
l2(J) (3.12)
for a.e. ξ ∈ R and all p ∈ Z \NZ.
Note that for a.e. ξ ∈ R and all p ∈ Z \NZ, ‖R(ξ, lN)‖l2(J) = 0 implies that the first factor in
parenthesis of the left-hand side of (3.12) is equal to 0 by (2.8), and ‖R(ξ,0)‖l2(J) = 0 implies
that the second factor in parenthesis of the right-hand side of (3.12) is equal to 0. We point
out, furthermore, that in the classical case, i.e. when N = 1, Condition 1 yields the well-known
equation characterizing MRA wavelets due to Auscher ([1]; see also [12, p. 355]) and Condition 2
does not appear.
Proposition 3.5. Let ψ1, . . . ,ψ2N−1 be a collection of wavelets associated with a NUMRA as
in Definition 3.1, and let ψ0 = φ be the corresponding scaling function. Then, for all q ∈ Z, the
identity
∞∑
l=1
2N−1∑
k=1
ψˆk
(
(2N)lξ
)
ψˆk
(
(2N)l
(
ξ + q
2
))
= 1
2
(
1 + eiπ rN q
)
φˆ(ξ)φˆ
(
ξ + q
2
)
(3.13)
holds for a.e. ξ ∈ R. Moreover, Condition 1 is satisfied.
Proof. First we notice that for all q ∈ Z, the series in the left hand side of (3.13) converges
absolutely almost everywhere by Schwarz’s inequality and the fact that R(ξ, q) ∈ l2(J) for all
q ∈ Z. It was shown in [7, Lemma 3.2] that
ψˆk(2Nξ) = mk(ξ)φˆ(ξ), k = 0, . . . ,2N − 1, (3.14)
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mk(ξ) = m1k(ξ)+ e−i2πξr/Nm2k(ξ) (3.15)
and both m1k and m
2
k are locally L
2
,
1
2 -periodic functions. Furthermore, the 4N × 4N matrix
U(ξ) with entries Upq(ξ), 0 p,q  4N − 1, defined by
m1q(ξ + p/4N), 0 p  2N − 1, 0 q  2N − 1,
m2q
(
ξ + (p − 2N)/4N), 2N  p  4N − 1, 0 q  2N − 1,
αpm1q−2N(ξ + p/4N), 0 p  2N − 1, 2N  q  4N − 1,
αpm2q−2N
(
ξ + (p − 2N)/4N), 2N  p  4N − 1, 2N  q  4N − 1, (3.16)
is unitary, where α = e−iπ rN . Then, it follows that, for a.e. ξ ∈ R,
2N−1∑
k=0
∣∣m1k(ξ)∣∣2 =
2N−1∑
k=0
∣∣m2k(ξ)∣∣2 = 12 (3.17)
and
2N−1∑
k=0
m1k(ξ)m
2
k(ξ) =
2N−1∑
k=0
m1k(ξ)m
2
k(ξ) = 0. (3.18)
For all q ∈ Z and a.e. ξ ∈ R, by (3.14), (3.15), (3.17), (3.18), and the 12 -periodicity of m1k and m2k ,
we have after some computations that
2N−1∑
k=0
ψˆk(2Nξ)ψˆk
(
2N
(
ξ + q
2
))
=
2N−1∑
k=0
mk(ξ)mk
(
ξ + q
2
)
φˆ(ξ)φˆ
(
ξ + q
2
)
= 1
2
(
1 + eiπ rN q)φˆ(ξ)φˆ(ξ + q
2
)
.
Iterating this result, we have, for a.e. ξ ∈ R and all L 1,
1
2
(
1 + eiπ rN q)φˆ(ξ)φˆ(ξ + q
2
)
=
L∑
l=1
2N−1∑
k=1
ψˆk
(
(2N)lξ
)
ψˆk
(
(2N)l
(
ξ + q
2
))
+ φˆ((2N)Lξ)φˆ((2N)L(ξ + q
2
))
. (3.19)
By Fatou’s lemma, we obtain∫
R
lim inf
L→∞
∣∣∣∣φˆ((2N)Lξ)φˆ
(
(2N)L
(
ξ + q
2
))∣∣∣∣dξ
 1
2
lim inf
L→∞
∫
R
(∣∣φˆ((2N)Lξ)∣∣2 + ∣∣∣∣φˆ
(
(2N)L
(
ξ + q
2
))∣∣∣∣
2)
dξ
= lim 1
L
‖φˆ‖2
L2 = 0. (3.20)L→∞ (2N)
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Obviously, when q = 0 in (3.13), we obtain, for a.e. ξ ∈ R,
∣∣φˆ(ξ)∣∣2 = 2N−1∑
k=1
∞∑
l=1
∣∣ψˆk((2N)lξ)∣∣2. (3.21)
The validity of Condition 1, i.e. (3.9), is then a direct result of (3.21) and (3.1) in Theo-
rem 3.2. 
Proposition 3.6. Let ψ1, . . . ,ψ2N−1 and ψ0 = φ be the same as in Proposition 3.5. Then, we
have, for a.e. ξ ∈ R,
2N−1∑
k=1
ψˆk(ξ)ψˆk
(
ξ + p
2
)
= −φˆ(ξ)φˆ
(
ξ + p
2
)
, p ∈ Z \NZ (3.22)
and Condition 2 holds.
Proof. By the unitarity of the matrix Upq(ξ) defined in (3.16), we have, for 1  p  2N − 1,
that
(
1 + α−p) 2N−1∑
k=0
m
j
k(ξ)m
j ′
k
(
ξ + p
4N
)
= 0,
where α = e−iπ rN . If 1 p  2N − 1 and p = N , then α−p = −1 and, for a.e. ξ ∈ R,
Hj,j ′(ξ) :=
2N−1∑
k=0
m
j
k(ξ)m
j ′
k
(
ξ + p
4N
)
= 0, (3.23)
where j, j ′ ∈ {1,2}. It follows then from (3.14), (3.15) and (3.23) that, for such p, we have, for
a.e. ξ ∈ R,
2N−1∑
k=0
ψˆk(2Nξ)ψˆk
(
2Nξ + p
2
)
=
2N−1∑
k=0
mk(ξ)mk
(
ξ + p
4N
)
φˆ(ξ)φˆ
(
ξ + p
4N
)
= φˆ(ξ)φˆ
(
ξ + p
4N
)[
H1,1(ξ)+ ei2π rN (ξ+ p4N )H1,2(ξ)
+ e−i2π rN ξH2,1(ξ)+ ei2π rN p4N H2,2(ξ)
]
= 0. (3.24)
Thus (3.22) is true for 1 p  2N − 1 and p = N . Since both m1k(ξ) and m2k(ξ) are 12 -periodic,
we see from (3.23) and (3.24) that (3.22) is true for all p ∈ Z\NZ and a.e. ξ ∈ R. To prove (3.12)
for any l ∈ Z and any p ∈ Z \NZ, we first replace ξ and p in (3.22) by ξ + lN2 and p − lN , and
then compare the resulting equation and (3.22). Taking into account (3.21) and the definition of
the ‖ · ‖l2(J) norm, we see that (3.12) holds with
Cl(ξ) = φˆ(ξ +
lN
2 )‖R(ξ,0)‖l2(J)
φˆ(ξ)‖R(ξ, lN)‖ 2 ,l (J)
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l2(J) = 0 =
∥∥R(ξ, lN)∥∥
l2(J)
and Cl(ξ) = 1 otherwise. 
The following lemma was originally given by Auscher [1] in the more general form of dual
sequences in a Hilbert space H. We state it here in the particular case of a self-dual sequence (see
also [12, Lemma 7.3.7]).
Lemma 3.7. Let {vj : j  1} be a family of vectors in a Hilbert space H such that
∞∑
n=1
‖vn‖2 = C < ∞, (3.25)
and
vn =
∞∑
m=1
〈vn, vm〉vm, for all n 1. (3.26)
Let F = span{vj : j  1}. Then, dim F =∑∞j=1 ‖vj‖2 = C.
The following lemma may be considered as a complement to Lemma 3.7.
Lemma 3.8. Suppose that all the conditions in Lemma 3.7 hold and that the collection
{u1, . . . , uC} ⊂ F is an orthonormal basis of F. Write
vn =
C∑
i=1
aniui, for n 1, an1, . . . , anC ∈ C. (3.27)
Then, the sequences {an1}n1, . . . , {anC}n1 are orthonormal in l2(N).
Proof. Using our assumptions, (3.27) and Lemma 3.7, we have the equality
∞∑
n=1
‖vn‖2 =
C∑
i=1
∞∑
n=1
|ani |2 = C, (3.28)
which implies that each sequence {ani}n1, for 1 i  C, belongs to l2(N).
Inserting (3.27) into (3.26), we have
vn =
∞∑
m=1
[〈
C∑
i=1
aniui,
C∑
j=1
amjuj
〉
C∑
j=1
amjuj
]
=
∞∑
m=1
[(
C∑
i=1
aniami
)
C∑
j=1
amjuj
]
=
C∑( C∑
ani
∞∑
amjami
)
uj =
C∑
anjuj . (3.29)j=1 i=1 m=1 j=1
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needs an argument of Hilbert space convergence. (3.29) together with the orthonormality of the
uj ’s implies immediately that
C∑
i=1
(
ani
∞∑
m=1
amjami
)
= anj for 1 j  C,
that is
C∑
i=1
i =j
(
ani
∞∑
m=1
amjami
)
=
(
1 −
∞∑
m=1
|amj |2
)
anj for 1 j  C. (3.30)
For each fixed 1 j  C, multiplying the two sides of (3.30) by anj and summing the resulting
equalities over n 1, we have
C∑
i=1
i =j
∣∣∣∣∣
∞∑
m=1
amiamj
∣∣∣∣∣
2
=
(
1 −
∞∑
m=1
|amj |2
) ∞∑
n=1
|anj |2  0. (3.31)
From (3.31), we have
0
∞∑
n=1
|anj |2  1 for 1 j  C, (3.32)
while (3.28) and (3.32) yield
∞∑
n=1
|anj |2 = 1 for 1 j C. (3.33)
(3.33) and (3.31) show the orthonormality of the sequences {anj }n1, 1  j  C, which com-
pletes the proof. 
Let Ψ = {ψ1, . . . ,ψ2N−1} be a set of 2N − 1 wavelets as in Definition 2.1. For almost every
ξ ∈ R, let G(ξ) be the subspace of l2(J) defined by
G(ξ) = span{R(ξ,p): p ∈ Z}, (3.34)
where R(ξ,p) is as in (3.3). Observe that we may rewrite the reproducing formula (2.9) as
R(ξ,m) =
∑
p∈Z
〈
R(ξ,m),R(ξ,p)
〉
l2(J)R(ξ,p) (3.35)
for m ∈ Z and a.e. ξ ∈ R. Note that (2.7), with ξ replaced by ξ + p2 , shows that ‖R(ξ,p)‖l2(J)  1
for a.e. ξ ∈ R and all p ∈ Z. This fact and the a.e. finiteness of DΨ (ξ) = ∑p∈Z ‖R(ξ,p)‖2
defined in (3.2) show that∥∥∥∥∥
(
Q1∑
p=−P1
−
Q2∑
p=−P2
)〈
R(ξ,m),R(ξ,p)
〉
l2(J)R(ξ,p)
∥∥∥∥∥
l2(J)

(
max{Q1,Q2}∑
+
−min{P1,P2}∑ )∥∥R(ξ,p)∥∥2
l2(J) → 0p=min{Q1,Q2} p=−max{P1,P2}
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in l2(J). Thus every component of this series of vectors converges to the corresponding compo-
nent of that vector in R1. This last fact and the componentwise validity of (3.35) show that (3.35)
also holds in the sense of l2(J) for a.e. fixed ξ ∈ R.
Suppose that Ψ is a set of 2N − 1 wavelets as in Definition 2.1 satisfying, moreover, Condi-
tion 1. It follows then from (3.7) that∑p∈Z ‖R(ξ,p)‖2l2(J) = 2. This fact together with (3.35) and
Lemma 3.7 shows that dim(G(ξ)) = 2 for almost every ξ ∈ R. From Lemma 3.4 and the charac-
terization equation (2.8), we know that for almost every ξ ∈ R, R(ξ,p1(ξ)) and R(ξ,p2(ξ)) are
orthogonal to each other in l2(J), and thus {U(ξ),V (ξ)}, where
U(ξ) = R(ξ,p
1(ξ))
‖R(ξ,p1(ξ))‖l2(J)
and V (ξ)= R(ξ,p
2(ξ))
‖R(ξ,p2(ξ))‖l2(J)
, (3.36)
is an orthonormal basis of G(ξ) for almost every ξ ∈ R. We write, for a.e. ξ ∈ [0, 12 ),
R
(
ξ,p1(ξ)+ p)= αp(ξ)U(ξ)+ βp(ξ)V (ξ), p ∈ Z, (3.37)
where{
αp(ξ)=
〈
R(ξ,p1(ξ)+ p),U(ξ)〉
l2(J),
βp(ξ)=
〈
R(ξ,p1(ξ)+ p),V (ξ)〉
l2(J).
(3.38)
The following theorem which characterizes the nonuniform multiresolution analysis
(NUMRA) wavelets is the main result of this paper.
Theorem 3.9. Let Ψ = {ψ1, . . . ,ψ2N−1} be a set of nonuniform wavelets associated with the
dilation 2N and the translation set Λr,N = {0, rN } + 2Z, where r, N are two relatively prime
integers with N  1 and r odd with 1 r  2N − 1. Then, these wavelets are associated with a
nonuniform multiresolution analysis (NUMRA) in the sense of Definition 3.3 if and only if they
satisfy Conditions 1 and 2. In particular, under these two conditions, the constructed scaling
function φ satisfies the necessary and sufficient condition for the existence of NUMRA wavelets
given in (3.1) of Theorem 3.2.
Proof. We have proved that NUMRA wavelets satisfy Conditions 1 and 2 in Propositions 3.5
and 3.6. Now we focus on proving the converse and suppose that ψ1, . . . ,ψ2N−1 satisfy Condi-
tions 1 and 2. Our first goal is to define a measurable function φˆ ∈ L2(R) with ‖φˆ‖L2 = 1 which
satisfies the identity
2N−1∑
k=1
∞∑
l=1
ψˆk
(
(2N)lξ
)
ψˆk
(
(2N)l
(
ξ + p
2
))
= 1
2
(
1 + eiπ rN p)φˆ(ξ)φˆ(ξ + p
2
)
(3.39)
for a.e. ξ ∈ R and all p ∈ Z (which is exactly (3.13)). Obviously, when p = 0 (3.39) implies that,
for a.e. ξ ∈ R,
∣∣φˆ(ξ)∣∣=
( 2N−1∑
k=1
∞∑
l=1
∣∣ψˆk((2N)lξ)∣∣2
) 1
2
= ∥∥R(ξ,0)∥∥
l2(J), (3.40)
where R(ξ,0) is as in (3.3), which shows that the modulus of φˆ is determined by the collection of
wavelets ψ1, . . . ,ψ2N−1. For almost every ξ ∈ [0, 1 ), let p1(ξ) and p2(ξ) be as in Lemma 3.4.2
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1(ξ)
2 ) after the latter is properly
defined. In that way, we will have defined φˆ(ξ) for a.e. ξ ∈ R. Although we know that the scaling
function for a NUMRA is not unique, (3.40) suggests that we define, for simplicity,
φˆ
(
ξ + p
1(ξ)
2
)
= ∥∥R(ξ,p1(ξ))∥∥
l2(J) for a.e. ξ ∈
[
0,
1
2
)
. (3.41)
We can see, by replacing ξ , l and p with ξ + p2(ξ)2 , 1N (p1(ξ)− p2(ξ)) and p + p1(ξ)− p2(ξ),
respectively, in Condition 2, that
∥∥R(ξ,p2(ξ))∥∥
l2(J)
2N−1∑
k=1
ψˆk
(
ξ + p
1(ξ)
2
)
ψˆk
(
ξ + p
1(ξ)+ p
2
)
= C(ξ)∥∥R(ξ,p1(ξ))∥∥
l2(J)
2N−1∑
k=1
ψˆk
(
ξ + p
2(ξ)
2
)
ψˆk
(
ξ + p
1(ξ)+ p
2
)
(3.42)
for a.e. ξ ∈ [0, 12 ) and all p ∈ Z \NZ, where
C(ξ) = C((p1(ξ)−p2(ξ))/N)(ξ + p2(ξ)/2)
is a measurable function defined in [0, 12 ) which is independent of p and has modulus 1 for a.e.
ξ ∈ [0, 12 ).
We define φˆ(ξ + p1(ξ)+p2 ) for a.e. ξ ∈ [0, 12 ) as follows:
φˆ
(
ξ + p
1(ξ)+ p
2
)
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
2αp(ξ)‖R(ξ,p1(ξ))‖l2(J)
(1 + e−iπ rN p)φˆ(ξ + p1(ξ)/2)
, if p ∈ Z \ (2Z + 1)N,
βp(ξ)C(ξ)φˆ(ξ + p1(ξ)/2)
‖R(ξ,p1(ξ))‖l2(J)
, if p ∈ (2Z + 1)N,
(3.43)
and, in particular,
φˆ
(
ξ + p
2(ξ)
2
)
=
(
C(ξ)φˆ
(
ξ + p
1(ξ)
2
)∥∥R(ξ,p2(ξ))∥∥
l2(J)
)/∥∥R(ξ,p1(ξ))∥∥
l2(J),
where αp(ξ) and βp(ξ) are defined in (3.38).
We will consider several cases to verify that this definition of φˆ satisfies (3.39) which is
equivalent to
1
2
(
1 + eiπ rN (q−p))φˆ(ξ + p1(ξ)+ p
2
)
φˆ
(
ξ + p
1(ξ)+ q
2
)
= 〈R(ξ,p1(ξ)+ p),R(ξ,p1(ξ)+ q)〉
l2(J)
= αp(ξ)αq(ξ)+ βp(ξ)βq(ξ), for a.e. ξ ∈
[
0,
1
2
)
, p, q ∈ Z. (3.44)
Case (i). Suppose p,q ∈ Z \ (2Z + 1)N . Substituting the first expression of (3.43) with p re-
placed by p and q , respectively, into (3.44), using (3.41) and simplifying the resulting expression,
we have
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(
1 + eiπ rN (q−p))
= (αp(ξ)αq(ξ)+ βp(ξ)βq(ξ))(1 + e−iπ rN p)(1 + eiπ rN q),
or, equivalently,
αp(ξ)αq(ξ)
(
1 − e−iπ rN p)(1 − eiπ rN q)= βp(ξ)βq(ξ)(1 + e−iπ rN p)(1 + eiπ rN q) (3.45)
for a.e. ξ ∈ [0, 12 ) and all p,q ∈ Z \ (2Z + 1)N. Thus (3.45) is equivalent to (3.44) when p,q ∈
Z \ (2Z + 1)N . If p ∈ 2NZ, then βp(ξ) = 0 by (2.8) and thus both sides of (3.45) are zero.
If p ∈ Z \ NZ, then for a.e. ξ ∈ [0, 12 ), both sums appearing in equation (3.42) are either zero
or nonzero simultaneously. Thus, this last fact and (2.8) imply that αp(ξ) = 0 if and only if
βp(ξ)= 0 for p ∈ Z \NZ. By symmetry, the same holds for q . Now assume that p,q ∈ Z \NZ
and αp(ξ), αq(ξ), βp(ξ) and βq(ξ) are all nonzero. Under this assumption, (3.45) becomes
αp(ξ)(1 − e−iπ rN p)
βp(ξ)(1 + e−iπ rN p)
=
[(
αq(ξ)(1 − e−iπ rN q)
βq(ξ)(1 + e−iπ rN q)
)]−1
for a.e. ξ ∈
[
0,
1
2
)
. (3.46)
Obviously, (3.46) is equivalent to the left-hand side of (3.46) having modulus 1 and being inde-
pendent of p ∈ Z \NZ. But Eqs. (3.42) and (2.8) show that
αp(ξ)(1 − e−iπ rN p)
βp(ξ)(1 + e−iπ rN p)
= C(ξ), for a.e. ξ ∈
[
0,
1
2
)
, (3.47)
where C(ξ) defined in (3.42) has the desired properties.
Case (ii). Suppose p ∈ (2Z + 1)N (implying αp(ξ) = 0 by (2.8)), and q ∈ Z \NZ. Using the
definitions in (3.43) in this case, (3.44) is reduced to
βp(ξ)C(ξ)αq(ξ)
1 − eiπ rN q
1 + eiπ rN q = βp(ξ)βq(ξ). (3.48)
For q ∈ Z \NZ, we know that αq(ξ) = 0 if and only if βq(ξ)= 0 as explained in Case (i). When
αq(ξ) = 0 = βq(ξ), (3.47), which is implied by (3.42), and the fact that |C(ξ)| = 1 show that
(3.48) and thus (3.44) holds in this case.
Case (iii). Suppose p,q ∈ (2Z + 1)N . So αp(ξ) = αq(ξ) = 0 by (2.8). Using the second ex-
pression of (3.43) to define ψˆ(ξ + p1(ξ)+p2 ) and ψˆ(ξ + p
1(ξ)+q
2 ), by (3.41) and the identities
|C(ξ)| = 1 and eiπ rN (q−p) = 1, we see that (3.44) holds in this case.
Case (iv). Suppose p ∈ (2Z + 1)N and q ∈ 2NZ. Using the second and first expressions of
(3.43) to define φˆ(ξ + p1(ξ)+p2 ) and φˆ(ξ + p
1(ξ)+q
2 ), respectively, and by (2.8), we see that both
sides of (3.44) are equal to zero.
Case (v). Suppose p ∈ Z\NZ and q ∈ (2Z+1)N . Note that this case is symmetric to Case (ii).
We can easily verify (3.44) by considering its complex conjugate and using Case (ii).
Case (vi). Suppose p ∈ 2NZ and q ∈ (2Z + 1)N . This case is symmetric to Case (iv).
To summarize, under Conditions 1 and 2, we have defined a measurable functions φˆ(ξ) by
(3.41) and (3.43), and we have proved that it satisfies (3.44) and therefore (3.39). Moreover,
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equalities hold:
∑
p∈Z
∣∣∣∣φˆ
(
ξ + p
2
)∣∣∣∣
2
= 2 (3.49)
and
∑
p∈Z
e−iπ
s
N
p
∣∣∣∣φˆ
(
ξ + p
2
)∣∣∣∣
2
= 0, (3.50)
for a.e. ξ ∈ R and for all odd integers s ∈ {1,3, . . . ,2N −1}, while (3.49) implies that φˆ ∈ L2(R)
and ‖φˆ‖L2 = 1. Our second goal is to prove that the following two equalities hold for a.e. ξ ∈ R,
where the two series converge absolutely:
∑
q∈Z
2N−1∑
k=1
∞∑
l=1
φˆ
(
ξ + q
2
)
ψˆk
(
(2N)l
(
ξ + q
2
))
ψˆk
(
(2N)lξ
)= φˆ(ξ) (3.51)
and
∑
q∈Z
2N−1∑
k=1
∞∑
l=1
e−iπ
r
N
q φˆ
(
ξ + q
2
)
ψˆk
(
(2N)l
(
ξ + q
2
))
ψˆk
(
(2N)lξ
)= φˆ(ξ). (3.52)
To deal with (3.51), we will prove that
∑
k=1,...,2N−1
q∈Z, l1
{
φˆ
(
ξ + p
1(ξ)+ p + q
2
)
ψˆk
(
(2N)l
(
ξ + p
1(ξ)+ p + q
2
))
× ψˆk
(
(2N)l
(
ξ + p
1(ξ)+ p
2
))}
= φˆ
(
ξ + p
1(ξ)+ p
2
)
, (3.53)
for a.e. ξ ∈ [0, 12 ) and all p ∈ Z, where the series converges absolutely. Using (3.43), (3.41),
and the fact that |C(ξ)| = 1 and we have, for any fixed p ∈ Z and a.e. ξ ∈ [0, 12 ), letting A =
Z \ ((2Z + 1)N − p) and B = (2Z + 1)N − p, that
∑
q∈Z
∣∣∣∣φˆ
(
ξ + p
1(ξ)+ p + q
2
)∣∣∣∣〈∣∣R(ξ,p1(ξ)+ p)∣∣, ∣∣R(ξ,p1(ξ)+ p + q)∣∣〉l2(J)
=
∑
q∈A
∣∣∣∣ 2αp+q(ξ)
(1 + e−iπ rN (p+q))
∣∣∣∣〈∣∣R(ξ,p1(ξ)+ p)∣∣, ∣∣R(ξ,p1(ξ)+ p + q)∣∣〉l2(J)
+
∑
q∈B
∣∣βp+q(ξ)∣∣〈∣∣R(ξ,p1(ξ)+ p)∣∣, ∣∣R(ξ,p1(ξ)+ p + q)∣∣〉l2(J).
Clearly, 1 2|1 + e−iπ rN q |−1 M for some M > 1 and all q ∈ Z \ (2Z + 1)N . Furthermore, it
follows from (2.7) that ‖R(ξ,p)‖l2(J)  1 almost everywhere. These facts together with (3.38)
and (3.7) allow us to majorize the previous expression by
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∑
q∈Z
∥∥R(ξ,p1(ξ)+ p + q)∥∥
l2(J)
〈∣∣R(ξ,p1(ξ)+ p)∣∣, ∣∣R(ξ,p1(ξ)+ p + q)∣∣〉
l2(J)
M
∥∥R(ξ,p1(ξ)+ p)∥∥
l2(J)
∑
q∈Z
∥∥R(ξ,p1(ξ)+ p + q)∥∥2
l2(J)  2M.
This inequality shows that the two series in (3.51) and (3.52) converge absolutely. The equality
(3.51) follows then easily from (3.39) and (3.49)–(3.50). By similar arguments, we can prove
that (3.52) holds.
For almost every ξ ∈ R, consider the well-defined subspace of l2(Z)
F (ξ) = span{T k,l(ξ): k ∈ I, l ∈ N},
where T k,l(ξ) is as in (3.5). We may rewrite the reproducing formula (2.9) as
T k,l(ξ) =
2N−1∑
h=1
∞∑
j=1
〈
T k,l(ξ), T h,j (ξ)
〉
l2(Z)T
h,j (ξ), (3.54)
for a.e. ξ ∈ R and k ∈ I, l ∈ N. The fact that
DΨ (ξ) =
2N−1∑
k=1
∞∑
l=1
∥∥T k,l(ξ)∥∥2
l2(Z) = 2,
for a.e. ξ ∈ R, shows that∥∥∥∥∥
2N−1∑
h=1
Q∑
j=P
〈
T k,l(ξ), T h,j (ξ)
〉
l2(Z)T
h,j (ξ)
∥∥∥∥∥
l2(Z)

√
2
2N−1∑
h=1
Q∑
j=P
∥∥T h,j (ξ)∥∥2
l2(Z) → 0 as Q P → +∞.
This fact and the componentwise validity of (3.54) imply that for a.e. ξ ∈ R, (3.54) also holds as
an identity between l2(Z) functions. By (3.54), (3.7) and Lemma 3.7, we have dim(F (ξ)) = 2
for almost every ξ ∈ R. We also define, for a.e. ξ ∈ R,
Φ(ξ) =
{
φˆ
(
ξ + p
2
)
: p ∈ Z
}
and EΦ(ξ)=
{
e−i2π
r
N
(ξ+ p2 )φˆ
(
ξ + p
2
)
: p ∈ Z
}
.
Clearly, Φ(ξ),EΦ(ξ) ∈ l2(Z) by (3.49) and, for a.e. ξ ∈ R, (3.51) leads to
Φ(ξ) =
2N−1∑
k=1
∞∑
l=1
〈
Φ(ξ), T k,l(ξ)
〉
l2(Z)T
k,l(ξ) (3.55)
while (3.52) yields
EΦ(ξ)=
2N−1∑
k=1
∞∑
l=1
〈
EΦ(ξ), T k,l(ξ)
〉
l2(Z)Tk,l(ξ). (3.56)
Equation (3.49) and the a.e. finiteness of DΨ (ξ) defined in (3.2) show that
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2N−1∑
k=1
Q∑
l=P
〈
Φ(ξ), T k,l(ξ)
〉
l2(Z)T
k,l(ξ)
∥∥∥∥∥
l2(Z)

√
2
2N−1∑
k=1
Q∑
l=P
∥∥T k,l(ξ)∥∥2
l2(Z) → 0 as Q P → +∞.
This fact and the componentwise validity of (3.55) imply that for a.e. ξ ∈ R, (3.55) is also true
as an identity in l2(Z) and Φ(ξ) belongs to F(ξ). Similarly, (3.56) also holds as an identity in
l2(Z) and EΦ(ξ) belongs to F(ξ). Moreover, (3.50) shows that Φ(ξ) ⊥ EΦ(ξ). Therefore, the
collection { 1√
2
Φ(ξ), 1√
2
EΦ(ξ)} is an orthonormal basis of F(ξ) for almost every ξ ∈ R.
By Lemma 2.2, (3.49) and (3.50), we know that φˆ satisfies (3.1) and that the system
{φ(x − λ): λ ∈ Λr,N } is orthonormal in L2(R). Define V 0 as the closed subspace of L2(R)
generated by {φ(x − λ): λ ∈ Λr,N } and V0 = ⊕l<0 Wl , where Wl is the closure in L2(R) of
span{ψkl,λ: k = 1, . . . ,2N − 1, λ ∈ Λr,N }. We claim that V 0 = V0. From this it will follow that
{Vj =⊕j−1l=−∞ Wl : j ∈ Z} is the desired NUMRA.
For each k = 1,2, . . . ,2N − 1 and each l  1, there exist two measurable functions ak,l(ξ)
and bk,l(ξ) such that, for a.e. ξ ∈ R,
Tk,l(ξ) = 1√
2
(
ak,l(ξ)Φ(ξ)+ bk,l(ξ)EΦ(ξ)),
or, componentwise,
ψˆk
(
(2N)l
(
ξ + p
2
))
= 1√
2
(
ak,l(ξ)+ bk,l(ξ)e−i2π rN (ξ+ p2 ))φˆ(ξ + p
2
)
, p ∈ Z. (3.57)
In particular, for a.e. ξ ∈ R,
ψˆk
(
(2N)lξ
)= 1√
2
(
ak,l(ξ)+ bk,l(ξ)e−i2π rN ξ )φˆ(ξ), (3.58)
where
ak,l(ξ)= 1√
2
〈
T k,l(ξ),Φ(ξ)
〉
l2(Z), b
k,l(ξ) = 1√
2
〈
T k,l(ξ),EΦ(ξ)
〉
l2(Z) (3.59)
are both 12 -periodic and bounded by
√
2 in modulus, taking into account the equation (3.51) and
the fact that ‖T k,l(ξ)‖l2(Z) 
√
2. Using Lemma 3.8, it follows that, for a.e. ξ ∈ R, {ak,l(ξ):
k ∈ I, l ∈ N} and {bk,l(ξ): k ∈ I, l ∈ N} are a pair of orthonormal vectors in l2(J). We write the
Fourier series of ak,l(ξ) and bk,l(ξ) as
ak,l(ξ)= √2
∑
m∈Z
αk,lm e
−i4πmξ , bk,l(ξ) = √2
∑
m∈Z
βk,lm e
−i4πmξ (3.60)
with {αk,lm : m ∈ Z}, {βk,lm : m ∈ Z} ∈ l2(Z). Taking inverse Fourier transform of both sides of
(3.58), we find that
ψk−l,0(x) = (2N)−
l
2 ψk
(
(2N)−lx
)
= (2N) l2
∑
αk,lm φ(x − 2m)+ (2N)
l
2
∑
βk,lm φ
(
x − 2m− r
N
)
.m∈Z m∈Z
816 J.-P. Gabardo, X. Yu / J. Math. Anal. Appl. 323 (2006) 798–817Hence ψk−l,0 ∈ V 0 for each k = 1,2, . . . ,2N − 1 and each l  1. Since V 0 is invariant under
translation by elements of 2Z, and, for all l  1 and all λ ∈ Λr,N ,
ψk−l,λ(x) = (2N)−
l
2 ψk
(
(2N)−l
(
x − (2N)lλ)) ∈ V 0
we deduce that W−l ⊆ V 0 for all l  1, and, therefore, that V0 ⊆ V 0 .
We now need to show that V 0 ⊆ V0. We do this by showing that the function φσ = φ(· − σ)
is perpendicular to Wj for all σ ∈ Λr,N and all j  0. For all j  0, h ∈ I, and σ,λ ∈ Λr,N , the
Plancherel theorem, a change of variables and periodization allow us to write〈
φσ ,ψ
h
j,λ
〉= 〈φˆσ , ψˆhj,λ〉
= (2N)j2
1
2∫
0
(∑
p∈Z
φˆ
(
(2N)j
(
ξ + p
2
))
ψˆh
(
ξ + p
2
)
eiπ(λ−σ(2N)j )p
)
× ei2π(λ−σ(2N)j )ξ dξ. (3.61)
We first consider Case (i): j  1 or Case (ii): j = 0 and λ − σ ∈ 2Z ∪ ( r
N
+ 2Z). Using the
definition of ak,l(ξ), we may rewrite the 0th component of (3.55) as
φˆ(ξ) = √2
2N−1∑
k=1
∞∑
l=1
ak,l(ξ)ψˆk
(
(2N)lξ
)
. (3.62)
Using (3.62), the 12 -periodicity of ak,l(ξ) and (2.4)–(2.5), we have
1√
2
∑
p∈Z
φˆ
(
(2N)j
(
ξ + p
2
))
ψˆh
(
ξ + p
2
)
eiπ(λ−σ(2N)j )p
=
∑
1k2N−1
l1
ak,l((2N)j ξ)
∑
p∈Z
ψˆk
(
(2N)l+j
(
ξ + p
2
))
ψˆh
(
ξ + p
2
)
eiπ(λ−σ(2N)j )p
= 0, (3.63)
for a.e. ξ ∈ R. The change of orders of the summations in (3.63) is justified by the absolute
convergence and the fact that the sum over all 3 indices of the absolute values of the terms is
bounded by 2. This last estimate easily follows from Schwarz’s inequality, (3.7), (2.1) with φ
replaced by ψh, and the orthonormality of {ak,l(ξ)}(k,l)∈J in l2(J) deduced by Lemma 3.8.
Now we consider Case (iii): j = 0 and λ−σ = − r
N
+ 2z with any z ∈ Z. Using the definition
of bk,l(ξ), we may rewrite (3.56) as
e−i2π
r
N
(ξ+ p2 )φˆ
(
ξ + p
2
)
= √2
2N−1∑
k=1
∞∑
l=1
bk,l(ξ)ψˆk
(
(2N)l
(
ξ + p
2
))
. (3.64)
Using (3.64), the 12 -periodicity of bk,l(ξ) and (2.4), we have
∑
φˆ
(
(2N)j
(
ξ + p
2
))
ψˆh
(
ξ + p
2
)
ei2π(λ−σ(2N)j )(ξ+
p
2 )p∈Z
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2N−1∑
k=1
∞∑
l=1
bk,l(ξ)
∑
p∈Z
ψˆk
(
(2N)l
(
ξ + p
2
))
ψˆh
(
ξ + p
2
)
= 0, (3.65)
for a.e. ξ ∈ R. By (3.63) and (3.65), we know that for all the three cases considered, the integrand
in (3.61) is zero for a.e. ξ ∈ R, and therefore 〈φσ ,ψhj,λ〉 = 0 for all h ∈ I, j  0 and σ,λ ∈ Λr,N .
This shows that V 0 ⊥ Wj for all j  0. Hence V 0 ⊆ V0, which concludes the proof. 
References
[1] P. Auscher, Solution of two problems on wavelets, J. Geom. Anal. 5 (1995) 181–236.
[2] A. Calogero, Wavelets on general lattices, associated with general expanding maps of Rn , Electron. Res. Announc.
Amer. Math. Soc. 5 (1999) 1–10.
[3] A. Calogero, A characterization of wavelets on general lattices, J. Geom. Anal. 10 (2000) 597–622.
[4] C.K. Chui, W. Czaja, M. Maggioni, G. Weiss, Characterization of general tight wavelet frames with matrix dilations
and tightness preserving oversampling, J. Fourier Anal. Appl. 8 (2002) 173–200.
[5] C.K. Chui, X.L. Shi, Orthonormal wavelets and tight frames with arbitrary real dilations, Appl. Comput. Harmon.
Anal. 9 (2000) 243–264.
[6] B. Fuglede, Commuting self-adjoint partial differential operators and a group theoretic problem, J. Funct. Anal. 16
(1974) 101–121.
[7] J.-P. Gabardo, M.Z. Nashed, Nonuniform multiresolution analysis and spectral pairs, J. Funct. Anal. 158 (1998)
209–241.
[8] J.-P. Gabardo, M.Z. Nashed, An analogue of A. Cohen’s condition for nonuniform multiresolution analyses, in:
A. Aldroubi, E.B. Lin (Eds.), Wavelets, Multiwavelets and Their Applications, in: Contemp. Math., vol. 216, Amer.
Math. Soc., Providence, RI, 1998, pp. 41–61.
[9] J.-P. Gabardo, X. Yu, Nonuniform wavelets related to one-dimensional spectral pairs, preprint, 2005.
[10] G. Gripenberg, A necessary and sufficient condition for the existence of a father wavelet, Studia Math. 114 (1995)
207–226.
[11] E. Hernández, D. Labate, G. Weiss, A unified characterization of reproducing systems generated by a finite fam-
ily. II, J. Geom. Anal. 12 (2002) 615–662.
[12] E. Hernández, G. Weiss, A First Course on Wavelets, CRC Press, Boca Raton, FL, 1996.
[13] P.E.T. Jorgensen, Spectral theory of finite volume domains in Rn, Adv. Math. 44 (1982) 105–120.
[14] P.E.T. Jorgensen, S. Pedersen, Harmonic analysis on tori, Acta Appl. Math. 10 (1987) 87–99.
[15] P.E.T. Jorgensen, S. Pedersen, Sur un problème spectral algébrique, C. R. Acad. Sci. Paris Sér. I Math. 312 (1991)
495–498.
[16] P.E.T. Jorgensen, S. Pedersen, Spectral theory for Borel sets in Rn of finite measure, J. Funct. Anal. 107 (1992)
72–104.
[17] J.C. Lagarias, J.A. Reeds, Y. Wang, Orthonormal bases of exponentials for the n-cube, Duke Math. J. 103 (2000)
25–37.
[18] J.C. Lagarias, Y. Wang, Spectral sets and factorization of finite abelian groups, J. Funct. Anal. 145 (1997) 73–98.
[19] S.G. Mallat, Multiresolution approximations and wavelet orthonormal bases of L2(R), Trans. Amer. Math. Soc. 315
(1989) 69–87.
[20] Y. Meyer, Wavelets and Operators, Translated from the 1990 French original by D.H. Salinger, in: Cambridge Stud.
Adv. Math., vol. 37, Cambridge Univ. Press, Cambridge, 1992.
[21] S. Pedersen, Spectral theory of commuting self-adjoint partial differential operators, J. Funct. Anal. 73 (1987) 122–
134.
[22] S. Pedersen, Spectral sets whose spectrum is a lattice with a base, J. Funct. Anal. 141 (1996) 496–509.
[23] S. Pedersen, Y. Wang, Universal spectra, universal tiling sets and the spectral set conjecture, Math. Scand. 88 (2001)
246–256.
[24] A. Ron, Z. Shen, Generalized shift-invariant systems, Constr. Approx. 22 (2005) 1–45.
[25] X. Wang, The study of wavelets from the properties of their Fourier transforms, PhD thesis, Washington University
in St. Louis, 1995.
[26] Y. Wang, Wavelets, tiling and spectral sets, Duke Math. J. 114 (2002) 43–57.
