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ABSTRACT
In this thesis, we will address the problem of 
estimating the parameters of two types of three parameter 
survival models for the force of mortality, the Makeham 
model and the Weibull model. The existing methods for 
estimating these parameters by the method of least- 
squares include using a log-transformation on the force 
of mortality data. We will propose another method of 
estimating these parameters that uses linear regression, 
and finding the least-squares estimates of the parameters 
by using the golden section search procedure for computer 
minimization.
Ill
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CHAPTER 1 
INTRODUCTION
In the field of actuarial mathematics, the force of 
mortality is defined as,
«  ■
where f(t) is the probability density function and F(t) 
is the cumulative distribution function. For the popular 
three parameter survival models, the Makeham and the 
Weibull models, there are existing methods for estimating 
the parameters by the least-squares method. We will 
propose an alternative method that not only estimates 
these parameters by the least-squares method, but will 
produce a better fit than the existing methods.
Most general forms of (i(t) involve three parameters. 
The two models considered in this paper are the Makeham 
model, with
(i(t) = A + Bc^, B > 0, c > 1, A > -B, t > 0 , 
and the Weibull model, with
p(t) = k(t -5)^, k > 0, Ô > 0, n > 0, t > 5 .
Given an ordered sample, ti < t2 <. . . < t^ , of size n
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
from a population with mortality rate |i(t), we will 
analyze the estimation of these parameters for both 
the Makeham model and the Weibull model.
The existing method for the Makeham model is known 
as Nesselle's Method and it involves estimating the 
parameters by generating a sequence of Taylor series 
approximations. For the Weibull model, a trial and error
method is used to estimate 5, a log transformation and 
linear regression to evaluate the remaining parameters.
In our alternative method, a procedure known as the 
golden section search algorithm is used to estimate 
the parameters. The golden section search algorithm is a 
method that will find the mimimum of a function on an 
interval without the use of derivatives [6].
Suppose g(x) is continuous on [a,b] and has a
minimum at c e [a, b] . Let
/̂5 - 1h = b - a, XI = b - yh, X2 = a + yh, y = --  ;
where y is known as the golden ratio. If g(xi) < g(x2 ), 
then set b = X2 , else set a = x%. Repeat this method 
until h is less than the given tolerance. The last 
computed value of x, x% or X2 , is the value c at which 
g(x) attains its minimum.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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The alternative method [5] will use this algorithm 
by computing the sum-square error after fixing one of the 
parameters. For the Makeham model, c is fixed so that an 
equation for SSE(c) is used in the golden section search
method. For the Weibull model, 5 is fixed so that an
equation for SSE(Ô) is used in a similar method.
In the following chapters, a full description of the 
methods will be described. First, there will be detailed 
information on how to generate the data sets for the 
Makeham and Weibull models. After the estimation methods 
are described, some examples will show how the new method 
will work. An anaylsis of the alternative procedure will 
show that this new method produces better results than 
the existing methods. Any log that is used throughout 
this paper is base e.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 2 
SIMULATING THE DATA SETS
In the following section, a description of how the 
data sets were simulated for the examples used to test 
the program will be given. A common tool in simulation 
is the inverse transform method, and it was used only on 
the Weibull model. For the Makeham model, there is 
another method used, because the integral of this model 
does not have an inverse in closed form.
Weibull Model
For the Weibull model, |i(t) = k(t - 5)^, the inverse 
exists, and can be used to simulate the data. First,
take F(t) = 1 - e p(t)dt which is the defined as the
relationship between the force of mortality and its 
cumulative distribution function, and solve this equation
for J p(t)dt. Then,
log
.1 - F(t)J
Now, by finding the inverse to this equation, the 
following equation is obtained,
4
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t = 5 + n + 1
*  Hih]]k
where u is a random number generated by the computer that
represents F(t), and the constants k, n, and ô are 
entered by the user. After the user enters the number of 
data points to generate, a bubble sort procedure is used 
to order the data set. The sets are then placed 
into a data file. The algorithm will also report the 
first data point, t^ , so that when the alternative method 
is used, the search interval entered will not include the 
first data point. If this occurs, then the program will
stop, due to an error in the domain of log(t - 5) .
Makeham Model
For the Makeham model, p(t) = A + Bc^ , the 
distribution function is defined as F(t) = 1 - e”'̂ f-i(t)dt ̂ 
When this is solved for J p(t)dt, then
b(c *̂ - l)
log = At + log c1 - F(t)
This equation cannot be solved for t, and thus the 
inverse transform method cannot be used here. So, 
Newton's method is used to simulate the data points.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
By using Newton's method [ 2 ]  on the cumulative 
distribution function, F(t), the data sets for the 
Makeham model can be generated, given A, B, and c. Let
tn + 1 = tn - F'(t)
and since.
F(t) = 1 - exp|^-J p(t)dt],
then the following results are obtained using the Makeham 
model.
F(t) = 1 - exp
B
At - 1 )  log c
f
F'(t) = (a + Bc^j exp- -
\ .
B
At + -  4log c
Thus, by using these equations for Newton's method, the 
data sets can be generated for the Makeham model. A seed 
must be given, t^, so that each data point can be
generated. For the examples that are presented later, 
the seed value was one. After generating the data 
points, the data set is sorted in ascending order. Then, 
the data set is placed into a file. For the Makeham 
model, it is not necessary to report the first data 
point, because the only restriction on the data set is
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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that it is greater than zero, unlike the Weibull model, 
which the simulated points for t depend on the value of
5.
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CHAPTER 3
ESTIMATING THE THREE PARAMETERS 
FOR THE MAKEHAM MODEL
The Makeham model is used to describe human 
survival. In the following chapter, there will be a 
detailed description of the existing method for measuring 
the parameters for this model, given by London. Then, 
the new method for this model will be described, and it 
will make use of a procedure known as the golden section 
search algorithm.
Existing Method
The Makeham model for measuring the force of 
mortality is
H(t) = A + Bc^, t > 0, B > 0, c > 1, A > -B .
The existing method, known as Nesselle's Method, is 
described in London [3], but will be explained here as 
well. Given an ordered sample, t^ <...< t^ , of size n
and if Uj_ = F(tj_) is the i^^ ordered observation from 
this sample, then E(Uĵ ) = — , and F(tj_) can be
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
estimated by using pft; ) = — -—  , or p(t; ) =  -- —  . It is ̂ n + 1  ̂ n + 0.4
also known that
ûft ) = F(t^-n) - F(tj) ^ _________ I__________,
^ (ti + 1 - ti)(l - F(ti)) (ti + i - ti)(n - 1 + i)
Now that |i(tĵ) has been estimated, we can use Nesselle’s 
Method to fit the Makeham model.
First, compute the midpoint of (tj[,tĵ ]̂̂ ) = m^, by 
entering the initial values for A, B and c, the
approximation of Po(ti) = Aq + Bq Cq  ̂ can be evaluated.
By using a Taylor series expansion, then
(̂ti) - Po(ti) + (a  - A q ) + (B - Bq ) +(c - Cq ) ,
where the partial derivatives are evaluated at Ag, Bq 
and Cq / and the partial derivatives are as follows,
ÉÜ = 1 , ^  . c S  ̂
5a cB cc
Let dĵ  = A - A q / dg = B - Bo , and d^ = c - Cq . Also,
find the partial derivatives at A©/ Bq , and Cq . Then,
the sum-square error is defined as,
.  ̂ -i2
c\x
n
SSE = X
i = l
M(ti) 'dB . -âLl /aBm
C|i
acm
The method of least-squares is used to find the
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derivatives with respect to dĵ , d g , and d^ , the normal 
equations are found and a 3 by 3 system of equations are 
created. When solved, the estimators for d ^ , d g , and
do are found.
Then, these estimates are added to the initial 
estimates of K q , , and Cq , to obtain new estimators 
A^, 8%, and Cl. These values are replaced back into 
|io(ti) so that new estimates for |i(tĵ) are found. By
continuing this process, the estimates for A, B, and c 
will get better by giving a small sum-square error.
Then, compute the sum-square error for the new 
estimates. Continue to obtain improved estimates of A,
B, and c, until the method converges to the least square
estimators, Â, B , and c.
The Alternative Method
In the alternative method, the golden section search 
algorithm is used to estimate the parameters for the 
Makeham model. A, B, and c. First, by fixing the
parameter c, J ji(t)dt is then converted into a linear form
and the other parameters are found by the least-squares 
method. The golden section search method is then used on 
the fixed parameter by minimizing the sum square error.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Suppose that
Then,
y(t) = J n(t)dt.
y(ti) = log 1 - F(ti)
where is replaced by
 ̂z f i '
or with a more robust operator.
F(ti) =
i - 0.3 
n + 0.4
Thus,
log 1 - F(ti) 
It is easy to see that,
= At^ +
b(c^î - l) 
log c
y(ti) = Ati + - 1)log c
is in the form of
Y(t) = AXi + BX2 ,
where X^ = t and X2 c^  - 1 Now, the golden sectionlog c
search algorithm can be used to find the estimates for 
the parameters A, B, and c.
First, choose an initial search interval for the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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fixed parameter c. Call this interval [L, H] where 
L > 1.
Second, for a fixed ci and C2 , fit a linear
regression line to the points (Xi(ti), X2(^i)/ ̂ (̂ i)) 
obtain the corresponding least-squares estimates, Aq and 
Be, for Cl and C2 • The values of c^ and C2 are found 
by taking the length of [L, H] and multiplying it by the
Vs - 1golden ratio, y = — -— . Then, c^ is found by
subtracting this product from H, and C2 is found by 
adding this product to L.
If we suppress the arguement tj_ for the independent 
and dependent variables, then the sum-square error 
formula for the Makeham model is then defined as,
SSE(c) = X  (Y - AcXi - BcX2)2 .
To find the least-squares estimates for A^ and B^, take 
the partial derivatives of this formula with respect to A 
and B, and obtain the following two equations, 
asSE(c)
ÔA
asSE(c)
= 2][[Y - AcXi - BcX2](-Xi), 
= 2^[ y - AcXi - BcX2](-X2).
ÔQ
After these equations are set equal to zero, the 
following system of equations are found.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
13
A c Z  + B c X  X 1 X 2 = X  XlY
A c Z  Xl%2 + B c X  xf = Z  %2Y
When this system is solved, the least-square estimates 
are as follows.
A,, =
(I ̂2ï)(Z X1X2) - (Z XiY)(X xj)
Be -
(Z X 1X 2 )" - (z x?)(Z 4)
(Z XlY)(Z X 1 X 2 )  - E %2Y)(Z xf)
(Z X1 X2 )' - (z x?)(Z x̂)
Then, find the sum-square error for 0 % and 0 2 , where
n
SSE(ci) = X  [Y(ti) - AciXi(ti) - Bc^X2 (ti)] , 
i = l
r i2SSE{c2) = X  [Y(ti) - AcjXi(ti) - Bc2X2(ti)J .
i = l
If SSE(ci) < SSE(c2 ), then set H = 0 2  • If SSE(ci) > SSE(c2 ), 
then set L = , and the process begins again with a new
search interval for c, either [l, 0 2 ] or [c%,H].
As the algorithm continues and the search interval 
decreases in size, the method will find a value for c 
which minimizes the sum-square error for the Makeham
model. Lastly, the least-squares estimates, and ,
are calculated when c has been found. Notice as the 
search interval decreases in size, only one new value, c%
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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or 0 2 , is computed due to the properties of the golden 
ratio. There are three samples of this procedure that 
will follow.
Three Exeunples
After simulating the data sets for one of the three 
examples, Nesselle's method was run with the data set and 
then the alternative method was run with the same data 
set. This was necessary before another simulated data 
set was run so that no information was lost. The data 
sets are read from left to right. The results for the 
examples using the alternative method will appear in 
Appendix I.
1. The first example simulates 45 data points with the
given parameters A — 0.01, B = 0.01 , and c = 1 .0265 .
0.4095, 0.5274, 1.1136, 3.4926, 5.2796, 9.5114,
10.6255, 11.6233, 13.2095, 15.2599, 15.7811, 17.7177,
18.3986, 18.5886, 20.4102, 20.7241, 20.9972, 25 .0851,
25.6236, 26.3535, 29.0354, 29.4645, 30.8951, 33 .9568,
36.1071, 36.5943, 37.1334, 38.6673, 39.1088, 41 .1252,
41.2528, 45.3060, 47.1332, 47.2031, 48.1147, 50 .0118,
57.0683, 58.2514, 63.2000, 66.2405, 67.8248, 69 .8141,
77.5625, 86.2595, 89.6539.
With the less robust operator:
Nesselle's Alternative
Method Method
Estimated A: 0.05264 -0.03136
Estimated B: 0.02610 0.04674
Estimated c : 1.00039 1.00894
Estimated SSE: 1.31905 0.22331
Estimated R-Squared: 0.99827 0.99950
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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With the more robust operator:
Nesselle's 
Method
Estimated A: 0.08782
Estimated B: 0.00216
Estimated c: 1.00164
Estimated SSE: 1.38177
Estimated R-Squared: 0.99769
Alternative
Method
0
0
1,
0
0 ,
01540
00444
03654
55333
99945
Nesselle's Method used the initial estimates of 
A = 0.015, B = 0.005, and c = 1.03. The initial interval 
for c in the alternative method is [1.0001, 1.05].
2. The second example simulates 50 data points with the 
given parameters A = 0.009, B = 0.006, and c = 1.0623.
0.5439, 0.6996, 1.4689, 4.4981,
12.6923, 13.7365, 15.3486, 16.1623, 
19.6304, 20.2414, 20.4103, 21.9960, 
25.8096, 26.2273, 26.7870, 28.7820, 
30.1127, 32.2191, 33.6415, 33.9577, 
35.5569, 36.8021, 36.8799, 39.2902, 
40.8988, 41.5593, 41.9600, 44.1665, 
48.8894, 50.3993, 51.1759, 52.1419, 
59.8264, 61.3622.
With the less robust operator:
6.6751,
17.3489,
22.2633,
29.0927,
34.3052,
40.3419,
45.7539,
55.2153,
11.4979,
17.8431,
22.4944,
29.8889,
35.2800,
40.3818,
46.4211,
55.8213,
Nesselle's 
Method
Estimated A: 
Estimated B: 
Estimated c: 
Estimated SSE: 
Estimated R-Squared:
09102
02368
00595
75025
99040
Alternative
Method
0.00138
0.00862
1.05191
0.18420
0.99966
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With the more robust operator:
Nesselle's 
Method
Estimated A: 0.09632
Estimated B: 0.02251
Estimated c: 1.007 6 6
Estimated SSE: 2.88711
Estimated R-squared: 0.98827
Alternative
Method
0.01218 
0.00259 
1.07942 
0.54408 
0.99956
Nesselle's Method used the initial estimates of A = 0.01, 
B = 0.01, and c = 1.02. The initial search interval for 
c in the alternative method was [1.004, 1.08].
3. The third example will simulate 70 data points with
the parameters A = 0.004, B = 0.008 , and c = 1.0413.
0.8792, 1.2821, 1.8806 3.9784, 6.7173, 6.7587,
7.9751, 8.4968, 8.5842 9.6169, 9.8325, 10.0432,
10.3129, 12.8437, 13.1254 13.1569, 13.4228, 13.6022,
14.1423, 14.3179, 14.7195 16.1779, 16.2283, 16.6000,
17.9870, 19.2174, 19.3397 20.0198, 21.1597, 21.3875,
27.0843, 27.2160, 27.3332 28.2190, 29.7004, 31.4405,
31.6506, 33.0308, 33.1294 38.8365, 38.8775, 40.8498,
41.9516, 42.2794, 42.3895 42.4612, 43.8013, 46.4577,
47.2704, 47.8351, 48.2020 48.3418, 49.8993, 51.0586,
51.3166, 52.2946, 54.2688 54.5735, 55.4059, 55.9881,
56.7215, 56.9262, 60.1759 62.2527, 62.8998, 67.4820,
69.4811, 72.9029, 75.0115 81.5116.
With a less robust operator:
Nesselle's Alternative
Method Method
Estimated A: 0.07945 0.01137
Estimated B: 0.03538 0.00543
Estimated c : 1.00335 1.04104
Estimated SSE: 1.60695 0.42955
Estimated R-Squared: 0 .99504 0.99950
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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With a more robust operator:
Nesselle's 
Method
Estimated A: 0.08479
Estimated B : 0.03181
Estimated c: 1.00485
Estimated SSE: 1.64245
Estimated R-Squared: 0.99326
Alternative
Method
0.01626
0.00243
1.05641
0.41393
0.99978
Nesselle's Method used the initial estimates of 
A = 0.005, B = 0.01, and c = 1.03. The initial search 
interval for c in the alternative method is [1 .0 0 1 , 1 .1 ].
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 4 
THE ALTERNATIVE METHOD AND 
THE WEIBULL MODEL
Existing Method
For the Weibull model, the existing method for 
estimating the parameters k, n, and 5 , involves choosing 
a value for Ô, and then finding the least-squares
estimates for the remaining parameters, and 5 is 
varied until a reasonable fit is found.
The Alternative Method
The alternative procedure will work for the Weibull 
model by using the golden section search method, as was 
done with the Makeham model. By entering an initial
search interval for 5, two interior points are chosen by 
the golden section search method and the least-squares 
estimates can be found for the remaining parameters, k 
and n. After the sum square error is found for those two 
interior points, the procedure will choose the one with 
the smaller error. Then, the search interval is reduced 
so that two new interior points can be chosen by the 
algorithm. This is repeated until the length of the
18
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search interval is less than the tolerance, which is 
entered by the user. The procedure for the Weibull model 
is as follows:
Fix the parameter 5, convert ||i(t)dt into a linear
form and find the least-squares estimates for the other 
two parameters, k and n.
Let
1 - F(t)
y(t) = J n(t)dt = log 
with
|i(t) = k(t - 5)̂ , k > 0, n > 0 , 5 > 0 ,  t > 5 ,
and an estimator for F(tĵ ) ,
or with a more robust estimator for F ( t ,
Integrate | |i(t)dt to obtain
y(t) = n + 1
and take the logarithm of both sides,
log[y(t)] = logf— -— »| + (n + 1) log(t - \ n + 1 / 5)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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This equation is the linear form, Y = A + BX, where
Y(ti) = log log 1 - F(ti)
A = log n + 1 ,
B = n + 1
x(ti) = log(ti - 5) .
The following algorithm is used to find the
estimators for the parameters, k, n, and 5. First,
select an initial search interval for Ô. When the 
samples are entered into the procedure, the simulated
value for 5 is inside this interval. This interval is 
known as [L, H].
For a fixed and Ô2 , fit a linear regression line
to the points (x(tĵ ), Y(ti)), and obtain the least-square
estimates, Ag and Bg . The values for Ô1 and Ô2 are 
found by taking the length of [L, H] and multiplying it
Vs - 1by the golden ratio, y = = 0.6180339. Then, is
found by subtracting this product from H, and Ô2 is found 
by adding this product to L.
Next, calculate the sum-square error for 5^ and Ô2 /
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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by using the following formula [4].
n 2
SSE(5) = X  N^i) - Ag - 
1 =  1
If SSE(6i) < SSE(Ô2 )/ then set H = Ô2 • If not, then
set L = 5i. This will choose the value of or 6 2  that 
has the smaller sum-square error.
By continuing this procedure, the search interval 
decreases in size until the length of the interval is 
less than the tolerance. Then, the last iteration will 
give the value for or Ô2 that has the smallest 
sum-square error. Call this value Sg.
The estimators for the three parameters are as 
follows :
5 = Sq / k = Bg^e ^0, h = Bg^ - 1.
The results from this method are then placed into a file. 
It is important to note that the method will run twice, 
once for the less robust operator and once for the more 
robust operator.
Three Examples
For the Weibull model, the alternative method is run 
to show how quickly the estimates for the three
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parameters are evaluated, and to compute the sum square 
error and its coefficient of determination for these data 
sets. It is important to note that when this method is
implemented, the initial search interval for 5 includes 
the simulated point for 5 and the value for H must be 
less than the first data point for each set.
1. The first example simulates 50 data points with the
parameters, k = 0 .8 , n = 2 .0 , and 5 = 3 .5.
3.8154, 4.1755, 4.1758, 4.2185, 4.2666, 4.2685, 4.3226,
4.4410, 4.4485, 4.5057, 4.5319, 4.5565, 4.5829, 4.6585,
4.6945, 4.7015, 4.7268, 4.7628, 4.7759, 4.7974, 4.8039,
4.8234, 4.8401, 4.9191, 4.9457, 4.9848, 5.0080, 5.0589,
5.0753, 5.0789, 5.0825, 5.0911, 5.1058, 5.1115, 5.1225,
5.1557, 5.1885, 5.2126, 5.2777, 5.3392, 5.4293, 5.4315,
5.4492,
6.0660.
5.5368, 5.5529, 5.6685, 5.7291, 5.7621, 6.0513,
The results for the alternative method appear on. page 30
The initial search interval for ô is [0.1, 3.75].
2. The second example simulates 50 data points with the 
parameters k = 1.3, n = 1.3, and Ô = 6.1.
1922, 6 . 
5683, 6 . 
7052, 6 . 
0299, 7. 
2617, 7. 
5994, 7. 
8339, 7.
2649, 6.4445 
5860, 6.5906 
7203, 6.7235 
0503, 7.0505 
3302, 7.3974 
6474, 7.6720 
8580, 7.8973
6
6
6
7
7
7
4735,
6329,
7515,
0717,
4608,
6721,
7 .9818,
6.4906,
6.6387,
6.9640,
7.1183,
7.4641,
7.6814,
7.9904,
6 
6 
7 
7 
7 
7 ,
5044,
6675,
0016,
1251,
5841,
7216,
8.8195.
8.2050,
6.5596, 
6.6987, 
7 .0101, 
7.1564, 
7.5930, 
7.7561, 
8.5059,
The results for the alternative method appear on page 32 
The initial search interval for 5 is [0.2, 6.15].
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3. The third example simulates 70 data points with
parameters k = 1 .7, n = 0 .6 , and 5 = 8.9.
8.9231, 8.9714, 9.0256, 9.0477, 9.0769, 9.0969,
9.1003, 9.1075, 9.1094, 9.1218, 9.1475, 9.1486,
9.1594, 9.2028, 9.2284, 9.2580, 9.3166, 9.3808,
9.4149, 9.4247, 9.4517, 9.4755, 9.4774, 9.4986,
9.5906, 9.6569, 9.6641, 9.6899, 9.7321, 9.7447,
9.7604, 9.7866, 9.7922, 9.8099, 9.8501, 9.8713,
9.9344, 9.9395, 9.9621, 9.9710, 10.0411, 10.0488,
10.1140, 10.1658, 1 0 .2 0 2 2 , 10.2663, 10.2704, 10.2937,
10.2966, 10.3817, 10.4124, 10.4165, 10.4265, 10.4525,
10.4607, 10.4725, 10.4937, 10.8264, 11.1178, 11.2698.
The results with the alternative method appear on page 
34. The initial search interval for 5 is [0.3, 8.92].
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CHAPTER 5 
ANALYSIS AND CONCLUSIONS
It is important to state that the tolerance level 
for each sample was 0 .0 0 0 1 , and that includes simulating 
the data sets and using Nesselle's method as well. The 
comparison of the two methods will be observed with the 
Makeham model, the more difficult model to fit. The 
Weibull model just gives more support to the reason why 
the proposed method gives excellent results. For the 
first three samples, the Makeham samples, Nesselle's 
method was executed first, once for each robust operator 
for F(t). This is done so that when the alternative 
method is executed, the initial search interval for c 
will include the estimates for c obtained by Nesselle's 
method.
When comparing the results for the three examples 
using the Makeham model, it is clear to see that the new 
method give better results than Nesselle's method. The 
sum-square error and the coefficient of determination,
R , for each sample gives a better fit to the linear 
regression. But, there are some interesting aspects of 
the samples themselves.
24
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The first example using the Makeham model proves to 
be eye catching because the best results occurred when 
the less robust operator was used in the alternative 
method and it gives an estimated value for A that is less 
than zero. The results still fit to the restrictions of 
the Makeham model, but it is somewhat interesting to see 
this happen.
In the second example, it is seen that for 
Nesselle’s method converged to an estimate for c that is 
close to 1 , considering the fact that the data was 
simulated at c = 1.0623. When the proposed method was 
executed with this sample, the estimates for parameter c, 
stayed closer to the simulated value for c. Also, notice 
that even the method will converge to an estimate for c 
that is higher than the simulated value, as is shown for 
the more robust operator, even though it was not the 
better estimate.
The most important quality to the third Makeham 
example is the fact that the more robust operator gave 
better results, and it is important to show that this can 
occur. Also, this example has the best reported value
for .
The advantage in showing the three Weibull samples 
is the manner in which the method converges. The initial
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search intervals for 5 were chosen carefully so that 
there can be no domain error and so that when the method
is completed, the estimated value for 5 could possibly be 
at an endpoint. The only example that this nearly 
occurred in was the last example, when the method 
converged to a point near the value of 5 that was used to 
simulate the data points. It is also interesting to 
point out that first two Weibull samples gave the best 
results when the more robust operator was used to 
estimate the three parameters.
Overall, the methods themselves are more direct than 
the existing methods. Nesselle's method is much more 
involving when it came to evaluating all the partial 
derivatives. Also, the fact that these models now can be 
fit by using a log-transformation and then simple linear 
regression is also appealing. For the Makeham model, it 
is nice to see that there is a method that only requires 
an interval for c, whereas the existing method requires 
initial estimates for all three parameters. For the 
Weibull model, there is now an efficient way for 
estimating the three parameters and there will be no more 
need for a trial and error method. For both models, this 
makes the alternative method even more desirable to use.
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APPENDIX I 
RESULTS FROM THE EXAMPLES 
TABLE 1 - RESULTS FROM MAKEHAM EXAMPLE 1
FOR THE LESS ROBUST OPERATOR:
L-VALUE H-VALUE Cl C2 SSEl SSE2
1.00010 1.05000 1.01916 1.03094 .23731 .286631.00010 1.03094 1.01188 1.01916 .22449 .237301.00010 1.01916 1.00738 1.01188 .22362 .22449
1.00010 1.01188 1.00460 1.00738 .22572 .223621.00460 1.01188 1.00738 1.00910 .22362 . 223321.00738 I.01188 1.00910 1.01016 .22332 . 22352
1.00738 1.01016 1.00844 1.00910 .22334 .223321.00844 1.01016 1.00910 1 . 00950 .22332 . 223361.00844 1.00950 1.00885 1.00910 .22331 . 223321.00844 1.00910 1.00869 1.00885 .22332 .22331
1.00869 1.00910 1.00885 1.00894 .22331 .223311.00885 1.00910 1.00894 1.00900 .22331 . 22331
1.00885 1.00900 I.00891 1.00894 .22331 . 22331
ESTIMATED A: -.03136
ESTIMATED B : .04674
ESTIMATED C: 1.00894
SSE .22331R-SQUARED .99950
FOR THE MORE ROBUST OPERATOR:
L-VALUE H-VALUE Cl C2 SSEl SSE2
1.00010 1.05000 1.01916 I . 03094 .51913 .55991
1.01916 1.05000 :.03094 1.03822 . 55991 . 553881.03094 1.05000 1.03822 1.04272 .55388 .550731.03094 1.04272 1.0 3 544 1.03822 . 55358 .55388
1.03094 1.03822 1.03372 1.03544 . 55498 .55358
1.03372 1.03822 1 . 03544 1.03650 .55358 . 55333
1. 03544 1.03822 1 . 03650 1.03716 . 55333 . 55340
1.03544 1.03716 1.03610 1.03650 .55337 . 55333
1.03610 1.03716 1.03650 1.03675 . 55333 .55334
1.03610 1.03675 1.03635 1.03650 .55334 . 55333
1.03635 1.03675 1.03650 1.03660 . 55333 . 553331.03635 1.03660 1 . 03644 1.03650 . 55333 . 553331.03644 1.03660 1.03650 1.03654 .55333 . 55333
ESTIMATED A: .01540ESTIMATED B : . 00444
ESTIMATED C; 1.03654
SSE .55333R-SQUARED .99945
27
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TABLE 2 - RESULTS FROM MAKEHAM EXAMPLE 2
FOR THE LESS ROBUST OPERATOR:
28
L-VALUE H-VALUE Cl C2 SSEl SSE2
1.00400 2 08000 1.03303 1. 05097 .25785 . 184371.03303 ]_ 08000 1.05097 1.06206 .13437 .204021.03303 2 06206 1.04412 1.05097 .19650 .184371.04412 2 06206 1.05097 1.05521 .18437 .18634
1.04412 2 05521 1.04835 1.05097 .18673 . 18437
1 .04835 2 05521 1.05097 1.05259 .18437 .184291.05097 1 05521 1.05259 1.05359 .18429 . 184751.05097 % 05359 1.05197 1.05259 .18420 . 184291.05097 2 05259 1.05159 1.05197 .18422 . 18420
1.05159 2 05259 1.05197 1.05221 .18420 . 184211.05159 2 05221 1.05182 1.05197 .18420 . 184201.05182 2 05221 1.05197 1.05206 .18420 . 184201.05182 2 05206 1.05191 1.05197 .18420 . 18420
1.05182 - 05197 1.05188 1.05191 .18420 . 18420
ESTIMATED A .00138
ESTIMATED 3 .00862
ESTIMATED C 1.05191
SSE .18420R-SQUARED .99966
FOR THE MORE ROBUST OPERATOR:
L-VALUE H-VALUE Cl C2 SSEl SSE2
1.00400 2.08000 1.03303 1. 05097 1.08812 .73938
1.03303 2.08000 1.05097 1.06206 .73938 .513801.05097 .08000 1.06206 1.06891 .61380 . 56881
1.06206 .08000 1.06891 1.07315 .=5881 .55267
1.06891 .08000 1.07315 1.07576 .55267 . 546931.0731= 2_. 08000 1.07576 1.07738 .54693 . 54494
1.075''6 ■.08000 1 . 07738 1.07838 .54494 . 544291 .0773 = . 08000 1.07838 1.07900 .54429 . 54411
1.0783= .08000 1.07900 1.07938 .54411 . 544081.07900 .08000 1.07938 1.07962 .54408 .544091.07900 2.07962 1.07924 1.07938 .54408 .54408
1.07924 .07962 1.07938 1.07947 .54408 . 54408
1.07924 .07947 1.07933 1.07938 .54408 . 544081.07933 - .07947 1 . 07938 1.07942 .54406 . 54408
ESTIMATED A .01218
ESTIMATED 5 . 00259
ESTIMATED C 1.07942
SSE .54408R-SQUARED .99956
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TABLE 3 - RESULTS FROM MAKEHAM EXAMPLE 3
FOR THE LESS ROBUST OPERATOR:
29
L-VALUE H-VALUE Cl C2 SSEl SSE2
1.00100 1.10000 1.03881 1.06219 .43202 .52545
1.00100 1.06219 1.02437 1.03881 .57416 .432021.02437 1.06219 1.03881 1.04774 .43202 .451141.02437 1.04774 1.03330 1.03881 .46010 .43202
1.03330 1.04774 1.03881 1.04222 .43202 .43025
1.03881 1.04774 1.04222 1.04433 .43025 .434871.03881 1.04433 1.04092 1.04222 .42956 .430251.03881 1.04222 1.04012 1.04092 .42997 .429561.04012 1.04222 1.04092 1.04142 .42956 .42965
1.04012 1.04142 1.04061 1.04092 .42964 .429561.04061 1.04142 1.04092 1.04111 .42956 .429561.04092 1.04142 1.04111 1.04123 .42956 .42957
1.04092 1.04123 1.04104 1.04111 .42955 .429561.04092 1.04111 1.04099 1.04104 .42956 .42955
1.04099 1.04111 1.04104 1.04107 .42955 .42956
ESTIMATED A: .01137
ESTIMATED B: .00543ESTIMATED C: 1.04104
SSE .42955R-SQUARED . 99950
FOR THE MORE ROBUST OPERATOR:
L-VALUE H-VALUE Cl C2 SSEl 5SE2
1.00100 1.10000 1 . 03881 1.06219 .61742 .43306
1.03881 1.10000 1.06219 1.07663 .43306 . 522861.03881 1.07663 1.05326 1.06219 .41994 .433061.03881 1.06219 1.04774 1.05326 .46108 .419941.04774 1.36219 1.05326 1.05667 .41994 .41397
1.05326 1.06219 1.05667 1.05878 .41397 .41723
1.05326 1.35873 1 . 05537 1.05667 .41457 .413971.05537 1.35678 1 . 05667 1.05747 .41397 .414611.05537 1.05747 1.0 5617 1.05667 .41396 .41397
1.05537 1.05667 1.05586 1.05617 .41410 .41396
1.05586 1.05667 1.05617 1.05636 .41396 .413931.05617 1.05667 1.05636 1.05648 .41393 .413941.05617 1.05648 1.05629 1.05636 .41394 .41393
1.05629 1.05648 1.05636 1.05641 .41393 .413931.05636 1.05648 1 . 05641 1.05643 .41393 .41393
ESTIMATED A: . 01626ESTIMATED B : . 00243
ESTIMATED C; 1.05641
SSE .41393R-SQUARED .99978
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TABLE 4 - RESULTS FROM WEIBULL EXAMPLE 1
FOR THE LESS ROBUST OPERATOR:
L-VALUE H-VALUE DELI DEL2 SSEl SSE2
.10000 3.75000 1.49418 2.35582 1.89021 1.39121
1.49418 3.75000 2.35582 2 . 88835 1.39121 1.055722.35582 3.75000 2.88835 3 .21747 1.05572 1.00117
2.88835 3.75000 3.21747 3 .42088 1.00117 1.294912.88835 3.42088 3.09176 3 .21747 . 98466 1.0 0117
2.88835 3.21747 3 .01406 3.09176 1.00223 . 984663.01406 3 .21747 3.09176 3.13978 . 98466 .982883.09176 3.21747 3.13978 3.16945 .98289 . 986333.09176 3.16945 3.12144 3.13978 .98258 . 98289
3.09176 3.13978 3.11010 3.12144 .98302 .982583.11010 3.13978 3.12144 3.12844 . 98258 . 982543.12144 3.13978 3.12844 3.13277 . 98254 . 98261
3.12144 3.13277 3.12577 3.12844 . 98254 .982543.12144 3 . 12844 3.12411 3.12577 . 98255 .98254
3.12411 3.12844 3.12577 3.12679 .98254 . 982543.12577 3.12844 3.12679 3.12742 . 98254 .982543.12577 3.12742 3.12640 3.12679 . 98254 .982543.12577 3.12679 3.12616 3.12640 . 98254 . 98254
3.12616 3.12679 3.12640 3.12655 . 98254 . 982543.12640 3.12679 3.12655 3.12664 . 98254 . 982543.12540 3.12664 3.12649 3.12655 .98254 .98254
3.12649 3.12664 3.12655 3.12658 . 98254 .98254
ESTIMATED DELTA : 3.12655ESTIMATED N : 2.94643ESTIMATED K .25129
SSE .98254
R-SQUARED .98541
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TABLE 4 - CONTINUED
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FOR THE MORE ROBUST OPERATOR:
L-VALUE H-VALUE DELI DEL2 SSEl SSE2
.10000 3.75000 1.49418 2.35582 1.32938 1.00243
1.49410 3.75000 2.35532 2.88835 1.00243 .361362.35582 3.75000 2.38835 3 .21747 .86136 1.008952.35582 3.21747 2.68494 2.88835 .89321 . 861362.68494 3.21747 2.88835 3 .01406 .06136 . 37407
2.68494 3.01406 2.31066 2.88835 .86791 .86136
2.81066 3.01406 2.38835 2.93637 .86136 .86219
2.81066 2.93637 2.85868 2.88835 . 36283 . 861362.85868 2.93637 2.88835 2.90669 .36136 . 36117
2.88835 2.93637 2.90669 2 . 91803 . 36117 . 361362.88835 2.91803 2.89969 2.90669 . 36117 . 361172.89969 2.91803 2.90669 2.91102 . 36117 . 36122
2.89969 2.91102 2.90402 2.90669 . 36116 . 361172.89969 2.90669 2.90236 2.90402 .86116 .861162 . 90236 2.90669 2.90402 2.90504 .86116 .86116
2 . 90236 2.90504 2.90339 2.90402 . 36116 .861162 . 90339 2.90504 2.90402 2.90441 .86116 . 86116
2.90339 2.90441 2.90378 2.90402 .86116 . 861162.90378 2.90441 2.90402 2.90417 . 86116 . 361162.90378 2.90417 2.90392 2.90402 .36116 .361162.90378 2.90402 2.90387 2.90392 . 86116 .361162.90378 2.90392 2.90383 2 . 90387 . 36116 .36116
ESTIMATED DELTA: 2.90383ESTIMATED N : 3.46181ESTIMATED K .12842
SSE .36116R-SQUARED .98687
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TABLE 5 - RESULTS FROM WEIBULL EXAMPLE 2
FOR THE LESS ROBUST OPERATOR;
32
L-VALUE H-VALUE DELI DEL2 SSEl SSE2
.20000 6 .15000 2.47270 3 .87730 6 .42486 5 .556492.47270 6.15000 3.87730 4.74540 5.55649 4.58074
3.87730 6.15000 4.74540 5.28191 4.58074 3 .587064.74540 6.15000 5.28191 5.61349 3.58706 2.68458
5.28191 6.15000 5.61349 5.81842 2.68458 1.978075.61349 6.15000 5.81842 5.94507 1.97807 1.540395.81842 6.15000 5.94507 6.02335 1.54039 1.388455.94507 6.15000 6.02335 6.07172 1.38845 1.47713
5.94507 6.07172 5.99345 6.02335 1.42174 1.38845
5.99345 6.07172 6.02335 6.04183 1.38845 1.394715 . 99345 6.04183 6.01193 6.02335 1.39596 1.388456.01193 6 . 04183 6.02335 6.03041 1.38845 1.387846.02335 6 .04183 6 . 03041 6.03477 1.38784 1.38923
6.02335 6 .03477 6.02771 6.03041 1.38767 1.387846.02335 6 .03041 6.02604 6.02771 1.38782 1.387676.02604 6.03041 6.02771 6.02874 1.38767 1.387676.02504 6.02874 6.02707 6.02771 1.38771 1.387676.027C7 6.02874 6.02771 6.02810 1.38767 1.387666.02771 6.02874 6.02810 6.02835 1.38766 1.387666.02771 6.02835 6.02795 6.02810 1.38767 1.38766
6.02795 6.02835 6.02810 6.02820 1.38766 1.387666.02810 6.02835 6.02820 6.02825 1.38766 1.387666.02820 6.02835 6.02825 6.02829 1.38766 1.38766
ESTIMATED DELTA : 6.02825
ESTIMATED N' ; .91948ESTIMATED K ; 1.11297
SSE 1.33766R-SQUARED .97940
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TABLE 5 - CONTINUED
FOR THE MORE ROBUST OPERATOR:
33
L-VALUE H-VALUE DELI DEL2 SSEl SSE2
.20000 6.15000 ; .47270 3 . 87730 5.10032 4.367562.47270 6.15000 3 . 87730 4 . 74540 4.36758 3.56038
3.87730 6.15000 4 . 74540 5 .28191 3 .56038 2.762894.74540 6.15000 5.28191 5.61349 2.76289 2.07424
5.28191 5.15000 5.61349 5 .81842 2.07424 1.586255.61349 6.15000 5.81842 5 . 94507 1.58625 1.35792
5.81842 5.15000 5.94507 6.02335 1.35792 1.39392
5.81842 6.02335 5 . 89669 5.94507 1.42477 1.35792
5.89669 6.02335 5 . 94507 5.97497 1.35792 1.34213
5.94507 6.02335 5 . 97497 5 . 99345 1.34213 1.347725.94507 5.99345 5.96355 5.97497 1.34506 1.34213
5.96355 5.99345 5.97497 5 . 98203 1.34213 1.34261
5.96355 5.98203 5.97061 5.97497 1.34273 1.342135.97061 5.98203 5.97497 5.97767 1.34213 1.342095.97497 5.98203 5.97767 5.97933 1.34209 1.342205.97497 5.97933 5.97664 5.97767 1.34207 1.342095.97497 5.97767 5.97600 5.97664 1.34208 1 . 34207
5.97600 5.97767 5.97664 5.97703 1.34207 1.34207
5.97600 5.97703 5.97639 5.97664 1.34207 1 . 342075.97639 5.97703 5.97664 5.97679 1.34207 1.34207
5.97639 5.97679 5.97654 5.97664 1.34207 : .342075.97654 5.97679 5.97664 5 . 97669 1.34207 1.342075.97664 5.97679 5.97669 5.97673 1.34207 1.34207
ESTIMATED DELTA: 5.97669ESTIMATED N : 1.03416
ESTIMATED K : 1.09577
SSE 1.34207R-SQUARED .97953
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TABLE 6 - RESULTS FROM WEIBULL EXAMPLE 3
34
FOR THE LESS ROBUST OPERATOR:
L-VALUE H-VALUE DELI DEL2 SSEl SSE2
.30000 8.92000 3.59255 5.62745 9.44093 8.60824
3.59255 a.92000 5.62745 6 . 88509 8.60825 7.592225.62745 8.92000 6.88509 7.66236 7.59222 6.453876.88509 8.92000 7.66236 8.14273 6.45387 5.284157.66236 8.92000 9.14273 8.43962 5.28415 4.17564
8.14273 a.92000 8.43962 8.62311 4.17564 3.201658.43962 8.92000 8.62311 8.73651 3.20165 2.41536
8.62311 3.92000 3.73651 8 . 80660 2.41536 1.859978.73651 8.92000 3.80660 8 . 84991 1.85997 1.57215
8.80660 3.92000 3.84991 8.87668 1.57215 1.574118.80660 3.87668 8.83337 a . 84991 1.66405 1.572158.83337 8.87668 3.84991 8 .86014 1.57215 1.54042
8.84991 8.87668 8.86014 8 . 86646 1.54042 1.537058.86014 8.87668 8.86646 8.87037 1.53705 1.543788.86014 8.87037 3.86405 8.86646 1.53649 1.537058.86014 a . 86646 3.86255 8.86405 1.53733 1.53649
8.86255 3.86646 3.86405 8.86497 1.53649 1.536418.86405 3 . 86646 8.86497 8.86554 1.53641 1.53654
8.86405 3.86554 8.86462 8.86497 1.53640 1.536418.86405 8.86497 8.86440 8.86462 1.53642 1.536408.86440 8.86497 8.86462 8.86475 1.53640 1.536408.86462 8 . 86497 8.86475 8.86483 1.53640 1.536408.86462 8 . 86483 8.86470 8.86475 1.53640 1.536408.86470 8.86483 8.86475 8.86478 1.53640 1.53640
ESTIMATED DELTA: 3.86475ESTIMATED N .43864
ESTIMATED K 1.38241
SSE 1.53640R-SQUARED .98144
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TABLE 6 - CONTINUED
35
FOR THE MORE ROBUST OPERATOR:
L-VALUE H-VALUE DELI DEL2 SSEl SSE2
.30000 a .92000 3.59255 5.62745 7.72548 6.999993.59255 3.92000 5.62745 6.88509 7.00000 6.12586
5.62745 8 . 92000 6.88509 7.66236 6.12586 5.164026.88509 8.92000 7.66236 a.14273 5.16402 4.200477.66236 a . 92000 a.14273 8.43962 4.20047 3.319238.14273 8.92000 8.43962 8.62311 3.31923 2.58372
8.43962 8.92000 8.62311 8.73651 2.58372 2.03766
8.62311 8.92000 8.73651 8.80660 2.03766 1.71587
8.73651 8.92000 8.80660 a.84991 1.71587 1.647728.80660 8.92000 8.84991 8.87668 1.64772 1.849468.80660 8.87668 8.83337 8.84991 1.64500 1.647728.80660 8.84991 3.82314 8 . 83337 1.66443 1.645008.82314 3 .84991 3.83337 3.83969 1.64500 1.639978.83337 8.84991 8.83969 5.84359 1.63997 1.640298.83337 8.84359 a.83727 8.83969 1.64115 1.639978.83727 9.84359 8.83969 3.84118 1.63997 1.63975
8.83969 3.84359 a.84118 8.84210 1.63975 1.639828.83969 3.84210 8.84061 a.84118 1.63979 1.63975
8.84061 3.84210 8.84118 8.84153 1.63975 1.639768.84061 8.84153 8.84096 3.84118 1.63976 1.639753.84096 3.84153 8.84118 3.84132 1.63975 1.63975
8.84096 8.84132 a.84110 8.84118 1.63975 1.639758.84110 8.84132 8.84118 8.84123 1.63975 1.639758.84118 8.84132 5.84123 8.84126 1.63975 1.63975
ESTIMATED DELTA : 8.84126ESTIMATED N : .50528ESTIMATED K : 1.43912
SSE 1.63975R-SQUARED .97968
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APPENDIX II
FORTRAN PROGRAM: SIMULATING THE DATA SETS
C
C
C
C
C
C
C
C
C
C
This program will simulate data points for the three 
parameter models, Makeham and Weibull. The user 
will enter the number of data points and then the 
model to simulate. The program will go out to the 
hundreth-second on the clock to use as a seed for 
the generation of the random numbers. After this 
the user will enter the parameters for the model 
chosen, the data points will be simulated.
INTEGER I, J, CHOICE, SWITCH 
REAL A, B, C, K, D, N
REAL IG(IOOO), HT(IOOO), G(IOOO), GP(IOOO), X(IOOO) 
REAL RCN, TEMP, DUMMY 
REAL T(IOOO),TOL,ER 
INTEGER*2 HR, MIN, SEC, HSEC
This part will get the seed for the random number 
generator.
C
C
5
2000
CALL GETTIM(HR, MIN, SEC, HSEC)
CALL SEED(HSEC)
Select the type of model to use, and the number of 
points to generate.
WRITE(* 
WRITE(* 
WRITE(* 
WRITE(* 
WRITE(* 
READ (* 
WRITE(*
DO 5 I 
T(I) = 0.0 
CONTINUE 
WRITE(*,*) 
WRITE(* 
WRITE(* 
WRITE(* 
READ (* 
WRITE(*
*)
*)
*)
*)
*)
*)
*)
= 1,
'ENTER THE 
'POINTS : '
NUMBER OF SIMULATED DATA'
*)
*)
*)
*)
*)
ENTER THE TYPE OF MODEL TO BE SIMULATED 
MAKEHAM MODEL'1
2
CHOICE
WEIBULL MODEL WITH K, D, AND N'
C
C
C
IF (CHOICE .EQ. 1 ) THEN
This part will simulate the points for the Makeham 
model. Since this model does not have an inverse, as 
described in Chapter 2, Newton's method is used
36
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C to create the data points. In the first part, the user
C will enter the parameter values for this model, so that
C the data points can be simulated.
20
30
40
WRITE(*,*) 
WRITE(*,*) 
WRITE(*,*) 
READ (*,*)
IF (B .LE.
GOTO 20 
END IF 
WRITE(*,*) 
WRITE(*,*) 
WRITE(*,*) 
WRITE(*,*) 
READ(*,*) A 
IF ( (A + B)
GOTO 30 
END IF 
WRITE(*,*) 
WRITE(*,*) ’ 
WRITE(*,*)
•MAKEHAM MODEL ACTIVATED.'
'ENTER THE POSITIVE PARAMETER B: 
B
0.0) THEN
'ENTER THE PARAMETER A >= -B 
' FOR CONVENIENCE, TRY A < 1.0
,LE. 0.0) THEN
ENTER THE PARAMETER C > 1
READ (*,*) C 
IF (C .LE. 1, 
GOTO 40 
END IF
0) THEN
This part contains Newton's Method for generating the C 
data points for the Makeham model.
WRITE(*,*) 'ENTER AN INITIAL T > O'
WRITE(*,*)
READ(*,*) T(l)
WRITE(*,*) 'ENTER THE TOLERANCE'
WRITE(*,*)
READ (*,*) TOL 
DO 140 I = 1, J 
CALL RANDOM(U)
DO 145 K = 1, 20
IG(K) = (A*T(K)+((B*((C**T(K))-l.0))/LOG(C)) 
HT(K) = EXP(-1.0*IG(K))
G(K) = U - 1 + HT(K)
GP(K) =(A + (B * (C**T(K))))*(HT(K) )
ER = G(K)/GP(K)
IF (GP(K) .GT. TOL) THEN 
T(K+1) = T(K) + ER 
ELSE
GOTO 146
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145
146 
140
END IF 
CONTINUE 
X(I) = T(K) 
CONTINUE
This part will sort the data set in ascending order,
190
195
SWITCH = 1 
IF (SWITCH 
SWITCH = 
DO 195 I 
IF (X(I) 
TEMP = 
X(I) = 
X(I-l) 
SWITCH 
END IF 
CONTINUE 
GOTO 190 
END IF 
COUNTER = 0
EQ. 1) THEN 
0
= 2 / J
.LT. X(I-l)) THEN 
X(I)
X(I-l)
= TEMP 
=  1
This part will write the data set to a file.
163
165
WRITE(*,*) 
WRITE(*,*) 'THE 
OPEN (3, FILE = 
WRITE(3,*) J 
DO 165 I = 1, J 
WRITE(3,163) 
FORMAT(' 'F7.
CONTINUE 
GOTO 500
DATA FILE IS 
'DATA.TXT')
X(I)
4)
DATA.TXT’
END IF
C
C
This part will generate the data set for the Weibull 
model.
50
IF (CHOICE .EQ. 2) THEN
WRITE(* *) 'WEIBULL MODEL #1 ACTIVATED.'
WRITE(* *)
WRITE(* *) 'THE ONLY RESTRICTION IS THAT ALL
WRITE(* *) 'PARAMETERS ARE DECLARED POSITIVE
WRITE(* *)
WRITE(* *) 'ENTER THE PARAMETER K:'
WRITE(* *)
READ (* *) K
THE
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IF (K .LE. 0.0) THEN 
GOTO 50 
END IF 
WRITE(*,*)
60 WRITE(*,*) 'ENTER THE PARAMETER D:'
WRITE(*,*)
READ (*, *) D 
IF (D .LE. 0.0) THEN 
GOTO 60 
END IF 
WRITE(*,*)
70 WRITE(*,*) 'ENTER THE PARAMETER N:'
WRITE(*,*)
READ (*,*) N 
WRITE(*,*)
IF (N .LE. 0.0) THEN 
GOTO 70 
END IF
RCN = 1.0 / (N + 1)
DO 110 I = 1, J 
CALL RANDOM(U)
DUMMY = ((N+1)/K)*L0G(1/(1-U))
T(I) = D + (DUMMY**RCN)
110 CONTINUE
END IF
C This part will sort the data set in ascending order
C for the Weibull model.
SWITCH = 1 
210 IF (SWITCH .EQ. 1) THEN
SWITCH = 0 
DO 200 I = 2, J
IF (T(I) .LT. T(I-l)) THEN 
TEMP = T(I)
T(I) = T(I-l)
T(I-l) = TEMP 
SWITCH = 1 
ENDIF
200 CONTINUE
GOTO 210 
ENDIF
WRITE(*,*) 'THE DATA FILE IS DATA.TXT'
OPEN (3, FILE = 'DATA.TXT')
WRITE(3,*) J
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APPENDIX III
FORTRAN PROGRAM: NESSELLE'S METHOD
C
C
C
C
C
C
C
C
C
C
This program will estimate the parameters for 
the Makeham model. This method is known as 
Nesselle's method, and it is fully described 
in Chapter 3. The program will enter the 
Makeham values from a file, DATA.TXT, and 
then the user will enter the type of 
estimator to use, the initial parameter 
estimates, and the tolerance. After the 
method is completed, the output is put into a 
file called RESULTS2.TXT.
INTEGER J, I, R
REAL T(70), MU(70), TOL, N
Start of program.
WRITE(*,*) 
WRITE(*,*) 
WRITE(*,*) 
WRITE(*,*)
THIS PROGRAM CONTAINES THE EXISTING' 
METHODS FOR ESTIMATING THE THREE'
■ PARAMETERS FOR THE MAKEHAM MODEL.'
Read in the data from the input file.
*) ' 
*) ' 
*)
*) ' 
*) ' 
) R 
*)
*) ' 
*)
J
T(I)
DO YOU WISH 
ESTIMATOR?'
0PEN(3, FILE = 'DATA.TXT') 
READ(3,*) N 
J = INT(N)
DO 35 I = 1,
READ(3,*)
35 CONTINUE
WRITE(*,*)
WRITE(*
WRITE(*
WRITE(*
WRITE(*
WRITE(*
READ(*,
WRITE(*
WRITE(*
WRITE(*
READ(*,*) TOL 
WRITE(*,*)
TO USE A MORE ROBUST'
ENTER
ENTER
1
2
FOR
FOR
YES ' 
NO'
ENTER THE DESIRED ACCURACY LEVEL:
IF (R .EQ. 1) 
WRITE(*,*) 
WRITE(*,*)
THEN
'MORE ROBUST ESTIMATOR ACTIVATED,
41
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DO 230 I = 1, J
WRITE(3,228) T(I)
228 FORMAT(' ’F7.4)
230 CONTINUE
WRITE(*,*) 'THE FIRST DATA POINT IS:',T(1) 
500 WRITE(*,*)
END
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DO 20 I = 1, J-1
MU(I) = 1.0 / ((T(I+1)- T(I))*(N+0.7-I))
20 CONTINUE
CALL MAKEHAM(MU, T, J, TOL)
ELSE
WRITE(*,*) 'LESS ROBUST ESTIMATOR ACTIVATED.’ 
WRITE(*,*)
DO 30 I = 1, J-1
MU(I) = 1.0 / ((T(I+1)- T(I))*(N+1-I))
30 CONTINUE
CALL MAKEHAM(MU, T, J, TOL)
END IF
C End of program.
END
C Subroutine to find the estimates of the parameters
C for the Makeham model.
SUBROUTINE MAKEHAM(MU, T, J, TOL)
INTEGER J, I, FLAG 
REAL MU(70), T(70), TOL 
REAL lA, IB, IC, CHECK 
REAL MP(70), OMU(70)
REAL DUMMY, DUMMY2, MUH
C These are the partial derivatives needed for
C summing.
REAL DU(70), PUB(70), PUC(70)
C These are the counters for the normal egautions.
REAL K, L, M, N, P, Q, R, S, U, V, W, X, Y, Z 
REAL DA, DB, DC, Al, Bl, Cl
C This part will ask the user for the initial
C estimates.
WRITE(*,*) 'PLEASE ENTER THE INITIAL ESTIMATE A' 
WRITE(*,*) 'MAKE SURE THAT A > -B'
READ(*,*) lA
WRITEC*,*) 'PLEASE ENTER THE INITIAL ESTIMATE B '
READ(*,*) IB
WRITE(*,*) 'PLEASE ENTER THE INITIAL ESTIMATE C  
READ(*,*) IC
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WRITE(*,*)
C Initial work to find the suin-square error.
DUMMY =0.0 
DO 195 I = 1, J
DUMMY = DUMMY + MU(I)
195 CONTINUE
MUH = DUMMY / J
C Calculate the midpoint and the initial values for
C the force of mortality.
DO 200 I = 1 , J- 1
MP(I) = (T(I) + T(I-l))/2
OMU(I) = lA + (IB * (IC ** MP(I)))
200 CONTINUE
C Nesselle's method starts here.
FLAG = 1
DO WHILE (FLAG .EQ. 1)
C Calculate the initial estimates for the force of
C mortality and its partial derivatives. Mainly
C used after the initial calculations.
DO 220 1 = 1 ,  J-1
OMU(I) = lA + (IB * (IC ** MP(I)))
DU(I) = MU(I) - OMU(I)
PUB(I) = (IC ** MP(I))
PUC(I) = (IB * MP(I)) * (IC ** (MP(I-l)))
220 CONTINUE
C Initialize the variables that will hold all the
C sums needed to calculate the sum-square error.
-  1N = J
K = 0
L = 0
M = 0
P = 0
Q = 0
R = 0
S = 0
U = 0
V = 0
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W = 0 
X = 0 
Y = 0 
Z = 0 
DA = 0
DB = 0
DC = 0
C Calculate the variables needed for the normal
C equations. This is fully described in Chapter 3
DO 240 1 = 1 ,  J-1
K = DU(I) + K
L = (DU(I) * PUB(I) ) + L
M = (DU(I) * PUC(I)) + M
P = PUB(I) + P
Q = PUC(I) + Q
R = (PUB(I) ** 2.0) + R
S = (PUC(I) ** 2.0) + S
U = (PUB(I) * PUC(I)) + U 
240 CONTINUE
V = (P*K) - (N*L)
W = (Q*K) - (N*M)
X = (P*P) - (N*R)
Y = (P*Q) - (N*U)
Z = (0*0) - (N*S)
C This is the solution to the normal equations.
DC = ((V*Y) - (W*X))/(((Y*Y) - (X*Z))*N)
DB = ((W*Y) - (V*Z))/(((Y*Y) - (X*Z))*N)
DA = (K - ((DB*P) + (DC*Q)))/N
C The check needed to stop the procedure.
IF ((ABS(DC).LT.TOL).OR.((IC + DC) .LT. 1.0)) THEN 
FLAG = 2 
ELSE
lA = lA + DA
IB = IB + DB
IC = IC + DC
END IF
C Calculate the sum-square error, and the
C coefficeint of determination, also known as
C R-squared.
SSE = 0
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SSM = 0
DO 330 1 = 1 ,  J-1 
DUMMY2 = (MU(I) - MUH)**2 
SSM = SSM + DÜMMY2
DUMMY3=(0MU(I)+DA+(DB*PUB(I) ) + (DC*PUC(I) )-MU(I) )**2 
SSE = SSE + DUMMY3 
CONTINUE 
R2 = SSE/SSM
End the do - while loop
END DO
Write the results to the file.
0PEN(3, FILE = 'RESULTS2.TXT')
WRITE(3, 300) lA 
300 FORMAT (' ESTIMATED A: F12.6)
WRITE(3, 310) IB 
310 FORMAT (' ESTIMATED B: F12.6)
WRITE(3, 320) IC 
320 FORMAT (' ESTIMATED C: F12.6)
WRITE(3, 340) SSE 
340 FORMAT (' ESTIMATED SSE: 'F12.6)
WRITE(3, 350) R2 
350 FORMAT (' ESTIMATED R-SQUARED: F12.6)
RETURN
C End the procedure for the Makeham model.
END
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APPENDIX IV
FORTRAN PROGRAM: ALTERNATIVE METHOD
C
C
C
C
C
C
C
C
C
This program will take in a set of points, t(i), 
from a file called DATA.TXT and run the new method 
described in Chapters 3 and 4. The usere will 
enter the type of model to use, the tolerance, 
on the fixed parameter, and the initial search 
interval for the fixed parameter. Then, the 
results are put into a file called RESULTS.TXT.
INTEGER J, I, M, R
REAL T(IOOO), Y(IOOO), YR(IOOO), TOL, N 
REAL MY(IOOO), MYR(IOOO)
This part will read in the values from the file 
DATA.TXT.
10
WRITE(*,*)
OPEN (3, FILE = 'DATA.TXT') 
READ(3,*) N 
J = INT(N)
DO 10 I = 1, J 
READ(3,*) T(I)
CONTINUE
C
C
C
This section asks the user for the type of model, the 
tolerance, and then moves onto the corresponding 
subroutine.
400
37
WRITE(*,*) 
WRITE(*,*) 
WRITE(*,*) 
WRITE(*,*) 
WRITE(*,*) 
WRITE(*,*) 
WRITE(*,*) 
READ(*,*) M 
WRITE(*,*) 
WRITE(*,*) 
WRITE(*,*) 
READ(*,*) TOL 
WRITE(*,*)
ENTER THE TYPE OF SURVIVAL MODEL:
1
2
3
MAKEHAM 
WEIBULL 
EXIT'
MODEL' 
MODEL WITH PARA. K '
ENTER THE DESIRED ACCURACY LEVEL :
DO 37 I 
Y(I)
= 1, N
HJ.; = LOG(LOG( (N+1)/(N+1-I) ) )
YR(I) = LOG(LOG((N+0.7)/(N+0.4-I))) 
MY(I) = LOG((N+1)/(N+1-I))
MYR(I) = LOG((N+0.7)/(N+0.4-I)) 
CONTINUE
46
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IF (M .EQ. 1) THEN
WRITE(*,*) 'MAKEHAM MODEL ACTIVATED.'
R = 1
CALL MAKEHAM(T, MY, J, TOL, R)
R = 2
CALL MAKEHAM(T, MYR, J, TOL, R)
ELSEIF (M .EQ. 2) THEN
WRITE(*,*) 'WEIBULL MODEL W/PARA. K ACTIVATED.' 
WRITE(*,*)
R = 1
CALL WEIBT(T, Y, J, TOL, M, R)
R = 2
CALL WEIBT(T, YR, J, TOL, M, R)
WRITE(*,*)
ELSEIF (M .EQ. 3) THEN 
GOTO 500 
ELSE
GOTO 400 
END IF
500 WRITE(*,*)
C End of the program
END
C This subroutine will find the estimates least square
C estimates of the parameters for the Makeham model.
C The user will enter the search interval for c and
C the method is performed. All dummy variables are
C used to compute the sums needed for calculating the
C sum-square error and the coefficient of
C determination, also known as R-squared.
SUBROUTINE MAKEHAM(XI, Y, J, TOL, R)
REAL Xl(lOOO), Y(IOOO), TOL 
INTEGER J, I, FLAG, R 
REAL L, U, GR, H, Cl, C2 
REAL XCl(lOOO), XC2(1000)
REAL DUMMYl, DUMMY2, DUMMY3, DUMMY4 
REAL DUMMY5, DUMMY6, DUMMY7, DUMMY8 
REAL SUMl, SUM2, SUM3, SUM4 
REAL SUM5, SUM6, SUM7, SUMS 
REAL Al, Bl, A2, B2
REAL YHl(lOOO), YH2(1000), SUMY, YBAR
REAL SSEl, SSE2, SSM, DUMMY9, DUMMYl0, DUMMYl1
REAL Rl, R2
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C This is where the user enters the search interval for
C c.
WRITE(*,*) 'PLEASE ENTER LOWER BOUND FOR C  
READ(*,*) L
WRITE(*,*) 'PLEASE ENTER UPPER BOUND FOR C
READ(*,*) U
GR = 0.6180339887
C This part labels the output file.
0PEN(3, FILE = 'RESULTS.TXT')
IF (R .EQ. 1) THEN
WRITE(3, *) 'FOR THE LESS ROBUST OPERATOR:'
WRITE(3,*)
END IF
IF (R .EQ. 2) THEN
WRITE(3,*) 'FOR THE MORE ROBUST OPERATOR:'
WRITE(3,*)
END IF
WRITE(3,* ) 'L-VALUE H-VALUE Cl C2 SSEl SSE2 ' 
WRITE(3,*) '---------------------------------------- '
C The method starts here. The first part finds the two
C internal points needed for the golden section search,
C known as Cl and C2.
DO WHILE((U-L) .GT. TOL)
H = U - L
Cl = U - (GR * H)
C2 = L + (GR * H)
DO 300 I = 1, J
XCl(I) = ((C1**X1(I))-1)/L0G(C1)
XC2(I) = ((C2**X1(I))-l)/L0G(C2)
300 CONTINUE
C This part computed the sum-square error and the
C coeffiecient of determination for the two points. Cl
C and C2.
DO 310 I = 1, J
DUMMYl = X1(I)*X1(I)
DUMMY2 = XC1(I)*XC1(I)
DUMMY3 = XC2(I)*XC2(I)
DUMMY4 = X1(I)*XC1(I)
DUMMY5 = X1(I)*XC2(I)
DUMMY6 = X1(I)*Y(I)
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310
C
DUMMY? 
DUMMY8 
SUMl = 
SUM2 = 
SUM3 = 
SUM4 = 
SUMS = 
SUM6 = 
SUM? = 
SUM8 = 
CONTINUE
= XCl
= XC2
SUMl
SUM2
SUM3
SUM4
SUMS
SUM6
SUM?
SUM8
(I)*Y(I) 
(I)*Y(I) 
+ DUMMYl 
+ DÜMMY2 
+ DUMMY3 
+ DUMMY4 
+ DUMMY5 
+ DÜMMY6 
+ DUMMY? 
+ DUMMY8
320
330
C
C
400
C
C
This part is adjusted to fit nicely on one line.
Al=( (SUM4*SUM7)-(SUM2*SUM6) ) / ( (SUM4*SUM4)-(SUM1*SUM2) ) 
Bl=( ( SUM4*SUM6)-( SUMl* SUM? ) )/( ( SUM4*SUM4 ) - ( SUM1*SUM2 ) ) 
A2=( (SUM5*SUM8)-(SUM3*SUM6) ) / ( ( SUMS* SUMS )-( SUMl* SUM3 ) ) 
B2=( (SUM5*SUM6)-(SUM1*SUM8) )/( ( SUMS* SUMS )-( SUMl* SUM3 ) )
SUMY = 0.0 
DO 320 I = 1, J
YHl(I) = (Al * X1(I)) + (Bl * XCl(I))
YH2(I) = (A2 * X1(I)) + (B2 * XC2(I))
SUMY = SUMY + Y(I)
CONTINUE 
YBAR = SUMY / J 
SSEl = 0.0 
SSE2 = 0.0 
DO 330 I = 1, J
DUMMY9 = (Y(I) - YH1(I))**2.0 
DUMMY10 = (Y(I) - YH2(I))**2.0
DUMMYl1 = (Y(I) - YBAR)**2.0
SSEl = SSEl + DUMMY9 
SSE2 = SSE2 + DUMMYIO 
SSM = SSM + DUMMYl1 
CONTINUE
Rl = (SSM - SSEl)/SSM 
R2 = (SSM - SSE2)/SSM
Print the SSE and the coefficient of determination to 
the output file for the current values, Cl and C2.
WRITE(3,400) L, U, Cl, C2, SSEl, SSE2
FORMAT (F8.5,' ', F8.5, F8.5, F8.5, F8.5, F8.5)
This part will choose the value. Cl or C2, that has
the smaller sum-square error.
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410
IF (SSEl 
U = C2 
FLAG = 
ELSE
L = Cl 
FLAG = 
END IF 
DO 410 I 
XCl(I) 
XC2(I) 
CONTINUE 
SUMl = 0
LT. SSE2) THEN
SUM2
SUM3
SUM4
SUMS
SUMS
SUM?
SUMS
= 1, J 
=  0.0 
=  0.0
0
0
0
0
0
0
0
END DO
C
C
C
C
This part will print the final results to the output 
file. It includes the least square estimates for the 
parameters A, B, and c, the sum-square error, and 
the coefficient of determination.
WRITE(*,*)
WRITE(*,*) 'THE RESULTS ARE IN THE FILE RESULTS.TXT'
WRITE(3,*)
IF (FLAG .EQ. 1) THEN 
WRITE(3,600) Al 
600 FORMAT(' ESTIMATED
WRITE(3,610) Bl 
610 FORMAT(' ESTIMATED
WRITE(3,620) Cl 
620 FORMAT(' ESTIMATED
WRITE(3,630) SSEl 
630 FORMAT(' SSE
WRITE(3,640) Rl 
640 FORMAT(' R-SQUARED
WRITE(3,*)
END IF
IF (FLAG .EQ. 2) THEN 
WRITE(3,6S0) A2 
6S0 FORMAT(' ESTIMATED A: 'F12.S)
WRITE(3,660) B2
A: 'F12.S)
B: 'F12.S)
C: 'F12.S)
'F12.S)
'F12.S)
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660 FORMAT(' ESTIMATED B: ’F12.5)
WRITE(3,670) C2 
670 FORMAT(' ESTIMATED C: 'F12.5)
WRITE(3,680) SSE2 
680 FORMAT(' SSE : 'F12.5)
WRITE(3,690) R2 
690 FORMAT(■ R-SQUARED : 'F12.5)
WRITE(3,*)
END IF
RETURN
C This ends the subroutine for the Makeham model.
END
SUBROUTINE WEIBT(T, Y, N, TOL, M, R)
C This routine will find the least square estimates
C for the parameters of the Weibull model. The user
C will enter the search interval for the fixed
C parameter, delta, and the method is performed.
C All dummy variables are used to compute the sums
C needed for the sum-square error and the coefficient
C of determination, also known as R-squared.
INTEGER K, J, FLAG, M, N, R
REAL T(IOOO), Y(IOOO), TOL, L, U, GR
REAL Xl(lOOO), X2(1000)
REAL YHl(lOOO), YH2(1000)
REAL SUMY, SSY
REAL SUMXl, SYXl, SSXl
REAL SUMX2, SYX2, SSX2
REAL DUMMYl, DUMMY2, DUMMY3, DÜMMY4, DUMMY5 
REAL ABOVE1, AB0VE2, BELOWl, BEL0W2 
REAL YBAR, XBARl, XBAR2, Al, Bl, A2, B2 
REAL SSEl, SSE2
REAL DUMMY6, DUMMY?, DUMMY8, SSM
REAL Rl, R2
REAL WK, WN
REAL TESTl, TEST2
C This where the user will enter the search interval
C for delta.
WRITE(*,*) 'PLEASE ENTER L'
READ(*,*) L
WRITE(*,*) 'PLEASE ENTER U'
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READ(*,*) U
GR = 0.6180339887
C This part will label the output file.
OPEN (3, FILE = 'RESULTS.TXT')
IF (R .EQ. 1) THEN
WRITE(3,*) 'FOR THE LESS ROBUST OPERATOR:'
WRITE(3, *)
END IF
IF (R .EQ. 2) THEN
WRITE(3,*) 'FOR THE MORE ROBUST OPERATOR:'
WRITE(3,*)
END IF
WRITE(3,*)'L-VALUE H-VALUE DELI DEL2 SSEl SSE2' 
WRITE(3,*) '------------------------------------------'
C The method starts here. The first part finds the two
C intermal points needed to operate the golden section
C search algorithm. The second part will calculate the
C sum-square error and R-squared for each one of those
C points, called D1 and D2.
DO WHILE ((U-L) .GT. TOL)
H = U - L
D1 = U - (GR * H)
D2 = L + (GR * H)
SUMY = 0.0 
SSY =0.0 
DO 50 J = 1, N
X1(J) = LOG(T(J) - Dl)
X2(J) = LOG(T(J) - D2)
SUMY = SUMY + Y(J)
DUMMYl = Y(J) * Y(J)
SSY = SSY + DUMMYl 
DUMMYl =0.0 
50 CONTINUE
C This computed the sum-square error and R-squared for
C each of the points, Dl and D2.
SUMXl =0.0 
SUMX2 =0.0 
SSXl =0.0 
SSX2 =0.0 
SYXl =0.0
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60
SYX2 = 0.
DO 60 J = 
SUMXl 
SUMX2 
DUMMY2 
DUMMY3 
DUMMY4 
DUMMY5 
SSXl = 
SSX2 = 
SYXl = 
SYX2 = 
DUMMY2 
DUMMY3 
DUMMY4 
DUMMY5
CONTINUE
1, N 
= SUMXl 
= SUMX2 
= X1(J) 
= X2(J) 
= X1(J) 
= X2(J) 
SSXl + 
SSX2 + 
SYXl + 
SYX2 + 
=  0.0 
=  0.0 
=  0.0 
=  0.0
+ X1(J)
+ X2(J)
* X1(J)
* X2(J)
* Y(J)
* Y(J) 
DUMMY2 
DUMMY3 
DUMMY4 
DUMMY5
70
YBAR = SUMY / N 
XBARl = SUMXl / 
XBAR2 = SUMX2 / 
ABOVE1 = SYXl - 
BELOWl = SSXl - 
Bl = ABOVE1 
Al = YBAR - 
ABOVE2 = SYX2 - 
BEL0W2 = SSX2 - 
B2 = ABOVE2 
A2 = YBAR - 
TESTl = YBAR - 
TEST2 = YBAR - 
IF (TESTl .GT.
GOTO 1300 
END IF
IF (TEST2 .GT.
GOTO 1300 
END IF 
DO 70 K =
YHl(K)
YH2(K) 
CONTINUE 
SSM = 0.0 
SSEl = 0.0 
SSE2 = 0.0
N 
N
((SUMXl  ̂
((SUMXl ' 
/ BELOWl 
(XBARl * Bl)
((SUMX2 ’ 
((SUMX2  ̂
/ BEL0W2 
(XBAR2 * B2) 
(Al + (Bl 
(A2 + (B2 
TOL) THEN
TOL) THEN
SUMY)/N) 
SUMXl)/N)
SUMY)/N)
SUMX2)/N)
*
XBARl)) 
XBAR2))
1, N 
= Al 
= A2
(Bl
(B2
Xl(
X2(
K) ) 
K) )
DO 80 K = 
DUMMY6 
DUMMY7 
DUMMY8
1, N 
= (Y(K) 
= (Y(K) 
= (Y(K)
- YHl(K)
- YH2(K)
- YBAR)*
) * * 2
)**2
*2
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SSM = SSM + DUMMY8
80
C
C
1000
C
C
SSEl = 
SSE2 = 
DUMMY6 
DUMMY? 
CONTINUE 
Rl = (SSM 
R2 = (SSM
SSEl + DUMMY6 
SSE2 + DUMMY? 
=  0.0 
=  0.0
- SSEl)/SSM
- SSE2)/SSM
40
This part will print the sum-square error and 
R-squared to the output file.
WRITE(3, 1000) L, Ü, Dl, D2, SSEl, SSE2 
FORMAT(F8.5' F8.5' 'F8.5' 'F8.5' 'F8.5' 'F8.5)
This part will choose the value, Dl or D2, that has 
the smaller sum-square error.
IF (SSEl .LT. SSE2) THEN 
U = D2 
FLAG = 1 
ELSE
L = Dl 
FLAG = 2 
END IF
DO 40 J = 1, N 
X1(J) = 0.0 
X2(J) = 0.0 
CONTINUE
END DO
C
C
C
C
This part will print the final results to the output 
file. It includes the least-square estimates for the 
parameters k, n, and delta. It also includes the 
sum-square error and R-squared for those estimates.
WRITE(*,*) 
WRITE(*,*) 
WRITE(3,*)
'THE RESULTS ARE IN RESULTS.TXT
1110
1120
IF ((FLAG .EQ. 
WN = Bl - 1
1) .AND. (M .EQ. 2)) THEN
WK = (Bl * (EXP(Al)))
WRITE(3, 1110) Dl
FORMAT(' ESTIMATED DELTA: 'F8.5)
WRITE(3, 1120) WN
FORMAT(' ESTIMATED N : 'F8.5)
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WRITE(3, 
1130 FORMAT('
WRITE(3, 
1140 FORMAT( '
WRITE(3, 
1150 FORMAT('
WRITE(3, 
END IF 
IF ((FLAG . 
WN = B2 
WK = (B2 
WRITE(3, 
1160 FORMAT( '
WRITE(3, 
1170 FORMAT('
WRITE(3, 
1180 FORMAT( '
WRITE(3, 
1190 FORMAT( '
WRITE(3, 
1200 FORMAT( '
WRITE(3 
END IF 
1300 WRITE(*,*) 
RETURN
1130) WK 
ESTIMATED K 
1140) SSEl 
SSE
1150) Rl 
R-SQUARED 
*)
■F8.5)
•F8.5)
■F8.5)
EQ. 2) .AND. (M .EQ. 2)) THEN 
— 1
* (EXP(A2)))
1160) D2 
ESTIMATED DELTA 
1170) WN
ESTIMATED N 
1180) WK 
ESTIMATED K 
1190) SSE2 
SSE
1200) R2 
R-SQUARED 
*)
-F8.5)
■F8.5)
■F8.5)
■F8.5)
■F8.5)
This ends the subroutine for the Weibull model
END
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