Through advances in semiconductor miniaturization technology, microrelief patterns, with characteristic dimensions as small as the wavelength of light, can now be mass reproduced to form high-quality and low-cost optical components. In a unique example of technology transfer, from electronics to optics, this capability is allowing optics designers to create innovative optical components that promise to solve key problems in optical sensors, optical communication channels, and optical processors.
INTRODUCTION
Many of the current micro structures in optics are based on binary optics technology. This is an inherently diffractive optics technology that uses computer-generated designs of microscopic relief patterns and electronic circuit etching technology to create novel optical devices and to provide design freedom and new materials choices for conventional refractive optical elements. Over the past ten to twelve years we in the holographic optics community have learned to produce diffractive and mixed refractive-diffractive devices that are highly efficient and of high enough quality to be used in cameras and in medical applications. These devices are fabricated by methods compatible with current lithographic and integrated circuit techniques.
In the early seventies, the Defense Advanced Research Projects Agency (DARPA) , the Air Force, and many industrial groups started to drive electronic circuit features to below the one-micron level. This effort led DARPA and the National Science Foundation (NSF) to establish a MOSIS (Metal Oxide on Silicon Integrated Systems) foundry service in 198 1 . MOSIS aggregates designs from different sources onto one mask set ; instead of paying $60,000 for a dedicated set of masks and a fabrication run, users can get packaged parts for as low as a few hundred dollars. This service dramatically lowers the risk of electronic circuit prototyping. In the late seventies a micromechanics technology piggybacked on the VLSI and VHIISIC electronics technologies to develop micromotors, microaccelerometers, microchromatometers and other mechanical devices made by computer lithography and etching technology. Now we see the integration of processing electronics and microsensors and actuators on a common silicon wafer and chips.
Similarly, in the mid eighties, with the support of Jasper Lupo, DARPA started a program called Binary Optics. The goal was to piggyback a new diffractive optics technology on the flourishing micromachining technology with the participation of federal laboratories, universities, and industry. DARPA's programmatic goals then were three-fold:
(1) Develop an optics technology based on electronic circuit fabrication technology for the purpose of cost and labor savings in military sensor systems, for creating new freedom in designs and materials, and for developing new composite optical functions that could not be created with the current technology, (3) launch a broad-based diffractive optics technology in U.S. industry.
Therefore, the key features of the microoptics technology that evolved sincel984 were:
(1) That it dealt with one ofthe three ways ofmanipulating light --diffraction.
Refraction and reflection are the other two. Soon after the startup of the program, diffraction was blended with the other two ways in order to cover broad waveband applications and a mixed macro technology emerged.
(2) That fabrication be based on holography microlithography, and ion-etching technology.
(3) That the new technology provide design freedom and materials choices in imaging sensors by diffractively compensating the dispersive properties of infrared, visible, and ultraviolet materials.
(4) That the arrayed micro components shape, steer, filter, and process light in new ways to produce smart sensors that would be adaptive and agile.
THE PAST: LARGE FEATURE APPLICATIONS
In the early days of the binary optics program diffractive optics work proceeded along two approaches. The first was based on planar structures only, where all the optical power was diffractive. It required very high resolution lithography and a full electromagnetic field treatment of the optics in order to describe the efficiency characteristics of the devices accurately (1). These planar devices generally were sensitive to the polarization of the incident fields and were useful oaly for narrow optical bandwidths and fields-of-view. Later, techniques were developed to circumvent most of these limitations by trading structure depths for lower periodicities and less diffractive power. In other words, quasi planar structures were fabricated where the etch depths were multiple wavelengths deep, and that had characteristics of both refractive and diffractive microoptics. A true Euglina of the refractive and diffractive microoptics fields evolved naturally.
The second approach was based on mixing refractive with diffractive power on macro elements, typically on fast lenses. With mixed optics a spherical surface provides the raw focal power, and the diffractive micro structure conects the spheric and chromatic aberrations of the element. For such applications one needed only low resolution, and more importantly, low accuracy lithography (generally one-micron accuracy was good enough). Because of the coarse features of the diffractive patterns, the devices generally exhibited little sensitivity to polarization and could be used with wide optical bandwidths and in large field-of-view applications, from infrared to deep ultraviolet wavelengths (2). Figure 1) .
As a grating, a binary optics element has inherent optical dispersion properties that can be tailored by varying the geometric dimensions of the zone rings in a space-variant manner, i.e., ring widths, depths and spacings, irrespective of the intrinsic properties of the substrate material. The selectable dispersion characteristic can be used to achromatize optical materials over a wide bandwidth. The high efficiency (no undesired scatter) determines the effectiveness of this kind of compensation. In general the diffractive features are much larger than the used wavelength, whereas pattern accuracy must be comparable to the wavelength; in complex system designs the number of needed elements can be cut in half by use of binary optics. Micro machined optical elements can have dramatically improved resolving power and useful bandwidths, as is demonstrated in Figure 2 for a range of wavelengths and lens speeds. Ge Fl SIO2 uV than fifty companies and has spawned six U.S. startup companies (see Figure 3 ). Four years ago we moved in earnest into the second generation of novel devices: arrayed microoptical elements.
THE PRESENT: LARGE ARRAYS OF FAST MICROOPTICS
Much of the current research activity centers on the fabrication of microfine arrayed optics. One of the many unique applications of binary optics is microoptics, a technology that produces optical elements such as lenses, multiplexers, and filters that range in diameter from a few tens of microns to one miffimeter. The lithographic flexibility in layout and design of the arrays with rectangular, round, or hexagonal close-packed layouts (while maintaining optical coherence over the array) makes this technology unique among all other current fabrication techniques. The optical phase profile of a lenslet, for example, is not restricted by fabrication constraints either, designers can choose optimal surface profiles such as spheric, parabolic, aspheric, astigmatic, and anamorphic, depending on application requirements (3,4).
The use of microoptics in systems is still new, and occurs primarily in laser diode beam shaping, on-chip optical tasks, focal plane imaging, and processing functions. Binary optics with 0.1 micron accuracy and 0.5 micron resolution has been used to demonstrate coherent lenslet arrays of 20,000 elements/cm2, f/i speed, and zero dead spacing (optically inactive areas between the lenses). An individual element can exhibit root-mean-square wavefront errors limited to V50 and strehi ratios of 0.98 (the strehi ratio is defined as the peak field amplitude in the focus normalized to the diffraction-limited amplitude). In other words, with binary optics and very-large-scale integrated step-and-repeat technology, large arrays of micro lenslets can exhibit full diffraction-limited performance. The unique capability of current microoptics technology can be demonstrated by three key example applications to optical imaging sensor systems. These applications were chosen because of our specific interest in optical sensor technology. Throughout the conference we have heard from other organizations about their applications, ranging from optical communications, optical data processing, and data storage to medical implantation devices.
Although the current work in microoptics is primarily an enabling technology development, the very nature of an enabling technology means that its success can only be measured in terms of useful applications in many fields, and transcends applications in specific devices.
Our first important application exploiting microoptics technology in sensor systems is with agile and high-speed steering of images and laser beams. The lack of an agile steering element is the Achilles heel of most electrooptical sensor systems. A possible solution uses layers of coherently arrayed afocal microoptics that is moved via piezo or electrostrictive forces to form a programmable beam scanner with a minimum amount of motion (half a lens diameter maximum). Alternatively, layers of confocal microoptics with electrooptic material sandwiched in between can be used to form the optical equivalent of a phased arrayed antenna with high speed steering properties so well known by the radar community.
The second class of applications that has our long-term interest is the formation of arrayed microcavities for one and two dimensional arrays of solid state lasers. These arrays can form extremely bright laser sources by coherently adding the power of the elements in the array. Radiation power densities of today's single diode lasers already exceed those at the surface of the sun, and materials limitations prevent further increases in laser power density. Yet, the very small radiation area of a single laser can reliably produce only about 50 mW. Only coherent addition of sparsely spaced lasers in an array can overcome the thermodynamic barrier to higher laser diode power. Figure 4 shows a collection of six tested microcavity designs using microoptical multiplexers, filters, phase converters, fractional Talbot gratings, and interlaced microelements (5). Some of the elements require interlaced refractive and reflective lens arrays and coherently integrated components on both sides of an optical substrate. to satisfy the needs of optics applications. In terms of device fabrication infrastructure are DARPA supported microoptics MOSIS fabrication foundries on the horizon to drive down the cost and broaden the acceptance of this technology? We also still have a lot to learn about the problems that make microoptics fabrication different from micromechanics and micro electronics. For example, the technology for etching large-area deep-structures (more than 211 deep) and replanarizing the different lithographic layers is still unchartered territory. Dual-sided lithography and layering of the micro optics on different substrate with sub-micron precision has still not been mastered either.
THE FUTURE: MIXING ELECTRONICS, OPTICS, AND MECHANICAL STRUCURES
As microoptics technology matures, we shall see develop a dual role for optics in imaging sensors. Not only is optics required in photon collection processes such as image magnification, agile image scanning, and the segmentation of foveal and peripheral vision or of colors, but optics wifi play an important role in shaping detection architectures and image preprocessors as well. These high-throughput processing roles may come in the form of optical communication between layered processing wafers, as cross-coupling neighborhoods of clustered detector arrays, and as inter-wafer resonant processing architectures that group moving centroids and segmented texture clusters in robotic vision applications.
Present-day electronic imaging sensors are asked to perform a wide variety of functions, often with contradictory requirements in tracking, surveillance, identification, clutter rejection, or in extraction of textured patterns. But, the image-in/picture-out approach of the past in automated recognition systems is fundamentally flawed. These sensors have evolved from a camera technology developed at the turn of the century and are based on photographic or electronic recording of 2-D images that are presented to the human eye. All post processing then centers on extracting and enhancing detected features in a serially processed single image. This approach leads to very large and high speed computer system requirements.
Systems that can adapt processing architectures or interact with a changing environment do not yet exist. However, most optical sensors in nature did develop complex eye adaptability by necessity for survival. For example, whereas vertebrates have mostly simple or camera eyes, the human comeal type imaging is uncommon outside the land vertebrates. The only other large group with comeal eyes is spiders. Insects have mostly compound eyes, or sometimes their larvae are born with comeal eyes that are discarded as they grow and are replaced by compound eyes. Among the marine mollusks and crustations the most interesting eyes are found (due to photon starvation). Many of the crustation eyes are based on mirrors. Scallops have concave mirrors, others have convex lenses and sometimes one large eye and one small one. Capepod crustations have roving fovea, a linear scanning retina (3x410 elements), and a field-of-view that is a linear strip, as in many of our infrared sensors (7). The variety in foreoptics is great, e.g., male pontella fish have three lenses (one parabola and two spherical lenses), the females have two lenses (one parabola and a spherical lens), but the variety in retinal preprocessing architectures is even greater, although far less understood. Besides simple registry of images, there are retinal processing cells which are particularly interested in movement, regardless of what is moving. It has been known for some years that, in the eyes of some creatures, there are cells which will respond to movement even at levels of light too low to cause them to fire for the illumination as such. For most mammals, this sensitivity to moving objects suits prey and predator functions. Work with rabbits and ground squirrels
The binary optic elements couple, lock, and control modes of a new generation of coupledlaser microcavities, and the technology will radically change the capabilities of all active optical sensors probably with as much impact as magnetrons had on radars. In less than ten years, square-inch-size power sources producing a hundred watts of coherent laser power will be a reality.
A third and broad class of problems requiring optical microcomponents is in mapping and transforming optical field distributions into a new distribution. During the conference we heard about examples of spatially matched filters for target and fingerprint identification (6), about filters that map cartesian into poiar coordinates (Mellin iransforms), tnd about composite matched filters for preprocessing imagery. All these applications have been demonstrated with binary optical components. However, the first generation of mapping devices only requires one planar surface to phase and direct the light. Current research work centers on mapping arbitrary distributions of light into a new one with the minimum number of surfaces and maximum light throughput efficiency. A good demonstration of this technology is the geometric transformer for end-pumping solid state lasers shown in Figure 5 . Microoptics aligned on two sides of a bulk substrate maps a linearly segmented array of laser pump diodes into a uniformly filled aperture that is mode matched to a solid state YAG laser rod for maximum pump efficiency. Such a transformer requires a spacevariant off-axis microlens array to redirect the light filling the back-plane exit aperture uniformly and a space variant phase corrector to match the mode of the laser cavity. to satisfy the needs of optics applications. In terms of device fabrication infrastructure are DARPA supported microoptics MOSIS fabrication foundries on the horizon to drive down the cost and broaden the acceptance of this technology? We also still have a lot to learn about the problems that make microoptics fabrication different from micromechanics and micro electronics. For example, the technology for etching large-area deep-structures (more than 211 deep) and replanarizing the different lithographic layers is still unchartered territory. Dual-sided lithography and layering of the micro optics on different substrate with sub-micron precision has still not been mastered either.
As microoptics technology matures, we shall see develop a dual role for optics in imaging sensors. Not only is optics required in photon collection processes such as image magnification, agile image scanning, and the segmentation of foveal and peripheral vision or of colors, but optics will play an important role in shaping detection architectures and image preprocessors as well. These high-throughput processing roles may come in the form of optical communication between layered processing wafers, as cross-coupling neighborhoods of clustered detector arrays, and as inter-wafer resonant processing architectures that group moving centroids and segmented texture clusters in robotic vision applications.
Systems that can adapt processing architectures or interact with a changing environment do not yet exist. However, most optical sensors in nature did develop complex eye adaptability by necessity for survival. For example, whereas vertebrates have mostly simple or camera eyes, the human corneal type imaging is uncommon outside the land vertebrates. The only other large group with comeal eyes is spiders. Insects have mostly compound eyes, or sometimes their larvae are born with corneal eyes that are discarded as they grow and are replaced by compound eyes. Among the marine mollusks and crustations the most interesting eyes are found (due to photon starvation). Many of the crustation eyes are based on mirrors. Scallops have concave mirrors, others have convex lenses and sometimes one large eye and one small one. Capepod crustations have roving fovea, a linear scanning retina (3x410 elements), and a field-of-view that is a linear strip, as in many of our infrared sensors (7). The variety in foreoptics is great, e.g., male pontella fish have three lenses (one parabola and two spherical lenses), the females have two lenses (one parabola and a spherical lens), but the variety in retinal preprocessing architectures is even greater, although far less understood. Besides simple registry of images, there are retinal processing cells which are particularly interested in movement, regardless of what is moving. It has been known for some years that, in the eyes of some creatures, there are cells which will respond to movement even at levels of light too low to cause them to fire for the illumination as such. For most mammals, this sensitivity to moving objects suits prey and predator functions. Work with rabbits and ground squirrels showed that not only frogs but mammals have specialized retinas. The squirrel is particularly fitted to detect the direction of motion of small objects (maybe that is why it freezes in on-coming car headlights). The rabbit has "fast" detectors and "slow "detectors far more sensitive than man's. Each of these optical sensors is tuned by evolution to fit a specific set of defense and predator requirements. Faced with such a wide ranging optical sensor complexity in nature, it is imperious to assume that our optical image-in/electronic image-out (the basis of all cameras) is not deficient for most tracking and recognition tasks. If we are to tackle one of the great remaining challenges in science, namely, robotic vision, we need to start developing focal plane processors for data rate reduction and develop sensor outputs that are fed back to the optical front end. The feedback would give the sensor agility and nonlinearity and would avoid the data overdose that always follows conventional maximum-resolution imagerastering strategies. The new approach will require compact optics and optics integration with focal plane designs (see Figure 6 ) The new microoptics technology based on lithography and holography can help significantly to provide agility feedback and a high throughput competitive non-linear preprocessing capability.
The first stage of the change in sensor technology requires replacement of detector arrays that consist of densely packed elements and leave no space for processing with integrated focal plane microlenses that concentrate light on smaller pixels and leave enough room for local electronic processing cells. Binary optics can focus pixel-sized signals to more efficient (lower noise) shrunken detectors and it can create sufficient space on the back focal plane to implement primary amacrine type networks and enough space to optically reemit processed pixel information to the next processing layer. The second stage in amacronics development requires very low power circuitry to be interlaced with the detector grid and to process locally and couple electronically to the nearest detector neighbor. The most rudimentary electronic network can adapt images to changing light levels by spacevariant gain settings and by amplifying differences between detectors and local averages. Neighborhood groupings then can compete and adapt away stationary or fixed patterns in space and time.
In the third stage of development each locally processed pixel output must be optically transmitted off the back focal plane to the next processing network level. technology integration of microoptics, detectors, analog circuitry, and microlasers in the form of LED's, quantum-well lasers or SEED devices, is very complex. However, the complexity appears necessary in order to handle the inherent high-throughput requirements of image processing.
The term "amacronics" was recently given to optically and competitively coupled focal plane structures with local electronic processing cells. Amacronics derives its name from the biological term for layered "a-macros" or "short-range" interacting networks observed in front of mammalian retinas. Key amacrine functions are motion detection, edge enhancement, and space-variant image dynamic range reduction. With an optically crosslinked detector array, competitive non-linear center-surround designs that form the basis of biological amacrine functions can be implemented. For a description of these micro-sized optical pixel multiplexers, see the paper by Wong in these conference proceedings (8).
Companies like Sony and Hitachi have begun to market the first stage of amacronics technology by integrating microoptics on the front focal plane and electronic processing modules on the free space created between CCD detector arrays. The result is that their cameras have less dark current, one extra f-stop in sensitivity, and a higher dynamic range with electronic shuttering and a reduced fixed-pattern-noise dependence.
SUMMARY
In this presentation I have reviewed two generations of macro-and microoptical structures, and, through examples of applications, may have given you a glimpse of what the future may hold for optical sensors that use the new enabling technologies. Clearly, that future is bright with wide ranging implications; however, I would like to make three observations.
The first is that the review I presented is myopic because of my heavy bias toward smart sensor and robotic vision development we in our research group at MIT Lincoln Laboratory are involved in. It is not representative of the true capabilities and the broad ranging applications of microoptics. The technology has as many applications in optical communications in space and in fibers, optical crossbar switching, fiber coupling, mode matching, and filtering. Alternatively, optical computing and high-throughput processing which generically is a quasi-monochromatic optics technology, will also greatly benefit from the flexibility and the microscopic nature of the technology. All these applications fall under the heading of photonics used to describe the sensor, communication, and data processing applications. Photonics has been described as a "critical emerging technology" by the National Research Council and in that context microoptics is seen as an enabling technology.
However, to gain broad acceptance by a systems community not intimately familiar with the microoptics capabilities, the photonics community must actively pursue applications outside the field of optics, for example, in medicine as interocular or corneal devices and as key endoscopic optics components and in miniaturized surgical tools. In the large data storage, retrieval, and printing domain, there are significant microoptics applications in optical disk readers, laser printers, and in optical storage devices. The widest market for microoptics certainly will be in the entertainment domain, where microoptics will be used in flat screen displays, HDTV, artificial reality, and 3-D perception applications (see Figure   7 ). But microoptics won't be considered as a viable solution to a systems problem until the technology is better understood and further developed. So we must slowly bootstrap ourselves by continually proving the value of the technology with immediate applications. The past approach where passive components could be developed in isolation appears no longer feasible (except for niche applications). We in the microoptics community must cross the threshold into new multi-disciplinary technologies where we must mix optics with analog VLSI, neural network, non-linear material, microlaser, and other technologies. This will require us to forge collaboration with other disciplines in information processing, biology, medicine, data storage, and display fields.
The third and fmal observation is that the new optics technologies are at a historic crossroad and that many parallels can be drawn between the photonic and the electronic evolution (see Figure 8 ). Both are building on the same strategic microfabrication technologies of sub-micron lithography and anisotropic etching. We have a tough road ahead but, if we slowly build university trained expertise in both electronics and microoptics fabrication and gain industrial acceptance, then the future will be bright. Microoptics is the quintessential enabling technology. 
