High-order preserving residual distribution schemes for advection-diffusion scalar problems on arbitrary grids by Abgrall, Rémi et al.
Zurich Open Repository and
Archive
University of Zurich
Main Library
Strickhofstrasse 39
CH-8057 Zurich
www.zora.uzh.ch
Year: 2014
High-order preserving residual distribution schemes for advection-diffusion
scalar problems on arbitrary grids
Abgrall, Rémi; de Santis, Dante; Ricchiuto, M
Abstract: This paper deals with the construction of a class of high-order accurate residual distribution
schemes for advection-diffusion problems using conformal meshes. The problems considered range from
pure diffusion to pure advection. The approximation of the solution is obtained using standard Lagrangian
finite elements and the total residual of the problem is constructed taking into account both the advective
and the diffusive terms in order to discretize with the same scheme both parts of the governing equation.
To cope with the fact that the normal component of the gradient of the numerical solution is discontinuous
across the faces of the elements, the gradient of the numerical solution is reconstructed at each degree of
freedom of the grid and then interpolated with the same shape functions used for the solution. Linear
and nonlinear schemes are constructed and their accuracy is tested with the discretization of advection-
diffusion and anisotropic diffusion problems.
DOI: https://doi.org/10.1137/12090143X
Posted at the Zurich Open Repository and Archive, University of Zurich
ZORA URL: https://doi.org/10.5167/uzh-147701
Accepted Version
Originally published at:
Abgrall, Rémi; de Santis, Dante; Ricchiuto, M (2014). High-order preserving residual distribution
schemes for advection-diffusion scalar problems on arbitrary grids. SIAM Journal on Scientific Com-
puting, 36(3):A955-A983.
DOI: https://doi.org/10.1137/12090143X
HIGH ORDER PRESERVING RESIDUAL DISTRIBUTION SCHEMES FOR
ADVECTION-DIFFUSION SCALAR PROBLEMS ON ARBITRARY GRIDS
R. ABGRALL, D. DE SANTIS AND M. RICCHIUTO
INRIA BORDEAUX–SUD-OUEST, BACCHUS TEAM-PROJECT,
200 AVENUE DE LA VIEILLE TOUR,
33405 TALENCE CEDEX, FRANCE
AND
INSTITUT DE MATHE´MATIQUES, UNIVERSITE´ DE BORDEAUX
351 COURS DE LA LIBE´RATION, 33405 TALENCE CEDEX
Abstract. This paper deals with the construction of a class of high order accurate Residual Distribution schemes for
advection-diffusion problems using conformal meshes. The problems considered range from pure difusion to pure advection.
The approximation of the solution is obtained using standard Lagrangian finite elements and the total residual of the problem
is constructed taking into account both the advective and the diffusive terms in order to discretize with the same scheme both
parts of the governing equation. To cope with the fact that the normal component of the gradients of the numerical solution
is discontinuous across the faces of the elements, the gradient of the numerical solution is recovered at each degree of freedom
of the grid and then interpolated with the same shape functions used for the solution. Linear and non-linear schemes are
constructed and their accuracy is tested with the discretization of advection-diffusion and anisotropic diffusion problems.
1. Introduction. In the last years different high order schemes have been developed to obtain an higher
order (more than two) discretization of the Navier-Stokes equations. One of the most attractive scheme seems
to be the discontinuous Galerkin (DG) scheme [12]. Residual Distribution (RD) schemes [23, 1, 3] represent
a very interesting alternative to DG schemes. While computationally compact and probably more flexible,
DG schemes suffer from the serious drawback of a very fast growth of the number of degrees of freedom
(DOF) with the cell polynomial degree. In RD schemes the formulation remains local, as in DG, but the
number of DOFs growths less quickly because the solution is assumed to be continuous. Another difference
between RD and DG schemes is that, to date at least, the non oscillatory properties of the RD scheme in
the case of discontinuous solutions are probably better understood that for their DG counterpart.
RD schemes have been developed mainly for advection problems due to possibility to construct multi-
dimensional upwind schemes which guarantees a small discretization error compared to the standard Finite
Volume schemes, but the discretization of advection-diffusion problems with the RD schemes is still an open
problem. One of the main issue concerns the possibility to take into account within the same scheme advec-
tive terms, by the means of upwind mechanism, and diffusive phenomena, which on the other hand have an
isotropic behavior. To address this problem mixed upwind/central schemes have been developed, in which
RD methods for the advection terms are combined with central schemes, usually based on the Galerkin
discretization of the diffusion terms. For such type of schemes a proper blending between the RD and the
Galerkin schemes must be constructed otherwise the accuracy of the resulting schemes is spoiled [19]. The
approach used in this work is based instead on the construction of a RD method in which the advection
and the diffusion are handled within the same scheme. Unfortunately this introduces a new complication
because, for polynomial piecewise approximation of the solution, the normal component of the gradient of the
numerical solution is discontinuous on the face of two adjacent elements. This would require the introduction
of a numerical flux for the viscous term.
Instead of actually considering a numerical flux along the faces of the elements, as happens in the DG or
Finite Volume schemes, the approach adopted in this work consists in recovering a unique set of values for
the gradient of the numerical solutions at each degree of freedom (DOF) of the grid. Then, these values are
interpolated with the same continuous functions used to interpolate the solution. It is evident that gradients
have to be recovered with higher order of accuracy to construct a high order scheme: the crucial point is the
strategy used to recover the gradients at the DOFs. The problem of the gradient recovery is addressed in
the paper together with the construction of accurate and robust, linear and non-linear RD schemes. Note
that this issue has already been considered by D. Caraeni [10], the solution proposed here is different and,
in our opinion, easier to implement with a more compact stencil. In particular, even if here we only consider
third order accuracy, the extension to any order seems straightforward.
The structure of the paper is as follows. In Section 2, starting from the advection problem, the basic
ideas of the RD methods are recalled. The issues related to the discretization of advection-diffusion problems
1
in the RD framework are discussed in Section 3, while in Section 4 is described in detail the construction
of a class of linear and non-linear RD schemes. In Section 5 are discussed and compared different strategies
for the gradient recovery. In Section 6 the proposed numerical schemes are extensively tested on linear
and non-linear scalar advection-diffusion problems and an anisotropic diffusion problem is also considered.
Finally, some concluding remarks are given in the last section.
2. Basics of the residual distribution method. In this section, the main idea of the RD method
for scalar hyperbolic problems is briefly recalled and the fundamental properties of conservation, consistency
and accuracy of the numerical scheme are also reported. Furthermore, the notation used through the paper
is introduced.
Consider the steady conservation law for the scalar quantity u
∇·f(u) = 0, (2.1a)
where f(u) ∈ Rd is a given flux function of the unknown u(x) ∈ R, x ∈ Ω ⊂ Rd, with d the number of the
spatial dimensions (here d = 2 or d = 3). The Eq. (2.1a) must be supplemented with the proper boundary
conditions on the inflow portion of the boundary ∂Ω
u|∂Ω− = g(s), s ∈ ∂Ω−, (2.1b)
where the function g is known. It represents the boundary condition of the problem on the inflow boundary
and ∂Ω− = {x ∈ ∂Ω |a · n < 0}, with n the outward normal vector to the boundary of the domain and a
the advection velocity defined by a = df/du.
The domain Ω is discretized with Ne non-overlapping elements with characteristic length h, the set of
all the elements 1 is denoted by Eh, the list of the DOFs is denoted by Σh, the set of all the boundary faces
is denoted by Fh 2, and the total number of DOFs is Ndof . The solution is approximated on each element
by k-th order polynomials which are assumed to be continuous within the elements and accross the faces of
the elements. If the standard Lagrangian shape functions are used, the approximated solution uh can be
written as uh(x) =
∑
i∈Σh
ψi(x)ui, for x ∈ Ω, with ui the numerical solution at the generic DOF i, and ψi
the Lagrange basis function at the DOF i.
The approximated solution will give rise to a residual on each element, namely
Φe
(
uh
)
=
∫
Ωe
∇·f
(
uh
)
dΩ =
∮
∂Ωe
f
(
uh
)
· n d∂Ω.
The integral quantity Φe
(
uh
)
is called the total residual of the element e. Similarly, for any element f on
the boundary ∂Ω of Ω, one can define a total residual
Φf
(
uh
)
=
∮
f
[
f
(
uh
)
· n−F(uh, g)] d∂Ω
where F is a numerical flux consistant with (2.1b).
In order to handle only nodal values, the total residual is first distributed, in some way, to the DOFs of
the element as follows
Φei = β
e
i
(
uh
)
Φe
(
uh
)
, ∀i ∈ Σeh,
where Σeh is the list of the DOFs of the element e and β
e
i are the distribution coefficients, which can be in
general function of uh. A similar relation is written on the boundary residuals
Φfi = β
f
i
(
uh
)
Φf
(
uh
) ∀i ∈ Σfh,
where Σfh is the list of DOFs of the boundary face f .
1assumed to be polyhedrals
2a boundary face f is the intersection of an element e and ∂Ω. The mesh is assumed to so that a boundary face f = e∩ ∂Ω
is also a face of e.
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It is easy to see [7] that the following conservation constraints must be satisfied for any element e and
any boundary face f ∑
i∈Σe
h
Φei = Φ
e ∀e ∈ Eh, and
∑
i∈Σf
h
Φfi = Φ
f ∀f ∈ Fh
in addition to the standard assumptions of the Lax-Wendroff theorem in order to garanty that the limit
solution, if it exists, is a weak sokution of (2.1a). To obtain an equation for each nodal value of the
numerical solution the following relations are written for each DOF∑
e∈Eh,i
Φei
(
uh
)
+
∑
f∈Fh,i
Φfi
(
uh
)
= 0, ∀i ∈ Σh,
where Eh,i (resp. Fh,i) is the set of the elements (resp. faces) which share the DOF i. The previous relations
define a set of non-linear equations that must be solved for nodal values of the solution [ui]i=1,..., Ndof . In
practice the solution with an RD method is obtained by the means of an iterative method, which in the
simplest form reads
un+1i − uni
∆tni
+
∑
e∈Eh,i
Φei
(
uh
)
= 0, ∀i ∈ Σh, (2.2)
with ∆tni a scaled pseudo-time step. The change of the nodal values of the solution during the iterative
process is driven by the non-zero total residuals on the elements; for n → ∞ the total residual on each
element vanishes and the steady state solution is obtained.
2.1. Consistency and accuracy. The fundamental properties of consistency and accuracy for RD
schemes have been analyzed in [7] and are briefly reported here for sake of completeness.
Assuming that a sequence uh is bounded in L∞ when h → 0 and if exist w, such that uh → w in L2
when h → 0, then w is a weak solution of (2.1). In the proof, the continuity of the interpolant across the
faces is assumed, although this constrain may be alleviated and RD schemes with discontinuous elements
can be constructed [9, 4, 14].
To analyze the accuracy of the RD the following truncation error is introduced, for any C1 compactly
supportede function ϕ,
E(uh, ϕ) = ∑
i∈Σh
ϕ(xi)
[ ∑
e∈Eh,i
Φei +
∑
f∈Fh,i
Φfi
]
. (2.3)
If the solution u is smooth enough and the residuals, computed with the numerical solution uh, are such
that
Φei = O
(
hk+d
)
, ∀e ∈ Eh and i ∈ Σh; Φfi = O
(
hk+d−1
)
, ∀f ∈ Fh and i ∈ Σh (2.4)
and if the approximation f
(
uh
)
is accurate with the order k + 1, then the truncation error satisfies the
following relation
|E(uh, ϕ)| ≤ C(ϕ,f , u)hk+1,
with C a constant which depends only on ϕ,f , and u. It can be shown, under the previous hypothesis, that
Φe = O(hk+d) and if there exists a constant βEi , such that Φei = βeiΦe, then the condition (2.4) is satisfied
provided that βei is uniformly bounded. Such a condition is historically called linearity preserving.
To determine the conditions that must be satisfied by the numerical scheme in order to have non-
oscillatory solutions the distributed residual on a generic element e is re-written in the following form
Φei =
∑
j∈Σeh
j 6=i
ceij (ui − uj),
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with the coefficients ceij that in general depend on the solution. The same would hold for the face residuals.
It is well known that if the coefficients ceij are positive numbers, then a maximum principle holds under a
CFL-like condition. The systematic construction of formaly high order RD schemes is recalled later in the
text.
3. Extension to the diffusion terms. When in the governing equation (2.1a) diffusive phenomena
are considered together with the advective terms, the following advection-diffusion equation is obtained
∇·f(u) =∇·
(
ν∇u
)
on Ω ⊂ Rd, d = 2, 3 (3.1)
where ν > 0 is the viscosity, generally function of u. The relative importance of the advection and the
diffusion is described by the non-dimensional parameter Pe = ‖a ‖h/ν called the Peclet number. In the
advection and diffusion limits Pe→∞, Pe→ 0, respectively, while Pe ∼ 1 when advection and diffusion are
equally important.
To extend RD methods to advection-diffusion problems, different strategies have been considered to
compute and to distribute the residual associated with the diffusion terms. On a first attempt, based
on the physical intuition that the diffusion has an isotropic behavior in the space, RD schemes for the
advection terms were coupled with the Galerkin discretization of the diffusion terms [24, 21], but a truncation
error analysis revealed that this simple approach results in a first order accurate scheme when advection
and diffusion have the same order of magnitude [19]. A different approach, which was developed for two-
dimensional schemes on triangular grids, considered a hybridization of the RD method with a Petrov-Galerkin
scheme by the means of a scaling parameter, function of the Peclet number [22].
A key aspect is that a RD scheme with an uniform order of accuracy in all the range of the Peclet
numbers should not consider two different distribution schemes for the advection and diffusion terms, but
only one distribution process has to be performed for the residual of the whole equation, namely
Φe =
∫
Ωe
[
∇·f
(
uh
)−∇·(ν∇uh)] dΩ.
To put the previous expression in term of a boundary integral, one has to cope with the fact that the normal
component of the gradient of the numerical solution, ∇uh·n, is in general discontinuous on the faces of the
elements. Suppose, now, that an unique value of the gradient is available at each DOF, the gradients can be
interpolated with the same shape functions used for the solution and the total residual on the element can
be written as follows
Φe =
∮
∂Ωe
[
f
(
uh
)− ν∇˜uh] · n d∂Ω, (3.2)
where ∇˜uh is the interpolated gradient of the numerical solution, which is now continuous on the faces of
the elements.
Once the total residual is evaluated, it can be distributed to the DOFs of the elements by the distribution
coefficients, βei . This strategy has been adopted in [20] to construct a second order RD scheme for advection-
diffusion problems on triangular grids an has been extended to the third order in [10]. In [6], this has been
extended to third order also with in addition a strict control of numerical oscillations. In these works the
distribution process is done with purely advective distribution coefficients, which is not appropriate in the
diffusion limit. A more general scheme consists in using distribution coefficients which are function of the
local Peclet number in order to recover an isotropic scheme in the diffusion limit and an upwind scheme in
the advection limit [19, 11]. Another attempt in that direction is given by [5], the scheme give satisfactory
results except in the region Pe ≈ 1, which is typical of a boundary layer. Hence the present contribution
can be viewed as an improvement over the previous references.
The key idea of the Eq. (3.2) is the reconstruction of the gradient of the numerical solution at each
DOF of the grid and is one of the issue analyzed in this work. Indeed, numerical experiments show that in
order to obtain an high order accurate solutions, the gradients must be recovered with the same order of the
solution.
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An alternative approach has been proposed by Nishikawa for diffusion problems [16] and advection-
diffusion problems [17], it consists in reinterpreting the advection-diffusion scalar equation as an equivalent
hyperbolic first order system, in this way the gradient recovery is no longer necessary, but the price to pay
is the increment of the unknowns of the problem due to the fact that a system of equations must be solved
instead of a single scalar equation.
3.1. Hyperbolic First Order System formulation. The hyperbolic First Order System (FOS)
formulation is here recalled for later convenience. The basic idea consists in re-writing the advection-
diffusion scalar problem (3.1) as an equivalent first order system in witch the second order derivatives of the
original problem are replaced by the first order derivatives of auxiliary variables. At steady state the two
formulations will coincide and the value of the auxiliary variables will equal the value of the derivatives of
the unknown in the original problem.
Consider the case of a two-dimensional advection-diffusion problem for simplicity, the FOS formulation
reads
∂u
∂t
+ a · ∇u = ν div v,
∂v
∂t
− 1
Tr
(∇u− v) = 0 (3.3)
where v = (p, q)T , p and q are the gradient variables and Tr is a relaxation time. At steady state the system
(3.3) is equivalent to the original equation (3.1), independently of the parameter Tr, and v − ∇u → 0.
Note that, differently form other schemes which use a first order representation of the advection-diffusion
equation, the system (3.3) is hyperbolic. In vector form one has
∂u
∂t
+A · ∇u = s, (3.4)
with u = (u,v)T , s = (0,−v)T /Tr and A = (Ax, Ay) accordingly. For an arbitrary vector n = (nx, ny)T,
one can see that A·n = Axnx +Ayny, is diagonalizable with real eigenvalues (an = a · n)
λ1 =
1
2
(
an −
√
a2n + 4ν/Tr
)
, λ2 =
1
2
(
an +
√
a2n + 4ν/Tr
)
, λ3 = 0.
The parameter Tr is defined as the ratio of a length scale Lr to the fastest wave speed of the system,
Tr =
Lr
|an|+ ν/Lr , (3.5)
while the length scale Lr can be determined in order to ameliorate the formulation of the continuous system.
For example in [17] Lr is chosen such that the magnitude of the biggest and smallest eigenvalues are equal,
thus minimizing the stiffness of the system.
Since the system of equations (3.3) is hyperbolic, it can be discretized with any scheme already available
for hyperbolic problems. If a RD scheme is used, the total residual on a generic element e is defined as
follows
Φe(uh) =
(
Φeu,Φ
e
v
)T
=
∫
Ωe
(
A·∇uh − s(uh)
)
dΩ.
The system is written in conservative form by introducing the flux function f such that A =∇uf(u) with,
f(u) =
(
fx(u), fy(u)
)T
, fx(u) =
axu− νp− uT ⋆r
0
 , fy(u) =

ayu− νq
0
− u
T ⋆r
 .
The parameter T ⋆r
Lr
‖a‖+ν/Lr
is used instead of Tr, so that it is within the element. This ensures that at the
steady state the relation ∇u = v will be satisfied in the integral sense. The total residual is evaluated as
Φe =
∮
∂Ωe
f(u) · n d∂Ω−
∫
Ωe
s(uh) dΩ.
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4. Residual distribution discretization of advection-diffusion problems. In the previous sec-
tions the distribution process of the total residual is expressed through the use of generic distribution coef-
ficients, in this section is described how actually to perform this step.
In the past years different RD schemes were developed with the objective to construct upwind schemes
for linear, quadratic and cubic triangular/tetrahedral/quad/hex elements, see e.g. [1, 3, 6]. In this work,
the attention is focused on the construction of central schemes which can be formulated on every type of
element and which can be easily extended to high order approximations. Linear and non-linear schemes are
considered.
4.1. Linear scheme. The linear scheme proposed in this work is the extension to the integral formu-
lation of the classical Ni’s Lax-Wendroff scheme [15], namely
Φei =
Φe
Nedof
+
∫
Ωe
a·∇ψi τ
(
a · ∇uh −∇·(ν∇uh)) dΩ, (4.1)
where Nedof is the number of DOFs on the element e, the scaling parameter τ is defined as follows
τ =
1
2
|Ωe|∑
j∈Σe
h
max(kj , 0)
, with kj =
1
2
a¯·nj and nj =
∫
Ωe
∇ψj dΩ.
Here a¯ represents the arithmetic average of the advection velocity on the element. The scheme (4.1) is
linearity preserving but not positive. Due to the integral formulation, it is valid for any type of element and
for any order of approximation.
The scheme is conservative since
∑
i∈Σe
h
Φei = Φ
e, because
∑
i∈Σe
h
∇ψi = 0. The scheme is consistent :
when the exact solution is injected in Eq. (4.1), the residual is zero because the total residual vanishes, and
the integral term vanishes as well due to the fact that the term between the brackets is exactly the governing
equation.
4.2. Non-linear scheme. Non-linear schemes are needed to combine the non-oscillatory behavior of
the numerical solution with the high order discretization. The basic idea to construct a non-linear scheme
is to start with a first order, positive scheme, and to map its distributed residuals onto a set of positive
and non-linear residuals. To see in practice how to construct of a non-linear scheme, consider the first order
accurate and positive Rusanov’s scheme (also know as Lax-Friedrichs scheme)3 defined as
Φei =
Φe
Nedof
+
1
Nedof
α
∑
j∈Σeh
j 6=i
(
ui − uj), ∀i ∈ Σeh,
with α ≥ maxj∈Σe
h
(|kj | + ν) > 0. Since the Rusanov’s scheme is first order accurate, its distribution
coefficients, βei = Φ
e
i/Φ
e, are unbounded. The construction of the non-linear scheme consists in mapping
the distribution coefficients of the low order scheme onto non-linear bounded distribution coefficients βˆei . A
common choice for the map is the following [23]
βˆei =
max
(
βei , 0
)∑
j∈Σe
h
max
(
βej , 0
) .
The use of a central scheme, like the Rusanov’s scheme, in combination with the limiting technique produces
undamped spurious modes and a poor iterative convergence to the steady state solution [2]. The cure to
this problem consists in adding a filtering term by means of a streamline dissipation term
Φˆei = βˆ
e
i Φ
e + θ eh (u
h)
∫
Ωe
(
a·∇ψi −∇·
(
ν∇ψi
))(
a · ∇uh −∇·(ν∇uh))dΩ. (4.2)
3Other low order, non oscillatory schemes can considered, like for example a Finite Volume scheme written as a RD scheme,
see e.g. [1].
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The role of the parameter θ eh (u
h) is double. It provides the correct scaling of the streamline filtering and
it makes sure that the filtering term is added only in the smooth regions of the solution. The following
definition is used here
θ eh (u
h) = ε(uh)

∑
j∈Σe
h
|a¯·nj |+ ν
2|Ωe|

−1
,
with ε(uh) a smoothness sensor which behavior is ε(uh) ≈ 1 in smooth regions and ε(uh) ≈ 0 around
discontinuities.
4.3. Improved discretization of the diffusion terms. Numerical experiments reveal that the
schemes (4.1) and (4.2) applied to the discretization of the advection-diffusion problem are unsatisfactory
from the point of view of the accuracy and the robustness. In order to obtain a better discretization of the
diffusive terms, the advection-diffusion equation (3.1) is written in the form of a first order system as follows{
∇·f(u)−∇·(νq) = 0
q −∇u = 0
(4.3)
Consider now a numerical scheme for the previous system obtained by writing the weak form of the system
plus a streamline stabilization term:∫
Ωe
ψi
(
∇·f(uh)−∇·(νq)
q −∇uh
)
dΩ +
∫
Ωe
A·∇ψi τ
(
∇·f(uh)−∇·(νq)
q −∇uh
)
dΩ = 0, (4.4)
where A is defined as in (3.4), and
A·∇ψi =

a·∇ψi −ν ∂ψi
∂x
−ν ∂ψi
∂y
−∂ψi
∂x
0 0
−∂ψi
∂y
0 0
 .
The term τ is assumed to be of the following form
τ =
τa 0 00 τd 0
0 0 τd
 ,
where τa and τd are strictly positive coefficients.
Supposing, now, that the gradient of the numerical solution has been recovered at each DOF, one can
replace the second equation of the system (4.3) with the approximation ∇uu ≃ ∇˜uh and consider only the
first equation, which now reads∫
Ωe
ψi
[
∇·f(uh)−∇·(ν∇˜uh)
]
dΩ +
∫
Ωe
a·∇ψi τc
[
a·∇uh −∇·
(
ν∇˜uh
)]
dΩ
+
∫
Ωe
ν∇ψi ·
[
τd
(
∇uh − ∇˜uh
)]
dΩ = 0.
(4.5)
The first two integrals of the previous equation represent a discretization for the scalar advection-diffusion
equation by the means of a central scheme plus a streamline stabilization term, in the same way as shown in
equation Eq. (4.1). The last integral represents an additional stabilization term, for the diffusive part only,
which vanishes in the advective limit and the parameter τd is dimensionless. It is interesting to note that the
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additional term penalizes the difference between the discontinuous and the interpolated gradients, on each
element. Note that with a slightly different procedure, a similar stabilization term for the diffusive part has
been obtained by Nishikawa [18] for the RD discretization of the diffusion problem.
With the Eq. (4.5) in mind, it is proposed here a modification of the schemes (4.1) and (4.2) in order
to include the extra stabilization term for the diffusive part of the equation. In practice, the linear scheme
reads
Φei =
Φe
Nedof
+ Υ(Pee)
∫
Ωe
a·∇ψi τ
(
a · ∇uh −∇·(ν∇uh)) dΩ
+
(
1−Υ(Pee)
)∫
Ωe
ν∇ψi ·
(
∇uh − ∇˜uh
)
dΩ,
(4.6)
while the non-linear scheme becomes
Φˆei = βˆ
e
i Φ
e + Υ(Pee) θ eh (u
h)
∫
Ωe
(
a·∇ψi −∇·
(
ν∇ψi
))
τ
(
a · ∇uh −∇·(ν∇uh))dΩ
+
(
1−Υ(Pee)
)∫
Ωe
ν∇ψi ·
(
∇uh − ∇˜uh
)
dΩ,
(4.7)
Where the the local Peclet number is defined as Pee = ‖a‖he/ν, with he the characteristic length size of the
element e, the function Υ(Pee) is defined such that Υ(Pee)→ 0 in the diffusive limit and Υ(Pee)→ 1 in the
advective limit. In the numerical simulations the following definition is used
Υ(Pee) = max
(
0, 1− 1/Pee ).
Note that in the schemes (4.6) or (4.7), the use of the blending function Υ(Pee), makes possible to recover,
in the case of the pure advection, the same scheme used for the discretization of pure advective problems,
while in the case of pure diffusion problems only the stabilization term for the diffusive terms is taken into
account.
4.4. Discretization of the hyperbolic first order system. The schemes introduced for the scalar
advection-diffusion problem can be easily extended to case of a system of equations meaning that the dis-
cretization of the hyperbolic FOS is straightforward, with a simplification: there are no diffusive terms. The
construction of non-linear scheme for hyperbolic system of equation has been analyzed in [2], while the linear
scheme for a system of equations reads, remember that the FOS system is hyperbolic,
Φei =
Φe
Nedof
+
∫
Ωe
A·∇ψi Ξ
(
A · ∇uh − s
)
dΩ with Ξ = |Ωe|
∑
j∈Σe
h
(A · nj)+
−1
As usual, if M is a diagonalisable matrix in R, M+ has the same eigenvector as M and its eigenvalues are
the positive parts of the eigenvalues of M and analogously for M−.
With respect to the original work of Nishikawa, where only strong boundary conditions are considered
for the solution and its gradient, here the boundary conditions are imposed in a weak sense as typicaly
done for advection problems, like the compressible Euler equations for example. The total residual is first
computed without considering the boundary contributions, then a correction residual is added to correctly
take into account the boundary conditions. For a node i belonging to the boundary, the residual associated
to the boundary conditions can be written as [8]
Φei, ∂ =
∫
∂Ωe∩∂Ω
ψi
(
fˆ(u∂)− f(uh)
)
· n d∂Ω,
where u∂ is the state that has to be imposed on the boundary and the term fˆ(u∂)− f(uh) is a correction flux
which vanishes when the solution on the boundary equals the state u∂ . In this work the correction flux is
taken as follows
fˆ(u∂)− f(uh) = A−n (uh)(u∂ − uh).
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Note that this correction flux corresponds to the classical Riemann flux used to impose the in/out flow
boundary conditions for hyperbolic problems. The weak boundary conditions have been found to be more
effective that the strong boundary conditions since the iterative convergence to the steady state solution is
much faster.
4.5. Implementation details. From a numerical point of view, the total residual is computed by the
means of quadrature formulas, for example Eq. (3.2) is approximated as
Φei ≃
∑
l∈Γe
N lquad∑
q=1
(
f(uq)− νq∇˜uq
)
· nlq ω
l
q
∣∣J lq∣∣,

where Γe is the set of the faces of the elements e, N lquad and ω
l
q are, respectively, the number and the
weights of the quadrature points on the l-th face, nlq is the outward normal vector to the face and
∣∣J lq∣∣ is the
determinant of the Jacobian of the transformation from the reference element to the physical element. In
the two-dimensional simulations considered in this work, two and three Gauss points are used on each face
of linear and quadratic elements, respectively. Also the filtering terms are numerically computed by using
quadrature formulas; the number of the quadrature points is taken such that the functions are integrated
exactly.
The explicit Euler scheme is used to iterate the scalar numerical scheme at the steady state. It uses a
local time stepping and the following time stepping srategy
∆tni =
CFLn∑
e∈Eh,i
(
max
j∈Σe
h
|knj |+ ν
) , (4.8)
where CFLn < 1 is a safety parameter. It is independant of n in the case of an explicit scheme. The same
definition is used also for the hyperbolic FOS, where instead of the parameter kj the maximum value of the
eigenvalues is used.
In numerical experiments, it has been observed that the high order discretization of the hyperbolic FOS
converges very slowly to the steady state, making the use of a explicit scheme almost impossible. For this
reasons, when quadratic elements are used, an implicit Euler scheme is employed in combination with the
pseudo-transient continuation strategy for which the local time step is defined from (4.8) with the CFL law
taken as CFLn = CFL0‖Rn−2‖L2/‖Rn−1‖L2 , with CFL0 < 1, and ‖Rk‖L2 is the L2 norm of the residual at
the time step k. In the simulation CFL0 is takes as 0.9 and the maximum value of CFL is 106. The implicit
problem is solved by the means of the inexact Newton-Krylov method. The GMRES algorithm with the
ILU preconditioner is used to solve the resulting linear systems.
5. Gradient recovery strategies. As explained in Section 3, one has to assume that a continuous
value of the gradient of the numerical solution is available on the faces of the elements. The strategy adopted
here to achieve this goal consists in recovering the gradients at every DOF of the grid, then the nodal values
of gradients are interpolated with Lagrangian functions on each element.
The key point is the recovery of the gradients at the DOF, for this reason are here recalled some of the
most used techniques in the field of the gradient recovery. Attention is focused on the possibility to obtain a
high order gradient recovery, e.g., the gradient is recovered with the same order of accuracy of the solution.
For simplicity, the description is always limited to the two-dimensional case, but the extension to the three
spatial dimensions is straightforward.
5.1. Area-weighted method. One of the easiest way to recover the gradient at the grid nodes is the
area-weight average of the gradients in each element surrounding a node, namely
∇˜ui =
∑
e∈Eh,i
∇uh(xi) |Ωe|∑
e∈Eh,i
|Ωe| , ∀i ∈ Σh,
where |Ωe| is the area of the element e.
9
5.2. L2-Projection. The reconstructed gradients are obtained by solving the following equivalence
∇uh = ∇˜uh in a weak sense
∫
Ω
ψ∇˜uh dΩ =
∫
Ω
ψ∇uh dΩ, ∀ψ ∈ Vh. From a numerical point of view,
the weight function ψ is taken in the finite dimensional spaceVh of the Lagrangian functions, as well as
the projected gradient. This technique requires the inversion of a global linear system that can be quite
expensive for a high number of unknowns. Obviously, since the matrix depends only on the geometry of the
grid, it can be inverted only once and can be used for several calculations on the same grid.
5.3. Least-square method. Another approach to recover the gradient at each DOF of the grid is
the least-square reconstruction. The technique is unrelated to the mesh topology and it involves only the
information associated to the neighboring nodes. Although the stencil is arbitrary, the natural choice involves
only the nearest neighboring nodes: this leads to a local method, in contrast with the L2 projection.
The starting point consists in expanding the solution in a Taylor series around the node i for each node
j belonging to the stencil of i, see Fig. 5.1.The gradient reconstruction is obtained by solving for the values
of the gradients that minimize the cost
N∑
j=1
ω2ijE
2
ij , ∀ i ∈ Σh
with E2ij =
[ − uj − ui +∇ui · (xj − xi) + 12∇2ui : (xj − xi)2]2 where ωij is a weight factor. In the case
of linear elements, the solution is expanded only up to the first derivatives in the Taylor series. The weight
factor ωij is generally taken as the inverse of the distance between the nodes i and j.
i
(a)
i
(b)
Fig. 5.1. Illustration of the stencil for least square gradient recovery at the node i. The symbol (•) indicates the node
around which the Taylor series expansion is done while the symbols (◦) indicate the node used to construct the least square
problem. On the left stencil with linear elements, on the right stencil with quadratic elements for a nodes on the face.
5.4. Super-convergent patch recovery. It is known that the gradients sampled at certain points in
a element have a super-convergent property. This means that they have the same order of accuracy of the
function [27]. It can be shown that in the case of a segment element such particular points correspond to
the Gauss-Legendre points [13], obviously by tensor product such points can be defined also in the case of
quadrangles and hexahedrons. For triangles or tetrahedrons such property cannot be rigorously shown, at
least up to our knowledge, but numerical experiments confirm the same property.
Using this fact, it is possible to compute high order accurate gradients within all the element. Indeed,
if at sampling points the value of gradients is accurate to order k + 1, by using a polynomial of degree k,
it is possible to obtain an approximation which has high order accuracy everywhere within the elements
if this polynomial fits the sampled gradients values in a least square manner. Such a technique is called
super-convergent patch recovery introduced by Zienkiewicz and Zhu (SPR-ZZ) [25, 26].
Assume that uh is a polynomial of degree k approximating u with k + 1th order. The aim is to obtain
the values of the solution gradient, ∇˜uh at all the DOFs with accuracy. The components of the recovered
gradient are written in a polynomial form as
∂˜uh
∂x
= pTax and
∂˜uh
∂y
= pTay,
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with pT(x) = (1, x, y, x2, . . . , xk+1, xky, . . . , yk+1), ax = (ax1 , ax2 , . . . , axm) and ay = (ay1 , ay2 , . . . , aym).
Assuming that Ns sampling points, ξ
i
ℓ, ℓ = 1 . . . N
i
s, are available for each DOF i, the objective is to minimize
the following functions
Fx =
Nis∑
k=1
(
∂uh
∂x
(ξik)− pTk aix
)2
and Fy =
Nis∑
k=1
(
∂uh
∂y
(ξik)− pTk aiy
)2
,
with pk = p(ξ
)
k. Once these vectors are known, the gradient at the DOF i can be estimated and a globally
continuous approximation of ∇u isconstructed. The structure of the sampling points is discussed later later
in the text for clarity reasons.
To compute the coefficients aix and a
i
y, a small linear system with matrix Ai must be solved for each
DOF i of the grid. The dimension of the matrix Ai are determined by the number of sampling points N
i
s and
by the degree of the polynomials used to express the recovered gradient, that is Ai ∈ RNis×m, where m is the
number of the coefficients in the vector aix or a
i
y. The problem admits a unique solution if RankAi = m,
which is always satisfied in the case in which N is ≥ m. It is worth also noticing that since the matrix Ai
depends only on the geometry, for a given grid the matrix coefficients needs to be computed only once.
Generally, the number of elements which share the same node within the domain is such that the
condition Ns ≥ m is always satisfied, this means that the gradient recovery is compact because it involves
only the elements contained within the support of a grid node. For the nodes belonging to the boundary of
the grid the condition Ns ≥ m might not be satisfied without enlarging the stencil, otherwise the problem is
ill conditionned. In this case, to avoid the use of larger stencil for a boundary node it is possible to obtain
the value of the recovered gradient with the same polynomial expansion used for nearest domain node.
The structure of the sampling set for this gradient reconstruction technique is discussed. For each DOF
i, the set Si of sampling points is defined by Si = ∪e∋iSei where the sampling point for the element e depend
on the structure of the element. In this paper, quadrangles and triangles are considered (the extension to
3D is rather obvious), hence the sampling points ξ are as defined on Figure 5.2.
(a) (b) (c) (d)
Fig. 5.2. Interior super-convergent patches for quadrilateral and triangular elements: (a-b) linear elements, (c-d) quadratic
elements. The symbols (◦) indicate the patch assembly points, the symbols (•) indicate the points where the gradient is recovered
and the symbols (△) indicate the super-convergent sampling points.
For a quadrangle the sampling points are defined uniquely. Considering a reference segment defined
as x = [−1, 1], the sampling point is the point x = 0 in the case of a linear element, while in the case of
a quadratic element the sampling points have coordinates ±1/√3. The sampling points on the reference
quadrangle are simply obtained by a tensorial product of the points defined on the reference segment.
For a linear triangle, the sampling point is the centroid of the element. In the case of a quadratic
triangle the sampling points are not uniquely defined. We have tested three options.In option (a), weare
used three points with barycentric coordinates (2/3, 1/3, 1/3) repeated with cyclic permutation. In option
(b), we use four points are used with barycentric coordinates (1/3, 1/3, 1/3) and (3/5, 1/5, 1/5) repeted with
cyclic permutation. In option (c), we take the three points with barycentric coordinates (1/2, 1/2, 0) repetead
with cyclic permutation.
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5.5. Results and discussion. To study the accuracy of the presented gradient recovery strategies the
following function is used
u = − cos(2πη) exp
(
ξ
(
1−√1 + 16π2ν2)
2ν
)
, (5.1)
with η = ayx − axy and ξ = axx + ayy. Here ax = 0.5, ay =
√
3/2 and ν = 0.01. The solution is infinitely
differentiable with continuous gradients. The computations of the recovered gradients are performed on four
different kind of grids, shown in Fig. 5.3, namely unstructured grids of triangles, quadrangles and hybrid
elements and highly deformed unstructured meshes of triangles, obtained randomly perturbing a regular
grid.
X
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Fig. 5.3. Example of different kinds of grid used to test the accuracy of the gradient recovery procedures.
The error of the recovery procedure is computed as the L2 norm of the difference between the computed
gradient, ∇˜u, and the exact gradient, ∇uex normalised by ||∇uex||L2 . These errors and the orders of
convergence of different gradient recovery methods on triangular grids are shown in Fig. 5.4. In the case of
linear elements, the differences between the recovery methods is small and all the schemes reach almost the
second order accuracy. The L2-Projection and the SPR-ZZ methods have the smallest level of error, but
the former scheme is much more expensive. In the case of quadratic elements, the methods have an order
of accuracy no more than two except for the SPR-ZZ method which show almost third order accuracy. It is
also worth noticing that the errors obtained with this method are one order of magnitude smaller of those
obtained with other methods. In Table. 5.1 are reported the errors obtained with the SPR-ZZ procedure on
quadratic triangular elements for the three different sampling strategies described in section 5.4. The first
strategy clearly guaranties the smallest level of error, while the four-points strategy is unsatisfactory. Note
that the results reported in Fig. 5.4 are obtained with the first strategy.
The errors of the recovery methods on unstructured grids of quadrangles and of hybrid elements are
reported in Fig. 5.5 and Fig. 5.6, respectively. The behavior of the recovery methods is the same as observed
in the case of triangular grids. Fig. 5.7 shows the errors computed on a sequence of highly distorted triangular
grids, the performance of the recovery methods is not optimal anymore due to very poor quality of the
meshes. Nevertheless the SPR-ZZ methods provide errors always much smaller than those obtained with
other procedures.
Ndof ǫL2
(
∂u
∂x
)
OL2 ǫL2
(
∂u
∂y
)
OL2 ǫL2
(
∂u
∂x
)
OL2 ǫL2
(
∂u
∂y
)
OL2 ǫL2
(
∂u
∂x
)
OL2 ǫL2
(
∂u
∂y
)
OL2
Strategy (a) Strategy (b) Strategy (c)
445 5.43 10−3 − 5.3 10−3 − 5.4 10−3 − 5.9 10−3 − 7.4 10−3 − 7.8 10−3 −
1705 7.13 10−4 3.0 6.9 10−4 3.04 7.4 10−4 2.96 7.6 10−4 3.0 1.5 10−3 2.32 1.5 10−3 2.4
6673 9.55 10−5 2.9 1.0 10−4 2.82 1.1 10−4 2.72 1.2 10−4 2.7 3.7 10−4 2.09 3.7 10−4 2.1
26401 1.36 10−5 2.8 1.6 10−5 2.62 2.1 10−5 2.47 2.2 10−5 2.4 9.2 10−5 2.03 9.2 10−5 2.0
105025 2.23 10−6 2.6 3.0 10−6 2.44 4.4 10−6 2.26 4.7 10−6 2.2 2.3 10−5 2.01 2.3 10−5 2.0
Table 5.1
Accuracy study of SPR-ZZ recovery methods with quadratic triangular elements for different sampling strategies.
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Fig. 5.4. L2 errors of different gradient recovery methods with linear (◦) and quadratic (△) elements on an unstructured
grids of triangles. Solid and dashed lines represent the error respectively of the x and y components of the gradients. From
left to right: Weighted area, L2-Projection, Least square and SPR-ZZ methods. The mean slopes of curves are also reported
also and h = 1/
√
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Fig. 5.5. L2 errors of different gradient recovery methods with linear (◦) and quadratic (△) elements on an unstructured
grids of quadrangles. Solid and dashed lines represent the error respectively of the x and y components of the gradients. From
left to right: Weighted area, L2-Projection, Least square and SPR-ZZ methods. The mean slopes of curves are also reported
also and h = 1/
√
Ndof
6. Numerical experiments. The section presents an extensive evaluation of the numerical schemes
proposed. The objective is to show that (i) the high order RD schemes previously proposed can be successfully
used in the discretization of the advection-diffusion equation, (ii) the high order accuracy is preserved in all
the range of the Peclet number. This is contrast with the method proposed in [5] where the region Pe ≈ 1
was problematic.
Here, the steady state is considered to be reached when the L2 norm of the initial residual is reduced
by ten orders of magnitude. If the residual of the scheme stagnates at a high level, it is marked that the
simulation is not converged. The CFL number is taken as 0.9 and 0.6, respectively for the linear and the
non-linear schemes. The same kind of grids shown in Fig. 5.3 are considered in the numerical simulations.
6.1. Linear advection-diffusion equation. To check accuracy order of the linear and non-linear
schemes, as well as to study the influence of the accuracy of the gradient recovery methods on the accuracy
of the numerical solution, the linear advection-diffusion problem with constant viscosity is considered here,
namely a·∇u = ν∆u on Ω = [0, 1]2, with boundary conditions such that the exact solution of the problem
is given by (5.1). with the same parameteres. We emphasis that the most critical case because the advection
and the diffusion have similar orders of magnitude and traditional high order RD schemes generally loose an
order of accuracy in this regime. On the left, right and bottom boundaries of the domain the exact solution
is imposed as Dirichlet boundary condition while on the top boundary nothing is done. The solution is
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Fig. 5.6. L2 errors of different gradient recovery methods with linear (◦) and quadratic (△) elements on an unstructured
grids of hybrid elements. Solid and dashed lines represent the error respectively of the x and y components of the gradients.
From left to right: Weighted area, L2-Projection, Least square and SPR-ZZ methods. The mean slopes of curves are also
reported also and h = 1/
√
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Fig. 5.7. L2 errors of different gradient recovery methods with linear (◦) and quadratic (△) elements on an unstructured
grids of randomly distorted triangles. Solid and dashed lines represent the error respectively of the x and y components of the
gradients. From left to right: Weighted area, L2-Projection, Least square and SPR-ZZ methods. The mean slopes of curves
are also reported also and h = 1/
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initialized with a zero value everywhere in the domain except on the inflow boundaries where the exact
solution is imposed.
In Fig. 6.1 and Fig. 6.2 are reported the L2 errors of the numerical solution obtained on a sequence
of triangular grids with the linear scheme (4.6) and the non-linear one (4.7), for different gradient recovery
strategies; linear and quadratic elements are considered. For sake of completeness, in Fig. 6.1 and in Fig. 6.2,
the errors of the solution are shown together with the errors of the gradients of the numerical solution, for
the linear and quadratic approximation, respectively. In the case of linear elements, the accuracy of the
schemes with different gradient recovery methods is almost identical, for both linear and non-linear schemes.
This is in accordance with the accuracy results observed for the different gradient recovery techniques and
it underlines also the fact that high cost of the L2-projection method is not justified, since less expensive
methods produce results with the same level of accuracy. This is also in agreement with the observation
made by the other researchers.
The situation is very different in the case of quadratic elements, the weighted area and the L2-Projection
gradient recovery methods produces a sub-optimal scheme with second order only accurate solutions for both
linear and non-linear schemes. The use of the SPR-ZZ method allows the construction of an optimal third
order accurate scheme and it is worth noticing that also the x-component of the gradient of the numerical
solutions is third order accurate, meaning that solution and gradients are computed with the same order of
14
accuracy. On the y-component of the gradient this optimal behavior is lost, and this due to the combined
effects of the gradient recovery with the solution error on the outflow boundary, where no boundary condition
is imposed. An optimal accuracy on both the components of the gradient has been observed in numerical
simulations of the linear advection-diffusion problem with Dirichlet boundary conditions imposed on all the
boundaries of the domain.
It is worth noticing that the combination of the non-linear scheme with the least square gradient recovery
technique produce an almost optimal scheme although the least square recovery does not allow a high order
gradient recovery, by itself.
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Fig. 6.1. L2 error in the solution of the linear advection-diffusion problem on triangular girds with linear elements.
Error of the solution (first column), error of the x-component of the gradient (second column) error of the y-component of the
gradient (third column). Linear scheme (upper), non-linear scheme (lower). In the legends are reported also the mean slopes
of curves and h = 1/
√
Ndof .
In Fig. 6.3 are reported the errors of the solution and of gradient components obtained discretizing
the linear advection-diffusion problem on a sequence of unstructured grid of quadrangles with the linear
and the non linear schemes. For simplicity, only the weighted area and the SPR-ZZ recovery strategies are
used. As previously observed, with linear elements there is no significant difference in the level of accuracy
between different gradient recovery techniques, however with quadratic elements only the SPR-ZZ gradient
recovery guarantees third order accurate solutions. Of course, the same considerations done for triangular
and quadrangular grids are still valid with mesh with hybrid elements, as it is evident from Fig. 6.4.
In Fig. 6.5 are reported the errors obtained on a sequence of highly distorted triangular grids. The
15
log(h)
lo
g(L
2
er
ro
r)
-2.2 -2 -1.8 -1.6 -1.4 -1.2
-5
-4
-3
-2
Weighted area (2.02)
L2-Projection (2.03)
Least square (2.65)
SPR-ZZ (3.13)
log(h)
lo
g(L
2
er
ro
r)
-2.2 -2 -1.8 -1.6 -1.4 -1.2
-5
-4.5
-4
-3.5
-3
-2.5
-2
-1.5
-1 Weighted area (2.03)
L2-Projection (2.03)
Least square (2.00)
SPR-ZZ (2.96)
log(h)
lo
g(L
2
er
ro
r)
-2.2 -2 -1.8 -1.6 -1.4 -1.2
-3.5
-3
-2.5
-2
-1.5
-1
Weighted area (1.83)
L2-Projection (1.82)
Least square (2.19)
SPR-ZZ (2.16)
log(h)
lo
g(L
2
er
ro
r)
-2.2 -2 -1.8 -1.6 -1.4 -1.2
-5
-4
-3
-2
Weighted area (2.19)
L2-Projection (2.07)
Least square (2.79)
SPR-ZZ (3.06)
log(h)
lo
g(L
2
er
ro
r)
-2.2 -2 -1.8 -1.6 -1.4 -1.2
-3.5
-3
-2.5
-2
-1.5
-1
-0.5 Weighted area (1.01)L2-Projection (1.46)
Least square (2.14)
SPR-ZZ (2.24)
log(h)
lo
g(L
2
er
ro
r)
-2.2 -2 -1.8 -1.6 -1.4 -1.2
-4.5
-4
-3.5
-3
-2.5
-2
-1.5
-1
Weighted area (1.95)
L2-Projection (1.45)
Least square (2.05)
SPR-ZZ (2.80)
Fig. 6.2. L2 error in the solution of the linear advection-diffusion problem on triangular girds with quadratic elements.
Error of the solution (first column), error of the x-component of the gradient (second column) error of the y-component of the
gradient (third column). Linear scheme (upper), non-linear scheme (lower). In the legends are reported also the mean slopes
of curves and h = 1/
√
Ndof .
behavior of the schemes is similar to that observed with more regular meshes, in particular it is important
to note that the poor quality of the grids has only a limited influence on the accuracy of the scheme.
In order to highlight the effectiveness of higher order schemes w.r.t. the second order schemes, in Fig. 6.6
the discretization errors of the solution is reported versus the number of DOF and versus the CPU time,
for brevity only results for the linear scheme on triangular grids are shown. One can see that to get a fixed
level of error of 10−5 an actual third order scheme requires about 12 000 DOFs and 25 minutes to perform
the computation. A second order scheme, on the other hand, requires about 31 000 DOFs and 5 hours to
get the same level of error.
The effect of the filtering term obtained for the viscous part only is now investigate, i.e. the linear
scheme (4.6) is compared against the scheme (4.1) and the non-linear scheme (4.7) is compared against the
scheme (4.2). The comparison is done in term of solution accuracy and number of iterations necessary to
reach the steady state, results are reported in Table. 6.1 for the linear and non-linear schemes, with the
SPR-ZZ recovery strategy.
It can be observed that in the case of linear elements there is no appreciable difference in term of error
between the schemes with and without the stabilization term for the viscous part, however the use of the
extra stabilization term makes the linear scheme converge much faster to the steady state. The effect becomes
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Fig. 6.3. L2 error in the solution of the linear advection-diffusion problem on quadrangular girds with linear (dashed lines)
and quadratic (solid lines) elements. Error of the solution (first column), error of the x-component of the gradient (second
column) error of the y-component of the gradient (third column). Linear scheme (upper), non-linear scheme (lower). In the
legends are reported also the mean slopes of curves and h = 1/
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even more important in the case of non-linear scheme, where it is observed that the absence of the extra
dumping term prevents the scheme to converge in most cases. For the quadratic elements, the presence
of the extra dumping term has two effects, it improves the convergence of the numerical methods and it
introduces a crucial improvement in the level of accuracy, for both linear and non-linear schemes.
For sake of completeness, the linear advection-diffusion problem is also solved with a very small viscosity
coefficient, ν = 10−6, in order to verify that the numerical schemes are able to preserve the theoretical
accuracy in the advection limit. The errors, obtained on a sequence of triangular grids, are reported in
Fig. 6.7 for the linear and the non-linear schemes. As expected, the theoretical accuracy of the schemes is
reached independently from the gradient recovery method used, because the diffusive effects are negligible
in this regime, nevertheless the level of accuracy of the gradients obtained with the SPR-ZZ technique is
better. Note that the error of the gradients are not normalized in this case, due to the very small value of
y-component of the gradient.
6.1.1. Discretization with the hyperbolic FOS. The linear advection-diffusion problem is now
discretized by the means of the hyperbolic FOS scheme described in section 4.4. The objective is to compare
the accuracy and the performance of this formulation with the standard scalar discretization. The linear
scheme is used to discretize the hyperbolic FOS and the scalar equation, in the latter case the SPR-ZZ
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Fig. 6.4. L2 error in the solution of the linear advection-diffusion problem on hybrid girds with linear (dashed lines) and
quadratic (solid lines) elements. Error of the solution (first column), error of the x-component of the gradient (second column)
error of the y-component of the gradient (third column). Linear scheme (upper), non-linear scheme (lower). In the legends
are reported also the mean slopes of curves and h = 1/
√
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gradient recovery strategy is chosen. A sequence of triangular grids is considered, with linear and quadratic
elements, and the viscosity coefficient ν is takes as 0.01. In Fig. 6.8 are shown the errors on the solution
and the x-component of the gradient, together with the CPU time (in seconds), needed to reach the steady
state.
With linear elements, there is only a small difference in the errors discretization between the scalar and
the FOS formulation, however considering the CPU time versus the levels of error it is evident that the scalar
scheme is much more effective than the FOS formulation. Note that the CPU time is measured in seconds
and is reported in logarithmic scale; for example on the finest mesh the scalar scheme requires about ten
minutes to reach the steady state, while the FOS scheme requires about two hours. The slope of the curve
CPU time–error is about −2/3, for both schemes. In [17] was observed a slope −2/3 for the FOS scheme
while a slope −1/2 was observed for a scalar scheme based on the LDA RD plus a Galerkin scheme.
With quadratic elements, the accuracy on the solution obtained using the FOS scheme is slightly better
than that obtained with the scalar scheme but the situation is completely different if one looks at the accuracy
of the gradient. As already pointed out in [17], the discretization of the hyperbolic FOS with RD schemes
does not allow to recover the gradients with the same accuracy of the solution, unless the mesh is regular.
It can be noticed how the use of the SPR-ZZ strategy allows to obtain a third order accurate gradient while
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Fig. 6.5. L2 error in the solution of the linear advection-diffusion problem on highly distorted triangular girds with linear
(dashed lines) and quadratic (solid lines) elements. Error of the solution (first column), error of the x-component of the
gradient (second column) error of the y-component of the gradient (third column). Linear scheme (upper), non-linear scheme
(lower). In the legends are reported also the mean slopes of curves and h = 1/
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the FOS scheme gives only second order accuracy. The last remark concerns the CPU time. An implicit
Euler method has been used for the FOS scheme and an explicit Euler method has been used for the scalar
scheme; the scalar scheme is still much more effective than the FOS scheme.
Note that in the advection limit the smallest eigenvalue of the hyperbolic FOS vanishes, this means that
two of the three eigenvalues are zero and the problem becomes ill conditioned. It has been observed that the
FOS scheme is not able to converge for the linear advection-diffusion problem with the viscous coefficient ν
taken as 10−6.
6.2. Viscous Burger equation. The viscous Burger equation is now considered in order to test the
accuracy of the numerical schemes with a non-linear problem. The governing equation reads
∂
∂x
(
u2
2
)
+
∂u
∂y
= ν
∂2u
∂x2
, on Ω = [0, 1]2,
the problem admits the following exact solution
u =
2νπ exp(−νyπ2) sin(πx)
a+ exp(−νyπ2) cos(πx) , with a > 1.
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Fig. 6.6. L2 error in the solution of the linear advection-diffusion problem, on triangular grids, versus the number of
DOFs and the CPU time in seconds.
Linear elements Quadratic elements
Ndof ǫL2 (u
h) Ite ǫL2 (u
h) Ite Ndof ǫL2 (u
h) Ite ǫL2 (u
h) Ite
improved scheme standard scheme improved scheme standard scheme
Linear scheme
43 1.2639 10−1 454 1.1945 10−1 465 149 1.1247 10−2 3148 1.4256 10−2 4443
121 3.3130 10−2 538 3.1174 10−2 726 445 1.8777 10−3 2507 3.1427 10−3 7065
445 8.2461 10−3 532 8.8271 10−3 1456 1705 1.9648 10−4 2566 9.3957 10−3 7125
1705 2.3337 10−3 1319 2.5600 10−3 2877 6673 2.3797 10−5 7029 not converged −
6673 5.8201 10−4 4428 8.1456 10−4 6310 26401 3.5754 10−6 23431 not converged −
Non-linear scheme
43 3.0257 10−1 474 2.9418 10−1 529 149 1.3349 10−2 4747 1.4830 10−2 5566
121 7.2141 10−2 686 6.7668 10−2 992 445 1.8975 10−3 4544 6.5685 10−3 11414
445 1.8068 10−2 835 1.7301 10−2 2003 1705 2.2616 10−4 3991 8.8542 10−4 9935
1705 4.4622 10−3 1791 not converged − 6673 2.9410 10−5 5075 1.0561 10−3 31636
6673 1.0974 10−3 4897 not converged − 26401 4.6791 10−6 42370 not converged −
Table 6.1
L2 errors and orders of accuracy in the solution of the linear advection-diffusion problem on triangular girds with the
linear and non-linear schemes, for different gradient recovery strategies, and with linear and quadratic elements.
Note that the exact solution of the steady two-dimensional problem is obtained from the unsteady one-
dimensional problem, in which the time coordinated is substituted by the y coordinates. In the simulations
the parameter a is taken as 1.5 and the viscosity ν coefficient is taken as 0.05. On the bottom, left and right
boundaries the exact solution is imposed as Dirichlet boundary condition. The solution is initialized with a
zero values everywhere, except on the inflows boundaries where the exact solution is imposed.
A sequence of unstructured triangular grid is considered, the weighted area and the SPR-ZZ gradient
recovery methods are used. The errors of the solution are reported in Fig. 6.9 together with the error of the
gradients components. With linear elements, the level of accuracy of the schemes is almost identical, while
with quadratic elements the situation is very different. The use of weighted area gradient recovery has a
disastrous effect on the accuracy of the solution, indeed the theoretical third order scheme has the same level
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Fig. 6.7. L2 error in the solution of the linear advection-diffusion problem, with ν = 10−6, on triangular girds with
linear (dashed lines) and quadratic (solid lines) elements. Error of the solution (first column), error of the x-component of the
gradient (second column) error of the y-component of the gradient (third column). Linear scheme (upper), non-linear scheme
(lower). In the legends are reported also the mean slopes of curves and h = 1/
√
Ndof .
of accuracy of the second order scheme. On the other had, the use of the SPR-ZZ recovery method allows
to construct an optimal third order scheme and also the accuracy of the gradients is improved.
6.3. Anisotropic diffusion problem. As last test case, a two-dimensional diffusion problem is ad-
dressed, the viscosity is not considered to be a scalar anymore but an anisotropic tensor. The aim of this test
case is to study the accuracy of the proposed RD schemes with a pure diffusion problem, and the anisotropy
of the viscous tensor is introduced to test also the robustness of the numerical scheme.
The diffusion problem is formulated as follows−∇·(K∇u) = 0, on on Ω = [0, 1]2, with
K =
(
1 0
0 δ
)
,
the problem has the following exact solution u = sin(2πx) e−2πy
√
1/δ , and in the numerical simulations δ is
takes as 103.
A sequence on unstructured triangular grids is considered, the scalar schemes with the weighted area
and SPR-ZZ gradient recovery strategies are considered. In Fig. 6.10 are reported the errors of the solution
and of the gradients for linear and quadratic elements. As usual, the second order schemes have the same
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Fig. 6.8. L2 error in the solution of the linear advection problem with ν = 0.01 on triangular girds, with linear (dashed
lines) and quadratic (solid lines) elements. Error of the solution (first column), error of the x-component of the gradient
(second column) CPU time in seconds versus the error (third column). Linear scheme (upper), non-linear scheme (lower). In
the legends are reported also the mean slopes of curves and h = 1/
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level of accuracy independently of the gradient recovery method used, but with quadratic elements only the
use of the SPR-ZZ method allows to get a third order accuracy on the solution as well as on the gradients. It
is interesting to note that the accuracy of the non-linear scheme is severely spoiled by the use of the simple
weighted area method with quadratic elements.
In the end, the anisotropic viscous problem is solved on a uniform, structured mesh of quadrangles, results
are shown in Fig. 6.11 and indicated that the theoretical accuracy of the schemes is achieved independently
from the gradient recovery technique used, although the accuracy of the gradient is always better with the
SPR-ZZ method. This remark is important because for advection-diffusion problems, even the use of uniform,
structured grids does not preserve the formal accuracy of the scheme unless the gradients are recovered with
high order accuracy.
7. Conclusion. An high order accurate and robust Residual Distribution scheme for the solution of
advection-diffusion equations has been presented. The method relies on the computation of a total residual
for the whole equation without construing two different type of schemes for the advection and diffusion
parts. A fundamental aspect of the construction to get an high order approximation of the solution is
the high order recovery of the gradient of the numerical solution. Different recovery techniques has been
analyzed, in particular the super-convergent patch recovery of Zienkiewicz and Zhu has shown to posses a
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Fig. 6.9. L2 error in the solution of the viscous Burger problem on triangular girds with linear (dashed lines) and quadratic
(solid lines) elements. Error of the solution (first column), error of the x-component of the gradient (second column) error
of the y-component of the gradient (third column). Linear scheme (upper), non-linear scheme (lower). In the legends are
reported also the mean slopes of curves and h = 1/
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such level of the flexibility and accuracy to guaranty the construction of third order accurate RD schemes for
general unstructured grids. The accuracy of the numerical schemes has been verified with linear, non-linear
advection-diffusion problems and anisotropic diffusion problems.
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