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Introduzione
Le reti di comunicazioni hanno raggiunto un livello di complessità ormai molto elevato, ed è
sempre più chiaro come le caratteristiche del livello MAC (Media Access Control) e del liv-
ello ﬁsico abbiano un impatto signiﬁcativo sulle performance del protocollo di trasporto TCP
(Transmission Control Protocol), ormai radicato nei link di dati a commutazione di pacchetto.
Di fatto molti sviluppi si sono succeduti in questi ultimi anni soprattutto, sulle modalità di
accesso alla rete mondiale Internet. Il trend evolutivo si è spostato dal cavo, verso l'utilizzo di
piattaforme wireless per soddisfare il nostro continuo fabbisogno di mobilità ed ubiquità informa-
tiva. E' stato necessario raﬀorzare e migliorare tutte le tecnologie aﬃnché anche il protocollo di
trasporto, non subisse i problemi di forte asimmetria e perdita costante di informazione tipiche
in questi scenari.
Lo standard IEEE 802.16, conosciuto anche con il nome WiMAX (Worldwide Interoperability
for Microwave Access), è un insieme di recenti disposizioni per l'accesso alle reti metropolitane
wireless (MAC, Metropolitan Access Networks) a larga banda, in grado di produrre tassi di invio
pari a decine di Mbit al secondo e coprire distanze ﬁno a 50 km con una sola antenna.
Lo scopo di questo lavoro di tesi è quello di studiare le performance, ed in particolare la sta-
bilità del protocollo TCP; ci focalizzeremo sull'utilizzo della larghezza di banda e sulla variazione
che questa grandezza assume nel tempo. Per questo, utilizzeremo i più comuni algoritmi di con-
trollo congestione che normalmente si trovano nei moderni sistemi operativi, ed attraverso un
generatore di traﬃco cercheremo di saturare la banda disponibile per ottenere dei tracciamenti
utili al nostro scopo. Le domande a cui vorremo dare risposta sono molte, prima fra tutte quale
sia il protocollo che meglio si adatta a questo nuovo livello di rete e quale tipo di stabilità e con-
vergenza si raggiunge. Ancora, cercheremo di capire se la proprietà di equità, la TCP Fairness,
viene rispettata anche quando i ﬂussi in questione non devono necessariamente competere con
le implementazioni di TCP classico, come studiato nella maggior parte della letteratura attuale.
Inﬁne cercheremo di eﬀettuare qualche ipotesi in grado di fornire utili spunti per possibili sviluppi
futuri e per ulteriori analisi.
Questo lavoro, originale nella sua dimensione comparativa, è stato realizzato utilizzando
apparecchiature e strumenti reali e nessun dato è frutto di simulazione; pertanto poiché molte
parti della rete non saranno analizzabili e prevedibili si dovrà necessariamente stimare il loro
comportamento. Non sarà possibile analizzare interamente alcuni aspetti, poiché coperti da
segreto aziendale, tuttavia l'architettura descritta cosi come quella utilizzata ricalca le direttive
dettate dal WiMAX forum e pertanto come spesso si dice: ...è solo un problema di tecnologia!.
Emmanuele Bello

Capitolo 1
Il protocollo TCP nelle reti WiMAX
1.1 Introduzione
La vera rivoluzione nel mondo delle comunicazioni wireless è stata raggiunta con lo standard
IEEE 802.16, meglio noto con l'acronimo WiMAX (Worldwide Interoperability for Mi-
crowave Access), grazie al quale è possibile realizzare collegamenti a banda larga con topologia
punto-multi punto ad estensione metropolitana; la portata massima dichiarata è di circa 50 km
nella versione del 2004, limitata ad applicazioni ﬁsse e nomadiche e la velocità di trasmissione di
circa 75 Mbps. Basterebbero questi primi numeri a giustiﬁcare le enormi aspettative che stanno
nascendo intorno a questa tecnologia, soprattutto in considerazione dell'opportunità di oﬀrire
prestazioni estremamente competitive e vantaggiose, rispetto a soluzioni cablate come ad esem-
pio l'ADSL (Asymmetric Digital Subscriber Line), consentendo così di aggirare l'ormai annoso
problema, praticamente irrisolto, del cosiddetto ultimo miglio quel tratto di rete ﬁssa che dalla
centrale raggiunge la casa dell'utente ﬁnale.
Rispetto a soluzioniWLL (Wireless Local Loop) già esistenti, WiMAX, utilizza frequenze
più basse (tra i 2 e gli 11 GHz) che non impongono la visibilità ottica tra stazione trasmittente
e ricevente per garantirne la comunicazione, rendendo quindi possibile una copertura del ter-
ritorio di tipo macrocellulare, nel caso di accesso ﬁsso e nomadico supportato dalla versione
d del 2004, e di tipo microcellulare nel caso di accesso in mobilità supportato dalla versione
e del 2005. Lo schema di modulazione previsto nello standard è basato sull'impiego della
tecnica OFDM/OFDMA1 a 256/2048 sottoportanti, con soluzioni ﬁxed wireless deﬁnite dal-
l'ETSI (European Telecommunications Standard Institute). La tecnologia WiMAX è in grado
di supportare simultaneamente servizi multipli con una gestione della QoS (Quality of Service)
completa, consentendo il trasporto di tutti i principali protocolli di rete in modo molto eﬃciente
(lPv4, IPv6, Ethernet, ATM, ecc.). Dal momento che si tratta di uno standard concordato a
livello mondiale, la sua implementazione consentirà di utilizzare lo stesso terminale (CPE, Cus-
tomer Premise Equipment) quasi ovunque nel mondo, come già è accaduto con la rete di telefonia
mobile GSM. Una dimostrazione di quanto sta succedendo è il fatto che tutti i maggiori pro-
duttori di componentistica, a partire da Intel, stanno progettando un chip WiMAX integrato da
inserire in ogni PC, nello stesso modo in cui era stato introdotto per il Wi-Fi.
La lista degli standard IEEE 802.16 approvati o in discussione presso il WiMAX Forum2,
organismo costituito dai principali produttori di apparecchiature e componenti per le comuni-
cazioni, è decisamente molto lunga e articolata. Ad una prima analisi la tecnologia potrebbe
sembrare un Wi-Fi potenziato, visto che si passa da una copertura nominale di circa 200 metri
in ambiente outdoor, ad un raggio d'azione di alcune decine di chilometri come anticipato. Tut-
tavia il WiMAX non può e non deve essere considerato solo un'alternativa allo standard IEEE
802.11 ma è necessario, invece, considerarlo come appartenente alla classe delle tecnologie WMAN
(Wireless Metropolitan Area Network), in grado di integrarsi con quelle preesistenti e capaci di
portare l'accesso ad Internet a banda larga ovunque.
1Dettagli su [Wik10i]
2http://www.wimaxforum.org/
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Per raggiungere questo obiettivo, sono in discussione vari emendamenti presso l'ente di stan-
dardizzazione americano IEEE allo scopo di arricchire lo standard iniziale, con caratteristiche e
speciﬁche che consentano di deﬁnire più proﬁli possibili, indispensabili per garantire il suppor-
to di una panoramica di servizi completa e decisamente fruibile in tutta mobilità. Riportiamo
brevemente il processo evolutivo che ha portato alla deﬁnizione delle peculiarità, presenti e fu-
ture, della famiglia di standards IEEE 802.16 approvati o in fase di approvazione; i principali
sono
 802.16-2001 : approvato il 6/12/2001, speciﬁca l'interfaccia aerea per l'accesso ﬁsso a banda
larga P-MP (Point to MultiPoint) nella fascia compresa tra 11 e 66 GHz
 802.16a-2003 : approvato il 29/01/2003, aggiunge al precedente la possibilità di eﬀettuare
trasmissioni anche in mancanza di visibilità diretta, cioè in situazione di NLOS (Non in
Line Of Sight), su bande comprese tra i 2 e gli 11 GHz. La topologia Mesh qui è opzionale.
Rispetto allo standard precedente è stato modiﬁcato il sottostrato MAC che risulta ora in
grado di supportare speciﬁche ﬁsiche come: SCA (Single Carrier Access), OFDM (Orthog-
onal Frequency Division Multiplex), OFDMA (Orthogonal Frequency Division Multiplex
Access)
 802.16c-2002 : approvato il 11/12/2002, è un emendamento allo standard 802.16 per det-
tagliare i proﬁli di sistema nella banda 11-66 GHz
 802.16d-2004 : approvato il 24/01/2004, speciﬁca l'interfaccia aerea per l'accesso ﬁsso e
nomadico a banda larga P-MP nella fascia compresa tra 2 e 66 GHz. In sostanza, può
essere considerato la sintesi dei precedenti 802.16-2001 e 802.16a-2003
 802.16e: approvato il 7/12/2005, speciﬁca l'interfaccia aerea per l'accesso mobile a banda
larga P-MP, nella fascia compresa tra 2 e 6 GHz, con varie velocità. Viene migliorato il
supporto all'handoﬀ e al roaming
 802.16f : progetto autorizzato nel corso del mese di agosto del 2004. Ha come obiettivo il
miglioramento delle funzionalità multi-hop di rete in cui i terminali vengono abilitati a la-
vorare anche come ripetitori in uno scenario di rete wireless mesh, prevedendo la possibilità
che ogni Subscriber Station possa svolgere anche il ruolo di Base Station
 802.16g : progetto autorizzato nel corso del mese di agosto 2004, ma per il quale non è
ancora possibile prevedere una data di approvazione, ha come obiettivo l'individuazione
di procedure e servizi in grado di migliorare l'interoperabilità e la gestione delle risorse di
rete, consentendo un handover eﬃciente
 802.16h: progetto autorizzato nel mese di settembre 2004, ma per il quale non è ancora
possibile prevedere una data di approvazione, costituisce un emendamento allo standard
802.16-2004 pensato per migliorare la coesistenza di trasmissioni in bande non licenziate
inferiori agli 11 GHz
Ulteriori approfondimenti, su emendamenti passati e in fase di standardizzazione, possono essere
liberamente consultati su [Wik10k]. Per permettere l'evoluzione della tecnologia è fondamen-
tale che si mantenga compatibilità tra le successive versioni dello standard in quanto non si
può pensare di riuscire ad attirare l'attenzione degli investitori su un prodotto che rischia di
diventare obsoleto prima ancora che si recuperi almeno l'iniziale esborso economico, necessario
a determinarne il lancio sul mercato.
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1.1.1 L'attività del WiMAX Forum
Il WiMax Forum è un'organizzazione senza ﬁni di lucro, costituita con lo scopo di promuovere
lo sviluppo dell'accesso wireless a banda larga (BWA: Broadband Wireless Access) mediante la
deﬁnizione di uno standard globale, certiﬁcando la compatibilità e soprattutto l'interoperabilità
dei prodotti e delle tecnologie che vengono utilizzate. L'interesse mondiale per il WiMAX sembra
crescere di mese in mese, così come il numero dei membri del Forum.
L'aspetto dell'interoperabilità tra i prodotti, che saranno certiﬁcati WiMAX, è da considerarsi
sicuramente centrale nell'ambito della missione che il WiMAX Forum si è imposta poiché di fatto
rappresenta l'unica via percorribile per ottenere un reale abbattimento dei costi degli apparati e
dei servizi oﬀerti con questa tecnologia. Nel tentativo di creare un ambiente normativo favorevole
alla diﬀusione di sistemi IEEE 802.16 certiﬁcati, il WiMAX Forum ha istituito il Regulatory
Working Group (RWG) che ha il compito di assicurare la disponibilità e l'armonizzazione di
uno spettro di frequenze WiMAX friendly a livello globale. A seguito dell'individuazione di
una frequenza di utilizzo comune in tutta Europa, si potranno costruire dispositivi universali
in grado di funzionare in qualsiasi nazione, senza operare costose diversiﬁcazioni produttive per
ogni paese. L'armonizzazione per il BWA, secondo il WiMAX Forum, è raggiunta nelle seguenti
bande di frequenza
 5 GHz, non licenziata
 3.5 GHz, licenziata, come in Italia
 2.5 GHz, licenziata, già assegnata negli Usa, in Messico, in Brasile ed in alcune regioni del
sud-est asiatico
Gli apparati che, ad oggi, risultano aver ottenuto la certiﬁcazione da parte del Forum sono molti,
così come traspare dai risultati pubblicati sul sito web dallo stesso organo, pertanto una certa
compatibilità è stata già raggiunta. Occupiamoci ora della parte più tecnologica dello standard,
lasciando le informazioni accessorie alla consultazione della bibliograﬁa (ottimi spunti si possono
trovare in [Bor07]).
1.2 Le comunicazioni nelle reti wireless MAN
Dedichiamo questo intero paragrafo, ad illustrare le migliorie apportate dallo standard IEEE
802.16 sulla pila protocollare ISO/OSI per rendere possibili le comunicazioni nelle reti wireless
metropolitane. Da questo momento in poi con il termine WiMAX indicheremo più in generale
le reti di dati con architettura IEEE 802.16e; ultimo emendamento utilizzato al momento della
stesura di questo documento.
Il collegamento radio con interfaccia WiMAX, oﬀre una copertura che in condizioni ottimali
come detto può arrivare anche ﬁno a 50 Km dalla stazione base, in gergo Base Station (BS)
e con un servizio utilizzabile su varie frequenze dello spettro disponibile e larghezze di banda
che possono raggiungere i 75 Mbps (Mega bits per secondo). Molti sono i livelli di complessità
aggiunti durante il processo di standardizzazione, primo fra tutti quello sullo stratoMAC (Me-
dia Access Control) che oggi risulta profondamente modiﬁcato rispetto a quello che veniva
proposto, ad esempio, da tutti gli emendamenti del Wi-FI. Spesso la necessità di rideﬁnire alcune
strategie di connettività dei protocolli è dovuta alla necessità di trasportare una mole di dati
sulla tratta radio decisamente superiore a quanto fatto con proposte precedenti. Nei prossimi
paragraﬁ, andremo ad analizzare come il traﬃco TCP, fondamentale per le reti a pacchetto, viene
mappato e gestito nelle reti WiMAX.
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1.3 I livelli di convergenza
Per rendere più semplice il processo di riconoscimento e di associazione del traﬃco dati, prove-
niente dai livelli applicativi superiori della pila protocollare3, lo standard WiMAX ha introdotto
il concetto di Convergence Sublayer (CS). In Figura 1.1 (fonte [Bil05]) si può vedere come
questi vengano collocati al di sopra del più alto dei MAC Common Part Sublayers (CPS)
con lo scopo di rendere fruibili i servizi oﬀerti dal più appropriato MAC Service Access
Points (SAP). L'idea raﬃgurata risulta essere molto potente, poiché è in grado di fornire all'in-
tera struttura una perfetta scalabilità, ottenibile lasciando ai produttori di servizi la libertà di
creare il giusto CS per trasportare qualunque applicazione di qualsiasi protocollo. Per far fronte
ad ogni esigenza operativa lo standard, per ora, ha deﬁnito due soli CS quali
 CS ATM, per il livello di trasporto basato su reti ATM (Asynchronous Transfer Mode)
 Packet CS, destinato ai servizi a pacchetti come le reti TCP/IP
Figura 1.1: Il livello ﬁsico e MAC dello standard IEEE 802.16
I CS, di cui sopra, sono quindi in grado di accettare i vari Protocol Data Units (PDUs)
dai livelli più alti della pila e possono classiﬁcarli e caratterizzarli in base al protocollo che
devono trasportare; in questo modo i vari PDUs vengono consegnati direttamente al giusto
MAC SAP. I pacchetti creati dai CS WiMAX contengono anche molte informazioni di routing
spesso ridondanti ma utili alla connessione tra i due end point della rete. Queste informazioni
possono essere eliminate utilizzando una funzione nota come Packet Header Suppression
(PHS) che alleggerisce le trasmissioni sull'interfaccia radio garantendo una maggiore eﬃcienza
ed un notevole risparmio di banda. Proviamo a capire cosa succede quando incapsuliamo e
classiﬁchiamo i pacchetti prima dell'eﬀettiva spedizione sul link ﬁsico.
1.4 Incapsulazione e classiﬁcazione dei pacchetti
Ogni paradigma di comunicazione packet oriented che si rispetti, utilizza un processo di in-
capsulazione che costruisce l'oggetto da inviare sulla rete progressivamente durante la discesa
nella pila dei protocolli, aggiungendo ogni volta un pezzo di informazione in più; anche WiMAX
utilizza questa tecnica. Prima di proseguire con la descrizione di come avviene il processo di
classiﬁcazione è forse utile fare un riassunto del sistema di incapsulazione che coinvolge lo stan-
dard. Come ho spiegato nel paragrafo precedente i pacchetti arrivano al Convergence Sublayer
dai livelli superiori deﬁniti come MAC Service Data Unit (SDU); sono dunque processati,
semplicemente, oppure gli viene aggiunto un Indice PHS (PHSI).
3Ovviamente si fa riferimento alla pila di protocollo ISO/OSI deﬁnita nel 1978 dall'Internatinal Organization
for Standaridization.
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Assumiamo senza problemi che il traﬃco TCP arrivi incapsulato in un pacchetto IP, che a
sua volta è mappato in un frame Ethernet. Il PHSI, quindi, può essere utilizzato seguendo una
delle conﬁgurazioni descritte in Figura 1.2 (fonte [Bil05]).
Figura 1.2: Incapsulazione dei pacchetti con il controllo PHSI
Una volta che è stato classiﬁcato il Service Data Unit, il pacchetto viene passato al Common
Part Sublayer (MAC CPS) che aggiunge un indirizzo MAC nello header dello stesso. Il livello
ﬁsico, indicato solitamente come PHY, inﬁne incapsula i PDUs in un frame Ethernet la cui
struttura è molto simile a quella mostrata in Figura 1.3 (fonte [Bil05]). Giunti a questo punto,
il frame viene diviso in sotto-frame Downlink (DL) ed Uplink (UL). Nei sottoframe DL
troviamo un preambolo, un Frame Control Header (FCH) ed una quantità di dati variabile;
mentre negli UL abbiamo un intervallo inziale che deﬁnisce il range e l'allocazione di banda ed
il PHY PDUs per identiﬁcare le diﬀerenti Subscriber Stations (SS).
Questa struttura così elaborata del frame WiMAX mostra la complessità raggiunta; non è nel
nostro interesse approfondire questo argomento e maggiori dettagli si possono trovare ad esempio
in [Coo04].
Figura 1.3: Struttura completa di incapsulamento dei PDUs in WiMAX
La classiﬁcazione dei pacchetti è un'altra funzionalità oﬀerta dalle speciﬁche di servizio,
implementate dai Convergence Sublayers. Si deﬁnisce classiﬁcazione quel processo mediante
il quale i pacchetti sono assegnati alle connessioni WiMAX attive in base alla deﬁnizione di
QoS (Quality of Service) deﬁnita, prima di passare attraverso il livello MAC CPS(Common
Part Sublayer). Ogni connessione WiMAX viene associata ad un ﬂusso di servizio caratterizzato
da un insieme di parametri di qualità, come ad esempio la latenza, il jitter, e la garanzia di
raggiungimento di un certo valore di banda. La tecnica di classiﬁcazione consiste nel deﬁnire
una serie di speciﬁche di protocollo che devono essere soddisfatte da ogni pacchetto in arrivo.
Oltre alla classiﬁcazione è possibile eﬀettuare anche un'analisi di priorità aggiungendo ulteriori
informazioni nei pacchetti.
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Ad esempio, nelle prime revisioni dello standard, veniva utilizzata una opzione nota come
Direct Mapping che permetteva attraverso alcune caratteristiche, predeﬁnite dal livello delle
applicazioni, di associare un particolare ﬂusso di QoS senza dover passare attraverso un classi-
ﬁcatore. Questa opzione è stata tuttavia rimossa per rendere questo processo più omogeneo e
paritario nei vari dispositivi hardware e software implementati. I parametri per la classiﬁcazione
sono molti e solitamente sono descritti da regole conosciute come TLV (Tipo, Lunghezza, Val-
ore). Ad esempio, i parametri TLV4 sono quelli che riguardano il livello di trasporto TCP/UDP
e comprendono descrizioni come porta sorgente (start/end), porta destinazione (start/end) e cosi
via.
1.5 Classi di servizio
Terminata la fase di classiﬁcazione è necessario associare ad ogni pacchetto un ﬂusso di servizio
che fornisca la giusta qualità; questo è valido sia per il traﬃco in uplink sia per quello in downlink.
Per rendere più facile e consistente la gestione si è pensato di raggruppare i pacchetti in quelle
che vengono deﬁnite classi di servizio e che di fatto caratterizzano un insieme speciﬁco di livelli
qualitativi. L'utilizzo di queste classi non è obbligatorio, tuttavia viene consigliato da quasi tutte
le implementazioni del protocollo IEEE 802.16. Si intuisce, chiaramente, che il ﬂusso di servizio
è la chiave per la parte di protocollo MAC WiMAX. La Subscriber Station (SS) condivide il
canale di uplink con la Base Station (BS) e una volta che il ﬂusso di servizo è stato creato, il
livello MAC deve schedulare la trasmisione e soddisfare i parametri di QoS richiesti.
Al ﬁne di realizzare questa funzionalità, nello standard, si deﬁniscono quattro classi di servizio
per il traﬃco, quali
1. Unsolecited Grant Service (UGS): studiato per supportare il traﬃco real time costitu-
ito da pacchetti di dimensione ﬁssa ottenuti ad intervalli di tempo regolari. Possibili appli-
cazioni sono ATM CBR, E1/T1 su ATM, TDM Voce, T1/E1 e VoIP senza la soppressione
del silenzio
2. Real-Time Polling Service (rtPS): sviluppato per supportare il traﬃco real time che
consiste di pacchetti di dati variabili forniti a periodi di intervalli regolari. Possibili
applicazioni sono video MPEG e VoIP senza la soppressione del silenzio
3. Non-Real-Time Polling Service (nrtPS): disegnato per supportare pacchetti di dati
con forti ritardi e dimensioni variabili con un tasso minimo di trasferimento. Possibili
applicazioni sono ATM GFR, TFTP, HTTP, FTP
4. Best Eﬀort (BE) Service: creato per supportare il ﬂusso di dati per i quali nessun
servizio minimo è richiesto, rappresenta la scelta di default. Possibili applicazioni sono
servizio di posta elettronica e P2P
5. Undeﬁned (dipendente dalla Base Station): deﬁnito solitamente da speciﬁche del
costruttore e quindi indicato per servizi speciﬁci
Le richieste per lo scheduling vengono inviate utilizzando il messaggio Dynamic Service Ad-
dition (DSA), tramite l'SS o la BS, durante la creazione di un nuovo ﬂusso di servizio. Se il
parametro per la richiesta di QoS viene omesso, allora si assume il servizio di default che, come
abbiamo detto, è quello best eﬀort.
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1.6 Algoritmi di scheduling
Lo scopo primario della gestione della QoS è quello di ordinare e schedulare i pacchetti sull'in-
terfaccia radio, operazione non da poco conto considerando la quantità di dati che viaggia sul
mezzo. Tuttavia questo meccanismo da solo non basta e bisogna associarlo ad un altro processo
che lavora dietro l'interfaccia radio, in grado di fornire una politica end-to-end tra le Subscriber
Stations (SS). Lo scheduling WiMAX può essere visto sotto due aspetti diversi: quello per ac-
cedere al link radio da parte dei SS e lo scheduling individuale di ogni pacchetto sulla BS e sul
SS.
Lo standard lascia molta libertà sull'eﬀettiva implementazione del processo di schedulazione,
tuttavia ad oggi per gestire le connessioni TCP/IP nelle reti cablate esistono vari algoritmi che
possono essere tranquillamente utilizzati anche in questo scenario, i principali sono
 First-in, ﬁrst-out (FIFO)
 Priority Queuing (PQ), coda con priorità
 Custom Queuing (CQ), coda customizzabile
 Weighted far queuing (WFQ), coda con priorità
 Class-based weighted fair queuing (CBWFQ), coda a pesi per classi
Proviamo ad analizzare rapidamente le classi algoritmiche di cui sopra. La procedura FIFO
rappresenta il modello più semplice e consiste nell'immagazzinare i pacchetti quando la rete è
congestionata ed inviarli in ordine di arrivo ﬁno a che la congestione non è conclusa. Questa
modalità non richiede nessuna conﬁgurazione aggiuntiva, ed in molti casi rappresenta la soluzione
di default adottata. Il solo problema che si determina è la non decidibilità sulle priorità dei
pacchetti. Solitamente questo scheduling viene utilizzato nelle classi di servizio best eﬀort. La
coda a priorità, PQ, viene utilizzata per fornire una precisa precedenza al traﬃco importante,
solitamente viene implementata utilizzando quattro diﬀerenti code che interagiscono tra di loro.
Molti fattori non rendono PQ utilizzabile per WiMAX, tra questi: la non compensazione della
banda e l'utilizzo ottimale solo per valori di bandwidth bassi.
La coda customizzabile, CQ, elimina i problemi potenziali di PQ riservando un certo valore
percentuale di banda per ogni speciﬁca classe di traﬃco; utilizza una procedura round-robin per
gestire le code con le quali viene implementata. Solitamente questa scelta si rileva azzeccata
nella gestione di nrtPS. WFQ viene utilizzata quando si presenta la necessità di fornire una
risposta in tempo ragionevole senza aumentare il consumo di banda, solitamente viene utilizzata
per la gestione di classi di servizio rtPS. La CBWFQ risolve alcuni problemi di WFQ poiché
implementa alcune code a bassa latenza dette LLQ (Low-latency Queue) che sono in grado di
servire una classe in modalità prioritaria prima che se ne serva un'altra. Anche questa soluzione
è la migliore per quanto riguarda il traﬃco rtPS.
In questo capitolo sono state presentate alcune delle modiﬁche più importanti alla pila
ISO/ISO che si ripercuotono sul protocollo di trasporto TCP. Questi concetti come capiremo
stanno al di sopra di quello che eﬀettivamente realizza il protocollo di trasporto nel momento in
cui deve decidere quale sia il tasso trasmissivo da utilizzare nel canale. Nel prossimo capitolo an-
dremo ad analizzare proprio questa caratteristica, che come possiamo intuire sarà fondamentale
su una tipologia di rete come quella appena descritta. La trattazione sarebbe ancora molto lunga
per descrivere appieno ogni funzionalità introdotta; ulteriori dettagli sono facilmente consultabili
su [Bil05] e [HWWG08].
Capitolo 2
Il controllo di ﬂusso nel TCP
Introduzione
Una delle componenti principali del Transport Control Protocol (TCP, [Pos81]) è il con-
trollo della congestione e del ﬂusso delle informazioni inviate sul canale trasmissivo, che in piena
ﬁlosoﬁa della rete Internet viene attuato dai nodi ﬁnali (end-to-end), in modo da alleggerire il
lavoro degli apparati di rete intermedi come i router, gli switch e cosi via. L'approccio utilizzato
per eﬀettuare questa importante funzionalità è sostanzialmente unanime e consiste nell'imporre
a ciascun mittente un limite alla frequenza di invio dei pacchetti, in funzione della situazione
di traﬃco percepita. Se il mittente, durante una qualsiasi fase temporale di connessione, ed
invio dati, si dovesse accorgere che verso il destinatario ci sono buone condizioni di rete allora
aumenterà il tasso trasmissivo, in caso contrario il traﬃco sarà ridotto per evitare che i pacchet-
ti vengano costantemente smarriti. Prima di addentrarci nel vasto panorama degli algoritmi di
controllo congestione, vediamo quale sia la politica generale che regola il ﬂusso dati del protocollo
TCP ﬁn dalla sua nascita.
Quando il carico oﬀerto ad una rete è maggiore di quello gestibile si presenta il problema della
congestione. Sebbene anche il livello di rete si preoccupi di questo fenomeno, il grosso del lavoro
viene svolto da TCP in quanto, come abbiamo detto, l'unica soluzione ad una situazione di questo
tipo è quella di ridurre il ﬂusso dei dati in transito. In teoria, la congestione potrebbe essere
analizzata applicando un principio derivato dalla ﬁsica, la legge di conservazione dei pacchetti.
L'idea è quella di non inserire un nuovo pacchetto nella rete ﬁno a quando uno vecchio non viene
consegnato. Il protocollo TCP cerca di raggiungere questo obiettivo manipolando dinamicamente
la dimensione delle ﬁnestre di trasferimento dati, [Tan03]. Il primo passo nella gestione di
questi fenomeni consiste chiaramente nel rilevarli. Nei primi anni di sviluppo della rete Internet
accorgersi di una congestione era molto diﬃcile, un timeout innescato da un pacchetto perso
poteva essere causato da rumore su una linea di trasmissione, oppure dalla sua rimozione da
parte di un router congestionato; trovare le diﬀerenze era davvero un compito molto arduo.
Oggi, fortunatamente, la perdita di pacchetti dovuti ad errori di trasmissione è relativamente
rara, ad esclusione dei canali wireless (come WiMAX). Prima di discutere le modalità con cui
TCP reagisce alle congestioni, descriveremo innanzitutto i tentativi per evitare che si presentino.
Quando si instaura una connessione si sceglie una dimensione di ﬁnestra accettabile; il
ricevente può speciﬁcarne una sua basata sulla dimensione del proprio buﬀer e se il mittente
accetta questa dimensione non vi saranno problemi causati da esaurimenti in questa struttura;
tuttavia potrebbero essercene sulla rete interna. Proviamo ad illustrare quanto detto analizzan-
do la Figura 2.1, che prendiamo in prestito dall'idraulica dei ﬂuidi. In Figura 2.1 (a), possiamo
vedere un tubo largo che porta ad un ricevente con scarse capacità. Fino a quando il mittente
non versa più acqua di quella che il secchio può contenere, non verrà persa nemmeno una goccia.
In Figura 2.1 (b), il fattore limitante non è la capacità del secchio, ma la capacità di trasporto
interna della rete. Se l'acqua arriva troppo in fretta, se ne perderà una parte (in questo caso
traboccando dall'imbuto).
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Figura 2.1: Modellazione della trasmissione dei pacchetti nella rete
La soluzione di Internet a questo problema consiste nel tener conto dell'esistenza di due
fattori potenziali quali la capacità del ricevente e la capacità della rete, e nell'aﬀrontarli in
modo separato. A tale scopo, ogni mittente mantiene due ﬁnestre: una relativa al ricevente (la
Receiver Window, RcvWin) e l'altra relativa alla congestione (la CongWin); entrambe riﬂettono
il numero di byte che il mittente è abilitato a trasmettere, che solitamente è il minimo valore
fra le due. Ad esempio, se il ricevente dice Spedisci 8K, ma il mittente sa che un insieme di
dati maggiore di 4K intaserebbe la rete, spedisce 4K. D'altra parte, se il ricevente dice Spedisci
8K e il mittente sa che insiemi di dati inferiori a 32K possono passare senza problemi spedisce
comunque gli 8K richiesti.
Instaurata la connessione, il mittente pone la ﬁnestra di congestione uguale alla dimensione
del segmento massimo che può essere spedito; conosciamo questo valore con il termine MTU
(Maximum Transfer Unit) e solitamente il suo valore di default è 1500 byte. Se questo
segmento viene consegnato prima che un timer scada, il valore della ﬁnestra di congestione
viene incrementato di un ulteriore segmento, ed il mittente ne spedisce due. Ogni volta che
uno di questi segmenti viene confermato attraverso un ACK1, la dimensione della ﬁnestra viene
aumentata della dimensione massima di 1 segmento, ﬁno a raggiungere un valore di 2n segmenti.
La CongWin continua a crescere esponenzialmente ﬁno a quando scade un timeout oppure si
raggiunge la RcvWin. L'idea è la seguente: se ﬂussi di 1024, 2048 e 4096 byte funzionano
perfettamente, mentre un ﬂusso di 8192 byte riceve un timeout, per evitare congestioni, la
CongWin dovrebbe essere uguale a 4096. Fino a quando la ﬁnestra del ricevente rimane di
4096 byte, nessun ﬂusso più lungo verrà mai spedito, indipendentemente dal valore che assume
la ﬁnestra lato ricevente. Questo processo, che incontreremo, in tutti gli algoritmi è noto come
Slow Start (a partenza lenta); in realtà è tutt'altro che lento visto il suo andamento esponenziale,
come largamente documentato in [VJ88] e [LD06] e come possiamo vedere nella prima parte di
Figura 2.2.
1In ambito informatico è il simbolo che identiﬁca un segnale di Acknowledge emesso in risposta alla ricezione
di un'informazione completa. L'ACK può anche essere di tipo cumulativo, indicando cioè la avvenuta corretta
ricezione di più pacchetti di dati. Similmente un NACK (Not Acknowledge) indica la mancata ricezione di un
pacchetto.
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Analizziamo ora l'algoritmo di controllo della congestione di Internet, che utilizza un ter-
zo parametro, detto soglia, indicato con la variabile sshtresh, inizialmente del valore di 64K.
Quando scade un timeout, la soglia è posta a metà della ﬁnestra di congestione corrente, e la
ﬁnestra di congestione viene riportata alla dimensione massima di un segmento. Viene utilizzato
quindi slow start per determinare la capacità della rete, ed una volta raggiunto il valore di soglia
il processo si arresta. Da questo momento tutte le trasmissioni con successo fanno crescere lin-
earmente la ﬁnestra di congestione (della dimensione di un segmento massimo alla volta) invece
di raddoppiarla. In eﬀetti, questo algoritmo presuppone che ridurre della metà la ﬁnestra di
congestione sia probabilmente accettabile e quindi lavora gradualmente da quel punto in poi.
Come esempio del funzionamento del controllo di congestione si veda la Figura 2.2.
Figura 2.2: L'algoritmo di controllo della congestione di internet
In questo caso, la dimensione massima di segmento è di 1024 byte. Inizialmente la ﬁnestra
di congestione è di 64K, ma a seguito di un timeout la soglia viene impostata a 32K e la ﬁnestra
di congestione a 1K, corrispondenti alla trasmissione nel punto di origine 0. La CongWin cresce
quindi esponenzialmente ﬁno a raggiungere la soglia attuale (32K) e poi cresce linearmente. La
trasmissione 13 è sfortunata e produce un timeout. La soglia viene posta a metà della ﬁnestra
corrente (20K) e l'algoritmo slow start riparte da capo.
Quando iniziano ad arrivare gli ACK per la trasmissione 18 i primi quattro incrementi della
ﬁnestra di congestione producono un raddoppiamento, mentre successivamente la crescita torna
ad essere lineare. Se non avvengono ulteriori timeout.
TCP per eseguire i propri compiti utilizza più di un timer. I più importanti sono i timer di
ritrasmissione (Retransmission Time Out, RTO), che vengono fatti partire nel momento
in cui si deve spedire un pacchetto sulla rete. Se la ricezione del segmento viene confermata
prima che il tempo ﬁnisca, il timer vine interrotto e riavviato per un successivo segmento. Se
dall'altra parte, il timer scade prima dell'arrivo della conferma, il segmento viene ritrasmesso e il
timer fatto ripartire di nuovo. Ma quanto deve essere lungo questo intervallo di tempo? Questo
problema risulta essere molto complesso nel livello di trasporto di Internet rispetto, ad esempio,
ai livelli data link. Nel secondo caso, il ritardo atteso è largamente predicibile (cioè ha una bassa
variabilità) e quindi si può fare in modo che il timer scada un attimo dopo il tempo presunto di
arrivo della conferma, come illustrato in Figura 2.3 (a).
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Figura 2.3: Densità di probabilità dei tempi di arrivo degli ACK sul livello data link (a) e TCP
(b)
Poiché nel livello data link gli ACK vengono raramente ritardati, l'assenza di notizie al
tempo atteso signiﬁca generalmente che il frame o il suo ACK sono andati persi. TCP aﬀronta
un ambiente completamente diverso. La funzione di densità di probabilità del tempo richiesto
da un ACK per giungere al mittente somiglia più alla ﬁgura Figura 2.3 (b) che alla Figura 2.3
(a).
Determinare il tempo di andata e ritorno dalla destinazione è diﬃcile, anche quando questo
è conosciuto e scegliere un intervallo di timeout è sempre complicato. Se il tempo scelto è
troppo piccolo (ad esempio T1, in Figura 2.3 (b)), avverranno ritrasmissioni non necessarie, che
intaseranno la rete di pacchetti inutili. Se viene scelto troppo grande (T2), le prestazioni ne
risentiranno a causa dei lunghi ritardi di trasmissione ogni qual volta viene perso un pacchetto.
Se proseguiamo l'analisi della Figura 2.3 ci accorgiamo, inoltre, che la media e la varianza
della distribuzione degli arrivi degli ACK possono cambiare velocemente in pochi secondi, con
l'apparire e lo scomparire delle congestioni. La soluzione a questo problema consiste nell'utilizzare
un algoritmo altamente dinamico che regoli costantemente l'intervallo di timeout, basandosi sulle
misurazioni continue delle prestazioni della rete. L'algoritmo generalmente usato è dovuto a
Jacobson [VJ88] e funziona come illustrato di seguito. Per ogni connessione, TCP mantiene una
variabile RTT , che è la migliore stima attuale del tempo di andata e ritorno (round-trip-time)
dalla destinazione in questione. Quando viene spedito un segmento, si inizializza un timer, sia
per misurare il tempo impiegato da un ACK, sia per attivare una ritrasmissione nel caso impieghi
troppo tempo. Se l'ACK sopraggiunge prima dello scadere del timer, TCP misura il tempo M
di andata e ritorno, ed aggiorna quindi RTT tramite la seguente formula
RTT = αRTT + (1− α)M
dove α è un fattore che determina il peso dato ai valori vecchi, tipicamente assume il seguente val-
ore α = 7/8. Anche in presenza di un buon tempo di RTT , scegliere un timeout di ritrasmissione
accettabile non è banale. Generalmente, TCP utilizza βRTT , ma il problema ora è scegliere β.
Nelle implementazioni inziali, β era sempre uguale a 2, ma l'esperienza ha mostrato che un valore
costante (come vedremo nello studio dei vari protocolli2) non è ﬂessibile in quanto non risponde
alle condizioni di rete. Sempre nel 1988 Jacobson, propose di rendere β all'incirca proporzionale
alla deviazione standard3 della funzione di densità di probabilità dei tempi di arrivo degli ACK;
quindi un valore grande della varianza implica un valore grande di β e viceversa. In particolare,
suggerì di utilizzare la deviazione media come stima della deviazione standard. Il suo algoritmo
richiede di tener traccia di un'ulteriore variabile di controllo, la deviazione D.
2Utilizzeremo la parola algoritmo e protocollo per indicare essenzialmente la stessa entità che regola il ﬂusso
di dati gestito da TCP
3Approfondimenti in [Wik08f]
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Al sopraggiungere di un ACK, viene calcolata la diﬀerenza tra il valore atteso e quello
osservato |RTT −M |, e si memorizza in D attraverso la formula
D = α+ (1− α) |RTT −M |
dove α può essere uguale al valore utilizzato per RTT oppure no. Sebbene D non sia esatta-
mente uguale alla deviazione standard, è suﬃcientemente buono. Jacobson mostrò come questo
valore possa essere calcolato utilizzando solo somme, sottrazioni e shift interni, rendendo così
la procedura molto snella anche a livello computazionale. Gran parte delle implementazioni
TCP utilizzano oggi questo algoritmo e scelgono come intervallo di timeout un valore pari a
RTT + 4D. Il valore 4 è scelto in modo arbitrario, ma presenta due vantaggi. Innanzitutto,
la moltiplicazione può essere eseguita con uno shift singolo ed inoltre minimizza i timeout non
necessari e le relative ritrasmissioni, in quanto meno dell'1% di tutti i pacchetti arriva più tardi
della deviazione standard moltiplicata per 4 [Tan03]. Un problema che si presenta utilizzando
la stima dinamica dei tempi di round trip, RTT , riguarda le operazioni da eseguire quando un
segmento va in timeout e viene rispedito. Quando arriva l'ACK, non è chiaro se ci si riferisca
alla prima trasmissione o a quella successiva. Una scelta sbagliata può contaminare seriamente
la stima della variabile che abbiamo chiamato RTT .
Phil Karn4, scoprì questo problema con la pratica. Egli, un entusiasta radioamatore inter-
essato alla trasmissione notoriamente inaﬃdabile, propose di non aggiornare RTT per qualsiasi
pacchetto che fosse stato ritrasmesso, ma di raddoppiare il timeout ad ogni fallimento ﬁno a
quando il segmento non fosse passato. Questa correzione è nota come algoritmo di Karn, ed
è utilizzata in molte implementazioni TCP. Il tempo di ritrasmissione non è l'unico sfruttato da
TCP; un ulteriore timer, noto come timer di persistenza, viene gestito per prevenire il seguente
problema. Il ricevente spedisce un ACK con una dimensione di ﬁnestra uguale a 0, chiedendo
al mittente di aspettare; successivamente, il ricevente aggiorna la ﬁnestra ma il pacchetto con
l'aggiornamento viene perso. A questo punto sia il mittente che il ricevente stanno aspettando
che l'altro faccia qualcosa. Quando il timer di persistenza scade, il mittente trasmette una sonda
al ricevente. La risposta alla sonda contiene la dimensione della ﬁnestra. Se è ancora 0, il timer
di persistenza viene fatto ripartire e il ciclo ricomincia; se è diverso da 0, è possibile spedire i
dati.
Un ultimo timer utilizzato da alcune implementazioni moderne di TCP è il keepalive timer
(Timer di segnale di vita). Quando una connessione è rimasta inattiva per molto tempo, questo
temporizzatore può scadere per veriﬁcare che l'altro lato della comunicazione sia ancora presente.
Se non arriva una risposta, la connessione viene terminata. Questa caratteristica è controversa,
in quanto aggiunge sovraccarico e può terminare una connessione sana a causa, ad esempio, di
una partizione temporanea della rete.
Dopo questa introduzione più o meno esaustiva sul funzionamento e sul controllo del traﬃco
e del ﬂusso su un link trasmissivo da parte del protocollo TCP, nei prossimi paragraﬁ andremo
ad analizzare le peculiarità dei principali algoritmi ad oggi utilizzabili e presenti come moduli del
sistema operativo GNU/Linux; spiegheremo più avanti questa scelta. Come vedremo le soluzioni
presentate saranno una continua evoluzione di questi fondamentali tasselli su cui poggia tutto il
sistema di trasporto delle reti a pacchetto e che come auspicabile non è radicalmente modiﬁcabile.
4Informazioni sull'attività di Phil Karn sono disponibili su http://www.ka9q.net/
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2.1 TCP Reno
Il più famoso ed utilizzato algoritmo di controllo congestione, presente in tutti i primi sistemi,
è noto come TCP Reno; di lui abbiamo fondamentalmente già parlato in tutto il paragrafo
precedente ma sono sicuro che altri dettagli possono essere considerati su [Tan03] e [KR05]. Come
ampiamente descritto in [Pos81], [Bra89] e [RFB01] gli end point della connessione, supponiamo
due comuni Personal Computer (PC) che si stanno scambiando dei dati, gestiscono alcuni buﬀer
tra cui uno di ricezione, uno di invio ed alcune variabili di controllo, come l'ultimo byte letto
(LastByteRead) e la ﬁnestra di ricezione (RcvWin). Una variabile aggiuntiva detta ﬁnestra
di congestione (CongWin), come visto, è la diretta responsabile del tasso di immissione di
traﬃco sulla rete. E' facile notare che la quantità di dati non riscontrati, cioè che non hanno
ancora ricevuto un ACK, da un mittente non può superare il minimo tra i valori di CongWin
e RcvWindow, in formule
LastByteSent− LastByteAcked ≤ min (CongWin, RcvWindow) (2.1)
dove LastByteSent è l'ultimo byte spedito e LastByteAcked l'ultimo byte riscontrato. Per
una prima analisi possiamo pensare che i buﬀer di ricezione siano suﬃcientemente capienti e
che quindi, l'unico limite sia quello imposto dalla ﬁnestra di congestione. Approssimativamente
all'inizio di ogni RTT (Round Trip Time) è possibile spedire al destinatario una quantità di
byte pari a CongWin. Terminato questo tempo il mittente riceverà i riscontri dei dati inviati
e pertanto la frequenza di invio (nota anche come Bit-rate o Byte-rate) si attesterà intorno al
seguente valore R = CongWinRTT .
Proviamo a capire come sia possibile percepire una congestione da parte di chi invia delle
informazioni su un link dati. La perdita di un pacchetto TCP, al mittente, può essere segnalata
dallo scadere di un timeout oppure dalla ricezione di tre ACK duplicati inviati dal destinatario.
In presenza di traﬃco intenso e di congestione eccessiva, uno o più buﬀer dei router lungo il
percorso possono andare in sovraccarico causando l'eliminazione di un datagramma IP. Questa
perdita di informazioni fa si che il mittente si allerti sulla stato della connessione tra lui e il
destinatario inducendolo a supporre che con molta probabilità si è in presenza di una situazione
di sovraccarico di rete.
I riscontri dei dati, gli ACK, servono al protocollo TCP a due scopi: il primo come indicazione
che tutto sta funzionando per il meglio, e cioè che tutti i segmenti trasmessi in rete sono consegnati
con successo alla destinazione, ed il secondo per aumentare la dimensione della propria ﬁnestra
di congestione (CongWin); va da se che più velocemente arrivano i riscontri e più velocemente
si aumenta la tolleranza alla congestione.
In queste poche righe è racchiuso l'Algoritmo di Controllo di Congestione TCP (TCP
Congestion Control Algorithm) che in tutte le implementazioni conosciute si compone di
tre parti fondamentali, quali
 Additive-Increase/Multiple-Decrease (AIMD), incremento additivo e decremento
moltiplicativo
 Slow Start , partenza lenta
 Timeout Management , gestione dei timeout
L'idea di fondo del controllo di congestione è la riduzione da parte del mittente della propria
frequenza di invio a seguito di uno smarrimento di un pacchetto, che ha come eﬀetto complessivo
quello di alleggerire il carico di lavoro degli apparati di rete intermedi. Questa prima parte che
si preoccupa di ridurre il valore della ﬁnestra di congestione, dopo uno smarrimento, è integrata
nell'algoritmo AIMD. Poiché il sistema è completamente dinamico e le comunicazioni evolvono in
funzione del tempo, TCP deve essere in grado di poter modiﬁcare CongWin se le condizioni di
traﬃco ritornano in uno stato accettabile. Ulteriori dettagli sono discussi in [Wik08b] e [Tan03].
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Il protocollo di trasporto è in grado di incrementare la ﬁnestra di congestione controllando il
residuo della banda disponibile sul percorso punto-punto (tra mittente e destinatario); ogni volta
che si riceve un ACK per un pacchetto inviato si può incrementare la ﬁnestra di congestione di
un certo numero di byte, che solitamente è pari a:
CongWin = MTU(MTU/CongWin) (2.2)
L'incremento di questa variabile viene fatto in modo additivo, mentre il decremento in modo
moltiplicativo. Quando viene stabilita una connessione TCP il valore della CongWin viene
solitamente inizializzato a 1 MTU , come descritto in [AFP02] e la frequenza di invio iniziale è
pari a circa MTU/RTT .
Poiché il valore della banda disponibile sul canale di comunicazione potrebbe essere molto
più grande di quello supposto, il mittente inizia ad incrementare la frequenza di invio in modo
esponenziale raddoppiando CongWin ad ogni RTT ﬁno a che nessun pacchetto viene smarrito.
Questo comportamento di precauzione iniziale è noto, come già detto nei precedenti paragraﬁ,
come partenza lenta (SS, Slow Start).
Abbiamo accennato al fatto che TCP può accorgersi di una congestione se riceve tre ACK
duplicati oppure se sopraggiunge lo scadere di un timeout. Il comportamento che assume nei
confronti di questi due eventi ovviamente è diverso; se ad esempio scade un timeout, il mittente
entra in una fase di slow start, la CongWin viene impostata ad 1 MTU e si aumenta in modo
esponenziale ﬁno a che si raggiunge la metà del valore che questa aveva prima che si veriﬁcasse
questa interruzione; da questo momento la ﬁnestra di congestione viene incrementata linearmente
come descritto in Figura 2.2. Tutte queste funzionalità vengono regolate da un valore limite
(sshtresh) in grado di determinare la dimensione della ﬁnestra in cui terminerà la partenza
lenta ed inizierà la fase di Congestion Avoidance (Controllo di congestione ad incremento
lineare, CongWin = sshtresh). Nelle implementazioni classiche di TCP la variabile di treshold
viene impostata a 64 KByte, ridotto a metà della dimensione di CongWin ogni volta che un
pacchetto viene smarrito. Una prima versione del protocollo di trasporto, nota a tutti come
Tahoe , riduceva in modo incondizionato la ﬁnestra di congestione a 1 MTU , ed entrava nella
fase di partenza lenta dopo qualsiasi evento di smarrimento causando un recupero della banda
disponibile molto lento. Nelle versioni recenti di TCP, classiﬁcate come Reno, è stata eliminata
anche la partenza lenta dopo la ricezione di un triplice ACK poiché se un pacchetto è andato
perduto e comunque si ricevono dei riscontri non è utile ripartire da zero per guadagnare le
performance di trasmissione ottenute ﬁno ad ora. Questa evoluzione è nota come Fast Recovery
(FR).
Reno è decisamente il capostipite degli algoritmi di controllo congestione e non ha meccanismi
proattivi per valutare ciò che succede prima di un possibile problema. Vedremo nei successivi
paragraﬁ che esistono algoritmi molto più complessi e potenti che derivano comunque dalle
semplici operazioni che sono state implementate per la prima volta nel 1988.
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2.2 TCP BIC
Analizziamo ora un protocollo utilizzato principalmente nelle reti di dati soggette a notevoli ri-
tardi, meglio note come LFN (Long Fat Networks). TCP, utilizzato direttamente nelle sue prime
implementazioni, non ci aiuta molto in questi contesti poiché non riesce a sfruttare completa-
mente la banda disponibile garantendo una equità suﬃciente a tutte le connessioni presenti. La
larghezza di banda nelle reti con alti ritardi, utilizzate ad esempio anche per le trasmissioni in
real time, può variare da 1 a 10 Gbps, ed è lecito pensare dunque ad un tempo di RTT alto, che
solitamente si aggira intorno ai 200 ms. Se prendiamo ad esempio una rete con una capacità di
10 Gbps il protocollo TCP classico, che invia pacchetti di 1500 byte, impiegherebbe 833 RTT
per incrementare la sua ﬁnestra di congestione. Con un tempo di round trip di 100 ms, per
raggiungere il pieno utilizzo della banda ci vorrebbe 1 ora e mezza circa, improponibile!
E' chiara, dunque, la necessità di implementare una tecnica in grado di garantire la scalabil-
ità, facendo si che la ﬁnestra di congestione venga modiﬁcata più velocemente in rapporto alle
condizioni di traﬃco che si manifestano in un certo tempo.
Queste poche considerazioni hanno portato allo sviluppo di un protocollo molto interessante
che prende il nome di BIC (Binary Increase Congestion control TCP) e che si propone
di essere
 scalabile e permetta la condivisione della banda disponibile con un errore di perdita di
pacchetti molto basso
 RTT fairness, cioè sia in grado di ottimizzare i tempi di round trip time nella comunicazione
 TCP friendliness, cioè raggiunga e modiﬁchi la ﬁnestra di congestione in modo ottimale
considerando le reali condizioni di banda disponibile
 convergente, cioè sia rapido nel raggiungere la situazione di comunicazione ideale anche in
presenza di molti ﬂussi di diverse proprietà
Il protocollo BIC è composto principalmente da due procedure, la Binary Search Increase
(ricerca ad incremento binario) e l'Additive Increase (incremento additivo), che andiamo ad
illustrare di seguito.
2.2.1 Binary Search Increase
Il valore minimo di CongWin può essere stimato come la dimensione della ﬁnestra per la quale il
ﬂusso di dati non perde nemmeno un pacchetto. Se la dimensione massima di questa è nota, pos-
siamo applicare una ricerca binaria, [Wik08a], per impostare la dimensione di quella ideale, che
chiameremo target e che sarà il punto medio tra il valore massimo e quello minimo. L'obbiettivo
è chiaramente quello di aumentare questo valore ﬁno a raggiungere il target, con l'accorgimento
che se si veriﬁca una perdita di pacchetti la dimensione corrente della ﬁnestra di congestione
può essere impostata come il nuovo massimo, ed il valore della ﬁnestra ridotta dopo la perdita
come il nuovo minimo, ottenendo un nuovo target stimato tra questi due punti. Se si raggiunge
il valore target e non si sono veriﬁcati eventi di perdita, il valore corrente della ﬁnestra diventa
il nuovo minimo e si ricalcola un nuovo valore che diventerà il nuovo target. Questo processo di
aggiornamento del massimo e del minimo viene ripetuto ﬁno a che la diﬀerenza tra questi due
valori ricade in un valore di guardia che chiameremo Incremento Minimo (Smin). La Binary
Search Increase, d'ora in poi BSI, permette di utilizzare una sorta di sonda software per stimare la
larghezza di banda, questa lavora in modalità aggressiva (greedy) all'inizio, quando la diﬀerenza
tra la dimensione corrente della ﬁnestra e quella target è molto grande e si alleggerisce al tendere
della dimensione corrente della ﬁnestra alla dimensione target. La funzione di incremento della
ﬁnestra nel protocollo avrà una complessità logaritmica dell'ordine di O (log n); che rappresenta
la complessità nel caso peggiore della ricerca binaria, come ampiamente illustrato in [XHR04].
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2.2.2 Additive Increase e Slow Start
Per garantire un bilanciamento corretto degli RTT durante tutta la connessione ed una discreta
convergenza, si deve combinare la tecnica precedente, la BSI, con una strategia di incremento
additivo, che come abbiamo visto è parte integrante di tutti i protocolli di controllo congestione
TCP. Quando la distanza del valore minimo da quello target è troppo grande, l'incremento diretto
di CongWin ﬁno a quest'ultimo può provocare uno stress inatteso nella rete.
Se ci troviamo nel caso in cui la dimensione corrente della ﬁnestra, durante una ricerca binaria,
è maggiore di un valore che chiamiamo Massimo Incremento (Smax), invece di aumentare
direttamente ﬁno al valore target, al successivo RTT , possiamo incrementare Smax ﬁno a che la
distanza non diventa minore di quest'ultimo. La combinazione della BSI con l'Additive Increase
è nota come Binary Increase (incremento binario). L'incremento binario sostanzialmente si
occupa di gestire le ﬁnestre che hanno dimensioni notevoli e che dopo una loro riduzione attraverso
il decremento moltiplicativo necessitano di un tempo maggiore per eseguire nuovamente un intero
processo additivo. Se ci si trova di fronte ad una ﬁnestra con dimensioni non molto grandi il
comportamento è praticamente coincidente con quello della BSI e pertanto si ottiene un periodo
additivo molto piccolo.
Abbiamo già accennato al fatto che se la ﬁnestra supera il valore massimo corrente, quello
nuovo deve essere necessariamente ricalcolato. A questo punto la ricerca binaria imposta il valore
massimo a quello di default (di solito si sceglie una costante molto grande) e la dimensione
corrente della ﬁnestra al nuovo minimo. Se ci troviamo nel caso in cui il punto target è molto
lontano dal valore Smax l'incremento è lineare. Al contrario, se il punto è abbastanza vicino si
lavora seguendo la tecnica di slow start per sondare un nuovo massimo ﬁno a raggiungere Smax.
In questo modo se CongWin è la dimensione della ﬁnestra corrente, ed il massimo incremento
è dato dal valore Smax, ad ogni RTT si avrà una situazione che possiamo riassumere con la
seguente formula
CongWin+ 1, CongWin+ 2, CongWin+ 4, ..., CongWin+ Smax
Quanto detto ci fa capire che ﬁno a che non si arriva al punto di saturazione ed il massimo non
è noto, si sonda la banda disponibile nella fase di slow start per assicurasi di poter incrementare
la dimensione di CongWin del valore di Smax. Nell'implementazione di BIC il processo di slow
start precede quello della BSI.
2.2.3 Convergenza rapida dell'algoritmo
Si può dimostrare che se utilizzati in modalità perfettamente sincrona, il processo di BSI e
di decremento moltiplicativo fanno convergere l'algoritmo ad una quasi completa condivisione
equa della banda disponibile. Facciamo un esempio e supponiamo che ci siano due ﬂussi di
dati con dimensioni delle ﬁnestre di congestione diﬀerenti e con lo stesso RTT . La ﬁnestra con
dimensioni maggiori nel decremento moltiplicativo a fattore ﬁsso β si ridurrà molto di più che
quella a dimensioni minori. Il tempo per raggiungere il valore target, la convergenza, è dunque
maggiore per una ﬁnestra che ha dimensioni grandi. Se si utilizza la BSI il tempo stimato in
RTT è di circa
log (d)− log (Smin) (2.3)
necessari a raggiungere la ﬁnestra massima dopo che questa era stata ridotta di un certo valore
d. Se si utilizza l'incremento a passi logaritmici, la ﬁnestra grande e quella piccola possono
ritornare ai loro valori massimi molto velocemente e praticamente allo stesso tempo (in realtà la
connessione con la ﬁnestra piccola la raggiunge prima). Il ﬂusso con la ﬁnestra inferiore, inoltre,
ﬁnisce con l'utilizzare solo una piccola parte della banda rispetto a quella utilizzata dalla ﬁnestra
con il ﬂusso più grande prima che si veriﬁchi una nuova riduzione di ﬁnestra. Per porre rimedio
a questo comportamento occorre modiﬁcare la procedura di BSI come segue.
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Abbiamo detto che dopo una riduzione della ﬁnestra un nuovo massimo ed un nuovo minimo
devono essere calcolati. Supponiamo che questi valori sianomaxWini eminWini per i (i = 1, 2).
Se il nuovo massimo è minore di quello precedente questa ﬁnestra ha un andamento decrescente,
quindi prima di applicare la BSI, occorre aggiustare il nuovo massimo per far si che sia lo
stesso della nuova ﬁnestra target (ad esempio maxWini = (maxWini −minWini) /2). Questa
operazione prende il nome di Fast Convergence. Supponiamo che il ﬂusso 1 abbia una ﬁnestra
due volte più grande del ﬂusso 2, utilizzando l'incremento logaritmico si ha la possibilità di
raggiungere la convergenza ai valori massimi approssimativamente agli stessi tempi. Quando il
valore massimo viene sorpassato entrambi i ﬂussi entrano, prima nel processo di slow start e
poi in quello di incremento addizionale; in questo periodo l'incremento del loro tasso di invio è
uguale e la banda condivisa è la stessa, pari a maxWini − (maxWini −minWini) /2. Questa
tecnica aumenta notevolmente la convergenza rispetto all'implementazione pura della BSI.
2.2.4 Funzioni di risposta
Assumiamo che un evento di perdita si veriﬁchi ogni 1/p pacchetti ed a questo scopo deﬁniamo
epoca di congestione il periodo temporale che intercorre tra due di questi eventi. Sia Wmax la
dimensione della ﬁnestra prima di questo evento e Wmax (1− β) la ﬁnestra dopo che si veriﬁca
una perdita, in accordo con le procedure di riduzione discusse in precedenza. Abbiamo detto che
il protocollo BIC è in grado di passare dalla tecnica di incremento additivo alla tecnica di BSI
quando la diﬀerenza tra la dimensione della ﬁnestra corrente e quella target è minore di Smax.
Se arriviamo al momento in cui la ﬁnestra target ha una dimensione pari al punto medio tra
Wmax e la CongWin, BIC eﬀettua una commutazione tra questi due incrementi se la distanza
della dimensione della ﬁnestra corrente a Wmax è minore di 2Smax.
Deﬁniamo N1 il numero di RTT utilizzati durante l'incremento additivo e N2 quelli utilizzati
durante la BSI, possiamo scrivere che
N1 = max
(⌈
Wmaxβ
Smax
⌉
− 2, 0
)
(2.4)
e che la quantità totale dell'incremento della ﬁnestra durante la BSI può essere indicata come
Wmaxβ −N1Smax (2.5)
Assumiamo che quest'ultima sia divisibile per l'incremento minimo Smin allora il numero di RTT
utilizzati per la BSI, N2, è pari a
N2 = log2
(
Wmaxβ −N1Smax
Smin
)
+ 2 (2.6)
Durante l'incremento additivo la ﬁnestra cresce linearmente con una pendenza di 1/Smax, si
deduce quindi che il numero totale di pacchetti gestiti, che chiamiamo Y1, durante questa fase è
pari a
Y1 =
1
2
(Wmax (1− β) +Wmax (1− β) + (N1 − 1)Smax)N1 (2.7)
Durante la BSI, invece, la ﬁnestra cresce in modo logaritmico, cosi il numero totale di pacchetti,
Y2, è dato da
Y2 = WmaxN2 − 2 (Wmaxβ −N1Smax) + Smin (2.8)
Possiamo dunque concludere che il numero totale di RTT in una epoca di congestione è dato da
N = N1 +N2, ed il numero totale di pacchetti ovviamente da Y = Y1 + Y2.
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Dal momento in cui abbiamo stabilito che l'evento di perdita si veriﬁca ogni 1/p pacchetti,
allora Y = 1/p. Utilizzando la 2.4 e la 2.8 possiamo esprimere la dimensione della ﬁnestra Wmax
come una funzione di p. Vediamo cosa succede quando il valore di Wmax cambia.
Nel primo caso assumiamo che Wmaxβ > 2Smax e che Wmaxβ sia divisibile per Smax, quindi
N1 = Wmaxβ/Smax − 2. Con le opportune sostituzioni possiamo esprimere la dimensione della
ﬁnestra come
Wmax =
−b+
√
b2 + 4a
(
c+ 1p
)
2a
(2.9)
dove a = β (2− β) / (2Smax), b = log2 (Smax/Smin) + (2− β) /2 e c = Smax − Smin. Il tasso
medio di invio, che chiamiamo R, è dato da: R = YN .
Nel secondo caso poniamoWmaxβ  2Smax dove con un valore ﬁssato di Smin avrò N1  N2.
Il tasso di invio di BIC dipende dalla parte di incremento lineare. Se utilizziamo piccoli valori di
p, possiamo approssimare R come segue
R ≈
√
Smax
2
2− β
β
1
p
(2.10)
quando Wmaxβ  Smax. Se le dimensioni della ﬁnestra sono molto grandi il tasso di invio
diventa indipendente dal valore di incremento minimo Smin.
Analizziamo il caso in cui Wmaxβ ≤ 2Smax e quindi N1 = 0. Assumiamo anche che
1/p  Smin e calcoliamo il valore della ﬁnestra Wmax, prima della perdita di informazione
approssimativamente, come
Wmax ≈ 1(
log2
(
Wmaxβ
Smin
)
+ 2 (1− β)
)
p
(2.11)
con un tasso di invio pari a
R =
Y
N
≈Wmax
1− sβ
log2
(
Wmaxβ
Smin
)
+ 2
 (2.12)
Quando 2β  log (Wmaxβ/Smin) + 2 allora R ≈ Wmax. In questo caso in cui Wmaxβ ≤ 2Smax
abbiamo che il tasso di invio diventa indipendente da Smax. Possiamo dunque concludere che
il tasso di invio del protocollo BIC è proporzionale a 1/pd, con 1/2 < d < 1, che ci indica che
mentre la ﬁnestra incrementa, d diminuisce. Si dice che quando la ﬁnestra è piccola il protocollo è
TCP-Friendly , mentre quando è grande è più RTT-fair e produce un tasso di invio maggiore
del protocollo TCP standard.
Supponiamo ora che RTTi sia il tempo di round trip del ﬂusso i (i = 1, 2) e chiamiamo wi
il Wmax e ni il numero di RTT in un epoca di congestione di questo ﬂusso. Deﬁniamo con t la
lunghezza di ogni epoca durante lo stato stabile e valutiamo una situazione che si può descrivere
con n1RTT1 = t e n2RTT2 = t. Vogliamo esprimere w1/w2 in funzione di RTT2/RTT1 e per
farlo consideriamo nuovamente i casi possibili.
Quando
Wmaxβ > 2Smax (2.13)
e t è molto grande possiamo ottenere w1/w2 come
w1
w2
=
1
RTT1
− 1t log2
(
Smax
Smin
)
1
RTT2
− 1t log2
(
Smax
Smin
) ≈ RTT2
RTT1
(2.14)
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Se invece
Wmaxβ ≤ 2Smax (2.15)
il rapporto w1/w2 avrà il seguente valore
w1
w2
= e
“
1
RTT1
− 1
RTT2
”
t ln(2)
(2.16)
Notiamo che t è dipendente dalla larghezza di banda totale, infatti se questa aumenta, il rap-
porto cresce esponenzialmente raggiungendo il suo picco massimo quando Wmaxβ = 2Smax.
Questo comportamento esponenziale può essere problematico per la fairness RTT se le ﬁnestre
di congestione sono molto grandi.
Operare sui parametri di BIC per ottenere delle buone performance non è un lavoro banale e
spesso porta a risultati indesiderati; i valori β, Smin, Smax devono essere scelti attentamente in
base alle condizioni di rete e di traﬃco che si presentano. Nei moderni sistemi operativi queste
conﬁgurazioni sono fatte automaticamente in modo da adattare l'algoritmo ad un uso il più
generale possibile; ovviamente queste potrebbero non essere le più adatte per una rete di tipo
WiMAX. Nella parte sperimentale avremo modo di veriﬁcare questa nostra osservazione.
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2.3 TCP CUBIC
L'algoritmo CUBIC, come vedremo, rappresenta una evoluzione del precedente BIC. Attualmente
è implementato come opzione predeﬁnta nel kernel (dalla versione 2.6.19) del sistema operativo
GNU/Linux, come documentato in [CP07]. CUBIC modiﬁca la funzione di crescita delle ver-
sioni standard di TCP, in modo che questa sia rappresentata da una cubica aumentando cosi
scalabilità e stabilità soprattutto nelle reti con lunghe latenze. Grazie ad alcuni accorgimenti,
inoltre, è possibile sfruttare più equamente l'allocazione di banda disponibile per i vari ﬂussi con
diversi RTT , in modo che la ﬁnestra di congestione, CongWin, cresca indipendentemente da
questi tempi.
L'evoluzione di Internet ha portato alla nascita di reti molto veloci, con distanze tra i nodi
molto elevate; la caratteristica principale di queste connessioni è il cosiddetto BDP(Bandwidth
and Delay Product) che rappresenta il numero totale di pacchetti necessari, in transito, per
avere un utilizzo di banda pari alla saturazione. Nei paragraﬁ precedenti abbiamo visto che le
connessioni standard TCP gestiscono la crescita della ﬁnestra di congestione, linearmente, ogni
round trip time e che su trasmissioni veloci, questa procedura, rende l'eﬀettivo consumo di banda
sotto utilizzato, specialmente se la lunghezza dei dati da trasferire è inferiore al tempo con cui
il protocollo ingrandisce la ﬁnestra, ﬁno a raggiungere il pieno BDP del link di comunicazione.
L'implementazione di CUBIC nel kernel di Linux è stata graduale e dettata da vari rilasci;
l'aggiornamento più interessante è sicuramente quello in cui si modiﬁca la modalità di calcolo
della radice cubica della funzione, che ottimizza notevolmente le prestazioni.
2.3.1 La funzione cubica di crescita
Il protocollo BIC, come descritto, era in grado di raggiungere una buona scalabilità nelle reti ve-
loci ed una buona stabilità, della dimensione della ﬁnestra di congestione, durante le oscillazioni;
tuttavia la funzione di crescita risultava molto aggressiva se usata con connessioni TCP standard
specialmente se quest'ultime avevano bassi RTT . Le dimensioni della CongWin di CUBIC sono
regolate da una funzione cubica, simile a quella utilizzata per BIC. La funzione è composta da
una parte concava ed una convessa, utilizzate entrambe all'interno dell'algoritmo. La Figura 2.4
mostra il tipico andamento della funzione in esame.
Figura 2.4: Funzione di crescita della CongWin nell'algoritmo CUBIC
Cerchiamo di capire come lavora questa procedura. Dal momento in cui si registra la perdita
di un pacchetto si memorizza la dimensione corrente della ﬁnestra nel parametroWmax (indicato
anche in Figura 2.4); questo evento segna anche il tempo in cui TCP entra nella fase di decremento
moltiplicativo (quella dell'algoritmo AIMD) utilizzando il fattore β. Superata la fase di Fast
Recovery, si inizia nuovamente ad incrementare la dimensione della ﬁnestra utilizzando il proﬁlo
concavo della funzione. La cubica viene gestita in modo da utilizzare l'insieme dei valori che la
compongono costanti a Wmax, in questo modo la parte concava continua a crescere ﬁno a che la
dimensione della ﬁnestra non diventa proprio quest'ultimo valore. Terminata questa prima fase
la funzione passa al proﬁlo convesso e continua a crescere.
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E' proprio la deﬁnizione di queste due parti funzionali che permette all'algoritmo di stabiliz-
zarsi e di essere quanto più scalabile possibile.
Possiamo deﬁnire la funzione di crescita di CUBIC come segue
W (t) = C (t−K)3 +Wmax (2.17)
dove C è un parametro proprio del protocollo, t è il tempo trascorso dall'ultima riduzione di
ﬁnestra e K è il periodo che impiega la funzione per incrementare la ﬁnestra corrente a Wmax,
quando non si registrano più eventi di perdita. Il fattore K viene calcolato attraverso la seguente
equazione
K = 3
√
Wmaxβ
C
(2.18)
Quando si riceve un ACK durante la fase di controllo di congestione, CUBIC calcola il tasso di
crescita della ﬁnestra attraverso il successivo periodo di round trip, RTT , utilizzando la 2.17;
sostanzialmente imposta W (t+RTT ) come il valore candidato alla dimensione della ﬁnestra di
congestione da raggiungere.
Se supponiamo che la dimensione corrente della ﬁnestra sia CongWin, allora possiamo
trovarci in una delle seguenti condizioni
 se CongWin è minore della ﬁnestra di congestione che TCP ha raggiunto, trascorso il
tempo t in seguito ad un evento di perdita, si lavora in modalità TCP stndard. Utiliz-
zando una semplice analisi si può trovare un valore medio della ﬁnestra di congestione,
ottenuta dal processo di incremento additivo e decremento moltiplicativo (AIMD) con un
fattore additivo α e uno moltiplicativo β da utilizzare nella formula 1RTT
√
α
2
2−β
β
1
p . CUBIC
incrementa la sua ﬁnestra di un α ogni RTT che possiamo calcolare, in termini di tempo
trascorso t, come segue: Wtcp(t) = Wmax (1− β) + 3 β2−β tRTT . Se CongWin è minore di
Wtcp(t) il protocollo è in modalità TCP standard e CongWin viene impostata a Wtcp(t)
ogni volta che si riceve un ACK
 se CongWin è minore di Wmax, CUBIC si trova nella regione concava della sua funzione.
Alla ricezione di un ACK se non siamo nella regione TCP standard possiamo aumentare
CongWin di W (t+RTT )−CongWinCongWin
 se CongWin è maggiore diWmax, CUBIC si trova nella regione convessa della funzione. In
questa condizione signiﬁca che la rete è perturbata dall'ultimo evento di perdita, ciò implica
una possibile presenza di banda disponibile e se la connessione dati è altamente asincrona
queste ﬂuttuazioni di larghezza di banda sono molto frequenti. Il proﬁlo convesso garantisce
che la crescita della ﬁnestra sia molto lenta all'inizio e più rapida con il passare del tempo.
In questa regione il valore di CongWin può essere aumentato di W (t+RTT )−CongWinCongWin , come
fatto in precedenza
CAPITOLO 2. IL CONTROLLO DI FLUSSO NEL TCP 24
2.3.2 Convergenza veloce
Per aumentare la velocità di convergenza spesso vengono aggiunte delle euristiche al protocollo.
Quando un nuovo ﬂusso si unisce alla rete, quelli esistenti devono condividere un pò della loro
banda per permettere all'ultimo arrivato di poter, eventualmente, crescere in modo equo. Per
accelerare questo processo, CUBIC si avvale di una procedura che chiamiamo convergenza
veloce (Quick Convergence). Con questa tecnica, quando si veriﬁca un evento di perdita, prima
di ridurre la ﬁnestra corrente, il protocollo memorizza l'ultimo valore di Wmax nella variabile
che chiama Wlastmax . Se successivamente si veriﬁca una nuova situazione di perdita e se il valore
corrente di Wmax è inferiore a quello di Wlastmax signiﬁca che il punto di saturazione conosciuto
dal ﬂusso è stato ridotto a causa della variazione di banda disponibile. Sostanzialmente, il
processo con cui si gestisce la rete in CUBIC ricorda quello di BIC; come detto si tratta di una
evoluzione, ciò che eﬀettivamente fa la diﬀerenza è l'utilizzo di una funziona cubica.
Le sue performance lo hanno incoronato come algoritmo di riferimento nei sistemi basati su
GNU/Linux e pertanto rappresenta sicuramente una delle scelte migliori in ogni condizione di
rete; vedremo in seguito se queste sue proprietà sono valide anche su protocollo IEEE 802.16.
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2.4 H-TCP
Analizziamo ora un algoritmo che viene utilizzato soprattutto nelle reti di dati considerate veloci
e solitamente caratterizzate da lunghi collegamenti tra gli end point e con lunghi tempi di RTT .
E' chiaro che l'ottimizzazione dei layer applicativi, di trasporto e ﬁsici in questi contesti è asso-
lutamente indispensabile più di ogni altro aspetto. Non è possibile ridisegnare completamente
tutte le architetture poiché occorre necessariamente mantenere una retro compatibilità con i sis-
temi attualmente in uso; più precisamente ogni nuovo algoritmo che viene implementato deve
coesistere con il protocollo TCP Standard, che rappresenta de facto il livello di trasporto di
tutte le connessioni basate su pacchetti. Prima di addentrarci nelle funzionalità di quello che
chiameremo algoritmo H-TCP facciamo alcune considerazioni.
Una rete solitamente si compone da un numero di sorgenti e di collettori, connessi insieme
attraverso dei link (percorsi) e dei routers. Assumiamo che questi link, che utilizzano il semplice
protocollo TCP standard per la congestione, siano modellati con una costante di propagazione,
una struttura di dati a coda5 e che insieme formino sul percorso di rete un canale, detto pipe ,
che è responsabile della gestione dei pacchetti in transito. Ogni sorgente utilizza la ﬁnestra di
congestione per determinare il ﬂusso di informazioni che può essere in viaggio, sulla rete, e che
ancora non sono ancora state riscontrate al mittente. Quando la CongWin è esaurita, la sorgente
deve per forza aspettare un ACK prima di poter inviare nuovamente un pacchetto. Il controllo
di congestione viene fatto dinamicamente adattando la dimensione della ﬁnestra, in accordo con
la legge dell'algoritmo AIMD che abbiamo incontrato in precedenza. L'idea innovativa alla base
del protocollo H-TCP è che ogni tanto la sorgente prova a controllare la capacità della pipe per
inferire la dimensione della banda disponibile. Ogni sorgente viene parametrizzata attraverso
due valori, un incremento additivo e un decremento moltiplicativo, indicati come sempre da due
coeﬃcienti, αi e βi che seguono le seguenti proprietà: αi ≥ 1 e 0 < βi < 1 ∀i ∈ {1, · · · , n}.
Facciamo una prima analisi di H-TCP considerando che ogni sorgente ha lo stesso RTT e che
ogni volta che avviene una congestione l'informazione sopraggiunga correttamente dalla rete. Il
primo modello, come vedremo, è troppo restrittivo e dovremo ampliarlo.
Sia wi(k) la dimensione della ﬁnestra di congestione della sorgente i, immediatamente prima
che il k-eseimo evento di perdita sia monitorato. Se controlliamo nella stessa epoca di congestione,
diciamo k, possiamo distinguere tre importanti stati che chiamiamo ta(k), tb(k) e tc(k) come
mostrato in Figura 2.5.
Figura 2.5: Evoluzione della ﬁnestra di congestione wi
Vediamo cosa rappresentano. Il tempo ta(k) indica l'istante in cui il numero dei pacchetti
non riscontrati nella pipe è uguale a β w (k) mentre il tempo tb(k) rappresenta l'istante in cui la
pipe è piena ed il tempo tc(k) rappresenta l'istante in cui un pacchetto perso viene identiﬁcato
dalla sorgente come tale.
5Ulteriori informazioni su [Wik10j]
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Tutte queste misure vengono fatte considerando i tempi di round trip. Dalla deﬁnizione
dell'algoritmo AIMD segue che l'evoluzione della ﬁnestra è completamente descritta, attraverso
tutti gli istanti, conoscendo il valore di wi(k) e dagli istanti ta(k), tb(k) e tc(k) per ogni epoca
di congestione. Se analizziamo il comportamento di questi valori possiamo capire cosa eﬀetti-
vamente succede all'interno della rete. Se assumiamo che tc(k) − tb(k) = 1, ed inoltre che ogni
sorgente viene informata di una congestione esattamente ogni RTT dopo che il primo pacchetto
è stato trasmesso, possiamo dire che
wi(k) ≥ 0,
n∑
i=1
wi(k) = P +
n∑
i=1
αi,∀k > 0 (2.19)
dove P è il numero massimo di pacchetti che possono essere contenuti nella pipe e solitamente
è uguale a qmax + BTd, dove il primo termine è il massimo valore che può assumere la coda del
link quando è congestionato.
Il valore B rappresenta il tasso di servizio (packet-rate) del link congestionato, espresso in
pacchetti per secondo, ed inﬁne Td è il tempo di RTT quando la coda è vuota. Al (k + 1)-esimo
evento di congestione avremo che
wi(k + 1) = βiwi(k) + αi[tc(k)− ta(k)] (2.20)
e che
tc (k)− ta (k) = 1∑n
i=1 αi
[P −
n∑
i=1
βiwi (k)] + 1 (2.21)
Dalle due equazioni 2.20 e 2.21 segue che
wi (k + 1) = βiwi(k) +
αi∑n
j=1 αi
[
n∑
i=1
(1− βi)wi(k)] (2.22)
e dunque la dinamica dell'intera rete per queste due sorgenti è data da
W (k + 1) = AW (k) (2.23)
dove W T (k) = [w1(k), · · · , wn(k)] è
A =

β1 0 · · · 0
0 β2 0 0
... 0
. . . 0
0 0 · · · βn
+ 1∑nj=1 αi

α1
α2
· · ·
αn
 [1− β1 1− β2 · · · 1− βn] (2.24)
La matrice A è positiva6 e quindi W (k+ 1) = AW (k) rappresenta un sistema lineare facilmente
risolvibile. Quando ci troviamo in presenza di un evento di congestione, il buﬀer della rete agisce
sulla capacità del link impostando il valore di banda totale come segue
R(k)− =
∑n
i βiwi (k)
Td +
qmax
B
(2.25)
dove B è la capacità del link, qmax la dimensione del collo di bottiglia del buﬀer, Td è il tempo
RTT di quando la coda è vuota ed inﬁne il denominatore Td +
( qmax
B
)
il tempo di round trip di
quando la coda è piena. A seguito di un ripristino, ed assumendo che il buﬀer sia stato svuotato,
il tasso dei dati sul link assumerà il seguente valore
R(k)+ =
∑n
i βiwi (k)
Td
(2.26)
6Approfondimenti su [Wik08e]
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Se lo storico mantenuto per il ripristino dei dati, che solitamente è gestito dall'algoritmo espo-
nenziale di backoﬀ7 della sorgente, è grande, la larghezza di banda sarà ridotta notevolmente ed
il link opererà ad un livello di capacità inferiore rimanendo vuoto per un certo periodo di tempo.
Un semplice metodo per assicurare che si abbia il massimo valore di R subito dopo uno stato di
congestione è quello di eguagliare i rapporti delle due equazioni precedenti (la 2.25 e la 2.26) in
modo che βi valga
βi =
Td
Td +
qmax
B
=
RTTmin
RTTmax
(2.27)
Per garantire la fairness sul protocollo occorre notare che impostare βi = RTTminRTTmax richiede un'op-
portuna conﬁgurazione anche di αi per non ottenere un eﬀetto contrario; solitamente si sceglie
un valore che equivale a αi = 2 (1− βi).
2.4.1 Modelli di rete non sincronizzati
Abbiamo iniziato la nostra analisi assumendo che le sorgenti avessero tutte quante lo stesso tempo
di round trip, purtroppo questo modello, come detto, è troppo restrittivo in situazioni reali e
si riferisce quasi sempre a paradigmi di comunicazione sincrona. Potrebbe essere interessante
estendere il discorso a condizioni di rete più generali e meno teoriche. Si consideri, ad esempio,
il caso in cui un numero di sorgenti sono in competizione per la banda disponibile in un link di
rete.
L'evoluzione di CongWin, legata ad una sorgente, in base al tempo attraverso la k-esemia
epoca di congestione è mostrata nella Figura 2.6.
Figura 2.6: Evoluzione della ﬁnestra di congestione in reti asincrone H-TCP
Osservando la ﬁgura proviamo a distinguere come fatto in precedenza alcuni tempi. Deﬁniamo
dunque tai(k) il tempo durante il quale i pacchetti in viaggio sul canale relativi alla sorgente i sono
uguali a βiwi(k); tq(k) il tempo durante il quale la coda del buﬀer inizia a riempirsi; tb(k) il tempo
durante il quale la coda del buﬀer è pieno ed inﬁne tci(k) il tempo durante il quale la sorgente
i-esima è informata della congestione. Notiamo come l'evoluzione della ﬁnestra CongWin non
sia lineare dopo tq, ed inoltre come il tempo di round trip di una sorgente qualsiasi cresca in
accordo con la legge RTTi = Tdi +
qmax
B dove Td è il tempo RTT della sorgente i quando la
coda al collo di bottiglia è piena. Come vedremo ora è possibile relazionare wi(k) e wi (k + 1)
utilizzando un approccio simile a quello usato in precedenza per la modellazione sincrona. In
condizioni reali gli RTT non saranno tutti uniformi e l'evoluzione della ﬁnestra di congestione
i-esima non sarà lineare nel tempo.
7L'implementazione è disponibile su [Wik10d]
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Tuttavia è possibile mettere in relazione valori di wi(k) e wi(k + 1) linearmente, utilizzando
il tasso medio α¯i di una epoca di congestione come segue
α¯i(k) =
wi (k + 1)− βiwi (k)
T (k)
(2.28)
dove T (k) è la durata della k-esima epoca; precisamente wi (k + 1) = βiwi(k) + α¯i(k)T (k). Le
sorgenti, come auspicabile, non scartano i pacchetti allo stesso modo e analizzando sempre la
Figura 2.6 abbiamo che l'i-esima sorgente potrebbe essere alla ﬁne della sua epoca di congestione
mentre la j-esima sorgente, ad esempio, no. Questa situazione comporta una riduzione della
ﬁnestra di congestione della sorgente i con un valore pari a βiwi (k + 1) dopo il (k + 1)-esimo
evento di congestione, mentre la sorgente j non eﬀettuerà nessuna modiﬁca. Possiamo modellare
quanto detto aﬃnché l'algoritmo di backoﬀ della sorgente i-esima scelga di prendere uno dei due
valori del k-esimo evento di congestione, cioè ¯βi(k) ∈ {βi, 1}. A questo punto si può ottenere la
descrizione della dinamica della rete come
W (k + 1) = A(k)W (k), A(k) ∈ Rnxn (2.29)
dove il tempo tra due eventi di congestione è ora misurato in secondi piuttosto che in RTT . Nella
matrice A(k) si sostituisce αi e βi con α¯i(k) e β¯i(k), rispettivamente. Una buona approssimazione
dello stato della rete si ottiene quando qmax  BTdi ∀i, poiché in questo caso il valore medio α¯i
è (relativamente) indipendente da k ed è dato da α¯i ≈ αiTpi , che corrisponde al caso in cui la rete
abbia un buﬀer piccolo, in rapporto con il ritardo di banda, prodotto da tutte le sorgenti che
utilizzano il link congestionato.
La 2.29 pertanto si riduce a
W (k + 1) = A(k)W (k), A(k) ∈ A = {A1, . . . , Am} , A ∈ Rnxn, m = 2n − 1 (2.30)
con
A1 =

β1 0 · · · 0
0 β2 0 0
... 0
. . . 0
0 0 · · · βn
+ 1∑nj=1 α¯i

α¯1
α¯2
· · ·
α¯n
(1− β1 1− β2 · · · 1− βn) (2.31)
Tutte le matrici sono nuovamente positive e le A2,. . .,Am sono costruite prendendo la matrice
A1 ed impostando alcuni valori di βi ad 1. Da questo sviluppo otteniamo un'equazione del tipo
m = 2n − 1 alla matrice unica associata al sistema, che corrisponde alle diﬀerenti situazioni di
perdita possibili e quindi abbiamo W (k) =
∏
kW (0) dove∏
k
= A(k)A(k − 1) . . . A(0) (2.32)
L'evoluzione della dimensione della ﬁnestra è regolata dal comportamento asintotico della pro-
duttoria della matrice
∏
k che di conseguenza determina il comportamento della proprietà di
fairness, della convergenza, del fattore di prontezza e dell'utilizzo della larghezza di banda.
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2.4.2 L'algoritmo completo
H-TCP può essere implementato attraverso poche modiﬁche all'algoritmo TCP standard, vedi-
amo quali.
Sia ∆i(k) il tempo trascorso dall'ultimo evento di congestione della sorgente i-esima,
RTTmin,i
RTTmax,i
il rapporto tra il minimo e il massimo RTT che questa sorgente ha raggiunto e B−i il valore della
larghezza di banda ottenuto immediatamente prima della congestione.
Possiamo scrivere l'algoritmo del protocollo semplicemente seguendo questi passi:
1. ad ogni ACK si imposta αi come segue: se ∆i ≤ ∆L allora αi ← 1 mentre se ∆i > ∆L
allora 1 + 10
(
∆i −∆L
)
ed inﬁne αi ← 2 (1− βi)αi
2. Ad ogni evento di congestione si ottiene β (k + 1) nel seguente modo
(a) se
∣∣∣B−i (k+1)−B−i (k)
B−i (k)
∣∣∣ > 0.2→ 0.5
(b) altrimenti β ← RTTmin,iRTTmax,i
Il segreto dell'algoritmo sta proprio nell'assegnare correttamente i valori di α e β; per prudenza
βi(k) si può scegliere nell'intervallo [0.5, . . . , 0.8] in modo che per piccole dimensioni di coda si
raggiunga un valore unitario dato da RTTmin,iRTTmax,i . Come abbiamo visto H-TCP fornisce degli utili
strumenti per rendere il protocollo quanto più equo possibile. Vedremo in seguito se questa sua
bontà dimostrata in [LS04] venga confermata anche su reti WiMAX.
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2.5 TCP Low Priority
Riuscire a categorizzare i servizi in diﬀerenti classi è una caratteristica molto importante e lo è
ancora di più, come abbiamo visto nel Paragrafo 1.5, nelle reti IEEE 802.16e a causa dei limiti
imposti dal canale di trasmissione radio. L'approccio convenzionale prevede che il traﬃco best
eﬀort (BE) sia considerato a bassa priorità e ci sia eventualmente una parte di altro traﬃco
gestita in base a speciﬁci parametri di Quality of Service. In questo paragrafo cercheremo di
analizzare un nuovo algoritmo distribuito per la realizzazione di un servizio a bassa priorità tra
due punti della rete; questo protocollo prende il nome di TCP Low Priority (TCP-LP, a bassa
priorità). Uno dei primi obiettivi è quello di utilizzare solo gli eccessi della larghezza di banda,
in rapporto alla politica di condivisione equa del TCP standard. Il meccanismo per controllare
l'immissione dei dati in TCP-LP si basa sull'utilizzo dei ritardi di pacchetto a singola via (OWD,
One Way Delay8). Studi recenti, come ad esempio in [KK06], hanno dimostrato che TCP-LP è
molto meno intrusivo sul traﬃco di rete, rispetto al normale TCP, se utilizzato in certi contesti,
ed i ﬂussi impiegano in modo più intelligente la larghezza di banda in eccesso. La motivazione che
ha portato all'introduzione di TCP-LP è giustiﬁcata dalla diversità delle applicazioni disponibili
oggi in rete, infatti esistono varie tipologie di link, livelli di congestione diversi ed applicazioni
eterogenee, ed è quindi impensabile l'utilizzo di una singola politica per il controllo del tasso di
trasmissione.
L'obiettivo dei ﬂussi TCP-LP, come abbiamo accennato, è quello di utilizzare la larghezza
di banda libera in modo non intrusivo e del tutto trasparente al protocollo standard TCP. Una
classe di applicazioni TCP-LP, ad esempio, è quella che eﬀettua lo scambio di ﬁle a bassa priorità
su internet, poiché tramite questo protocollo si fornisce un meccanismo per inviare i dati in modo
del tutto interattivo e con un tempo di risposta molto interessante. Nelle grosse reti aziendali
l'utilizzo di TCP-LP abilita, ad esempio, il backup di ﬁle senza disturbare in nessun modo il
transito di ﬂussi TCP per le normali applicazioni; inﬁne se si pensa ad applicazioni come il Peer
To Peer (P2P) è possibile utilizzare TCP-LP senza degradare le performance generali. Un'al-
tra classe di applicazioni che TCP-LP sfrutta è quella utilizzata per l'inferenza della larghezza
di banda disponibile nel monitoraggio di rete, nel controllo di ammissione tra due endpoint e
nell'ottimizzazione.
Lo sviluppo dell'algoritmo TCP-LP segue alcuni passi precisi; per prima cosa è stato in-
trodotto un modello di riferimento con due obiettivi principali quali, la trasparenza rispetto ai
normali ﬂussi TCP e la equità (fairness) rispetto all'utilizzo di banda da parte di ﬂussi multipli.
Il risultato consiste nell'avere due gerarchie gestite da uno scheduler , dove il primo livello si
occupa della trasparenza dei normali ﬂussi TCP con una priorità su TCP-LP ed il secondo livello
garantisce la fairness. Per implementare quanto detto l'algoritmo lavora utilizzando un servizio
di tipo FIFO (First In First Out). Una conseguenza molto interessante nell'utilizzo del ri-
tardo one-way è che la congestione viene scoperta solo sul percorso di invio (dalla sorgente alla
destinazione), evitando così false informazioni che derivano dal traﬃco nella direzione opposta
(cross traﬃc).
Il nuovo meccanismo di controllo congestione che si sviluppa, con l'algoritmo Low Priority, ha
tre obiettivi fondamentali, quali: il rapido ripristino, l'immediato utilizzo della banda disponibile
in caso di assenza di traﬃco TCP standard ed inﬁne il raggiungimento della fairness attraverso i
ﬂussi TCP-LP. Per rendere possibile tutto ciò viene modiﬁcato l'algoritmo AIMD inserendo una
parte inferenziale ed utilizzando una politica di ripristino che si basa sull'algoritmo di back oﬀ già
incontrato. Alcuni esperimenti hanno mostrato che ﬂussi TCP tipicamente aggressivi rispetto
alla banda, ad esempio il trasferimento FTP, se portati su questo algoritmo sono molto meno
intrusivi e permettono performance migliori.
8Ulteriori approfondimenti disponibili su [Wik08d]
CAPITOLO 2. IL CONTROLLO DI FLUSSO NEL TCP 31
2.5.1 Modello di riferimento ed obiettivi
La formalizzazione del protocollo è schematizzata in Figura 2.7 (a) dove si vede chiaramente
lo scheduler con due classi gerarchiche; una ad alta ed una a bassa priorità. Poiché la rete
solitamente non implementa nessun meccanismo di scheduling, l'obiettivo dell'algoritmo è proprio
quello di approssimare lo schema della ﬁgura, modiﬁcando il controllo di congestione sugli end-
point. Nella Figura 2.7 (b) viene mostrato, invece, come tutti i ﬂussi (ad alta e bassa priorità)
vengono convogliati, tramite multiplazione9, all'interno di una singola coda che lavora con un
paradigma FIFO.
Figura 2.7: Modello di riferimento dell'algoritmo TCP Low Priority
Per fornire un servizio a bassa priorità TCP-LP deve analizzare tramite inferenza l'eventuale
congestione che si può manifestare sulla rete e per fare ciò, ad esempio, utilizza un bit TOS
(type-of-service) nel pacchetto per indicare che si tratta di ﬂussi a bassa priorità. Gli apparati
di rete intermedi possono invece utilizzare un messaggio di Early Congestion Notiﬁcation
(ECN) per informare il mittente, che utilizza TCP-LP, della prossimità di una congestione
imminente. Poiché questo tipo di supporto da parte della rete (routers, switch, etc.) non sempre
esiste occorre realizzare questa funzionalità sugli end point, utilizzando il ritardo a singola via
dei pacchetti come un indicatore valido. Attraverso quest'ultima misura si può sviluppare un
modello che tramite un valore di soglia controlli attivamente un possibile stato di congestione.
Se indichiamo con di il ritardo del pacchetto con numero di sequenza i e con dmin e dmax il
minimo ed il massimo ritardo registrato in una sessione, inizialmente stimati durante la fase di
slow start ed utilizzati solo dopo la perdita del primo pacchetto, sappiamo che il valore dmin è
una stima della propagazione del ritardo a singola via e dmax − dmin è una stima del massimo
ritardo di coda. Indichiamo con γ una costante di correzione sul ritardo, e con sdi il ritardo
modiﬁcato da γ. Possiamo calcolare uno scostamento di quest'ultimo valore come segue
sdi = (1− γ) sdi−1 + γdi (2.33)
Quando il valore di ritardo, sdi, supera il valore di soglia compreso nel range del valore minimo e
massimo il protocollo TCP-LP è in grado di inferire che ci troviamo di fronte ad una imminente
congestione, che tradotto in formule
sdi > dmin + (dmax − dmin) δ (2.34)
dove 0 < δ < 1 rappresenta il valore di soglia.
Il ritardo del pacchetto viene stimato utilizzando una marca temporale (timestamp) che
è contenuta nelle intestazioni delle informazioni TCP. In caso di comportamenti anomali sui
timestamp è possibile resettare in qualunque momento dmin e dmax senza nessun problema. Come
anticipato utilizzando un ritardo a singola via possiamo tralasciare tutto il traﬃco opposto al
ﬂusso TCP-LP e quindi, risparmiare notevoli risorse di calcolo durante tutta la fase di inferenza
legata al controllo di congestione.
9La tecnica di multiplazione è ampiamente descritta, ad esempio, in [Wik10i]
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2.5.2 Politica di controllo della congestione
TCP-LP è un algoritmo di tipo end point che aiuta ad emulare le funzionalità di scheduling
descritte nel modello di Figura 2.7. Consideriamo per semplicità, uno scenario con un ﬂusso
TCP-LP ed un ﬂusso TCP standard. Uno scheduler con priorità strette servirebbe il ﬂusso TCP-
LP solo in assenza di dati appartenenti al TCP standard; quindi ogni volta che i pacchetti TCP
arriverebbero lo scheduler inizierebbe a servire questi, poiché sono di più alta priorità. L'obiettivo
a cui si tende è chiaramente quello di creare una gestione equa di entrambi i ﬂussi. Per fare ciò
è necessario che il protocollo reagisca in modo rapido ad una indicazione di congestione al ﬁne
di preservare la trasparenza con TCP. Il semplice decremento della ﬁnestra di congestione, ﬁno
ad un valore basso, non necessariamente inibisce il consumo di banda dei ﬂussi TCP-LP, questo
perchè una singola indicazione di congestione potrebbe essere non considerata come reale, vista
la dinamicità e la complessità del traﬃco in questione. Dimezzare la ﬁnestra di congestione
dei ﬂussi TCP-LP una volta per RTT , quando si possono usare gli ECN, potrebbe risultare
in una lenta risposta della rete, precludendo il raggiungimento della trasparenza desiderata. Il
giusto compromesso si ha quando dopo la ricezione di un segnale di imminente congestione,
l'algoritmo TCP-LP dimezza la CongWin ed entra nella fase di inferenza, azionando un timer.
Durante tutto questo periodo si osservano solamente le risposte che giungono dal destinatario
senza incrementare in nessun modo la dimensione della ﬁnestra di congestione. Se si riceve una
altra indicazione di congestione, prima che il tempo di inferenza sia trascorso, signiﬁca che esiste
del traﬃco di tipo cross e TCP-LP può allora decrementare la ﬁnestra alla dimensione di un
MTU; per questa operazione ci vogliono chiaramente 2RTT . Quando si raggiunge lo scadere del
timer si entra nella fase di controllo di congestione ad incremento additivo e si aumenta la ﬁnestra
di 1 MTU ogni RTT , in modo del tutto simile a quello che viene fatto normalmente da TCP.
La Figura 2.8 mostra, in pseudo codice, quanto abbiamo detto per il controllo di congestione
TCP-LP e lo stato di CongWin (nell'algoritmo indicata con cwnd) nelle diverse fasi descritte. I
punti indicati sopra il graﬁco rappresentano gli stati di congestione.
Figura 2.8: Il controllo di congestione in TCP Low Priority
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2.5.3 Interazioni tra TCP standard e TCP-LP
TCP-LP deve necessariamente individuare uno stato di congestione prima che se ne accorga il
protocollo TCP standard se vuole coesistere con quest'ultimo. Proviamo ad eﬀettuare un'ulteri-
ore analisi utilizzando una coda come modello, in grado di quantiﬁcare i ﬂussi TCP-LP e TCP
rispetto al valore di soglia deﬁnito come δ. Questo modello è illustrato in Figura 2.9 e presenta
una coda con capacità C pilotata dal traﬃco di una connessione TCP-LP con un tempo RTT ,
indicato con rttl. Il servizio ad alta priorità destinato al traﬃco TCP standard ha un tempo
RTT che indichiamo con rtth. Chiamiamo, inoltre, Q la dimensione totale del buﬀer della co-
da e diremo pertanto, che l'indicazione imminente di congestione è soddisfatta ogni volta che
la lunghezza della coda è maggiore della quantità di pacchetti Qδ. In assenza di congestione i
due ﬂussi incrementerebbero il loro tasso di invio linearmente sfruttando le costanti αl e αh (un
incremento di α per la ﬁnestra di congestione corrisponde ad un incremento di α nella larghezza
di banda come vedremo anche nella parte sperimentale).
Figura 2.9: Modello di interazione TCP-LP, TCP
Proviamo a quantiﬁcare la condizione nella quale, il ﬂusso TCP-LP decrementa il suo tasso
di spedizione prima che si perda un pacchetto. Assumiamo che la coda inizialmente sia vuota e
consideriamo che l'aggregazione del tasso dei ﬂussi è C al tempo t = 0. Indichiamo con tl e th i
rispettivi tempi dei ﬂussi TCP-LP e TCP che determinano quando la coda è congestionata.
Per TCP-LP questo tempo è dato dalla soluzione dell'integrale deﬁnito da
δQ =
∫ tl
0
(
C +
(
αl
rttl
+
αh
rtth
)
t− C
)
dt (2.35)
cioè tl =
√
2Qδ
αl
rttl
+
αh
rtth
, ed in maniera del tutto simile th =
√
2Q
αl
rttl
+
αh
rtth
.
Nell'equazione 2.35 il termine C +
(
αl
rttl
+ αhrtth
)
rappresenta il tasso istantaneo di arrivo dei
due ﬂussi al tempo t, mentre il termine −C indica il tasso di servizio nominale. Aﬃnché il ﬂusso
TCP-LP decrementi il ritmo di spedizione di dati sulla rete, prima che si veriﬁchi una perdita, è
necessario che tl + rttl < th che è equivalente a scrivere rttl <
√
2Q
αl
rttl
+
αh
rtth
(
1−√δ
)
.
Per interpretare questo risultato consideriamo che αl/rttl = nαh/rtth. Se αl = αh, il round trip
time del ﬂusso TCP-LP è n volte più grande del RTT del ﬂusso del TCP standard, in questo
caso abbiamo che
n (n+ 1) <
αh
α2l rtth
2Q
(
1−
√
δ
)
(2.36)
La 2.36 ha un limite superiore su n ed è funzione del tempo di round trip rtth, della di-
mensione della coda Q (espressa in pacchetti) e del valore di soglia δ. Facciamo un esem-
pio e consideriamo una tipica coda con grandezza Q = 2.5C, rtth e parametri di incremen-
to αl = αh = 1 pacchetti/RTT . Approssimando come segue n (n+ 1) ≈ n2, avremo che
n <
√
5C
(
1−√δ
)
.
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La Figura 2.10 mostra la relazione tra il tasso di RTT ed il valore di soglia δ per una capacità
C = 1.5 Mbit/s ed una dimensione di pacchetto media di 1 KB; osserviamo che il tempo di
risposta di TCP-LP decresce con l'aumentare del valore di δ.
Figura 2.10: Tempo di risposta di Low Priority
2.5.4 Impostazione dei parametri di protocollo
Prima di chiudere il paragrafo, relativo al protocollo Low Priority, vediamo alcuni utili consigli
per impostare correttamente i parametri dell'algoritmo. Consideriamo il fattore di correzione che
abbiamo chiamato γ. Impostando un valore discretamente elevato, si evitano false informazioni di
congestione; se invece i valori di γ sono piccoli l'abilità nel riconoscere una imminente congestione
da parte di TCP-LP può venire meno. Al ﬁne di bilanciare correttamente questo valore si consiglia
di impostare un fattore γ pari a 1/8 (valore di default di tutte le implementazioni, [KK04]).
Il parametro di treshold del ritardo,δ, al suo crescere fa diminuire il tempo di risposta di
TCP-LP; l'utilizzo di un valore troppo piccolo, tuttavia, potrebbe degradare notevolmente il
valore di banda utilizzato in scenari realistici, questo perchè piccoli e frequenti scambi di traﬃco
cross possono dare luogo ad overﬂow sulla coda e sul link. TCP-LP apprende δ dagli end point
della rete. La sua impostazione deve essere tale, da bilanciare la risposta del protocollo ed evitare
i falsi positivi.
Come abbiamo visto TCP-LP viene utilizzato in contesti speciﬁci ed impiegato per un uso
distribuito a bassa priorità, solitamente non rappresenta una scelta primaria come protocollo
di controllo congestione nel trasporto; vedremo se anche su rete WiMAX il suo utilizzo sarà
ugualmente performante.
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2.6 TCP Westwood
Il protocollo Westwood è stato sviluppato per essere operativo in sender-side, cioè in modo da
agire completamente sulla parte del mittente modiﬁcandone l'intero schema del controllo di con-
gestione. Il sistema utilizza una stima sul tasso end-to-end in una modalità del tutto trasparente
agli altri apparecchi di rete intermedi, ciò signiﬁca che è compatibile con ogni implementazione
del protocollo TCP. La novità principale di questo algoritmo è la capacità del mittente di sti-
mare il tasso di invio dei pacchetti, monitorando la ricezione degli ACK; il tasso misurato viene
utilizzato per calcolare la CongWin ed il valore di soglia della fase di slow start dopo che si
è veriﬁcata una situazione di congestione. Questa modo di operare fa si che Westwood (d'ora
in poi TCPW) sia molto più robusto in presenza di perdite di pacchetti casuali, soprattutto su
canali wireless.
Come abbiamo visto in precedenza il controllo di congestione per il protocollo TCP si com-
pone essenzialmente di due fasi: quella di slow start e quella di prevenzione della congestione
(congestion avoidance). Il recupero da errori sporadici è garantito dalle fasi di Fast Retrasmis-
sion e Fast Recovery, che rappresentano una buona evoluzione in termini di prestazioni. Oggi
più che mai a TCP viene richiesta una eﬃcienza ed una stabilità altissima a causa della natura
dei link e dei ritardi dovuti alle grandi tratte di comunicazione. La sorgente TCPW continua a
stimare il tasso di invio dei pacchetti sulla connessione facendo una media del numero di ACK
che vengono restituiti dal destinatario. La potenza di TCPW sta nel considerare la stima della
larghezza di banda in modo diretto, per pilotare la grandezza della ﬁnestra di congestione, invece
di utilizzare un sistema a computazione, con l'algoritmo di backoﬀ, molto più macchinoso e lento.
La modalità che si adotta è indicativamente la seguente; se una connessione raggiunge il tasso
di invio desiderato, allora può utilizzare la ﬁnestra corrispondente senza causare nessun tipo di
congestione nella rete. TCPW oﬀre innumerevoli beneﬁci che non sono presenti negli altri pro-
tocolli, come ad esempio il ripristino del vecchio valore della ﬁnestra di congestione senza dover
iniziare nuovamente il processo di ricerca a seguito di un evento di perdita.
2.6.1 L'algoritmo di controllo
La tecnica utilizzata per sondare la banda disponibile sulla connessione si serve di un processo
che chiameremo BandWidth Estimate (BWE) e realizza, come anticipato, una stima sulla
frequenza alla quale gli ACK sono ricevuti e sul contenuto del loro payload. Dopo una perdita
di pacchetto il mittente resetta la ﬁnestra di congestione, cosi come il valore di treshold iniziale,
utilizzando la seguente formula CongWin = BWERTT . Ovviamente la BWE può variare
da ﬂusso a ﬂusso anche se rimaniamo sullo stesso canale trasmissivo (solitamente si seleziona il
tasso migliore raggiunto da ogni ﬂusso individuale per eﬀettuare le modiﬁche). Quando il buﬀer
sulla rete diventa saturo, ed i pacchetti vengono scartati, TCPW seleziona un insieme di ﬁnestre
di congestione che corrispondono esattamente al tasso misurato di BWE e che rappresentano
le larghezze di banda individuali dei ﬂussi; questa soluzione se pur ottimale non garantisce
ovviamente l'equità. Una proprietà aggiuntiva permette di pilotare i tassi di invio allo stesso
punto di equilibrio e li rende pari sotto un uniforme ritardo di propagazione e sotto l'assunzione
di un unico punto di rallentamento sulla rete. Un altro importante elemento di questa procedura
è la stima del round trip time che è richiesta per calcolare la ﬁnestra di congestione che supporta
il tasso stimato di BWE. Idealmente, l'RTT deve essere misurato quando il buﬀer di rete è
vuoto, ma in pratica viene impostato uguale al minimo RTT (RTTmin) misurato ﬁno ad un
certo istante sulla connessione interessata.
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2.6.2 Finestra di congestione e treshold iniziale
Assumiamo che il mittente abbia determinato il valore BWE e vediamo come lo utilizzi per
impostare CongWin e sshtresh dopo che si veriﬁca una perdita di un pacchetto. Notiamo in-
nanzitutto che in TCPW la ﬁnestra di congestione viene incrementata durante la fase di slow start
in modo esponenziale e successivamente in modo lineare, come deﬁnito ad esempio nell'algoritmo
Reno. Nel caso in cui la perdita di un pacchetto venga indicata dalla ricezione di tre ACK consec-
utivi, TCPW imposta il valore sshtresh come di seguito sshtresh = (BWE ∗RTTmin) /segsize
e se la CongWin è maggiore di sshtresh, la imposta a CongWin = sshtresh. Il parametro
segsize identiﬁca la lunghezza di un segmento TCP in bit. Notiamo che alla ricezione di n
ACK si esegue la ritrasmissione del segmento mancante, come avviene nella modalità Fast Re-
trasmit del protocollo classico TCP Reno. La ﬁnestra ritorna a crescere dopo che CongWin
viene resettata a sshtresh.
Durante la fase di controllo di congestione, si monitorizza la quantità di banda disponibile e
quando arrivano gli n ACK signiﬁca che è stata raggiunta la capacità massima della rete in un
certo istante. Il valore di soglia della fase di slow start viene impostato a BWERTTmin, mentre
la ﬁnestra di congestione viene impostata uguale al valore di sshtresh ed il ciclo per sondare
la banda, da parte del controllo di congestione, incomincia nuovamente. Dopo che sshtresh
viene conﬁgurato la situazione è la seguente; CongWin > sstresh e durante la fase di slow
start CongWin continua ad incrementarsi in modo esponenziale. Nel caso in cui la perdita di
un pacchetto sia indicata con lo scadere di un timeout, CongWin viene impostata ad 1 MTU
ed sshtresh = (BWE ∗RTTmin) /segsize. Inoltre se sshtresh < 2 allora sshtresh = 2. La
logica che abbiamo appena descritto, ci dice che che dopo un timeout CongWin e sshtresh sono
impostati a 1 MTU e a BWE, rispettivamente.
2.6.3 Stima della larghezza di banda
Per conoscere la larghezza di banda disponibile il mittente che adopera TCPW utilizza gli ACK
e stima il valore BWE. Più precisamente, utilizza le seguenti informazioni: il tempo di arrivo
dei riscontri e l'incremento dei dati consegnati alla destinazione. Assumiamo che un ACK venga
ricevuto dalla sorgente al tempo tk, notiﬁcando che dk bytes siano stati consegnati correttamente.
Possiamo misurare la banda utilizzata dalla connessione nel seguente modo bk = dk/ (tk − tk−1),
dove tk−1 è il tempo in cui è stato ricevuto il precedente ACK. Sia ∆tk = tk − tk−1 allora
bk = dk/∆tk. Prendiamo ora bk come il valore della banda campione e bˆk il valore calcolato
con il metodo bilineare di Tustin10 [dT08] della banda al tempo tk. Sia αk il coeﬃciente della
variazione di tempo esponenziale di questo valore al tempo tk, avremo quindi
bˆk = αk bˆk−1 + (1− αk)
(
bk + bk−1
2
)
(2.37)
dove
αk =
2τ −∆tk
2τ + ∆tk
(2.38)
e 1/τ rappresenta la frequenza di taglio utilizzata per la stima. Notiamo dalla 2.38 che il
coeﬃciente αk dipende da ∆tk.
10Il metodo di Tustin ci permette di trasformare rappresentazioni continue in discrete e viceversa, [Wik10b]
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Quando sopraggiunge un riscontro al mittente è necessario che esso eﬀettui determinate
considerazioni, che sostanzialmente si riducono a
1. un ACK che viene ricevuto dalla sorgente implica che un pacchetto trasmesso sia stato
consegnato alla destinazione, cosi come un DUPACK11. DUPACK è considerato dunque
come una stima della banda
2. l'ACK TCP è ritardato; ad esempio il ricevente aspetta, ﬁno a 200 ms di tempo, aﬃnché
giunga un secondo pacchetto prima di mandare un successivo riscontro. Trascorso questo
tempo il primo ACK viene inviato senza aspettare. Questa tecnica è nota come CUMU-
LATIVE ACK
Entrambi questi due accorgimenti sono presenti nell'implementazione di TCPW e servono come
abbiamo detto alla stima della banda utilizzata.
2.6.4 Fairness e friendliness
Un obiettivo importante di TCP è quello di essere quanto più equo possibile sulle connessioni e
nei buﬀer di rete. Un altra importante caratteristica è la retrocompatibilità con le versioni di
TCP esistenti. Consideriamo il caso in cui due connessioni abbiamo lo stesso RTT . Supponiamo
che questo valore sia il tempo di percorrenza di un pacchetto e che il collo di bottiglia sulla rete
abbia un certo numero di buﬀers di una certa dimensione. Diciamo anche, che una connessione,
chiamiamola A, inizi per prima ad inviare pacchetti nella rete. La sua ﬁnestra assume i valori
tra x e 2x, ed ogni ciclo termina quando c'è un buﬀer overﬂow. Successivamente anche una
connessione B inizia la sua trasmissione in modalità slow start e poi passa in modalità controllo
di congestione. Quando siamo in questa situazione durante ogni ciclo le ﬁnestre di A e B crescono
approssimativamente allo stesso valore, ad esempio con una cadenza di un segmento ogni RTT ,
ed è il buﬀer overﬂow che fa terminare il ciclo di crescita delle CongWin.
Si può dimostrare che il sovraccarico possibile per le due ﬁnestre è dato da
Wi = Ri (b/C +RTT ) , ∀ i = A, B
dove, R è il tasso di invio che si raggiunge (ad esempio BWE), b è la dimensione del buﬀer del
collo di bottiglia e C è la capacità del link.
Questa proprietà è del tutto generale ed è valida per tutti i protocolli TCP, ed in particolare
per TCPW.
Superata una situazione di overﬂow, TCPW riduce la ﬁnestra al nuovo valore Wi utilizzando
la seguente formula:
Wi = Ri(RTT ) ∀ i = A, B
Il rapporto WB/WA continua a crescere durante la fase di controllo congestione e di conseguenza
la ﬁnestra di B ed il suo valore di banda nominale vengono raggiunti ad ogni ciclo. L'equilibrio si
ha quando le due ﬁnestre hanno chiaramente la stessa dimensione e condividono la stessa banda.
Lo stesso metodo può essere utilizzato per valutare la friendliness, reciproca, di TCPW e TCP
Reno. Se le due connessioni che utilizzano i due diversi algoritmi condividono lo stesso collo di
bottiglia, e la dimensione del buﬀer è esattamente uguale alla ﬁnestra ottimale che occupa tutta la
dimensione nella pipe, allora le due connessioni dividono la struttura in maniera equa. Raggiunto
l'equilibrio, ogni ﬂusso ha CongWin = x. Quando si veriﬁca una situazione di sovraccarico, la
connessione TCPW imposta una ﬁnestra pari a C RTT/2 = x/2 mentre TCP Reno semplicemente
dimezza la ﬁnestra corrente a x/2; in questo modo si cerca, ancora una volta, di mantenere la
proprietà di equità tra ﬂussi concorrenti.
11Il ricevente TCP invia un duplicate ACK quando un segmento arriva fuori dall'ordine ed informa del numero
d'ordine che si aspetta, solitamente a fronte di un riordino nella rete o di una perdita.
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Figura 2.11: Convergenza di TCPW nell'utilizzo della banda disponibile
La dimensione del buﬀer è scelta esattamente come quella della dimensione della pipe, ed
è una buona strategia in fase di progettazione del protocollo. Se il buﬀer è molto più piccolo
della dimensione del canale, TCPW restituisce una CongWin molto più grande di quella di TCP
Reno; questo si manifesta in un tentativo di utilizzare tutto il canale a disposizione.
Al contrario, se il buﬀer è molto più grande della pipe Reno tende a prevalere su TCPW. In
Figura 2.11 è descritta la convergenza del protocollo attraverso la condivisione di banda.
Da una prima analisi sembrerebbe che l'algoritmo TCPW sia un buon candidato per lavorare
su reti IEEE 802.16e poiché progettato per link di tipo wireless; nel successivo capitolo valuteremo
attentamente la bontà di questa aﬀermazione.
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2.7 TCP Hybla
Il protocollo di controllo congestione che andiamo ad analizzare in questo paragrafo cerca di
utilizzare contemporaneamente alcune tecniche messe a punto in questi anni per risolvere il
problema della disparità dei tempi di round trip di ﬂussi diﬀerenti; alcune informazioni molto
dettagliate su questo problema sono discusse in [CF] e in [CF04].
Le migliorie apportate all'algoritmo Hybla possono essere considerate una estensione della
politica di incremento additivo, che solitamente avviene in modalità constant-rate (a tasso
costante). Verrà mostrato come in presenza di perdita di pacchetti sul canale di comunicazione,
per congestione o per errori di trasmissione, le modiﬁche di valore alla CongWin sono molto
performanti semplicemente adottando l'opzione SACK 12, unita a quella del Timestamp nello
header dei pacchetti TCP. Notevoli vantaggi vengono raggiunti anche aggiungendo alcune infor-
mazioni nei pacchetti in transito, sul canale, in modo da ridurre il tasso di invio della trasmissione
ed abbassando cosi la probabilità che si veriﬁchino buﬀer overﬂow negli apparati di rete interme-
di. Questi accorgimenti permettono a TCP Hybla di superare i limiti degli algoritmi che lavorano
a tasso costante, come discusso ad esempio in [Hen98].
2.7.1 Slow start e controllo di congestione
L'algoritmo di TCP Hybla cerca di ottenere, per connessioni con alti valori di RTT ad esempio
di tipo satellitare o wireless, lo stesso tasso di trasmissione istantaneo, B(t), che si otterrebbe
utilizzando TCP standard sulle normali reti cablate. Questa informazione può essere calcolata
come
B(t) = W (t)/RTT (2.39)
con W (t) in grado di assumere i seguenti valori
W (t) =
{
2t/RTT , 0 ≤ t ≤ tγ
t−tγ
RTT + γ, t ≥ tγ
(2.40)
e dove tγ = RTT log2 (γ) rappresenta il tempo che si impiega a raggiungere il valore di soglia γ.
La 2.39 e la 2.40 suggeriscono che questa condizione avviene sostanzialmente in due passi;
rendendo indipendenteW (t) da RTT , tramite una modiﬁca della scala temporale e compensando
l'eﬀetto della divisione per il tempo di round trip RTT . Queste aﬀermazioni possono essere
descritte meglio introducendo un tempo normalizzato di RTT che chiamiamo ρ e che deﬁniamo
come
ρ = RTT/RTT0 (2.41)
dove RTT0 è il tempo di round trip riferito alla connessione della quale si vogliono equalizzare
le performance. Il passo formale della procedura si ottiene moltiplicando per ρ il tempo totale
(oppure per il tempo trascorso da quando si è raggiunto il valore sshtresh) ottenendo cosi una
W (t) indipendente dal valore di RTT .
Attraverso la moltiplicazione con ρ si riesce ad ottenere una ﬁnestra di congestione che, al
primo passo, ha un tasso di trasmissione istantaneo deﬁnito dalla seguente equazione
WH(t) =
{
ρ2ρt/RTT , 0 ≤ t ≤ tγ,0
ρ
[
ρ
t−tγ,0
RTT + γ
]
, t ≥ tγ,0
(2.42)
Nella 2.42, H identiﬁca un parametro che racchiude le conﬁgurazione del protocollo Hybla. Il
valore di scambio tγ,0 deﬁnito come il tempo nel quale la CongWin raggiunge il valore ργ, è lo
stesso per ogni RTT ; cioè diventa tγ,0 = RTT0 log2 (γ).
12Selective Acknowledgment (SACK) è una strategia che corregge il problema dell'eliminazione dei pacchetti
multipli. Utilizzando questo accorgimento il ricevente può informare il mittente su quali segmenti di informazione
sono stati ricevuti correttamente in modo da evitare inutili ritrasmissioni.
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L'evoluzione della ﬁnestra di congestione nel tempo, data dalla 2.42, è mostrata in Figura
2.12 dove è stato scelto un valore RTT0 = 25 ms.
Figura 2.12: TCP Hybla: evoluzione della ﬁnestra di congestione nel tempo
Dalla 2.42, si intuisce che la dimensione del segmento dati del tasso di trasmissione è dato
da BH(t) = WH(t)/RTT , ed in particolare nel protocollo Hybla può assumere i seguenti valori
BH(t) =
{
2t/RTT0
RTT0
, 0 ≤ t ≤ tγ,0
1
RTT0
[
t−tγ,0
RTT0
+ γ
]
, t ≥ tγ,0
(2.43)
che come detto sono indipendenti da RTT .
Dalla 2.43 è semplice derivare in modo analitico l'espressione della quantità di segmenti
trasmessi dall'inizio di una connessione Hybla, risolvendo l'integrale deﬁnito che segue
THd (t) =
∫ t
0
BH(τ)dτ =

2t/RTT0−1
ln(2) , 0 ≤ t ≤ tγ,0
γ−1
ln(2) +
(t−tγ,0)2
2RTT 20
+ γ(t−tγ,0)RTT0 , t ≥ tγ,0
(2.44)
La conclusione a cui si arriva è che mentre nel TCP classico le trasmissioni di dati decadono con
l'aumento del tempo di round trip, nel protocollo Hybla mantengono le stesse performance di
quella di riferimento.
La ﬁnestra di congestione del protocollo può essere ottenuta modiﬁcando le regole di aggior-
namento del tasso additivo, dell'algoritmo AIMD, ed utilizzando un sistema basato su ACK nel
modo che segue
CongWinHi+1 =
{
CongWinHi + 2
ρ − 1 SS (Slow Start)
CongWinHi + ρ
2/CongWinHi CA (Congestion Avoidance)
(2.45)
Una interessante modiﬁca dell'implementazione attuale di Hybla (in riferimento all'equazione
2.45) è applicata al valore minimo di ρ che viene impostato ad 1. In questo modo si ottiene
un protocollo che si comporta semplicemente come farebbe TCP standard per le connessioni
rapide (ad esempio quelle con RTT 6 RTT0) mantenendo, quindi, lo stesso tasso di incremento.
Sempre in riferimento alla 2.45 ci accorgiamo che sia la CongWin iniziale che il valore originale
di sshtresh devono essere moltiplicati per ρ così come la dimensione del buﬀer di trasmissione
(utile per poter gestire grandi burst nelle trasmissioni TCP Hybla).
Per concludere notiamo inoltre che la 2.43 e la 2.45 restano vere se si assume che il mittente
sia limitato dalla sola ﬁnestra di congestione, senza considerare RcvWin, poiché se la si considera
occorre moltiplicare quest'ultima per ρ, anche lato destinatario.
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2.7.2 Meccanismi di recupero
Confrontando la ﬁnestra di congestione di TCP standard, con quella di Hybla è evidente che
quest'ultima avrà una dimensione di media superiore a quell'altra. Di conseguenza perdite
multiple sulla stessa ﬁnestra sono molto più frequenti soprattutto quando vengono consider-
ate connessioni con alti RTT . Questo fenomeno purtroppo produce rallentamenti nel tasso di
trasmissione ed è necessario dotare l'algoritmo di alcune tecniche di prevenzione alternative. Le
abbiamo già incontrate, vediamo rapidamente di cosa si tratta.
L'opzione SACK
Per evitare che succeda come in TCP Reno e non si riescano a recuperare perdite multiple
nella stessa ﬁnestra di congestione, è stato proposto l'utilizzo dell'opzione SACK . Con questa
procedura il ricevente può informare il mittente di tutti i segmenti che sono stati consegnati con
successo, permettendo un eventuale recupero, da parte di chi spedisce, di più pacchetti per ogni
RTT . Utilizzando questa procedura si è visto come in alcune simulazioni le performance siano
notevolmente migliorate. Di conseguenza l'opzione SACK è stata inclusa anche nel protocollo
Hybla.
Timeout e Timestamp di ritrasmissione
Standard TCP utilizza un tempo di ritrasmissione per garantire la consegna dei dati anche in
assenza di un feedback da parte del ricevente. Questo timer è l'RTO (Retransmission Time
Out) ed è calcolato in base alle stime correnti di RTT (SRTT ) e della variazione di RTT
(RTTV AR). Questi due parametri sono calcolati dal mittente, derivando la stima di RTT in
base al tempo di arrivo degli ACK, ogni volta che il tempo di ritrasmissione scade, l'RTO deve
essere ricalcolato. Da questa considerazione si capisce come sia necessario aspettare l'arrivo
dell'ACK del pacchetto non trasmesso. La seconda alternativa, utilizzata più frequentemente
nei sistemi operativi attuali, è di gran lunga preferita perchè lavora con ﬁnestre di congestione
grandi e permette di calcolare il numero di pacchetti che devono essere trasmessi dopo un certo
valore di time out, per ritardare l'aggiornamento dell'RTO.
Stima iniziale del valore di treshold nella fase di slow start
Per prevenire che il canale sia sovraccarico, con la conseguente perdita di pacchetti, alla ﬁne
della fase di slow start il valore di treshold iniziale viene impostato in maniera adeguata. In
breve, osservando il ritardo tra la ricezione di un ACK che corrisponde al conseguente segmento
trasmesso, è possibile calcolare all'avvio della connessione una stima del ritardo di banda, da cui
si può derivare un corretto valore di treshold iniziale.
Tasso di invio
Al ﬁne di ottenere un soddisfacente tasso di trasmissione B(t), in presenza di un lungo RTT , le
ﬁnestre CongWin grandi devono essere utilizzate in maniera del tutto indipendente dalla versione
di TCP che si adotta. Sotto circostanze non favorevoli queste ﬁnestre possono sovraccaricare
la trasmissione con conseguenti perdite di performance. Tuttavia, il sovraccarico del canale
può essere eliminato all'origine distribuendo i segmenti della ﬁnestra di congestione CongWin
attraverso l'RTT .
Queste poche considerazioni rendono il protocollo Hybla molto interessante e probabilmente
molto funzionale nelle reti wireless. Cercheremo di capire se tutti questi accorgimenti, presenti
di default nell'implementazione dell'algoritmo, siano suﬃcienti a garantire una corretta stabilità
nelle reti WiMAX.
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2.8 TCP Illinois
Il protocollo che di seguito chiameremo TCP-Illinois, o semplicemente Illinois, viene generalmente
utilizzato nelle reti ad alta velocità (high-speed) e si propone anch'esso di modiﬁcare l'algoritmo
AIMD tradizionale di TCP Reno, cambiando le procedure che controllano il valore di incremento
e decremento della ﬁnestra di congestione; l'obiettivo fondamentale, anche qui, è il mantenimento
della retrocompatibilità con le versioni del protocollo di trasporto precedenti.
Ci siamo già occupati parecchie volte dell'algoritmo AIMD ed abbiamo detto che è respons-
abile del controllo della congestione e del ﬂusso sul canale trasmissivo; abbiamo anche visto che la
ﬁnestra di congestione, CongWin, è incrementata di α/CongWin (α = 1 come impostazione di
default) per ogni ACK ricevuto. L'incremento è pari ad una costante α/b valida per ogni RTT ;
in questo contesto b è il numero di pacchetti riscontrati in ogni ACK (ad esempio b = 1 per il
TCP standard e b = 2 se vengono utilizzati i CUMULATIV E ACK). La ﬁnestra di conges-
tione viene decrementata di una proporzione ﬁssa che vale CongWin = β CongWin (solitamente
β = 1/2) ogni volta che si è in presenza di una perdita di pacchetto nell'ultimo RTT .
Il mittente, in modo non intrusivo, analizza la rete per sondare la larghezza di banda ed assi-
curarsi cosi un incremento progressivo del tasso di invio sul canale di trasmissione. Il protocollo
TCP standard controlla la congestione in maniera ottimale nelle reti mediamente a bassa veloc-
ità; se le reti sono ad alto BDP (Bandwidth Delay Product) purtroppo non si riesce ad essere
performanti, a causa del comportamento conservativo dell'algoritmo AIMD che ha sviluppato.
Possiamo dire che in Reno la ﬁnestra di congestione impiega molto più tempo a ripristinarsi; se
indichiamo con p la probabilità di smarrire un pacchetto avremo che CongWin ≈ √3/2bp cioè
p ≈ 3/2bCongWin2.
Una semplice idea, per raggiungere un buon controllo di congestione, è quella di scegliere per
i valori α e β rispettivamente un valore grande ed uno piccolo, anche se cambiamenti repentini
del sistema potrebbero causare congestioni frequenti. Da una prima analisi possiamo aﬀermare
che una congestione molto pesante causa lo scadere di molti timeout e obbliga il protocollo TCP
ad entrare spesso nella zona di slow start.
Questi eventi di congestione provocano sincronizzazioni sulla rete, dovute ai falsi positivi
introdotti dai lunghi RTT , e necessitano quindi una allocazione di risorse maggiore a livello di
buﬀer e code di gestione. Se tutti gli utenti dovessero scegliere una politica poco aggressiva,
il controllo di congestione collasserebbe in fretta, proprio per questi motivi i parametri α e β
devono essere scelti in maniera molto attenta. Nel condividere il canale con gli altri standard
TCP si deve cercare una retro compatibilità e si deve necessariamente ottenere un consumo di
banda sempre maggiore per aumentare chiaramente le performance.
Uno dei principali problemi degli algoritmi AIMD esistenti è la forma convessa della curva
che pilota le dimensioni di CongWin; una modellazione ideale si ha se l'andamento di crescita
segue una struttura concava poiché risulta più eﬃciente e permette di evitare congestioni gravose.
Per disegnare un nuovo protocollo occorre agire proprio su quest'ultima caratteristica e diventa
indispensabile, dunque, trovare un algoritmo AIMD che sia in grado di trasdurre la forma con-
cava di una funzione, sulla dimensione della ﬁnestra di congestione. La classe di algoritmi che
implementa queste operazioni è detta CAIMD (Concave-AIMD Algorithms).
Per simulare questa funzione ed avere un buon valore di banda è necessario impostare α
in modo che sia grande quando si è lontani dalla congestione e viceversa quando si è vicini
(il parametro β è conﬁgurato in modo simile, ma poiché di riduzione, sarà grande in fase di
congestione). La diﬃcoltà principale sta proprio nel valutare le distanze temporali da questa
situazione; l'unico strumento a disposizione sono le stime del ritardo di coda. Se utilizziamo
questo valore sappiamo che quando il ritardo medio di coda, da, è piccolo il mittente sa di non
essere in prossimità di una congestione e pertanto assegna ad α un valore grande ed uno piccolo
per β. Se da cresce il comportamento sarà l'opposto sui valori di α e β proprio come abbiamo
detto.
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Possiamo aﬀermare che i due valori parametrizzati sono governati da una funzione e si possono
quindi scrivere come, α = f1 (da) e β = f2 (da), con f1 (·) decrescente e f2 (·) crescente. Ogni
combinazione delle due precedenti da luogo a quello che abbiamo detto essere un algoritmo
CAIMD.
Se negli algoritmi di controllo congestione vengono considerate variabili che identiﬁcano la
perdita e variabili che identiﬁcano i ritardi, gli algoritmi CAIMD che abbiamo introdotto in
precedenza possono essere espansi in quelli che deﬁniamo LDCA (Loss-delay based Con-
gestion Avoidance). In precedenza avevamo aﬀrontato un concetto che ci faceva capire come
l'utilizzo del solo ritardo di trasmissione, per controllare la congestione, non era eﬀettivamente
utile poiché spesso questa misura non è precisa a causa dei rumori esterni introdotti sul canale
di comunicazione.
Ad esempio potrebbe succedere che un RTT soggetto a disturbi, segnali un incremento o un
decremento della CongWin anche se non necessario. Gli LDCA-CAIMD hanno come vantaggio
quello di utilizzare come segnale di congestione secondario il ritardo di coda che risulta essere
più robusto della misura del tempo di round trip. La scelta delle funzioni che descrivono questi
ultimi algoritmi può essere fatta tra molteplici classi, ad esempio è possibile scegliere f1(·) e f2(·)
come
α = f1(da) =
{
αmax if da ≤ d1
κ1
κ2+da
altrimenti
(2.46)
β = f2(da) =

βmin se da ≤ d2
κ3 + κ4da se d2 < da < d3
βmax altrimenti
(2.47)
Supponiamo che f1 (·) e f2 (·) siano continue e cioè che κ1κ2+d1 = αmax, βmin = κ3 + κ4d3, ed
indichiamo con dm il massimo valore medio della coda dei ritardi. Per quanto detto avremo
αmin = f1 (dm) e quindi κ1κ2+dm = αmin. Veriﬁcando queste due condizioni possiamo scrivere
κ1 =
(dm − d1)αminαmax
αmax − αmin , κ2 =
(dm − d1)αmin
αmax − αmin − d1 (2.48)
κ3 =
βmind3 − βmaxd2
d3 − d2 , κ4 =
βmax − βmin
d3 − d2 (2.49)
Idealmente il ritardo di coda è funzione incrementale del tasso totale di arrivo; se da supera il
valore d1 devono essere necessariamente scartati i pacchetti durante una congestione. In realtà
è possibile che si veriﬁchino alcune perturbazioni nelle misure sulla coda di ritardo, ed è facile
che quando da supera d1, i pacchetti vengano scartati anche se non si è ancora veriﬁcata una
congestione. Cosi facendo, α viene impostato ad αmax, questo comportamento come è chiaro
causa un deterioramento delle performance, ma può in genere essere tollerato. In accordo con
quanto detto, la speciﬁca scelta di f1 (·) e f2 (·) è responsabile del disegno del LDCA-CAIMD,
che determina proprio il funzionamento di TCP Illinois.
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L'algoritmo che eﬀettua il controllo di congestione, qui, è molto semplice e può essere
caratterizzato dai seguenti punti
 le funzionalità principali di TCP Reno, ad eccezione dell'algoritmo AIMD, non vengono
modiﬁcate
 nella fase di controllo di congestione, il mittente misura il tempo di round trip RTT per
ogni ACK ricevuto, e la media degli RTT sull'ultima CongWin che è stata riscontrata
derivante dalla media, Ta, degli RTT . Il mittente registra il massimo e il minimo valore
(sempre medio) di RTT 4, ﬁno ad allora conosciuto come Tmax e Tmin, rispettivamente, e
calcola il valore medio massimo della coda di ritardo come dm = Tmax − Tmin ed il valore
della coda di ritardo corrente come da = Ta − Tmin
 il mittente mantiene una variabile che chiamiamo f , un contatore c e raccoglie altri
parametri come 0 < αmin ≤ 1 ≤ αmax, 0 < βmin ≤ βmax ≤ 1/2, CongWinthresh > 0,
0 ≤ η1 < 1, 0 ≤ η2 ≤ η3 ≤ 1, e m > 1. Il mittente imposta di = ηidm (i = 1, 2, 3), calcola
κi (i = 1, 2, 3, 4) utilizzando la 2.48 e la 2.49, registra il precedente valore di α come αold
e calcola il valore corrente di β utilizzando la 2.47
 all'inizio f viene impostata a 0. Una volta che da > d1, il mittente imposta f = 1 ed a = 0.
Quando da ≤ d1 e f = 1, il contatore c è incrementato di 1 ogni RTT . Quando il valore
di c raggiunge il parametro di treshold m e da resta sotto d1, f viene impostato a 0. Se
prima che c raggiunga m , da viene decrementato verso d1 ed il contatore viene riportato
a 0. In questo modo, da ≤ d1 e f = 0 combinati insieme suggeriscono che la congestione
non è imminente e α = αmax. Se da > d1 il valore di α corrente viene calcolato utilizzando
la 2.46
 α← 1 e β ← 1/2 se CongWin < CongWinthresh
 il valore di κi (i = 1, 2, 3, 4) viene aggiornato se Tmax o Tmin vengono aggiornati. I valori
di α e β sono aggiornati una volta ogni RTT
 CongWin← CongWin+ αCongWin per ogni ACK
 CongWin ← CongWin − βCongWin, se nell'ultimo RTT c'è stato un pacchetto perso
evidenziato da un triplice ACK ricevuto
 quando scade un timeout, il mittente imposta il valore di treshold dello slow start a
CongWin
2 , ed aggiorna nuovamente α = 1 e β = 1/2 che restano invariati ﬁno al successivo
RTT , dopo che la fase di slow start si è conclusa
La Figura 2.13 mostra l'andamento delle curve descritte e dei parametri elencati in precedenza.
Figura 2.13: Andamento delle funzioni nel protocollo Illinois
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2.8.1 Compatibilità con lo standard TCP
Se Illinois coesiste con ﬂussi TCP standard si può mostrare che tutti questi condividono la
stessa grandezza media di ﬁnestra, che chiamiamo CongWinR, e tutti quelli che usano il nuovo
protocollo condividono la stessa grandezza che chiamiamo CongWinIL.
Inoltre possiamo dire che
CongWinIL
CongwinR
≈
√
α∗IL
2β∗IL
≈
√
α∗IL
2βmax
(2.50)
dove α∗IL giace tra αmax e αmin e solitamente è molto più grande di 1, mentre β
∗
IL è piccolo ed
il suo valore è approssimativamente βmax, che solitamente vale 1/2 nelle impostazioni originali.
Questo signiﬁca che in una rete con utenti TCP Illinois e utenti TCP Reno, le performance per
questi ultimi non sono così scarse.
Se questa aﬀermazione sarà vera anche per le reti con standard IEEE 802.16 lo scopriremo
solo durante la fase sperimentale.
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2.9 TCP Veno
La prima implementazione del protocollo fu inserita nei sistemi operativi NetBSD 1.1 , FreeB-
SD 2.4 13 e nel kernel di GNU/Linux 2.4. A diﬀerenza degli algoritmi che lavorano su reti
cablate, quelli che utilizzano reti wireless sono maggiormente soggetti ad eventi di perdita di
pacchetti, a causa di errori nei bit trasmessi; ovviamente l'impatto sul protocollo TCP è notev-
ole e spesso si ripercuote in un degrado della banda disponibile utilizzata. Rimanendo fedeli al
modello sviluppato per Internet, nel dotare di maggiore intelligenza gli end point della rete, si
è pensato di creare un meccanismo di controllo congestione che tenesse conto dei pacchetti che
vengono persi, non a causa di errori di trasmissione ma, per eventi del tutto causali. Questa
ﬁlosoﬁa è stata sviluppata proprio dall'algoritmo che andremo a studiare e che come vedremo
fonde in se caratteristiche di TCP Reno e TCP Vegas14. Come succede quasi sempre nella real-
izzazione di nuovi protocolli, per il controllo di congestione, una delle caratteristiche principali
è quella di modiﬁcare solo la gestione della pila protocollare lato mittente senza interessare il
destinatario, ovviamente anche Veno, come vedremo, adotta questa strategia.
Abbiamo più volte detto che TCP Reno di fronte ad un evento di perdita sulla rete si comporta
come in presenza di una congestione e per tanto attiva tutti i meccanismi di riduzione della
CongWin perdendo, in modo più o meno signiﬁcativo, le performance di trasporto guadagnate
ﬁno a quel momento. Questo comportamento non è di certo ottimale nelle reti wireless dove
la perdita di un pacchetto spesso è ricondotta al rumore del canale di trasmissione e quindi a
cause esterne, non dovute al protocollo di trasporto TCP. Se chi controlla la congestione non
è in grado di interpretare correttamente questa situazione, diventa davvero diﬃcile mantenere
delle prestazioni accettabili sui lunghi percorsi (quelli con alti RTT ), tipici ad esempio delle reti
WiMAX.
Potrebbe essere interessante, dunque, di fronte a simili condizioni porsi due domande quali
 Come identiﬁchiamo la perdita di pacchetti casuale da quella per congestione della rete?
 Come utilizziamo questa informazione per modiﬁcare il comportamento dell'algoritmo
AIMD del classico protocollo TCP Reno?
Per rispondere possiamo utilizzare il sistema di prevenzione di congestione proattivo proposto da
Vegas (ulteriori dettagli su [BP95]), per determinare se le perdite siano dovute ad errori oppure
ad altri motivi. In breve, se un pacchetto viene perso mentre le procedure attive ci indicano che
la rete non è congestionata, possiamo dichiarare con una buona probabilità che questa situazione
è avvenuta in modo del tutto casuale; allora è possibile modiﬁcare TCP Reno in modo che il
tasso di trasferimento di un pacchetto smarrito per cause non dovute a congestione sia ridotto.
Tuttavia distinguere se le cause di smarrimento siano dovute ad uno o all'altro fattore non è
sempre facile e computazionalmente veloce per il protocollo TCP.
2.9.1 Stati di congestione e stati randomici
Nell'algoritmo Vegas, come descritto anche in [eYA07], il mittente misura due parametri di ﬂusso
di informazioni, noti come Tasso Attuale (Actual Rate) e Tasso Atteso (Expected Rate)
e deﬁniti rispettivamente come
ExpectedRate =
CongWin
BaseRTT
(2.51)
e
ActualRate =
CongWin
RTT
(2.52)
dove chiaramente CongWin è la misura corrente della ﬁnestra di congestione TCP, BaseRTT è
il minimo tempo di round trip misurato e RTT il tempo di round trip medio della connessione.
13Maggiori informazioni sulle distribuzioni con Kernel BSD (Berkley Software Distribution) possono essere
consultate su [Wik10a]
14Informazioni dettagliate disponibili su [Wik08g]
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Chiamiamo Diff la diﬀerenza tra questi due valori, come indicato di seguito
Diff = ExpectedRate−ActualRate (2.53)
Quando RTT > BaseRTT ci troviamo quasi sicuramente di fronte ad una congestione nel collo
di bottiglia della rete, ed i pacchetti presenti nella connessione iniziano ad accumularsi nei buﬀer
degli apparati distribuiti sul percorso. Se indichiamo con N i pacchetti residui rimasti in coda,
ne segue che
RTT = BaseRTT +
(
N
ActualRate
)
(2.54)
Assegniamo, inoltre, un tempo di ritardo aggiuntivo al link del percorso come indicato nel secondo
termine della formula che segue
N = ActualRate (RTT −BaseRTT ) = Diff BaseRTT (2.55)
L'algoritmo Vegas cerca di mantenere il valore N all'interno di un range piccolo, aggiustando la
ﬁnestra TCP in modo proattivo per evitare perdite a causa di buﬀer overﬂow durante l'accumulo
di pacchetti. Sfortunatamente questo modo di operare non è sempre semplice ed immediato
soprattutto quando coesistono connessioni TCP diverse nello stesso percorso (ad esempio Reno
e Vegas) a causa della gestione, più o meno aggressiva, della dimensione della ﬁnestra attuata da
uno o entrambi i protocolli. Trattando reti asincrone potrebbe succedere che lo stallo nel collo
di bottiglia si veriﬁchi anche nel senso contrario a quello del mittente, cioè sul traﬃco cross. In
questo caso la misura della variabile N come indicata nella 2.55 potrebbe riferirsi al numero di
ACK non riscontrati da TCP per pacchetti presenti nell'attuale congestione. Di fronte ad una
situazione del genere, Vegas non aumenta la dimensione della ﬁnestra TCP anche se il percorso
monitorato non è più congestionato.
Veno cerca di utilizzare la misura N , non come strumento per aggiustare la ﬁnestra di con-
gestione TCP proattivamente, ma come indicatore del fatto che la connessione si trova ancora
in uno stato di congestione. In dettaglio, se N < β quando una perdita di pacchetti viene di-
agnosticata, l'algoritmo assume che sia avvenuta per una situazione randomica e non perchè ci
sia congestione. Alcuni studi, come ad esempio in [RJL], indicano che un valore β = 3 sia un
ottima impostazione. Vale la pena sottolineare che nella versione originale di Vegas, il parametro
BaseRTT è costantemente aggiornato con il minimo tempo di round trip time collezionato. Nel
protocollo Veno, invece, BaseRTT viene resettato ogni volta che si veriﬁca la perdita di un
pacchetto, oppure dopo lo scadere di un timeout o la ricezione di un ACK duplicato.
2.9.2 Tecniche di controllo della congestione
Nel protocollo TCP Reno vengono implementate alcune funzioni che abbiamo già incontrato nei
vari paragraﬁ, vediamo come sono modiﬁcate nel protocollo in questione.
Algoritmo Slow Start
Nella fase di inizio connessione TCP Reno imposta la dimensione della ﬁnestra di congestione,
CongWin, ad 1 MTU ed invia il primo pacchetto. Durante questo tempo ogni volta che si
ottiene un riscontro (ACK) la ﬁnestra viene aumentata di una unità; quindi dopo il primo RTT
passa da uno a due, al secondo RTT passa da due a quattro e cosi via. L'incremento del tasso
di trasmissione durante l'arco temporale è esponenziale ﬁno a che non si incontra una perdita di
pacchetto. Anche Veno utilizza le stesse procedure.
CAPITOLO 2. IL CONTROLLO DI FLUSSO NEL TCP 48
Algoritmo incremento additivo
Nell'algoritmo di TCP Reno in aggiunta alla CongWin esiste un parametro di treshold noto
come sshtresh (slow-start treshold). Quando CongWin < sshtresh l'algoritmo di slow start
viene utilizzato per aggiustare il valore della ﬁnestra di congestione, mentre quando CongWin >
sshtresh il valore della ﬁnestra viene ridotto per evitare congestioni; più in dettaglio, CongWin
viene incrementata di un MTU dopo ogni RTT piuttosto che dopo la ricezione di un ACK.
Essenzialmente la ﬁnestra di congestione è impostata a (CongWin+ 1) /CongWin dopo ogni
ACK, cosi da raggiungere un incremento lineare. Il valore iniziale di sshtresh nel protocollo
Reno è di 64KByte, valore che non è però ﬁsso nel tempo ma viene costantemente modiﬁcato
per tutta la durate della connessione. Nel protocollo Veno questo valore viene incrementato ogni
due round trip time in modo che si resti il più possibile in una regione operativa.
Abbiamo detto che il consumo di banda di una connessione TCP è dato circa da R =
CongWin/RTT . Se siamo in presenza di una congestione, e quindi abbiamo bisogno di inviare
nuovamente alcuni pacchetti, l'incremento della dimensione della ﬁnestra fa diminuire R poiché
ad incrementare questa volta è il valore del tempo di round trip. Veno eﬀettua un aumento della
ﬁnestra ogni due RTT , come abbiamo spiegato, e questo procedere lento, soprattutto quando
siamo in zona critica, gli permette di rimanere nella zona trasmissiva ed operativa per un tempo
superiore rispetto ai suoi concorrenti.
Algoritmo di decremento moltiplicativo
Nel protocollo TCP Reno esistono due segnali per accorgersi dello smarrimento di un pacchetto
e sono quelli che abbiamo discusso all'inizio del capitolo; la ricezione di tre ACK duplicati e
lo scadere di un timeout. Quando si veriﬁca l'ultimo di questi due eventi occorre inizializzare
nuovamente l'algoritmo di slow start impostando sshtresh a CongWin/2 e CongWin = 1. Il
risultato di tali operazioni è un drastico eﬀetto sulla qualità della trasmissione. Anche l'algoritmo
Veno utilizza queste procedure. Spesso nel protocollo TCP Reno si utilizza un altro algoritmo
noto a tutti come Fast Retrasmit (trasmissione veloce) per individuare lo smarrimento di una
certa quantità di informazioni. Ogni volta che il destinatario riceve un pacchetto fuori ordine,
trasmette l'ultimo ACK inviato al mittente; ad esempio se il destinatario riceve il pacchetto 3
e non il pacchetto 4 quando 5 arriva manda come ACK il valore 4, questa informazione dice al
mittente che si sta ancora aspettando il pacchetto 4 e che non è utile mandarne altri se prima
non si è ricevuto questo (quanto descritto non è altro che SACK).
Alla ricezione di tre ACK duplicati invece si può utilizzare un algoritmo simile a quello che
conosciamo come Fast Recovery (recupero veloce) e che è in grado di alleviare la congestione.
Nella sua forma più semplice si può schematizzare come segue
1. Quando si deve ritrasmettere un pacchetto perso si imposta sshtresh = CongWin/2 e
CongWin = sshtresh+ 3
2. Ogni volta che un ACK duplicato arriva si incrementa CongWin di un pacchetto
3. Quando il successivo ACK che veriﬁca i nuovi dati arriva si impostano i valori di sshtresh
e di CongWin come per il punto 1
L'algoritmo Veno modiﬁca solo quando deﬁnito nel primo punto; nello speciﬁco, se (N < β) è
probabile che si sia perso il pacchetto per una causa sconosciuta, allora sshtresh = CongWin (4/5).
Se invece N > β si imposta sshtresh = CongWin/2 poiché è probabile che il pacchetto sia stato
smarrito per una situazione di vera congestione. In altre parole se non ci troviamo in uno stato
di congestione Veno assume che la perdita sia dovuta ad un fenomeno casuale.
Anche questo protocollo sembra essere una buona alternativa, soprattutto nei link wire-
less dove le perdite per fenomeni causali sono molto frequenti; nella parte conclusiva della tesi
sfrutteremo queste informazioni per saggiare le performance di Veno sulle reti WiMAX.
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2.10 TCP Yeah
In reti dove sono presenti lunghi ritardi, si necessita di una politica di gestione della ﬁnestra
molto più aggressiva per mantenere e controllare la congestione anche attraverso gli apparati di
rete intermedi. In questo paragrafo cercheremo di capire come sono state utilizzate delle nuove
euristiche per realizzare un protocollo che è conosciuto come Yet Another High-Speed TCP -
YeAH; ulteriori informazioni possono essere esaminate su [BCV07]. Il protocollo TCP venne
pensato ed implementato negli anni '80 [Pos81] e ad oggi continua ad essere molto performante,
poiché sulle sue basi solide è riuscito a seguire il trend evolutivo delle reti, che hanno modiﬁcato
sostanzialmente la mole di dati trasportabile (per citare un esempio sui backbone si è passati
da 64Kbps agli attuali 10Gbps). Raggiungere delle buone performance in queste condizioni non
è sempre facile e come abbiamo visto sono state molte le proposte per cambiare il controllo di
ﬂusso del protocollo di trasporto.
Svariati lavori attuali, per lo studio dei problemi di congestione nelle reti TCP/IP, fanno
riferimento al Bandwidth Delay Product (BDP ) e classiﬁcano gli algoritmi che vengono utilizzati
sostanzialmente in quattro categorie operative, quali
 Loss Based
 Delay based
 Mesh
 Network's notiﬁcations
Gli algoritmi che ricadono nella prima categoria considerano la perdita di pacchetto come con-
dizione implicita di congestione della rete, nella seconda categoria viene considerato il ritardo
come sintomo di congestione, e la modiﬁca alla ﬁnestra CongWin viene fatta in accordo con i
tempi di round trip riscontrati. Nella terza categoria ci sono approcci misti e la ﬁnestra viene
aggiornata utilizzando entrambe le tecniche e scegliendo nell'istante in cui ci si trova quale sia
l'approccio migliore. L'ultima classe algoritmica, solitamente, non si considera molto poiché
utilizza messaggi speciﬁci dalla rete e necessita quindi una sincronizzazione con i router e tutti
gli apparati intermedi, cosa ovviamente quasi mai fattibile. Questi lavori, come ad esempio in
[Bor07], hanno dimostrato che eﬀettivamente non esiste un paradigma migliore di un altro sulle
reti BDP ; infatti un algoritmo che si comporta in modo corretto da una parte può non essere
uguale dall'altra.
Ad oggi la diﬀusione dei controlli di congestione TCP preserva la rete da possibili e continui
imbottigliamenti; tuttavia se l'algoritmo di controllo del ﬂusso non è ben disegnato si possono
avere situazioni di instabilità e degrado trasmissivo. Il protocollo YeAH cerca di sopperire a
queste mancanze soprattutto nelle reti con alto BDP , cercando di diagnosticare la congestione
prima che questa si veriﬁchi.
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2.10.1 L'algoritmo
La progettazione dell'algoritmo che governa il protocollo YeAH, ha tenuto conto di importanti
considerazioni che di seguito elenchiamo al ﬁne di rendere più completa la nostra trattazione. In
generale possiamo sostenere che
 La capacità trasmissiva della rete deve essere valutata in maniera eﬃciente; questo obiettivo
comune a tutti i protocolli deve essere raggiunto modiﬁcando le politiche di aggiornamento
della ﬁnestra di congestione. Come verrà descritto in seguito YeAH TCP sfrutta ogni regola
di incremento proposta in altri algoritmi (STCP, H-TCP, etc.)
 Lo stress introdotto sulla rete deve essere minore, oppure uguale, a quello introdotto da
TCP Reno
 E' necessario che la friendliness del nuovo protocollo con il traﬃco di TCP Reno sia corretta
e l'allocazione di banda sia equa
 L'algoritmo deve essere necessariamente fairly soprattutto per quello che riguarda la ges-
tione degli RTT
 Le performance non devono essere impari con condizioni di congestione randomiche; perdite
di pacchetti casuali non possono dettare le regole all'interno di queste reti, nemmeno in
presenza di backbone che lavorano con Gigabit
 Piccoli buﬀer non devono prevenire alte prestazioni. Non è utile disegnare dimensioni di
buﬀer uguali al prodotto BDP come richiesto dallo standard di controllo di congestione di
TCP Reno. Questo obiettivo può essere raggiunto adottando una politica di decremento,
in caso di perdita dei pacchetti, simile a quella che abbiamo incontrato con Westwood
L'algoritmo costruito per YeAH TCP cerca di raggiungere gli obiettivi di cui sopra ed utilizza due
modalità operative; una prima che chiamiamo Fast ed una denominata Slow . Se ci troviamo nel
periodo Fast la ﬁnestra di congestione viene incrementata in accordo con una regola che lavora
in modalità aggressiva (greedy); nel caso in cui ci trovassimo nella fase Slow le funzionalità
sarebbero le stesse adottate nel protocollo TCP Reno. Lo stato ed il tempo di operatività viene
deciso in accordo con il numero di pacchetti stimato nella coda del buﬀer presente nell'apparato
intermedio di rete.
Sia RTTbase il minimo RTT misurato dal mittente e RTTmin il minimo RTT stimato nella
ﬁnestra di dati corrente CongWin. Il ritardo sulla coda previsto è dunque dato da RTTqueue =
RTTmin − RTTbase, da cui è possibile inferire il numero di pacchetti già accodati nel ﬂusso
semplicemente, utilizzando la seguente formula
Q = RTTqueueG = RTTqueue
(
CongWin
RTTmin
)
(2.56)
dove G è detto goodput15. Il livello di congestione della rete è noto utilizzando RTTqueue ed
il minimo degli RTT stimati dal mittente come L = RTTqueue/RTTbase. Se Q < Qmax e
L < 1/ϕ, l'algoritmo è nella modalità Fast altrimenti si trova in modalità Slow. Qmax e ϕ sono
due parametri conﬁgurabili e rappresentano rispettivamente il massimo numero di pacchetti
di un singolo ﬂusso che possono essere contenuti in un buﬀer ed il massimo livello del buﬀer
di congestione in riferimento al valore BDP. Durante la fase Slow viene anche implementato
un algoritmo di decongestione; questo stabilisce che ogni volta che Q > Qmax, la ﬁnestra di
congestione viene diminuita di Q e sshtresh viene impostato a CongWin/2.
Consideriamo il caso in cui un singolo ﬂusso YeAH-TCP sia in competizione con un altro in
un buﬀer; qui Q rappresenta una stima dell'eccesso di pacchetti rispetto alla minima CongWin
richiesta, per raggiungere la larghezza di banda disponibile.
15Nelle reti di computer, goodput è il throughput a livello di applicazione, cioè il numero di bit utili per unità
di tempo trasmesso dalla rete da un determinato indirizzo di origine a una certa destinazione, escludendo gli
overhead di protocollo ed i pacchetti ritrasmessi.
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Il numero di questi pacchetti può essere rimosso dall'attuale ﬁnestra di congestione, senza
che si degradi il goodput. Quando il numero di ﬂussi in competizione aumenta, ognuno cerca
di riempire il buﬀer con lo stesso numero di pacchetti (al massimo Qmax), indipendentemente
dal round trip time percepito raggiungendo quindi una RTT fairness interna. L'algoritmo di
decongestione è ottimo solo quando i ﬂussi che lo implementano non sono tra di loro in compe-
tizione e non operano in modalità aggressiva, come generalmente fa TCP Reno. Per evitare la
competizione tra questi ﬂussi YeAH-TCP implementa un meccanismo di ricerca.
Analizziamo il caso in cui ci sia competizione con un ﬂusso Reno, e non venga implemen-
tato nessun meccanismo di decongestione. Quando Q > Qmax l'algoritmo cerca di rimuovere
i pacchetti dalla coda, il ritardo si incrementa perchè i ﬂussi Reno in modo greedy cercano di
riempire gli spazi disponibili. In questo caso YeAH-TCP resterà quasi sempre nello stato Fast.
Al contrario quando i ﬂussi non sono greedy l'algoritmo YeAH-TCP passerà dallo stato Fast a
quello Slow ogni volta che il contenuto dei buﬀer raggiunge il valore di Qmax e quindi è nec-
essaria una decongestione rapida. Utilizziamo due nuove variabili, rispettivamente countreno e
countfast e cerchiamo di capire quello che succede. La countfast rappresenta il numero di RTT
nella modalità Fast, mentre countreno è una stima del valore della ﬁnestra di congestione dei
ﬂussi competitivi di tipo TCP Reno. La decongestione avviene solo durante la fase Slow e se
CongWin > countreno per evitare che la CongWin decresca al di sotto del valore stimato del
ﬂusso TCP Reno. All'avvio della connessione countreno è inizializzato a CongWin/2 ed è incre-
mentato di un MTU ogni RTT ; quando si veriﬁca una perdita di pacchetto questo valore viene
dimezzato. Questa variabile viene resettata a CongWin/2 ogni volta che countfast è maggiore
del valore di treshold, indicando che il ﬂusso compete con quelli non greedy; nello stesso istante
countfast viene resettato a zero.
Come abbiamo visto il protocollo YeAH cerca in tutti i modi di prestare molta attenzione
alle proprietà di fairness ed alla friendliness su ﬂussi TCP concorrenti, garantendo costantemente
un utilizzo di banda equo e paritario a tutti. Il suo approccio basato sulle code e sui ritardi nei
buﬀer potrebbe essere molto interessante in un canale wireless anche se tuttavia potrebbe non
bastare per compensare anche gli eventi di perdita che come abbiamo visto sono del tutto casuali
su link di questo tipo.
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2.11 Altri algoritmi di controllo congestione
Il panorama degli algoritmi di controllo congestione del protocollo TCP è decisamente ricco
di soluzioni non esauribili in poche pagine. In questo documento abbiamo testato e voluto
documentare una parte consistente di quello che si trova attualmente sia in letteratura sia a
livello implementativo. Le scelte che ci hanno portato a discutere del sottoinsieme che avete
trovato in questo scritto, sono sostanzialmente legate al sistema operativo GNU/Linux utilizzato
durante tutta la fase sperimentale, come approfondito anche in Appendice A.
Al momento della stesura del documento la versione del kernel utilizzata è la 2.6.25, che
implementa tutti gli algoritmi di controllo di congestione discussi. La scelta di utilizzare una
piattaforma di questo tipo su un canale wireless come il WiMAX è stata dettata principalmente
dalla necessità di riferirsi a soluzioni che fossero il più possibile consolidate e non necessitassero
di troppi accorgimenti per il loro impiego. Per documentarci, abbiamo consultato varie fonti,
come ad esempio, le pagine dell'enciclopedia libera Wikipedia [Wik10l] dove sono trattati una
serie di algoritmi più o meno recenti.
Motivati principalmente da queste premesse, possiamo dire che
 Non abbiamo trattato l'algoritmo TCP Tahoe poiché piuttosto vecchio e con uno schema
di funzionamento non più utilizzato in nessuno dei derivati attuali
 Non abbiamo utilizzato TCP New Reno poiché è stato scelto TCP Reno che viene spesso
identiﬁcato come l'algoritmo classico o di default a cui fare riferimento durante ogni prova
di stabilità, convergenza, fairness e friendliness sul protocollo di trasporto TCP. L'algoritmo
New Reno di fatto migliora la procedura di Fast Retransmit come ampiamente discusso in
[FHG04]
 Non è stato trattato Scalable TCP ; abbiamo scelto altri protocolli per reti veloci poiché
ci sembrava fossero meglio documentati e leggermente più discussi in letteratura, come ad
esempio Hybla e H-TCP
 Abbiamo preferito TCP Westwood a TCP Westood+ poiché interessati al principio di
funzionamento generale dell'algoritmo. Il +, come facilmente intuibile, rappresenta una
evoluzione in termini di performance del primo rilascio
 Abbiamo utilizzato TCP Vegas per spiegare Veno, che è stato scelto al suo posto poiché
di fatto rappresenta una evoluzione decisamente più utilizzata
 XCP (The eXplicit Control Protocol), destinato alle reti ad alta velocità e con
larghezze di banda molto elevate, questo algoritmo di fatto può essere installato come
modulo in un kernel Unix di tipo BSD, pertanto non utilizzato. Maggiori informazioni
sono consultabili alla pagina internet http://www.isi.edu/isi-xcp/
 TCP BaLDE , le poche informazioni, la scarsità di materiale in letteratura ed il fatto che
non fosse implementato nel kernel di Linux ci hanno portati a scartare questo algoritmo che
tuttavia poteva essere uno dei più interessanti poiché destinato all'utilizzo su reti wireless
e mesh. Ulteriori informazioni sono disponibili ad esempio su [TAL06]
Ovviamente, ne esistono molti altri come FAST TCP , High Speed TCP, HSTCP-LP ,
iTCP(Interactive TCP) e cosi via che per una scelta o per l'altra non sono stati trat-
tati. Alcune interessanti informazioni possono essere recuperate consultando il materiale in
bibliograﬁa.
Nel prossimo capitolo descriveremo minuziosamente tutte le prove e le misure atte a veriﬁcare
la stabilità del protocollo TCP sulla rete WiMAX IEEE 802.16.
Capitolo 3
Analisi sperimentale
3.1 Introduzione
Per valutare le prestazioni degli algoritmi di controllo congestione, che abbiamo studiato nel
capitolo precedente, ci siamo serviti di un'architettura di rete come quella descritta in Figura 3.1
e conﬁgurata come riportato in Appendice B. Prima di discutere i risultati dei vari test eﬀettuati
è utile fare qualche considerazione generale sul sistema. Concentriamoci in prima analisi sui
componenti utilizzati, abbiamo
 PC-GEN, è il mittente dell'architettura che grazie ad un generatore di traﬃco crea i ﬂussi
di dati TCP
 CPE, è il Customer Premise Equipment, ovvero il connettore che lega il mittente alla rete
WiMAX. Sempliﬁcando possiamo dire che si tratta di uno strumento con funzionalità simili
a quelli che vengono utilizzati normalmente per collegarsi a sistemi come l'ADSL
 BS, è l'antenna (Base Station) punto di incontro con la rete WiMAX gestisce la cella su
cui è possibile fare il collegamento tramite l'interfaccia radio. Le sue funzionalità sono
molto identiche a quelle che vengono utilizzate per i sistemi di telefonia mobile di terza
generazione (UMTS e derivati) ampiamente discussi, ad esempio, in [GC06]
 ASN-GW, rappresenta il nodo principale della rete di accesso WiMAX, si preoccupa di
gestire tutte le stazioni radio base e tutte le connessioni presenti. L'Access Service Network
Gateway è uno degli strumenti più sensibili e performanti dell'intero sistema
 INT-RT, rappresenta un insieme di switch e ﬁrewall della rete interna all'architettura
WiMAX. Il sistema è stato conﬁgurato, per questi esperimenti, in modo da permettere al
traﬃco di rete di ﬂuire senza ostacoli o policy di servizio
 SERVER-GEN, è il destinatario della comunicazione raccoglie il ﬂusso (o i ﬂussi) di dati
TCP che giungono da PC-GEN ed inoltra i riscontri dei pacchetti per eﬀettuare le analisi
di traﬃco
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Figura 3.1: Architettura WiMAX dell'ambiente di test
Come ipotizzabile dalla Figura 3.1, dalla descrizione appena conclusa e dal materiale presente
in Appendice E l'ambiente utilizzato non è simulato ed è attualmente in servizio ed operativo
nella città di Milano1.
Nello standard IEEE 802.16 la rete, come dettato dalle speciﬁche, si divide in due parti; la
ASN(Access Service Network) e la CSN(Connectivity Service Network). L'ASN è la
parte di accesso radio mentre la CSN rappresenta la parte più sensibile e si occupa principalmente
di eseguire l'autenticazione, di controllare il traﬃco e gestire la registrazione delle informazioni
degli utenti che si collegano al servizio. Quando un CPE si vuole agganciare alla rete, entra
in una fase di ranging con la stazione radio disponibile e successivamente inzia la procedura di
autenticazione che coinvolge il protocollo EAP-TTLS2.
A questo punto vengono scambiate le direttive (service ﬂow) per la gestione della QoS e la
connessione è attiva; non è possibile esaurire tutte queste procedure in tre righe e sono sicuro
che molti troveranno le risposte che cercano consultando, ad esempio, [KCC08]. Per quanto
riguarda i test che andremo a realizzare, partiremo sempre da una condizione in cui il CPE sarà
già collegato e pronto ad eﬀettuare traﬃco.
La scelta di operare interamente su una conﬁgurazione reale, ci ha portati a gestire una serie
di esperimenti molto interessanti con alcune considerazioni necessarie, quali
 la posizione geograﬁca di CPE non è mai stata modiﬁcata cosi come l'orientamento delle
sue antenne; tuttavia garantire con certezza uno stesso livello di segnale per ogni prova è
impossibile. Mediamente sono stati riscontrati i seguenti valori
 Frequenza di connessione: 3453 MHz
 Potenza del segnale: 50%
 Qualità del segnale: 65%
 SC CINR3: 29.70 dB
 1/3 SC CINR: 34.20 dB
 Uplink (Modulazione-FEC4): QPSK(CTC) 1/2
 Downlink (Modulazione-FEC): 64-QAM(CTC) 5/6
1Coperture ed informazioni tecniche disponibili su http://wimax.retelit.it/
2Ulteriori informazioni sono disponibili consultando lo standard IEE 802.16 alla pagina http://www.ieee802.org
3Senza scendere troppo in dettagli ingegneristici, il CINR è il rapporto segnale rumore; maggiore è questo
valore migliore è la ricezione.
4Dettagli su [Wik10c] e [Wik10f]
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 la posizione del CPE da interno (indoor) era
 strettamente in Line of Sight (LoS)
 a 3 Km e 100 metri circa dall'antenna base
 a 18 metri circa di altezza da terra (appartamento al sesto piano)
 Il settore utilizzato sulla stazione base era assegnato in modo esclusivo, e cioè senza altri
utenti connessi, in modo da ridurre quanto più possibile eventuali limiti di traﬃco ed
overﬂow nei buﬀer. Di fatto i valori ottenuti saranno una sovrastima del reale utilizzo in
una situazione di carico nominale
 le condizioni atmosferiche sono sempre state soggettivamente le stesse. Non possiamo
dire con certezza che fenomeni naturali non prevedibili non abbiano disturbato, seppure
lievemente, il canale
 le condizioni di traﬃco sulla rete interna (CSN) sono sempre rimaste indicativamente
uguali. Poiché parliamo di connessioni in ﬁbra ottica abbiamo deciso di assumere che
non ci fossero limiti di traﬃco su queste interfacce
 Tra CPE e BS il valore di banda disponibile massimo era di 16 Mbit/sec in downlink e
8 Mbit/sec in uplink non completamente sfruttabili a causa del limite imposto dal CPE.
Eﬀettivamente avremo in downlink 10 Mbit/sec ed in uplink 4 Mbit/sec
 Tra BS e ASN-GW la banda disponibile è di 30 Mbit/sec
Queste osservazioni, come sarà possibile valutare in seguito, hanno lasciato sostanzialmente im-
mutato il comportamento di tutti gli algoritmi di controllo congestione. Sicuramente una simu-
lazione in laboratorio, oppure attraverso l'utilizzo di un software come ns-2 5, potevano fornire
risultati nettamente più uniformi ma poco pratici rispetto a quelli eﬀettivamente valutati sul
campo e sulle distanze di connessione. Quello che vedremo sarà una situazione chiara di come
si comportano gli algoritmi studiati nel precedente capitolo e che, attualmente, sono disponibili
nel sistema operativo GNU/Linux6.
Ogni prova è stata strutturata valutando una serie di esperimenti preparatori che ci hanno
portato a scegliere come tempo di trasmissione, per l'analisi, 3600 secondi (1 ora) valore ritenuto
suﬃciente a delineare le performance del protocollo TCP. L'emendamento implementato sulla
rete WiMAX dello standard in fase di test, e durante la stesura del documento, era l'IEEE
802.16e con completo supporto alla mobilità; le nostre prove tuttavia sono state realizzate senza
considerare situazioni di handover tra celle o spostamenti rispetto all'antenna radio con eventuale
abbassamento di segnale e conseguenti perdite di performance. Come è emerso dal primo capitolo
di questo documento la tecnologia WiMAX sta prendendo piede nel nostro paese proprio in questo
periodo, come strumento di servizio, per fornire connettività a banda larga in zone soggette a
digital divide; ci sembrava quindi opportuno testare uno scenario che fosse, almeno per qualche
anno, il più utilizzato.
5http://www.isi.edu/nsnam/ns/
6Alcune informazioni sono consultabili in Appendice A
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Il Customer Premise Equipment scelto è stato lo stesso per ogni test, in quanto considerato
attualmente il più diﬀuso e di più ampie funzioni. La connettività tra CPE e PC-GEN è stata
fatta tramite una LAN Ethernet con interfaccia classica RJ45. Il CPE in esame fornisce la
possibilità di utilizzare il supporto Wi-FI per la connessione, abbiamo ritenuto molto più valido
l'utilizzo di una interfaccia Ethernet 10/100 più sicura e performante in modo da ridurre il fattore
di perdita sul canale radio solo lato WiMAX (potrebbe essere molto interessante una prova con
trasferimento Wi-FI over WiMAX e viceversa).
Nei prossimi paragraﬁ andremo ad aﬀrontare in modo dettagliato i comportamenti degli
algoritmi utilizzando delle rappresentazioni graﬁche. Le principali domande a cui cercheremo di
dare una risposta saranno
 Qual è l'algoritmo di congestione migliore sulle reti WiMAX? Con quale algoritmo si riesce
a raggiungere eﬀettivamente una larghezza di banda vicina a quella disponibile?
 Quale algoritmo produce meno oscillazioni e cerca di raggiungere e mantenere una stabilità
ed una convergenza?
 Come si comportano i protocolli tra di loro quando si utilizzano due o più ﬂussi concorrenti;
la TCP fairness viene rispettata?
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3.2 Deﬁnizione del benchmark
Per creare il traﬃco necessario a testare le performance degli algoritmi di controllo congestione
sulla rete WiMAX, abbiamo utilizzato il generatore di traﬃco D-ITG sviluppato dall'Università
degli Studi di Napoli Federico II7 e scaricabile gratuitamente dalla rete. Questo strumento
rispetto ad altri, ad esempio iperf [Wik08c], possiede un set molto più ricco di conﬁgurazioni e
permette una migliore gestione anche di ﬂussi contemporanei; inoltre è provvisto di una comoda
interfaccia che ne facilita l'utilizzo anche ai meno esperti. Informazioni sulla conﬁgurazione ed
esempi pratici possono essere consultati su [SAP]. D-ITG viene installato sia sul mittente che
sul destinatario della connessione (PC_GEN e SERVER-GEN), ed è in grado di generare a ﬁne
prova utili ﬁle di log che possono essere trattati per eﬀettuare delle analisi, come è stato fatto
utilizzando, ad esempio, il linguaggio Perl [Rod08].
Abbiamo realizzato due esperimenti per ogni algoritmo descritto, adoperando lo stesso tempo,
ed uno o due ﬂussi in modo che il packet-rate fosse conﬁgurato per saturare la larghezza di banda
disponibile di 4 Mbit/sec. Le caratteristiche dei ﬂussi TCP utilizzati sono indicate nella Tabella
3.2
Singolo Doppio
Misura RTT RTT
Tempo totale [s] 3600 3600
Ritardo alla partenza [s] 0 0
TOS/DS 0 0
TTL [s] 64 64
Packet rate [p/s] 948 464
Packet size [Byte] 512 512
Bandwidth stimata [Kbit/s] 4096 4096
Tabella 3.2: Caratteristiche dei ﬂussi TCP
Diamo una spiegazione rapida dei parametri che abbiamo lasciato conﬁgurati al loro valore
di default, come
 il TTL (Time To Live) a 64 secondi, ritenuto suﬃciente in una rete di questo tipo
 i bit del campo TOS/DS (Type Of Service/Diﬀerentiated Services) impostati come segue
 bits 0, 1, 2⇒ 000, Routine
 bit 3⇒ 0, Normal Delay
 bit 4⇒ 0, Normal Throughput
 bit 5⇒ 0, Normal Reliability
 bit 6⇒ 0, Normal Cost
 bit 7⇒ no set
 la banda stimata B = PacketRate PacketSize ≈ 4Mbit/sec
Molti altri dettagli sui valori che assumono i campi dei pacchetti TCP ed IP possono essere
consultati, rispettivamente in [Wik08h] e [Wik10g].
7Ulteriori informazioni alla pagina http://www.grid.unina.it/software/ITG/
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3.3 Analisi dei dati sperimentali
Riportiamo di seguito l'analisi descrittiva, e graﬁca, dei risultati ottenuti nella valutazione di
stabilità del protocollo TCP con gli algoritmi di controllo congestione. Un dettaglio completo
dei dati generati da D-ITG, al termine di ogni prova, è disponibile in Appendice C.
Analizziamo, brevemente, il processo di raccolta dati che abbiamo introdotto in precedenza e
dedichiamo una piccola parte del paragrafo ad identiﬁcare quali grandezze andremo a considerare.
Al termine di ogni prova attraverso una decodiﬁca, possibile con D-ITG, dei valori binari generati
è possibile creare un ﬁle di log contenente una sequenza di informazioni simile a quella riportata
di seguito
...
Flow>0001 Seq>25 Src>192.168.1.2/36472 Dest>xxx.xxx.xxx.xxx/8999
txTime>13:54:5.959667 rxTime>13:54:8.474719 Size>512
...
dove
 Flow, è il numero di ﬂusso 1 o 2
 Seq, rappresenta il numero univoco e sequenziale di un pacchetto relativo ad un ﬂusso
 Src, indica l'indirizzo IP della sorgente e la porta utilizzata
 Dest, indica l'indirizzo IP della destinazione e la porta utilizzata
 txTime, è il timestamp di spedizione del pacchetto sulla rete
 rxTime, è il timestamp di ricezione lato mittente del riscontro del pacchetto Seq
 Size, indica la dimensione in byte del trasferito
La quantità di dati in rete, che chiamiamo D, in un certo RTT , espresso in secondi, è deﬁnita
dalla equazione seguente
D =
RTT∑
i=1
(rxT imei+1 − rxT imei)PacketSize (3.1)
La 3.1 ci permetterà di stimare, dopo aver opportunamente trasformato da byte in Mbit il
valore di D, la larghezza di banda consumata in un certo RTT come
B =
D
RTT
[
Mbit
s
]
(3.2)
Per facilitare l'interpretazione dei graﬁci abbiamo deciso di rappresentare un valore medio
ogni 10 valori, e su questi abbiamo calcolato una EWMA (Exponentially Weighted Moving
Average, [Wik10e]) con un coeﬃciente di smorzamento pari a α = 16. Per i valori di banda
calcolati, indicati con N , abbiamo voluto dare una interpretazione della variazione che questi
assumono, calcolando un jitter (J) ed una corrispondente EWMA come
J = Bi+1 −Bi ∀i ∈ [0, . . . , N ] (3.3)
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Servendoci del linguaggio Perl e dell'utilissimo gnuplot [Jan09] abbiamo valutato e rappre-
sentato graﬁcamente le seguenti informazioni
 la stima della larghezza di banda istantanea in riferimento a quella disponibile di 4Mbit/sec
consumata sul link ed utile a descrivere le performance del protocollo
 il jitter o variazione della larghezza di banda istantanea utile a delineare caratteristiche di
stabilità e convergenza
 il trasferimento di banda percentuale BT , calcolato al tempo i-esimo per gli esperimenti
condotti con due ﬂussi e pari a
BT =
(B1 +B2)
AvailableBandwidth
100 (3.4)
 il bilanciamento di banda percentuale BB, calcolato al tempo i-esimo per gli esperimenti
condotti con due ﬂussi e pari a
BB =
min(B1, B2)
max(B1, B2)
100 (3.5)
 la TCP fairness stimata per gli esperimenti condotti su due ﬂussi ed utile a valutare le
proprietà di equità nell'allocazione della banda consumata. Questa stima è di per se
molto interessante poiché rispetto alla letteratura presente il confronto è fatto tra ﬂus-
si che utilizzano lo stesso algoritmo di controllo congestione e non in rapporto a TCP
standard
In una prima analisi avevamo deciso di considerare anche l'andamento della ﬁnestra di conges-
tione, CongWin, stimabile utilizzando il valore di banda in un certo istante; tuttavia dopo attente
valutazioni, oltre a non essere completamente certi del suo valore poiché parte integrante dell'im-
plementazione dell'algoritmo di congestione TCP, ci siamo accorti che non aggiungeva nessuna
informazione rilevante a quelle già in nostro possesso. Dettagli per una semplice metodologia di
calcolo possono essere recuperati, ad esempio, su [APS99].
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3.3.1 TCP Reno
Occupiamoci del primo algoritmo che abbiamo analizzato nel paragrafo 2.1 e che come visto,
non è in grado di eﬀettuare nessuna analisi proattiva della congestione, poiché basa tutte le
sue interpretazioni sulla ricezione dei segnali classici di congestione, come un triplice ACK o
lo scadere di un timeout. Questa semplice stima delle proprietà della rete gli ha permesso di
essere il principale algoritmo di controllo di congestione per moltissimi anni, ma è chiaro come
la costante evoluzione dei link abbia richiesto nuove tecniche ed ulteriori sviluppi. In Figura 3.2
si può osservare l'andamento della larghezza di banda durante la prova con un singolo ﬂusso; si
nota immediatamente come in presenza di congestioni, questo valore venga ridotto ogni volta di
molti Mbit rispetto a quello corrente; proprio come suggerito dalle procedure nella deﬁnizione
del protocollo.
Figura 3.2: Larghezza di banda di un singolo ﬂusso in TCP Reno
Osservando più attentamente il graﬁco in questione siamo in grado di percepire le azioni che
TCP Reno compie nei confronti degli eventi di congestione; dove gli scostamenti sono molto alti,
si può ipotizzare che si sia veriﬁcato lo scadere di un timeout. Il protocollo abbatte drastica-
mente il consumo di banda, e la ﬁnestra di congestione, per ripartire con una fase di slow start e
riguadagnare le performance ottenute ﬁno a quel momento. Quando gli scostamenti sono legger-
mente meno accentuati, come ad esempio tra 1000 e 1500 secondi, possiamo assumere con una
buona probabilità che siano sopraggiunti tre ACK consecutivi per uno dei pacchetti trasmessi
e che quindi sia necessario ridurre la ﬁnestra e riprendere con una fase di Fast Recovery o Fast
Retransmit. I semplici meccanismi che governano il protocollo, lo costringono a continue mod-
iﬁche che si ripercuotono in un costante degrado della stabilità e delle performance sul canale
trasmissivo.
La larghezza di banda media, durante la prova, continua ad oscillare intorno ad un valore
pari al 75% di quello massimo, che rappresenta un discreto risultato. Per la natura di questa
continua oscillazione Reno non è consigliato, almeno da quanto emerge, per il trasporto di dati
sensibili che necessitano un grado di stabilità maggiore.
Questa instabilità costante la si può notare anche analizzando la Figura 3.3, che fa riferimento
all'andamento della variazione di banda durante la prova; come veriﬁcabile, non abbiamo nessun
tipo di convergenza anche se, il valore del jitter non è cosi disastroso tranne in alcune situazioni,
come ad esempio prima dei 3000 secondi, quando si veriﬁca una forte congestione di rete.
Proseguiamo l'analisi e vediamo cosa succede se trasferiamo sul canale due ﬂussi invece che
uno solo. I requisiti inizali di progetto, del protocollo, stabilivano che oltre ad un rapido ripristino
da situazioni di congestione ci dovesse essere anche una certa equità dei k ﬂussi TCP in concor-
renza sul canale. Analizzando la Figura 3.4, notiamo che il trasferimento di banda totale si aggira
intorno al 60% di quella disponibile ed anche in questo caso non possiamo dire che non ci sia
una situazione più o meno favorevole. Tuttavia, le oscillazioni restano presenti e continue infatti
non è possibile dire che il protocollo si stabilizzi e converga intorno ad un valore; notiamo una
fase centrale dell'esperimento molto stabile dovuta sicuramente al metodo conservativo di stima
della banda utilizzato da TCP Reno. L'altra curva mostra come il bilanciamento di banda tra i
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Figura 3.3: Stima del jitter sulla larghezza di banda di un singolo ﬂusso in TCP Reno
due ﬂussi sia incostante; fortemente bilanciato all'inizio della prova, bilanciato per il 40% circa
durante la fase di stabilità dell'esperimento e abbastanza bilanciato ma perfettamente instabile
verso la conclusione. La proprietà di fairness tanto attesa non è incoraggiante su questa tipologia
di rete.
Figura 3.4: Trasferimento e bilanciamento di banda di un doppio ﬂusso in TCP Reno
La Figura 3.5 mostra come, in questo esperimento, le variazioni del trasferimento di banda
siano abbastanza interessanti soprattutto ﬁno a 1500 secondi circa, quando questo valore è stabile
intorno al 60%.
Figura 3.5: Stima del jitter sul trasferimento di banda di un doppio ﬂusso in TCP Reno
Reno è stato il primo protocollo sviluppato per il controllo di congestione e nonostante le
sue ottime qualità, visto che rappresenta la base di partenza per tutti gli altri algoritmi, non
porta nessun vantaggio signiﬁcativo per reti WiMAX che a causa del loro link ﬁsico perdono
molti pacchetti ed inducono il protocollo a continue correzioni di congestione, anche se in realtà
potrebbero non essere cosi frequenti grazie al discreto valore di banda disponibile sul link.
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3.3.2 TCP BIC
Quando abbiamo discusso del protocollo BIC, nel paragrafo 2.2, è stato detto come questo venne
progettato per funzionare agilmente su determinate tipologie di reti note a tutti come Long Fat
Networks (LNF), che generalmente presentano lunghe latenze. Questa piccola premessa forse
già ci potrebbe allertare sul comportamento che assume BIC nei confronti della rete WiMAX.
Utilizzato ﬁno alla versione 2.6.18 del kernel del sistema operativo GNU/Linux (indicativamente
ﬁno al 20068), non possiamo dire che sia un protocollo vecchio e obsoleto; vedremo tuttavia che
le sue performance non sono molto interessanti.
Dalla Figura 3.6, riusciamo ad apprezzare come BIC sfrutti la sua tecnica di ricerca binaria
per trovare un valore target punto in cui non si perdono pacchetti sulla rete, da assegnare alla
CongWin e quindi stabilizzare la banda. Quando si veriﬁca una situazione di congestione, ai
punti limite della dimensione della ﬁnestra, vengono assegnati rispettivamente il valore attuale
ed il nuovo valore ottenuto alla riduzione, in modo che il nuovo target si calcoli proprio tra queste
due variabili.
Figura 3.6: Larghezza di banda di un singolo ﬂusso in TCP BIC
Il comportamento che assume l'algoritmo, durante la prova, è decisamente quello che abbiamo
appena descritto a parole; si notano chiaramente tutti i passaggi impiegati per raggiungere il
target che corrisponde indicativamente ad un valore di banda pari al 60% della capacità totale. La
Binary Search Increase, lavora in modalità aggressiva soprattutto all'inizio della connessione ed
in fase di slow start quando deve computare la stima del valore massimo della ﬁnestra utilizzabile.
Quanto detto nuovamente è apprezzabile durante tutta la prova, dove sono chiare le salite
molto repentine alla ricerca di un valore di banda maggiore di quello attuale. Tornando al
discorso relativo alla ricerca del target, notiamo in generale che ad ogni incremento corrisponde
un decremento ed una successiva nuova risalita che ha come limite il valore medio tra questi due
punti.
La stabilità si raggiunge solamente intorno ai 2000 secondi e quindi, su connessioni di breve
durata, potrebbe rappresentare un problema da non sottovalutare. Anche in questo caso il graﬁco
del jitter di Figura 3.7 ci aiuta ad osservare quanto detto.
8Maggiori dettagli su [Wik10h]
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Figura 3.7: Stima del jitter sulla larghezza di banda di un singolo ﬂusso in TCP BIC
Analizzando meglio i dati della prova, notiamo che raggiunto il valore target la variazione di
banda scende sotto il livello medio e le oscillazioni frequenti inziano a smorzarsi, mostrando una
discreta stabilità ed una buona convergenza.
L'analisi sul doppio ﬂusso, Figura 3.8, mostra come la ricerca binaria produca delle situazioni
di instabilità per raggiungere il valore target su cui posizionarsi. In questo caso l'impressione di
una convergenza non c'è.
Figura 3.8: Trasferimento e bilanciamento di banda di un doppio ﬂusso in TCP BIC
Tra le migliori caratteristiche di BIC, in questo contesto, non c'è quella di equità che veniva
data come ottima se i ﬂussi si attestavano indicativamente sugli stessi RTT . Per quasi tutta la
durata dell'esperimento il bilanciamento della banda, non va oltre il 50% con oscillazioni molto
forti soprattutto nella fase iniziale. Il fatto che un ﬂusso sia privilegiato rispetto agli altri lo
si vede proprio da questo valore. Anche il dettaglio della variazione di trasferimento ci mostra
come la ricerca binaria produca degli scostamenti molto ampi, nel tempo, ed eccessivamente alti,
intorno al 20%. Le scarse performance del protocollo sono da attribuire, quasi certamente, alla
modalità greedy in cui opera poiché provoca congestioni frequenti nella ricerca di un miglior
tasso di invio delle informazioni.
Figura 3.9: Stima del jitter sul trasferimento di banda di un doppio ﬂusso in TCP BIC
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3.3.3 TCP CUBIC
Il protocollo CUBIC è il diretto successore di BIC non solo nella scala temporale degli sviluppi,
ma anche nell'implementazione standard del sistema operativo GNU/Linux. Il suo punto di forza
sta nell'utilizzare una funzione cubica, in grado di governare la ﬁnestra di congestione durante
tutto l'arco temporale della connessione. CUBIC è molto sistematico nel calcolo del ﬂusso di dati
che devono essere immessi nella rete e lavora in maniera leggermente meno aggressiva rispetto
a molti suoi concorrenti. Anche questo protocollo è stato studiato per essere utilizzato nelle
reti veloci con alte latenze (LFN) e permette di raggiungere delle buone performance, anche in
presenza di tempi di round trip relativamente bassi. La funzione che regola l'andamento del tasso
di invio in CUBIC mantiene l'algoritmo in una regione compresa tra la parte concava e quella
convessa della curva che lo rappresenta, dove la rete si stabilizza molto più velocemente. Ciò che
rende davvero performante il protocollo è il fatto che la dimensione della ﬁnestra di congestione
non dipende dagli ACK ricevuti (e quindi in un certo senso dagli RTT ), ma semplicemente
dall'ultimo evento di congestione, come abbiamo già descritto nel paragrafo 2.3.
Se osserviamo la Figura 3.10, per l'esperimento condotto utilizzando un ﬂusso, probabilmente
ci accorgiamo in prima analisi della sua stabilità e della sua convergenza, intorno ad un valore
pari al 70% della banda disponibile. L'analisi ci dice che, raggiunta una dimensione di ﬁnestra
interessante, CUBIC provi di tanto in tanto a sondare se esiste la possibilità di aumentare il tasso
trasmissivo; non riuscendoci ritorna sui propri passi riprendendo le performance guadagnate ﬁno
a quel momento.
Figura 3.10: Larghezza di banda di un singolo ﬂusso in TCP CUBIC
Questa sua ricerca di una nuova dimensione di ﬂusso, da utilizzare nella rete, la si vede anche
analizzando la stima del jitter di Figura 3.11 che risulta essere costantemente instabile e con
valori molto alti per tutti i 3600 secondi.
Figura 3.11: Stima del jitter sulla larghezza di banda di un singolo ﬂusso in TCP CUBIC
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L'evento che si veriﬁca intorno ai 2000 secondi descrive bene quanto appena aﬀermato, vedi-
amo. Per cercare nuovi valori di banda CUBIC utilizza la parte concava della funzione; poiché la
rete non riesce a garantirgli un valore più alto di quello che sta già utilizzando, a seguito di una
congestione, invece di abbassare rapidamente la ﬁnestra e perdere le performance guadagnate,
riporta il valore del tasso trasmissivo su quello precedente. Questa operazione, per quello che
abbiamo già spiegato, non considera i tempi di RTT , poiché se lo facesse l'abbattimento delle
performance sarebbe molto più elevato.
Concentriamoci sull'esperimento condotto per i due ﬂussi, ed attraverso quanto descritto
in Figura 3.12 scopriamo che il tasso trasmissivo generale si attesta intorno al 50% della ban-
da disponibile e che restano evidenti le continue oscillazioni dovute alla ricerca di prestazioni
migliori. Ciò che appare dal graﬁco è signiﬁcativo, poiché anche il bilancio della banda, sebbene
sia abbastanza accettabile, non porti ad una situazione di convergenza ne tanto meno ad una situ-
azione di stabilità. Il comportamento iniziale dell'esperimento, ﬁno a circa 500 secondi, mostra
che il protocollo lavora in modalità non eccessivamente greedy. Molto interessante è la situazione
che si veriﬁca intorno ai 1000 secondi (e anche a 2000 secondi), nella quale viene mostrata una
congestione massiccia con un calo del trasferimento di oltre il 10%. La sua rapidità nella ripresa
delle condizioni da lui valutate ottimali assomiglia molto ad una funzione parametrizzata di terzo
grado.
Figura 3.12: Trasferimento e bilanciamento di banda di un doppio ﬂusso in TCP CUBIC
Il fatto che il bilancio sia leggermente superiore al 50% ci mostra come la proprietà di equità
non sia del tutto rispettata. Se osserviamo il graﬁco del jitter ci accorgiamo che le oscillazioni
nella rete sono molto frequenti e portano ad un deterioramento della stabilità e della convergenza.
Sembra che il protocollo CUBIC, nella condivisione del canale con un ﬂusso identico, applichi
per uno solo una politica leggermente più aggressiva per la scoperta di banda.
CUBIC rappresenta una delle scelte più versatili nell'ambito dei controlli di congestione; è
diventato di fatto il protocollo più utilizzato grazie alle sue discrete performance ed alla sua
versatilità su una varietà di reti molto ampia. Tuttavia, le prestazioni su WiMAX non sembrano
essere di rilievo come quelle registrate su altre reti.
Figura 3.13: Stima del jitter sul trasferimento di banda di un doppio ﬂusso in TCP CUBIC
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3.3.4 H-TCP
Il protocollo H-TCP è stato sviluppato da alcuni ricercatori della Hamilton University in Irlanda
ed è stato studiato per essere uno strumento utilizzato su reti veloci e con alte latenze. H-
TCP si presenta come un algoritmo che basa il suo controllo di congestione sugli eventi di
perdita di pacchetti (loss-based), ed una delle sue caratteristiche principali, come abbiamo visto
nel paragrafo 2.4, è quella di cercare di aumentare costantemente l'aggressività, nella fase di
ricerca, per raggiungere una larghezza di banda ottimale su reti con un rapporto BDP molto
alto. La modalità greedy del protocollo si attiva dal momento in cui si registra l'ultimo evento
di congestione, la procedura risulta molto bilanciata, soprattutto in presenza di molti ﬂussi,
per evitare che i singoli aumentino le loro performance troppo velocemente. Le connessioni che
tendenzialmente perdono pochi pacchetti utilizzano una porzione di banda leggermente inferiore
di quella di ﬂussi che ne perdono molti, poiché di fatto non usano mai tecniche greedy per la
ricerca di nuove prestazioni.
Iniziamo la nostra analisi osservando il consumo di banda di un singolo ﬂusso deﬁnito in
Figura 3.14; si nota da subito come il protocollo si attesti per quasi tutta la durata della prova
intorno ad un valore pari al 70% della banda disponibile e presenti rapide salite (ad esempio subito
dopo i 1000 secondi) che mostrano i momenti in cui viene sondata la possibilità di utilizzare un
nuovo valore di banda consumabile. Precisamente osserviamo tre eventi di questo tipo situati
tra 0 e 500 secondi, tra 500 e 1000 secondi ed inﬁne tra 1000 e 1500 secondi che mostrano come
il protocollo cerchi di portarsi al di sopra del valore medio di banda ﬁno ad ora utilizzato.
Figura 3.14: Larghezza di banda di un singolo ﬂusso in TCP H-TCP
A causa di congestioni nella rete che si manifestano ad esempio nei tempi indicati il trasfer-
imento viene comunque riportato al valore precedente cosi come la CongWin. La procedura
applicata tende a stabilizzare nuovamente gli RTT sul canale che durante la fase greedy si erano
leggermente accorciati. Il comportamento che assume in fase di ricerca, purtroppo, come possi-
amo osservare dal graﬁco relativo al jitter in Figura 3.15 produce oscillazioni molto accentuate
rendendo cosi diﬃcile, ad esempio, una trasmissione con dati sensibili. Inﬁne, notiamo come il
consumo di banda sia tra il 2% e il 5% rispetto al suo valore nominale proprio in accordo con i
parametri di conﬁgurazione α e β dell'algoritmo.
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Figura 3.15: Stima del jitter sulla larghezza di banda di un singolo ﬂusso in TCP H-TCP
Nelle trasmissioni a doppio ﬂusso, H-TCP, soﬀre decisamente di performance, infatti si osserva
che il trasferimento di banda percentuale durante tutto l'esperimento è relativamente scarso con
un valore che solo poche volte raggiunge il 30% di quello totale. Le oscillazioni che abbiamo
incontrato nel primo ﬂusso si manifestano anche in questa prova osservando, ad esempio, il
valore di bilanciamento che seppure sia mediamente del 70% non è stabile.
Figura 3.16: Trasferimento e bilanciamento di banda di un doppio ﬂusso in TCP H-TCP
L'algoritmo con buona probabilità cerca di assegnare un valore di banda maggiore al ﬂusso che
perde meno pacchetti, poiché di fatto è quello che entra quasi sempre in modalità greedy; questo
fenomeno lo si può notare ad esempio tra i 500 e i 1000 secondi quando aumenta il bilanciamento
di banda ed il suo trasferimento, ma non abbastanza da suggerirci una equità di distribuzione
delle parti del link di rete. Continuando ad osservare la Figura 3.16 non possiamo non notare
come l'utilizzo della larghezza di banda sia sotto ogni aspettativa di buona prestazione, a causa
del trasferimento davvero ridotto e tuttavia discretamente stabile intorno al 20%. La convergenza
si ha solo sul trasferimento di banda poiché per quanto riguarda il bilanciamento si osserva quanto
descritto in precedenza.
CAPITOLO 3. ANALISI SPERIMENTALE 68
Figura 3.17: Stima del jitter sul trasferimento di banda di un doppio ﬂusso in TCP H-TCP
A causa delle performance non proprio soddisfacenti H-TCP non rappresenta una buona
soluzione per questo tipo di reti, dove grazie alle frequenti perdite si è costretti a riprendere
l'ultimo valore della ﬁnestra e di banda raggiunti e ricominciare a sondare il terreno oscillando
senza sosta. Quello su cui si può eﬀettivamente contare è la prontezza di risposta dell'algoritmo
che mostra come il protocollo reagisca rapidamente ad una situazione di perdita. Le epoche di
congestione che il protocollo deﬁnisce, aiutano ad avere una stima precisa della situazione di
traﬃco però non servono a mantenere uno stato di funzionalità accettabile. Decisamente H-TCP
non sembra essere indicato come soluzione migliore per le reti WiMAX.
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3.3.5 TCP Low Priority
Lo scopo di TCP-LP, come abbiamo visto è quello di realizzare una sorta di algoritmo distribuito
in grado di utilizzare la banda in eccesso rispetto a quella normalmente disponibile agli altri ﬂussi
TCP sul canale. Supponendo che lo scheduler ed il sistema a classi prioritarie di LP, che abbiamo
introdotto nel paragrafo 2.5, funzioni correttamente è chiaro dalla Figura 3.18 relativa alla stima
del consumo di banda e del jitter, in Figura 3.19, che qualche meccanismo dell'algoritmo non
funzioni su questo link ﬁsico di rete. Queste aﬀermazioni sono frutto della semplice analisi delle
forti oscillazioni e della non convergenza a cui è sottoposto l'esperimento.
Figura 3.18: Larghezza di banda di un singolo ﬂusso in TCP Low Priority
Quello che succede nel controllo di congestione LP, durante i nostri test, è forse dimostrabile.
Per funzionare correttamente e stimare la giusta porzione di banda da utilizzare, LP, deve neces-
sariamente valutare i propri parametri utilizzando ritardi di tipo one-way. Come abbiamo visto
questi, possono essere misurati se gli end point della connessione sono sincronizzati. Nei nos-
tri esperimenti la sincronizzazione non è mai veriﬁcata, ed ecco spiegato molto probabilmente il
comportamento instabile dell'algoritmo Low Priority. Il consumo di banda medio, nel tempo del-
l'esperimento, potrebbe anche essere discretamente accettabile, intorno al 50%, purtroppo quello
che viene a mancare è una stabilità ed una convergenza necessaria in reti di tipo wireless. Gli
strumenti a disposizione di LP, su WiMAX, sembrano tuttavia non essere in grado di prevedere
alcun tipo di situazione anomala e questo lo si vede in modo molto preciso ai 1000 secondi,
quando persiste uno stato di congestione abbastanza lungo. Un'altra caratteristica che viene a
mancare al processo dell'algoritmo sono le informazioni che giungono dalla rete, come gli ECN
(Early Congestion Notiﬁcation), che non aiutano di certo LP a fare la giusta inferenza su tempi
di ritardo misurati con RTT . Il fatto che il ritardo non sia di tipo one way, lo porta a stimare
tempi indicativamente doppi (OWD ≈ RTT2 ) rispetto a quelli che si attende; i repentini cambi
di direzione nella curva fanno supporre a continui pseudo stati di congestione probabilmente non
esistenti.
Figura 3.19: Stima del jitter sulla larghezza di banda di un singolo ﬂusso in TCP Low Priority
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Analizziamo la Figura 3.21 che ci mostra la stima del trasferimento di banda e del bilancia-
mento durante lo stesso tempo sperimentale. Notiamo subito, dalla curva del trasferimento che
le performance sono molto basse, la banda utilizzata non va oltre il 20% di quella totale; tuttavia
si apprezza una certa stabilità e convergenza a partire dai 2000 secondi. Relativamente meglio,
anche se molto instabile, è il bilanciamento che si aggira su un valore medio dell'80% a signiﬁcare
un discreto trattamento di fair per entrambi i ﬂussi di dati, equipaggiati con protocollo LP.
Figura 3.20: Trasferimento e bilanciamento di banda di un doppio ﬂusso in TCP Low Priority
In realtà abbiamo anche una buona convergenza ed una discreta stabilità rispetto alle vari-
azioni ed al rumore complessivo come possiamo apprezzare dal graﬁco che ci mostra il jitter del
trasferimento di banda.
Figura 3.21: Stima del jitter sul trasferimento di banda di un doppio ﬂusso in TCP Low Priority
Tutte queste proprietà non contribuiscono però a rendere LP un buon candidato per una rete
WiMAX poiché non è in grado di sfruttare un buon valore di tasso trasmissivo e non è capace di
stabilizzarsi in breve tempo. Lasciamo il compito di veriﬁcare come e se l'utilizzo di TCP Low
Priority su una rete WiMAX possa portare beneﬁcio, ad esempio, a sistemi di segnalazione o
batch in grado di lavorare in modo parallelo, ed autonomo, sui normali ﬂussi TCP.
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3.3.6 TCP Westwood
Analizziamo ora il comportamento di quello che si dimostrerà essere uno degli algoritmi più
performanti e decisamente una buona scelta nelle reti di tipo WiMAX. Nel paragrafo 2.6 abbiamo
accennato al fatto che questo protocollo fosse in grado di adattarsi in modo quasi perfetto alle
reti in cui il rapporto BDP è molto alto, proprio come nel nostro caso. La potenza dell'algoritmo
utilizzato da Westwood consiste nel monitorare costantemente gli ACK ricevuti in modo da
calcolare una stima di larghezza di banda utilizzabile ed un valore di soglia proponibile in fase di
slow start. Queste due tecniche, come vedremo, saranno ben visibili durante tutte le prove. La
grande novità consiste nel non resettare immediatamente la ﬁnestra di congestione a metà del
suo valore oppure ad 1 MTU come farebbe un protocollo TCP classico, ma provare a modiﬁcare
il valore del tasso di trasmissione in accordo con questo valore CongWin = BWERTT dove
BWE è parametro di stima della banda attesa.
Iniziamo come sempre ad occuparci della prima prova a singolo ﬂusso e quindi prendiamo
come riferimento la Figura 3.22 relativa alla banda consumata ed al suo jitter rappresentato in
Figura 3.23.
Figura 3.22: Larghezza di banda di un singolo ﬂusso in TCP Westwood
Il calcolo del valore di sshtresh per la fase di slow start avviene all'inizio della connessione,
quando Westwood percepisce che il massimo valore di banda utilizzabile è di 4 MBit/sec e si
porta in brevissimo termine a regime, indicativamente trascorsi meno di 200 secondi. Il consumo
di banda disponibile è molto interessante e si attesta mediamente, per tutta la prova, al massimo
possibile. Se analizziamo cosa succede, ad esempio, a seguito di una congestione (tra i 500 e
i 1000 secondi) vediamo che il valore di CongWin che Westwood aveva calcolato, e quindi la
grandezza di banda raggiunta, vengono riutilizzati immediatamente come valori nominali senza
dover eﬀettuare nuovi calcoli e nuove stime sulla tratta. Il tasso di invio idoneo viene calcolato
dal mittente, ed utilizzato per aumentare il valore di sshtresh e della ﬁnestra di congestione
ﬁno a che non si incontra una situazione di perdita, oppure ﬁno a quando rimaniamo nella
fase di Agile Probing (slow start). Anche questo comportamento si può apprezzare per tutta
la durata dell'esperimento. Ancora in riferimento alla Figura 3.23 si nota in modo abbastanza
evidente, tra i 1000 e i 1500 secondi, l'azione di ripristino dello stato precedente alla perdita di
informazioni, vediamo come. A seguito di una congestione decisamente pesante, riscontrata dopo
un tentativo di incremento di performance, la banda consumata subisce un netto decremento, che
tuttavia non scende al di sotto del 5% del valore medio registrato precedentemente. Nel graﬁco
del jitter viene mostrata una sorta di instabilità che va attenuandosi verso la ﬁne della prova
consentendo all'algoritmo di stabilizzarsi notevolmente. Queste frequenti oscillazioni mostrano
eﬀettivamente i continui tentativi nel sondare una situazione di trasferimento migliore, che non
arriva semplicemente per i limiti imposti dal canale di trasmissione.
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Figura 3.23: Stima del jitter sulla larghezza di banda di un singolo ﬂusso in TCP Westwood
Spostiamo l'attenzione all'esperimento con due ﬂussi ed analizziamo la Figura 3.24 ed il
rispettivo jitter in Figura 3.25, appare nuovamente confortante il valore del trasferimento di banda
utilizzato, anche in questo caso si attesta per quasi tutta al durata al 100% della disponibilità.
Intorno ai 2000 secondi notiamo un abbassamento, evidente, ﬁno al 75% circa di trasferimento
e bilanciamento, che con buona probabilità possiamo associare ad instabilità sul canale wireless;
di fatti anche congestioni pesanti tra i 500 e i 1000 secondi non danneggiano mai la sua stabilità
e la sua convergenza e vengono recuperate in modo molto veloce.
Figura 3.24: Trasferimento e bilanciamento di banda di un doppio ﬂusso in TCP Westwood
Il valore di trasferimento cosi alto ci fa capire che probabilmente anche la gestione dell'equità
dei ﬂussi è garantita; la curva del bilanciamento si attesta intorno al 90% del valore nominale
di banda per quasi tutta la durata dell'esperimento. Prima dello scadere dei 500 secondi si
apprezza come Westwood cerchi di portare la dimensione della ﬁnestra di congestione, e della
banda consumata per i due ﬂussi, allo stesso valore; infatti è proprio qui che abbiamo un bilan-
ciamento più altalenante. Ad esempio, a 300 secondi il protocollo si accorge che un ﬂusso sta
cercando di utilizzare più banda di quell'altro e dopo uno sbilanciamento di circa il 30% repentina-
mente la situazione viene ristabilita. Questa lodevole proprietà mostra il perfetto funzionamento
dell'algoritmo utilizzato.
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Il jitter deﬁnisce nuovamente frequenti oscillazioni che di fatto non destabilizzano il protocollo,
ma tendono a non garantire la sua completa aﬃdabilità su trasmissioni sensibili. Tuttavia, si
notano valori più confortanti di quelli registrati per il singolo ﬂusso.
Figura 3.25: Stima del jitter sul trasferimento di banda di un doppio ﬂusso in TCP Westwood
Westwood è sicuramente una buona scelta da utilizzare sulla rete WiMAX anche per la sua
natura di algoritmo nato per fronteggiare i problemi delle reti wireless; la sua forza è quella di
garantire un totale utilizzo della portata del canale e la rapidità di ripristino in caso di congestioni
o perdite su link delicati come questi.
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3.3.7 TCP Hybla
Il protocollo Hybla è di fatto una soluzione ibrida di proposte che tentano di risolvere il problema
della disparità dei tempi degli RTT , di ﬂussi singoli nelle connessioni TCP. L'algoritmo AIMD
viene modiﬁcato utilizzando una tecnica nota come a tasso costante. Oltre a questo accorgimento
alcune operazioni aggiuntive vengono impiegate nel protocollo per renderlo più funzionale ed
eﬃciente; in particolare vengono utilizzati gli ACK selettivi (SACK) ed i Timestamp che di
default sono implementati nel kernel di GNU/Linux come discusso nel paragrafo 2.7.
L'opzione SACK permette di eﬀettuare un rapido ricovero di fronte a condizioni di perdita
multipla, ed ovviamente permette di migliorare le performance della connessioni. Analizziamo
cosa succede nell'esperimento a singolo ﬂusso consultando la Figura 3.26, che mostra il consumo
di banda durante l'intera sessione che sappiamo essere di un'ora. Il valore medio che stimiamo si
aggira intorno al 60% di quello disponibile, che tutto sommato è un valore relativamente accetta-
bile per un link di questo tipo. Quello che viene subito messo in evidenza, anche analizzando il
graﬁco del jitter, Figura 3.27, è la stabilità e la convergenza del protocollo, garantita dalla stima
realizzata utilizzando la 2.42, che rende indipendente il consumo di banda e le performance dagli
RTT misurati sul canale.
Figura 3.26: Larghezza di banda di un singolo ﬂusso in TCP Hybla
La rapidità con cui il protocollo Hybla risponde a situazioni di congestione, come ad esempio
tra i 500 ed i 1000 secondi, è sicuramente da attribuirsi all'utilizzo dell'opzione SACK come
abbiamo già detto; grazie a questo accorgimento si vede che le oscillazioni sono attestate in un
valore inferiore al 2% sulla media dell'intero ﬂusso.
Anche il jitter del consumo di banda a singolo ﬂusso mostra oscillazioni molto vicine nei valori
e con ampie arcate temporali, a confermare un discreto mantenimento dello stesso valore di tasso
trasmissivo. Per quanto osservato, Hybla ci da l'impressione di essere notevolmente stabile nella
fase di controllo di congestione e particolarmente rapido in fase di slow start, quindi una buona
soluzione su questo tipo di link per il trasferimento di un singolo ﬂusso di dati.
Figura 3.27: Stima del jitter sulla larghezza di banda di un singolo ﬂusso in TCP Hybla
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Passiamo ad analizzare quello che succede con due ﬂussi TCP identici sul canale WiMAX.
Partiamo con il trasferimento di banda. Hybla è molto oculato e le stime lo dimostrano, in quanto
riesce a mantenere il tasso trasmissivo intorno ad un valore pari al 100% di quello disponibile.
Tra i 1700 secondi e i 2500 secondi una instabilità di rete lo costringe ad oscillare e tuttavia la sua
reazione è ottima; non solo gradualmente riporta il valore di trasferimento al massimo possibile
ma si riporta anche in una situazione di stabilità e convergenza in un lasso di tempo se vogliamo
abbastanza irrisorio. Il bilanciamento del protocollo ci mostra che la proprietà di equità tra i
due ﬂussi viene mantenuta ﬁno a che non si veriﬁca la situazione descritta in precedenza.
Figura 3.28: Trasferimento e bilanciamento di banda di un doppio ﬂusso in TCP Hybla
Durante questo periodo probabilmente il protocollo si dedica a mantenere la stabilità di un
ﬂusso, abbassando leggermente il trasferimento della banda e gestisce la congestione dell'altro
con le tecniche descritte. E' interessante quello che succede proprio durante la fase di insta-
bilità; il trasferimento tenta nuovamente di risalire rapidamente ed il bilanciamento subisce un
decremento molto rapido. Questa situazione illustra come il protocollo acceleri durante la fase di
slow start per guadagnare un valore di banda per il ﬂusso che probabilmente era congestionato,
richiedendone una certa quantità messa a disposizione da quello che non lo era. Questa situazione
sfocia nuovamente in una congestione che deve essere gestita e costringe il protocollo a muoversi,
successivamente, in modo più graduale per recuperare l'intero utilizzo del canale.
Anche il graﬁco del jitter, relativo al trasferimento della banda, in Figura 3.29 mostra la
notevole stabilità del protocollo e la sua discreta convergenza. Le oscillazioni tra i valori di banda
sono abbastanza costanti e ci fanno pensare ad un buon utilizzo anche della dimensione della
ﬁnestra di congestione e quindi del tasso delle informazioni immesse sulla rete. Probabilmente
l'utilizzo dell'opzione SACK ottimizza la comunicazione ed evita il trasferimento di una grande
quantità di traﬃco di tipo cross (dal destinatario al mittente) riducendo di fatto gli overﬂow nei
buﬀer di rete.
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Nella prima parte degli ultimi due graﬁci, prima dei 300 secondi, si può apprezzare come il
protocollo grazie alla sua tecnica di slow start molto rapida produca ampie oscillazioni prima di
raggiungere la convergenza e l'ottimizzazione, data ancora dalla sua procedura non dipendente
dai tempi di RTT .
Figura 3.29: Stima del jitter sul trasferimento di banda di un doppio ﬂusso in TCP Hybla
Hybla presenta delle ottime performance su reti in cui ci sono valori medio-alti di latenze e
quindi si presta bene su WiMAX. La sua stabilità gli conferisce anche delle buone proprietà di
convergenza, che lo rendono molto eﬃciente su un canale tipicamente aitto da costanti perdite
di informazioni. I valori di jitter bassi e temporalmente estesi ci fanno concludere che la sua
stabilità è molto interessante.
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3.3.8 TCP Illinois
Il protocollo Illinois nasce come strumento di controllo congestione applicato alle reti veloci che
hanno notevoli distanze tra gli end point; WiMAX si potrebbe classiﬁcare come una rete di
questo tipo, infatti i due punti della connessione possono raggiungere anche 50 km di distanza;
certamente non è possibile pensare che questa sia una rete molto veloce come potrebbe essere
un backbone in ﬁbra ottica su cui viaggiano dati alla velocità del Gbit/sec. Anche il protocollo
Illinois è di tipo loss-based ed utilizza le perdite dei pacchetti come stima della congestione
e come modiﬁca di controllo del ﬂusso sul canale trasmissivo. Con buona probabilità proprio
questa sua caratteristica lo rende uno dei migliori algoritmi, dove le perdite di pacchetti sono
praticamente nulle, mentre lo penalizza sui link wireless e lo costringe a continue modiﬁche del
ﬂusso di dati immesso, come evidenziato nei graﬁci delle nostre prove. La stima dei RTT non è
l'unico strumento che viene utilizzato dal protocollo per accorgersi di una congestione, poiché si
serve anche di un calcolo dei ritardi di coda molto utile a deﬁnire la dimensione della CongWin.
Figura 3.30: Larghezza di banda di un singolo ﬂusso in TCP Illinois
Illinois utilizza due parametri come quasi tutti gli altri protocolli, un valore α per incrementare
la ﬁnestra di congestione ad ogni ACK, ed un valore β per decrementarla ogni volta che si riceve
un messaggio che indica un evento di perdita. A diﬀerenza di TCP classico, questi due valori
non sono costanti ma dinamici e sono governati da due funzioni, come abbiamo descritto nel
paragrafo 2.8.
Iniziamo la nostra analisi dalla stima di banda utilizzata a singolo ﬂusso in 3600 secondi. La
Figura 3.30 mostra come l'algoritmo sia uno dei più rapidi a raggiungere il valore massimo utiliz-
zabile, grazie alla sua funzione di slow start che lavora in modalità decisamente greedy. Proprio
nelle prime fasi dell'esperimento ci accorgiamo che la parte concava della funzione dell'algoritmo
CAIMD porta a regime il tasso di immissione, tipicamente come avverrebbe in una rete dati
molto veloce. Questa crescita si interrompe in un periodo breve e la rapidità con cui il protocollo
abbatte le sue prestazioni è molto interessante.
Figura 3.31: Stima del jitter sulla larghezza di banda di un singolo ﬂusso in TCP Illinois
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La funzione che governa il parametro di riduzione, β, lavora anche in questo caso in modalità
assolutamente greedy senza curarsi delle performance raggiunte in precedenza. Si nota anche in
questo caso un comportamento tipico delle reti veloci dove, quando si veriﬁca una congestione
ridurre drasticamente il tasso di immissione è più utile che abbassarlo gradualmente per evitare
di avere troppe informazioni perse da dover gestire e quindi un guadagno di traﬃco molto più
lento. Il protocollo recupera le sue funzionalità molto rapidamente e questo lo si vede dalla
sua nuova fase di slow start, intorno ai 350 secondi. Per tutta la durata della prova si notano
continuamente queste variazioni che con buona probabilità sono deﬁnite anche dal valore di
RcvWin, che insieme a CongWin, pone un limite al tasso di dati che può essere immesso nella
rete. A metà della prova circa, l'algoritmo riesce a trovare una stabilità che lo porta ad utilizzare
un valore di banda pari al 30% di quella disponibile.
La Figura 3.31, relativa al jitter di banda ad un ﬂusso, non fa altro che confermare questa
situazione in cui le oscillazioni sono ridotte e abbastanza costanti solo verso la ﬁne della prova.
Uno dei problemi che riscontriamo è che trovata una situazione di convergenza, l'algoritmo non
tenti di sondare il terreno per controllare se esista la possibilità di inviare ulteriori dati sul canale;
anche questo comportamento è tipico delle reti veloci e ci mostra come probabilmente in queste
topologie, la stabilità venga raggiunta supponendo di lavorare alla totale saturazione della banda
disponibile.
Analizziamo quello che succede al trasferimento di banda e al suo bilanciamento nella prova
a doppio ﬂusso. Nella Figura 3.32 si possono osservare queste due grandezze espresse in per-
centuale. Anche in questo caso notiamo la debolezza del protocollo sulle reti WiMAX; sono
molto signiﬁcative le ampie oscillazioni anche di 20 punti percentuali nel bilanciamento, a signiﬁ-
care una gestitone non molto equa tra i ﬂussi, probabilmente legata alla fase in cui il protocollo
continua a reagire alle congestioni, per impostare correttamente i valori di controllo α e β. Il
trasferimento di banda non supera valori del 70% rispetto al valore massimo, ed anche in questo
caso si nota come nella fase di slow start l'attestazione sul valore raggiunto sia molto rapida.
Figura 3.32: Trasferimento e bilanciamento di banda di un doppio ﬂusso in TCP Illinois
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Analizzando i dati in Figura 3.29, relativi al jitter sul trasferimento di banda, ci accorgiamo
che il valore delle oscillazioni è mediamente di circa il 20%. Solo durante una fase iniziale ed una
fase che va dai 1500 secondi ai 2000 secondi, la gestione della CongWin sembra per entrambi
i ﬂussi ottimizzarsi ed in eﬀetti si vede un interessante abbassamento dei valori di jitter che
non è comunque suﬃciente a garantire convergenza e stabilità al protocollo. I dati ottenuti sul
bilanciamento, inoltre, non fanno pensare ad una buona gestione della proprietà di fairness anche
se indicata come punto di forza nella letteratura.
Figura 3.33: Stima del jitter sul trasferimento di banda di un doppio ﬂusso in TCP Illinois
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3.3.9 TCP Veno
Occupiamoci ora di TCP Veno che, come avremo modo di vedere, rappresenta un'altra valida
alternativa su rete WiMAX. Come già discusso nel paragrafo 2.9 il protocollo unisce una serie
di caratteristiche di altre due soluzioni per il controllo di congestione, ovvero TCP Vegas e lo
standard Reno e si trasforma in uno dei protocolli più performanti sui link wireless. Attraverso un
metodo molto intelligente, Veno cerca di stimare le perdite di pacchetti che avvengono in modo
del tutto randomico da quelli che eﬀettivamente vengono smarriti per congestioni. Il risultato
di queste operazioni sulla rete WiMAX sono davvero di grande impatto con un raggiungimento
delle performance davvero interessante, come di fatto descritto nella stima della larghezza di
banda a singolo ﬂusso di Figura 3.34.
Figura 3.34: Larghezza di banda di un singolo ﬂusso in TCP Veno
In circa 200 secondi il protocollo raggiunge una potenza trasmissiva pari al 100% sul valore
di banda disponibile. Durante tutto l'esperimento si nota come l'algoritmo continui a stimare
proattivamente il tasso di invio corrente con quello atteso. Anche se le oscillazioni frequenti lo
portano a ridimensionare spesso la banda consumata e di conseguenza la ﬁnestra di congestione,
come si può vedere dalla Figura 3.35, i valori di picco molto alti e vicini nell'arco temporale (ad
esempio si vede bene questo fenomeno tra 500 e 1000 secondi) assicurano un livello di prestazioni
interessante. Il fatto che la banda non si riduca mai al di sotto del 90% di utilizzo ci fa capire che
quasi tutti i segnali che sopraggiungono dalla rete rappresentano probabilmente perdite casuali
dovute al canale wireless e non a forti congestioni.
Figura 3.35: Stima del jitter sulla larghezza di banda di un singolo ﬂusso in TCP Veno
Anche a fronte di problemi notevoli, come ad esempio succede intorno ai 1000, secondi in
Figura 3.34, dove per ben due volte si scende sotto il valore di riferimento di banda raggiunto, il
protocollo reagisce in maniera pronta ed eﬃcace riportandosi immediatamente al valore di banda
guadagnato in precedenza. Il livello di convergenza è altissimo e lo si osserva per tutta la durata
della prova. Nella fase iniziale durante il primo slow start il protocollo raggiunge il suo valore di
trasferimento con una funzione molto simile a quella suggerita da Reno.
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Ancora, a seguito di una congestione, sempre ad esempio prima dei 500 secondi, l'incre-
mento additivo non riporta la ﬁnestra immediatamente al valore precedente ma lo fa attraverso
un procedimento graduale (solitamente ogni 2RTT ), in modo da evitare possibili sovraccarichi
nei buﬀer degli apparati di rete e smaltendo cosi una possibile situazione di congestione molto
rapidamente; questo comportamento si nota ad esempio anche intorno ai 2000 secondi.
Analizzando quello che succede nell'esperimento condotto per il doppio ﬂusso TCP, notiamo
una cosa molto interessante; il trasferimento della banda non supera mail il 50% di quella disponi-
bile ma presenta una stabilità ed una convergenza senza confronti a discapito del bilanciamento
che come vediamo invece riporta costanti sbalzi di 50 punti percentuali e tuttavia continua ad
attestarsi intorno al 100% ogni volta che la curva risale. Questa situazione ci mostra che per
mantenere una stabilità nel trasferimento di banda l'algoritmo Veno favorisce in modo alternato
prima un ﬂusso e poi l'altro, garantendo, quindi nel tempo, una equità simile a quella di un
algoritmo di scheduling che assegna indicativamente gli stessi tempi di lavoro a jobs diversi.
Figura 3.36: Trasferimento e bilanciamento di banda di un doppio ﬂusso in TCP Veno
Probabilmente grazie anche alla stima proattiva sul canale i due ﬂussi guadagnano e perdono
i valori di banda poiché eﬀettivamente valutano gli stessi tempi di RTT e quindi inferiscono lo
stesso valore di ﬁnestra di congestione. La stabilità e la sua convergenza sono senza dubbio, in
questa prova, la migliore soluzione e lo conferma anche la Figura 3.37 relativa al valore di jitter,
praticamente attestato intorno al 10%.
Figura 3.37: Stima del jitter sul trasferimento di banda di un doppio ﬂusso in TCP Veno
Veno si candida ad essere il protocollo di riferimento per il trasporto di dati sensibili a
variazioni di jitter, come audio e video in streaming, sulle reti WiMAX; approfondiremo questa
aﬀermazione a ﬁne capitolo.
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3.3.10 TCP YeAH
YeAH nasce, come discusso nel paragrafo 2.10, per reti in cui sono presenti alti ritardi e si ne-
cessità una politica greedy per controllare l'avanzamento della ﬁnestra di congestione. Abbiamo
dimostrato indicativamente che non esistono paradigmi migliori uno dell'altro su reti BDP e che
un protocollo che funziona discretamente bene per una rete può non essere indicato per un'altra
con diﬀerenti caratteristiche (soprattutto sul livello ﬁsico). Quello che spesso succede è che in
realtà, tutti questi protocolli cercano di fronteggiare nel modo migliore gli eventi di congestione,
quando si veriﬁcano, senza però domandarsi, se non in rarissimi casi, come fare per evitarli.
YeAH con le sue due modalità di lavoro, Fast e Slow, utilizza rispettivamente, una regola greedy
per l'incremento della ﬁnestra, ed operazioni simili a TCP standard per il decremento. Altro
punto di forza è la sua stima continua dei pacchetti che restano presenti nel buﬀer di rete e che gli
permette di modiﬁcare repentinamente il tasso trasmissivo prima che la maggior parte di questi
venga scartata.
Analizzando la Figura 3.38, ed il jitter rispettivo di banda utilizzata, notiamo da subito il
comportamento greedy in fase di aumento del tasso trasmissivo; in pochissimi istanti (meno di
10 secondi) l'algoritmo si porta ad un valore pari al 65% della disponibilità e durante l'intera
prova lo mantiene dimostrando una buona capacità di convergenza e stabilità.
Figura 3.38: Larghezza di banda di un singolo ﬂusso in TCP YeAH
Se osserviamo meglio anche l'andamento del valore del jitter ci accorgiamo che le oscillazioni
tendono a salire per poi ritornare a valori prossimi allo zero. Questa evoluzione descrive come
l'algoritmo YeAH, grazie alla sua stima di controllo congestione e probabilmente grazie al suo
comportamento greedy nella gestione della ﬁnestra, riesca a ripristinare immediatamente il val-
ore di prestazione guadagnato in precedenza. L'algoritmo risulta essere molto interessante per
trasferimenti di dati sensibili e questo lo dimostra la reazione alla congestione che avviene intorno
ai 2500 secondi; si noti come il ripristino delle prestazioni precedenti sia davvero rapido.
Figura 3.39: Stima del jitter sulla larghezza di banda di un singolo ﬂusso in TCP YeAH
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Prendiamo le informazioni contenute nella Figura 3.40 e notiamo come il trasferimento rag-
giunga un valore del 60% e si stabilizzi intorno ad esso per quasi tutta la durata della prova a
due ﬂussi, manifestando una repentina discesa prima dei 3000 secondi che indica, molto proba-
bilmente, una situazione di congestione per lo scadere di qualche time out o per un sovraccarico
nei buﬀer di rete. Successivamente si riprende la trasmissione con una fase di slow start e la
stabilità viene garantita nuovamente ﬁno al termine del test.
Il bilanciamento dell'esperimento mostra come la fase Fast sia decisamente greedy e lavori
soprattutto all'inizio della connessione. In questo periodo si cerca di portare entrambi i ﬂussi al
massimo utilizzo della banda, operazione che riesce ﬁno a circa 500 secondi quando si tenta di
raggiungere il 100%; valore che viene prima drasticamente ridotto e poi mantenuto intorno al
40% delle possibilità, non confermando la proprietà di fairness ipotizzata.
Figura 3.40: Trasferimento e bilanciamento di banda di un doppio ﬂusso in TCP YeAH
Anche nell'utilizzo di un doppio ﬂusso il jitter, che possiamo vedere in Figura 3.41 si com-
porta, indicativamente come mostrato per il singolo trasferimento, dove le oscillazioni sono disc-
retamente basse, intorno al 10-15%, e quindi i valori di banda e di conseguenza di ﬁnestra di
congestione tendono a rimanere molto simili tra loro.
YeAH sembrerebbe abbastanza funzionale su WiMAX pur non essendo studiato per fron-
teggiare reti wireless. Il jitter è davvero molto interessante e le oscillazioni sono indicativamente
tutte della stessa ampiezza, il che garantisce una certa stabilità in fase di trasmissione.
Figura 3.41: Stima del jitter sul trasferimento di banda di un doppio ﬂusso in TCP YeAH
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3.4 Confronto su applicazioni reali
Prima di passare alle conclusioni di questo lavoro, vorremmo dedicare quest'ultimo paragrafo alla
realizzazione di una sorta di classiﬁca generale del comportamento degli algoritmi che consideri, le
tipologie classiche di trasferimento dati su protocollo TCP nelle reti a pacchetto. In particolare
saremo interessati a capire quali sono gli algoritmi che meglio si adattano al trasferimento di
dati in saturazione, al trasferimento di dati sensibili in streaming ed all'utilizzo di applicazioni
composite che necessitano di più ﬂussi per il loro funzionamento.
3.4.1 Trasferimento di dati
Quando parliamo di trasferimento bulk o massiccio di dati solitamente facciamo riferimento
a quelle applicazioni che tendono a saturare la banda durante il loro utilizzo. Un esempio
tipico di questo scenario è dato dal protocollo FTP (File Transfer Protocol) che sappiamo essere
decisamente ingordo sul canale. Analizzando i test eseguiti vediamo che gli algoritmi che meglio
riescono in questo compito sono Veno e Westwood seguiti da YeAH, Hybla, H-TCP, CUBIC,
BIC e Reno. Il comportamento peggiore lo troviamo in Low Priority ed Illinois.
3.4.2 Trasferimento in real time
Le trasmissioni di dati audio e video in real time sono diventate, soprattutto in questi ultimi anni,
molto importanti poiché hanno di fatto espanso le funzionalità supportate dalla rete Internet.
Trasferire queste informazioni con ﬂussi come quelli utilizzati nelle prove, in cui non erano previsti
parametri speciﬁci di QoS, non sempre è facile e soprattutto potrebbe portare a risultati non
proprio performanti. Un protocollo che soddisfa questo tipo di trasmissione deve garantire che le
sue oscillazioni, nella stabilità, e la sua convergenza siano uniformi. Analizzando, essenzialmente,
i graﬁci del jitter di banda consumata possiamo dire che i risultati migliori arrivano con YeAH,
Veno ed Hybla seguiti da Westwood ed Illinois. Le performance peggiori spettano a tutti quei
protocolli che per un problema o per un altro sono costretti a modiﬁcare costantemente ed in
modo sostanziale il loro tasso di invio, come Low Priority, H-TCP, Reno, CUBIC e BIC.
3.4.3 Trasferimento composito
Quando parliamo di trasferimento composito solitamente ci riferiamo ad applicazioni che gestis-
cono più di un ﬂusso. In questo tipo di trasmissioni è importante che non ci sia uno sbilancia-
mento troppo accentuato, cosi da permettere l'utilizzo della stessa quantità di banda ad entrambi
i concorrenti e soddisfare i requisiti di progetto dell'algoritmo TCP. La proprietà che abbiamo
indicato con la parola fairness è osservabile dai graﬁci che riportano la curva relativa al bilan-
ciamento di banda. In questo caso le performance migliori sono state raggiunte da Westwood
ed Hybla seguiti da Veno, YeAH, Low Priority e H-TCP. I protocolli che si dimostrano unfair,
quasi completamente sono Reno, Illinois, CUBIC e BIC.
Per concludere possiamo dire che, prevedibilmente i protocolli progettati per rispondere bene
a reti wireless sono quelli che hanno mostrato i migliori risultati e sono Westwood e Veno. Alcuni
protocolli destinati a reti per alti valori BDP si sono distinti per la qualità di adattamento delle
loro strutture su canali non indicati come preferiti dalle loro speciﬁche; Hybla e YeAH ne sono
un esempio. Gli altri algoritmi hanno mostrato un limite inatteso evidentemente dovuto in parte
alla loro età ed in parte alla progettazione non indicata per fronteggiare link instabili come quello
WiMAX.
Capitolo 4
Conclusioni
Giunti al termine di questo lavoro, ci sembra opportuno fare delle osservazioni su quello che
abbiamo studiato e sui punti lasciati in sospeso.
Siamo convinti che tutte le prove realizzate abbiano mostrato, sebbene con qualche limite,
l'eﬀettivo comportamento del controllo di congestione del protocollo TCP e la sua stabilità su
rete WiMAX. Le evidenti discrepanze, tra i vari algoritmi presentati, in realtà sono state di fatto
una sorpresa continua; ci si aspettava di veriﬁcare prestazioni migliori per i protocolli studiati
per funzionare ad-hoc su reti wireless, ma non ci si aspettava che le curve graﬁcate fossero in
molti casi cosi distanti l'una dell'altra. Questo discorso mostra ancora una volta che non esiste
un paradigma migliore di un altro su una rete con valori di BDP alti, e che in ogni caso possibili
implementazioni e ottimizzazioni future, sulla base di TCP standard, possono essere ancora fatte.
Quello che è emerso dallo studio degli algoritmi è che quelli in grado di stimare proattivamente
una situazione di congestione siano leggermente favoriti rispetto a quelli che non riescano in
questa impresa e che utilizzino sostanzialmente solo i segnali che sopraggiungono dalla rete.
Inoltre, possiamo dire che, alcune soluzioni come quella implementata da Veno sulla stima dei
pacchetti persi per fattori randomici, potrebbe addirittura diventare di performance superiori
se congiunta, ad esempio, alla prevenzione di congestione oﬀerta da YeAH. Con questo lavoro
abbiamo voluto dimostrare che cambiando il livello ﬁsico del mezzo, il protocollo di trasporto TCP
non può essere riscritto da capo, ma deve adattarsi e prevenire il collasso sulla rete, semplicemente
utilizzando gli strumenti che gli sono stati forniti negli anni 80.
Le nostre analisi tuttavia, come discusso ﬁno ad ora, hanno ricoperto solo una piccola parte
di ciò che si può sperimentare su una rete di questo tipo. Molti sono i punti lasciati in sospeso e
le prove che non sono state realizzate; anche perchè ci piace pensare a questa tesi come un lavoro
che resterà in continua evoluzione. Tra gli aspetti che abbiamo tralasciato e che sicuramente
sarebbero stati di grande impatto c'è quello della mobilità e dell'handover dei dispositivi al cambio
di cella di connessione; sicuramente questo scenario avrebbe mostrato non solo la capacità della
rete di reagire nel trasferimento del dispositivo mobile, di fatto come già avviene per i sistemi
di telefonia, ma avrebbe mostrato anche la capacità nel dirottare gradualmente una connessione
dati Internet di qualche Mbit/sec da una cella all'altra senza abbattere troppo le prestazioni.
Alcuni algoritmi più o meno interessanti sono stati volutamente lasciati da parte e di questi
alcune implementazioni avrebbero mostrato discrete performance su rete WiMAX.
Anche se in letteratura non è stato trovato molto, quasi sicuramente sono stati fatti test in
laboratorio e simulazioni software in grado di spiegare le prestazioni che tutti si attendono dal
protocollo IEEE 802.16. Ci piace pensare che il nostro lavoro continui su basi sperimentali reali
e che possa in qualche modo dotarsi di strumentazione più soﬁsticata per rendere misure e con-
dizioni di trasferimento monitorabili al meglio. Nella nostra continua ricerca di una situazione
applicativa reale abbiamo volutamente tralasciato ﬂussi di dati che simulassero il traﬃco di in-
ternet poiché particolarmente diﬃcile da realizzare se non attraverso stime statistiche complesse.
Anche il traﬃco in back to back è stato volutamente lasciato da parte, poiché tipico solo di certi
scenari.
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La metrica di misura utilizzata per i tempi di trasferimento è stata sempre computata con gli
RTT ; sarebbe interessante vedere il comportamento di questi algoritmi in condizioni di sincronia
tra le parti (One Way Delay), ma come abbiamo detto si tratta di una situazione ideale o utile
in determinati contesti non generalizzabili.
Le varie proprietà analizzate sono state una discreta stima di quello che eﬀettivamente non
era prevedibile; lo dimostrano ad esempio i dati raccolti per i tempi di round trip essenzialmente
ben computati se paragonati alle tabelle dei ritardi. La proprietà di fairness, se pur diﬃcile
da valutare oggettivamente ed in modo preciso, ci ha comunque fornito una buona impressione
dell'utilizzo di banda totale sul canale da parte dei ﬂussi TCP concorrenti.
Crediamo di poter aﬀermare, con buona certezza, che simili lavori comparativi cosi articolati
non sono ancora stati presentati in letteratura su reti IEEE 802.16 e che quindi il testo che avete
tra le mani rappresenta un'opera pionieristica in questo campo sperimentale.
Siamo convinti che grazie alla tecnologia WiMAX si apriranno nuovi campi di studi e verranno
sviluppati nuovi servizi da utilizzare nelle già presenti reti mobili metropolitane. Nella nostra
breve trattazione abbiamo visto e ottenuto risultati che ci fanno pensare che eﬀettivamente
l'algoritmo scelto nel controllo di ﬂusso, produca delle performance migliori in base al link su cui
opera.
In quest'ottica di continua ricerca di migliori prestazioni ci chiediamo se non sia eﬀettiva-
mente il caso di poter mettere a disposizione, anche dei general user, la possibilità di cambiare
automaticamente l'algoritmo di controllo congestione in base alla connessione scelta in modo da
rendere il processo trasparente ai non addetti ai lavori e permettere, indirettamente, un uso della
rete più attento ed ottimizzato.
Appendice A
Il controllo della congestione in
GNU/Linux
Diamo spazio ad un argomento molto interessante, che descrive la struttura del sistema di con-
trollo congestione del sistema operativo Linux1. Ci sembra giusto spendere qualche parola in
merito, poiché l'intera analisi di TCP su protocollo IEEE 802.16 verrà condotta utilizzando
questo ambiente. Al termine di questo appendice sono sicuro che molti troveranno utili consigli
sulle modalità operative e sulla possibilità di modiﬁcare direttamente i parametri del protocollo
di trasporto della vostra Linux Box. Sarebbe davvero pretenzioso aﬀrontare tutti gli argomenti
in poche pagine; per una lettura più approfondita si consiglia [BC05].
La pila di protocollo TCP/IP
Il controllo della congestione in Linux, non solo rispetta le speciﬁche dettate da IETF (Internet
Engineering Task Force), ma aggiunge alcune caratteristiche e funzionalità interessanti, che
lo rendono sicuramente molto stabile ed aﬃdabile. Al contrario di quanto viene fatto negli altri
sistemi operativi, invece di confrontare la ﬁnestra di congestione con la diﬀerenza dei segmenti
trasmessi (SND.TXT ) e del primo segmento che non ha ricevuto un riscontro (SND.UNA), il
mittente TCP Linux controlla quanti pacchetti attualmente sono in viaggio sulla rete ed utilizza
questo valore per rapportarlo alla ﬁnestra di congestione quando deve decidere la quantità di
traﬃco da inviare sul canale di comunicazione. Questa scelta si basa interamente sulle due
equazioni che seguono
 left_out← sacked_out+ lost_out
 in_flight← packets_out− left_out+ retrans_out
dove packets_out è il numero originale di segmenti trasmessi in SND.UNA, sacked_out è il
numero di segmenti a cui viene mandato un riscontro dai blocchi SACK, lost_out è la stima del
numero di segmenti persi all'interno della rete e retrans_out è il numero di segmenti ritrasmessi.
Il modo in cui si determina il parametro lost_out dipende dalla modalità di recupero utilizza-
ta. Se non si utilizza l'informazione SACK, il mittente incrementa sacked_out di una unità per
ogni ACK duplicato in arrivo; comportamento perfettamente in linea con quanto fatto dal più
classico dei protocolli TCP. I contatori utilizzati per tracciare il numero di pacchetti in sospeso,
gli ACK, i pacchetti persi oppure i pacchetti ritrasmessi richiedono una struttura dati in grado di
supportare molte funzionalità. Generalmente sul lato mittente (sender-side) si mantiene lo stato
di ogni pacchetto in una tabella con associati dei punteggi o dei pesi. Gli stati che un pacchetto
può assumere sono i seguenti suspend , transmit , acked , loss e retransmit che non hanno
bisogno di ulteriori spiegazioni. Utilizzando questa informazione di stato si può decidere quali
sono i segmenti che devono essere necessariamente ritrasmessi e come deve essere aggiustato il
contatore per stabilire il valore di in_flight quando si riceve un nuovo riscontro.
1Utilizzeremo in seguito il termine Linux per indicare con precisione il sistema operativo GNU/Linux.
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La tabella a punteggi descritta, gioca un ruolo importante anche quando occorre determinare
se un pacchetto è stato etichettato come perso, erroneamente, sopratutto durante la fase di
riordino della normale trasmissione di rete.
Linux gestisce l'invio di informazioni su protocollo TCP utilizzando una macchina a stati,
che determina quali azioni devono essere intraprese quando arrivano i riscontri delle informazioni
che sono state inviate sulla rete. Gli stati principali sono cinque; vediamo brevemente alcune
caratteristiche poiché maggiori informazioni sono disponibili consultando [KD00].
Open
Si parla di questo stato quando il mittente TCP segue il regolare ﬂusso di esecuzione, nel momento
in cui deve processare i riscontri in arrivo. Quando un ACK giunge, il mittente incrementa la
ﬁnestra di congestione in accordo con la fase di slow start o di controllo della congestione.
Disorder
Quando il mittente identiﬁca degli ACK duplicati oppure degli ACK selettivi (SACK) si sposta
in questo stato. Qui la ﬁnestra di congestione non viene aggiustata o modiﬁcata ed ogni pacchetto
entrante, causa la trasmissione di un nuovo segmento sulla rete. Il mittente TCP, segue il
principio di conservazione dei pacchetti che, come abbiamo visto, aﬀerma che un nuovo pacchetto
non viene inviato ﬁno a che uno vecchio è ancora in circolo sulla rete. In pratica il comportamento
in questo stato è simile alla trasmissione limitata proposta da IETF ed utilizzata per permettere
una maggiore eﬃcienza durante la fase di recupero, utilizzando la ritrasmissione rapida (Fast
Retransmit).
CWR
Il mittente TCP può ricevere una notiﬁca di congestione sia tramite una ECN (Explicit Conges-
tion Notiﬁcation) oppure attraverso un dispositivo locale (come la scheda di rete). Quando si
riceve una informazione di congestione non si riduce la ﬁnestra immediatamente ma di un seg-
mento per ogni successivo ACK ricevuto, ﬁno a che la sua dimensione non è dimezzata. Quando
il mittente è nel processo di riduzione della CongWin e non ha ritrasmissioni sospese, allora
siamo in questo stato, CWR (Congestion Window Reduced), che può essere interrotto da un
ripristino (Recovery) o da una perdita (Loss) deﬁniti di seguito.
Recovery
Al seguito di un arrivo massiccio di ACK duplicati, il mittente ritrasmette il primo segmento non
riscontrato ed entra in questo stato. Di default il valore di soglia per il Recovery è di tre ACK
duplicati; valore raccomandato dalle speciﬁche TCP. Durante questo tempo la dimensione della
ﬁnestra di congestione è ridotta di un segmento per ogni successivo ACK entrante, in modo molto
simile a quanto accade per lo stato CWR. La riduzione di CongWin termina quando il suo valore
è uguale a sshtresh. Il mittente, ritrasmette tutti i segmenti che erano stati segnati come persi
oppure, ritrasmette nuovi dati in accordo con il principio di conservazione già discusso. Si resta
in questo stato ﬁno a che tutti i segmenti in sospeso non vengono riscontrati. Dopo questa fase il
mittente si muove nello stato Open. Un RTO (Retransmission Time Out) potrebbe interrompere
lo stato di Recovery.
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Loss
Quando scade un RTO il mittente entra in questo stato. Tutti i segmenti in sospeso vengono
segnati come persi e la ﬁnestra di congestione, viene ridotta al valore di un segmento (1 MTU). A
partire da questo momento, si incrementa la CongWin utilizzando l'algoritmo di slow start. Una
delle diﬀerenze maggiori, tra lo stato di Loss e quello di Recovery, è che nel primo la ﬁnestra di
congestione è incrementata dopo che il mittente l'ha resettata al valore di un segmento, mentre
nel secondo la ﬁnestra può solo essere ridotta. Quando si è in questo stato nessun altro può
interrompere questa condizione, infatti l'unico modo di uscirci è quello di ricevere tutti gli ACK
dei dati in sospeso. Quando un mittente ha processato un insieme di riscontri in ingresso, in
accordo con lo stato in cui si trova, ne può trasmettere degli altri se vale la disuguaglianza
in_flight < CongWin.
Nel momento in cui si stabilisce una connessione TCP molte delle variabili devono essere
inizializzate con alcuni valori di default, tuttavia per aumentare l'eﬃcienza delle comunicazioni
all'inizio della trasmissione vengono registrati nella cache il valore di treshold della fase di slow
start, la variabile usata per la stima dell'RTO ed un valore che misura la bontà del riordino dei
pacchetti dopo una certa connessione. Se una nuova connessione viene instaurata sullo stesso
indirizzo IP di destinazione e questo è presente nella cache, le stesse variabili possono essere
utilizzate per impostare nuovamente gli stessi valori iniziali; in questa situazione può succedere
che le condizioni di rete tra mittente e destinatario cambino per qualche ragione ed i valori nella
cache possono diventare immediatamente obsoleti ma comunque tollerabili.
Calcolo del tempo di ritrasmissione
Alcune implementazioni del protocollo TCP utilizzano un tempo per la ritrasmissione abbastanza
grossolano, che può arrivare anche ﬁno a 500 ms; tuttavia l'implementazione di Linux si discosta
di qualche parametro rispetto a quello che viene fatto solitamente permettendo un tempo di
RTO minimo di 200 ms. Esistono due problematiche molto comuni quando si parla di timeout di
ritrasmissione; la prima è che quando il tempo di round trip decresce rapidamente la sua varianza
aumenta molto e causa una sovrastima del valore di RTO, il secondo è che la varianza di RTT
può decadere ﬁno a raggiungere un valore molto piccolo, aumentando i valori spuri per RTO
e costringendo il protocollo a ritrasmissioni non necessarie. Il primo problema, solitamente, si
risolve dando un peso minore alle devianze medie misurate (MDEV ) quando l'RTT decresce in
modo signiﬁcativo sotto un certo valore medio. I campioni MDEV vengono pesati dal seguente
scalare 18 , che corrisponde al moltiplicatore utilizzato nell'equazione SRRT ← 78SRTT + 18R.
Il valore che si ottiene delle devianze medie, viene successivamente moltiplicato per 14 , che cor-
risponde a RTTVAR dell'equazione RTTV AR ← 34RTTV AR + 14 |SRRT − R| dell'algoritmo
stadard per l'RTO.
Scegliendo come peso 132 , per il valore corrente di MDEV , si neutralizza l'eﬀetto del cambio
repentino del tempo RTT misurato attraverso le stime di RTO; operando in questo modo si ha
la certezza che l'RTO mantenga un valore ﬁsso quando il tempo RTT decade in maniera molto
rapida. Il comportamento del sistema previene picchi indesiderati e si lavora in modo molto
conservativo. Se il tempo di round trip resta sotto una certa soglia, le stime di RTO iniziano a
decrementare il proprio valore lentamente ﬁno a raggiungere quello minimo. In conclusione, la
procedura calcola il valore di MDEV utilizzando la formula seguente
MDEV ← 1
32
MDEV +
1
32
|SRRT −R|
se R < SRRT e SRRT −R > MDEV , altrimenti
MDEV ← 3
4
MDEV +
1
4
|SRRT −R|
dove R è l'ultimo tempo RTT misurato e SRTT è il tempo medio di RTT .
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Linux non modiﬁca direttamente il valore di RTTV AR, ma modiﬁca prima quelli diMDEV
che di conseguenza utilizza per modiﬁcare RTTV AR, che a sua volta viene utilizzato per calcolare
un valido valore di tempo di ritrasmissione RTO. RTTV AR rappresenta il massimo della stima
di MDEV durante l'ultimo tempo di round trip.
Inoltre, l'implementazione di TCP in Linux supporta anche l'opzione del Timestamp che
permette di avere misure più accurate di RTT anche per i segmenti che vengono ritrasmessi.
Il timer RTO viene resettato ogni volta che sopraggiunge un ACK, ed inoltre viene resettato
anche quando il mittente entra nello stato di Recovery e ritrasmette il primo segmento. Durante
il resto del tempo di Recovery, il RTO non viene modiﬁcato ed un pacchetto viene etichettato
come perso se più di un RTO è passato dal primo tempo di trasmissione del primo segmento.
Questa tecnica permette di ritrasmettere in modo più eﬃciente i vari pacchetti durante il periodo
di Recovery.
Modiﬁca della ﬁnestra di congestione
Poiché le procedure attuali di rete non forniscono informazioni esplicite sulla perdita di pacchetti
al mittente TCP, bisogna fare in modo che si possa capire e tenere traccia di quali segmenti
di informazioni si sono persi durante la comunicazione. Ad esempio, il riordino dei pacchetti è
spesso un problema per chi trasmette informazioni TCP, poiché non è in grado di distinguere
se l'ACK mancante è causato da una perdita oppure da un semplice ritardo. Lo scopo princi-
pale del mittente è quello di evitare che si veriﬁchino modiﬁche alla CongWin non necessarie,
per questo motivo quando si entra nello stato di Recovery o in quello di Loss si memorizza il
vecchio valore di sshtresh prima di cambiarlo. Un segmento che si presenta in ritardo può far
partire un evento di ritrasmissione e per evitare che ciò accada si ricorre a due strategie. La
prima consiste nell'informare il mittente attraverso un Duplicate-SACK (D − SACK) che il
segmento in entrata è stato già ricevuto. Se tutti i segmenti ritrasmessi durante l'ultimo periodo
di tempo di Recovery sono riscontrati da un D− SACK il mittente saprà che questo tempo era
stato invocato in modo errato. Il secondo metodo consiste nell'utilizzare una marca temporale
(Timestamp) inserito nello header dei pacchetti TCP. Quando una ritrasmissione non necessaria
viene identiﬁcata, utilizzando il timestamp, la logica per ripristinare il valore della ﬁnestra di
congestione è molto semplice; se il mittente è nello stato Loss, il segno lost (perso) viene rimosso
da ogni pacchetto nella tabella causando la trasmissione di nuovi dati invece che di ritrasmissioni
di dati vecchi. Inoltre il valore di CongWin viene impostato al massimo corrente e sshtresh
al valore precedentemente memorizzato. Quando sopraggiunge un ACK parziale, per una ri-
trasmissione non necessaria, il mittente non etichetta il prossimo segmento non riscontrato come
perso, ma continua utilizzando i riferimenti che aveva memorizzato nella tabella precedente.
ACK ritardati
Le speciﬁche TCP impongono che chi riceve possa ritardare il riscontro di un pacchetto ﬁno a 500
ms in modo da evitare quello che in gergo si chiama Silly Window Syndrome2. Molte imple-
mentazioni arrivano ad un massimo di 200 ms di ritardo che può tuttavia non essere adeguato se
le condizioni della rete in cui ci si trova cambiano costantemente. Il ricevente, cerca di aggiustare
questo valore per seguire l'andamento delle condizioni di rete in modo da inviare i riscontri dei
pacchetti dinamicamente. Al ﬁne di accelerare i tempi di trasmissione, all'inizio della fase di
slow start, colui che riceve si astiene dal ritardare l'invio di un riscontro per il primo pacchetto
entrante all'inizio della connessione; questa procedura è nota come Quick Acknowledgments
(QA). Il numero di riscontri rapidi inviati dal ricevente è al massimo la metà del numero dei
segmenti ricevuti, ed utilizzando la tecnica QA si può aggirare il problema della Silly Window.
2La silly window syndrome (sindrome da ﬁnestra sciocca, abbreviata con SWS) è un problema legato alla
cattiva implementazione del controllo di ﬂusso a livello TCP. Un processo di scrittura molto lento da parte del
mittente nel buﬀer di trasmissione (o di lettura da parte del ricevente) porta infatti all'invio di segmenti di dati
molto piccoli, aumentando così il rapporto tra header e dati con un conseguente uso ineﬃciente del canale.
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Se il traﬃco è di tipo bidirezionale, chi riceve disabilita il QA per non inviare pacchetti contenti
solo ACK puri quando possono essere trasportati insieme ad altri dati.
Validare la ﬁnestra di congestione
Il mittente può decidere di ridurre la dimensione della sua ﬁnestra di congestione se non viene
completamente utilizzata in un tempo di RTO. Questo schema è molto simile a quello suggerito
da IETF e prende il nome di Congestion Window Validation . Se la CongWin non è comple-
tamente utilizzata, il mittente TCP potrebbe computare una stima non valida delle condizioni
di rete attuali e potrebbe, ad esempio, decidere di ridurre la ﬁnestra per precauzione. Quando la
validazione della ﬁnestra di congestione viene invocata, il mittente la decrementa a metà tra la
dimensione attuale della ﬁnestra utilizzata e la dimensione corrente della ﬁnestra di congestione.
Immediatamente prima, sshtresh viene impostata al massimo del suo valore corrente, ed a 34
della ﬁnestra di congestione.
Explicit Congestion Notiﬁcation (ECN)
Linux implementa anche le Explicit Congestion Notiﬁcation (ECN) che permettono di utilizzare
gli apparati di rete intermedi, in grado di sfruttare questa funzionalità, per riportare una situ-
azione di congestione prima che siano costretti ad eliminare i pacchetti nei buﬀer. Un router
congestionato può segnare un bit nello header del pacchetto IP, che viene consegnato al ricevente
TCP abilitato a ricevere queste informazioni. Giunto a destinazione, si entra nello stato CWR
nel quale si decrementa la ﬁnestra di congestione alla metà del tasso di un segmento per due
ACK entranti. L'ECN è molto funzionale ma deve essere necessariamente implementato negli
apparati di rete intermedi e questo chiaramente non è sempre possibile.
Modalità operative del Kernel Linux
Fino alla versione 2.6.12 del Kernel di Linux (parliamo quindi del giugno 2005) tutti gli algo-
ritmi di controllo congestione erano implementati in un unico ﬁle. Steven Hemminger riscrisse
completamente il codice rendendolo modulare e composto da plug-in, come la maggior parte
delle funzionalità moderne oﬀerte dal sistema operativo del pinguino. Attualmente il controllo
della congestione è implementato in un Linux Kernel Module (LKM), ed è quindi possi-
bile selezionare l'algoritmo preferito semplicemente utilizzando una sysctl oppure utilizzando
direttamente il ﬁle system virtuale procfs , come mostrano gli esempi che seguono:
 modprobe tcp_westwood
 sysctl net.ipv4.tcp_congestion_control=westwood
 echo "westwood" > /proc/sys/net/ipv4/tcp_congestion_control
Ovviamente i controlli TCP sono molto complessi ed ogni modulo, o ﬁle sorgente del kernel,
implementa una funzionalità ben precisa; poiché abbiamo parlato esclusivamente di controllo
della congestione vediamo quali sono i diretti responsabili di questa irrinunciabile proprietà delle
reti che trasportano i dati.
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Per citare direttamente i nomi dei sorgenti e delle funzioni abbiamo:
 tcp_cong.c: Implementazione della architettura a plugin.
 tcp_register_congestion_control: inserisce un nuovo algoritmo nella lista di quelli
disponibili
 tcp_set_congestion_control: cambia il controllo di congestione al socket passato
come argomento
 tcp_reno_cong_avoid, tcp_reno_ssthresh, tcp_reno_min_cwnd: implementazione
di Reno TCP
 tcp_westwood.c, tcp_bic.c, tcp_vegas.c, tcp_hybla.c, tcp_highspeed.c: implemen-
tazione di Westdood, BIC, Vegas, Hybla, H-TCP.
 tcp.h: deﬁnizione della struttura tcp_congestion_ops associata ad ogni algoritmo di
congestione
Nel ﬁle tcp.h, sono deﬁniti gli eventi che vengono catturati durante il funzionamento dell'algo-
ritmo di controllo di congestione. Alcuni dei più conosciuti sono:
 CA_EVENT_LOSS: è attivato quando si rileva una perdita
 CA_EVENT_FAST_ACK: è attivato quando si riceve un ACK in sequenza
 CA_EVENT_SLOW_ACK: è attivato quando si riceve un ACK fuori sequenza
 CA_EVENT_COMPLETE_CWR: la fase di congestion recovery e' terminata
Ovviamente ci sono moltissime altre funzionalità che non abbiamo elencato, sono sicuro che ulteri-
ori informazioni sono disponibili consultando direttamente il codice sorgente e la documentazione
del sistema operativo Linux. 3.
3Tutte le versioni e quella stabile del kernel GNU/Linux sono disponibili all'indirizzo web
http://www.kernel.org/
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Hardware e Software
 PC-GEN
 Modello: Sony Vaio VGN-A115B
 CPU: Intel Centrino, 1.7 GHz
 RAM: 1 GB
 Scheda ethernet: Intel Corporation 82801DB PRO/100 VE
 OS: GNU/Linux 2.6.25
 Traﬃc generator: D-ITG 2.7.0-Beta2, Università degli Studi di Napoli Federico II
Napoli, www.grid.unina.it/software/ITG
 Customer Premise Equipment (CPE)
 Produttore: Huawei Technologies
 Modello: BM635
 Standard WiMAX: IEEE 802.16e-2005 wave 2
 Accesso radio: Time Division Duplex
 Frequenza: 3.4, 3.6 GHz
 Larghezza banda canale: 3.4, 3.6 GHz
 Grandezza FFT: 3.4, 3.6 GHz
 Modulazione: QPSK, 16QAM, 64QAM (DL only)
 Data Rate: 10Mbps DL - 4Mbps UL
 MIMO: MIMO A (STC): 2Rx-1Tx; MIMO B
 Interfacce: 4 x FE ports: RJ45 ; 2 x POTS ports: RJ11
 Potenza trasmettitore: 25dBm@16QAM; 27dBm@QPSK
 Guadagno antenna: 2 x 5dBi
 Sensibilità ricevitore: -95,6 dBi @ QPSK1/2 ; -86,7 dBi @ 16QAM 3/4
 Potenza massima: 18 W max
 Condizioni operative: -10°C to +55°C; 5% to 95% humidity non condensing
Figura B.1: Il CPE Huawei BM635
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 SERVER-GEN
 Modello: IBM e-server
 CPU: 4x Intel Pentium 4 3.20 GHz
 RAM: 1GB
 Scheda Ethernet: Intel Corporation 82541GI Gigabit Ethernet Controller
 OS: GNU/Linux 2.6.25
 Traﬃc generator: D-ITG 2.7.0-Beta2, Università degli Studi di Napoli Federico II
Napoli, www.grid.unina.it/software/IT
 BS
 Nome sito: Milano RAI Corso Sempione
 Latitudine: 45.478694
 Longitudine: 9.1658
 Altitudine (m): 131 slm
 Numero di settori: 3
 Tipo di antenna: SPX310F-2
 Frequenza MHz settori: 3443, 3453, 3463
 Azimut settori: 60°, 180°, 300°
 Tilt: 2° elettr. + 6° Mecc.
 Altezza centro elettrico: 80 m
Appendice C
Dati di simulazione
Riportiamo di seguito le tabelle riassuntive dei dati, prodotte dal generatore di traﬃco D-ITG,
a conclusione di ogni esperimento.
Singolo Doppio
Algoritmo 1 1 2 Totale
RENO 3601,540186 3601,979429 3601,212066 3601,979429
BIC 3603,206769 3602,394236 3601,377493 3602,394236
CUBIC 3601,192973 3602,377224 3601,512635 3602,377224
H-TCP 3602,533067 3602,742776 3603,909230 3603,909230
TCP-LP 3600,846645 3601,162394 3600,773145 3601,162394
WESTWOOD 3601,591721 3602,337986 3602,988262 3603,053512
HYBLA 3600,913657 3601,909442 3600,142683 3601,909442
ILLINOIS 3601,835607 3603,514725 3603,014021 3603,605549
VENO 3601,561390 3601,578034 3601,832803 3601,857466
YEAH 3601,366715 3601,764993 3601,327175 3601,827430
Tabella C.2: Durata totale in secondi dell'esperimento
Singolo Doppio
Algoritmo 1 1 2 Totale
RENO 2723916 504219 1495729 1999948
BIC 1900519 632405 1435444 2067849
CUBIC 2138431 603664 951181 1554845
H-TCP 2138168 239214 254472 493686
TCP-LP 1301936 371411 375245 746656
WESTWOOD 3184140 1482277 1645773 3128050
HYBLA 2115872 1428208 1670375 3098583
ILLINOIS 1414620 728410 1165196 1893606
VENO 3231330 509099 553292 1062391
YEAH 2115872 576376 1555013 2131389
Tabella C.4: Numero di pacchetti trasmessi durante l'esperimento
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Singolo Doppio
Algoritmo 1 1 2 Totale
RENO 0,068586 0,076175 0,045795 0,045795
BIC 0,086132 0,091618 0,149834 0,091618
CUBIC 0,065022 0,125008 0,076609 0,076609
H-TCP 0,047826 0,135616 0,103178 0,103178
TCP-LP 0,061658 0,088802 0,206608 0,088802
WESTWOOD 0,066421 0,072282 0,041317 0,041317
HYBLA 0,065303 0,070189 0,038936 0,038936
ILLINOIS 0,051412 0,069610 0,080296 0,069610
VENO 0,063792 0,090522 0,110733 0,090522
YEAH 0,065288 0,065113 0,074686 0,065113
Tabella C.6: Ritardo minimo di trasferimento in secondi
Singolo Doppio
Algoritmo 1 1 2 Totale
RENO 7,228436 27,364133 2,958964 27,364133
BIC 16,016638 29,821057 5,206203 29,821057
CUBIC 4,354661 25,104116 6,548493 25,104116
H-TCP 9,158348 26,269617 38,925932 38,925932
TCP-LP 9,579620 10,844909 16,774459 16,774459
WESTWOOD 6,041332 13,212832 12,259759 13,212832
HYBLA 3,661890 10,721508 9,166451 10,721508
ILLINOIS 4,425819 19,555240 16,901238 19,555240
VENO 4,706800 8,992942 6,356087 8,992942
YEAH 2,930314 19,296782 4,221004 19,296782
Tabella C.8: Ritardo massimo di trasferimento in secondi
Singolo Doppio
Algoritmo 1 1 2 Totale
RENO 3,287824 12,771182 1,231235 4,140641
BIC 7,567504 8,622254 2,068889 4,073088
CUBIC 2,410278 9,442891 2,541566 5,220985
H-TCP 5,740760 5,877736 5,721426 5,797166
TCP-LP 2,119955 2,663743 2,268945 2,465330
WESTWOOD 3,856460 5,100419 2,514634 3,739950
HYBLA 1,476650 5,943679 1,310077 3,445810
ILLINOIS 2,785550 8,242983 6,835214 7,376738
VENO 3,899476 2,670032 1,746653 2,189137
YEAH 1,639755 8,166483 1,857456 3,563560
Tabella C.10: Ritardo medio di trasferimento in secondi
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Il Jitter medio è un valore calcolato utilizzando il seguente schema: siano S1, . . . , Si le
sequenze sulla sorgente e R1, . . . , Ri le sequenze sulla destinazione allora posso dire che
Di = (Ri − Si)− (Ri−1 − Si−1)
Di = (Ri −Ri−1)− (Si − Si−1)
quindi AvgJitter =
nP
i
|Di|
n .
Singolo Doppio
Algoritmo 1 1 2 Totale
RENO 0,002550 0,014008 0,004325 0,097615
BIC 0,003712 0,011143 0,004547 0,057337
CUBIC 0,003328 0,011716 0,007294 0,074338
H-TCP 0,003191 0,027553 0,026182 0,056364
TCP-LP 0,005036 0,017379 0,016107 0,031091
WESTWOOD 0,002203 0,004757 0,004149 0,044030
HYBLA 0,002678 0,004949 0,003961 0,053060
ILLINOIS 0,004434 0,009733 0,006039 0,034875
VENO 0,002165 0,011840 0,011447 0,029592
YEAH 0,003152 0,012299 0,004109 0,058158
Tabella C.12: Jitter medio dell'esperimento
Il Ritardo in deviazione standard viene calcolato in accordo con l'equazione σ =
√
1
N
∑N
i=1
(
di − dˆ
)2
dove N è il numero di pacchetti considerati, di è il ritardo del pacchetto i e dˆ è il ritardo medio
dei pacchetti.
Singolo Doppio
Algoritmo 1 1 2 Totale
RENO 0,661083 4,036081 0,305550 5,411703
BIC 1,804532 4,620197 0,534977 3,980498
CUBIC 0,292718 3,787036 0,865593 4,163978
H-TCP 2,460471 3,428335 3,827225 3,640246
TCP-LP 1,397379 0,992113 0,970947 1,001185
WESTWOOD 1,354156 1,536770 2,670088 2,556779
HYBLA 0,186730 1,050950 1,851748 2,773508
ILLINOIS 1,038819 3,739132 2,744638 3,237669
VENO 0,792571 0,733272 0,497807 0,774280
YEAH 0,423655 3,684376 0,377349 3,409962
Tabella C.14: Ritardo in deviazione standard espresso in secondi
APPENDICE C. DATI DI SIMULAZIONE 98
Singolo Doppio
Algoritmo 1 1 2 Totale
RENO 1394644992 258160128 765813248 1023973376
BIC 973065728 323791360 734947328 1058738688
CUBIC 1094876672 309075968 487004672 796080640
H-TCP 1094742016 122477568 130289664 252767232
TCP-LP 666591232 190162432 192125440 382287872
WESTWOOD 1630279680 758925824 842635776 1601561600
HYBLA 1083326464 731242496 855232000 1586474496
ILLINOIS 724285440 372945920 596580352 969526272
VENO 1654440960 260658688 283285504 543944192
YEAH 1083326464 295104512 796166656 1091271168
Tabella C.16: Numero totale di byte ricevuti lato mittente
Singolo Doppio
Algoritmo 1 1 2 Totale
RENO 3097,885727 573,373909 1701,234438 2274,245917
BIC 2160,443828 719,058135 1632,591595 2351,188945
CUBIC 2432,253268 686,382239 1081,778067 1767,866919
H-TCP 2431,049477 271,965168 289,218525 561,095668
TCP-LP 1480,965557 422,446780 426,853750 849,254391
WESTWOOD 3621,242620 1685,407259 1870,970905 3556,009578
HYBLA 2406,781317 1624,121889 1900,440233 3523,629945
ILLINOIS 1608,702937 827,960363 1324,625102 2152,347162
VENO 3674,941573 578,987734 629,203007 1208,141515
YEAH 2406,478539 655,466445 1768,607221 2423,816664
Tabella C.18: Valore del bitrate medio in Kbit/s
Singolo Doppio
Algoritmo 1 1 2 Totale
RENO 756,319757 139,983864 415,340439 555,235819
BIC 527,452106 175,551302 398,581932 574,020739
CUBIC 593,811833 167,573789 264,105973 431,608134
H-TCP 593,517939 66,397746 70,609991 136,986247
TCP-LP 361,563857 103,136421 104,212341 207,337498
WESTWOOD 884,092437 411,476382 456,780006 868,166401
HYBLA 587,593095 396,514133 463,974666 860,261217
ILLINOIS 392,749741 202,138761 323,394800 525,475381
VENO 897,202532 141,354427 153,614015 294,956425
YEAH 587,519175 160,025988 431,788872 591,752115
Tabella C.20: Valore del packet rate espresso in p/s
Appendice D
Distribuzione di frequenza degli RTT
Riportiamo di seguito i graﬁci che rappresentano la distribuzione di frequenza, suddivisa in 1000
intervalli, dei tempi di round trip, RTT , per le prove a singolo ed a doppio ﬂusso per ogni
algoritmo di controllo congestione. Per veriﬁcare la bontà dei dati è possibile consultare anche
quanto riportato nell'Appendice C, in cui vengono elencati i ritardi massimi, minimi e medi delle
prove.
TCP Reno
Figura D.1: Distribuzione di frequenza degli RTT di un singolo ﬂusso in TCP Reno
Figura D.2: Distribuzione di frequenza degli RTT di un doppio ﬂusso in TCP Reno
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TCP BIC
Figura D.3: Distribuzione di frequenza degli RTT di un singolo ﬂusso in TCP BIC
Figura D.4: Distribuzione di frequenza degli RTT di un doppio ﬂusso in TCP BIC
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TCP CUBIC
Figura D.5: Distribuzione di frequenza degli RTT di un singolo ﬂusso in TCP CUBIC
Figura D.6: Distribuzione di frequenza degli RTT di un doppio ﬂusso in TCP CUBIC
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H-TCP
Figura D.7: Distribuzione di frequenza degli RTT di un singolo ﬂusso in TCP H-TCP
Figura D.8: Distribuzione di frequenza degli RTT di un doppio ﬂusso in TCP H-TCP
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TCP Low Priority
Figura D.9: Distribuzione di frequenza degli RTT di un singolo ﬂusso in TCP Low Priority
Figura D.10: Distribuzione di frequenza degli RTT di un doppio ﬂusso in TCP Low Priority
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TCP Westwood
Figura D.11: Distribuzione di frequenza degli RTT di un singolo ﬂusso in TCP Westwood
Figura D.12: Distribuzione di frequenza degli RTT di un doppio ﬂusso in TCP Westwood
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TCP Hybla
Figura D.13: Distribuzione di frequenza degli RTT di un singolo ﬂusso in TCP Hybla
Figura D.14: Distribuzione di frequenza degli RTT di un doppio ﬂusso in TCP Hybla
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TCP Illinois
Figura D.15: Distribuzione di frequenza degli RTT di un singolo ﬂusso in TCP Illinois
Figura D.16: Distribuzione di frequenza degli RTT di un doppio ﬂusso in TCP Illinois
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TCP Veno
Figura D.17: Distribuzione di frequenza degli RTT di un singolo ﬂusso in TCP Veno
Figura D.18: Distribuzione di frequenza degli RTT di un doppio ﬂusso in TCP Veno
APPENDICE D. DISTRIBUZIONE DI FREQUENZA DEGLI RTT 108
TCP YeAH
Figura D.19: Distribuzione di frequenza degli RTT di un singolo ﬂusso in TCP YeAH
Figura D.20: Distribuzione di frequenza degli RTT di un doppio ﬂusso in TCP YeAH
Appendice E
Area di copertura
Riportiamo di seguito alcune immagini, allo scopo di incuriosire il lettore, e mostrare eﬀettiva-
mente l'area di copertura del segnale WiMAX e la distanza dalla stazione radio base (BS).
Figura E.1: Area geograﬁca della Base Station di Corso Sempione, Milano
In Figura E.1 si apprezza l'RNP (Radio Network Planning) realizzato per la base station
(segnalino verde) di Milano. Le zone con colore caldo rappresentano quelle con un segnale radio
migliore. In basso a sinistra, dell'immagine, è visibile la posizione del CPE (segnalino blu).
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Figura E.2: Veduta panoramica dal CPE
In Figura E.2 è rappresentata la vista, in Line of Sight (LoS), dal CPE verso la base station
Milano RAI, identiﬁcata dal segnalino verde. Si può, indicativamente, apprezzare la distanza di
3.1Km circa.
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