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The notion of a K2-algebra was recently introduced by Cassidy and
Shelton as a generalization of the notion of a Koszul algebra. The
Yoneda algebra of any connected graded algebra admits a canonical
A∞-algebra structure. This structure is trivial if the algebra is
Koszul. We study the A∞-structure on the Yoneda algebra of a K2-
algebra. For each non-negative integer n we prove the existence
of a K2-algebra B and a canonical A∞-algebra structure on the
Yoneda algebra of B such that the higher multiplications mi
are nonzero for all 3  i  n + 3. We also provide examples
which show that the K2 property is not detected by any obvious
vanishing patterns among higher multiplications.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let N denote the set of non-negative integers. Let K be a ﬁeld. In this paper the term K-algebra
will mean a connected, N-graded, K -algebra. Let A be a K -algebra. The augmentation ideal is A+ =⊕
i1 Ai . The term A-module will mean a graded left A-module. The trivial module is A K = A/A+ . For
A-modules M and N , and for n ∈ Z, an A-linear map f : M → N such that f (Mi) ⊂ Ni+n for all i ∈ N
will be called a degree n homomorphism. The Yoneda algebra of A is the bigraded cohomology algebra
E(A) =⊕ Ep,q(A) =⊕Extp,qA (K , K ) (where p is the cohomology degree and −q is the internal degree
inherited from the grading on A). Let Ep(A) =⊕q E p,q(A).
The notion of a K2-algebra was recently introduced by Cassidy and Shelton in [3] as a generaliza-
tion of Koszul algebras.
Deﬁnition 1.1. Let A be a K -algebra which is ﬁnitely generated in degree 1. We say A is a K2-algebra
if E(A) is generated as an algebra by E1(A) and E2(A).
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by E1(A). This forces a Koszul algebra to be a quadratic algebra. Berger [1] studied a generalization of
the Koszul property for nonquadratic algebras called N-Koszul algebras (N > 2). In [4], Green, Marcos,
Martínez-Villa, and Zhang prove: An algebra A is N-Koszul if and only if:
(1) A has deﬁning relations all of degree N , and
(2) E(A) is generated as an algebra by E1(A) and E2(A).
Hence the class of K2-algebras contains the class of Koszul algebras and the class of N-Koszul algebras
but allows for algebras with relations of different degrees.
Cassidy and Shelton [3] prove the class of K2-algebras is closed under many standard operations
in ring theory: tensor products, regular normal extensions, and graded Ore extensions. The class of
K2-algebras includes Artin–Schelter regular algebras of global dimension 4 on three linear generators
as well as graded complete intersections. Cassidy and Shelton characterize K2-algebras in terms of a
minimal projective resolution of the trivial module. We state their criterion in Section 3.
Another important recent development in ring theory is the use of A∞-algebras (cf. [8,12,13]). The
notion of an A∞-algebra was ﬁrst deﬁned by Stasheff in [17].
Deﬁnition 1.2. An A∞-algebra over a ﬁeld K is a Z-graded vector space E =⊕p∈Z Ep together with
graded K -linear maps
mn : E⊗n → E, n 1
of degree 2− n which satisfy the Stasheff identities
SI(n)
∑
(−1)r+stmu
(
1⊗r ⊗ms ⊗ 1⊗t
)= 0.
where the sum runs over all decompositions n = r + s + t such that r, t  0, s 1, and u = r + 1+ t .
The linear maps mn for n 3 are called higher multiplications. The A∞-structure {mi} on a graded
K -vector space E determines a K -linear map
⊕
mi : T (E)+ → E . This map induces the structure of a
differential coalgebra on T (E) (see [9]).
We note that the identity SI(1) is m1m1 = 0 and the degree of m1 is 1 so m1 is a differential on E .
The identity SI(2) can be written as
m1m2 =m2(m1 ⊗ 1+ 1⊗m1).
Thus the differential m1 is a graded derivation with respect to m2. Hence a differential graded algebra
is an A∞-algebra with mn = 0 for all n  3. The map m2 plays the role of multiplication in an A∞-
algebra, but in general m2 is not associative. However, it is clear from SI(3) that m2 is associative if
m1 or m3 is zero.
An important result in the theory of A∞-algebras is the following theorem due to Kadeišvili.
Theorem 1.3. (See [9].) Let (E, {mEi }) be an A∞-algebra. The cohomology H∗E with respect to mE1 admits an
A∞-algebra structure {mi} such that
(1) m1 = 0 and m2 is induced by mE2 , and
(2) there is a quasi-isomorphism of A∞-algebras H∗E → E lifting the identity of H∗E.
Moreover, this structure is unique up to (non-unique) isomorphism of A∞-algebras.
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phism of A∞-algebras. We will not use these notions in this paper. We call an A∞-algebra structure
on H∗E canonical if it belongs to the A∞-isomorphism class of structures provided by the theorem.
Let A be a K -algebra. We recall that the Yoneda algebra of A, E(A), is the cohomology algebra of
a differential graded algebra (see Section 4). Therefore Kadeišvili’s theorem implies that E(A) admits
a canonical A∞-algebra structure. We remark that E(A) is bigraded. The grading on the maps mn
refers to the cohomological degree. By the construction described in Section 4, we may assume the
internal degree of mn is 0 for all n.
The following theorem was the main motivation for this paper.
Theorem 1.4. Let A be a K -algebra which is ﬁnitely generated in degree 1. Let E(A) be the Yoneda algebra
of A. Then A is a Koszul algebra if and only if every canonical A∞-algebra structure on E(A) has mn = 0 for
all n = 2.
One direction of this theorem is clear. Suppose that A is a Koszul algebra. Then the Yoneda algebra
is concentrated on the diagonal
⊕
Ep,p(A). It follows, purely for degree reasons, that all multiplica-
tions other than m2 are zero.
The converse is implied by work of May and Gugenheim [7] and Stasheff [16]. It can also be proved
using the fact that E(A) is A∞-generated by E1(A). This fact appears in Keller’s paper [11] without
proof. A constructive proof that E(A) is A∞-generated by E1(A) will appear in the ﬁrst author’s PhD
thesis using the ideas contained in Section 4.
The goal of this paper is to provide some partial answers to the following natural questions.
• What restrictions does the K2 condition place on a canonical A∞-structure on the Yoneda alge-
bra?
• Do certain A∞-structures on the Yoneda algebra guarantee the original algebra is K2?
The analogues of these questions for N-Koszul algebras with N  3 were considered by He and Lu
in [8], where they obtain a result similar to Theorem 1.4. They prove an algebra A is N-Koszul if and
only if E(A) is a reduced (2,N) A∞-algebra and is A∞-generated by E1. In a (2,N) A∞-algebra, all
multiplications other than m2 and mN are zero. Their result is aided by the fact that for an N-Koszul
algebra, Ep(A) is concentrated in a single internal degree. The Yoneda algebra of a K2-algebra does
not generally satisfy such a strong purity condition.
Our main results are the following.
Theorem 1.5. For each n ∈ N there exists aK2-algebra B such that
(1) The deﬁning relations of B are quadratic and cubic, and
(2) E(B) has a canonical A∞-algebra structure such that mi is nonzero for all 3 i  n + 3.
This shows, in contrast to the cases of Koszul and N-Koszul algebras, that vanishing of higher
multiplications on the Yoneda algebra of a K2-algebra need not be determined in any obvious way
by the degrees of deﬁning relations. Recently, Green and Marcos [5] deﬁned the notion of 2-d-Koszul
algebras. We remark that the algebra B of Theorem 1.5 is a 2-d-Koszul algebra.
Theorem 1.6. There exist K -algebras A1 and A2 such that
(1) A1 isK2 and A2 is notK2 ,
(2) A1 and A2 have the same Poincaré series, and
(3) E(A1) and E(A2) admit canonical A∞-structures which are not distinguished by mn for n 3.
These examples demonstrate that obvious patterns of vanishing among higher multiplications can-
not detect the K2 property.
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basic facts about a canonical graded K -basis for B . Section 3 is the technical heart of the paper. We
describe a minimal projective resolution of the trivial B-module and prove that B is a K2-algebra.
In Section 4 we prove some general results on using a minimal resolution of the trivial module to
compute A∞-algebra structures on Yoneda algebras. In Section 5 we compute part of an A∞-algebra
structure on E(B) and ﬁnish the proof of Theorem 1.5. Finally in Section 6 we prove Theorem 1.6.
We thank Brad Shelton for several helpful conversations and for reading a preliminary draft of this
paper.
2. The algebra B
We begin this section by deﬁning an algebra B . We exhibit a canonical K -basis for B and use it to
compute left annihilator ideals of certain elements of B .
Let K be a ﬁeld and ﬁx n ∈ N. Let K ∗ denote the set of nonzero elements of K . Let V be a K -
vector space with basis X = {ai,bi, ci}0in . It will be convenient to deﬁne elements bs of V to be 0
for s > n. Likewise we deﬁne ct to be 0 in V for t < 0. Let T (V ) be the tensor algebra on V , graded
by tensor degree. Let R ⊂ V⊗2 ⊕ V⊗3 be the set of tensors
{anbncn, c0a0} ∪ {aibici + ci+1ai+1bi+1,bi+1ci+1ai+1, cici+1,bi+1ai}0i<n.
We deﬁne B to be the K -algebra T (V )/I where I is the ideal of T (V ) generated by R . The ideal I is
homogeneous, so B inherits a grading from T (V ). We have the canonical quotient map πB : T (V ) → B
of graded K -algebras.
The basis X generates a free semigroup 〈X〉 with 1 under the multiplication in T (V ). We call
elements of 〈X〉 pure tensors. Let 〈X〉d denote the set of pure tensors of degree d. We call an element
x ∈ B+ a monomial if π−1B (x) contains a pure tensor.
We need a monomial K -basis for B . Let R ′ ⊂ 〈X〉 be the set
{anbncn, c0a0} ∪ {ci+1ai+1bi+1,bi+1ci+1ai+1, cici+1,bi+1ai}0i<n
and 〈
R ′
〉= {AW B ∣∣ A, B ∈ 〈X〉, W ∈ R ′}.
The following proposition is a straightforward application of Bergman’s Diamond Lemma [2]. We order
pure tensors by degree-lexicographic order with the basis elements ordered ai < bi < ci < ai+1 <
bi+1 < ci+1 for 0 i  n − 1.
Proposition 2.1. The image under πB of 〈X〉− 〈R ′〉, the set of tensors which do not contain any element of R ′ ,
gives a monomial K -basis for B.
Remark 2.2. In Section 5 of [3], Cassidy and Shelton give a simple algorithm for determining if a
monomial algebra is K2. The algorithm can be used to show the algebra T (V )/〈R ′〉 is K2. Proposi-
tion 2.1 implies that R is an essential Gröbner basis for I (see [15]). By Theorem 3.13 in [15], the fact
that T (V )/〈R ′〉 is K2 implies B is K2. Though this method of proving B is K2 is quite easy, we do
not present the details here. A minimal resolution of the trivial module is central to our calculation
of A∞-structure, so we prove that B is K2 using the matrix criterion of Theorem 3.9.
The basis provided by Proposition 2.1 determines a vector space splitting ρB : B → T (V ) such
that T (V ) = ρB(B) ⊕ I by mapping a basis element to its pre-image in 〈X〉 − 〈R ′〉. If x ∈ B , we write
xˆ for the image of x under ρB . If w ∈ T (V ), there exist unique wc ∈ ρB(B) and wr ∈ I such that
w = wc + wr . We call wc the canonical form of w , and if w = wc we say w is in canonical form. We
say w is reducible if it is not in canonical form.
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Proposition 2.3. Let x ∈ B be a nonzero monomial of degree d′ and let w ∈ l.annB(x) be homogeneous of
degree d. If wˆ =∑kt=1 αt wt where the wt ∈ 〈X〉d are distinct and αt ∈ K ∗ , then πB(wt xˆ) = 0 for 1 t  k.
Proof. Let xˆ = x1 · · · xd′ ∈ 〈X〉d′ and wt = wt,1 · · ·wt,d ∈ 〈X〉d . It suﬃces to consider the case where
πB(wt xˆ) is nonzero for every t . Since wˆxˆ ∈ I , wt xˆ is reducible for some t . Reordering if necessary,
there is an index j such that wt xˆ is reducible for 1 t  j and in canonical form for j < t  k.
Fix an index t such that 1  t  j. Since πB(wt xˆ) = 0, Proposition 2.1 implies that wt xˆ must
contain ciaibi for some 1  i  n. Since wˆ and xˆ are in canonical form, either wt,d−1wt,dx1 = ciaibi
or wt,dx1x2 = ciaibi . In the ﬁrst case, deﬁne
yt = αt wt,1 · · ·wt,d−2(ai−1bi−1ci−1)x2 · · · xd′
and in the second case,
yt = αt wt,1 · · ·wt,d−1(ai−1bi−1ci−1)x3 · · · xd′ .
Clearly, αt wt xˆ+ yt ∈ I so z =∑ jt=1 −yt +∑kt= j+1 αt wt xˆ ∈ I . We claim that z is in canonical form, and
for this it suﬃces to check that yt is in canonical form. In the case x1 = bi , Proposition 2.1 implies
yt is reducible only if wt,d−2 = ci−1 or wt,d−2 = bi or x2 = ai−1 or x2 = ci . If x2 = ci , then πB(yt) = 0
which implies πB(wt xˆ) = πB(wt xˆ + yt) = 0, a contradiction. The other three cases all lead to the
contradiction that wˆ or xˆ is reducible. The case x1x2 = aibi is the same as the case x1 = bi , with a
shift in index. We conclude z is in canonical form. Since z ∈ I we know z = 0 in T (V ). We note that
all of the pure tensors appearing in z =∑ jt=1 −yt +∑kt= j+1 αt wt xˆ are distinct. Therefore αt = 0 for
all 1 t  k, which is a contradiction. 
Henceforth, we identify the basis vectors ai , bi , ci with their images in B . The following lemma is
immediate from Proposition 2.3 and the presentation of the algebra.
Lemma 2.4. For 0 i  n, the element bi ∈ B is left regular. For 1 i  n − 1,
l.annB(bici) = Bciai, l.annB(ai) = Bbici + Bbi+1, and
l.annB(ciai) = Bbi + Bci−1.
Furthermore
l.annB(bncn) = Ban, l.annB(cn) = Banbn + Bcn−1, and
l.annB(a0) = l.annB(a0b0) = Bb1 + Bc0.
3. A minimal resolution of B K
In this section we construct a minimal resolution of the trivial B-module B K . We then use a
criterion of Cassidy and Shelton to prove B is a K2-algebra.
For d ∈ Z let B(d) denote the B-module B with grading shifted by d, that is B(d)k = Bk+d . If
d¯ = (d1, . . . ,dr) ∈ Zr we deﬁne
B(d¯) = B(d1,d2, . . . ,dr) = B(d1) ⊕ B(d2) ⊕ · · · ⊕ B(dr).
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r × r′ matrix of homogeneous elements of B such that degmi, j = D j − di , then right multiplication
by M deﬁnes a degree 0 homomorphism f : Q → Q ′ . We denote this homomorphism Q M−→ Q ′ ,
and for convenience refer to both the matrix and the homomorphism it deﬁnes as M . A graded free
resolution
· · · → Qn Mn−→ Qn−1 → ·· · → Q 0
of the B-module N is minimal if im(Mn) ⊆ B+Qn−1 for every n  1. Equivalently, each entry of the
matrix representation of Mn is an element of B+ .
Lemma 3.1. For 1 i  n− 1 the sequence
B(−6,−5)
(
bici
bi+1
)
−−−−→ B(−4) (ai ci+1ai+1 )−−−−−−−−→ B(−3,−2)
(
bici
bi+1
)
−−−−→ B(−1)
of graded free B-modules is exact at B(−4) and B(−3,−2).
Proof. The sequence is clearly a complex. Exactness at B(−4) is clear from Lemma 2.4. To prove
exactness at B(−3,−2), let w , x ∈ B and suppose πB(wˆbici + xˆbi+1) = 0. Let wˆ = w1 + w2 and xˆ =
x1 + x2 where w1, w2, x1, and x2 ∈ T (V ) (all in canonical form) are such that w1bici and x1bi+1 are
in canonical form, and all pure tensors in w2bici and x2bi+1 are reducible.
By Proposition 2.1, w2 = w ′ciai and x2 = x′ci+1ai+1 for some w ′, x′ ∈ T (V ). So πB(w2bici) =
πB(w ′ciaibici) = πB(−w ′ai−1bi−1ci−1ci) = 0. Since x2 is in canonical form, no pure tensor in x′ can
end in bi+1 or ci . Now consider
0 = πB(w1bici + x1bi+1 + x2bi+1) = πB
(
w1bici + x1bi+1 − x′aibici
)
.
Thus z = w1bici + x1bi+1 − x′aibici is in I . Since z is also in canonical form we know z = 0. Therefore
x1bi+1 = x′aibici − w1bici in T (V ) and it follows that x1 = 0.
We have πB(wˆbici − x′aibici) = 0, thus πB(wˆ − x′ai) ∈ l.annB(bici). By Lemma 2.4, w − πB(x′)ai ∈
Bciai , so there exists z ∈ B such that w = zciai + πB(x′)ai . Therefore
(w x) = (zciai + πB(x′)aiπB(x′)ci+1ai+1)= (zci + πB(x′))(ai ci+1ai+1).
This proves exactness at B(−3,−2). 
Lemma 3.2. The periodic complex
· · · B(−6) (bncn)−−−−→ B(−4) (an)−−→ B(−3) (bncn)−−−−→ B(−1)
is a minimal graded free resolution of Ban.
If 1 i  n − 1, the periodic complex
· · · → B(−3t − 4) (ai ci+1ai+1 )−−−−−−−−→ B(−3t − 3,−3t − 2)
(
bici
bi+1
)
−−−−→
· · · → B(−4) (ai ci+1ai+1 )−−−−−−−−→ B(−3,−2)
(
bici
bi+1
)
−−−−→ B(−1)
of free left B-modules is a minimal graded free resolution of Bai .
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Let 1  i  n − 1. By Lemma 2.4, bici and bi+1 generate the left annihilator of ai . Exactness in
higher degrees follows from Lemma 3.1 and a degree shift. 
The complexes of Lemma 3.2 will be direct summands of our minimal resolution of B K . We denote
these complexes by P i• where P i1 = B(−1) for 1  i  n. The other summands of our resolution are
built inductively. The following lemma provides the base cases for induction.
Lemma 3.3.
(1) If w, x ∈ B and wciaibi + xci−1 = 0 for some 1 i  n, then there exist w ′,w ′′, x′ ∈ B such that
w = w ′ + w ′′ci−1 and x = w ′ai−1bi−1 + x′ci−2.
(2) The complexes
B(−4,−3)
(
ciai ai−1bi−1
0 ci−2
)
−−−−−−−−→ B(−2,−2)
(
bi
ci−1
)
−−−−→ B(−1)
are exact at B(−2,−2) for 1 i  n.
(3) The complex
B(−4,−3)
(
cn an−1bn−1
0 cn−2
)
−−−−−−−−→ B(−3,−2)
(
anbn
cn−1
)
−−−−→ B(−1)
is exact at B(−3,−2).
Proof. For (1), we assume w , x ∈ B and wciaibi + xci−1 = 0 for some i, 1  i  n. Since ciaibi =
−ai−1bi−1ci−1, we have
πB(xˆci−1 − wˆai−1bi−1ci−1) = 0.
Let wˆ = w1 + w2 and xˆ = x1 + x2 where w1, w2, x1, and x2 ∈ T (V ) are such that w1ai−1bi−1ci−1 and
x1ci−1 are in canonical form, and all pure tensors in w2ai−1bi−1ci−1 and x2ci−1 are reducible.
By Proposition 2.1, there exist y′ , y′′ , and z′ ∈ T (V ) so that w2 = y′bi + y′′ci−1 and x2 = z′ci−2.
(If i = 1, then z′ = 0.) Therefore we have πB(w2ai−1bi−1ci−1) = 0 and πB(x2ci−1) = 0.
We have πB(x1ci−1 − w1ai−1bi−1ci−1) = 0, and since all terms are in canonical form, x1 =
w1ai−1bi−1. Since biai−1 = 0, we may write x1 = (w1 + y′bi)ai−1bi−1. The result follows by setting
w ′ = πB(w1 + y′bi), w ′′ = πB(y′′), and x′ = πB(z′).
For (2), suppose w, x ∈ B such that wbi + xci−1 = 0. Consider xˆci−1 and notice that no pure tensor
in its canonical form can end in bi . So every pure tensor in wˆbi is reducible. By Proposition 2.1, there
exists w ′ ∈ B such that w = w ′ciai . By (1), there exist w ′′,w ′′′, x′ ∈ B such that
w ′ = w ′′ + w ′′′ci−1 and x = w ′′ai−1bi−1 + x′ci−2.
Now note that x = w ′ai−1bi−1 + (x′ + w ′′′ai−2bi−2)ci−2. The result follows.
For (3), suppose w, x ∈ B such that wanbn + xcn−1 = 0. Part (2) implies wan = w ′cnan and x =
w ′an−1bn−1 + x′cn−2 for some w ′, x′ ∈ B . From the proof of (2), wˆ ′cnan may be assumed to be in
canonical form. Let wˆ = w1 + w2 where w1an is in canonical form and all pure tensors of w2an are
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have πB(w1an − wˆ ′cnan) = 0. Since both terms are in canonical form, w1 = wˆ ′cn . So
w = πB
(
wˆ ′ + y′bn
)
cn and x = πB
(
wˆ ′ + y′bn
)
an−1bn−1 + πB
(
x′
)
cn−2.
The result follows. 
The following lemma is clear by combining Lemma 2.4 with Lemma 3.3(2).
Lemma 3.4. The periodic complex
· · · → B(−3t − 4) (a0b0 c1a1 )−−−−−−−−→ B(−3t − 2,−3t − 2)
( c0
b1
)
−−−−→
· · · → B(−4) (a0b0 c1a1 )−−−−−−−−→ B(−2,−2)
( c0
b1
)
−−−−→ B(−1)
of free left B-modules is a minimal graded free resolution of Ba0 .
We denote the complex of Lemma 3.4 by P0• where P01 = B(−1).
To simplify the exposition from this point, we introduce an operation which we use to inductively
build matrices in our minimal resolution of B K .
If M = (mi, j) is an a × b matrix and N = (ni, j) is a c × d matrix, we deﬁne the star product M  N
to be the (a + c − 1) × (b + d) matrix⎛⎜⎜⎜⎜⎜⎜⎝
m1,1 · · · m1,b
...
... 0
ma,1 · · · ma,b n1,1 · · · n1,d
0
...
...
nc,1 · · · nc,d
⎞⎟⎟⎟⎟⎟⎟⎠ .
We note that this product is associative and we deﬁne
M pj=1 N j = M  N1  · · ·  Np .
For 1  i  n let Γi =
(
aibi
ci−1
)
and let Ti =
(
bi
ci−1
)
. Let Γ0 = (a0b0). It will be convenient to deﬁne
M  Γi = M for i < 0 and ( )  Γi = Γi , where ( ) denotes the empty matrix.
The next lemma is the key to making inductive arguments in later proofs.
Lemma 3.5. Let r1 , r2 , r3 be positive integers and d¯1 ∈ Zr1 , d¯2 ∈ Zr2 , d¯3 ∈ Zr3 . Let d j,k denote the kth compo-
nent of d¯ j . Let i be a positive integer. Let M and N be matrices of homogeneous elements of B such that
B(d¯3)
NΓi−−−−→ B(d¯2) M−→ B(d¯1)
is an exact sequence of degree zero homomorphisms.
(1) If i = 1, then the sequence
B(d¯3)
NΓ1−−−−→ B(d¯2) MΓ0−−−−→ B(d¯1) ⊕ B(d2,r2 + 2)
is exact at B(d¯2).
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B(d¯3)
NΓ2Γ0−−−−−−→ B(d¯2) ⊕ B(d3,r3 + 2) MΓ1−−−−→ B(d¯1) ⊕ B(d3,r3 + 3)
is exact at B(d¯2) ⊕ B(d3,r3 ).
(3) If i > 2, then for all t ∈ Z the sequence
B(d¯3) ⊕ B(t − 2) NΓiΓi−2−−−−−−−→ B(d¯2) ⊕ B(t − 1) MΓi−1−−−−→ B(d¯1) ⊕ B(t)
is exact at B(d¯2) ⊕ B(t − 1).
(4) If i > 2 and
B(d¯3)
NTi−−−−→ B(d¯2) M−→ B(d¯1)
is exact at B(d¯2), then the sequence
B(d¯3) ⊕ B(t − 2) NTiΓi−2−−−−−−−→ B(d¯2) ⊕ B(t − 1) MΓi−1−−−−→ B(d¯1) ⊕ B(t)
is exact at B(d¯2) ⊕ B(t − 1).
Proof. The statements (1) and (2) follow immediately from Lemma 2.4. So we assume i > 2.
For (3), the hypothesis implies that the rows of N ′ = N  Γi 
(
0
1
)
generate the kernel of
(
M
0
)
. To
compute the kernel of M  Γi−1, it suﬃces to determine which elements of the submodule generated
by the rows of N ′ also left annihilate the last column of M  Γi−1.
Since biai−1 = 0, the last two rows of N ′ are the only rows not in the kernel of M  Γi−1. A row
(0 · · ·0 wci−1 x) is in the kernel of M Γi−1 if and only if wci−1ai−1bi−1+xci−2 = 0. By Lemma 3.3(1),
this occurs if and only if (0 · · ·0 wci−1 x) is a B-linear combination of (0 · · ·0 ci−1 ai−2bi−2) and
(0 · · ·0 0 ci−3), which are the last two rows of N Γi Γi−2. Since all other rows of N ′ and N Γi Γi−2
are equal, the proof of (3) is complete.
The proof of (4) is the same as the proof of (3). 
To help keep track of the ranks and degree shifts of free modules which appear in later resolutions
we introduce the following notations. If i, j ∈ Z and i  j, we denote (i, i + 1, . . . , j − 1, j) by [i, j].
If i is even, for j ∈ N, let
d¯i( j) =
{ [−3 j/2,− j], j  i,
[−3 j/2,−3 j/2 + i/2], j > i.
If i is odd, for j ∈ N, let
d¯i( j) =
{ [−3 j/2,− j], j  i,
[−3 j/2,−3 j/2 + i/2], j > i.
Fig. 1 illustrates the combinatorics of the vector d¯i( j).
We need a bit more notation. Let 0 p  n such that n ≡ p (mod 2). Let
Rp = Γn (n−p)/2j=1 Γn−2 j and Up−1 = (cn) (n−p)/2j=0 Γn−2 j−1.
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Lemma 3.6.
(1) If n is even, the eventually periodic sequence
· · · U1−→ B(d¯n+1(n + 2)) R0−→ B(d¯n+1(n + 1)) U1−→ B(d¯n+1(n)) R2−→ · · ·
Un−3−−−→ B(d¯n+1(4)) Rn−2−−−→ B(d¯n+1(3)) Un−1−−−→ B(d¯n+1(2)) Rn−→ B(d¯n+1(1))
is a minimal graded free resolution of Bcn.
(2) If n is odd, the eventually periodic sequence
· · · R1−→ B(d¯n+1(n + 2)) U0−→ B(d¯n+1(n + 1)) R1−→ B(d¯n+1(n)) U2−→ · · ·
Un−3−−−→ B(d¯n+1(4)) Rn−2−−−→ B(d¯n+1(3)) Un−1−−−→ B(d¯n+1(2)) Rn−→ B(d¯n+1(1))
is a minimal graded free resolution of Bcn.
Proof. It is clear that the homomorphisms are degree zero by inspecting the degrees of entries in
Up−1 and Rp . We note that Rn = Γn . Since l.annB(cn) = Banbn + Bcn−1 we see the resolutions have
the correct ﬁrst terms to be minimal resolutions of Bcn .
We will prove (1). If n = 0, the result follows from Lemma 2.3. So we assume n > 0 and n is even.
Exactness at B(d¯n+1(2)) is Lemma 3.3(3). For exactness at B(d¯n+1(3)), we apply Lemma 3.5 with
i = n, M = (cn) and N the empty matrix. Similarly, exactness at B(d¯n+1(4)) follows from exactness at
B(d¯n+1(2)) by applying Lemma 3.5 with i = n − 1, M = Rn , and N = (cn). We remark that exactness
at B(d¯n+1(n + 1)) follows from exactness at B(d¯n+1(n − 1)) by applying Lemma 3.5(2). Exactness at
B(d¯n+1(n + 2)) follows from exactness at B(d¯n+1(n)) by applying Lemma 3.5(1). By induction, we
conclude the sequence in (1) is exact.
The proof of (2) is similar and is omitted. 
The resolution of Lemma 3.6 is the second piece of our resolution of B K . We denote this complex
by C• where C1 = B(−1).
For integers i, p,n such that 1 i  n, 0 p  i, and i ≡ p (mod 2), deﬁne
Si,p−1 = (ciai) (i−p)/2j=0 Γi−2 j−1 and Ti,p = Ti (i−p)/2j=1 Γi−2 j,
where Ti =
(
bi
ci−1
)
.
Lemma 3.7.
(1) If 1 i  n and i is even, then the eventually periodic sequence
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· · · Si,i−3−−−−→ B(−4, d¯i(3)) Ti,i−2−−−−→ B(d¯i(2)) Si,i−1−−−−→ B(−1, d¯i(1))
is a minimal graded free resolution of Bbi + Bci−1 .
(2) If 1 i  n and i is odd, the eventually periodic sequence
· · · Ti,1−→ B(d¯i(i + 1)) Si,0−→ B(−(3i − 1)/2, d¯i(i)) Ti,1−→ B(d¯i(i − 1)) Si,2−→
· · · Si,i−3−−−−→ B(−4, d¯i(3)) Ti,i−2−−−−→ B(d¯i(2)) Si,i−1−−−−→ B(−1, d¯i(1))
is a minimal graded free resolution of Bbi + Bci−1 .
Proof. We will prove (2). The case i = 1 follows immediately from Lemma 3.4. Suppose that i > 2
and i is odd. Lemma 3.3(2) shows the ﬁrst map Si,i−1 is the start of a minimal resolution of
Bbi + Bci−1. Exactness in higher degrees follows by induction and the remark in the paragraph fol-
lowing the proof of Lemma 3.5.
The proof of (1) is similar and is omitted. 
For 1 i  n, we denote the complexes of Lemma 3.7 by Q i• with Q i1 = B(−1,−1). Denote by Q 0•
the complex 0 → B(−1) which is a minimal graded free resolution of Bb0 by Lemma 2.4. We take
Q 01 = B(−1).
Deﬁne the chain complex Q˜ • by
Q˜ • = P0• ⊕ P1• ⊕ · · · ⊕ Pn• ⊕ C• ⊕ Q n• ⊕ · · · ⊕ Q 1• ⊕ Q 0• .
Let M1 = (a0 a1 · · · an cn bn · · · c0 b0)T . Let Md be the matrix of Q˜ d → Q˜ d−1. Denote by Mˆd the
matrix with entries in T (V ) such that (Mˆd)i, j = ρB((Md)i, j).
Theorem 3.8. The complex Q˜ •
M1−→ B is a minimal graded free resolution of the trivial left B-module B K .
Proof. By Lemmas 3.2, 3.4, 3.6, and 3.7, it is enough to check exactness at B and at Q˜ 1. The image of
M1 in B is clearly the augmentation ideal B+ . The complex is exact at Q˜ 1 since the entries of Mˆ2Mˆ1
give the set R of relations of B . 
Next we show the algebra B is a K2-algebra using the criterion established by Cassidy and Shelton
in [3]. Put I ′ = V ⊗ I + I ⊗ V . An element in I is an essential relation if its image is nonzero in I/I ′ .
For each d 2, let Ld be the image of Mˆd modulo the ideal T (V )2. Let Ed be the image of MˆdMˆd−1
modulo I ′ . Finally, let [Ld : Ed] be the matrix obtained by concatenating Ld and Ed .
Theorem 3.9. (See [3].) The algebra B is a K2-algebra if and only if for all d > 2, Q˜ d is a ﬁnitely generated
B-module and the rows of [Ld : Ed] are independent over K .
Theorem 3.10. For any n ∈ N, B is aK2-algebra.
Proof. Let d > 2. It is clear that Q˜ d is ﬁnitely generated. To see that the rows of [Ld : Ed] are inde-
pendent, it suﬃces to check the condition on the blocks of Mˆd and Mˆd−1. The blocks Up and Ti,p
have exactly one linear term in each row and no two are in the same column except for the upper
left corner of Ti,p which is ( bi ci−1 )T and bi, ci−1 are independent over K . So the condition holds for
these blocks.
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independent, so they satisfy the condition. The block (c1a1 a0b0) does not contain a linear term, but
the corresponding block of Ed is the essential relation c1a1b1 + a0b0c0. The blocks (bici bi+1)T have
a linear term in the second row, and the ﬁrst row of the corresponding block of Ed contains the
essential relation biciai .
The blocks Si,p and Rp have one linear term in each row except the ﬁrst, and no two are in
the same column, so it is enough to check that the ﬁrst row of the corresponding block of Ed is
nonzero. A direct calculation shows that respectively the rows contain the essential relations ciaibi +
ai−1bi−1ci−1 and anbncn . 
4. A∞-algebra structures from resolutions
Let A be a K -algebra and let (Q •,d•) be a minimal graded projective resolution of A K by A-
modules with Q 0 = A. For n ∈ Z, a degree n endomorphism of (Q •,d•) is a collection of degree zero
homomorphisms of graded A-modules { f j : Q j → Q j+n | j ∈ Z}. Note that f j = 0 for j < max{0,−n}.
Let U = EndA(Q •) be the differential graded endomorphism algebra of (Q •,d•) with multiplication
given by composition. We denote the maps in U of degree −n by Un for all n ∈ Z. The differential
∂ on U is given on homogeneous elements by ∂( f ) = df − (−1)| f | f d, where | f | denotes the degree
of f . With respect to the endomorphism degree, deg(∂) = 1. We let Bn and Zn respectively denote
the set of coboundaries and the set of cocycles in Un .
Lemma 4.1. Let g ∈ Zn. If im(gn) ⊂ (Q 0)+ , then there exists f ∈ Un−1 with f j = 0 for all j < n such that
∂( f ) = g.
Proof. We deﬁne f inductively. Put f j = 0 for all j < n. Since Q • is a resolution, im(d1) = (Q 0)+ .
Hence im(gn) ⊂ im(d1). By graded projectivity of Qn , there exists a degree zero homomorphism of
graded A-modules fn : Qn → Q 1 such that gn = d1 fn = d1 fn − (−1)n−1 fn−1dn .
Fix j > n and assume that for all k < j, fk is deﬁned and dfk = (−1)n−1 fk−1d + gk . Then
d
[
(−1)n−1 f j−1d + g j
]= (−1)n−1(df j−1d) + dg j
= (−1)n−1((−1)n−1 f j−2d + g j−1)d + dg j
= (−1)n−1g j−1d + dg j
= ∂(g) j
= 0.
Since Q • is a resolution, im((−1)n−1 f j−1d + g j) ⊆ im(d j+1−n). Thus, by graded projectivity of Q j ,
there exists a degree zero homomorphism of graded A-modules f j : Q j → Q j+1−n such that df j =
(−1)n−1 f j−1d + g j .
By induction, there exists f ∈ Un−1 such that ∂( f ) = g . 
The minimality of the resolution implies that HomA(Q •, K ) is equal to its cohomology. We take
H∗(HomA(Q •, K )) = HomA(Q •, K ) as our model for the Yoneda algebra E(A). We abuse notation
slightly and write E(A) = HomA(Q •, K ). It will be convenient to view E(A) as a differential graded
algebra with trivial differential.
Let  : Q 0 → K be the augmentation homomorphism. For every n ∈ Z deﬁne a map φn : Un →
HomnA(Q •, K ) by φn( f ) =  fn . We remark that the map φ =
⊕
n φ
n induces a surjective homomor-
phism Φ : H∗(U ) → E(A). Using Lemma 4.1, it is easy to prove that Φ is also injective.
We compute the structure of an A∞-algebra on E(A) by specifying the data of a strong de-
formation retraction (SDR-data) from U to E(A). More precisely, we choose maps i : E(A) → U ,
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homogeneous K -linear map of degree −1 such that pi = 1E(A) and 1U − ip = ∂G − G∂ .
We deﬁne a family of homogeneous K -linear maps {λ j : U⊗ j → U } j2 with deg(λ j) = 2 − j as
follows. There is no map λ1, but we deﬁne the formal symbol Gλ1 to mean −1U . The map λ2 is the
multiplication on U . For n 3, the map λ j is deﬁned recursively by
λ j = λ2
∑
s+t= j
s,t1
(−1)s+1(Gλs ⊗ Gλt).
The following theorem due to Merkulov provides an A∞-structure on E(A). Merkulov’s theorem
applies to the subcomplex i(E(A)) of U and gives structure maps mj = ipλ j . Since pi = 1E(A) , we may
restate the theorem for E(A) as follows.
Theorem 4.2. (See [14].) Let m1 = 0 and for j  2, let m j = pλ j i. Then (E(A),m1,m2,m3, . . .) is an A∞-
algebra satisfying the conditions of Theorem 1.3.
There are many choices for i and G . We describe a method for deﬁning i and G based on a
minimal projective resolution (Q •,d•) of the trivial module A K . Our G will additionally satisfy the
side conditions G2 = 0, Gi = 0, and pG = 0. As observed in [6], initial SDR-data can always be altered
to satisfy these conditions, but they are corollaries of our construction. We deﬁne p = φ.
Next, we deﬁne the inclusion map i. Assume that a homogeneous A-basis {un} has been ﬁxed for
each Qn and let {μn} be the graded dual basis for En(A).
We choose i : E(A) → U as follows. For n  0 let μ ∈ En(A) be a dual basis vector. By graded
projectivity, there exists a sequence of degree zero A-module homomorphisms {i(μ)k}kn so that the
diagram
Qn+1
· · · i(μ)n+1
Qn
i(μ)n
μ
Q 1 Q 0

k
has commuting squares when n is even and anticommuting squares when n is odd. This ensures that
i(μ) is contained in Zn . We choose the map i(μ)n to be represented by a matrix with scalar entries
in the given A-basis. We extend i to E(A) by K -linearity, and we note that pi = 1E(A) .
For each integer n deﬁne the K -vector space Hn by Hn = i(En(A)) if n 0 and Hn = 0 if n < 0.
Proposition 4.3. For every n ∈ Z, Zn = Bn ⊕ Hn.
Proof. Let n ∈ Z and let g ∈ Bn . Then there exists f ∈ Un−1 such that ∂( f ) = g . The minimality condi-
tion ensures that im(gn) = im(∂( f )n) is contained in A+Q 0 = (Q 0)+ . Thus, gn cannot be represented
by a matrix with nonzero scalar entries. We conclude that Bn ∩ Hn = 0.
Now, let f ∈ Zn . By deﬁnition, ip( f ) ∈ Hn . To prove Zn = Bn ⊕ Hn , it suﬃces to show there exists
g ∈ Un−1 such that ∂(g) = f − ip( f ). This follows from Lemma 4.1. 
Finally, we deﬁne a homogeneous K -linear map G : U → U of degree −1. There will be many
choices of G , but the main properties we want G to satisfy are ∂G|Bn = 1Bn and G(Bn) ∩ Zn−1 = 0.
We start by deﬁning G on the K -linear space Bn . Let b denote a basis element of Bn . The hy-
potheses of Lemma 4.1 hold for the map b so there exists a map f ∈ Un−1 such that ∂( f ) = b. Deﬁne
G(b) = f . Extending by K -linearity, we have the desired G deﬁned on Bn .
For each integer n, let Ln denote the K -vector space G(Bn+1).
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Proof. Let n ∈ Z. First suppose h ∈ Ln ∩ Zn . Then ∂h = 0 and h = G(h′) for some h′ ∈ Bn+1. So h′ =
∂G(h′) = ∂h = 0. Hence h = G(h′) = G(0) = 0.
Now let f ∈ Un . By deﬁnition G∂( f ) ∈ Ln . Furthermore we have ∂( f − G∂( f )) = ∂( f ) − ∂G∂( f ) =
∂( f ) − ∂( f ) = 0. So f − G∂( f ) ∈ Zn . Since f = G∂( f ) + ( f − G∂( f )), we conclude that Un =
Ln ⊕ Zn . 
Proposition 4.3 and Proposition 4.4 allow us to extend G to a K -linear map on all of U by deﬁning
G to be zero on Hn ⊕ Ln . It is straightforward to check that 1U − ip = ∂G +G∂ and the side conditions
hold.
5. A∞-algebra structure on E(B)
We return to the setting of Sections 2 and 3. We wish to compute only a few nonzero multipli-
cations of an A∞-structure on E(B), not the entire structure. Therefore, we deﬁne i explicitly only
on certain linearly independent elements of E(B). Similarly, we explicitly deﬁne G only on certain
elements of U = EndB(Q˜ •). We then apply the results of Section 4 to extend the deﬁnition of i to all
of E(B) and the deﬁnition of G to all of U .
It is standard to identify E1(B) with the K -linear graded dual space V ∗ . For 0  n, we denote
the dual basis vectors of a,b, c ∈ V by α , β , and γ , respectively. We suppress the m2 notation
for products in E(B). For example, we denote m2(β1 ⊗ α0) by β1α0.
The diagrams below deﬁne i : E(B) → U on αn , βα−1, β0, and γ0 · · ·γn . Recall that we have
chosen homogeneous A-bases and given the corresponding matrix representations for the resolution
(Q˜ •,d•). We write ei, j for the standard matrix unit. We include just enough of the endomorphism to
see the general pattern. Finally, to make cleaner statements it will be useful to deﬁne
j =
{
3n
2 + 1 if n is even,
5n+3
2 if n is odd
and k =
{
5n
2 + 2 if n is even,
3n+3
2 if n is odd.
We note that the ( j + 1,k)-entry of Mn+1 is c0 and that this is the lower rightmost position in the
block U1 when n is even. When n is odd, the ( j + 1,k)-entry is the lower rightmost position in R1.
The upper leftmost entry of Up−1 or Rp is always the (n+ 2,2n+ 2)-entry of Md when d 3 is odd.
It is the (2n + 2,n + 2)-entry of Md when d is even.
i(αn) for n > 0 (see Lemma 3.2 and Lemma 3.6):
Q˜ 4
−bne2n+1,n+2· · ·
Q˜ 3
en+1,2n+2
Q˜ 2
−bne2n+1,n+2
Q˜ 1
en+1,1
Q˜ 3 Q˜ 2 Q˜ 1 Q˜ 0
When n = 0, we choose i(a0)t = (−1)t+1e1,2 for all t > 1.
i(βα−1), 1  n (see Lemma 3.4 for  = 1 and Lemma 3.2 for  > 1):
Q˜ 5
ce,+1· · ·
Q˜ 4
e2,2+1
Q˜ 3
ce,+1
Q˜ 2
e2,1
Q˜ 3 Q˜ 2 Q˜ 1 Q˜ 0
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Q˜ 3
0· · ·
Q˜ 2
0
Q˜ 1
e3n+3,1
Q˜ 2 Q˜ 1 Q˜ 0
i(γ0 · · ·γn) (see Lemma 3.6):
Q˜ n+3
0· · ·
Q˜ n+2
(−1)n+1a0ek,3n+3
Q˜ n+1
e j+1,1
Q˜ 2 Q˜ 1 Q˜ 0
We henceforth suppress the inclusion map i. From the deﬁnitions, it is easy to check that
λ2(β1α0 ⊗ β0) = 0 and λ2(βα−1 ⊗ β−1α−2) = 0 for 2    n. It is also easy to see that
λ2(β0 ⊗ γ0 · · ·γn) = (−1)n+1a0ek,1.
Next, we deﬁne values of the homotopy G on certain elements. It is important to observe that the
elements on which we deﬁne G are linearly independent coboundaries in U . Each morphism below is
in a different graded component of U , so linear independence is clear. To check that G is well deﬁned,
it suﬃces to observe that ∂G = 1 on the element in question. Recall that we deﬁne
λ = λ2
∑
s+t=
s,t1
(−1)s+1(Gλs ⊗ Gλt).
First, let Gλ2(β0 ⊗ γ0 · · ·γn) =
Q˜ n+4
(−1)n+1ek,1· · ·
Q˜ n+3
a1e j,2+e j+1,1
Q˜ n+2
(−1)n+1ek,1
Q˜ 3 Q˜ 2 Q˜ 1
Next, since λ2(β1α0 ⊗ β0) = 0, we have
λ3(β1α0 ⊗ β0 ⊗ γ0 · · ·γn) = −λ2
(
β1α0 ⊗ Gλ2(β0 ⊗ γ0 · · ·γn)
)
.
We choose Gλ3(β1α0 ⊗ β0 ⊗ γ0 · · ·γn) =
Q˜ n+5
−e j,2· · ·
Q˜ n+4
(−1)n+1a2ek−1,4
Q˜ n+3
−e j,2
Q˜ 3 Q˜ 2 Q˜ 1
For 2  n, since λ2(βα−1 ⊗ β−1α−2) = 0, we have by induction,
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= −λ2
(
βα−1 ⊗ Gλ+1(β−1α−2 ⊗ · · · ⊗ β1α0 ⊗ β0 ⊗ γ0 · · ·γn)
)
where
Gλ+2(βα−1 ⊗ · · · ⊗ β1α0 ⊗ β0 ⊗ γ0 · · ·γn)
=
Q˜ n++4
X()ex(),+1· · ·
Q˜ n++3
Y ()a+1ey(),2(+1)
Q˜ n++2
X()ex(),+1
Q˜ 3 Q˜ 2 Q˜ 1
The matrix indices are x() = 12 (k + j + (−1)(k − j)) −  2  and y() = x( + 1), and the signs,
which repeat with period 4, are determined by Y () = (−1)̂ 2+1+(−1)n4  and X() = Y ( + 1).
Theorem 5.1. The algebra E(B) admits a canonical A∞-structure for which m j+3 is nonzero for all 0 j  n.
Proof. By Proposition 4.2, mn+3 = pλn+3i. We will show that
mn+3(αn ⊗ βnαn−1 ⊗ · · · ⊗ β1α0 ⊗ β0 ⊗ γ0 · · ·γn) = 0.
Since pG = 0, we have
pλn+3 = pλ2
∑
s+t=n+3
s,t1
(−1)s+1(Gλs ⊗ Gλt)
= pλ2(Gλ1 ⊗ Gλn+2)
= −pλ2(1⊗ Gλn+2).
By the deﬁnitions of G above, we see that
−pλ2
(
αn ⊗ Gλn+2(βnαn−1 ⊗ · · · ⊗ β1α0 ⊗ β0 ⊗ γ0 · · ·γn)
)= (−1)X(n)+1μx(n)2n+2
where μx(n)2n+2 is a graded dual basis element in E2n+2(A). Hence
mn+3(αn ⊗ βnαn−1 ⊗ · · · ⊗ β1α0 ⊗ β0 ⊗ γ0 · · ·γn) = 0.
By choosing a cocycle i(α j), it is straightforward to check that with the above deﬁnitions,
mj+3(α j ⊗ β jα j−1 ⊗ · · · ⊗ β1α0 ⊗ β0 ⊗ γ0 · · ·γn) = 0 for all 0 j  n. 
6. Detecting theK2 condition
In this section we present two monomial K -algebras whose Yoneda algebras admit very similar
canonical A∞-structures. Only one of the algebras is K2. These examples illustrate that the K2 prop-
erty is not detected by any obvious vanishing patterns among higher multiplications.
Let V be the K -vector space spanned by {x, y, z,w}. Let W 1 ⊂ T (V ) be the K -linear subspace
on basis {y2zx, zx2, y2w}. Let W 2 ⊂ T (V ) be the K -linear subspace on basis {y2z, zx2, y2w2}. Let
A1 = T (V )/〈W 1〉 and A2 = T (V )/〈W 2〉. The algebra A2 was studied in [3].
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the trivial module for a monomial K -algebra. Applying the algorithm, we obtain minimal projective
resolutions of A1 K and A2 K of the form
0 → At(−5) M
t
3−→ At(−3,−3,−4) M
t
2−→ At(−1)⊕4 M
t
1−→ At → K → 0
for t ∈ {1,2} where
M13 = M23 = (0 y2 0 )
M12 =
( 0 0 0 y2
zx 0 0 0
y2z 0 0 0
)
M22 =
( 0 0 y2 0
zx 0 0 0
0 0 0 y2w
)
M11 = M21 = ( x y z w )T .
Theorem 3.9 shows that A1 is a K2-algebra and A2 is not, because y2zx is an essential relation in
A1 but not in A2. We note that this implies all Yoneda products on E(A2) are zero.
We make the identiﬁcations E1(A1) = V ∗ = E1(A2), E2(A1) = (W 1)∗ , and E2(A2) = (W 2)∗ . We
choose K -bases for E(A1) and E(A2) as follows. Let X , Y , Z , and W denote the K -linear duals of x,
y, z, and w respectively. Let R11, R
1
2, and R
1
3 be the K -linear duals of the tensors y
2w , zx2, y2zx ∈
W 1, respectively. Let R21, R
2
2, and R
2
3 be the K -linear duals of the tensors y
2z, zx2, y2w2 ∈ W 2,
respectively. For t ∈ {1,2}, let αt be a nonzero vector in E3,5(Bt). We denote the A∞-structure map
on E(At)⊗i by mti .
A standard calculation in the algebra E(A1) determines the Yoneda product m12(R
1
3 ⊗ X) = cα1 for
some c ∈ K ∗ . It is straightforward to check that Yoneda products of all other pairs of our speciﬁed
basis vectors are zero.
We note that, for degree reasons, the only higher multiplications on E = E(At) which could be
nonzero are the following.
mt4:
(
E1
)⊗4 → E2,4, mt3: (E1)⊗3 → E2,3,
mt3: E1 ⊗ E1 ⊗ E2,3 → E3,5, mt3: E1 ⊗ E2,3 ⊗ E1 → E3,5,
mt3: E2,3 ⊗ E1 ⊗ E1 → E3,5.
We recall from the introduction that the A∞-structure {mi} on a graded K -vector space E deter-
mines a K -linear map ⊕mi : T (E)+ → E .
Proposition 6.1. There exists a canonical A∞-structure on E(A1) such that the map ⊕m1i vanishes on all
monomials of T (E(A1))+ except {
Y Y Z X, Z X X, Y YW , Y Y R12, R
1
3X
}
.
There exists a canonical A∞-structure on E(A2) such that the map
⊕
m2i vanishes on all monomials of
T (E(A2))+ except {
Y YWW , Z X X, Y Y Z , Y Y R22, R
2
1X X
}
.
We remark that these canonical structures are not the only canonical A∞-structures on E(A1) and
E(A2). However, it can be shown that the map ⊕mti associated to any other canonical structure on
E(At) is non-vanishing on the vectors listed in the proposition.
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a graded algebra A = T (V )/I such that the restriction of mn to E1(A)⊗n is dual to the natural in-
clusion of degree n essential relations (I/I ′)n ↪→ V⊗n . If we choose such an A∞-structure for E(A1),
the Stasheff identity SI(5) determines the remaining structure on E(A1), giving the ﬁrst part of the
proposition. We prove the proposition for E(A2).
Proof. Let Q • be the minimal projective resolution of A2 K given above, with Q 0 = A2. Let ei, j denote
the (i, j) matrix unit. We deﬁne maps i and G as in Section 4. When deﬁning G , we suppress the
inclusion maps i. We recall that λ2 is multiplication in EndA2 (Q •) and λ3 = λ2(Gλ2 ⊗ 1 − 1 ⊗ Gλ2).
We deﬁne
i(X) =
Q 2
−ze2,1
Q 1
e1,1
Q 1 Q 0
i(Y ) =
Q 1
e2,1
Q 0
i(Z) =
Q 2
−ye1,2
Q 1
e3,1
Q 1 Q 0
i(W ) =
Q 2
−y2e3,4
Q 1
e4,1
Q 1 Q 0
i
(
R21
)=
Q 2
e1,1
Q 0
i
(
R22
)=
Q 3
ye1,2
Q 2
e2,1
Q 1 Q 0
i
(
R23
)=
Q 2
e3,1
Q 0
Gλ2(X X) =
Q 3
e1,1
Q 2
−e2,3
Q 2 Q 1
Gλ2(Y Z) =
Q 2
−e1,2
Q 1
Gλ2
(
Y R22
)=
Q 3
e1,2
Q 1
Gλ2(WW ) =
Q 2
−ye3,2
Q 1
Gλ3(YWW ) =
Q 2
e3,2
Q 1
We recall that mi = pλi . With the deﬁnitions above, it is straightforward to check that m3(Z X X),
m3(Y Y Z), m3(Y Y R22) and m3(R
2
1X X) are nonzero. Recalling that pλ4(Y YWW ) = −pλ2(Y Gλ3(YWW )),
we see that m4(Y YWW ) is nonzero.
It remains to check that all other higher multiplications are zero. This is easily done by inspec-
tion. 
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