Two experiments were carried out to study the role of gender category in evaluations of face distinctiveness. In Experiment 1, participants had to evaluate the distinctiveness and the femininity-masculinity of real or artificial composite faces. The composite faces were created by blending either faces of the same gender (sexed composite faces, approximating the sexed prototypes) or faces of both genders (nonsexed composite faces, approximating the face prototype). The results show that the distinctiveness ratings decreased as the number of blended faces increased. Distinctiveness and gender ratings did not covary for real faces or sexed composite faces, but they did vary for nonsexed composite faces. In Experiment 2, participants were asked to state which of two composite faces, one sexed and one nonsexed, was more distinctive. Sexed composite faces were selected less often. The results are interpreted as indicating that distinctiveness is based on sexed prototypes. Implications for face recognition models are discussed.
In the 1980s, various attempts to understand face recognition processing in humans showed that faces are encoded and retrieved in reference to a prototypical face (e.g., Goldstein & Chance, 1980; Rhodes, Brennan, & Carey, 1987; Valentine & Bruce, 1986a , 1986b . Such a prototype-sometimes called the facial schema or norm-is assumed to be developed through multiple exposures to facial stimuli and to capture the average properties of the face category. Individual faces are thought to be encoded in terms of their deviations from the prototype. This hypothesis has been used successfully to account for many well-documented phenomena in face recognition. For example, Rhodes et al. (1987) accounted for the caricature effect in terms of increased distance from a norm; the caricature of a face is recognized more easily than the real face because caricatures accentuate the facial characteristics that differentiate the face from the norm, that is, the features used to recognize the face. Goldstein and Chance (1980) explained the race and inversion effects by studying the facial schema on which face recognition is based. In the same way, Light, Kayra-Stuart, and Hollander (1979) and Bruce (1986a, 1986b) proposed that distinctiveness results from the distance from a facial prototype; the farther a face is from the prototype, the more distinctive it is. This idea allowed researchers to explain many of the effects reported for typical versus distinctive faces. Notably, distinctive faces are recognized more accurately and faster than typical faces (e.g., Cohen & Carr, 1975; Going & Read, 1974; Light et al., 1979; Shepherd, Gibling, & Ellis, 1991; Valentine & Bruce, 1986a; Winograd, 1981) . Typical faces tend more often to be falsely recognized (Light et al., 1979) . Typical faces are also classified faster as a face (by comparison to scrambled faces) than distinctive ones (Valentine & Bruce, 1986a ).
Valentine's (1991) Face-Space Model
In the early 1990s, Valentine (1991) bridged the gap between these separate models by proposing to account for various effects in the framework of a multidimensional face space. He considered the representation of a face to be a point in a multidimensional Euclidean space. The dimensions of this space are the physiognomic features or facial properties used to encode faces. The origin of the space is defined as the central tendency of the dimensions, with the assumption that the values on the dimension in the population of faces are normally distributed around the central tendency. Thus, the density of faces is higher at the central tendency and decreases as the distance from the central tendency increases. Consequently, typical faces (close to the central tendency) are more common than distinctive ones (Valentine, 1991) . An illustration of this face space with two dimensions is represented on the left side of Figure 1 .
Two theoretical approaches were proposed to model the coding and recognition of a face in the face-space framework. First, faces are encoded in terms of their deviation from a norm or prototype. This prototype is located at the origin of the space, and it is assumed that there is a single prototype for all faces (Valentine, 1991; Valentine & Bruce, 1986a) . Valentine (1991) referred to this approach as a norm-based model. In such an approach, a face is encoded as an n-dimensional vector that originates at the origin. The discrimination of faces relies on a vector similarity measure, with the similarity of faces being a function of vector similarity. The second approach-referred to by Valentine (1991) as an exemplar-based model-is to consider that there is no extracted prototype and that the similarity of faces is a monotonic function of the distance between the faces in the space. The decision process depends on the distance between a face and its nearest neighbors. Norm-based and exemplar-based models can both ac-count for distinctiveness effects and also the effects of caricature, race, and inversion (see Valentine, 1991) . For the distinctiveness effect, Valentine (1991) suggested that because exemplar density is higher at the origin (i.e., in the area of the space where typical faces are), the discrimination of typical faces is more difficult than that of distinctive faces, with the probability of a vector or a neighbor falling close to the face being higher.
Since its proposal by Valentine in 1991, the face-space model has given rise to a number of investigations. One of the goals of these investigations was to verify that the distinctiveness rating really increases with the distance between an individual face's characteristics and the average value of those characteristics in the face population (e.g., Bruce, Burton, & Dench, 1994; Johnston, Milne, Williams, & Hosie, 1997) . Another goal was to compare norm-based and exemplar-based models, with an advantage for this last conception (e.g., Valentine & Endo, 1992 ; but see Levin, 1996) . Attempts were also made to define the dimensions of the face space (for a review, see Valentine, 2001 ). Few studies have looked again at the earlier assumption that there is a single central tendency of higher density.
The Hypothesis of a Single Central Tendency:
Consideration of Gender A key assumption in the initial studies based on the face-space model was that the origin of the space corresponds to the central tendency of all dimensions, where the exemplar density is the highest. This property explains the distinctiveness effect for both norm-based and exemplar-based models, even if the rationale is different (i.e., vector similarity vs. distance between exemplars). The assumption of higher density at the origin presupposes that the values of the dimension in the population of faces are normally distributed around the central tendency for each dimension. If any dimension in the multidimensional space is bimodal, the points plotted in the space will not be grouped around the origin but will be split in two distinct clouds. This point was already underlined for ethnicity (see Chiroro & Valentine, 1995; Valentine & Endo, 1992) . Now, there are reasons to assume that some other dimensions than those coding for ethnicity are bimodal. It is the case for example of the dimensions that differentiate the gender categories. Many differences between female and male faces have been reported in the literature: Female faces have thinner eyebrows, their eyebrows are higher above the eyes, their chin is smaller, and so on (Brown & Perrett, 1993; Campbell, Benson, Wallace, Doesbergh, & Coleman, 1999; Yamaguchi, Hirukawa, & Kanazawa, 1995) . One can assume that if one of the dimensions of the face space represents the value taken on by such physical characteristics, the distribution of the face population will be bimodal, with one mode for each gender. To illustrate this assumption, we measured four facial characteristics thought to differentiate female and male faces (height of eyebrows, nose size, chin length, and eyebrow thickness) on 50 female and 50 male faces using the method designed by Baudouin and Tiberghien (2004) for measuring facial features. The distribution of faces on the height of eyebrows dimension is illustrated in Figure 2a . As Figure 2a shows, the mode of each gender category is different. The result when all faces are considered together is that the face population is not normally distributed around a central tendency but quite bimodal with two "central" tendencies, one for each gender. The existence of a single dimension representing gender (Johnston, Kanazawa, Kato, & Oda, 1997) would give the same result. Figure 2b presents the factorial results for the first factor of a principal-components analysis The face-space model, which is based on Valentine's (1991) description. The face density is the greatest at the origin of the space. A distinctive face is located far away from the origin in a low density area (e.g., the gray face). Right: The face-space model with gender categories taken into account. There are two high density areas, one for each gender category. The origin of the space becomes a lower density area.
performed on the four facial measurements. These results can be considered to code the gender category of the faces (i.e., it corresponds to a composite of the four measurements), and as Figure 2b shows, its distribution is not normal but multimodal. The insertion of this dimension in a multidimensional face space would thus result in various pools of high density areas (see right part of Figure 1 for an illustration).
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The partition of the face space into two high density areas by the gender categories highlighted many problems that were not considered in the current literature (see also Benson, 1995) . This question was generally tackled in studies on the properties of the face space by looking at faces of only one gender. It was nevertheless often suggested (generally implicitly) that the distinctiveness of a face is assessed by comparison to a sexed prototype. In the study by Bruce et al. (1994) , for example, the authors defined the distinctive characteristics of a set of faces by comparing subjective ratings of facial distinctiveness with objective facial measurements. They reported a correlation between distinctiveness ratings and the physical deviation of faces from the average computed from faces-of the same gender. An exception is the study by Johnston, Kanazawa, et al. (1997) , who suggested that both gender and age are dimensions of the face space. However, they were interested in the role of this partition of the face space in a classification task, not in distinctiveness ratings or face recognition.
It is important to consider gender categories because they partition the plot of faces in a similar way as do ethnic categories, with the main exceptions that (a) gender categories are probably closer to each other in the space than ethnic categories and (b) the different categories have probably been seen to more equal extents for gender than for ethnic origin. Many problems have thus been raised regarding the partition of faces in the face space. One of the problems concerns norm-based models: Should it be assumed that there is a single prototype for all faces (Valentine, 1991; Valentine & Bruce, 1986a , 1986b or two prototypes, one for each gender? The assumption of a single prototype, derived from both female and male faces and lying at the origin of the space, implies that most faces are not located around the origin but lie away from it in two main directions on the dimensions that differentiate the gender categories. The prototype, which would have few gender markers, is even atypical if one considers that most faces have gender markers. A consequence of this is that deviations from the prototype (assumed to increase distinctiveness) put the face in a region of high density when the deviations concern features that differentiate the genders. In other words, some deviations from the prototype are more frequent in the population of faces than others, resulting in some distinctive faces that are seen frequently. The assumption of two prototypes raises some other questions, notably the problem of selecting the appropriate prototype. A typical female face can be considered as an atypical male face, so it may be important to compare a face with the prototype of its own gender category. But, do people select the appropriate prototype before performing encoding and recognition processes? Or, is an encoded face compared with both prototypes at the same time?
The hypothesis of a dual comparison raises the question of how the system manages the two sources of information.
The existence of two high density areas is less problematic for exemplar-based models. Given that the decision process depends on the distance between a face and its nearest neighbors, the main consequence of having two high density areas is that the probability of encountering a face of the same gender in the neighborhood is higher than the probability of encountering a face of the opposite gender. A distinctive face will then be a face that deviates from the central tendency of one pool of faces without lying in the pool of faces of the other gender. The existence of two genderdefined areas nevertheless raises some questions. In particular, is gender category taken into account in decision processes-that is, is the face compared with neighbors even when they belong to the opposite gender category? Baudouin and Tiberghien (2002) showed that the assignment of a specific gender to ambiguous faces affected the distractor-comparison process: When a target face was assigned a gender opposite to the gender of the distractors, the latter were rejected faster than when the face was assigned the same gender. Thus, despite strictly equivalent distances for physical properties, the pool of exemplars (or the prototype?) used to encode and/or retrieve a face differed according to the gender attributed to the encoded face. The question raised by this finding concerns whether distinctiveness is assessed by comparison with the population of faces or with the population of same-gender faces.
Thus, there are reasons to question the role of gender category in facial distinctiveness. Notably, a major question is whether distinctiveness is evaluated by comparing an encoded face with a prototype (or a set of exemplars) that shares the same categorical properties (i.e., a prototype of the category) or, on the contrary, with a more global prototype that captures general average properties of the population of faces and thus discards properties that divide the population into distinct categories. The purpose of the present study was to test whether the distinctiveness of a face is assessed by relying on the sexed prototype (or pool of same-gender faces) of the face's gender category or by relying on a face prototype derived from both female and male faces. In Experiment 1, participants were asked to rate the distinctiveness and the gender of faces that were either real female or male faces or composite faces made with increasing numbers of faces (2, 4, 8, 16, 32, and 64) . Increasing the number of faces in the composite face was supposed to put the composite face closer to the average or prototypical properties of the population of faces (Langlois & Roggman, 1990) . Consequently, the distinctiveness of the composite faces should decrease as the number of faces in them increases. Two types of composite faces were used: (a) sexed composite faces, in which only faces of the same gender were mixed in, and (b) nonsexed composite faces, in which an equal number of female and male faces were used. The first kind of composite face was assumed to approximate sexed prototypes, either feminine or masculine. The second kind was assumed to approximate the (nonsexed) face prototype. If distinctiveness is determined by comparison with a sexed prototype, the decrease in distinctiveness with the increase in the number of faces should depend on or be greater for composite faces that approximate a sexed prototype. In Experiment 2, participants were shown pairs of composite faces with one sexed and one nonsexed composite face in each pair, and they were instructed to indicate which of the two faces was more distinctive. If distinctiveness is assessed on the basis of a sexed prototype, composite faces approximating this kind of prototype (i.e., sexed composite faces) should be selected less often. Even if we use the term prototype, these experiments were not designed to decide between norm-based or exemplarbased models but to test properties that have implications for both kinds of approaches.
Experiment 1
Average composite faces were created by blending different individual faces. The number of faces in each average face was increased from 1 to 64, with five intermediate levels (2, 4, 8, 16 , and 32 faces). Two types of average faces were created based on the gender of the faces of which they were composed: (a) Some of the average faces were sexed (i.e., only faces of the same gender were used), and (b) others were nonsexed (i.e., an equal number of faces of each gender were used). Participants were asked first to rate the distinctiveness of the faces and then to categorize and rate them on gender.
Method Participants
Twenty participants (10 women and 10 men) took part in the experiment. They were between 19 and 38 years old (M ϭ 22.1).
Materials
The faces of 32 women and 32 men were used. No a priori selection was done: The faces were drawn from a person database (created by Jean-Yves Baudouin) according to their real sex, and the first 32 female and male faces were selected. The faces were photographed with a Kodak digital camera. The models were face front, with a neutral expression. Each face was put into an oval so that the hairstyle was not visible. The oval was 670 pixels high ϫ 510 pixels wide, which corresponded to a size of about 14.5 ϫ 11 cm on the screen.
Average faces were created using a morphing technique and Morpheus (Version 1.85; Morpheus Software, 1999 -2003 . With this technique, 256 points were put on the main features of a face. The points were then placed in the same locations on another face. The software computed an intermediate level between the locations of the points and created a new face for which points were at an equal distance from the two original points. It also computed an intermediate texture for surfaces delineated by points. The composite face thus had features for which position, size, and texture were at an equal distance from position, size, and texture of the features of the two original photographs. The resulting composite face can therefore be considered as the average of the two original faces.
The 64 faces were divided into 16 sets of 4 faces each (2 female and 2 male). For each set, we generated 4 average faces by blending 2 faces for each. The first 2 average faces were made from the faces of the same gender (i.e., the 2 female faces and the 2 male faces in the set) and corresponded to average sexed faces (female and male, respectively). The other 2 average faces were created with faces of the opposite gender and corresponded to average nonsexed faces (Androgynous Face 1 and Androgynous Face 2). This gave us four groups of 16 averaged faces: In two groups, the faces were sexed (16 female and 16 male), and in the other two, they were nonsexed (Androgynous Face 1 and Androgynous Face 2). In each group, the faces were then averaged two by two, resulting in 8 new averaged faces per group. These 8 averaged faces thus represented the average position, size, and texture of 4 faces each. They were mixed two by two again to obtain 4 average faces that were a blend of 8 original faces, and then 2 average faces that blended 16 original faces. Finally, the two 16-face averages were blended to obtain an average of 32 faces. The 32-face averages obtained from faces of the same gender were then blended to obtain an average face of the 64 original faces. The same procedure was performed with the two 32-face averages obtained from faces of different genders. An illustration of the composite faces is presented in Figure 3 .
With this procedure, we had 64 original faces (32 female and 32 male), 64 average faces from 2 original faces (16 female, 16 male, and 2 ϫ 16 nonsexed), 32 average faces from 4 original faces (8 female, 8 male, and 2 ϫ 8 nonsexed), 16 average faces from 8 original faces (4 female, 4 male, and 2 ϫ 4 nonsexed), 8 average faces from 16 original faces (2 female, 2 male, and 2 ϫ 2 nonsexed), 4 average faces from 32 original faces (1 female, 1 male, and 2 ϫ 1 nonsexed), and 2 average faces from 64 original faces. The 32-face average faces created with the two groups of sexed faces were used as the sexed prototypes. The 2 average faces of 64 (created, respectively, with the 2 sexed 32-face average faces and the 2 nonsexed 32-face average faces) were used as facial prototypes.
Procedure
Participants sat in front of a computer at a distance of about 80 cm. The participants performed two tasks in two distinct sessions.
Distinctiveness rating. After a fixation point, a face was presented in the center of the screen. Participants were told to evaluate its distinctiveness on a scale ranging from 0 (not distinctive at all) to 9 (very distinctive) using the numeric pad of the keyboard. A distinctive face was said to be an atypical, unusual face that should be easy to recognize later. Participants were also told that none of the faces in the experiment were real and that they had been made using computer software. So, they had to disregard any lack of realism in the faces by imagining that they were of actual persons. Each participant performed 190 trials (i.e., all faces), presented in random order. The faces remained on the screen until the participant responded. There was no time limit.
Gender categorization. After the distinctiveness rating task, the 190 faces were presented again to participants. They were instructed to state for each face whether the person was female or male using two keys on the keyboard. After this response, they had to use the numeric pad to rate the femininity or masculinity of the face (depending on their previous response) on a 10-point scale ranging from 0 (very unfeminine or unmasculine) to 9 (very feminine or masculine).
Results

Distinctiveness Ratings
Two analyses were performed. In the first analysis, all faces were included (real faces and 64-face composites). The type of composite face (sexed or nonsexed) was not considered. The purpose of the analysis was to test for the hypothesized decrease in distinctiveness. In the second analysis, the type of composite face was taken into account, but real faces as well as 64-face composites were not considered because they had only one type of face (sexed and nonsexed, respectively). Means and standard deviations are presented in Table 1 .
All faces. We performed a one-factor analysis of variance (ANOVA; number of faces: 1 vs. 2 vs. 4 vs. 8 vs. 16 vs. 32 vs. 64, within subjects) to determine whether distinctiveness really decreased as the number of faces in the composite face increased. The effect of number of faces was significant, F(6, 114) ϭ 40.60, p Ͻ .01. Table 1 indicates that the distinctiveness ratings decreased as the number of faces increased, rapidly for the first step (2 faces) and slower for the other steps. The difference was significant between 1 and 2 faces (6.0 vs. 4.3) , F(1, 19) Same versus different gender. Preliminary analyses indicated no differential effect of gender for sexed composite faces (female vs. male) or of the group of nonsexed composite faces (Androgynous Face 1 or Androgynous Face 2). The data for each type of face were thus averaged within sexed and nonsexed composite faces. We performed a two-factor ANOVA (number of faces: 2 vs. 4 vs. 8 vs. 16 vs. 32; type of faces: sexed vs. nonsexed-both within subjects) to determine whether distinctiveness decreased in a different way for the two in the composite faces. The effect of number of faces was significant, F(4, 76) ϭ 19.55, p Ͻ .01, replicating the effect reported in the previous analysis. So we will not present this analysis. The type-of-faces factor was nonsignificant, F(1, 19) ϭ 1.24, and did not interact with the number of faces, F(4, 76) ϭ 0.70.
Gender Categorization
Two gender indicators were considered: percentage of "female" responses and femininity-masculinity ratings. Femininity- Figure 3 . Illustration of composite faces. Top: A female face is blended with an increasing number of faces, either of the same gender or of both genders, to create a female or androgynous prototypical face. Bottom: The two sexed prototypes (32 faces) and the (androgynous) face prototype (64 faces). Figure 4a illustrates the results. The main effect of type of face was nonsignificant, F(1, 19) ϭ 4.12. The main effect of exemplar was significant, F(1, 19) ϭ 525.50, p Ͻ .01, but it was qualified by a significant interaction between exemplar and type of face, F(1, 19) ϭ 693.65, p Ͻ .01, indicating that the exemplar factor had a significant effect for sexed composite faces (95.2% "female" responses for female composite faces vs. 2.4% for male composite faces), F(1, 19) ϭ 1,658.73, p Ͻ .01, but not for nonsexed composite faces, F(1, 19) ϭ 2.00. The main effect of the number of faces was also significant, F(4, 76) ϭ 3.81, p Ͻ .01, but it was qualified by a significant interaction with the type of face, F(4, 76) ϭ 3.35, p Ͻ .05. This interaction indicated a significant effect of number of faces for nonsexed composite faces, F(4, 76) ϭ 4.07, p Ͻ .01, but not for sexed ones, F(4, 76) ϭ 0.85. Figure 2a indicates that participants had a tendency to respond "male" for nonsexed composite faces when the number of faces was low, but this tendency disappeared when the number of blended faces was increased. The overall interaction was not significant, F(4, 76) ϭ 1.36.
Femininity-masculinity ratings. Figure 4b illustrates the results. The main effect of the type-of-faces factor was nonsignifi- Figure 2b shows that there was a tendency to rate nonsexed composite faces as masculine when few faces were blended. This tendency decreased as the number of faces increased. For male faces, increasing the number of male faces decreased perceived masculinity.
Correlations Between Distinctiveness and Gender Categorization
Two gender categorization indicators were used. The first was an indicator of gender based on "female" responses. The percentages for each face were transformed so that percentages lower than 50% were replaced by the difference between that percentage and 100% (i.e., a face that was labeled as female in 0% of responses was assigned a percentage of 100%). This transformation gave us an indicator of the participants' agreement about gender: A strongly sexed face-either as female or male-had a score close to 100%. On the contrary, an ambiguous face had a score close to 50%. The other indicator was the femininity-masculinity ratings. For each face, we looked at the absolute value of its mean rating. A highly sexed face thus had a high value whereas an ambiguous or androgynous face had a rating close to zero. To test for a potential effect of gender on distinctiveness, Bravais-Pearson correlations were computed between the distinctiveness rating and these two gender categorization indicators. The results are summarized in Table 2 .
As indicated in Table 2 , there was a significant correlation between the distinctiveness ratings and the two gender categorization indicators when all faces were considered together. Faces tended to be more distinctive when gender attributes were more prominent, which led to greater agreement among subjects and higher femininity-masculinity ratings. Nevertheless, when correlations were computed for real faces, sexed composite faces, and nonsexed composite faces, the link between the distinctiveness rating and the gender indicators was no longer significant for either real faces or sexed composites. It was always significant when nonsexed composite faces were considered. Before considering these observations, we examine the distribution of faces in a 2-D space, with distinctiveness and the gender indicators as dimensions. Figure 5 illustrates the distribution of the faces used in the experiment in a 2-D space with distinctiveness and the percentage of "female" responses (see Figure 5a) or the femininitymasculinity rating (see Figure 5b) as dimensions. Distinctiveness, the percentage of "female" responses, and the femininitymasculinity ratings were averaged across participants for each face. If we consider only real faces (crosses in Figure 5 ), two pools of faces emerged along the gender dimensions, one for each gender category. Very few real faces lie between these two pools, and the distinctiveness ratings of these faces were quite high (between 4.1 and 7.6). Increasing the number of same-gender faces (circles in gradations of gray to white) made the distinctiveness ratings decrease, but the percentage of "female" responses and the femininity-masculinity ratings remained relatively constant. By adding more and more faces of the opposite gender (gray to white triangles), distinctiveness, the participants' agreement about gender, and the femininity-masculinity ratings decreased.
Thus, Figure 5 suggests that there are two ways in which distinctiveness can decrease: (a) The face becomes closer to the sexed prototype, or (b) the face becomes closer to the androgynous face prototype. In the first case, the decrease in distinctiveness was independent of the gender indicators. In the second case, it was related to them. The less distinctive a face, the less it will exhibit gender markers. These assumptions are in line with the coefficients of correlation reported in Table 2 : The correlation between distinctiveness and the gender indicators was nonsignificant for sexed composite faces, but it was significant for nonsexed composite ones. This confirms the assumption that the relationship between distinctiveness and gender is dependent on whether the faces were closer to a sexed or nonsexed prototype. It is thus possible to find out whether the distinctiveness of real faces varies according to their closeness to a sexed or nonsexed prototype. One can hypothesize in the first case that distinctiveness and gender characteristics are unrelated, and in the second case that they are significantly related. Figure 5 suggests that there was in fact no relationship between them, which was confirmed by the nonsignificant Bravais-Pearson coefficient of correlation for real faces (see Table  2 ). Thus, the distinctiveness of real faces is independent of their gender characteristics, suggesting that it is determined by comparison to a sexed prototype.
Conclusions
The results of Experiment 1 show that distinctiveness gradually decreased with the number of averaged faces. A floor level was reached at 16 faces, after which increasing the number of faces in the composite did not give rise to an additional decrease in the distinctiveness ratings. Moreover, the gender of the faces that were blended had no effect on the mean distinctiveness ratings. Correlation analyses nevertheless indicated that the distinctiveness ratings of the real faces, unlike the nonsexed composite faces but like the sexed ones, did not covary with gender saliency as indicated by the femininity-masculinity ratings and the participants' agreement about gender category. This observation suggests that the distinctiveness of real faces is assessed by comparison to a sexed prototype.
One limitation of the results of Experiment 1 is that despite some indication of an influence of gender category on distinctiveness rating, no difference in the mean distinctiveness ratings was observed between sexed and nonsexed composite faces. The means in Table 1 suggest that sexed composite faces with 16 or 32 faces were in fact less distinctive than nonsexed ones, but the difference was not statistically significant. A possible explanation is that the measure used in this experiment-a rating scale-was not sensitive enough to allow a potential effect to show up. Real faces were presented together with composite ones in such a way that the variability in their distinctiveness was relatively high. This may have reduced fine discriminations between faces of relatively similar, low distinctiveness, like the sexed and nonsexed composite faces. To further test for a potential difference in distinctiveness for such composite faces with a more sensitive measure, we used a two-choice task. Participants were required to say which of two composite faces-a sexed and a nonsexed one-was the most distinctive. If distinctiveness is based on a nonsexed face prototype, sexed faces should be selected more often as more distinctive. If it is determined by comparison to a sexed prototype, the nonsexed prototypical faces should be selected more often.
Experiment 2
Method Participants
Sixteen new participants (9 women and 7 men) ranging in age from 21 to 28 (M ϭ 23.25) participated in the study.
Materials
We used the 16 average faces that were blends of 8 real faces (4 female, 4 male, 2 ϫ 4 nonsexed), the 8 average faces that were blends of 16 original faces (2 female, 2 male, 2 ϫ 2 nonsexed), and the 4 average faces that were blends of 32 original faces (1 female, 1 male, 2 ϫ 1 nonsexed) from Experiment 1.
Procedure
After a fixation point, a composite face was displayed on the left side of the screen along with another composite face on the right side. The participants were asked to press the left or right arrow on the keyboard, depending on which face they found the most distinctive. They were told that a distinctive face was an atypical, unusual face that would be easy to recognize later. They were also told that none of the faces in the experiment were real and that they had been generated using computer software. So they had to disregard any lack of realism in the faces by imagining that they corresponded to real persons. Every sexed composite face was presented with a nonsexed composite face that blended the same number of faces (i.e., sexed composite faces made from 8 faces were displayed with nonsexed composite faces also made from 8 faces). Each participant saw 84 pairs (4 for 32-face composites, 16 for 16-face composites, and 64 for 8-face composites), presented in random order. The pairs of faces remained on the screen until the participant responded. For each participant, sexed and nonsexed composite faces were displayed equally often on the left and right sides of the screen, with the right-left location of the faces being alternated across participants.
Results
For each composite face, we computed how often (in percentage) it was selected as being more distinctive than the other face in the pair. A two-factor ANOVA (number of faces: 8 vs. 16 vs. 32; type of face: sexed vs. nonsexed) by items (in which case the two factors were between-item factors) and by subjects (the two factors were within-subject factors) was conducted to find out whether distinctiveness is determined from a sexed or a nonsexed prototype. Means and standard deviations are presented in Table 3 .
The main effect of type of face was significant: Nonsexed faces were selected as more distinctive more often than were sexed faces (62.8% vs. 37.2%): by items, F(1, 22) ϭ 104.99, p Ͻ .01; by subjects, F(1, 15) ϭ 6.00, p Ͻ .05. Neither the main effect of the number of faces nor the interaction between the number of faces and the type of face was significant ( ps Ͼ .05).
To further test for the role of gender in distinctiveness evaluations, we computed Bravais-Pearson coefficients of correlation to determine whether the selection rate of each face (e.g., "this face is more distinctive") was correlated with the participants' agreement rate about gender category and with the absolute value of the mean femininity-masculinity ratings obtained for these same faces in Experiment 1. There was a strong and significant negative correlation between the selection rate and both the participants' agreement rate (N ϭ 28, r ϭ Ϫ.82, p Ͻ .01) and the femininitymasculinity ratings (N ϭ 28, r ϭ Ϫ.89, p Ͻ .01). Thus, the more obvious the gender, the less often the face was judged to be more distinctive.
Conclusions
Experiment 2 showed that composite faces made up of samegender faces were less distinctive than composite faces made up of faces of both genders. This finding argues in favor of the idea that distinctiveness is assessed by means of a comparison to a sexed prototype rather than a nonsexed prototype. Correlation analyses further strengthened this conclusion. The composite faces were more often selected as the less distinctive face in the pair when their gender markers were more prominent. In this experiment, the gender markers corresponded to features that were averaged across at least eight faces. So there were probably few atypical sexed features but more probably sexed features that corresponded to prototypical characteristics of each gender category. Thus, faces whose gender markers were more prominent probably tended to be closer to one of the two sexed prototypes. Consequently, the negative covariation between distinctiveness ratings and the gender indicators further indicated that the faces were even less distinctive when they were close to a sexed prototype. 
General Discussion
The results of Experiments 1 and 2 show that gender is a determinant of face distinctiveness. In Experiment 1, the covariation of the distinctiveness ratings and the gender indicators of real faces correspond to the covariation observed when similarity to a sexed rather than a nonsexed prototype was manipulated. In Experiment 2, sexed composite faces were selected as more distinctive less often than were nonsexed ones in a two-choice task, with the selection frequency declining as the faces became closer to the sexed prototype. Considered together, these observations show that distinctiveness ratings correspond to the distance between an individual face and a sexed rather than nonsexed prototype.
Our data do not allow us to decide between a norm-based and an exemplar-based model, but they have implications for both of these types of models. First, they show that gender is a dimension of the face space, at least in an indirect way (i.e., without postulating the explicit or implicit categorization of gender). We have seen that gender categories divide any face space that represents faces of both genders (see Figures 1 and 2 ). This casts doubt on the assumption of a higher density on or around a central tendency and argues in favor of the existence of, at least, two central tendencies, one for each gender. The data from Experiments 1 and 2 show in addition that distinctiveness ratings are based on these sexed central tendencies rather than on an overall reference used for both genders. Thus, participants referred to a sexed prototype rather than to a nonsexed face prototype to rate distinctiveness. It would be risky to conclude that there is a perceptual effect of gender categorization in face recognition, notably from distinctiveness ratings. Some previous studies already demonstrated that a presumed perceptual effect in face processing can be accounted for by decisional operators (see Wenger & Ingvalson, 2002 , 2003 . Nonetheless, the present study shows that the perceptual difference between gender categories is taken into account in such ratings, at least at a decisional level. Further studies should be done to investigate the precise level (early or late) and nature (gender categorization or physical properties) of this effect.
Further modeling of face recognition processes should thus take gender category into account. A norm-based model should first solve the problem of how many norms are extracted, with different questions arising from the various conceptions. For example, is there a single norm for all types of faces or different norms for different face categories? A single norm would imply that few faces are located close to the prototype and that some kinds of deviations-notably those resulting from gender-are more frequent than others. Our results do not go along with such a conception. Considering many norms would imply considering, first, how many norms exist (for gender categories, ethnicity, others) and, second, how the appropriate norm is selected for the comparison. Regarding exemplar-based models, the existence of different high density areas is less problematic. In this view, the distinctiveness of a face is evaluated by relying on the proximity in the space of the closest neighbors. The existence of different higher density areas does not change anything except for the fact that the probability of finding neighbors of the same gender is greater. Thus, it is possible to account for our results in the framework of an exemplar-based model without postulating the prior categorization of gender. However, exemplar-based models also raise a number of questions, such as the selection of the area that will serve as the reference: Is the distinctiveness of a face evaluated only by comparison to the closest area of higher density or by comparison to all faces in the space, including faces of the other gender? Our results suggest that distinctiveness is based on faces of the same gender, which suggests that the comparison process includes only those faces. Thus, it is not currently possible to rule out that a gender categorization process influences the selection of the neighbors to which a specific face will be compared. In this vein, some data indicate that gender categorization processes affect face recognition and that the two processes are intertwined (Baudouin & Tiberghien, 2002; Ganel & Goshen-Gottstein, 2002; Goshen-Gottstein & Ganel, 2000; Rossion, 2002 ; but see also Bruce, Ellis, Gibling, & Young, 1987; Bruce & Young, 1986) . Further investigations should clarify the role of gender categorization in locating and assessing a point in the face space.
