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Abstract
We investigate different mechanical effects which accompany the nerve pulse
propagation by using mathematical modeling. The propagation process is
composed by three connected phenomena: (i) the action potential (electri-
cal signal) which is usually considered when nerve pulses are discussed, (ii)
the mechanical wave propagating in the biomembrane and (iii) the pressure
wave in the axoplasm inside the axon. The main goal of the present study
is to investigate numerically how the mechanical wave is generated by the
action potential and how the characteristics of the system are reflected in
the emerging wave ensemble. The key characteristics for the coupled model
system are: (i) the velocity of the peak of the mechanical pulse is associated
with the velocity of the action potential regardless of the sound velocity value
in the lipid bi-layer, (ii) the velocity of the front and the shape of the me-
chanical wave depends on sound velocity in the lipid bi-layer, (iii) the shape
of the mechanical wave can have an effect on the velocity and shape of the
action potential.
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1. Introduction
We investigate different effects associated with the nerve pulse propaga-
tion using mathematical modeling. The propagation process is composed
of three connected phenomena: (i) the action potential (electrical signal)
[15, 24] which is usually considered when nerve pulses are discussed, (ii) the
mechanical wave propagating on the axon surface [18] and (iii) the pressure
wave in the axoplasm inside the axon [32]. In this analysis the possible
thermodynamical effects [5, 23] are left aside. Possibilities for accounting
thermodynamic effects within the presented framework can be found in [30].
While the action potential of the nerve pulse propagation has been thor-
oughly studied, the other two effects are not so well understood. For the
action potential the Hodgkin–Huxley model [15] and its modifications are
mostly used but there also exists a number of simplified models which are still
capable of capturing the key characteristics like, for example, the FitzHugh–
Nagumo model (FHN) [24] or the models based on the telegraph equation
[6, 23]. In the present paper we use the FHN model for modeling the action
potential although it must be stressed that in principle any of the existing
action potential models can be used. Here the attention is on coupling effects
regarding accompanying phenomena. The main criterion for the used model
in the present framework is getting a correctly shaped action potential out
of it.
For the mechanical wave we use the improved Heimburg-Jackson model
[7, 8, 13, 25] which is, in essence, a Boussinesq-type model with nonlinear
terms which are of the displacement-type and two dispersive terms (where
the second dispersive term is the improvement to the original model [7]). In
the solid mechanics the Boussinesq-type equations are used for investigating
nonlinear microstructured materials [4]. The influence of internal structure
of solids on wave propagation in such media clearly manifests itself in the
wave dispersion. The modeling of such effects can be traced to the Born–von
Karman lattice model [1]. Following such an approach, the basic idea is the
continualization of discrete systems which brings the higher-order terms in
the governing equations into account. An excellent overview on correspond-
ing mathematical models is given by Maugin [22].
For the pressure wave it makes sense to use the classical wave equation
as a starting point. Pressure gradients observed experimentally are small
[32] allowing one to neglect nonlinear effects. However, axon dimensions
are typically in range where viscous effects can be significant enough so the
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classical wave equation should be improved by taking viscosity into account.
Like with other constituents of the present framework the particular model
used for describing the phenomenon is not as important as getting a signal
shape which is qualitatively similar to experimental observations. Obviously
the individual models can be as detailed as needed and what is proposed here
should be taken as a starting point and a proof of concept.
In a nutshell our idea is simple. Take established single models describing
all effects related to the nerve pulse propagation that should be considered,
propose coupling terms between processes that influence each other, and
derive a coupled mathematical model describing an ensemble of waves related
to the nerve pulse propagation. As noted, doing all this would be only a first
step on a long road ahead as once the single models are collected into one
framework, much work remains to be done for the experimental verification
and for the proper calibration of the models in such a framework.
2. Model equations and statement of the problem
For modeling the action potential we start with the FHN model [24]
ZT = Z
(
Z − C1 − Z
2 + C1Z
)
− I +DZXX ,
IT = ε (ZC2 − I) ,
(1)
where Z is trans-membrane potential, I is the combined ion (recovery) cur-
rent, D is a coefficient, Ci = ai + bi where ai are the electrical activation
coefficients, bi are the ‘mechanical’ activation coefficients and X, T are the
dimensionless spatial and time coordinates, respectively. Subscripts X, T
here and further denote partial derivatives with respect to the indicated co-
ordinate. The coefficients bi could be taken as b1 = −g1U and b2 = −g2U
where gi are constants and U is from Eq. (2) – the feedback from the me-
chanical wave. Briefly, the underlying idea behind the ‘mechanical’ activation
coefficients is that if the density of the lipid bi-layer (biomembrane) increases
then it could make it harder for the ions to propagate through the membrane
and if it decreases then ions could more easily penetrate through the lipid
bi-layer.
The mechanical wave is modeled by the improved Heimburg - Jackson
model [7, 8, 13]
UTT = c
2UXX +NUUXX +MU
2UXX +N (UX)
2+
+ 2MU (UX)
2
−H1UXXXX +H2UXXTT + g3IX ,
(2)
where U = ∆ρ is the dimensionless longitudinal density change in the lipid
bi-layer, N,M are the nonlinear coefficients, H1, H2 are the dispersion coeffi-
cients, c is the velocity in the unperturbed state, g3 is the coupling coefficient
and IX is the gradient of I from Eq. (1). It should be noted that while recov-
ery current I is a positive pulse-type quantity, its gradient IX is a bi-polar
quantity which is important for the stability of the solution of the Eq. (2).
The coupling term g3IX in Eq. (2) can be further elaborated by taking
into account the pressure and displacement effects from the ion current(s).
As noted, an improved wave equation equation could be sufficient as a start-
ing point for describing the pressure. As a rough approximation one can
assume that the local transverse displacement is proportional to the local
pressure change because the transverse displacement observed in the experi-
ments is small [18] compared to the typical diameter of the axon. Here the
lipid bi-layer is assumed to be ideally elastic in the presence of such small
displacements. Then we could use
PTT = c
2
fPXX − µPT + F (Z, J, U), (3)
where P is pressure, cf is the sound velocity in axoplasm, µ is viscosity co-
efficient. The F is the coupling term accounting for the possible influence
from the action potential (ion currents) and mechanical wave in biomem-
brane. Should the improved wave equation be insufficient it is an option to
use some modification, like, for example, the 2D formulation of wave prop-
agation in elastic tube [21]. The existence and characteristics of a pressure
wave accompanying the action potential has been measured by Terakawa
[32]. An illustrative scheme and a block diagram for the proposed combined
model are shown in Fig. 1.
However, in the present paper a two component model containing the
action potential (Eq. (1)) and the mechanical wave (Eq. (2)) is used. Simu-
lations including a pressure wave (Eq. (3)) in the numerical scheme can be
found in [9].
The main goal of the present study is to investigate numerically how the
mechanical wave is generated by the action potential and how the character-
istics of the system are reflected in the emerging wave ensemble.
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Figure 1: Illustrative scheme (right) for the wave ensemble and block diagram of the
combined model for the nerve pulse propagation (left).
3. Initial and boundary conditions, numerical method
A sech2-type localized initial condition with an initial amplitude Zo is
applied to Eq. (1) and we make use of the periodic boundary conditions
Z(X, 0) = Zo sech
2BoX ; Z(X, T ) = Z(X + 2Kmpi, T ); m = 1, 2, . . . , (4)
where K = 160, i.e., the total length of the spatial period is 320pi. For
Eq. (2) we take initial excitation to be zero and make use of the periodic
boundary conditions. The solution representing the mechanical wave de-
scribed by Eq. (2) is generated over time as a result of coupling between the
Eqs (1) and (2).
For numerical solving of the Eqs (1) and (2) we use the discrete Fourier
transform (DFT) based pseudospectral method (PSM) [11, 29]. Variable Z
is represented in the Fourier space as
Ẑ(k, T ) = F [Z] =
n−1∑
j=0
Z(j∆X, T ) exp
(
−
2piijk
n
)
, (5)
where n is the number of space-grid points (n = 212 in the present paper),
∆X = 2pi/n is the space step, k = 0,±1,±2, . . . ,±(n/2 − 1),−n/2; i is
the imaginary unit, F denotes the DFT and F−1 denotes the inverse DFT.
Basically, the idea of the PSM is to approximate space derivatives by making
use of the DFT
∂mZ
∂Xm
= F−1 [(ik)mF(Z)] , (6)
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reducing therefore the partial differential equation (PDE) to an ordinary
differential equation (ODE) and then to use standard ODE solvers for inte-
gration with respect to time.
The regular PSM algorithm is derived for ut = Φ(u, ux, u2x, . . . , umx) type
equations. In our case, however, we have a mixed partial derivative term
H2UXXTT in the Eq. (2) and thus the standard PSM has to be modified
[16, 17, 29]. Therefore we rewrite the Eq. (2) so that all partial derivatives
with respect to time are at the left-hand side of the equation
UTT −H2UXXTT = c
2UXX +NUUXX +MU
2UXX +N (UX)
2+
+ 2MU (UX)
2
−H1UXXXX + g3IX
(7)
and introduce a new variable Φ = U − H2UXX . After that, making use
of properties of the DFT, one can express the variable U and its spatial
derivatives in terms of the new variable Φ:
U = F−1
[
F(Φ)
1 +H2k2
]
,
∂mU
∂Xm
= F−1
[
(ik)mF(Φ)
1 +H2k2
]
. (8)
Finally, Eq. (2) can be rewritten in terms of the variable Φ as
ΦTT = c
2UXX +NUUXX +MU
2UXX +N (UX)
2 + 2MU (UX)
2
−
−H1UXXXX + g3IX .
(9)
In Eq. (9) all partial derivatives of U with respect to X are calculated in
terms of Φ by using expression (8) and therefore one can apply the PSM for
numerical integration of Eq. (9). The FHN model (1) is already written in
the form of two first-order PDE’s which can be solved by the standard PSM
without any further modifications.
The calculations are carried out with the Python package SciPy [19],
using the FFTW library [12] for the DFT and the F2PY [27] generated
Python interface to the ODEPACK FORTRAN code [14] for the ODE solver.
We used ‘vode’ with options nsteps= 107, rtol= 10−10, atol= 10−12 and
∆T = 0.1.
4. Model parameters
We solve Eqs (1) and (2) under localized initial conditions and periodic
boundary conditions (4). The parameters for the model equations are D = 1,
6
ε = 0.01 or ε = 0.05, a1 = 0.2, a2 = 0.2, N = 0.05,M = 0.02,H1 = 0.5,H2 =
0.75, g1 = 0.05, g2 = 0.05, g3 = 0.02. Note that as the model Eqs (1) and
(2) are dimensionless then also the model parameters are here dimensionless.
The parameter relations to the quantities with dimensions can be found, for
example, in [7]. As noted, the length of the spatial period is 320pi and the
localized initial condition is given in the middle of the spatial period in the
form of sech2-type pulse. The initial condition parameters are Z0 = 2 and
the pulse width parameter B0 = 1. It should be noted that if the time-scale
parameter is taken as ε = 0.01 then such an initial condition is above the
threshold leading to emergence of the propagating AP. However, if ε = 0.05
then the initial pulse is not sufficient for generating the propagating AP. Such
an initial condition is, in essence, a very narrow high amplitude ‘spark’ for
the FHN model (1). If the ‘spark’ is above the threshold then the normal
FHN pulse is generated in the middle of the spatial period which starts to
propagate from there to the positive and negative coordinate X directions.
Due to the coupling between the FHN model (1) and the improved Heimburg-
Jackson model (2) the mechanical wave is generated in the biomembrane.
The initial condition for the Eq. (2) is that the system is at rest (zero initial
conditions). If the initial condition for the Eq. (1) is below the threshold then
the initial electrical signal vanishes over a short time but a small amplitude
mechanical wave is still generated as a function of recovery current gradient
until the initial excitation vanishes.
It should be noted that the improved Heimburg-Jackson equation is con-
servative, i.e., it does not generate nor lose energy, however, due to the added
coupling with the FHN equation (1) with the improved Heimburg-Jackson
equation it is no longer conservative as it can change energy with the Eq. (1).
The improved Heimburg-Jackson model has two dispersive terms con-
trolled by dispersion parameters H1 and H2. The dispersion relation for
Eq. (2) can be written as
ω =
√
c2k2 +H1k4
1 +H2k2
, (10)
where k is the wave number and ω is the dimensionless frequency. The
ratio of dispersion parameters H2
1
/H2
2
determines the bounding velocity in
the system while parameter H2 determines the rate at which the bounding
velocity is achieved as the frequency of the signal increases. If we have the
normal dispersion (c2 > H2
1
/H2
2
) then this means that group speed cgr (which
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usually is the speed of energy propagation in the system) is smaller than the
phase speed cph and if we have an anomalous dispersion (c
2 < H2
1
/H2
2
) then it
is the opposite, i.e., cgr > cph (for more details see [2, 3, 7, 8, 25]). In essence
the second dispersive term UXXTT removes the ability of sufficiently high
frequencies to travel at near infinite velocities (i.e., makes the model causal).
Since the mixed derivative term UXXTT reflects the inertial properties then
the parameterH2 is related to the inertial properties of the biomembrane [25].
Based on experimental considerations [13] the dispersion type for the lipid
bi-layer should be anomalous which is the case under the considered model
parameters. The phase velocity curves for the Eq. (2) under the considered
parameters are shown in Fig. 2.
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Figure 2: Phase velocity graphs for Eq. (2) under different c2 values. Dispersion parameters
H1 = 0.5, H2 = 0.75.
5. Results and discussion
The solutions for the coupled model equations (1) and (2) at T = 400
are shown in Figs 3 and 4. As noted previously, the initial ‘spark’ either
leads to a formation of the propagating FHN action potentials which then
leads to formation of mechanical waves through coupling (Fig. 3) or if the
initial value of the ‘spark’ is below the threshold for the FHN model (1)
then it vanishes over a short time leading to a formation of only a small
amplitude mechanical wave which proceeds to propagate without the FHN
action potential (Fig. 4). Note the difference in the scale of Figs 3 and 4.
Here only the waves propagating to the left are shown. There exist similar
wave-profiles propagating to the right which are not shown.
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Figure 3: The left propagating solutions of Eqs. (1) and (2). Parameters D = 1, ε = 0.01,
a1 = 0.2, a2 = 0.2, N = 0.05, M = 0.02, H1 = 0.5, H2 = 0.75, g1 = 0.05, g2 = 0.05,
g3 = 0.02.
In Fig. 3 we compare action potentials Z and mechanical waves U at
dimensionless time T = 400 provided the velocity of the low frequency sound
is different for the lipid bi-layer. A number of essential characteristics for the
coupled model system can be observed: (i) the velocity of the peak of the
mechanical pulse is similar to the velocity of the action potential regardless of
the sound velocity value in the lipid bi-layer within the considered parameter
range, (ii) the velocity of the front and the shape of the mechanical wave
depends on sound velocity in the lipid bi-layer for the Eq. (2), (iii) the shape of
the mechanical wave can have an effect on the velocity and shape of the action
potential (if c2 = 0.25 for the mechanical wave then the corresponding action
potential Z has propagated further compared with the case c2 = 0.125). The
mechanisms for changing the sound velocity in the lipid bi-layer and different
scenarios depending on the mechanical disturbance velocity when compared
against the velocity of an electrical pulse have also been studied by El Hady
and Machta using different theoretical considerations [5].
In Fig. 4 one can see the wave-profiles of the mechanical wave at T = 400
when the initial excitation for the Eq. (1) is below the threshold at three
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Figure 4: The left propagating solutions of Eq. (2). ParametersD = 1, ε = 0.05, a1 = 0.2,
a2 = 0.2, N = 0.05, M = 0.02, H1 = 0.5, H2 = 0.75, g1 = 0.05, g2 = 0.05, g3 = 0.02.
different values for the c2. It can be noted that while the front of the wave-
profile propagates at the same velocities as in Fig. 3, the peak of the packet
travels faster than the corresponding wave-profile in Fig. 3. While not shown
here it should be noted that the system can support also solitonic solutions,
for example, should we take c2 = 0.755 under the considered parameters
(when ε = 0.05) we would get a solution where the initial pulse is separated
into a train of solitonic pulses while in the shown cases we have an oscillatory
structure instead of the solitonic pulses. The solitonic solutions for the Eq. (2)
have been studied previously in [8, 25, 26] and for the original model with
the simplified dispersion in [8, 13, 20, 33].
The numerical results demonstrate a number of characteristics for the
combined nerve pulse model which are qualitatively in line with the ob-
servations from the experiments. The moving action potential generates a
mechanical wave similar to certain extent to results of El Hady and Machta
in [5] although through a different mechanism. It must be stressed that pre-
sented profiles are for the longitudinal density change while in experiments
usually an transverse displacement is measured. However, the connection
between longitudinal density change and transverse displacement can be es-
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tablished in a straightforward manner by drawing inspiration from theory
of rods [26, 28]. The transverse displacement in the theory of rods is pro-
portional to the gradient of the longitudinal density change. In Fig. 5 a
wave-profile of the longitudinal density change under the considered param-
eters at c2 = 0.25 (left) and its gradient (right) are shown. The shape of
the gradient is similar to the transverse displacement profiles measured in
the experiments [18, 31] and as expected, its amplitude is rather small. The
shape of transverse displacement derived from the generated mechanical wave
(see Fig. 5) is in a good agreement with various experimental observations
[18, 31].
The numerical results demonstrate that under the proposed model the
mechanical wave can influence the characteristics of the electrical signal,
like, for example, its shape or propagation velocity. However, under the con-
sidered parameters the influence of the mechanical wave is relatively small
on the electrical pulse. Then there is a question of velocity synchronization
between the different signals in the ensemble. For example, Heimburg and
Jackson have measured the unperturbed (low frequency) sound velocity in the
lipid layer to be 171.4 m/s at 37Co and 176.6 m/s at 45Co and the minimum
possible velocity for their solitonic solution is assessed to be approximately
115 m/s [13] while typically the propagation velocity for the action potential
can be much lower than these values. On a related note, in principle, sound
velocity in axoplasm which is composed of approximately 80% of water could
be higher than the typical propagation velocity of an action potential as well.
However, in the experiment by Terakawa [32] the observed pressure changes
were propagating with similar velocities to the propagating action potentials.
The numerical results capture the ‘synchronization’ of velocities between me-
chanical and electrical pulses when tracking the pulse peaks. However, it is
also evident that under the considered parameters the wave front of the me-
chanical wave propagates at higher velocity (the bounding velocity in Fig. 2)
under the presented parameter combinations than the action potential. The
mechanical effects related to the action potential propagation in axons and
lipid bi-layers have been studied in a number of experiments [10, 18, 31] and
the numerical results are qualitatively similar, although, as noted earlier, the
results presented here are in the dimensionless form.
The model can also include directly the pressure waves in the axoplasm
[32]. In this case the improved Heimburg-Jackson model for the mechanical
wave would contain an additional coupling term as a function of the local
pressure [9]. The framework can be further extended to include thermal
11
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Figure 5: Longitudinal density change (left) and transverse displacement (right).
effects [30].
Finally, the combined model presented here results in a wave ensemble.
However, the model has a number of properties which invite further inves-
tigation and analysis. The key phenomena observed in the coupled model
are: (i) the velocity of the peak of the mechanical pulse is similar to the
velocity of the action potential regardless of the sound velocity value in the
lipid bi-layer, (ii) the velocity of the front and the shape of the mechanical
wave depends on sound velocity in the lipid bi-layer, (iii) the shape of the
mechanical wave can have an effect on the velocity and shape of the action
potential.
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