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Abstract
We informally review the construction of spacetime geometries with
multifractal and, more generally, multiscale properties. Based on frac-
tional calculus, these continuous spacetimes have their dimension chang-
ing with the scale; they display discrete symmetries in the ultraviolet and
ordinary Poincare´ symmetries in the infrared. Under certain reasonable
assumptions, field theories (including gravity) on multifractional geome-
tries are generally argued to be perturbatively renormalizable. We also
sketch the relation with other field theories of quantum gravity based on
the renormalization group.
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1 Motivation
1.1 Some numerology
2 is a recurrent number in quantum gravity. In the first attempts to formulate a
perturbative theory of gravity, it was found that the latter was renormalizable
near D = 2 dimensions (e.g., [1]); the hope, later unfulfilled, was that grav-
ity would be renormalizable in D = 2 + ε dimension also in the limit ε → 2.
String theory is defined on a two-dimensional manifold, the worldsheet, where
powerful conformal techniques are available and interactions (and, hence, ultra-
violet divergences) are smeared over spacetime. In other scenarios, correlation
functions change behavior as across a phase transition and the dimension of
spacetime varies with the scale, a phenomenon known as dimensional reduction
or dimensional flow [2]. This feature is, in a broad sense, universal in quantum
gravity and it is related to the ultraviolet (UV) finiteness of the theories. Ex-
amples are noncommutative geometry (both at the fundamental and effective
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level) [3, 4], loop quantum gravity and spin-foams (where the spectral dimension
is somewhat close to dS ∼ 2 in the UV) [5], asymptotic safety (where dS = 2
in the UV and, in certain models, there is also an intermediate regime with
dS ∼ 4/3) [6, 7], causal dynamical triangulations [8], Horˇava–Lifshitz gravity
(where dS = 2 in the UV) [9], and other approaches [10].
One should also mention a curious remark based on elementary dimensional
arguments [11]. Including Planck’s constant ~, Newton’s constant G, the speed
of light c, and the electron charge e, one can construct a dimensionless constant
in a spacetime of topological dimension D as C = ℓ
2(3−D)
Pl e
D−2GD/2−1c2(2−D),
where ℓPl :=
√
~G/c3 is Planck’s length. The same formula holds if one replaces
the topological dimension with the Hausdorff dimension dH. Notably, in dH = 2
the fundamental constant coincides with (the square of) the Planck length,
C = ℓ2Pl, while all the other couplings disappear. This observation is made all
the more mysterious by the presence of the electric charge, suggesting that, if
the constant C were related to a concrete quantum gravity theory, the latter
should automatically involve also matter.
A series of questions may come to the mind of the reader at this point. Why
do two dimensions play such a role? Why do we have 4 dimensions in the infrared
(IR)? If these questions were not meaningful by their own separately, one might
attempt to answer the following: Why 2 and 4 dimensions? More generally,
how to control the details of dimensional flow? Multifractional spacetimes will
be able to address the last two queries.
1.2 From fractal to multifractional spacetimes
Traditional perturbative field theory fails to quantize gravity consistently. Other,
more advanced frameworks which are nonperturbative and are based on a dis-
crete pre-geometric structure (such as loop quantum gravity, spin-foams and
simplicial gravity) are more successful but then fail to fully recover a large-
scale, continuum, classical picture. At the same time, these theories display
dimensional flow in various incarnations. From these sparse observations, one
might try a reactionary step back to a continuum perturbative field theory, im-
plement dimensional flow therein, and see if renormalization of gravity comes
as a byproduct. The recipe to achieve this is the following:
(i) The formalism should describe dimensional flow and other features of
quantum-gravity theories with tools borrowed from other branches of
physics and mathematics.
(ii) Dimensional flow can be realized at the structural level (rather than as an
indirect property).
(iii) It should be defined on a continuous geometric structure.
(iv) Gravity should be (power-counting) renormalizable.
(v) The system should be invariant under some symmetry group and Lorentz
invariance should be recovered at large scales.
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We comment each element separately. (i) Multiscale phenomena and geometries
are best studied in the theory of complex systems and in multifractal geometry
[12]. In this context, one has several definitions of dimension. The spectral
dimension dS is a somewhat indirect geometric indicator, because it is found
via diffusion of a pointwise source probing local geometry. On the other hand,
the Hausdorff dimension dH is an immediate characteristic of the measure in
position space and, hence, of the geometric construction. Looking at dimen-
sional flow also at the level of the Hausdorff dimension, one realizes point (ii).
However, attempting to construct a field theory directly on a fractal or multi-
fractal turns out to be very difficult because of the extreme disconnectedness
of the “medium” (see the discussion and references in [13] for early attempts),
although a field formalism can be built on graphs representing discrete geome-
tries [14]. Calculus on the discrete analogue of differential manifolds is still
in a phase of development, so one could resort to a continuum geometry (iii).
Then, the proposal acquires the double character of being a fundamental the-
ory or an effective description of certain regimes of other, discrete models. In
the first case, one must check several properties, including renormalizability at
the perturbative level of otherwise pathological field theories (iv). Finally, one
should make sure that violation of ordinary Poincare´ symmetries in the UV is
not enhanced at the quantum level [15], as it happens for Lifshitz-type models
(and, most probably, also for Horˇava–Lifshitz gravity) [16].
Concretely, a simple implementation of dimensional flow (multifractal geom-
etry) is a change of measure of position space:
dDx→ d̺(x) , (1)
where D is the topological dimension of spacetime (we do not set D = 4 for
the moment) and ̺ is a generic Lebesgue–Stieltjes measure. As we said, general
fractal measures may become rapidly intractable, but this may be true also for
arbitrary continuous measures. Even for a Lebesgue measure d̺(x) = dDx v(x),
it soon becomes clear that a number of conceptual and quantitative problems
cannot be tackled if the function v(x) is not factorizable in the coordinates
[17, 18, 19].
Some mathematical results in one dimension bridge the gap between fractals
and continuous measure [20]. Under certain approximations [13, 21], calculus
on fractals can be replaced by continuous fractional calculus. Therefore, it is
natural to consider fractional integrals over a space with fractional dimension
as models of geometries with fractal properties. Extending the picture to many
dimensions, Lorentzian signature and scale-dependent geometry, one obtains a
model of multifractional spacetimes where dimensional flow is only one among
many interesting properties.
Multifractional spacetimes have been introduced in [22]. Fractional Eu-
clidean and Minkowski spaces are constructed in [21] and [13], respectively.
Momentum space and the fractional analogue of Fourier transform are defined
in [18]. The generalization to multiscale spaces and diffusion equation are dis-
cussed in [13, 23]. Power-counting renormalizability of field theories on these
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spaces has begun to be studied in [13], although the details of the quantum
theory are still work in progress. Nevertheless, various applications have been
already formalized, such as in noncommutative geometry [4], quantum mechan-
ics [19], asymptotic safety [7], and, in a toy model closer to [17], the Standard
Model [24].
Several added boni arise from this construction. Apart from the connection
with noncommutative spacetimes, a physical clarification of κ-Minkowski space-
time [4], and some insights into renormalization-based approaches to quantum
gravity [7], we get a natural discrete-to-continuum transition of geometry and
the emergence of a scale hierarchy [13]. The spectral theory and the Fourier
transform on fractals, a still underdeveloped branch of mathematics, receives a
full treatment in the more limited context of fractional geometries [18, 23]. Also,
one is able to clarify the relationship between multiscale geometries, stochastic
processes, and analytic profiles for the spectral dimension dS in quantum gravity
[7].
In this paper, we will review the formalism and some of these developments.
The goal is to elicit the reader’s interest in a theory at its early stages but which
can be advanced in a rather robust and direct way thanks to (adaptations of)
familiar techniques in continuum calculus.
Before beginning, it may be instructive to consider a set of questions and
caveats which may spontaneously arise at this point.
• Q1: In what sense do these models live on a “(multi)fractal?”
A1: Dimensional flow is smooth, thus implying transitions through states
with noninteger dH and/or dS.
• Q2: Are there fractals with integer dH and/or dS?
A2: Yes. Deterministic examples with dH = 2 are plane-filling curves
(dragon, Moore, Peano, Sierpin´ski curve), the Mandelbrot set and its
boundary, the Sierpin´ski tetrahedron, Pythagoras tree, and space-filling
curves (Moore, Hilbert, Lebesgue curve). In particular, diamond fractals
can have dH = dS = 2. Other instances can be found among random
fractals (such as the trail and graph of Brownian motion) or in various
natural fractals.
• Q3: Is it really necessary to imagine this model on a “(multi)fractal?” Are
all spaces with anomalous dimension fractals?
A3: No and No. Realization of dimensional flow is what matters. In fact,
there exist geometric configurations which cannot be classified as fractal.
If dS > dH, they are associated with jump processes [21, 23].
• Q4: Does dH = 2 and/or dS = 2 in the UV guarantee renormalizability?
A4: No. A detailed renormalization-group (RG) analysis is required. Yet,
power-counting renormalizability is already a positive indication of the
UV finiteness of multifractional field theories [13].
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• Q5: What is the meaning of “dimension?”
A5: Aside from various operational definitions of dimension (topological,
Hausdorff, spectral, walk, box, and so on), it is not obvious how, in an
anomalous geometry, a varying dimension is related to physics (and phys-
ical degrees of freedom). In Sec. 5, we establish a formal duality between
the multifractional description and gravitational field theories based on
renormalization techniques (e.g., asymptotic safety and Horˇava–Lifshitz
gravity). As a byproduct, we will show that the very concept of dimension
is, in fact, the notion of adapted rod. By “adapted rod” one means, more
precisely, scale-dependent physical momentum.
2 Fractional Euclidean space
We begin with the simplest fractional space, the counterpart of Euclidean space.
Fractional Euclidean space has no time direction and its dimension is fixed at
all scales.
2.1 Definition and measure
Fractional Euclidean space of real order α is specified by the set of data
EDα = (RD, ̺α, Calcα, ‖ · ‖, K) . (2)
The first entry is the embedding space, in this case ordinary D-dimensional
Euclidean space RD. ̺α is the measure in position space (appearing in the
action) and it is associated with a specification Calcα of the differential structure
and calculus. The space is endowed with a natural norm ‖ · ‖ and a Laplacian
operator K.
Without loss of generality, we consider a “bilateral” (i.e., with support also
on negative-valued coordinates) and “isotropic” (same order α for all directions)
measure
d̺α(x) = d
Dx vα(x) = d
Dx
∏
µ
|xµ|α−1
Γ(α)
, (3)
where Γ is the gamma function and µ = 1, . . . , D. We sometimes call α fractional
charge. Ordinary integration is thus replaced by
ˆ +∞
−∞
dDx→
ˆ +∞
−∞
d̺α(x) . (4)
Apparently, unilateral measures (xµ ≥ 0) seem not to be fit for quantum me-
chanics and quantum field theory [19].
The distribution ̺α(x
µ) = qµ := |xµ|α/Γ(α+ 1) defines a set of “geometric”
coordinates such that the integration measure formally reduces to the usual one,
d̺α = d
Dq. The choice of {x} or {q} as the coordinates associated with rod
measurements strongly relies on the form of the Laplacian and, above all, on
the identification of physical momentum (see [7] and Sec. 5).
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The measure (3) obeys the scaling property
̺α(λx) = λ
Dα̺α(x) . (5)
Anomalous scaling is thus natural in fractional and Lebesgue–Stieltjes integrals.
2.2 Calculus
Fractional manifolds are continua which are not differentiable with respect to
ordinary calculus. The latter is replaced by fractional calculus, as old as the
former and first developed by the same mathematicians (in particular, Leibniz,
Riemann, and Liouville). Care must be taken to represent fractional operators
and define functional calculus, but once this is properly done the final product
is completely self-consistent [25]. Applications include dissipative mechanics,
chaos and percolation theory, anomalous transport systems [12], statistics and
long-memory processes such as weather and stochastic financial models, and
system modeling and control in engineering (see references in [21]). To the
best of our knowledge, fractional spaces are the first systematic application of
fractional calculus to quantum field theory and quantum gravity.
Examples of fractional operators are the left Caputo derivative
(∂αf)(x) :=
1
Γ(1− α)
ˆ x
0
dx′
(x − x′)α ∂x′f(x
′) , 0 < α ≤ 1 , (6)
and the Weyl derivative
(∞∂¯
αf)(x) := − 1
Γ(1− α)
ˆ +∞
x
dx′
(x′ − x)α ∂x′f(x
′) , 0 < α ≤ 1 . (7)
They generalize integer derivatives in a nonlocal fashion dependent on the inte-
gration domain. Right Caputo and “left Weyl” (called Liouville) derivatives also
exist. A property preserved by Caputo, Weyl and Liouville derivatives is that
their action on a constant gives zero. This may not be true for other derivatives
such as Riemann–Liouville.
The integral (4) can be recognized as a bilateral modification of the Weyl
fractional integral. In one dimension, the latter is
(∞I¯
αf)(x0) :=
1
Γ(α)
ˆ +∞
x0
dt (x− x0)α−1f(x) . (8)
Fractional integrals admit a neat geometric interpretation [26]. Consider a func-
tion f(t) and the left time integral
(Iαf)(t1) =
ˆ t1
t0
dt
(t1 − t)α−1
Γ(α)
f(t) =:
ˆ t1
t0
dt vα(t1 − t)f(t) =
ˆ t1
t0
d̺α(t) f(t) .
(9)
The geometric meaning of the left fractional integral (9) with α 6= 1 fixed is
shown in Fig. 1. The continuous curve in the box is given parametrically by the
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Figure 1: Geometric interpretation of fractional integrals as “shadows” of a
“fence.” In the figure, α = 1/2 [21].
set of points C = {(t, ̺α(t), f(t))}, where f is some smooth function. Projection
of C onto the t-f plane (̺α = const) gives f(t), while projection onto the t-̺α
plane (f = const) yields ̺α(t). Now, build a vertical “fence” under the curve C,
and project it onto both planes. On the t-f plane, the shadow of the fence is the
ordinary integral, (I1f)(t1) =
´ t1
t0
dt f(t). In classical mechanics, it corresponds
to a full-memory process, α = 1. On the ̺α-f plane, the shadow corresponds to
the fractional integral (9), the area under the projection of C on such plane. The
limit α ∼ 0 corresponds to a Markov (no-memory) process. α is then interpreted
as the fraction of states preserved at a given time t. If f was the velocity of a
particle, the distance travelled in an ordinary and a fractional geometry would
be different.
2.3 Norm
From the perspective of fractional differential forms [27], the 2α-norm is the
natural distance [21]:
∆α(x, y) :=
[
D∑
µ=1
δµν(|xµ − yµ||xν − yν |)α
] 1
2α
. (10)
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(b)(a)
Figure 2: 1-norm and taxicab geometry in two dimensions. (a) Left panel: the
shortest path between two points is not unique. (b) Right panel: circles of
radius R are diamonds with edges at 45◦ with respect to the coordinate axes,
|x|+ |y| = R [21].
This is a norm only if α ≥ 1/2, i.e., when the triangle inequality holds. There-
fore, we can restrict α to lie in the range
1
2
≤ α ≤ 1 . (11)
Notice that varying α in (10) does not produce a topologically equivalent norm,
since also the geometric texture would change. The norm defines the fractional
D-ball of radius R, the locus of points no further than R from a center. Frac-
tional balls are obviously not rotation invariant due to the nontrivial measure.
For instance, in the limiting case α = 1/2, D = 2, one has the so-called taxicab
or Manhattan geometry, where circles are diamonds and the shortest distance
between two points is not unique (Fig. 2).
2.4 Laplacian
It is possible to construct a self-adjoint fractional Laplacian of order 2γ [23]:
Kγ,α :=
∑
µ
Kγ,α(xµ) = − 1√
vα(x)
∑
µ(∞∂
2γ
µ +∞∂¯
2γ
µ )
2 cos(πγ)
[√
vα(x) ·
]
, (12)
where 0 < γ ≤ m and we made use of Liouville and Weyl fractional derivatives of
higher order: for each direction, (∞∂
2γf)(x) ∝ ´ x
−∞
dx′(x− x′)m−1−2γ∂mx′f(x′),
(∞∂¯
γf)(x) ∝ (−1)m ´∞
x
dx′(x′ − x)m−1−2γ∂mx′f(x′), with m − 1 ≤ γ < m. In
the special case γ = 1, one obtains a second-order operator which, unique in
the class (12), can be written as a quadratic form [18]:
Kα = DµDµ = 1√
vα(x)
δµν∂µ∂ν
[√
vα(x) ·
]
, [Kα] = 2 . (13)
Other self-adjoint Laplacians of the formK = D2 are, of course, K =∑µKγ,α(xµ)Kγ,α(xµ).
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2.5 Properties
2.5.1 Fractional versus fractal
Are fractional spaces fractals? To answer this question, we should first specify
what we mean by fractal. There is no consensual rigorous definition of fractal
in the mathematical community, except perhaps the one by Strichartz: “I know
one when I see one” [28]. In general, one must resort to a descriptive approach
listing several desirable properties, most of which, anyway, are violated by at
least one counterexample in the literature.
A fractal should have, first of all, a fine structure, i.e., detail at every scale.
This structure should also be irregular, meaning that ordinary differentiability
is given up. Third, many fractals are self-similar, i.e., detail does not change
with the scale. Finally, fractals may have noninteger dimension (we already
have quoted several counterexamples to this properties).
Fractional spaces are continua, and no matter how much one zooms into
them, one will always encounter detail. Therefore they have a fine structure,
although of a very boring type. They are not differentiable in an ordinary sense,
but only according to (some of) the rules of fractional calculus. Thus, the pres-
ence of a nontrivial measure makes fractional spaces endowed with a structure
which, from the standpoint of ordinary calculus, we could call “irregular.” We
can check quantitatively whether EDα is also self-similar and of noninteger di-
mension.
A similarity Si is a map such that the distance between two points is pro-
portional to the distance between their image through Si:
∆[Si(x),Si(y)] = λi∆(x, y) , 0 < λi < 1 , i = 1, . . . , N ≥ 2 . (14)
Given N such maps, self-similar sets are defined as the union of their own image
through Si [29]:
F =
N⋃
i=1
Si(F) . (15)
Many deterministic fractals are of this type. EDα is trivially self-similar in geo-
metric coordinates, just like RD. For instance, the closed interval [0, 1] in D = 1
is covered by two maps, S1(q) := λq, S2(q) := (1−λ)q+λ, where λ is arbitrary.
Genuinely self-similar sets are specified by given similarity ratios (for instance,
the Cantor set is defined by the above two maps with λ = 1/3), so we can-
not claim to have found a symmetry structure of fractional Euclidean space.
In section 6.2 this triviality will be fixed. For the time being, we notice that
EDα actually possesses a richer symmetry, since it is invariant under an affinity
transformation:
q′
µ
= Λ(qµ) := Λµν q
ν + aµ , (16)
where now coordinates are mixed and the constant term is a vector. Up to
boundary prescriptions, it is not difficult to recognize the group of rotations
and translations in Eq. (16).
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Figure 3: Density plot of the area measure of a 1-norm disk centered at the
origin. The integration measure weight vα is represented in light to dark shade,
darkest shade being points where the weight diverges [21].
2.5.2 Hausdorff dimension
The Hausdorff dimension dH(EDα ) of Euclidean fractional space is nothing but
the exponent in the scaling law (5). An equivalent operative definition in the
continuum is via the volume V(D) of a D-ball of radius R. Due to noninvariance
under translations, the actual number depends on the location of the center of
the D-ball (Fig. 3). However, the radius dependence is universal and given by
V(D)(R) =
ˆ
D-ball
d̺α(x) ∝ RDα , (17)
leading to
dH = Dα . (18)
When α 6= n/D ∈ Q, the Hausdorff dimension is noninteger.
2.5.3 Momentum transform
Finally, let momentum space be endowed with a measure vα′(k), with α
′ possibly
different from α. A unitary and invertible transformation between position and
momentum space, expanded in a basis {e} of eigenfunctions of the Laplacian
(13), is [18]
f˜(k) :=
ˆ
dDx vα(x) f(x) e
∗(k, x) , e(k, x) =
eik·x√
vα(x)vα′ (k)
,(19a)
f(x) =
ˆ
dDk vα′(k) f˜(k) e(k, x) , Kαe(k, x) = −k2e(k, x) . (19b)
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Compatibly with (19), the fractional generalization of the delta distribution is
not translation invariant:
δα(x, x
′) =
δ(x− x′)√
vα(x)vα(x′)
, δα′(k, k
′) =
δ(k − k′)√
vα′(k)vα′ (k′)
. (20)
The momentum transform (or, more precisely, the infinite discrete class of trans-
forms existing on EDα ) is an automorphism when α′ = α.
2.6 Spectral and walk dimension
Given the above ingredients, a process diffusing a test particle from point x′ to
point x in fractional space is defined by the diffusion equation [21, 23]
(∂βσ − ℓ2Kα)P (x, x′, σ) = 0 , P (x, x′, 0) = δα(x, x′) , 0 < β ≤ 1 , (21)
where σ ≥ 0 is a dimensionless diffusion parameter (a sort of artificial time or
scale), ℓ is a length scale, the initial condition at σ = 0 is associated with a
pointwise (in the fractional sense of (20)) probe, and we allowed for anomalous
types of transport by taking the Caputo derivative ∂βσ as the diffusion operator.
Since there is only one scale, there is no hierarchy and the system is geometrically
fixed.
One can attach a probabilistic interpretation to Eq. (21) if P ≥ 0 (which is
the case [23]). Then, P is the probability density distribution for a fractional
Brownian motion on a fractal space. If β = 1 one simply has Brownian motion
on a fractal. If β = 1/2, the process is an iterated Brownian motion (IBM) on
a fractal. IBM’s are models of diffusion of gases or liquids in cracks [30].
Letting the initial and final points coincide, one obtains the so-called return
probabilty:
P(σ) := 1´
d̺α(x)
ˆ
d̺α(x)P (x, x, σ) . (22)
From this, one can show analytically that the spectral dimension
dS := −2d lnP(σ)
d lnσ
(23)
is given by [23]
dS = βdH = const . (24)
Notice that the formal definition of dS is independent on the details of the
diffusion equation (including the order of the Laplacian).
The ratio of the Hausdorff and spectral dimensions yields the walk dimension
dW = 2dH/dS = 2/β [31]. Diffusion is classified as anomalous when dS 6= dH
(here, β 6= 1). Superdiffusion (dW < 2, β > 1) does not correspond to fractals
but to jump processes (e.g., [32]).
As anticipated, the spectral and Hausdorff dimension of space are constant
and, in general, fractional. To get a more physical geometry, we must let the
dimensions vary with the scale.
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3 Multifractional spaces
3.1 From fractional to multifractional
Sets with scale-dependent geometry such as multifractals are described by self-
similar measures. These are of the form ̺(F) = ∑Nn=1 gn ̺[S−1n (F)] [29]. One
can think of a unit mass
∑
n gn = 1 distributed unevenly on subcopies of F ,
with probabilities gn. For fractals with fixed dimension, the probability weights
are all equal, gn = 1/N .
It is therefore immediate to define a multifractional action in the same man-
ner:
S =
∑
n
gn
ˆ
d̺αn(x)Lαn , (25)
where the Lagrangian density may itself depend on the fractional charges, for
instance via the Laplacian Kαn . To check that the resulting space, multifrac-
tional Euclidean space ED∗ , has indeed a scale-dependent dimension, consider a
simple model with only two terms (binomial measure). Integrals I are made of
two parts, which are combined via a dimensionful coefficient:
I = Iα1 + ℓ
D(α1−α2)
1 I
α2 , [I] = −Dα1 , 12 ≤ α1 < α2 ≤ 1 , (26)
where ℓ1 is a length scale. Calculating now the volume of a D-ball yields (the
prefactors are the volumes of unit balls)
V(D)(R) = ℓDα11
[
ΩD,α1
(
R
ℓ1
)Dα1
+ΩD,α2
(
R
ℓ1
)Dα2]
, (27)
so that we can identify two geometric regimes:
R≪ ℓ1 : V(D) ∼ RDα1 , (28)
R≫ ℓ1 : V(D) ∼ R˜Dα2 , R˜ = Rℓ−1+α1/α21 . (29)
Here we defined the radius R˜ measured in “macroscopic” units. Thus, given
a probing scale ℓ, the Hausdorff dimension runs from dH(ℓ ≪ ℓ1) ∼ Dα1 at
small scales to dH(ℓ≫ ℓ1) ∼ Dα2 at large scales. In particular, setting α2 = 1
multifractional Euclidean space reduces, at large scales, to ordinary flat space
in D dimensions.
3.2 Multiscale spectral dimension
As in the fixed-dimension case, we analyze the fractional spacetime diffusion
equation without metric corrections. The reason, as in Horˇava–Lifshitz gravity,
is that the anomalous character of empty flat spacetime is by itself sufficient to
improve the UV behavior of the theory.
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3.2.1 Multiscale diffusion
In correspondence with the self-similar action (25), we associate a multiscale
diffusion equation where the Laplacian Kα is replaced by a sum over α. As
in known examples of multiscale complex systems, this sum is expected to be
discrete. We call the coefficients ζn, to possibly distinguish them from the gn.
Setting β = 1 for simplicity, we obtain(
∂σ −
N∑
n=1
ζnKαn
)
P (x, x′, σ) = 0 , (30)
with some initial condition P (x, x′, 0). This system possessesN−1 characteristic
scales ℓ1 < ℓ2 < · · · < ℓN−1, and not N , since one of them must serve as probed
scale. Typically, the latter is the largest of the hierarchy, ℓN = ℓ, because one
performs measurements via “classical rods.” Then, in [23] it was argued that
ζN = 1 and
ζ1(ℓ) =
(
ℓ1
ℓ
)2
, ζn(ℓ) =
(
ℓn
ℓ− ℓn−1
)2
. (31)
In fact, ζn all have same scaling dimension and can be rendered dimensionless,
as length ratios ζn = (lA,n/lB,n)
q. One can further choose q = 2 to get a di-
mensionless multi-Laplacian
∑
n(lA,n)
2Kαn . Next, the nth term must dominate
over the others at ℓn−1 < ℓ ≪ ℓn, so lA,n = ℓn and lB,n = ℓ − ℓn−1. lB,n is
chosen so that at ℓ ≪ ℓn−1 the (n − 1)th term takes over. Below ℓ1 there is
no other scale, ℓ0 = 0. ζN ≡ 1 by definition. Therefore, dimensional flow is
always measured starting from the lowest of two scales ℓn−1 to the next ℓn, and
relatively to the latter, which sets a gauge for the rods.
An approximate solution to Eq. (30) can be found by noting that one can
reduce that to a single-scale equation with an effective fractional charge αeff .
For instance, in the N = 2, D = 1 case with α2 = 1,
(∂2x + ζ1Kα1)P = (1 + ζ1)
[
∂2x −
(
1− 1 + ζ1α1
1 + ζ1
)
1
x
∂x +
ζ1
1 + ζ1
(1− α1)(3− α1)
4x2
]
P
=
[
(1 + ζ1)Kα1(ℓ) +
ζ1
1 + ζ1
(1− α1)2
4x2
]
P , (32)
where
α1(ℓ) :=
1 + ζ1(ℓ)α1
1 + ζ1(ℓ)
, ζ1(ℓ) =
(
ℓ1
ℓ
)2
. (33)
The first term in (32) dominates for both small and large ζ1. There exists
thus an effective fractional charge αeff ≈ α1(ℓ) throughout the dimensional
flow. The error in the approximate solution is more pronounced at intermediate
scales, where however one has a transient regime whose details are physically
unimportant.
The general case with αN = 1 is straightforward:
αN−1(ℓ) :=
1 +
∑N−1
n=1 ζn(ℓ)αn
1 +
∑N−1
n=1 ζn(ℓ)
, ζn(ℓ) =
(
ℓn
ℓ− ℓn−1
)2
. (34)
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This is the average 〈α〉 of the coefficients αn with respect to the weights ζn.
Consequently, the spectral dimension is
dS ≈ dS(ℓ) = dH(ℓ) = DαN−1(ℓ) . (35)
3.2.2 Examples
The simplest nontrivial example of dimensional flow features only one charac-
teristic scale ℓ1: [
∂σ −∇2x −
(
ℓ1
ℓ
)2
Kα1
]
P (x, x′, σ) = 0 , (36)
where we set α2 = 1 in order to get D dimensions in the infrared. Asymptoti-
cally, the spectral dimension reads
dS ∼
{
D , ℓ≫ ℓ1 (IR)
Dα1 , ℓ≪ ℓ1 (UV) . (37)
In particular, if α1 = 1/2 is chosen as the minimum value of the range (11) and
D = 4, dS ∼ 2 in the UV. Conversely, requiring a two-dimensional UV limit
imposes D = 4. Here we are able to answer one of the questions posed in the
introduction: Why 2 and 4 dimensions? Demanding multifractional space to
be normed at any scale and maximizing the excursion in the dimensional flow,
one tightly links the deep UV to the far IR geometry.
Another single-scale system is the one described by the D-dimensional gen-
eralization of the Brownian-time telegraph process (e.g., [33]) [∂σ+(ℓ1/ℓ) ∂
1/2
σ −
ℓ21∇2x]P = 0. Here the multiscale dependence is carried by the diffusion operator
rather than the Laplacian. The resulting spectral dimension has qualitatively
the same profile of the multifractional-space case, as discussed in [7].
Next, a two-scales system is governed by[
∂σ −∇2x − ζ1(ℓ)Kα1 − ζ2(ℓ)Kα2
]
P (x, x′, σ) = 0 , (38)
leading to
dS ∼


D , ℓ≫ ℓ2 ≫ ℓ1 (IR)
Dα2 , ℓ1 ∼ ℓ≪ ℓ2 (intermediate)
Dα1 , ℓ≪ ℓ1 ≪ ℓ2 (UV)
. (39)
Figure 4 shows the single-scale and two-scale profiles with α1 = 1/2 and α2 =
1/3. The latter, effectively given by
dS(ℓ) = Dα2(ℓ) = D
1 + 12 ζ1(ℓ) +
1
3ζ2(ℓ)
1 + ζ1(ℓ) + ζ2(ℓ)
, (40)
closely resembles the one found in asymptotic safety in the presence of a cos-
mological constant and without matter [6, 7].
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Figure 4: The spectral dimension dS(ℓ) in D = 4 for a multifractional model
and normal diffusion (dS = dH) with single scale (dashed curve) and two scales
(solid curve) [23].
3.3 Bounds on dimensional flow
Although a systematic study of observational effects of multifractional theory
is still lacking, one can make an educated guess about the size of the correc-
tions expected in the UV and in the far infrared. Actually, several experimental
bounds are known for toy models formulated in a dimensional regularization
scheme where the dimension is D − ǫ and the expansion parameter ǫ is nonva-
nishing. Since geometric corrections in these theories are of the same order of
magnitude as those in fractional spaces [21], one can use bounds in dimensional
regularization as a first approximation.
In the infrared, the anomalous magnetic moment g − 2 of the muon gives
an absolute upper bound, |ǫ| ∼ 103|gtheor − gexp| < 10−8 at ℓ ∼ 10−15m [34].
At larger scales, measurements of the Lamb shift for the hydrogen atom yield
|ǫ| < 10−11 at scales ℓ ∼ 10−11m [35]. Bounds at astrophysical and cosmological
scales are weaker (from precession of Mercury, |ǫ| < 10−9 at ℓ ∼ 1011m [35,
36]; from pulsar measurements, |ǫ| < 10−9 at ℓ ∼ 104 ly [36]; from the cosmic
microwave black-body spectrum, |ǫ| < 10−5 at ℓ ∼ 14.4Gpc [37]), but they
constraint dimensional flow also in time.
In the deep UV, oscillations of neutral B mesons and of the muon g − 2
seem (this claim is isolated and further study is required) to suggest that any
dimension between 2 and 5 is allowed by experiments at mass scales M >
300÷ 400 GeV [38], roughly corresponding to an upper bound ℓ1 < 10−18m for
the multifractional model with monotonic dimensional flow.
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4 Fields on fractional Minkowski spacetime
Generalization of multifractional geometries to Lorentzian signature is straight-
forward. Fractional Minkowski spacetime MDα is defined by the set of data (2)
with the embedding RD replaced by D-dimensional Minkwoski spacetime MD.
The line element associated with MDα is ds2α = ηµν(dxµ)α ⊗ (dxν )α (ηµν is
the Minkowski metric) and is invariant under the fractional version of Poincare´
transformations [13]
q′
µ
= q(x′
µ
) = Λµν q
ν(x) + aµ . (41)
Dimensions are calculated after Wick rotating the time direction, so again dS =
βdH = βDα.
A scalar field theory living on MDα is given by the Lagrangian density
Lα = 12φKαφ−
N∑
n=1
λnφ
n , (42)
where we chose a polynomial potential. The scaling dimension of the field is
such that
[φ] =
Dα− 2
2
= 0 ⇔ α = α1 = 2
D
, (43)
thus suggesting that in a deep UV regime where dH = 2 the theory is power-
counting renormalizable. As usual, one classifies the operators O in the action
according to the scaling of their coupling λ:
O = λ
ˆ
d̺(x)Od ∼ λ˜
(
k
E
)d−dH
, λ = λ˜EdH−d. (44)
Relevant operators are important at low energies (k/E ≪ 1) and the theory
is said to be power-counting renormalizable if [λ] ≥ 0 for all couplings. This
happens when the dimension of all the operators in the action is d ≤ dH.
For the scalar theory (42), the condition [λN ] ≥ 0 implies
N ≤ 2Dα
Dα− 2 if α > α1 , (45a)
N ≤ +∞ if α ≤ α1 . (45b)
Thus, at the UV critical point one has power-counting renormalizability. This
result is confirmed by a computation of the superficial degree of divergence of
Feynman diagrams, which in turn requires the scaling of the propagator (more
generally, the Green’s functions) [13, 39].
Here we discuss neither the classical nor quantum dynamics of these mod-
els. We only notice that the number and form of relevant operators O are
constrained in the same way by RG and fractal-geometry arguments: the final
total Lagrangians coincide.
Quantum field theories onMDα or its multiscale generalizationMD∗ are not
unitary. In fact, there is a loss of probability in the embedding bulk on general
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grounds [17]. However, the loss of unitarity is under control at least for the free
theory [19, 39].
The same type of construction should apply also to gravity, for instance in
the case of a Lagrangian density linear in the fractional generalization of the
Ricci scalar, Lα ∼ R(α). Power-counting renormalizability is then immediate,
but of course proper renormalizability should be checked explicitly.
5 Multifractional spaces and quantum geometry
So far we have concentrated on the mathematical properties of multifractional
spacetimes. Taken as fundamental, multifractional theory aims to be a can-
didate model of Nature borne out of the wish to remove UV divergences in
perturbative gravity. However, by construction it can also serve as an effective
description for other theories, since it is endowed with several geometric prop-
erties commonly found in quantum gravity scenarios. These properties are, in
turn, mutuated from fractal geometry and multiscale complex systems. Given
the generality of these tools, one should be able to describe multifractional
spacetimes and quantum gravity at large with a similar language. We sketch
their relation starting from the diffusion equation.
On a classical manifold, the diffusion equation is(
∂σ −∇2x
)
P = 0 , P (x, x′, 0) = δ(x − x′) , (46)
corresponding to an ordinary Brownian motion and, in the absence of curvature,
to a spectral dimension dS = D. Classical gravity already modifies dS, via the
metric inside the covariant Laplacian. However, a quantum geometry can affect
Eq. (46) even in regimes corresponding to zero curvature. There are three ways
in which quantum effects can enter the diffusion equation:
• The diffusion operator can become fractional and multiscale, ∂σ →
∑
n ξn∂
βn
σ .
This may happen because quantum geometry modifies the scaling rela-
tion between momentum cutoff and diffusion parameter, as in asymptotic
safety [7]. Alternatively, anomalous scaling may be realized at the level of
coordinates or metric, thus leading to a modified
• Laplacian: ∇2x →
∑
n ζnKγn,αn . This is the case, again, of asymptotic
safety [6, 7] but also of Horˇava–Lifshitz gravity, where the UV Laplacian
is higher-order [9]. The large class of simplicial gravities can also lead
to a modified Laplacian in the continuum limit. The effective continuum
Laplacian stemming from the limit of a generic simplicial pseudo-manifold
can differ drastically from the naive continuum limit of the fundamental
discrete Laplacian to Euclidean space. In fact, the effective continuum
Laplacian can loose one or more of the properties of the discrete Laplacian,
including locality and the differential order [14].
• The initial condition δ(x−x′)→ f(x, x′) may also change, as in fractional
spacetimes or in effective models of “quantum manifolds” (first reference
in [10]).
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Figure 5: Typical single-scale profile of the spectral dimension as a function of
the probed length scale. (A) Asymptotic regimes where dS ∼ const (plateaux)
and the values of dS therein are universal or almost universal. (B) Also inter-
mediate plateaux, possibly reduced to local extrema, are robust within a given
physical system, but different mathematical realizations of the same system
cannot produce extra plateaux or transient features such as bumps, glitches,
and so on. (C) Details of dimensional flow such as the monotonic slope of the
profile between different regimes can change with the mathematical realization
but they are physically unimportant [23].
Whether these modifications are explicit features of the given theory or are
hidden by the technicalities of the latter is a model-dependent issue. Most of
the theories share similar features in the profile of the spectral dimension (Fig.
5). All have asymptotic plateaux, with same or very similar values. Intermediate
regimes in one theory may disappear depending on certain details, such as the
type of action and the presence of matter fields [7]. On the other hand, transient
monotonic phases can differ quantitatively (e.g., in the slope), but their exact
form is not relevant because it relies on nonphysical details such as the employed
regularization schemes.
Multifractional spacetimes and gravity theories based on the renormalization
group approach (perturbative or nonperturbative) share many similarities in
the way dimensional flow is realized. This happens because the RG flow can be
described by tools of multifractal geometry, at least in a broad sense; therefore,
since multifractional theory is founded upon the latter, one should expect to
use it as a “dual” picture of RG-based theories. One of the crucial points is the
identification of physical momentum. We briefly illustrate this in the following,
leaving the details to the second paper in Ref. [7].
Consider first a D-dimensional gravitational field theory such that the ef-
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fective Laplacian in the UV is higher order. For instance, in asymptotic safety
higher-order Laplacians arise because the metric gµν scales anomalously with
respect to the momentum cutoff k, gµν(k) = k
−δgµν(k0), where δ is constant in
each asymptotic regime (deep UV, far IR, and any intermediate plateau where
dS ∼ const) and k0 is the IR reference scale. For simplicity we identify k with
the physical momentum, k ≡ pqg.
If the theory is Lorentz invariant and the measure in position space is the
usual one, in order to get a dual fractional picture (α is fixed for the time
being) one should identify the coordinates xqg of this quantum gravity theory
with the geometric coordinates q of fractional theory, xµqg = q
µ. Since q ≥ 0,
this identification is valid only in one orthant, which does not lead to a loss
of generality for the purpose of this qualitative comparison. One could also
define the coordinates q(x) with an extra term sgn(x) and extend the duality
to the whole space. Setting xqg ↔ q is tantamount to ascribing anomalous
scaling to a nontrivial measure weight acting as an effecting metric determinant,
vα(x) ↔ √−g. Consistently, one obtains that α = 2/(2 + δ) and that the
physical momentum pqg is conjugate to q, not x (the standard coordinates of
fractional spaces): pqg ∼ x−α ∝ q−1. As a consequence, the physical momentum
pfrac of fractional theory is related to the momentum of the other quantum-
gravity model by
(pfrac)
α ∼ pqg. (47)
Coordinates can be roughly assimilated to length scales measured by rods in
a given theory: let q ∼ xqg ∼ L and x ∼ ℓ define the “length” units for
a given α (i.e., at a certain scale). Loosely speaking, in the generic quantum-
gravity model and in fractional theory one has, respectively, “q-rods” measuring
“q-meters” and “x-rods” measuring “x-meters,” mutually related by L ∼ ℓα.
“Measurements by rods” can also mean measurements of physical momenta.
In multifractional theory, geometric coordinates change with the scale (via
α), while {x} and the physical momentum pfrac ∼ x−1 are fixed. In particular,
x-rods are fixed and they correspond to what we would call “classical” rods.
In the RG-based theory, however, dimensional flow takes place by comparing
the physics at any given scale 1/k = L with a classical length scale 1/k0 = ℓ.
Therefore, the q-rod used in this theory must be k-adapted, yet k0-dependent.
To summarize, while in multifractional spaces the measure changes but not the
rods/momenta, in the RG-based theory the measure is fixed but rods/momenta
do change with the scale. On one hand, in multifractional models there is an
“integer” classical observer measuring the fractal geometry at any scale with
x-rods, which change intrinsically with the measure. On the other hand, in RG-
based models the observer is “fractal” and measures the geometry with adapting
q-rods.
In the case of asymptotic safety, ordinary Lorentz invariance is preserved
and the theory is physically different from multifractional models, where the ac-
tion cannot be written as a standard q-dependent action with Lorentz-invariant
Laplacian ∂2q . Horˇava–Lifshitz gravity is another example of RG-based (but per-
turbative) theory where the above picture holds, the only differences being that
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anomalous scaling is directly associated with coordinates (not the metric) and
that it is not isotropic. Also in this case the Laplacian is none of the fractional
Laplacians, even when the latter are considered in space-time anisotropic config-
urations (i.e., with different charges a0 6= αi = α, i = 1, . . . , D − 1). Therefore,
we have not established a physical duality between multifractional spacetimes
and RG-based theories. Rather, we have pointed out how RG physics can be re-
cast in a language close to that of multifractal geometry and multiscale complex
systems. Under this perspective, it is no wonder that Horˇava–Lifshitz, asymp-
totic safety and multifractional theory share very similar profiles for dimensional
flow.1
6 Multifractional complex spacetimes
6.1 From real to complex order
An important step beyond the multifractional setting presented so far is made
after promoting the fractional charge α to a complex parameter [23]. Why to
bother considering this extension of the theory? The reason is that real-order
fractional integrals do not capture all the properties of genuine fractals. For
instance, the return probability on deterministic fractals displays ripples, tiny
oscilations due to the symmetry structure of these sets [40]:
P(σ) = 1
(4πσ)
dS
2
F (σ) , F periodic in lnσ . (48)
Complex fractional integrals approximate integrals on fractals better than real-
order calculus, inasmuch as the former approximate deterministic fractals, while
the latter is better suited for random fractals. Complex-order calculus does
include the logarithmic oscillations. Real-order fractional integrals are simply
the average of complex integrals over a log-period [20].
Complex fractional measures are obtained by the substitution α → α + iω
in (3),
̺α(x)→ ̺α,ω(x) = c+|x|α+iω + c−|x|α−iω , ω ≥ 0 , (49)
where c± are some coefficients. Summing over α and ω and imposing the action
to be real fixes c±, so that one obtains
S =
ˆ
d̺(x)L , d̺(x) =
∑
α
gα
∑
ω
∏
µ
d̺α,ω(x
µ) , (50)
where
̺α,ω(x) =
xα
Γ(α+ 1)
[
1 +Aα,ω cos
(
ω ln
|x|
ℓ∞
)
+Bα,ω sin
(
ω ln
|x|
ℓ∞
)]
(51)
1This is true only in D = 4. In three dimensions, Horˇava–Lifshitz still predicts dS ∼ 2 in
the UV, while asymptotic safety and isotropic multifractional theory coincide (dS ∼ 3/2). See
[7] for details.
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Figure 6: The measure ̺α,ω, Eq. (51), for ω = 1 and α = 0.05. The horizontal
axis is ln |x/ℓ∞|. The dashed curve is the average ̺α = 〈̺α,ω〉 [13].
and Aα,ω and Bα,ω are real [13]. Here ℓ∞ is a fundamental scale introduced to
make the argument of the logarithms dimensionless. This form of the measure
is also motivated by fractal-geometry arguments. Averaging over a log-period
yields the zero mode of ̺α,ω, which is nothing but the real-order measure ̺α
(Fig. 6).
6.2 Discrete scale invariance
The oscillatory part of ̺ω,α is invariant under the transformation
ln
|x|
ℓ∞
→ ln |x|
ℓ∞
+
2πn
ω
, n = 0, 1, 2, . . . , (52)
implying the discrete symmetry
x → λnωx , λω := exp(2π/ω) , n = 0, 1, 2, . . . . (53)
Discrete scale invariance is typical of many chaotic systems ranging from earth-
quake models to financial crashes [41]. As anticipated in Sec. 2.5, the trivial
similarity symmetry of the real-order case is fixed once we move to a proposal
in closer contact with fractal geometry.
6.3 Scale hierarchy
We can now identify several regimes from small to large scales. In the case of
only one frequency ω and for a monotonic dimensional flow (one characteristic
scale ℓ1), we have:
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• Ultramicroscopic regime (ℓ ∼ ℓ∞). Even if the formalism is in the con-
tinuum, log-oscillating measures render the geometry effectively discrete
at scales close to ℓ∞. Here, the measure is expanded about |x|/ℓ∞ ∼ 1,
getting d̺(x) ∼ ∏µ dDx/|xµ|. This measure appears also in an appar-
ently different context, κ-Minkowski noncommutative spacetimes. A close
inspection of the relation between multifractional and noncommutative
spacetimes [4] makes this correspondence more precise, thus solving the
problem of the commutative limit in κ-Minkowski (the cyclic-invariant
measure
∏
µ d
Dx/|xµ| cannot reduce to the Lebesgue measure dDx be-
cause the Planck length is absent). From these results, one can naturally
identify ℓ∞ = ℓPl.
• Oscillatory transient regime (ℓω = λωℓ∞ < ℓ≪ ℓ1). At scales larger than
ℓ∞ but smaller than ℓ1, the geometry is described by Eq. (51). The system
possesses a discrete scale invariance and ordinary geometric indicators
such as dimensions and volumes are ambiguous unless averaged over a
log-period ℓω. Without averaging, a determination of, say, the spectral
dimension would yield widely different values by just a slight change in
diffusion time. As a matter of fact, the correct definition of dS, valid also
for deterministic fractals, is the averaged version of Eq. (23).
• Multifractional regime (ℓω ≪ ℓ . ℓ1). At mesoscopic scales (i.e., above
the log-period but below ℓ1), the measure can be averaged:
̺α(x) := 〈̺α,ω(x)〉 ∝ |x|α, d̺(x) ∼
∑
α
gαd̺α(x) . (54)
Geometry effectively experiences a transition from a discrete to a contin-
uum regime characterized, respectively, by the symmetries (53) and (at
any given α/scale) (41). There is a UV critical point at α = α1 = 2/D,
corresponding to dH = 2 and ̺(x) ∼ ̺1/2(x) ∝ |x|1/2. If α ≥ α1, then one
must have D = 4. Dimension flows from 2 to 4, and the IR dimension is
fixed by the UV geometry.
• Integer regime (ℓ ≫ ℓ1). Eventually, at large-enough scales ordinary
Poincare´-invariant field theory on Minkowski spacetime is recovered. The
dimension of spacetime is dH = dS = 4−ǫ and Euclidean geometry in local
inertial frames gets tiny corrections. We have already quoted some upper
bounds on ǫ in Sec. 3.3. This regime may not necessarily be classical, i.e.,
one can enter it at scales still affected by quantum mechanics.
7 Outlook
Quantum gravity is a wide subject which can be explored in many different
ways, not only in complex articulated frameworks such as string theory and
loop quantum gravity, but also in other theories sharing some universal charac-
teristics. Multifractional theory both is a model of quantum gravity in its own
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right and can serve as a framework to understand other proposals. Just like
Horˇava–Lifshitz gravity, it is a traditional perturbative field theory but built on
an “anomalous” continuous spacetime. The development of the theory has just
begun and is very much in progress. “Euclidean” and “Minkowski” classical
geometries have been constructed; a sequence of scale and dimension hierar-
chies (including a discrete-to-continuum transition of geometry and, at larger
scales, dimensional flow) are under analytic control; power-counting renormaliz-
ability has been shown; momentum space and invertible momentum transforms
have been found; a detailed classification of diffusion and stochastic processes
in quantum geometry was made possible; the relation with noncommutative
spacetimes has been studied and κ-Minkowski geometry has been provided a
novel embedding (as the asymptotic limit of a complex fractional geometry);
quantum mechanics on fractional spacetimes has been also formulated. Among
the works presently in progress, Noether currents and the quantum propagator
of a scalar field are the next steps in the study of multifractional quantum field
theory [39]; from this, one will be able to consider the issue of renormalization,
the β functions, the level of quantum Lorentz violation, and particle-physics
phenomenology.
One of the most pressing goals is to explicitly include gravity (and cosmol-
ogy) in the picture, but we do not foresee any reason why it should not work
[13]. (A preliminary analysis with gravity, based on a Lebesgue–Stieltjes formu-
lation of the measure later abandoned for the technical reasons sketched in the
introduction, is in [17].) The purpose of the present paper, based on two lec-
tures given at the Sixth International School on Field Theory and Gravitation
in April 2012, was to elicit the reader’s interest in the subject. We hope to have
been successful and to report more results in the near future.
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