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In this work, we develop open source hardware and software for eye state classification and integrate
it with a protocol for the Internet of Things (IoT). We design and build the hardware using a reduced
number of components and with a very low-cost. Moreover, we propose a method for the detection of
open eyes (oE) and closed eyes (cE) states based on computing a power ratio between different frequency
bands of the acquired signal. We compare several real- and complex-valued transformations combined
with two decision strategies: a threshold-based method and a linear discriminant analysis. Simulation
results show both classifier accuracies and their corresponding system delays.
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1. Introduction
Brain–Computer Interfaces (BCI) are communica-
tion systems that monitor the cerebral activity and
translate certain characteristics, corresponding to
user intentions, to commands for device control.1
One of the greatest challenges of BCI technology
is the development of wearable and portable elec-
trode devices that are minimally invasive and ready-
to-use with short training times.2,3 In particular,
current research is focused on the potential of Elec-
troencephalography (EEG)4–6 techniques to capture
the brain activity associated to user intent.7–9 This
requires the design and development of friendly
devices with real-time operation and adaptation for
people with motor functional diversity. Recently, dif-
ferent companies and studies have presented com-
mercial products with the aim of opening the EEG
technology to applications not restricted to medical
diagnosis,2,10 such as the Emotiv Epoc11 and the
NeuroSky Mindwave.12 However, both the Emotiv
or NeuroSky devices require the use of accompany-
ing proprietary software.
In this work, we present a prototype of an EEG
device designed to acquire signals using a reduced
number of sensors. The system is composed of low-
cost components, including a dual core microcon-
troller that allows us to perform all operations asso-
ciated to signal classification simultaneously to the
transmission of data to the Internet of Things (IoT)
environment. Our first objective is the assessment of
its performance in determining the user’s eye states,
i.e, open eyes (oE) or closed eyes (cE), using differ-
ent strategies based on short training times. These
strategies are as follows:
(1) Real-valued instead of complex-valued trans-
forms, since, in general, the use of complex-
valued signals requires more than twice the num-
ber of computational operations.
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(2) Sliding windows with overlapping instead of the
traditional approach based on nonoverlapped
windows, thus reducing delays between acquisi-
tion and decision.
(3) A classifier based either on a threshold-based
method or on Linear Discriminant Analysis
(LDA).
(4) A correction system for the mitigation of decision
errors.
Our second objective is the use of the acquired infor-
mation about the user’s eye state for the control of
IoT devices by means of ON/OFF operations.
This paper is organized as follows. Section 2 sum-
marizes some of the most important previous works
related to the utilization of EEG for IoT and to the
classification of cE and oE states from acquired sig-
nals. Section 3 describes our open source device for
EEG signal acquisition and an open solution from
OpenBCI.13 Section 4 shows the architecture used
to integrate the EEG device with IoT elements. Sec-
tion 5 explains the proposed method for cE and oE
classification. The methodology and materials used
for the experiments are presented in Sec. 6. Section 7
shows the results obtained from a set of test individ-
uals. Section 8 analyzes these results. Finally, Sec. 9
contains the more relevant conclusions of this work.
2. Related Work
The IoT paradigm refers to a global dynamic infras-
tructure based on interoperable communication pro-
tocols that integrate physical and virtual objects
into an information network.14 Among other applica-
tions, home automation or smart homes are rapidly
gaining interest.15,16 The aim of such systems is to
make the home environment not only comfortable
and accessible, but also to optimize and automate
the use of appliances like TV sets, air conditioners,
light bulbs, ovens or washing machines.
The development of low-cost EEG devices as
a tool for IoT has been presented in some recent
papers.17 For instance, Jadadish et al. present a
BCI application which detects voluntary blinks of
the user and controls electrical appliances included
in an IoT system. Mathe et al.18 connect a BCI
application which employs the Mindwave12 consumer
EEG device to estimate the user’s depression level
with an IoT ecosystem responsible for notifying the
caretakers. In a more recent study with the same
headset, Narayana et al.19 present a BCI running on
an Android phone which locks/unlocks a wheelchair
and controls its movements through an IoT environ-
ment. Lee et al.20 present a BCI-controlled mobile
robot for telepresence which is developed in an IoT
system and used for the communication between sub-
ject and robot.
In previous work, we have studied the control
of IoT devices using the detection of cE and oE
states.21 For the detection of each state, we ana-
lyzed the alpha and beta waves of the EEG signal.
Alpha waves, whose frequency ranges from 8 Hz to
13 Hz, are associated with the most relaxed and sta-
ble brain state; whereas beta waves, in the frequency
range from 13 Hz to 22 Hz, are associated with states
of high wakefulness.22–25
Both the eye state identification and the eye-
gaze analysis have become an active research field
during the last years due to their implication in
human–machine interfaces.26,27 In particular, EEG
eye state detection has been successfully applied in
a wide variety of domains,28 such as driving drowsi-
ness detection,29 infant sleep-waking state classifi-
cation30 and stress features identification,31 among
others. Several papers have associated cE and oE
with particular frequency and amplitude ranges of
the brain waves.22–25 For instance, Kirkup et al.32
present a home automation control system for a rapid
on/off switch appliance which filters the EEG signal
between 8 Hz and 12 Hz and employs the resulting
alpha values to determine the user’s eye state based
on a threshold.
In a more recent study, Saghafi et al. propose
the use of delta and theta bands for these purposes,
applying an 8 Hz low-pass filter to the EEG signal33
and using different methods for the extraction of the
principal features in eye state classifiers such as, for
example, Multivariate Empirical Mode Decomposi-
tion (MEMD), Logistic Regression (LR), Artificial
Neural Networks (ANN) or Support Vector Machine
(SVM). Their proposed algorithm detected the eye
state with an accuracy of 88.2% in less than 2 s.
On the other hand, Naderi et al.34 propose a
technique based on Welch’s method for estimating
the Power Spectral Density (PSD) and on Recurrent
Neural Networks (RNNs) to differentiate a relaxed
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from EEG time series and PSD levels were extracted
to train and test the classifier which, at the end,
exhibited an accuracy of 100%. In another study on
the same dataset, Acharya et al.35 propose the use of
Convolutional Neural Networks (CNN) for the devel-
opment of a Computer-Aided-Diagnosis (CAD) sys-
tem that automatically detects seizure using EEG
signals. They implement an algorithm based on a
13-layer deep convolutional neural network for the
detection of normal, preictal, and seizure classes,
where the normal state corresponds to a relaxed
and CE situation. Their proposed technique achieves
an accuracy, specificity, and sensitivity of 88.67%,
90.00%, and 95.00%, respectively. Wang et al.28
extracted channel standard deviations and averages
as features for an Incremental Attribute Learning
(IAL) algorithm and achieved an error rate of 27.45%
for eye state classification.
Although the aforementioned papers show meth-
ods to detect eye states with high accuracy, they
gather the brain activity using at least 14 electrodes
and large EGG devices. The main drawback of these
devices is that they are uncomfortable for the user
and cumbersome to use for long periods of time and
during daily life activities. Moreover, they use large
training sequences. In order to avoid these limita-
tions, we have proposed a simple threshold-based
algorithm that uses the power of both alpha and beta
bands with short training periods.21 Following this
idea, this paper studies the employment of different
criteria to detect changes on the eye states.
3. Open Devices
The elements of the EEG device we developed are
shown in Fig. 1. This prototype has a total of three
sensors: input, reference and ground.
The input signal is amplified and bandpass fil-
tered between 4.7–29.2Hz. We use an AD8221 instru-
mentation amplifier followed by: (i) a 50 Hz notch
filter to avoid the interference of electric devices in
the vicinity of the sensor wires; (ii) a second-order
low-pass filter; (iii) a second-order high-pass filter;
and (iv) a final bandpass filter with adjustable gain.
The different filter stages that follow the instrumen-
tation amplifier are shown in Fig. 2. Both the low and
high-pass filters use a Sallen–Key architecture.36 The
low-pass filter has a cut-off frequency of
fc1 =
1
2π · 300 × 103 · 10 × 10−9 · √3.3 = 29.204 Hz,






whereas the high-pass filter has a cut-off frequency of
fc2 =
1
2π · 470 × 10−9 · 100 × 103 · √1.961
= 4.742 Hz,
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Fig. 2. EEG sensor filters.
Fig. 3. EEG filter response.
The Q-factor of the high-pass filter is higher in
order to compensate the response of the notch filter
near the 30 Hz cut-off frequency. The final bandpass
filter has cut-off frequencies of
fc3l =
1




2π · 22 × 10−9 · 100 × 103· = 72.343 Hz,
and a gain of




The R43 potentiometer, with values up to 1 kΩ,
allows us to adjust the gain to better utilize the whole
range of the ADC.
Figure 3 shows the response of the filter stages for
R43 = 220 Ω, which results in a gain of 53.171 dB.
Table 1. Basic comparison of EEG devices.
Device Cyton Prototype
Available channels 8 1
Used channels 1 1
Sampling rate (Hz) 250 200
Wet/dry electrodes Wet Wet
ADC resolution 24 bits 12 bits
Wireless transmission BLE Wi-Fi
Signal extraction EEG, EMG & ECG EEG
Table 1 summarizes some of the specifications
of the proposed device and compares it with the
well-known hardware: the OpenBCI Cyton board.13
OpenBCI is built around an ADS1299, developed by
Texas Instruments for biopotential measurements.
The ADS1299 is an 8-channel, low-noise, 24-bit
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Fig. 4. Proposed system architecture.
measuring EEG signals. The OpenBCI uses an
ATmega328P microcontroller and a SD card for
local storage. EEG signals are sampled at 250 Hz.
Data acquired from this device is bandpass filtered
between 3 and 45Hz. An adjustable 50 Hz or 60 Hz
notch filter can also be applied.
4. System Design and Architecture
Figure 4 shows the architecture for the integration
of our BCI device in an IoT environment. The aim
of the system is to detect cE or oE and employ this
information in the control of different surrounding
devices. The IoT ecosystem is composed of the EEG
device described in Sec. 3 and its BCI application,
together with other household devices whose behav-
ior depends on the produced information.
The communication between the different IoT
agents is based on the Message Queue Teleme-
try Transport (MQTT) protocol.37 It is a pub-
lish/subscribe, extremely simple and lightweight
messaging protocol designed for constrained devices
and low-bandwidth networks. The publish/subscribe
model is built around a central broker and a num-
ber of clients which connect to the broker. Publishers
send messages to the broker on a specific topic and
subscribers register with the broker their interest in
one or more of them. The broker acts like an inter-
mediary agent, responsible for relating the informa-
tion that the publishers provide with the subscriber
clients and dealing with authentication and control-
ling who is allowed to publish or subscribe to which
topics. The topics can be created and combined in
a simple way, so the system can be easily expanded
with the inclusion of new devices or applications into
the new topics.
For the architecture shown in Fig. 4, the BCI
application, running on the ESP32, is the first pub-
lisher client of the IoT ecosystem. It is in charge of
detecting the eye state of the user and, making use of
the built-in Wi-Fi module, publishing the extracted
information to the broker. The MQTT broker deals
with the messages received from the BCI applica-
tion and forwards it to interested subscribers. The
transmitted data correspond to one byte of informa-
tion, which represents the ocular state of the user.
The broker is deployed in a Raspberry Pi 2 model B
and implemented using Eclipse Mosquitto,38 an open
source and lightweight MQTT broker.
The data transmission in the MQTT protocol
is performed through the exchange of a series of
MQTT Control Packets (CP). These CP consist of
up to three parts: (1) a fixed header, which is always
present in all CP; (2) an optional variable header
and (3) an optional payload. This final part of the
CP is used by the application to publish the infor-
mation extracted by the system. The protocol allows
CP sizes up to 256 MB.39
A wide variety of household devices can be
included in the system as subscriber clients (e.g.
light bulbs, kitchen burners, heating system). These
devices receive the information from the broker and
react accordingly to it, e.g. if the kitchen burners
client observes that the user has had their eyes closed
for a long time, which likely means that he or she has
fallen asleep, then the subscriber client should turn
the burners off in order to avoid any risk.
5. Proposed Threshold-Based Classifier
Power Spectral Density Analysis (PSDA), which is
based on the frequency analysis of the EEG signal,
is one of the most widely used feature extraction
methods for EEG classification. The PSD represents
the distribution of signal power in different bands. In
particular, we will use the power ratio between alpha
and beta frequency bands for the determination of
the user’s eye state. In this section, we will intro-
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5.1. Sliding transforms
Let x(n) be the sample at the discrete instant n of
the zero-mean signal x. The Sliding Transform (ST)
is obtained by applying an N -point discrete trans-
form to moving windows starting at instant nr i.e.
{x(nr), x(nr + 1), . . . , x(nr + N − 1)}. The signal





x(nr + n) · φ(wk, n),
k = 0, . . . , N − 1, (1)
where φ is, in general, a complex-valued function and
wk denotes the frequency bin. Note that this expres-
sion corresponds to the DFT when φ is
φ1(ωk, n) = ejωkn
= cos(ωkn) + j sin(ωkn), (2)
where ωk = 2πkN .
We will also consider the complex-valued function
expressed as
φ2(ωk, n) = sign(cos(ωkn)) + j sign(sin(ωkn)).
(3)
Two additional real-valued functions are also con-
sidered in this work, given by
φ3(ωk, n) = cos(ωkn), (4)
φ4(ωk, n) = sign(cos(ωkn)), (5)
respectively denoted as φ3 and φ4 transforms.
All the aforementioned transforms are directly
computed in the EPS32 presented in Fig. 1. Note
that the φ2 transform only takes values ±1 ± j and
therefore, the products in (2) can be easily imple-
mented at low-level by only two sign changes per
x(nr + n) sample. Contrary to the φ1 and φ2 trans-
forms, both φ3 and φ4 only use the real part of the
DFT and, as a consequence, the number of opera-
tions is also reduced in half with respect to the two
first transforms. Moreover, since the φ4 transform
only takes values +1 and −1, only one sign change
per x(nr + n) sample is computed in (2).
In this work, we propose to compute the trans-
forms described above on overlapped sliding win-
dows. In general, we need to compute (2) over the
input windows beginning at instant nr, without
taking into account the result obtained for previous
windows. However, for some transforms, the com-
putational overhead can be considerably reduced by
using recursive algorithms.40,41
5.2. Decision algorithm
Using (2), we can compute the alpha and beta bands
taking into account that the alpha band ranges from
8 Hz to 13 Hz, while the beta band ranges from 14 Hz
to 19 Hz. From each band, we obtain the power of
alpha and beta, respectively denoted by α and β, and
calculate their ratio R = β/α. Note that R is a real
number for all real- or complex-valued transforms.
Taking advantage of the ratio fluctuation according
to the eye state, a threshold-based classifier is imple-
mented for the detection of cE or oE user states.
Those values that fall below that threshold, termed
as T , will be classified as cE, while those above it
will be associated to oE. Thus, the criteria for our
classifier is defined by the following decision rule:
cE, R ≤ T,
oE, R > T.
(6)
The threshold value is determined in a training
step by computing the power of alpha and beta bands
and then the R = β/α ratio for cE and oE sates,
respectively denoted by RcE and RoE. Subsequently,






To improve the robustness of the threshold cali-
bration, we compute the ratio R for each window of
the training set. Then, all the values that lie more
than three standard deviations away from the mean
are treated as outliers and are not taken into account
for the calculation of T in (7).
In order to test the performance of our proposed
classifier, we will compare it with Linear Discrimi-
nant Analysis (LDA). The basis of LDA is the use
of hyperplanes that separate the feature vectors of
the different classes.42,43 The location and orienta-
tion of these hyperplanes is determined from train-
ing data. LDA has lower computational requirements
and faster rates than other popular classifiers such
as Support Vector Machine (SVM) or Radial Basis
Function (RBF), which makes it suitable for the
development of online BCI systems.6 Moreover, LDA
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5.3. Stability strategy
The criteria in (6) takes a decision each time a win-
dow is processed without taking into account the pre-
vious state. Since our architecture uses that informa-
tion to send an order to the IoT device, an erroneous
decision implies a nonstable system.
To mitigate sudden changes in the environment
caused by artifacts or abnormal EEG data, we pro-
pose to use the criteria (6) as a tentative for cE or
oE state decision. If this tentative results in a change
of the user’s eye state, the classifier waits for the
result from the next window before taking a deci-
sion. If the next window results in the same message
of state change, the classifier decides that the change
has indeed ocurred. Otherwise, the tentative decision
is discarded.
6. Materials and Methods
The participant group included a total of seven vol-
unteers (males) who agreed to participate in the
research. Their mean age was 29.67 (range 24–56).
The participants indicated that they do not have
hearing or visual impairments. Participation was vol-
untary and informed consent was obtained for each
participant in order to employ their EEG data in our
study.
We captured the brain activity of the subjects
with the proposed EEG prototype. Gold cup elec-
trodes were placed in accordance with the 10–20
international system for electrode placement45 and
attached to the subjects scalp using a conductive
paste. Electrode-skin impedances were checked to be
below 15 kΩ at all electrodes. Several studies have
proved that the alpha rhythm predominates in the
occipital area of the brain when subjects remain
with their eyes closed and it is reduced when visual
stimulation takes place.23,46,47 In accordance with
these works, the input channel of the prototype was
located in the O2 position. Moreover, to reduce the
setup time and improve the EEG signal quality,
the reference and ground electrodes were placed in
the FP2 and A1 positions, respectively, where the
absence of hair facilitates its placement48 (see Fig. 5).
All the experiments were conducted in a sound-
attenuated and controlled environment. Participants
were seated in a comfortable chair and asked to be
relaxed and focused on the task, trying to avoid any
distraction or external stimulus. Experiments were
Fig. 5. Anatomical electrode distribution in accordance
with the standard 10–20 placement system used during
the EEG measurements. The yellow circle represents the
input channel, while blue and black bordered circles rep-
resent reference and ground, respectively.
Fig. 6. User’s experiment flowchart.
composed of 2 tasks: the first one, 60 s of oE and
the second, 60 s of cE. Each task was separated by
a pause of at least 3 s to ensure the participant is
rested before a new task (see Fig. 6). In order to
simulate a real-life situation, the subject could move
his gaze freely during the eye-open tasks, without
the need to keep it at a fixed point. The procedure
was conveniently explained in advance allowing the
participants to feel comfortable and familiar with the
test environment. Possible artifacts were minimized
by asking them not to speak, move or blink (or at
least as little as possible) throughout the oE task.
A total of 10 tasks (i.e. 10 min) were recorded for
each participant, which corresponds to five tasks of
oE and five tasks of cE.
Since an essential feature of our proposed archi-
tecture is its ease of use and the users’ comfort, a
main objective of this system is to guarantee that the
prototype achieves good performances using short
training periods. For the developed experiments, the
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where 2min correspond to the oE state, and the
remaining 2min to cE. From these data, the R ratio
is calculated for each window considering each type
of transform. These ratios are then used to calibrate
the threshold level using (7) or to train the LDA
classifier.
To compare the accuracies obtained using over-
lapped and nonoverlapped windows, several indepen-
dent experiments were performed in which only the
recordings not considered for the training step were
used as test data, i.e. 3 min of data corresponding to
each eye state. We have considered time windows of
D seconds and an overlapped time slot of d seconds.
Two important parameters must be considered for
the design of these experiments:
• Computational overhead, which is given by the
window size D that determines the number of sam-
ples used to compute transforms, denoted by N .
Additionally, the number of windows grows with
the size of the overlapped time slot i.e. d.
• Decision delay, which is the wait time for a new
classifier decision, given by D − d seconds.
The performance of each transform has been mea-
sured considering only the nonoverlapping samples,
i.e. only the new instances, which correspond to the
D − d part of the window, are classified and taken
into account for the calculation of the accuracy.
With the goal of avoiding classification bias each
experiment has been repeated five times, each one
implementing a hold out cross-validation process, i.e.
random training and test recordings. Therefore, the
results shown throughout this work correspond to
the average of all of them.
7. Experimental Results
In this section we show the results obtained from
experiments performed using the strategies proposed
in Sec. 5. Additionally, we also include those achieved
by the OpenBCI device for comparison.
7.1. Threshold-based method
Figure 7 shows the mean threshold obtained for each
subject using nonoverlapped windows and different
window sizes for the four transforms explained in
(a) (b)
(c) (d)
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Sec. 5.1. We can observe similarities between thresh-
olds obtained for the φ1 and φ3 transforms, and
also between those resulted from the φ2 and φ4
transforms.
First, we present results corresponding to experi-
ments performed using nonoverlapped windows. In
this case, the decision delay is the same as the win-
dow size, i.e. D − d = D seconds. Table 2 shows the
results obtained from recordings of both oE and cE
states. We can observe that the system presents good
results for cE (above 85% for all cases), especially for
the φ1 transform, and higher as the decision delay is
less restricted. Conversely, the system performance
for oE shows lower accuracies, where delays of 6 s or
8 s are needed to achieve higher than 85%.
For the second experiment, we consider over-
lapped windows of size D = 10 s and different over-
lapped sizes i.e. d is variable. Table 3 shows the
results obtained from oE and cE recordings. We
can observe that all the accuracies have consider-
ably improved for short delays compared to nonover-
lapped windows (see Table 2). In particular, the φ1
transform achieves an accuracy above 93% for both
eye states and all the delays.
We now evaluate the behavior of our system for
oE and cE detection on each subject. We use win-
dow sizes of D = 10 s. Figures 8(a) and 8(b) show the
accuracies and standard deviations obtained from oE
and cE recordings considering 2 s as decision delay.
The equivalent results for a higher delay of 4 s are
depicted in Figs. 8(c) and 8(d). It can be observed
that the accuracies obtained for the classification of
Table 2. Performances for nonoverlapped windows
with the threshold-based classifier.
Delay D − d (s)
Transform 2 4 6 8
(a) Accuracy for oE
φ1 76.60 87.62 92.92 94.86
φ2 74.98 86.73 89.87 94.35
φ3 63.87 81.08 85.81 94.22
φ4 60.73 77.33 86.13 93.59
(b) Accuracy for cE
φ1 86.41 89.68 92.95 93.81
φ2 86.00 89.11 92.48 93.71
φ3 86.41 87.24 88.98 89.87
φ4 86.51 85.75 87.59 88.63
Table 3. Performances for overlapped windows
with the threshold-based classifier.
Delay D − d (s)
Transform 2 4 6 8
(a) Accuracy for oE
φ1 96.35 97.08 95.97 95.24
φ2 94.06 94.86 92.73 93.21
φ3 92.25 93.40 91.49 91.94
φ4 90.89 90.79 88.98 90.38
(b) Accuracy for cE
φ1 95.27 94.83 94.35 93.94
φ2 93.37 93.40 93.46 92.44
φ3 92.13 92.44 91.40 92.13
φ4 91.21 91.56 89.49 92.19
oE and φ1 are greater than 90% for all the sub-
jects, with Subject 7 achieving the lowest results with
an accuracy of 92.22% and 93.78% for delays of 2 s
and 4 s, respectively. For cE the best transform is
also φ1, although for one subject, denoted by 4, it
shows worse performance with accuracies below 90%
(specifically 86% and 84.89% for delays of 2 s and 4 s,
respectively). This percentage implies that, in these
cases, the devices connected an IoT environment may
turn on/off needlessly.
7.2. LDA
The previous experiments were also performed to
test the performance of the LDA classifier. Tables 4
and 5 show the results obtained for cE and oE apply-
ing the four proposed transforms when the R ratio is
extracted considering nonoverlapped or overlapped
windows, respectively. It can be observed that for
both cases, the oE performance is significantly lower
than that achieved by the threshold-based method.
For the φ1 transform, the maximum accuracy for
nonoverlapped windows is 86.10% with a delay of
8 s, whereas for overlapped windows the accuracy is
86.89% with a delay of 2 s.
Figure 9 shows the performance achieved by each
subject with decision delays of 2 s and 4 s. It can
be seen that 4 of the 7 subjects present an average
accuracy below 90% for oE.
7.3. Stability strategy
Finally, we will consider the strategy explained in
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(a) (b)
(c) (d)
Fig. 8. Classification accuracies and standard deviation with the threshold-based method: (a) oE with decision delay of
2 s, (b) cE with decision delay of 2 s, (c) oE with decision delay of 4 s and (d) cE with decision delay of 4 s.
Table 4. Performances for nonoverlapped windows
with LDA.
Delay D − d (s)
Transform 2 4 6 8
(a) Accuracy for oE
φ1 68.76 77.62 81.49 86.10
φ2 68.83 81.05 81.11 83.68
φ3 59.11 70.70 73.81 79.33
φ4 57.52 67.68 75.37 78.67
(b) Accuracy for cE
φ1 90.51 94.92 97.75 97.94
φ2 89.37 94.38 97.24 98.25
φ3 89.30 92.25 94.35 96.76
φ4 88.38 91.56 93.68 97.11
Table 5. Performances with overlapped windows
with LDA.
Delay D − d (s)
Transform 2 4 6 8
(a) Accuracy for oE
φ1 86.89 87.65 87.02 86.83
φ2 86.06 86.73 86.25 86.10
φ3 83.90 84.57 83.87 83.94
φ4 81.68 82.32 82.00 83.02
(b) Accuracy for cE
φ1 98.19 98.70 98.22 98.44
φ2 97.84 98.22 97.59 97.78
φ3 96.89 96.51 96.06 97.14
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(a) (b)
(c) (d)
Fig. 9. Classification accuracies and standard deviation with Linear Discriminant Analysis: (a) oE with decision delay
of 2 s, (b) cE with decision delay of 2 s, (c) oE with decision delay of 4 s and (d) cE with decision delay of 4 s.
is only executed if two consecutive windows agree.
For this experiment, we will consider the φ1 trans-
form, which exhibited best performance before. It is
important to note that this configuration has a delay
of 2 s when the decision for the current window is the
same as the previous one, and of 4 s otherwise.
We now consider EEG recordings registered
by the proposed prototype and the Cyton board.
Figure 10 compares both average accuracies and
standard deviations of the classifiers. It can be
observed that, in general, for the threshold-based
method, both EEG devices achieve similar results,
except for the subject 3 in oE and subject 4 in cE,
where both devices differ notably. Moreover, it can
be seen that this criteria is again significantly better
for oE than LDA, although the accuracies are slightly
lower for cE.
On the other hand, the results obtained for cE
under this strategy outperform those corresponding
to a delay of D−d = 2 s depicted in Fig. 8(b) for the
threshold criterion and in Fig. 9(b) for LDA.
7.4. Data transmission
As shown in Sec. 4, the ESP32 microcontroller
performs the signal sampling. In this architecture,
referred to as Architecture 1, the ESP32 also per-
forms the state classification and the transmission
of the results. An alternative architecture, termed
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(a) (b)
(c) (d)
Fig. 10. Classification accuracies and standard deviation with the stability strategy and a final decision delay of 4 s: (a)
oE for the threshold-based method, (b) cE for the threshold-based method, (c) oE for LDA and (d) cE for LDA.
Table 6. Payload size and number of packets sent
during one minute for different architecture config-
urations.
Payload
Architecture Method (bytes) Packets
1 Eye state (2 s) 1 30
1 Eye state (4 s) 1 15
2 Samples 36,000 36,000
2 Samples (2 s) 1200 30
2 Samples (4 s) 2400 15
application in a control unit, like a Raspberry Pi or
a PC. The ESP32 transmits samples directly to that
control unit.
Table 6 shows the payload size and the num-
ber of packets sent during one minute for different
architecture configurations. The first two rows show
the data transmitted using Architecture 1 with
delays of 2 s and 4 s. In this case, the payload of each
packet will only contain one byte, which represents
the user’s eye state. The other three rows show the
amount of data transmitted using Architecture 2, in
which each packet contains the raw brain activity
of the subject. For this purpose, two scenarios have
been considered: first, the transmission of each sam-
ple captured by the EEG device, which allows the
external devices to monitor the user’s EEG data in
real-time. Each sample is encoded in three bytes, so
the system sends 36,000 bytes/minute for a sampling
rate of 200 Hz. The second scenario corresponds to
the transmission of chunks of recorded data corre-
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8. Discussion
We have proposed an open EEG device that cap-
tures the brain activity of the subjects using only
one input channel, located at position O2, in order
to detect their eye state i.e. cE or oE. We have several
requirements for the final system:
• The oE detection is usually more important to
guarantee comfort.
• The accuracy must be high to avoid undesired sit-
uations in which devices turn off/on needlessly.
• Robustness against environment changes and the
user’s brain activity.
• Ready-to-use application, with short training
times that facilitate its usability and integration
in our daily life.
The system is trained using two minutes for each
eye state and tested with three minutes per state.
Tables 2–5 show the results obtained with both over-
lapped and nonoverlapped windows for the calcula-
tion of the R ratio. It is apparent that the use of over-
lapped windows significantly improves the system
accuracy, especially for short delay times. Moreover,
from the transform comparisons, we can conclude
that all of them are adequate for cE detection. How-
ever, high accuracies for oE require a φ1 transform
computed from overlapped windows. For the short-
est delays, the threshold-based classifier achieves an
average accuracy of 95.81 ± 3.67%, while LDA only
obtains 92.54± 8.19%.
From Figs. 8 and 9, we can observe that the
threshold-based classifier performs notably better for
the oE state than LDA, which achieves less than 90%
of accuracy with the φ1 transform for 4 out of 7
subjects and shows larger deviations. Conversely, the
results obtained by LDA for cE show higher accura-
cies and shorter deviations than the threshold-based
method, but these differences are much smaller than
those of the oE experiments. Thus, the threshold-
based classifier provides greater robustness for deci-
sion making, so it will be preferable for the imple-
mentation of the system. Note that the performance
achieved by the φ2 transform is slightly worse than
that obtained by the φ1 transform, although with a
lower computational cost, as was mentioned before.
Moreover, the success rates provided by the φ3 and
φ4 transforms are not as high as for the first two
transforms, but reduce the computational complex-
ity even more.
Taking these results into account we can appre-
ciate that, for a delay of 2 s, the threshold-based
method obtains an accuracy greater than 90% for all
the seven subjects in an oE scenario and for 6 of the 7
subjects for cE. This means that the system response
time is suitable for the implementation of noncritical
applications. However, for certain environments, this
delay could produce user disagreements or possible
artifacts and, therefore, should be reduced in future
developments.
Moreover, Fig. 10 shows that the device proposed
in this work achieves a performance that is at least
similar to that of a widely-known commercial device
such as the Cyton board. The stability strategy
also presented here improves the accuracy achieved
with most of the control subjects and reduces their
deviation, thus providing a more robust operation
with less false positive cases needlessly modifying the
user’s environment.
Future work includes adding more electrodes to
the proposed prototype for the detection of signals
from other brain areas, increasing the number of par-
ticipants in the experiments and considering subjects
with mobility disorders. Additionally, these experi-
ments should be conducted in real scenarios to study
their performance under real-life conditions.
9. Conclusions
The utilization of EEG for IoT is an emerging area.
In this paper, we develop a low-cost open source
EEG device which acquires EEG signals from one
single channel. We use this prototype to determine
the state of oE and cE. For this purpose, we pro-
pose a threshold-based algorithm that uses the ratio
between the powers of the alpha and beta bands.
We compare the performance obtained for different
transforms applied on overlapping and nonoverlap-
ping windows. The obtained results show the advan-
tages of using overlapping windows to reduce deci-
sion delays and increase robustness. In this sense,
we have reached high accuracies for both cE and
oE detection independently from the employed trans-
form, although for some subjects the discrete Fourier
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Almeŕıa, Spain, Part II Lecture Notes in Computer
Science, Vol. 11487 (Springer, 2019), pp. 1–476.
2050018-15
In
t. 
J.
 N
eu
r.
 S
ys
t. 
D
ow
nl
oa
de
d 
fr
om
 w
w
w
.w
or
ld
sc
ie
nt
if
ic
.c
om
by
 2
13
.6
0.
74
.1
93
 o
n 
06
/0
1/
20
. R
e-
us
e 
an
d 
di
st
ri
bu
tio
n 
is
 s
tr
ic
tly
 n
ot
 p
er
m
itt
ed
, e
xc
ep
t f
or
 O
pe
n 
A
cc
es
s 
ar
tic
le
s.
