Several authors have had apparent success in applying continuous-time point process models to rainfall occurrence sequences. In this paper, it is shown that if rainfall occurrences are interpreted as the events of a point process (and not as a censored sample), the continuous-time point process methodology and estimation procedures are not directly applicable since they fail to account for the time discreteness of the sample process. This is demonstrated analytically by studying the effects of discretization on selected statistical properties of a Poisson process, a Neyman-Scott process, and a renewal Cox process with Markovian intensity. In general, the study of rainfall occurrences under the continuous-time point process framework may result in misleading inferences regarding clustering (dispersion), and consequently incorrect interpretations of the underlying rainfall generating mechanisms. For example, daily rainfall occurrence structures underdispersed relative to the Poisson process are usually overdispersed relative to the Bernoulli process (the discrete-time analogue of the Poisson). These findings are confirmed by the statistical analysis of six daily rainfall records representative of a range of U.S. climates, two of which are described in detail.
i.e., a stochastic process which is completely characterized by the position of its events, two interpretations of the sampled data are possible: (1) the occurrences represent all of the events of the point process and (2) the occurrences represent a filtered sample of an underlying point process in which multiple occurrences during a day are possible, but only one is recorded when one or more occur. If the first interpretation is implemented, the event takes the meaning of a rainy day (see Figure 1 ) and one has to deal with a discrete-time point process, i.e., a point process in which events can occur only at time marks integer multiples of the sampling interval. All previous studies on point process modeling of daily rainfall (except the recent work of Rodri•iuez-lturbe et al. [1984] ) have implemented the first interpretation. It will be shown in this paper that this approach fails to account for the time discreteness of the process.
A related issue that can present serious difficulties is model fitting. Under the first interpretation of rainfall occurrences, model parameters are estimated by fitting procedures based on direct comparison of the empirical properties of the discrete-time data with their theoretical continuous-time counterparts. This approach, which has been used in several previous studies [e.g., Kavvas and Delleur, 1981; Smith and Karr, 1983 ; Ramirez-Rodriguez and Bras, 1982], will be shown to introduce severe estimation biases. This will be demonstrated by studying the effects of discretization on selected statistical properties of three commonly used point process models for daily rainfall occurrences: a Poisson process, a Neyman-Scott process, and a renewal Cox process with Markovian intensity.
STATISTICAL BACKGROUND AND TERMINOLOGY
For the discussion which follows, it is necessary to introduce a few functions which describe the statistical properties of a point process. More details on these functions can be found in statistical texts such as Cox and Lewis [1978] Continuous rainfall process •(t) and discrete hourly and daily rainfall sequences { Y•(A)).
overdispersion (i.e., a tendency for clustering of rainfall events)
relative to Poisson, whereas a convex log-survivor function is indicative of a process underdispersed relative to the Poisson.
The counting process, {Nt), of a point process is defined as the number of events in (0, Fl. The variance of Nt is a continuous function called the variance-time curve, V(t)= Var (Nt). When divided by the mean number of events in (0, t], M(t), a function called the index of dispersion, I(t) = V(t)/M(t) results. For a Poisson process, M(t)--V(t)=rnt, and therefore I(t) = 1, ¾ t. An index of dispersion I(t)> 1 (< 1) indicates overdispersion (underdispersion) relative to the Poisson pro-
cess. This property is analogous to the coefficient of variation cv for the interarrival times, where similarly, cv > 1 (< 1). indicates overdispersion (underdispersion) relative to the Poisson process for which c,= 1. The spectrum of the counting process g+(c0), is defined as the Fourier transform of the covariance density of the differential counting process •ANt), where ANt is defined as the number of events in (t, t q-At]; i.e., Nt + at-Nt-For a Poisson process g +(co) = rn/•, and the normalized spectrum of counts, defined as g+'(co)= •rg+(co)/rn, takes on the constant value of 1. Another important parameter of a continuous-time stationary point process is the conditional intensity function, h(t), defined as A discrete-time point process is a process in which events can only occur at time values k = 1, 2, 3,.... Such an occurrence process can be viewed equivalently as a sequence of binary random variables (Z•,), where Z•, takes on the values 1 and 0 depending upon whether an event did or did not occur at time k [Lewis, 1970] . Let rn' denote the probability of occurrence of an event at an arbitrary time value k. All the statistical functions discussed previously can be extended in a straightforward way to the corresponding functions of a discrete-time point process. For example, F(x) will be the cumulative distribution of the discrete probability mass function (pmf) of the interarrival times; N•, will be the number of events occurring within k time units; V• will be the variance of the counting process {Nk), etc. Similarly, the discrete-time analogue of the conditional intensity function is a sequence {hk) of conditional probabilities of occurrence, where h•, is defined as hn = e(zn = 1 I Zo-1)
Note that hn are probabilities, whereas h(t) is a probability density. One major difference between continuous-time and discrete-time function definitions is the spectrum of counts, since the differential counting process {ANt} is not defined for a discrete-time point process. 
INFERENCES ABOUT CLUSTERING OF DAILY RAINFALL OCCURRENCES
In the theory of continuous-time point processes, the existence and type of clustering in an occurrence process is often studied by comparing the process to an independent Poisson process with the same rate of occurrence. A clustered point process can be either overdispersed (i.e., more random occurrences) or underdispersed (i.e., more regular occurrences) relative to a Poisson process. However, it is important that the clustering of a discrete-time point process, such as the daily rainfall occurrence process, be compared with the independent Bernoulli process (the discrete-time analogue of the Poisson process). Most previous studies have treated the daily rainfall occurrence process as a continuous-time point process and have modeled it in a continuous-time point process framework; i.e., clustering of daily rainfall has been inferred by comparing the empirical properties of the observed occurrence series to the theoretical properties of the Poisson process. In this section it is shown that such an approach can result in incorrect inferences about clustering of the underlying process. In particular, it is shown that if indeed the daily rainfall occurrences were an independent process, i.e., a Bernoulli process, if modeled as a continuous-time point process they would be interpreted as underdispersed (relative to the Poisson process). On the other hand, daily rainfall occurrence series underdispersed relative to the Poisson process are, in fact, all shown to be overdispersed relative to Bernoulli. To illustrate these points, the statistical properties of a Bernoulli process are first studied.
Consider a sequence of independent repeated trials with two possible outcomes, say, success and failure. Let p denote the probability of success at each trial and Nr the number of Table 1 how different the other properties of the two processes are. In particular, the Bernoulli process has a coefficient of variation of interarrival times and an index of dispersion function always less than one, which imply underdispersion relative to Poisson. This means that inferences about over-and underdispersion of the daily rainfall occurrences would be different depending on whether the empirical functions of the process were compared to those of a Poisson or to those of a Bernoulli process. This is a simple but important observation and has immediate consequences in the interpretation of the statistical functions of the daily rainfall occurrence process. We suggest that a discrete-time point process model, such as daily rainfall occurrences, should be compared with the discrete-time independent Bernoulli process (and not with the continuous-time Poisson) if inferences about independence and clustering are to be made.
EFFECTS OF DISCRETIZATION ON CONTINUOUS-TIME POINT PROCESSES
In deriving a discrete-time occurrence series (binary series) from a continuous-time point process, two operations are performed: discretization and clipping. These operations are defined as follows: discretization is the grouping of events occurring within intervals of length equal to the time scale of measurement, and clipping is the assignment of the value of zero (or one) to each interval depending on whether or not at 
Neyman-Scott Process
The statistical properties of intervals and counts of a continuous-time Neyman-Scott process can be found in the work by Kavvas and Delleur [1981] , while the corresponding properties of the resulting process after discretization are given in Guttorp [1985] . It is interesting to note that although the rate of occurrence of a Neyman-Scott process is m = ho/p, the probability of occurrence of an event in the discretized process is [Guttorp, 1985] [ p m'=l--e -no 1--1_(l_p)e 0 
Renewal Cox Process With Markovian Intensity (RCM Process)
The statistical properties of the RCM process are given in the work by Smith and Karr [1983] , while the corresponding properties of the resulting process after discretization are given in the work by Guttorp [1985] . The parameters selected to illustrate the effects of discretization on an RCM process are a• = 0.2, a2 = 0.1, and 2 = 0.5. These parameters correspond to a daily rainfall occurrence process in which the dry periods, of an average duration of 5 days (1/ax), are followed by wet periods, of an average duration of 10 days (l/a2); during wet periods rainfall events occur on the average every 2 days (1/,•). Table 2 of the present papei'.) Table 3 shows the mean, standard deviation, coefficient of variation, and skewness coefficient of the interarrival times of the daily rainfall occurrences for Snoqualmie Falls and Miami. It is observed that the coefficient of variation is not always greater than one, and this was the case for some of the other stations analyzed as well. In particular, the winter months (October-February) for Snoqualmie Falls, the summer months (May and June) for Roosevelt, the summer months (June-September) for Miami, and most of the months (January-April, June, July, November, and December) for Philadelphia have a coefficient of variation less than one. Observe that this underdispersion is consistently shown in the spectrum of counts, log survivor function, variance time curve, and index of dispersion for these months and stations as well (see Figures 4 and 5) . Therefore for these months comparison with the Poisson process would conclude that there is no clustering in rainfall and that rainfall events occur in a pattern more regular than that of an independent Poisson process. In fact, none of the available models would be able to accommodate such structures, since both the Neyman-Scott and renewal Cox process with Markovian intensity have a coefficient of variation greater than one. Previous studies have suggested that deterministic explanation for such regular occurrences should be sought. However, under the suggested approach, all these rainfall series appear to have a clustered structure. For example, Table 3 shows that the coefficient of variation of daily rainfall interarrival times is always greater than that of the Bernoulli process (the latter estimated as cv'=(1 -1/•)•/2). It should be noted that for such structures the discretized Neyman-Scott or RCM processes may be appropriate models, since both can admit coefficient of variations less than one.
In reference to the spectrum of counts (see Figures 4 and 5) , the following should be noted. For a continuous-time point process where theoretically, at least, events can occur arbitrarily close to each other, the spectrum of counts extends to to-o•. For the daily rainfall occurrences, however, events cannot occur closer than one day apart and this introduces a cutoff frequency (Nyquist frequency) ton-•t, or equivalently, fN -1/2 days-•. The value plotted on the abscissa of the spectrum of counts plots is called the frequency factor and is defined as j -toT/2•t, where T is the total length of observation. Therefore the frequency factor corresponding to the Nyquist frequency is JN = T/2, and this is the maximum value over which the spectrum of counts should be computed. Guttorp and Thompson [1983] discuss aliasing of the spectrum of counts estimated from discrete sampled counting processes, and show that this can be severe, especially when the spectrum of counts does not decrease rapidly with respect to the sampling interval. For the daily rainfall occurrences, it was seen that the spectrum of counts began to rise at high frequencies, apparently due to aliasing, but the effects of aliasing introduced into lower frequencies cannot be easily assessed. tervals, effectively preclude the application of the continuoustime point process framework to any real rainfall series of hydrologic interest.
SUMMARY AND CONCLUSIONS
Point process models for daily rainfall occurrences at a single station have been the subject of several earlier studies. Serious problems were encountered in fitting the NeymanScott model to daily rainfall occurrences in two of these studies. We suggest that these problems may be the result of the inappropriate use of continuous-time point process methodology for the daily rainfall occurrences. If daily rainfall occurrences are interpreted as (all of) the events of a point process, they form a discrete-time point process in which events can only occur at time marks integral multiples of the sampling interval apart. Although previous studies have implemented the above interpretation of rainfall occurrences, they have failed to account for time discreteness and have followed a continuous-time point process framework for. modeling. In this paper, it has been shown that such an approach can induce severe biases in estimation and can result in misleading interpretations regarding rainfall clustering. We suggest that rainfall occurrences should be compared with the discrete-time independent Bernoulli process (and not with the continuoustime Poisson) if inferences about clustering and dependencies are to be made. We have shown that interpretations regarding clustering made under the continuous-time versus discretetime framework differ, often critically. For example, daily rainfall structures which are underdispersed relative to Poisson (i.e., more regular occurrences than a Poisson process) are, in general, overdispersed relative to Bernoulli (i.e., more random occurrences than in a Bernoulli process).
The other issue addressed in this paper is the fitting of point process models to daily rainfall occurrences. Fitting procedures which directly use the parameters of the continuoustime point processes (and which have been extensively used in the hydrologic literature) have been shown to induce severe biases in the parameter estimates. Such procedures should not be used even in modeling hourly rainfall, since the sampling interval under which rainfall occurrence data may be con- sidered approximately continuous is on the order of a few minutes. We recommend instead that the appropriate approach to modeling rainfall data using continuous-time point processes is the one followed by Rodriguez-lturbe et al. [1984] and Foufoula-Georgiou and Guttorp [1985] . An alternate approach is to develop discrete-time point process models. Foufoula-Georgiou [1985] proposes the use of a semi-Markov model in this context. It seems, however, that the development of other classes of discrete-time point process models, as, for example, the discrete-time analogue of the Neyman-Scott process, will involve cumbersome closed form solutions, if they are feasible at all.
