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Über die starke Summierbarkeit der Orthogonalreihen 
Von LÁSZLÓ LEINDLER in Szeged 
Einleitung 
Es sei { ^ ( x ) } ein im Intervall (a, b) orthonormiertes Funktionensystem und 
{c„} 612 ' ) eine reelle Zahlenfolge. Wir betrachten die Reihe 
0 ) 2c«<Pn(x), 
n = 0 • . . — -•> " 
ihre k-te Partialsumme bezeichnen wir mit sk(x). 
G . ALEXITS [1] u n d K . TANDORI [1], [2] h a b e n h i n r e i c h e n d e B e d i n g u n g e n d a -
für angegeben, daß die Reihe (1) fast überall sehr stark summierbar, d. h. die Folge 
der Mittel 
sßi(x)+ ...+sßN(x) 
M M ; *)• = N 
fü r jede monoton wachsende Indexfolge {/ifc} (¿^ < .) in (a, b) 
fast überall konvergent sei. 
K. TANDORI hat das Problem aufgeworfen, ob diese Bedingungen auch dafür 
hinreichend sind, daß die Folge 
ffjv({v};x) = j j 
für eine beliebige nicht notwendigerweise monotone Folge {vk} von verschiedenen 
natürlichen Zahlen fast überall konvergiert. 
In dieser Note werden wir u. a. eine positive Antwort auf dieses Problem geben. 
Wir beweisen nämlich die folgenden Sätze: 
S a t z I. Ist 
(2) ¿ c B 2 ( l o g l o g n ) 2 < ~ , 
/1 = 4 
so gibt es eine quadratisch integrierbare Funktion f ( x ) derart, daß 
^ 2 [ I , W - / W 1 2 - 0 JV /1=1 
i) D. h. 
n = 0 
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für jede unendliche Folge {v„} von verschiedenen natürlichen Zahlen im Intervall (a, b) 
fast überall gilt. 
Wegen 
j V i (X)+ . . . + JVjv(X) 
N i ¿ K « - / ( * ) ] » n = 1 
ist unter der Bedingung (2) auch die Folge cN({v}; x) in (a, b) fast überall konvergent. 
S a t z I I . Es sei {an} 6 / 2 eine reelle Zahlenfolge mit 
(3) ™ „ 2 § ( " + 1 H 2 + i ( « = 1,2, ...). 
Ist die Orthogonalreihe (1) im Intervall (a, b) fast überall, zur Funktion f{x) Abelsch 
summierbar und 
(4) c2n=0(a2n), 
so besteht für jede unendliche Folge {v„} von verschiedenen natürlichen Zahlen, bei 
jedem a>y fast überall in (a, b) 
wobei o'mp>(x) das m-te (C, ß)-Mittel der Reihe (1) bezeichnet. 
Für monoton wachsende Indexfolge {¡ik} ( y u 1 < . . . < . . . ) hat K. TANDORI 
[1], [2] diese Sätze schon bewiesen. 
Aus diesen Sätzen ergeben sich unmittelbar die Folgenden: 
F o l g e r u n g I . Ist die Reihe 
(5) 2 ( loglog«) 2 2 ti 
n = 4 i = ßn-i + l 
konvergent, so gibt es eine quadratisch integrierbare Funktion f(x) derart, daß 
n = l 
für jede unendliche Folge {v„} von verschiedenen natürlichen Zahlen in (a, b) fast 
überall gilt. 
F o l g e r u n g I I . Es sei {/!„} monoton wachsende Indexfolge mit 
(6) n 2 cf^(n+1) 2 cf ( « = 1 , 2 , ...). 
i = fin - 1 + 1 i = Jin + 1 
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Ist die Orthogonalreihe 
™ fin 
2 VÄOO* wobei yl = Z cf und n=l i = jl„-| + l 
(7) I cm(x) für yH*0, 
_ , . ; in >=Tin-i + i 
= \ i , _ 2 für Yn = 0, 
VHn-Hn-1 ' = - ' + 1 
im Intervall (a, b) /aï? überall zur Funktion f(x) Abelsch summierbar, 50 besteht 
für jede unendliche Folge {v„} von verschiedenen natürlichen Zahlen, bei jedem a > j , 
/aii überall in (a, b) 
n= 1 
wobei (7^>({/i};x) das m-te (C, ß)-Mittel der Reihe (7) bezeichnet. 
Für monoton zunehmende Indexfolge {jn} gilt auch der folgende 
S a t z III. Ist die Reihe (5) konvergent, so gibt es eine quadratisch integrierbare 
Funktion fix) derart, daß 
<=1 
für jede monoton wachsende Indexfolge {j„} bei jedem a in (a, b) fast überall gilt, 
wobei oßm({pSn} ; x) das m-te (C, ß)-Mittel der Reihe (7) mit piSn statt Ji„ ist. 
S a t z IV. Ist die orthogonale Reihe (1) mit 2 cn ^^ 'm Intervall (a,b) fast 
n = 0 
überall zur Funktion f(x) (C, 1 )-summierbar, so ist in (a, b) fast überall 
(8) lim a^!([sVk - j f î *) = 0 (0 < a < 1) 
für jede wachsende Indexfolge {vfc} (v, < v 2 < . . . < v f c<.. .) , wobei — f]2; x) 
das n-te (C,ß)-Mittel der Folge { [ i V j < 0 ) - f ( x ) } 2 } (k = 1,2, ...) bezeichnet. 
Für vk=k hat K. TANDORI [3] Satz IV schon früher bewiesen. 
§ 1. Beweis von Satz I 
Zum Beweis des Satzes I benötigen wir den 
H i l f s s a t z . Es sei {1¡/k(x)} (k —1,2, ...,p) ein im Intervall (a, b) orthogonales 
Funktionensystem, es sei weiterhin 
h 
al=\*l>l{x)dx (k=l,...,p). 
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Dann gibt es.eine nicht-negative Funktion ö(x) derart, daß 
+ (1=1,-'..ip) 
in (a, b) überall besteht und die Abschätzung 
b 
ö2(x)dx^A\og2p 2 4 
k= 1 
a 
gilt, wo A eine positive Konstante ist. 
Dieser Hilfssatz ist bekannt. (Siehe z. B. KACZMARZ—STEINHAUS [1] S. 162.) 
N a c h S ä t z e n v o n KACZMARZ [1] b z w . MENCHOFF [1] u n d KOLMOGOROFF [1] 
konvergiert unter der Bedingung (2) die Folge {j 2 r"W} fast überall gegen eine 
quadratisch integrierbaren Funktion / (*) . . Wir setzen 
. 2m + 1 
2 ci 
n = 2"<+ 1 
Es sei m( ^ 2) eine beliebige natürliche Zahl, für die Cm?£ 0 ist. Dann sei n 0 (m)=2 m 
und ^¡(m) die kleinste natürliche Zahl, für die 
lli(m) 
2 c2 a- —iL und ft(m)£2"+1 . 
n = iii-1(m) + l m 
bestehen. Es ist klar, daß Nm^m ist. Im Falle Cm = 0 setzen wir /i0(m) = 2m und 
H1(m)=2m+1. Mit Anwendung des Hilfssatzes auf die Funktionen 
il/(im)(x) = stli(m}(x)-slll^(m)(x) (l^isSiVJ 
erhalten wir eine nichtnegative Funktion <5m(x), fü r die 
( i . i) k ,-(m) S2m (x) | 




i-S2 (x) dx^A log2 m 22 cl^AA (log log «)2 c* n = 2 m + 1 n = 2"'+l 




ist, und so konvergiert die Reihe 
2 # ( * ) m—1 
•86 L. Leindler 
fast überall. Daraus folgt nach (1. 1), daß f ü r w i — f a s t überall gilt: 
sm(.»>) (*) ~ s2m (•*) 
Also konvergiert sß!(m) (x) (m— auch fast überall in (a, b) gegen die Funkt ion / ( x ) . 
U m die Behauptung des Satzes I zu beweisen, definieren wir die Indexfolge 
{nn}: f ü r sei = und f ü r / . i N m (m)^v n < n 0 ( m + 1) sei 
H„ = n N J m ) . Es gilt die Abschätzung 
(1.2) 1 [ * , „ ( * ) - / ( x ) ] 2 ^ i - ^„ (x ) ] 2 4 1 M * ) - / w i 2 -
iV n = l # JV n = 1 -iV n = l 
D a nach obigen ^ „ ( x ) -~f(x) ( n — f a s t überall gilt, so konvergiert das zweite 
Glied fast überall gegen 0. Mit einfacher Rechnung bekommen wir: 2) 
b 
2 i i K « - ^ „ ( x ) ] 2 dx = i ~ 2 cl = /1=1 n=l n k = ßn+ 1 
( 1 . 3 ) = 2 2(n) ~ 2 e i s 
m = 0 2 ">s^„<2m + i n k = ii„+ 1 
s i f 2 ( B ) ^ ¿ ( 5 - ) — = 0 ( 1 ) ¿ C ä ^ -
msO \2mÄp^<2m + I n j m m = 0 \n = 1 « / W m = 0 
Daraus folgt auf Grund des Satzes von B. LEVI, daß die Reihe 
n=l « 
fast überall konvergiert. Mi t Anwendung des Kroneckerschen Lemmas (siehe z. B. 
G . ALEXITS [2], S. 68) ergibt sich, daß 
i f 2 K W - i , „ ( x ) ] 2 ^ 0 JV N = I 
fast überall gilt. Daraus , auf Grund von (1 .2) ergibt sich unsere Behauptung. 
Dami t haben wir den Satz I bewiesen. 
§ 2. Beweis von Satz II 
Ist die Reihe (1) fast überall nach der Funkt ion / ( x ) Abelsch summierbar , 
so folgt aus einem Satz von A. Z Y G M U N D [1], daß f ü r / ? > 0 fast überall 
lim <7^ (x) = / ( x ) ist, somit gilt f ü r eine beliebige Indexfolge {vm} (v,„— 
771—* oo 
(2.1) 1 W!l{x)-f(x)]2 = o(n) (ß>0) 
m = 1 
2) 2 » bedeutet, daß man in bezug auf n zu summieren hat. 
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fast überall. Also haben wir die Behauptung nur für den Fall y < a ^ l zu bewei-
sen. Da 
(2.2) J [ < r t 1 ) W - / W ] 2 S 2 i W\t(x)-f(x)f + 2 i W;:1}(x)-a(:j,(x)]2 
m=1 m =1 m =1 
gilt, haben wir nach (2. 1) nur zu zeigen, daß die zweite Summe fast überall die 
Größenordnung o(n) hat. Nun ist aber 
b 
2 (Vir = ¿ 2 — ~ 2 (At^)2k2cl m=i m J CC m = 1 m(Aj^) k= 1 
mit = . Es gibt bekanntlich von m unabhängige, positive Konstanten 
CUC2 derart, daß C 1 ( m + i y ^ A ^ ^ C 2 ( m + i y ( / J > - 1 ; m = 0, 1, ...) ist, folg-
lich gilt wegen (4) 
2 —4k2 2 {A(::^fk2cl = 0(l) 2 2(vm-k+l)2*-2k2al m= 1 m(Av„) k=l "1=1 ffJVm «i=l 
Wir bezeichnen mit m, die /-te natürliche Zahl, fü r die m,^v m i besteht, und mit 
/xn die H-te natürliche Zahl, für die ^„>v ( ln besteht. Dann ist 
2 2(ym-k+\?a-2k2al = 
(2.3) " = l m v " ' = 1 
oo i vm/ oo 1 v/jM 
= 2 27 2 (vmi-k+i)2*-2k2a2k+ 2 — 2 7 2 1=1 7M/Vm, fc=i n=i ¿¿„Vp,, *=1 
Wegen ( / = 1 , 2, ...) ist die erste Summe rechts in (2. 3) kleiner als 
(2.4) 0 ( \ ) 2 - ^ ( m 2 + l ) ( v f f l , - H i ) 2 " - 2 f c 2 f l t 2 . 
1 = 1 miVm, \k=t k — mij 
Wegen (3) ergibt sich 
(2-5) 2 ( v m , - Ä : + l ) 2 ° - V ^ 2 (vm, — \) k. 
1 = 1 WiVm, = 1 = 1 Vm, * = mi 
Da wegen a > -i- und v m ,Sw/ ( / = 1 , 2 , . . . ) vm, v m , - m i + 1 
2 (vmi-k+i)2*-2k= 2 P2*-2(vm,-P +1) = 
k = mi p= 1 
Vnil~ml 2<x\ = 0(1)( P
2a~l + mi(vm — mi)2"-1 ) = O(vm') 
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gilt, so ist nach (2. 5) 
OO I vm I OO 
(2.6) 2 27 2 (vm-k + \)2°-2k2al = 0(l) 
1=1 miVm, k = ml >. 1=1 
Es sei 4 die kleinste natürliche Zahl, für die m , k > k ist. Auf Grund der Unglei-
chungen a ^ l und (1 = 1,2, ...) "ergibt sich 
2 1 ""-«r
1 / 7 i i \2a— 2. 2 2 . £ , 2 2 (vm', — fc + 1 ) 
Z K - H l ) k a k = 2 k a k 2 - JT 
2a— 2 
'-1 «iVm, k=l *=i '='* m,vm, 
(z. I) 
k= i i = ik m, k = i i=* / a 
Da wegen a > y 
~ ( / - A : + l ) 2 ' - 2 Z 2 ^ 1 , - \ ( / - f c + l ) 2 « - 2 ^ 
'S 7= 
1 * ~ l2*-2 / 1 \ 
besteht, so gilt nach (2. 7) und (2. 8) 
~ 1 mi-l , - , ~ , 
(2.9) 2 (vmi-k+\)2x-2k2a2k=0(l) 2 
1 = 1 m i v m i <1=1 
Wegen /¿„>v„„ ( « = 1 , 2 , ...) ergibt sich 
2 — 12T 2 O V - k + l)2a_:2k2a2k = 
xp , 2 2 (vpn — k 4- l ) 2 a ~ 2 - 2 ~ l ) 2 a ~ 2 
= 2k ak 2(
 ) s 2 2 • 
k = l »„„St ¿l„V„„ k = 1 l = k l 
Auf Grund von (2. 8) ist 
(2.10) 2 — W 2 (v*. - fc •+ 1)2°" 2 ^ 2 f l 2 = O (1) 2 al < co. ' 
t=I fc=i 
Auf Grund von (2. 3), (2. 4), (2. 6), (2. 9) und (2. 10) ergibt sich mit Anwendung 
des B. Levischen Satzes, daß die Reihe 
m=l m 
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fast überall konvergiert, woraus mit Anwendung des schon erwähnten Kronecker-
sehen Lemmas folgt, daß fast überall 
m= 1 
ist. 
Damit haben wir den Satz II bewiesen. 
B e w e i s d e r F o l g e r u r i g e n . Mit der Folge {/!„} bzw. {/¡„} bilden wir die-
Reihe (7), deren für Koeffizienten (2) bzw. (3) nach den Annahmen (5) bzw. (6)' 
erfüllt, so ergeben sich mit Anwendung der obigen Sätzen die Behauptungen d e r 
Folgerungen. 
§ 3. Beweis von Satz III 
• Herr K. TANDORI hat mir mitgeteilt, wie er den publizierten Beweis seines er-
wähnten Satzes abkürzen könne. Mit dieser Methode werden wir den Satz III be-
weisen. 
Zum Beweis benötigen wir den folgenden bekannten Satz (siehe z. B. G. ALEXITS-
[2], S. 102). 
Ist die Orthogonalreihe 
n = 0 
mit Iö2 < co auf E fast überall (C, a)-summierbar für ein a > y , so ist sie auch fast 
überall stark (C, a)-summierbar auf E, d. h, es gilt 
2 [g *~''(x) ~ f ( x ) ] 2 = o(N) 
V = 1 
auf E fast überall, wo f(x) = lim ff(a) (x) in den Konvergenzpunkten ist. 
Wir nehmen die unter (7) definierten Koeffizienten y„ mit nSn anstatt Ji„, u n d 
die orthonormierten Funktionen <D„(x). Nach der Annahme (5) gilt 
2 7n log log2 n = 2, log log2 n 2 cf= 2 log log2 n 2 c? < oo 
n = 4 n = 4 i = ^ s _ 1 + l n = 4 i = ( i „ - i + l 




in (a, b) fast überall (C, l)-summierbar ist. Mit Anwendung des obigen Satzes-
bekommen wir die Behauptung des Satzes III. 
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§ 4. Beweis von Satz IV 
Wir werden zuerst die Indexfolge {fik} in folgender Weise definieren: es sei 
.^o= vo> V i = v i u n < l für 2 m <A:S2 m + 1 (m = 0, 1, ...) nk=v2n,, wo {vfc} eine beliebige 
monoton wachsende Indexfolge ist. Es gilt die Ungleichung 
.Auf Grund des erwähnten Kolmogoroffschen Satzes konvergiert das zweite Glied 
.gegen Null. Ferner ist 
J 2 " 
^"»(K-jJ2; x) = — r 2 a2"".l'kW-iwM]^ 
A 2» k = 0 
= 0(1) ~ 22 2^-^[sVk(x)-s^x)]2 + l k = 0 
O d ) 2" 1 2"~ 1 
^ k = 2""' + l Z fc = o 
+ 2 (2" - A: + l ) « " 1 ^ * ) - v . (x ) ] 2 = A„(X) + £„(*). 
Wir behaupten, daß für n — °°^A„(x) fast überall gegen 0 strebt. Nach dem Kro-
meckerschen Lemma genügt es hierzu zu zeigen, daß die Reihe 
i k 
fast überall konvergiert. Dies folgt aber mit Anwendung des Satzes von B . L E V I 
-daraus, daß die integrierte Reihe konvergiert: 
2 k = 2 
(4.1) 
r dx = 2 2 - r ( c V 2 n + i + . . . + c v J S K n=0 k=2"+l K 
" 2 2
 2" + 1 1 °° 2 
— 2 ( C V 2 " + I + . . . + C V 2 "+I ) 2 T — 2 C * < O ° -n=0 fc = 2«+l /C t=3 
Um zu beweisen, daß fü r w —oo auch i?,,(x) fast überall gegen 0 konvergiert, 
:zeigen wir, daß die Reihe 
<4.2) 2 - L 2 ( 2 " - f c + l ) * - W * ) - * , t ( * ) ] 2 n=l K= 2n~ 1 + 1 
im Intervall (a, b) fast überall konvergiert. Mit einfacher Rechnung bekommen 
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w i r z u n ä c h s t f ü r d ie in tegr ie r t e R e i h e 
b 
¿ ¿ 2 (2" — k + 1)«-1 f K (x) -s,k(x)Y dx = 
n= 1 2 k = 2"- i + l J 
( 4 - 3 ) = ¿ 4 I ( 2 " - Ä : + i r 1 ( C ^ - 1 + 1H-...-l-cv 2 f c) = 
„ = i 2 t=2«"» + l 
n = 0 
D a r a u s e rg ib t s ich m i t A n w e n d u n g des B. L e v i s c h e n Satzes , d a ß die R e i h e (4. 2) 
i n (a , b) f a s t ü b e r a l l k o n v e r g i e r t . 
A u f G r u n d d e r O b i g e n gilt a l so 
A-) - 0 ( « - - ) . 
D a m i t h a b e n wir d e n Sa tz I V bewiesen . 
B e m e r k u n g . Ist 
2 c 2 ( l o g l o g n ) 2 < ° ° , 
n = 4 
¿ o gilt die Beziehung (8) für eine beliebige unendliche Folge {v„} von verschiedenen 
natürlichen Zahlen in (a, b) fast überall. 
D e r Beweis d ieser B e m e r k u n g v e r l ä u f t a n a l o g z u d e m des Sa tzes I V , n u r soll 
m a n die F o l g e {/ik} wie in Sa tz I def in ie ren , w e i t e r h i n in d e n A b s c h ä t z u n g e n 
( 4 . 1) u n d (4. 3) d ie bei d e m Beweis des Sa tzes I a n g e w a n d t e M e t h o d e b e n u t z e n . 
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