Introduction
In the paper we deal with the problem of testing, whether two given polynomials f; g 2 F X 1 ; : : : ; X n ] are shift-equivalent, i.e. there exists a shift 1 ; : : : ; n such that f(X 1 + 1 ; : : : ; X n + n ) = g. Earlier,the issue of considering polynomials up to Supported by NSF grant CCR-9424358.
Typeset by A M S-T E X the shifts appeared in the context of the interpolation of shifted-sparse polynomials (see 7, 11, 8] ), namely, the polynomials which become sparse after a suitable shift.
We present the algorithms for computing the group S f;f of the shifts ( 1 ; : : : ; n ) such that f(X 1 + 1 ; : : : ; X n + n ) = f and for testing, whether the set S f;g of the shifts ( 1 ; : : : ; n ) for which f(X 1 + 1 ; : : : ; X n + n ) = g is non-empty (in the latter case S f;g = ( 1 ; : : : ; n ) + S f;f and the algorithm yields a certain ( 1 ; : : : ; n ) 2 S f;g ). The nature and the complexity of the algorithms substantially depends on the characteristic of the ground eld F. Our deterministic algorithm of section 1 test self-equivalence over the elds of characteristic zero and has a polynomial-time complexity if the degree of f grows slower than n.
Our randomized algorithm of section 2 tests shift-equivalence over the elds of positive characteristic p where F = F p is the eld of residues mod p and the polynomial f is reduced, i.e. the degree with respect to each variable deg X i (f) p ? 1, 1 i n. This algorithm has a polynomial running-time, if p grows slower than a certain polynomial in n=d.
In section 3 we treat the case of an arbitrary nite ground eld F and the degree of f. We design a quantum machine that computes the group S f;f (the reader is referred to 1, 14, 15, 17] on this subject, de nitions and further background) . Our methods of section 3 actually allow one to design a quantum machine that for a xed action of an abelian group on a nite set, computes the stabilizator subgroup of a given element from the set (as the author recently learned, the problem of computing the stabilizator subgroup by a quantum machine was also solved in 18] with a better complexity bound). In 19] a quantum machine was constructed that allows one to test, whether a given function has a hidden linear structure, or to nd the period of a periodic univariate function with small preimages (the latter result generalizes 14]). Our method of section 3 has a common point with 19] in applying the Fourier transform to the similar con gurations (actually, the idea 3 rises to 15]), but our approach is quite distinct. In particular, our method is easier since unlike 19] it does not use the uniqueness of a hidden linear structure and estimations of the amplitudes , but rather exploites the duality of S f;f with its group of characters, which allows one to nd S f;f .
When the characteristic of F is 2, we design a quantum machine which computes S f;g . Moreover, if the abelian group being a direct product of cyclic groups, each of the order 2, acts on a nite set, one can design a quantum machine, which tests, whether two elements from the set lie in the same orbit of the action of the group. It seems to be an open question, whether one could solve the latter problem by a quantum machine over a nite eld of an arbitrary characteristics. The designed machines run in polynomial time, if p grows slower than a certain polynomial in the input size ? n+d d (being the number of the coe cients of f).
In the last section 4 we discuss the future research for the equivalence of the polynomials with respect to a larger class of groups that extend the considered group of the shifts. Now we formulate the main results of the paper. Theorem 1 Let f; g 2 Q X 1 ; : : : ; X n ], deg(f); deg(g) d, and the bit-size of the coe cients of f; g be less than M. A (deterministic) algorithm is designed that nds a basis (over C ) v 1 ; : : : ; v k 2 Q n of the linear space S f;f C n of all the shift-selfequivalences of f. Moreover, the algorithm tests whether the set of all shift-equivalences S f;g C n is nonempty and in the later case produces an element ( 1 ; : : : ; n ) 2 S f;g \ Q n . The running time of the algorithm can be bounded by Substituting t = 0 in the latter identity, we obtain that 1 @f @X 1 + + n @f @X n = 0. Inversing this arguing, we conclude that S f;f Q n is a linear subspace. Therefore, S f;g is a linear variety of the same dimension as S f;f (if S f;g is nonempty).
Observe that the variety S f;g is de ned over Q, therefore the subspace S f;f has a basis from Q n (one could obtain it from the system of linear equations In particular, this allows one to test, whether f and g are shift-equivalent. Now we estimate the number of arithmetic operations in the described algorithm. The number of monomials in f; g and the number of taking the derivatives can be bounded by (1) and the bit complexity of the described algorithm is polynomial. When d grows faster than, say, n 2 it is more pro table for computing S f;g to solve a system of polynomial equations f(X 1 + 1 ; : : : ; X n + n ) = g(X 1 ; : : : ; X n ) in n variables 1 ; : : : ; n with the running time (Md n 2 ) O (1) 4 we design a polynomial-time randomized algorithm which computes S f;g F n p . Observe that S f;f is a linear subspace over F p and S f;g = v + S f;f for an arbitrary vector v 2 S f;g (if S f;g 6 = ;).
Notice that since f; g are reduced, lemma 1 from the section 1 holds for S f;g also in the case under consideration.
Let q = p m , a polynomial h 2 F q X 1 ; : : : ; X n ]. The following lemma 2 was told the author by R. Smolensky 16] and strengthens Schwartz's lemma 13] for nite elds. Observe that when n q deg h and deg X i (h) q ? 2, 1 i n, lemma 2 follows from 10] (for arbitrary h a weaker bound was proved in 6]). Lemma 2. If h has a zero in F n q then h has at least q n?deg(h) zeroes.
Proof. Let a polynomial 0 6 h 1 2 F q X 1 ; : : : ; X n ]. As we study zeroes in F n q we can assume w.l.o.g. that h 1 is reduced (in the proof of the lemma this means that deg X i (h 1 ) q ? 1, 1 i n). Take a monomial a X i 1 1 : : : X i n n being a leading one in the polynomials h 1 in the lexicographical ordering w.r.t. X 1 > X 2 > > X n .
Denote K = f(a 1 ; : : : ; a n ) 2 F n q : h 1 (a 1 ; : : : ; a n ) 6 = 0g. For any j 1 ; : : : ; j n such 8 that 0 j` q ? 1 ? i`, 1 ` n the polynomials X j 1 n X j n n h 1 are linearly independent over F q because in the polynomial X j 1 1 X j n n h 1 the reduced monomial X j 1 +i 1 1 X j n +i n n is the leading one, therefore it is the leading monomial as well in the reduction red(X j 1 1 X j n n h 1 ) (herewith by the reduction we mean replacing each power X s`, s` q by X ((s`?1) (mod q?1))+1
), and these reduced monomials are pairwise distinct. Taking into account that the reduced polynomials are in the bijective correspondence with the functions F n q to F q , we deduce that the functions fred (X j 1 1 : : : X j n n h 1 )g 0 j` q?1?i`;1 ` n on F n q are linearly independent over F q .
Since all these functions vanish on the set F n q nK, we conclude that the cardinality #K #f(j 1 ; : : : ; j n ) : 0 j` q ? 1 ? i`; 1 ` ng = (q ? i 1 ) (q ? i n ).
Obviously To complete the proof of the lemma apply this construction to the polynomial h 1 = red(1?h q?1 ), then d 1 (q?1) deg h, and we obtain that the number of zeroes of h in F n q (or equivalently, the number of nonzeroes of h 1 ) is greater or equal to q n?deg h , provided that h 1 6 0 (or equivalently, that h has at least one zero in F n q ).
q.e.d. Now we describe a randomized algorithm which computes S f;g F n p . Similar to the section 1 the algorithm by recursion on the degree computes S (i) , 1 i n representing each S (i) by a linear system over F p . Then the algorithm produces a linear system which represents the intersection \ . If none of the chosen N vectors belongs to S f;g , the algorithm returns that S f;g = ;.
After that the algorithm makes 2N independent choices of the elements from U.
Among them with the probability greater than 1 ? there is a vector u 1 2 S f;g such that u 1 ? u 0 6 = 0 (herewith we take A = A 1 = S f;g r fu 0 g, obviously #A 1 1 2 #A 0 ). Thereupon making again 2N independent choices the algorithm with the probability greater than 1 ? nds a vector u 2 . machine based on the fast Fourier transform. First we show (although we do not immediately use it below) that p k for any small p could be computed recursively on k by a quantum machine in a more succinct way using the product-formula for Fourier transform 2], which in its turn easily entails the fast Fourier transform algorithm.
The 
First we design a quantum machine which computes the group S f;f F n q . This construction extends essentially the idea from 15]. We utilize the notations and terminology from the quantum computations which one could nd in 1, 14, 15, 17] . Actually, the described algorithm and the above quantum computation of G allows one to solve the following problem by means of a quantum machine. Let a nite abelian group G with all the primes dividing its order, being small, act on a set. The algorithm enables one to nd for each element of the set the subgroup of G which preserves this element (the stabilizator subgroup, see also 18]). Furthermore, if G is a direct product of cyclic groups each of the order 2, one can design a quantum machine which for any pair of elements of the set tests, whether these two elements are on the same orbit of the action of G. In the case under consideration G = Z p Z p is the direct product of mn copies of Z p , herewith the action of (Z p ) m on each variable X i , 1 i n is isomorphic to the action of the additive group of F q by the shifts.
The quantum machine under description starts with the initial con guration (cf .  1, 14, 15, 17, 19] ).
? p q n X ( 1 ;:::; n )2F n q 1 ; : : : ; n ; f(X 1 + 1 ; : : : ; X n + n ) ;
i.e. each basic state 1 ; : : : ; n ; f(X 1 + 1 ; : : : ; X n + n ) is taken with the amplitude 1 ( p q) n . Notice that each basic state is a basic ort in q n q ( n w (j) ). Thus, each of the basic states j 1 ; : : : ; nm ; fi for which 1 nm S f;f 1 (and only these basic states) occurs in the resulting con guration with the same for each of them probability (which equals to the square of the absolute value of the amplitude, see 1, 14, 15, 17, 19] ) (#S f;f ) 2 q 2n . Hence, each vector ( 1 ; : : : ; nm ) such that 1 nm S f;f 1, occurs as the rst nm coordinates of the basic states in the resulting con guration with the same for each of them probability #S f;f q n , because for the rest of Q coordinates there are q n #S f;f possibilities for f, each of them appearing with the same probability. Since S f;f is an abelian subgroup of the additive group of (F q ) n , the order #S f;f = p k for a certain 0 k nm. All the vectors of the characters ( 1 ; : : : ; nm ) such that the restriction 1 nm S f;f 1 constitute the (multiplicative) group S being isomorphic to the vector space (F p ) nm?k over F p .
Applying nm times independently the described quantum machine and each time observing the projection onto the rst nm coordinates of a basic state of the resulting con guration, we obtain a sequence of nm elements from S. The probability that the rst nm ? k vectors (one can assume that they are chosen independently as each of them appears with the same probability, see above) among them form a basis of S over F p is greater or equal to (1) 1 ) nm ( (m) n ) = 1, i.e. p `1 (1) 1 + +`n m (m) n . Conversely, if the latter divisibility holds for every element from the basis then n w (j) ! 2 S f;f . These divisibility conditions constitute a (homogeneous) linear system over F p . Producing a basis of this linear system, the algorithm produces thereby a basis of S f;f . This completes the description of the algorithm which computes S f;f . Now in the case of the elds characteristic p = 2 we design a quantum machine which tests, whether S f;g 6 = ;, and if it is the case the machine yields an element v 2 S f;g . Together with the described above construction of S f;f this computes S f;g = v + S f;f . First the machine checks, whether f g, and if it is the case we are done by the above construction of S f;f , so we can suppose w.l.o.g. that f 6 g.
Then applying the described above construction, the machine computes the groups S f;f and S g;g . If S f;f 6 = S g;g then S f;g = ;. So we can assume that S f;f = S g;g .
Observe that S = S f;f S f;g is a group since p = 2. Notice also that S coincides with the group of all the shifts ( 1 ; : : : ; n ) 2 F n q which preserve the unordered pair of the polynomials ff(X 1 ; : : : ; X n ); g(X 1 ; : : : ; X n )g = ff(X 1 + 1 ; : : : ; X n + n ); g(X 1 + 1 ; : : : ; X n + n )g. To compute S the quantum machine as the basic states takes j 1 ; : : : ; n ; ff(X 1 + 1 ; : : : ; X n + n ); g(X 1 + 1 ; : : : ; X n + n )gi where ( 1 ; : : : ; n ) 2 F n q . Thus, a basic state could be treated as an ort from Cspace of the dimension q n a, where a = Q(Q+1) 2 . As in the above construction, the quantum machine applies the Fourier transform = 2 2 (nm times) to the rst n coordinates, formally the machine multiplies the initial con guration 1 ( p q) n X 1 ;:::; n 2F q j 1 ; : : : ; n ; ff(X 1 + 1 ; : : : ; X n + n ); g(X 1 + 1 ; : : : ; X n + n gi 15 by the matrix I a . Then as above the quantum machine computes the group S (by means of its basis over F 2 ).
Obviously, S f;g 6 = ; () S f;f 6 = S, and in this case we can take as v any element of the basis of S which does not belong to S f;f . This completes the description of the quantum machine which computes S f;g .
Finally, we estimate the complexity of the designed quantum machines. In the course of computing S f;f the machine computes (deterministically) for any Notice that this bound is always not worse that the complexity bound for the randomized algorithm designed in the section 2 (for m = 1). When p grows like ? n+d d O(1) the running time of the designed quantum machine is polynomial which is not the case for the randomized algorithm from the section 2.
Equivalence of polynomials relative to larger groups: further research
It would be interesting to consider the equivalence of the polynomials relative to larger groups of transformations rather than the group of the shifts studied above. For example, we may consider the direct product of the a ne groups, namely, we may de ne that f and g are equivalent if f( 1 X 1 + 1 ; : : : ; n X n + n ) = g. Then the group of equivalent a ne transformations could be nontrivial already for a single univariate polynomial, and the methods from the section 1 could not be applied immediately. For instance, let ! n = 1, then a polynomial (X + a) 3n + (X + a) 2n 16 is invariant under the a ne transformation X ! !X + (! ? 1)a. Still, the author believes that the algorithms from the sections 1 and 2 could be extended to the product of the a ne groups. Concerning the quantum machines, it is plausible that one can construct the Fourier transform for the a ne group fX ! X + g ; 2F q in time (pm) O(1) , but after that one encounters the principal problem of how to retrieve a subgroup H of a given non-abelian group G, knowing all the irreducible representations of G such that the restriction H contains the unit representation of H (compare our treatment of the abelian groups H = S f;f G = (Z p ) nm in section 3).
If we consider more nontrivial groups like the symmetric group S n or the general linear group GL n , then the problem of equivalence of the polynomials relative to a group becomes complete with respect to the graph isomorphism. For S n this is obviously true already for the polynomials of the degree 2, for GL n this was shown by A. Chistov 3] for the polynomials of degree 4.
Finally, recall that we considered the shifts from S f;g over a speci ed nite eld F p in section 2 and over F q in section 3. In both cases we deal with the elds of positive characteristic, and the answer whether f and g are shift-equivalent depends on over which eld we take the shifts (unlike the zero-characteristic case where it is independent from the eld, as it was shown in the section 1). This dependence is demonstrated by the following example, in which we have to take the shifts in an extension of the eld of coe cients in order to make the polynomials shiftequivalent. Let f = X 6 +X 5 +X 4 +X 3 +X 2 +X, g = X 6 +X 5 +X 3 +X 2 2 F 2 X]. Then f and g are not shift-equivalent over F 2 , but f(X + ) = g where 2 F 4 such that 2 + + 1 = 0. This example leads us to an open problem: how to construct (in the positive characteristic case) the set S f;g of the shift-equivalences taken from an extension (perhaps, algebraically closed) of the eld of the coe cients?
