Branching bisimilarity of normed Basic Process Algebra (BPA) processes was shown to be decidable by Yuxi Fu (ICALP 2013) but his proof has not provided any upper complexity bound. We present a simpler approach based on relative prime decompositions that leads to a nondeterministic exponential-time algorithm; this is "close" to the known exponential-time lower bound. We also derive that semantic finiteness (the question if a given normed BPA process is branching bisimilar with some finite-state process) belongs to NExpTime as well.
Introduction
Similarly as language equivalence in automata theory, bisimulation equivalence (also called bisimilarity) is a fundamental notion in theory of processes and their verification. The decidability and complexity questions for bisimilarity on various models of infinite-state systems have been explored in a long list of research papers. (See [1] for an updated overview of a specific area of process rewrite systems.)
One of the basic models is called Basic Process Algebra (BPA); it can be related to context-free grammars in Greibach normal form. The configurations, also called processes, are identified with finite sequences of variables (nonterminals), and a configuration can change by performing an action (rather than reading a symbol) in which case its leftmost variable is rewritten. The seminal paper by Baeten, Bergstra and Klop [2] showed the decidability of bisimilarity for BPA processes in the normed case, where each variable can be stepwise rewritten to the empty word; this decidability result was later extended to the whole class BPA [3] . The exploration of complexity culminated by showing that the normed case is, in fact, in PTIME [4] (see [5] for the so far best known upper bound). The complexity for the whole class BPA is known to lie between EXPTIME [6] and 2-EXPTIME (claimed in [7] and explicitly proven in [8] ).
In the presence of silent (unobservable) actions the problems become harder. The decidability question for weak bisimilarity of (even normed) BPA configurations is a longstanding open problem; we only know EXPTIME-hardness here, already in the normed case [9] . There is a similar long-standing open problem for Basic Parallel Processes, which is the parallel (or commutative) version of BPA.
Positive results were recently achieved for a finer version of weak bisimilarity, called branching bisimilarity. (It was introduced by van Glabbeek and Weijland [10] as the coarsest equivalence respecting branching time in some sense.) It was shown that branching bisimilarity is decidable on the normed Basic Parallel Processes [11] , and Yuxi Fu [12] has shown the decidability for normed BPA processes; the latter is the starting point of our paper. Another recent paper [13] shows that the mentioned decidability results for branching bisimilarity cannot be essentially extended.
In [14] a polynomial time algorithm is presented for deciding branching bisimilarity in the case of so called totally normed BPA processes. The situation for this subcase is much simpler than for the general case of normed BPA, since the assumption of total normedness implies the unique decomposition property, which allows for using standard decomposition techniques.
Fu's result for branching bisimilarity on normed BPA is substantially stronger than the previous results dealing with totally normed BPA [15] , [16] ; his proof uses an involved tableau framework (being inspired by [15] and related works) and does not provide any upper complexity bound. Regarding the lower bound, the construction by Mayr [9] for weak bisimilarity can be easily used to yield EXPTIME-hardness also for branching bisimilarity on normed BPA (which is also noted in [12] ).
An important novel ingredient of the decidability proof by Fu can be called the class-change norm (corresponding to the branching norm in [12] ): while the standard norm counts all the steps when a configuration is reduced to the empty one, the class-change norm only counts the steps that change the current equivalence-class. It is not clear how to compute this norm directly but equivalent configurations α ∼ β must agree on this norm. Another useful fact (also observed by Fu) is that the relation of αγ and βγ (either αγ ∼ βγ or αγ ∼ βγ) is determined solely by the redundant variables w.r.t. γ, i.e. by those X for which Xγ ∼ γ, independently of the string γ itself.
Fu [12] has also shown that the respective "regularity problem", or rather the "semantic finiteness problem" (given a normed BPA process, is it branching bisimilar to some unspecified finite-state process?) is decidable (without giving an upper bound). Regarding the lower bound, only NPhardness is known for normed BPA [17] , since the ExpTimehardness proof in [9] depends on unnormed variables. (In fact, these papers dealt with weak bisimilarity, and one needs to verify that the proofs apply to branching bisimilarity as well. The decidability of the semantic finiteness w.r.t. weak bisimilarity remains open, even for normed BPA.) We can also mention that for (strong) bisimilarity on normed BPA the problem is polynomial [18] . (Other related papers can be found in [1] .)
Our contribution is based on introducing the relative prime decomposition of configurations; unlike the prime decomposition of variables as, e.g., in the case of (strong) bisimilarity of normed BPA [4] , we introduce a decomposition related to each possible set R of redundant variables (representing respective suffixes γ). The (relative) equivalence α ∼ R β can be then replaced with the equality of prime decompositions PD R (α) = PD R (β). We suggest a nondeterministic exponential-time algorithm that guesses appropriate decompositions and then verifies their correctness in the sense that the equality of the decompositions w.r.t. the guess is indeed a branching bisimulation. We thus demonstrate the decidability of branching bisimilarity on normed BPA by a technically simpler proof, and, moreover, we place the problem in NEXPTIME.
Our approach also yields a simple proof showing that the semantic finiteness problem on normed BPA, w.r.t. branching bisimilarity, is in NEXPTIME as well.
We remark that this paper has arisen by a substantial rewriting of the arxiv-version [19] that was made public in July 2014.
Recent progress. In January 2015, He and Huang [20] announced that they had succeeded in finding a deterministic exponential-time algorithm, and their paper has been accepted to LiCS'15 (and it should thus appear in the same proceedings as our paper).
Structure of the paper. In Section 2 we define the used notions and state the results. We then proceed in a slightly non-traditional way. In Section 3 we give an overview of the main proofs, which is only partly informal. Our aim has been to provide all sufficient information there, in principle, while Section 4 only presents some notions and ideas at a more detailed technical level. Section 5 then concludes the paper with some further comments.
Throughout the text we also give Remarks; some of them comment on the case of weak bisimilarity, give examples, etc. These remarks are just accompanying the text, they are not necessary for understanding our proofs.
Preliminaries, and statements of results
We first recall a general definition of branching bisimilarity, which is then applied to BPA configurations.
Given a set A, by A * we denote the set of finite sequences of elements A. By ε we denote the empty sequence, and by |w| the length of w ∈ A * ; hence |ε| = 0.
By N we denote the set {0, 1, 2, . . . }.
Labelled transition systems. A labelled transition system, an LTS for short, is a tuple
where S is a set of states (at most countable in our case), A is a set of actions (finite in our case), and a −→⊆ S × S is a set of transitions labelled with a. We reserve the symbol τ for the (only) silent action;
the visible actions are the elements of
sometimes also refer to a concrete respective path from s to t in L. (We do not exclude cycles in the paths a priori.) By s −→ * t we denote that t is reachable from s, i.e., that s w −→ t for some w ∈ A * . 
Branching bisimilarity. Given an LTS
By s ∼ t, to be read as "states s, t are branching bisimilar", we denote that there is a branching bisimulation containing (s, t). We can easily verify the standard facts that ∼ is the union of all branching bisimulations, and thus the maximal branching bisimulation, and that ∼ is an equivalence relation.
Remark. Weak bisimulations, and weak bisimilarity, are defined as above but we allow sequences with "post" τ -
, and we only require that the final pair (s , t ) belongs to B. We denote the weak bisimilarity by ≈. Any branching bisimulation is thus a weak bisimulation; hence branching bisimilarity ∼ is finer than weak bisimilarity ≈. They coincide in the case with no silent action, in which case we use the notion of (strong) bisimilarity. In the system given by the following transitions we have s 1 ∼ s 2 but s 1 ≈ s 2 :
Normed BPA systems and processes. A BPA system is given by a context-free grammar in Greibach normal form, with no starting variable (nonterminal). We denote it as
where V is a finite set of variables (or nonterminals), A is a finite set of actions (or terminals), which can contain the silent action τ , and R is a finite set of rules of the form A
Branching bisimilarity problem for nBPA. By the branching bisimilarity problem for normed BPA we mean the decision problem specified as follows:
Instance: a normed BPA system G = (V, A, R) and two processes α, β ∈ V * . Question:
Semantic finiteness (or regularity) problem. In our context, the semantic finiteness problem, or the regularity problem, is specified as follows: Instance: a normed BPA system G = (V, A, R) and a process α ∈ V * . Question: Is α ∼ s for a state s in some finite LTS ? As usual, when comparing states in two different LTSs L 1 , L 2 , we implicitly refer to the LTS arising as the disjoint union of L 1 and L 2 .
Results. The next two theorems capture our main results. Theorem 1. The branching bisimilarity problem for normed BPA is in NEXPTIME.
Theorem 2. The semantic finiteness problem for normed BPA, w.r.t. branching bisimilarity, is in NEXPTIME.
We prove the theorems in the following sections; in the rest of this section we recall some useful facts about the standard norm, also recalling the standard dynamic programming technique, and we provide an example (just for an illustration).
Standard norm. Given a normed BPA system G = (V, A, R), the norm α of α ∈ V * is the length |w| of a shortest w ∈ A * such that α w −→ ε. (Note that the silent steps
The facts captured by the next proposition are standard and easy; they also entail that we can check in polynomial time whether a BPA system is normed.
There is a polynomial-time algorithm that computes A for each A ∈ V (when given G = (V, A, R)). (5) The values A are exponentially bounded in size(G).
For later use we note in particular that the algorithm in the point (4) can be naturally based on the dynamic programming paradigm: We first temporarily assume that A = ω (the norm is infinite) for all variables; this also temporarily yields α = ω for all rhs (right-hand sides) of the rules A a −→ α, except of α = ε where we put ε = 0. Now we repeatedly look for a variable A with a temporary norm that has a rule A a −→ α with the least (so far defined) α ; for such A we put definitively A = 1 + α (and recompute the norms of rhs).
Using such an approach, in various concrete forms, is standard (e.g. in solving reachability problems for BPA). We thus only mention this approach at several instances later, without giving detailed technical descriptions. 3} , etc. Let R be the set containing the following rules:
Partly informal overview
In this section we give a partly informal overview of the main proofs, showing the respective nondeterministic exponential-time algorithms (for deciding equivalence and semantic finiteness of normed BPA processes w.r.t. branching bisimilarity). Our aim is to provide all sufficient information, in principle, while the following section (Section 4) only presents some notions and ideas at a more detailed technical level.
If not said otherwise, we implicitly refer to a given normed BPA system G = (V, A, R), though some claims hold more generally; by ∼ we denote branching bisimilarity. By A, B, . . . , X, Y, . . . we denote the elements of V, by α, β, . . . the elements of V * , by a, b, . . . the elements of A, which includes τ , and by u, v, w, . . . the elements of A * .
Deciding branching bisimilarity on nBPA
One general approach, which has been successfully applied to deciding strong bisimilarity of normed BPA processes, consists in building a certain system B, a "base" associated with the given nBPA system, that determines the "prime variables" and the decompositions (i.e. the primeforms) of the "composite" variables so that checking if α and β are equivalent boils down to checking if α ≡ B β, i.e., if the prime-forms of α and β are equal. Of course, the decomposition base B must be shown sound (≡ B ⊆∼) and complete (∼⊆≡ B ) to serve to this aim.
In the case of strong bisimilarity, decompositions are constructed by using the standard ("syntactic") norm, which is based on the fact that any equivalent α, β must have the same norm α = β ; but this fact does not hold for the cases of weak or branching bisimilarity.
Here we suggest decomposition systems related to branching bisimilarity on nBPA by using a special (semantic) norm introduced by Fu [12] . Fu called it the branching norm; we suggest the name the class-change norm, or the cc-norm for short, and denote it α .
By the cc-length of a path
we mean the number of steps that change the equivalence class, i.e., of the steps
Remark. In fact, Fu's norm counts visible steps plus class-changing τ -steps, but it can be easily shown that Fu's norm and our cc-norm coincide.
By recalling the definition of branching bisimilarity ∼ (where the "pre-τ -moves" do not change the equivalence class), it is straightforward to derive that α ∼ β implies α = β ; this fact serves us for creating decomposition bases. (In Example 4 we have, e.g., S 2 M 23 = 1 due to the path
changes the equivalence-class just once.) A rough intuition why relative decompositions seem to be needed and useful in our case can be presented as follows:
Suppose that αA ∼ βB, A = B, and A ≥ B . Any path (a sequence of transitions) αA
This suggests that for verifying αA ∼ βB it suffices to show that A ∼ δB (we show a decomposition of A), and thus αA ∼ αδB (by the congruence properties discussed below), and that αδB ∼ βB. The condition αδB ∼ βB would be equivalent to αδ ∼ β in the case of strong bisimilarity (which has the right-cancellation property) but in our context of branching bisimilarity the equivalent condition is αδ ∼ R β where ∼ R is the relative equivalence, taking into account that we compare processes relative to the same suffix B. As discussed below, any suffix γ can be sufficiently characterized by its "redundant variables" R γ = {X ∈ V | Xγ ∼ γ}, and we thus get at most exponentially many relative equivalences ∼ R , with their respective decomposition systems. (In Example 4, we can see that
Our (candidate) bases B (comprising the primedecompositions w.r.t. ∼ R for the sets R ⊆ V) will thus have at most exponential sizes, w.r.t. the size of the given nBPA; moreover, we will have a quick test of consistency that guarantees soundness (≡ B ⊆∼), and we will also show that there is a base B such that ≡ B =∼, called an intended base. (We do not say the intended base, since we leave some freedom in its definition.) We do not have a deterministic algorithm constructing an intended base in exponential time, and we thus resort to a nondeterministic exponential-time algorithm:
given an nBPA G = (V, A, R) and α, β ∈ V * , guess a base B of at most exponential size w.r.t. size(G), verify its consistency, and check that α ≡ B β. We will give a more detailed form of our bases after explaining the facts that underpin this form. One standard simple fact is that branching bisimilarity is compositional, i.e., a congruence on nBPA:
We aim at "decompositionality"; but since the opposite implications to a) and b) above are incorrect in general, this issue is more subtle. We will use a nice property of nBPA that was also noted and used by Fu [12] ; it is the fact that redundant variables sufficiently characterize suffixes.
For any γ ∈ V * , the set of its redundant variables is
(We thus have that γ ∼ δ implies R γ = R δ , but not vice versa.) The above fact is formally expressed as follows:
Remark. It is a technical routine to verify that R γ = R δ implies that the set
is a branching bisimulation. This proves (1) .
There are at most exponentially many such sets R ⊆ V, and the property (1) implies
It is not clear how to compute R γ for a given string γ ∈ V * , but we can efficiently construct the "initial set"
since it is the set (maybe empty) of silent variables, which we have already touched on. We note that ∼=∼ Rε .
Remark. The set R ε can be computed coinduc-
We note that for any set
This observation points to the respective deterministic finite automaton, which can be called the suffix automaton A G , that has {R γ | γ ∈ V * } as the set of states, R ε as the initial state, V as the alphabet, while its transition function is, in fact, the collection of the above mentioned triples R
When it reads an input α ∈ V * in the right-to-left direction, it finishes in R α , which we denote by
We can also note that
From another viewpoint, A G is simply a set of triples (A, XA, R), corresponding to the claims A ∼ R XA. We note that we have only defined A G (that can be exponentially big w.r.t. size(G)), not showing how to construct A G effectively. The automaton A G is a part of our intended base B G (which should satisfy ≡ BG = ∼). We now describe the rest of B G , which is a system of decomposition systems related to states R of A G ; hence each (sub)system is related to a set of suffixes γ with the same R γ . We will define the (two-argument) function PD R (α), the prime-decomposition of α relative to R, also called the R-prime form of α, aiming to guarantee the properties α ∼ R PD R (α) and
Remark. The following definition of PD R (α) is given by a "right-to-left induction" on the length of α (or rather on α R to be introduced later). One crucial property of nBPA, on which our definition is built, can be viewed as the correct opposite of the congruence property α ∼ β =⇒ αγ ∼ βγ; it is the fact that
We are now building PD R (α) by a "right-to-left induction". In fact, we enhance the suffix automaton A G to a transducer, realizing a right-to-left general sequential mapping: when reading variable A in state R, it writes PD R (A) to the output tape [also right-to-left]. We thus put: Remark. Fu [12] also introduced the relative versions of his norm w.r.t. suffixes γ, but he used them for different purposes.
We observe that α R ≤ α , and that
The relative norms of strings can be also given by a "rightto-left induction", since they satisfy
We also note that
Remark. Since ε R = 0, the "only if" direction follows from (2) . The "if"-direction follows by noting that if a path A w −→ ε has no step that changes the current ∼ R -class, then A ∼ R ε (and hence Aγ ∼ γ when R = R γ ).
We call a variable A ∈ R (i.e., A satisfying A R ≥ 1)
The equivalence ∼ R induces a partition on the set of all R-nondecomposable variables (from V R). In each class {X 1 , X 2 , . . . , X k } of this partition (containing Rnondecomposable variables X i that are pairwise equivalent w.r.t. ∼ R ) we choose a (further fixed) representant variable and call it an R-prime; say X 1 in our notation. Then for every X i from the class we put PD R (X i ) = X 1 . Now for each R and each R-decomposable A we fix some string dec Remark. We can get also "strangely looking" decompositions like PD R (X) = XY ; here Y is an R-prime, and X is not an R-prime but it is an
Our observations and the inductive definition allow us to verify easily that 
We thus show that α ∼ R β implies that the strings PD R (α) and PD R (β) have the same rightmost variable (unless both are empty); by our inductive definitions we then easily get that
Hence we indeed have ≡ BG = ∼ (where α ≡ BG β stands for PD Rε (α) = PD Rε (β)).
Similarly as in the case of the suffix automaton A G , we have only defined the (intended) base B G , not showing how to construct it effectively, even when we were given A G . The size of B G is also at most exponential, since the lengths of strings PD R (A) are exponentially bounded ( 
Using a nondeterministic approach, a natural idea is just to guess a candidate base B; we then get the (twoargument) function PD B R (α) associated with this guessed base (which is realized by the respective guessed transducer). If we can verify soundness, i.e. the implication PD B R (α) = PD B R (β) =⇒ α ∼ R β, then our nondeterministic exponential-time algorithm indeed works (if this verification is "sufficiently quick").
Imagine that we nondeterministically construct an automaton A, a candidate for A G , we choose R-primes and at most exponentially long strings PD B R (A) for variables A that have not been chosen as R-primes. After doing this, we first verify the basic consistency (i.e. some basic quickly computable properties that any intended base B G must have): in particular that R ε is constructed correctly, each state R has the loops R
We now fix a resulting candidate base B, and we define the following equivalence on V * for all states R of the guessed automaton A:
We also write just ≡ B instead of ≡ B Rε . In fact, below we often omit the superscript "B", writing just PD R instead of PD B R . We aim to show a consistency condition guaranteeing that ≡ B is a branching bisimulation (and thus ≡ B ⊆∼). The idea is not difficult. Our base B can be seen as a collection of claims
and of claims
We just verify that each such claim is consistent, where generally we call a claim α ∼ R β consistent if each move of one side can be matched by a move of the other side, w.r.t. ≡ B R . For technical reasons we allow "long" moves on both sides, i.e. moves α τ −→ · · · τ −→ α a −→ α where the Rprime form of all processes in the segment α τ −→ · · · τ −→ α must be the same (and thus equal to PD R (α)).
We make it more formal now, using an inductive definition that can serve for a dynamic-programming computation of all possible "move-outcomes". For α ∈ V * , the set LO R (α) of R-legal outcomes for α is the subset of A × V * defined as follows:
is consistent if each of its above mentioned claims is consistent. It is straightforward to check that the consistency of a base can be verified by a quick algorithm (in polynomial time in size(B)).
Finally we show the required soundness:
If a base B is consistent, then ≡ B ⊆∼.
Suppose that B is a consistent base. Then it is easy to verify that LO Rε (α) = LO Rε (PD Rε (α)) (by using the "right-to-left" inductive definition of PD Rε (α)). Hence
Now, if ≡ B was not a branching bisimulation, there would be a pair α ≡ B β with a move α a −→ α that could not be matched by any move from β. But this would imply that (a, PD Rε (α )) is in LO Rε (α) LO Rε (β), a contradiction.
We can also easily check that our intended base B G is consistent. We have thus finished a proof of correctness of our nondeterministic exponential-time algorithm deciding branching bisimilarity on nBPA.
Deciding semantic finiteness
Now we present a nondeterministic exponential-time algorithm deciding semantic finiteness of a given process α of a given nBPA system G = (V, A, R), w.r.t. branching bisimilarity. We observe that α is semantically finite iff the set { [β] ∼ | α −→ * β} is finite (i.e., up to branching bisimilarity, only finitely many processes are reachable from α). For a (consistent) base B we put PD-REACH
where B G is an intended base, with ≡ BG = ∼; recall that B G is consistent. Since for any consistent base B we have ≡ B ⊆ ∼, the cardinality of PD-REACH B (α) cannot be smaller than the cardinality of PD-REACH BG (α).
Hence α is semantically finite iff PD-REACH B (α) is finite for some consistent base B. We will finish by showing that checking whether PD-REACH B (α) is finite can be done "quickly" (in polynomial time in size(B)).
Given a (consistent) base B, which includes an automaton A, we say that variable On the other hand, PD-REACH B (α) is infinite iff there is
such that α i = α j for all i = j and the set {PD B Rε (α i ) | i ∈ N} is infinite. (This follows by König's Lemma, since we have boundedly many moves from every process γ.)
By the standard argument we note, for an infinite path (3) , that for any ∈ N there is i such that all α j in α i
−→ · · · have length at least . (We thus get "stairs" α i1 , α i2 , · · · .) By using the pigeonhole principle (and the fact {PD B Rε (α i ) | i ∈ N} is infinite) we easily derive that in the path (3) we must have i < j such that
Checking if α enables a PD-loop can be performed quickly (w.r. t. size(B) ) by standard reachability methods.
More detailed technical level
Here we complete the overview in Section 3 with providing some more technical definitions and proofs, but we restrict intuitive explanations and some arguments when they have already appeared in Section 3. We implicitly refer to a given normed BPA system G = (V, A, R). Proof. It is trivial to check that {(αγ, αδ) | γ ∼ δ} is a branching bisimulation. Hence γ ∼ δ implies αγ ∼ αδ. Also simple, though slightly more subtle, is to check that {(αδ, βδ) | α ∼ β} is a branching bisimulation. Hence α ∼ β implies αδ ∼ βδ. Therefore α ∼ β and γ ∼ δ imply αγ ∼ αδ ∼ βδ.
Congruence, and silent variables
The second point in the above proof depends on our normedness assumption. (E.g., for the unnormed variable A with the only rule A
We say that A ∈ V is a silent variable if A w −→ α implies w ∈ {τ } * (i.e., we can never perform a visible action when starting from A); we note that the set of all silent variables is, in fact, the set
and this set can be quickly constructed (coinductively).
If α ∈ (R ε ) * , then αγ ∼ γ (but not vice versa in general).
Class-change norm, and relative equivalences
Here we give a slight modification of the semantic norm introduced by Fu [12] , and we define relative equivalences ∼ R , for sets R of "redundant variables w.r.t. suffixes". All the notions and their properties given in this subsection appeared (at least implicitly) already in [12] .
Class-change norm. Example 4 showed that we can have α ∼ β though α = β . We now define a norm for which this cannot happen.
A transition α a −→ β is class-changing if α ∼ β. The cc-length of a path α w −→ β is the number of class-changing transitions in the path. We note that the cc-length of α
The class-change norm (or the cc-norm) of α ∈ V * , denoted α , is the minimum of the cc-lengths of paths α w −→ ε. Any shortest path α w −→ ε such that its cc-length is equal to α is called a witness path for α. Here AB ∼ A B ∼ B , and the only witness path for AB is AB a −→ B b −→ ε, with the cc-length 1; hence AB = 1 (while AB = 2). The branching norm in [12] (counting visible steps to cc-length) would be also 1, but witnessed by AB
Remark. Consider the rules
Proof. (1) is trivial. Remark. In Example 4 we can check that S 1 M 12 = 1 and M 12 S 1 = 2, which implies S 1 M 12 ∼ M 12 S 1 .
The equality of class-change norms of any pair of branching bisimilar processes α ∼ β can help us to restrict the potential consistent responses β = β 0 {0, 1, . . . , k}) must have the same class-change norm. This is one of the points, which does not hold for weak bisimilarity.
Redundant variables characterize suffixes. For any γ ∈ V * , the set of its redundant variables is
We note that γ ∼ δ entails that Xγ ∼ γ iff Xδ ∼ δ. Hence γ ∼ δ implies R γ = R δ (but not vice versa).
Proof. The "if"-direction is obvious (by congruence).
For the "only-if"-direction assume α 1 Xα 2 γ ∼ γ where α 2 ∈ (R γ ) * and X ∈ R γ ; hence α 1 Xα 2 γ ∼ α 1 Xγ ∼ γ and Xγ ∼ γ. This implies that the cc-length of any path Xγ u −→ γ is positive, and thus α 1 Xγ ≥ Xγ > γ , which contradicts with α 1 Xγ ∼ γ (by Prop. 7(2)).
Proof. Suppose R γ = R δ ; we will verify that the set
is a branching bisimulation. We note that B is symmetric, and consider a pair (μ, ν) ∈ B and a transition μ a −→ μ .
If μ ∼ ν, then either a = τ and μ ∼ ν, in which case Since αγ ∼ βγ, the transition αγ a −→ α γ entails that either a = τ and α γ ∼ βγ, in which case (α δ, βδ) = (μ , ν) ∈ B, or there is a corresponding response of one of the following forms:
In the case 1 we have that (α γ, β γ) and (αγ, β i γ) for all i ∈ {1, 2, . . . , k} are in ∼; hence (α δ, β δ) and (αδ, β i δ) for all i ∈ {1, 2, . . . , k} are in B, and thus (4)).
In the case 2 we have αγ ∼ γ, and thus also γ ∼ βγ. Hence both α, β are from (R γ ) * = (R δ ) * , which entails μ = αδ ∼ δ ∼ βδ = ν.
Remark. The fact that just R γ determines whether αγ ∼ βγ or αγ ∼ βγ is not true in the case of weak bisimilarity, as illustrated by the example below.
Consider the system defined by:
One can easily check that R X = ∅, clearly also R ε = ∅; here we define the set of redundant variables with respect to the weak bisimilarity. However, AX ≈ BX, while A ≈ B. To see that A ≈ B note that A have a transition labelled by a, while B does not have such. Let us show now that indeed AX ≈ BX. For every transition from BX there is an identical one from AX. The only transition of AX, which cannot be matched by identical one from BX is
However the following response from BX is completely
Note that the same response would not be correct in the case of branching bisimilarity as X ∼ AX.
Relative equivalences and relative norms. For all sets
There are at most exponentially many such sets R ⊆ V, and Prop. 9 implies
We define the cc R -length of a path
as the cc-length of a path
where γ satisfies R γ = R. Prop. 9 shows that this definition is sound, not depending on concrete γ; in other words, we count just ∼ R -change steps in (5), i.e., the steps for which
as the minimum of the cc R -lengths of paths α w −→ ε.
Remark. In Example 4 we have C ε = 3, but C M2 = 2 and C M23 = 1. We can also check that
Proof. Points i) and ii) are clear. Point iii) can be shown by mimicking the proof of Prop. 7 (2) . Point iv) follows by a routine check of definitions. In Point v) the "only if" direction is now obvious (since ε R = 0, and A ∼ R ε implies A R = ε R ). The "if"-direction follows by noting that if a path A w −→ ε has no step that changes the current ∼ R -class, then A ∼ R ε (and hence Aγ ∼ γ when R = R γ ).
Suffix automaton A G
We note the fact that
We use it to define the deterministic finite automaton, called the suffix automaton:
By R α ←− R we denote that A G goes from state R to R when reading α from right to left. By using previous propositions we can easily verify:
Decomposition system
By R we refer to the states of A G , i.e., to R ∈ {R γ | γ ∈ V * }. We call a variable A ∈ R (i.e., A satisfying
for some α and B where A R > B R ≥ 1; we fix one such αB and put
In every ∼ R -equivalence class on R-nondecomposable variables we choose one representant variable A from the class, and we put PD R (B) = A for each B from this class. The chosen representant A is called an R-prime.
The function PD R (α), the prime-decomposition of α relative to R, so far defined only in the cases where α is an R-nondecomposable variable, is fully defined (inductively) as follows: Remark. In the Example 4,
We note that we can have, e.g., PD R (X) = XY , which may seem a bit unnatural. This is illustrated by the example given by the following rules:
Proof. We use the following observations:
We can rewrite a) as follows (for R = R μ ):
if Aμ ∼ γμ, then αAμ ∼ βμ iff αγμ ∼ βμ. This is valid due to the congruence properties. Claim b) can be rewritten as
which is trivial. Now α ∼ R PD R (α) can be shown by induction on α R , for all R simultaneously.
If α R = 0, then α ∈ R * ; hence α ∼ R ε and PD R (α) = ε.
If α R > 0, then our inductive definition of PD R (α) and the observation a) yield that PD R (α) = PD R (α )A for some α and A where α ∼ R α A, A is an R-prime, and R A ←− R. Since α R > α R , by the induction hypothesis we have α ∼ R PD R (α ), and thus α A ∼ R PD R (α )A (by the observation b)). Hence α ∼ R α A ∼ R PD R (α )A = PD R (α).
Proof. Assume α ∼ R β; since α ∼ R PD R (α) and β ∼ R PD R (β), we have PD R (α) ∼ R PD R (β). We thus assume that α and β are in their R-prime forms, i.e. α = PD R (α) and β = PD R (β), and we aim to show α = β (assuming α ∼ R β).
We thus also have α R = β R , and the suffixes of α have strictly decreasing cc R -norms, when ordered by the length, the longest suffix (α) first and the shortest (ε) last; similarly for β.
We proceed by induction on α R . If α R = 0, then α = β = ε. Let us now assume α R > 0, and thus α = α A, and β = β B, with A R ≥ B R (w.l.o.g.). We will now show that A ∼ R B; this will imply A = B, since both A and B are R-primes.
Consider now a shortest path α A
; all processes on the path α A w −→ δA, except the last one δA, obviously have bigger cc R -norm than A R = δA R . Since α = α A ∼ R β B = β, we must have a path from β B that "matches" the path α A w −→ δA; it is clear that it must be of the form β B w −→ γB where δA ∼ R γB, and thus A ∼ R γB.
Since 
ii) Base B G has at most exponential size w.r.t. size(G).
Proof. Propositions 12 and 13 prove i). Regarding ii), we note that the size of the suffix automaton A G is at most exponential, and the function PD R (α) is fully determined by giving PD R (A) for all states R and variables A (A ∈ R).
Since we obviously have
the standard norm A gives us an at most exponential upper bound.
Consistent (candidate) bases
By a candidate automaton (for an nBPA G = (V, A, R)) we mean a deterministic finite automaton A = (Q, V, Γ, R ε ) (a candidate for
A candidate base B, or just a base for short, is given by i/ a candidate automaton A = (Q, V, Γ, R ε ), ii/ a partition of V R into R-primes and Rnonprimes, with at least one R-prime when Remark. Technically we do not need to add other properties (satisfied by B G ) that can be also quickly verified. One particular would be based on the fact that X ∈ R γ iff X is "R γ -silently τ -erasable", i.e., iff X w −→ ε for some w ∈ τ * where each process α in the path X w −→ ε satisfies α ∈ (R γ ) * .
We now refer to a fixed base B in the above form. We define the following equivalences on V * for all states R of A:
α ≡ B R β ⇔ df PD B R (α) = PD B R (β). We also write just ≡ B instead of ≡ B Rε (and we often write PD R instead of PD B R ). Now, if ≡ B was not a branching bisimulation, there would be a pair α ≡ B β with a move α a −→ α that could not be matched by any move from β. But this would imply that (a, PD Rε (α )) is in LO Rε (α) LO Rε (β), a contradiction.
We have thus finished a proof of correctness of our nondeterministic exponential-time algorithm deciding branching bisimilarity on nBPA; we have thus proved Theorem 1.
Additional remarks
To the best of our knowledge, we have contributed with a novelty in the area of decomposition techniques, at least for verification of basic sequential systems captured by normed Basic Process Algebra. Our decomposition system is a system of subsystems where each subsystem is attached to one of finitely many contexts, here the sets of redundant variables w.r.t. suffixes.
Our approach also yields some structural results related to language theory (and context-free graphs); in particular, an intended base for a given nBPA provides a finite transducer computing a normal form for each process, which shows that the quotient monoid V * / ∼ is a rational monoid in the sense of [21] .
A natural open research question is the decidability (and complexity) of branching bisimilarity in the case of general (unnormed) BPA systems.
