In this paper, a new method for finding a state feedback matrix in order to control simultaneously a collection of linear systems (of the same size) by using similarity operations is presented. For stabilization of all the systems, it is necessary that the eigenvalues of the closed-loop systems lie inside a specified region in the left hand side of the complex plane. This aim is achieved by solving linear and nonlinear parametric systems of equations using nonlinear programming. The presented method is implemented in two examples and the results are verified in view of the norm of the state feedback matrix and stabilizability.
Introduction
The problem of simultaneous stabilization of state time invariant linear systemṡ x k (t) = A k x k (t) + B k u k (t) , k = 1, 2, . . . , p (1.1) y k (t) = C k x k (t) (1.2) is finding a state feedback controller matrix F (in the case of C k = I) with the feedback law u k = Fx k (t), such that the eigenvalues of all closed-loop systems A kc = A k + B k F lie in the prescribed bounded region (in the left hand side of the complex plane).
Investigation into this problem started in the 1980s, and one of the pioneers of this problem is perhaps Peterson [1] . Since then it has attracted many investigators [1] [2] [3] [4] [5] [6] . In practice, in many engineering problems, such as the control of aircraft [1] , particularly when systems can be stabilized with a single controller, the problem of simultaneous stabilization is simpler and more economic.
In practice, the simultaneous stabilization problem arises, due to uncertainty, variation of system values and systems with several modes of operation. In [7] similarity operations have been used for the stabilization of linear systems.
In [1] , a nonlinear state feedback controller which simultaneously stabilizes a collection of single-input systems is presented. In [4, 8, 9] , necessary and sufficient conditions, embedded in the solvability of a constrained optimization problem, for the existence of controllers to simultaneously stabilize a collection of single-input-multi-output systems are obtained. In [5, 10] , the optimal simultaneous state feedback controller is obtained by using the numerical solution of a minimizing problem. In [11] , an auxiliary minimization problem for computing an approximate solution instead of the original problem is solved. The new cost function is a weighted sum of cost functions of the auxiliary problem derived from the original problem and a weight function.
In this paper, a new method for computing simultaneous state feedback, for eigenvalue assignment of a collection of linear systems in a region is presented. The chosen cost function is a weighted sum and the constrained region is a bounded region for all systems. This is a constrained optimization problem and its minimum point may not exist. If the infimum point lies on the boundary of the admissible solution set, then it is not a stationary point. In general, to solve static state feedback control problems is difficult [1] . In [12] , it is shown that simultaneous stabilization by state feedback is NP-hard.
The structure of the paper is as follows. In Section 2, formulation of the problem is presented. In Section 3, a new method for computing a simultaneous state controller is derived from which a near solution to a solution of local minimum problem can be found. In Section 4, a method for solving simultaneous set of linear equations and a set of nonlinear inequalities is introduced. Finally, a couple of examples are illustrated in order to show the effectiveness of the presented method.
Problem formulation
Consider a set of p time invariant systems of (1.1), where x k ∈ R n is the state vector, u k ∈ R m is the input vector and y k ∈ R r is the output vector of the kth system. A k , B k , C k are constant matrices of dimensions n × n, n × m and r × n respectively and with following assumptions: 
where α ∈ R, β ∈ R and γ ∈ R. This region is symmetric with respect to the real axis in order to obtain a real state feedback matrix F [11] . A brief review of the paper [7] is recalled for the computation of the state feedback matrix.
Similarity transformation
An existing and analytical method of finding a state feedback matrix by similarity transformations is given in [7] . 
where, B k0 , G k0 and T
−1
k are block matrices of dimensions r × n, n × m and n × n respectively, and are selected from vector
Here, G kλ is parametric matrix of dimension m × n obtained from first m rows ofΓ kλ matrix (the parametric closed-loop matrix of each system with the desired eigenvalues) as follow:
The closed-loop system eigenvalues of A kc , can be located in the prescribed spectrum byΓ kλ . For this reason, it is sufficient to have det(Γ kλ − λ k I) = 0, which leads to the characteristic polynomial ofΓ kλ as:
where
is the characteristic polynomial of the closed-loop system.
Since it is necessary that the roots of the characteristic polynomial lie in the spectrum Λ k = {λ k1 , λ k2 , . . . , λ kn }, it is clear that:
(2.1.6) By equating the above equalities, c ki , (i = 1, 2, . . . , n) can be computed [7] as:
. . .
If λ ki , (i = 1, 2, . . . , n) are known, then c k1 , c k2 , . . . , c kn can be found. Now, with direct computation of det(Γ kλ − λ k I) = P kn (λ k ) parametrically and with having coefficients of characteristic polynomial in Eq. (2.1.7), a set of system of nonlinear equations results as follows:
where, g kij , (i = 1, 2, . . . , m, j = 1, 2, . . . , n) are the elements of G kλ and f ki , (i = 1, 2, . . . n) are parametric nonlinear polynomials that are obtained by computing det(Γ kλ − λ k I). The set of Eqs. (2.1.8) is a set of nonlinear systems with n equations and nm unknowns. By arbitrary selection of N = n(m − 1) unknowns this system can be solved.
Finding a simultaneous state feedback matrix for a collection of systems
In this section, we introduce a new method for computing a simultaneous state feedback by similarity transformations for a collection of controllable systems. Consider the given systems (1.1). For the systems to have a simultaneous state feedback, the following must be satisfied:
Here, p equations are obtained and by equating them together, other equations can be derived. For example, if k = i, j is considered then:
where, the equation is simplified in the following form:
from which
Finally, the following equations are derived:
Here, unknowns of the equations are G iλ , G jλ . The remaining equations can be computed likewise from transformation of pairs (A i , B i ) and (A j , B j ) into vector companion form. Hence, the left hand side of (3.4) is an unknown matrix of dimensions m × n and the right hand side is a known matrix of dimensions m × n. Now, by equating the corresponding elements mn equations with 2mn unknowns can be obtained. Finally by equating the right hand side of (3.1) term by term, (p − 1)mn equations and mnp unknowns in the form of (3.5) are derived. Solution of the equations results in a state feedback matrix, but does not guarantee the stability of controlled systems. For this, other constraints must be considered so that the systems are stabilized. In order to stabilize the systems, the defined region in (2.1) must lie in the left hand side of the complex plane, so that the eigenvalues of systems (1.1) lie inside that region. The equations of (2.1.8) are for eigenvalue assignment of systems (1.1) in a prescribed spectrum. Although, the new method does not allocate the eigenvalues exactly, it can assign the eigenvalues in a prescribed rectangular symmetric 1, 2, . . . , n) are lower bounds as:
where λ max = α and λ min = β, (α and β are introduced in (2.1)).
In this case, equations of (2.1.8) are transformed to following inequalities: where, 2np inequalities with nmp unknowns are obtained. By using the set of equalities (3.5) and inequalities (3.8) and by solving them simultaneously, the vector g ∈ R nmp can be found such that a simultaneous state feedback matrix which stabilizes systems in (1.1) is obtained.
In what follows a method for finding the above mentioned vector is presented.
A method for solving systems of equations and inequalities simultaneously
Lemma 1. The two systems I and II are equivalent:
if and only if the object function in system II is zero.
If the system I has a feasible solution, then
From (4.4) it results that x 0 ∈ X and from (4.3)
But since the object function of system II is non-negative, so it takes its minimal value at zero, hence, x 0 is a solution for system II. Conversely, if the optimized solution of system II is zero, then the system I has also a solution and this completes the proof.
For solving simultaneously the system of equations (3.5) and the inequalities (3.8), the Lemma 1 may be used. For this purpose, the functions obtained from (3.5) must be replaced instead of J i (x) in system II, and also the inequalities (3.8) are replaced in inequalities of system II.
Here the number of equations and inequalities are l = 2np and k = (p − 1)mn, respectively.
For each p system defined in (1.1), the eigenvalues in a bounded region and even in a prescribed half plane can be assigned [7, [13] [14] [15] . For assigning the eigenvalues of a collection of controllable systems in a prescribed bounded region and simultaneous stabilization of them, the region must be chosen large enough such that the solution of the systems of equations and inequalities corresponding to systems in (1.1) generates a simultaneous state feedback matrix.
If the prescribed bounded region cannot be obtained explicitly, a random region can be defined. By introducing a weighted function, sufficient freedom can then be provided such that the selected region may be extended enough and a feasible solution is obtained. This weighted function in the system of object function II is considered as: , g k12 , . . . , g k1n , g k21 , g k22 , . . . , g k2n , . . . , g km1 , g km2 , . . . g kmn ) (4.6) where k = 1, 2, . . . , p and w 1 , w 2 are real valued weighted variables. It is sufficient to choose w 1 , w 2 such that a feasible solution for controlling systems in (1.1) simultaneously is obtained.
The feasible solution corresponding to the system II is a vector in the form:
By substituting elements of vector g in G kλ , (k = 1, 2, . . . , p), a state feedback matrix is obtained from (3.1). As the constraints in (3.8) are considered for simultaneous stabilization, so the resulting state feedback matrix is a simultaneous stabilizing controller for systems in (1.1).
Illustrative examples
The following two examples are given to illustrate the effectiveness of the presented method. The first example is given to illustrate the above relationships more clearly, and the second example is given to compare the presented method with the existing methods. The assigned eigenvalues region for both systems is:
By substituting the elements of the vector g in matrices G 1λ , G 2λ , we have: Clearly, the eigenvalues of the closed-loop systems corresponding to (5.1) and (5.2) are lying in the prescribed region (5.4) and the norm of the state feedback matrix is 11.4929.
Example 2.
For comparison of the presented method with the existing method consider the linear controllable systems given in [11] : By performing similarity transformations and by finding the necessary matrices and by solving the set of equations (3.5) and inequalities (3.8) the vector g ∈ R 12 is obtained. By substituting the elements of the vector g in matrices
we have: Clearly, all the eigenvalues of the closed-loop systems lie in the bounded region (5.13). It should be noted that the norm of the state feedback matrix here is 0.5685, while the norm obtained in [11] is 4.2984. This confirms the effectiveness of the presented method compared to the method in [11] .
Conclusion
In this paper, by using similarity transformations a state feedback matrix for the simultaneous control of a collection of linear systems was obtained. This method is much simpler than the methods which employ Riccati equations and weighted functions. As the illustrative examples showed, the results obtained have a lesser norm and so are better to use in practice.
Although it is claimed that the methods using similarity transformations inherit more computational errors than other methods [16] , considering the efficiency of modern computers and the fact that almost all practical systems appearing in engineering problems are of low order (n < 10), the computational errors (if any) are negligible. This point was clear from the examples. In general, the merit of the presented method is the simplicity of the algorithm, a less amount of computational effort and a reduction in the norm of the state feedback matrix relative to the existing methods.
