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Incremental damage assessment is a tool used to assess the justification for 
expensive modifications of inadequate dams. The input data to .incremental damage 
assessment are the output from the breach analysis and flood routing. For this reason, 
flood routing should be conducted carefully. Distorted results from the flood routing 
technique or unstable modeling of the problem will distort the results of an incremental 
damage assessment, because an error in the estimated incremental stage will cause a 
certain error in the estimated incremental damages. 
The objectives of this study were (1) to perform a comprehensive survey of the 
available dam break flood-routing techniques, (2) to evaluate the performance of 
commonly used flood-routing techniques for predicting failure and no-failure stage, 
incremental stage, average velocities, and travel times, and (3) to develop a set of 
recommendations upon which future applications of dam break models can be based. 
xxviii 
Flood-routing techniques that are evaluated cover dynamic routing as contained 
in DAMBRK, and kinematic, Muskingum-Cunge, and normal depth storage routing as 
contained in the Hydrological Engineering Center (HEC 1). These techniques were 
evaluated against the more accurate two-dimensional flood-routing technique contained 
in the diffusion hydrodynamic model (DHM). Results and errors from different 
techniques for different downstream conditions were calculated and conclusions were 
drawn . The effect of the errors on the incremental stage and the errors in the incremental 
stage were estimated. Overall, the performance of one-dimensional techniques in 
predicting peak stages, and assessing a two-feet criterion showed that DAMBRK did best, 
and normal depth storage and outflow did worst. This overall ranking matches the degree 
of simplification in representing the true flood-routing situation. However, in some 
circumstances DAMBRK performed worst , and normal depth storage and outflow out-
performed either the Muskingum-Cunge or kinematic techniques. Thus, it is important 
to understand the specific performance characteristics of all the methods when selecting 





The cost of upgrading existing dams to meet modem standards has lead to the 
increasing use of incremental damage assessment procedures for assessing the safety of 
existing dams. Existing dams can be deemed to be inadequate due to hydrologic, seismic, 
or internal causes. Decision about the type and extent of rehabitation needed for a 
particular dam should be based on a careful evaluation of the risks of dam failure and the 
potential benefits of an array of rehabitation alternatives (Bowles, 1993). 
Incremental damage assessment (IDA) for dam safety evaluation determines 
whether or not a significant increase in flooding will result from dam failure. Since IDA 
depends on a prediction of downstream flooding with and without dam failure, it is 
essential that flood routing be performed using an appropriately selected and properly 
applied technique. 
IDA is used to determine whether or not a significant increase in downstream 
flood damages would result due to dam failure during a flooding event. If incremental 
damages are insignificant above some flow rate, that flow rate is defmed as the base 
safety condition (sometimes referred to as the critical flood), below which the dam should 
be designed not to fail. If the critical flood is less than the inflow design flood, IDA 
may be used to justify rehabilitation measures that will be required so that an existing 
dam will pass the critical flood without failure . Alternatively, an existing dam may 
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already be capable of passing the critical flood without failure, and therefore investment 
in rehabilitation measures is not justified even though the darn would fail at a flow rate 
less than the inflow design flood . 
Hydraulically and structurally inadequate darns often require remedial work to 
either provide greater hydraulic capacity so that overtopping will not occur, or to provide 
greater structural capacity so that failure will not occur. Also in making darn safety 
decisions, it is important to clarify what incremental damages can be attributed to darn 
failure due to the sudden release of the reservoir contents. In some cases, incremental 
damage assessment may justify leaving the existing darn as it is, or in other cases it may 
justify upgrading it to pass floods less than or equal to the probable maximum flood 
(PMF). 
To assess the downstream effects of darn failure requires darn breach analysis and 
flood routing. However, available computer programs for performing these analyses are 
not perfect representations of actual darn breach mechanisms and downstream flood 
routing. It is common practice to use conservative values for darn breach and flood-
routing parameters for defining flood plains. However, blind use of conservative values 
for breach parameters used in determining the breach hydrographs may distort the 
conclusions drawn from an incremental damage assessment (Bowles, 1993). The results 
can be that expensive darn rehabitation measures may appear necessary, when in fact 
insignificant incremental damages exist downstream. Incremental damage assessment 
results can be expressed in economic or life loss terms, but most commonly, and in this 
research, they are expressed as depth of flooding and average velocities. Procedures for 
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conducting incremental damage assessments and risk assessments have been developed 
by various federal government agencies (Bowles, 1993). Many state regulators and the 
Federal Energy Regulatory Commission (1987) recognize the role of incremental 
damage assessment in determining whether or not dam failur2 can be expected to increase 
downstream damages and threat to life. 
Flood routing is the computation of the discharge and/or stage and celerity of a 
flood wave as a function of time and location through a river. Dam breach flood routing 
involves predicting the modification of the hydrograph during its passage through a river-
reservoir system. Numerous mathematical flood-routing techniques have been developed 
and applied. These techniques range from very theoretical and sophisticated, which use 
the nonlinear three-dimensional flow equations, to empirical techniques formulated only 
on the basis of the experimental results . An evaluation of the commonly used one-
dimensional techniques is the core objective of this study. 
Objectives 
The failure of a dam and the routing of the dam break flood are problems of a 
very complicated nature due to the number of parameters that might affect the 
development of the breach and the propagation of the flood wave downstream. Dam 
failure and the resulting flood are unsteady, nonhomogeneous, three-dimensional, 
dynamic phenomena which can be subject to significant errors. An evaluation 
comparison of different flood-routing techniques and the effect of prediction errors on 
the uncertainties in these techniques on incremental damage assessments is needed. 
4 
Therefore, the objectives of this study are as follows: 
(1) To perform a comprehensive survey of the commonly used dam break flood-
routing models, and identify the assumptions used in each model, its strengths, 
weaknesses, and the types of problems it is best suited to accurately handle. 
(2) To study the contribution of the developed set of recommendation in incremental 
damage assessment by studying the effect of prediction errors in flood routing on 
the incremental stage between no-failure and failure modes, the absolute stage 
associated with routing of failure and no-failure floods , travel time, and average 
velocities. 
(3) To develop an approach (set of guidelines) upon which the future applications of 
the dam break flood-routing models in planning and remedial actions will be 
based. These guidelines will be developed by comparing results obtained from the 
different models under different conditions downstream. 
Evaluation Methodology 
Several one-dimensional flood-routing techniques, which are contained in 
computer models such as the Hydrologic Engineering Center (HEC) 1 model developed 
by the U.S. Army Corps of Engineers, and DAMBRK (Fread, 1988), are commonly 
used by the engineers who are responsible for dam safety studies. Each technique is 
based on a different set of underlying assumptions and has its own limitations. In this 
work, our evaluation covers dynamic routing as contained in DAMBRK, and kinematic, 
Muskingum-Cunge, and normal-depth-storage routing as contained in HEC 1. The 
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evaluation was performed for several historical and hypothetical channel configurations 
and flood events, because data on extreme floods, especially dam break floods, are 
available for only a few events covering a limited range of flow magnitudes and channel 
conditions. We chose a range of channel factors, which are representative of :he range 
of conditions that exist below Utah dam sites. We considered subcritical (mild slope of 
0.002), supercritical (steep slope of 0.03), and near-critical (slope of 0.01) flow regimes 
in widening and narrowing reaches, with trapezoidal cross sections. A more complex 
case, with both widening and narrowing reaches, and varying flow regimes (slopes) and 
cross-sectional geometries, was also examined. 
A natural reservoir inflow flood hydrograph with a "probable maximum flood" 
(PMF) peak of 250,000 cubic feet per second (cfs), a seven-hour flood volume of 72,000 
acre-feet, and a triangular form was used for non-failure cases . Evaluations were 
performed for several inflow hydrographs which were derived by multiplying the PMF 
hydrograph ordinates by a percentage, varying from 10 percent to 100 percent, in 10 
percent increments. Dam break flood hydrographs were generated using the breach 
hydrograph capabilities of the DAMBRK model for: 10-100 percent PMF inflow 
hydrographs; a 150-foot high dam; a 13,025 acre feet reservoir capacity at 0.5 feet of 
overtopping, at which the darn was assumed to fail; a breach width of 50 feet; and a time 
to failure of 0.2 or 0.8 hours. Failure and non-failure floods were routed through a 
reach below the hypothetical dam with 11 cross sections, spaced 5,000 feet apart. 
We adopted the diffusion hydrodynamic model (DHM) two-dimensional unsteady 
now model to provide estimates of "true" flow conditions for the hypothetical rivers. 
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Performance of the one-dimensional techniques was compared against DHM predictions. 
Our choice of the DHM model was based on an evaluation, which we performed for 
observed floods resulting from the Teton Dam and Buffalo Creek Dam failures . Data 
for these events, including the DAMBRK input files, were provided by Dr. Danny L. 
Fread, the director of the National Weather Service (NWS) Hydrologic Research 
Laboratory. The data are described in Fread ( 1977). Our evaluation shows that, for 
both dam failure floods, DHM predicted peak flood stages to within 1 foot of observed 
stages, whereas DAMBRK diverged from observed peak stages by up to 8 feet, and other 
one-dimensional techniques by up to 20 feet for the same dam break flood simulations. 
In all cases, DHM slightly overestimated stages. Therefore, by comparing the 
performance of one-dimensional techniques with DHM, we have probab1y introduced a 
slight bias into our estimated errors. Specifically, overestimates in the performance of 
one-dimensional methods can be expected to be slightly lower than their "true" magni-
tudes, whereas underestimates are probably slightly higher than their "true" values. We 
estimate the errors associated with determining both the absolute and incremental stages 
from the different one-dimensional techniques. The frrst and second moments can be 





By substituting Equation 2 into Equation 3, we obtain: 
(3) 
VAR(S1)=E((S F-SN)




11sF = Standard deviation of prediction errors for failure stage, 
UsN = Standard deviation of predicted errors for no-failure stage, 
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PFN = Correlation coeftlcient between predicted errors for failure and no-failure stages. 
The other part of the error analysis is to decide the relation between the 
magnitude of the stage and both the failure and no-failure stages errors. As mentioned 
earlier, the error is defined as the difference between the predicted and the observed 
stages. This is shown as: 
(7) 
where e is the error in the stage. Error analysis is conducted to determine if these errors 
are correlated with the corresponding stage. A linear model is assumed and tested for 




where (30 , (3 1 are the regression parameters, S is the corresponding stage, e is the error, 
and e is the residual in the error estimate. Residual analysis is conducted to determine 
the adequacy of the linear model for the different combination of model used, conditions 
downstream, and failure mode. Figure 1 illustrates this part of the analysis. 
Absolute and incremental stages are the most important factors in incremental 
damage assessment. For this reason, the models are compared on the basis of the errors 
in absolute and incremental stages. Maximum , average, and percentage errors are used 
and defined as: the maximum error, e""" 
(9) 
where j is an index refering to the number of the section downstream; 
The average error, e,g 
(10) 
where n is the number of observations; 
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Stage 
Stage errors for different failure modes and the no-failure stage errors 
versus the observed stage. 
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In order to meet the objectives listed above, the scope of work was composed of 
many tasks. These tasks are described in the seven chapters in this dissertation. Chapter 
I includes the background, the objectives, and the outline of this work. Chapter II 
includes the literature review of the incremental damage assessment, available flood-
routing techniques, and dam breach modeling. The theory, numerical technique, and an 
evaluation of each technique are discussed. Chapter III contains an evaluation of a two-
dimensional technique and several commonly used one-dimensional techniques against 
observed dam break floods . Chapter IV contains a presentation and discussion of results 
obtained from the evaluation of the one-dimensional techniques for different downstream 
conditions. Chapter V presents proposed guidelines for the selection of flood-routing 
techniques for incremental damage assessment. In Chapter VI, these guidelines are 
evaluated through a case study for Logan First Dam. Finally, Chapter VII includes the 





Incremental damage assessment (IDA) is a tool used to assess the need for 
expensive modifications on existing dams to meet the modem standards. A principal 
input to the incremental damage assessment is the output from the breach and flood-
routing analysis. Any errors in the breach and flood wave analyses will cause errors in 
the incremental damage assessment results. 
Analysis of the flood wave resulting from a dam breach involves two problems 
that can be considered jointly or separately: the determination of the outflow hydro graph 
from the reservoir, and the routing of this hydrograph downstream through the river 
channel and flood plain. The reservoir outflow hydrograph may be influenced by 
tail water conditions (Rajar, 1977). Tailwater conditions are often neglected or estimated 
without considering downstream backwater effects. In this case, the outflow hydrograph 
determination and downstream routing can be handled separately as two distinct phases 
of the flood wave analysis. However, if downstream backwater effects are to be reflected 
in determining tail water conditions, the flood wave analysis requires simultaneous inter-
connected reservoir and downstream routing. The determination of the reservoir outflow 
hydrograph can be further divided into two tasks: simulating the dam break, and routing 
the reservoir inflow and water stored in the reservoir through the breach and outlet struc-
tures. This literature review includes a general discussion of overall approach of the 
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incremental damage assessment, and the literature and the technical issues of breach 
modeling and flood routing. 
Incremental Damage Assessment and Uncertainties 
Incremental damage assessment to dam safety evaluation have been developed and 
implemented over the last 15 years. Procedures for conducting such studies have been 
developed by various federal government agencies (Bowles, 1989). The design flood used 
to size the dam needs to be selected upon the basis of an evaluation of the risks and 
consequences of flooding for both present and future conditions of downstream 
development. When the flood created by a dam failure would cause significant hazards 
to life or property damage, the flood selected for design should have virtually no chance 
of being exceeded. However, if lesser hazards are involved, or the incremental hazards 
is small, a design flood that would maximize risk reduction benefits at a minimum cost 
would be appropriate. Risk based analysis includes incremental damage assessment and 
risk assessment. In this work, emphasize is given to the role of incremental damage 
assessment. 
Hydraulically and structurally inadequate dams often require remedial work either 
to provide greater hydraulic capacity so that overtopping will not occur, or to provide 
greater structural integrity so that failure will not occur. However, dam failure does not 
automatically lead to worse downstream damages than would exist if the failure did not 
occur since damages would occur due to the flood even if the dam did not fail. Also in 
making dam safety decisions requiring significant expenditures on structural or nonstruc-
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tural measures, it is important to clarify what incremental damages can be attributed to 
dam failure. 
Figure 2 shows the different elements of a flood-related evaluation of existing 
dams. Level 3 in Figure 2 contains both the breach analysis and the downstream flood 
routing. The output from those steps is the input to incremental damage assessment. For 
this reason, engineers should conduct sensitivity studies to assess the effects of various 
uncertain inputs on their findings (Bowles, 1989). It is common practice to use conserva-
tive values for dam breach parameters for defining flood plains for use in emergency 
action planning. The result can be that expensive dam rehabitation measures may appear 
necessary, when in fact insignificant incremental damages exist downstream. Incremental 
damages are expressed, in most cases, as depth of flooding. In any event; the dependency 
of incremental damage assessment on flood routing of breach and nonbreach flood 
hydrographs means that the identification of failure modes, the assignment of breach 
parameters, and the accuracy of flood routing should all be carefully evaluated . 
Regulators vary in defining the words "insignificant' or "no additional threat" 
when applied to "incremental damage to property" and "human life," respectively. Some 
regulators use a guideline of incremental flooding of less than 1 or 2 feet to defme an 
insignificant increment. Also, regulators vary in the extent to which they will consider 
the effectiveness of warning and evacuation systems. Unlike the FERC, the state of Utah 
may consider the use of early warning systems in evaluating threat to human life when 
incremental damage assessment is used. Figure 3 illustrates the concept of failure, no 
failure, and incremental stage for two failure modes. The X-axis is the peak inflow to 
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Figure 2 . Flood related evaluation of existing darns (adapted from Bowles, 1989). 
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Figure 3. Illustration of incremental assessments for two failure modes. 
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the dam, usually presented as percentage of the probable maximum flood (PMF) . The 
two points on the X-axis, TH.FM1 and TH.FM2, represent the point of threshold for 
failure modes 1 and 2, respectively. The Y -axis is the resulting stage at a given location 
downstream. From this graph, the following quantities can be defmed as: 
SF = The failure stage 
SN = The no-failure stage 
S" = The incremental stage from the ith failure mode defined as 
(12) 
To introduce the concept of errors prediction, the predicted stage is plotted versus 
the observed stage as shown in Figure 4. The error is defmed as the di~erence between 
the observed and the predicted stage. This figure is produced for both failure and no-
failure stages. The errors in the failure stage are plotted versus the errors in the no-
failure stage, as shown in Figure 5. The slope of the linear graph in Figure 5 is the 
correlation coefficient between the errors in failure and no-failure stages . 
Breach Modeling 
Historical dam failures 
It is estimated that there have been about 2000 dam failures around the world 
since the 12th century (Ponce, 1982). About 10 percent of these failures occurred during 
the 20th century, claiming numerous lives and causing tremendous economic damages. 
Table 1 shows examples of the loss of property by dam failures . Table 2 shows some 
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OBSERVED STAGE 
Figure 4 . Predicted stage versus actual stage. 
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STAGE ERROR FOR FAILURE CASE (e,) 
Figure 5. Stage errors for failure versus no-failure stages. 
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Table 1. Evaluation of loss of property caused by dam failures 




Salles de Oliviera 60 
Baldwin Hills 50 
Pardo 20 
Buffalo Creeks 50 
Canyon Lake 100 
catastrophic dam failures and niunber of human victims. Increased attention has been 
given to dam safety since several failure incidents. An example is the Teton Dam failure 
in Idaho which lcilled 14 and caused over one billion dollars in damages. In 1982 Lawn 
Lake Dam, a small privately owned dam in Colorado, failed, lcilled three people, and 
caused about 33 million dollars in damages (U.S. Bureau of Reclamation, 1989). 
As dams continue to age, it is becoming increasingly valuable to have the 
capability to predict the results of a dam failure. These results can be used as an input 
to remedial action planning at dams determined to be unsafe. In dam break studies, it is 
desirable to predict both the flow through the failed structure and the characteristics of 
this flow as it travels downstream. Different models have been developed to study 
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Table 2. Some catastrophic dam accidents and number of human victims 
DAM NAME DAM HEIGHT NUMBER OF YEAR 
(m) VICTIMS 
Johnstown (U.S.A.) 22 600 1802 
Dale Dyke (G . B.) 21 250 1864 
Iruka (Japan) --- 1200 1868 
Puenes (Spain) 21.9 2000-4000 1889 
Bouzey (France) 15 86-100 1895 
Ausin (U.S.A . ) 14 80-700 1911 
Gleno (Italy) 22 100-600 1923 
Eigian (G.B.) 10.5 16 1925 
Saint Francis (U.S.A.) 55 400-2000 1928 
Vega de terra (Spain) 34 144-400 1959 
Malpasset (France) 66.5 421 1959 
Babu Yar (URSS) 13 145 1961 
Vaiont (Italy) 265 2600 1963 
Nanaksagar (India) 15.6 100 1967 
sivaj i Sakar (India) 103 180 1967 
Semper (Indonesia) --- 200 . 1967 
Buffalo Creek (U.S.A.) --- 125 1972 
Teton (U.S .A. ) 120 14 1976 
Del Monte (Colombia) --- 80 1976 
Santo Thomas (Philipine) --- 80 1976 
Be lei (Romania) 18 78 1992 
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different aspects of the dam break flood wave. Some of those models were developed to 
determine the breach parameters and the outflow hydrograph from the failed structure. 
Others were developed to route the outflow hydrograph through the downstream valley. 
However, the ranges of applicability of the various methods as they apply to the dam 
break problems as they exist in Utah and other parts of the western United States have 
not been well evaluated for the following conditions: full or partial dam failure, on a dry 
bed or flowing stream, on a steep or mild channel, on a wide or narrow flood plain, or 
on a rough or smooth surface. Many of these models will be evaluated in this study. 
The outflow hydrograph from a dam breach is governed largely by the geometry 
of the breach and the development of the breach with time. Determination of breach 
characteristics is typically the aspect of dam breach flood forecasting tilat involves some 
uncertainty. The breach characteristics depend upon numerous factors, including the 
configuration and materials of the dam, reservoir depth, volume and inflow, downstream 
tailwater conditions, and the situation or action that caused the dam failure . Breaches are 
of two main types: surface openings with free surface flow, such as overtopping 
failures, and deep openings with flow under pressure, such as piping failures. 
Earth dam failure 
Different breach characteristics are generally associated with various types of 
dams (Rajar, 1977). Examples of those parameters are shown on Table 3 and Figure 6. 
Concrete gravity dams are characteristically stable and may collapse only in the sections 
Table 3. Example of dam breach parameters 
~width of Breadl (iffi) 
Horizontal CCnp:xlent of 
Side Slope of Breach (Z) 
Tine to failure (rnt:) 
(in hou.."S 
Definition: HD - Height of Dam 
BR • Crest Lengt:h 
BR c Width of 1 or 
l'bre .f'bnOliths, 
usually iiR ~ 0.5 W 
Hi5 < BR < SHD 
(usUally between 
2HD ' 4!!0) 
BR > 0.8 x Crest. 
-Length 
0 < z < slope of 
valley-\olalls 
z- 0 
l/4 ~ z ~ 1 
ml ~ 0.1 
0.1 ~ ml ~ 0.3 
0.1 ~ ml ~ 1.0 
0.1 ~ ml ~ 0.5 
0.1 ~ ml ~ 0.3 
Z - lbrizonu.l COoponent of Side Slope of Breach 
BR - Ave:-aoe Width of Breadl 
ml - TJJne t:o FUlly Foon the Breach 
W - Crest Length 









Slaq, Fe fuse 




Canpacted l Tintler crib 










Breach parameters diagram (adapted from U.S. Army Corp of Engineers, 
1987, flood hydrograph package). 
24 
that are overstressed. One or more of the monoliths may break away and be pushed 
downstream while the remainder of the dam remains in place. Slab and multiple arch 
buttress dams may collapse almost instantaneously and completely. A dam with water 
impounded behind a la:ge release structure, such as a spillway with multiple tainten 
gates , could be effectively breached by destroying or simply opening the gates . 
Amein (1977) stated that earthen embankments have been involved in the largest 
number of failures. He point out that this is to be expected because earthen dams are the 
most common type of dams, and because earthen embankments are obviously more 
susceptible to erosion than concrete or masonry structures. Erosion of a breach through 
an earthen dam may be relatively slow at first, accelerating as flow velocities increase, 
and then decreasing again as the tailwater increases and the reservoif level is drawn 
down. Flow overtopping the embankment will probably first erode the downstream face 
of the dam, particularly near the dam toe where velocities are the greatest. The breach 
will grow upstream from the dam toe, as well as downward from the top of the dam and 
laterally outward. The erosion may be gradual for periods of time and then accelerate, 
as portions of the embankment collapse into the breach. An entire embankment could 
fail, but most likely the breach will affect only a portion of the structure. 
The mechanics of earth dam failure have never been fully described mathematical-
ly. An understanding of the concept of the breach formation can be gained from sediment 
transport theory and a knowledge of the flow characteristics through the part of the dam 
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being eroded. Empirical relationships can be used to calculate the removal of 
embankment material as a function of the head and the flow through the breach. These 
empirical equations can be solved with a computer program which will model the breach 
formation in an earth dam. For earth dams, the most common modes of failure are 
piping or overtopping. A common assumption for establishing the effects of a worst 
failure is to remove the entire structure instantaneously . Modeling an earth dam failure 
by the instantaneous removal of the structure is unrealistic. Piping and overtopping lead 
to a progressive erosion of the embankment material, in which the breach flow channel 
gradually increases in size until obtaining a certain volume. When piping through the 
dam embankment occurs, the ftll material above the point of piping is removed almost 
instantaneously when the dam crest collapses, and the channel then erodes more slowly 
down to the river bed if sufficient flow is available. In overtopping failures, the erosion 
takes the form of a trapezoidal opening in the dam crest, which grows larger with time. 
In some cases, lateral erosion will take place after the breach has reached the datum 
elevation. This is dependent upon many factors, like the reservoir volume and dam 
height. Some of the most commonly used breach models that have been developed in the 
last 20 years are listed in Table 4. Many other investigators of dam breach outflows have 
developed physically based models. 
The ftrst was Cristofano (1965), who derived an equation which related the force 
of the flowing water through the breach to the shear strength of the soil particles of the 
bottom of the breach and in this manner developed the rate of erosion of the breach 
channel as a function of the rate of change of water flowing through the breach. He 
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Table 4. Available models for the analysis of the breach parameters 
Model Year Sediment Hydraulics Solution Breach 
Transport Method Morphology 
Cristofano 1986 Empirical Broad Manual Constant 
furmula Crested iterative breach 
Wier width 
Harris& 1967 Schocklis Broad Numerical Parabolic 
'Migner bed load Crested solution breach 
furmula Wier shape 
DAMBRK 1977 linear pre- Broad Numerical Rectangular 
determine Crested iterative Triangular 
erosion Wier trapezoidal 
Lou 1981 MPM Full hydro- Finite Regime 
dynamic difference type 
system relation 
BREACH 1984 MPM Broad Numerical Rectangular 
Crested iterative Trapezoidal 
Wier Triangular 
Beed 1985 Einstien Broad Numerical Rectangular 
Crested iterative Trapezoidal 
Wier 
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assumed the breach bottom width to be constant with time and always of trapezoidal 
shape, in which the side slopes of the trapezoid were determined by the angle of repose 
of the breach material , and the bottom slope of the breach channel was equal to the 
internal friction angle of the breach material. An arbitrary empirical coefficient which 
was critical to the model's prediction was also utilized. 
Harris and Wagner (1967) used the Schoklitsch sediment transport equation and 
considered the breach to commence its downward progression immediately upon 
overtopping, and the erosion of the breach was assumed to progress to the bottom of the 
dam. Brown and Rogers (1977) presented a breach model which was based on the work 
of Harris and Wagner. 
Ponce and Tsivoglou (1981) presented a rather complex breach' erosion model 
which coupled the Meyer-Peter and Muller sediment transport equation to the one-
dimensional differential equations of unsteady flow and sediment conservation. Reservoir 
storage depletion was included in the upstream boundary equation used in conjunction 
with the unsteady flow equations. The set of differential equations was solved with a 
four-point implicit finite difference scheme. Flow resistance was represented through use 
of the Manning' s n. Breach width was empirically related to the rate of breach flow. 
A small rivulet was assumed to be initially present along the flow path. 
Outflow at start of the computation is a function of the assumed initial size 
of the rivulet. Progressive erosion rate in a self-generating marmer. The 
upper cross-section on the sloping downstream face creeps upstream 
across the dam top until it reaches the upstream face, whereby rate of 
flow and erosion increase at a faster rate . If outflow increases enough to 
lower the reservoir level faster than the channel bed erodes, both to lower 
the reservoir level faster than the channel bed erodes, both outflow and 
erosion gradually diminish. Of course, outflow will eventually decrease 
even if the breach bed erodes all the way down to the stream bed. This 
mode of failure creates the outflow hydrograph in the shape of a sharp but 
nevertheless gradual flood wave. (Ponce and Tsivoglou, 1981, p. 832) 
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Ponce and Tsivoglou compared the model's prediction with observations of a breached 
landslide-forced dam on the Mantaro River in Peru. The results were considered good 
and the errors in the predicted peak outflow were within 15 percent (Ponce and 
Tsivoglou, 1981). However, they were influenced by the judicious selection of 
Manning's n, the breach width-flow relation parameter, and a coefficient in the sediment 
transport equation, although Ponce and Tsivoglou stated that the selected values were 
within each one's reasonable range of variation. Also, problems of a numerical 
computational nature were alluded to in connection with solving the implicit finite 
difference unsteady flow equations. They also implied that further work was needed to 
improve the breach width-flow relation and in developing a relation between Manning's 
n and the hydraulic/sediment characteristics of the breach charmel. 
Because reservoir outflow hydrograph characteristics are determined largely by 
the breach characteristics, breach simulation is an important aspect of dam breach flood 
prediction. A dam breach flood wave analysis model must include some mechanism for 
representing the flow of water from the breached dam. Predicting the response of a dam 
to a determined action or event is a complex problem involving geotechnical, structural, 
and hydraulic considerations. 
The different breach simulation models can be categorized under one of the 
following breach simulation methods: 
(1) Assume an instantaneous, complete removal of the dam, as Harris and 
Wagner, 1967. 
(2) Assume an instantaneous, partial breach of the dam, as Brown and Rogers, 
1977. 
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(3) Assume a breach of the fixed shape initiates when the reservoir water surface 
reaches a given elevation and then breach dimensions grow linearly with time, as 
Ponce and Tsivoglou, 1981. 
(4) Predict the growth of a breach through an earthen embankment using an 
erosion model, as the BREACH model by Fread. 
(5) Relate outflow hydrograph characteristics to data from past dam failures. 
In order to simplify the analysis, early attempts to predict downStream flooding 
due to dam failure were usually based on the assumption of complete instantaneous 
removal of the dam (Price, 1987). The HEC 1 dimensionless graph procedure uses this 
approach. The Military Hydrology Bulletin 9 and 10 are based on the other common 
approach of assuming the instantaneous removal of a portion of the dam (Ponce, 1978). 
Complete and instantaneous failure is conservative in the sense of simulating the worst 
possible downstream flooding conditions, but in most cases is unrealistic. Observations 
of past dam failures have indicated that earthen dams do not fail instantaneously or 
completely. 
Concrete dam failure 
Failure of a concrete arch dam is the case for which the assumption of complete, 
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instantaneous removal is most likely to approximate reality. An assumption of instan-
taneous, partial breach is probably the most appropriate for a concrete gravity dam. 
DAMBRK and HEC 1 include similar breach simulation routines in which the breach 
begins at the top of dam and grows uniformly, following a sequence of shapes more ur 
less uniform, downward and outward. A breach of a fixed shape is initiated when the 
reservoir water surface reaches a given elevation, and then breach dimension grows 
linearly with time. The user must input the water surface elevation at which failure 
begins and the breach formation time. A trapezoidal rectangular or triangular-shaped 
breach is specified by inputing the breach side slopes and terminal breach bottom width 
and elevation. DAMBRK also has a similar option for simulating a piping failure. A 
rectangular breach grows outward from a point linearly over the time of failure. The 
elevation of the center of the breach must be specified by the user. 
With this approach the model does not provide assistance to the user in 
determining the breach characteristics which would result from a determinal action or 
initiating event. However, this type of breach simulation routine provides a generalized, 
easy to use computational framework consistent with the present capabilities for 
estimating breach parameters. This is the most flexible of the alternative breach 
simulation approaches. However, the basic simplifying assumptions are not necessarily 
realistic, particularly the assumptions of linear growth of the breach dimensions and a 
horizontal breach bottom profile along the direction of flow. 
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BREACH model 
The BREACH model by Fread (1981) is used to predict the breach parameters 
and the outflow from the reservoir. BREACH is a physically based mathematical model 
:o predict the discharge hydrograph emanating from a breached earthen dam. The model 
is developed by coupling the conservation of mass of the reservoir inflow, spillway 
outflow, and breach outflow with the sediment transport capacity of the unsteady uniform 
flow along an erosion-formed breach channel. The bottom slope of the breach channel 
· is assumed to be essentially that of the downstream face of the dam. The growth of the 
breach channel is dependent on the dam's material properties, D50, unit weight, friction 
angle, cohesive strength, and flow resistance factor, and an empirical factor which 
accounts for the effect of a grass cover. The model considers the possiole existence of 
the following complexities: 
(1) Core material having properties different from those of the downstream face of 
the dam. 
(2) The computational necessity of forming an eroded ditch at the downstream 
face of the dam prior to the actual breach formation by the overtopping 
water. 
(3) Enlargement of the breach due to the mechanism of one or more sudden 
structural collapses due to the hydrostatic pressure force exceeding the 
resistance shear and cohesive forces . 
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( 4) Enlargement of the breach width by the slope stability theory. The outflow 
hydrograph is obtained through a time-stepping iterative solution that requires 
only a few seconds for computation on a main frame computer. 
(5) Initiation of the breach via piping with subsequent progression to a free 
surface breach flow. 
After the outflow hydrograph from the dam is calculated, the next step is to 
accurately route this hydrograph through the downstream. This step involves several 
hydraulic problems. The floodwave will always consist of some combination of two types 
of flow. The frrst type, and by far the most frequent, is the natural flow that occurs 
within the banks of the channel. These flows tend to have higher velocities, and little 
attenuation of the flood peak, both characteristics of low roughness . The' second type of 
flow is overbank flow . For large channels, this tends to consist of a slow-moving flood 
wave over a wide, shallow floodplain , with very high attenuation of the flood peaks. Any 
significant flood that gets out of its banks will tend to be some combination of these two 
types of flows . 
Different techniques have been developed to solve the problem of routing these 
kinds of flows. The rest of this chapter explains those techniques, the mathematical 
formulation, assumptions, and applicability of those models. 
Flood-Routing Techniques 
Flood routing is the computation of the discharge and/or stage and celerity of a 
flood wave as a function of time and location through a river, reservoir, or estuary. 
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Flood routing involves predicting the modification of the hydrograph during its passage 
through a river-reservoir system. The predicted stages from flood routing are used in the 
incremental damage assessment studies. For this reason the flood routing of the outflow 
hydrograph frcm a breached dam is of interest. Three types of unsteady open channel 
flow waves are commonly used in engineering hydrology; (1) kinematic, (2) diffusion, 
and (3) dynamic waves. Kinematic waves are the simplest type of wave, and dynamic 
waves are the most complex. Diffusion waves lie somewhere in between kinematic and 
dynamic waves. 
Dam break flood waves have several characteristics which distinguish them from 
flood natural waves caused by rainfall or snow melt. The outflow from the reservoir may 
be supercritical if the failure is sudden. The longitudinal extent of the supercritical flow 
is dependent on the tail water conditions, sediment and debris characteristics, and on the 
slope and roughness of the channel. The general location of many dams brings up many 
problems . It is common to have dams built in the foothills or mountains where good dam 
and reservoir sites are located. The flow in stream channels in these areas can be 
supercritical during natural floods . Dam break flood waves have unique characteristics 
as outlined here, but they still may be described by the same equations as natural waves. 
Numerous mathematical flood-routing methods have been developed and applied, some 
of which date back to the 19th century and before. These methods range from very 
theoretical and sophisticated, which use the nonlinear three-dimensional flow equations, 
to empirical models formulated only on the basis of the experimental results. 
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The mathematical simulation of a dam break flood wave consists of solving an 
initial boundary value problem for a system of nonlinear partial differential equations. 
The equations are the momentum equation(s) and the continuity equation, but they differ 
for the cases of one, two, or three dimension flow, and for various simplifying as-
sumptions. A mathematical summary representation of the flood-routing techniques is 
shown in Table 5 with the assumptions that lead to each technique. 
Three-dimensional flood routing 
In general, flow characteristics of a flood wave vary in space as well as time. 
Flood plain irregularities such as abrupt contractions and expansions in valley 
topography, tributaries, bridges, control structures, and overtopped levees_cause accelera-
tions and deceleration with horizontal and vertical components perpendicular to the flow 
axis . Water may flow laterally outward from the river channel to fill overbank 
floodplain storage as the stage rises and then laterally back toward the channel as the 
stage falls . Significant three-dimensional accelerations can be expected near the dam in 
the case of a dam breach flood wave. 
The flow in an open channel (natural or artificial, prismatic, where the channel 
cross section is of a well defmed geometrical shape, or nonprismatic) is three-dimen-
sional. Its component in the longitudinal direction may be called "the primary flow," as 
the other two components in a transverse or combine to form the so-called "secondary 
flow." Most flood-routing studies considered the primary flow and associated transport 
processes in the longitudinal directions, without including effects of secondary flow. 
Table 5. Assumptions for different flood-routing techniques 
TIIREE-DIMENSIONAL FLOW 
Assumptions 
1) Constant fluid density 
2) Conservation of mass 
3) Conservation of momentum 
Continuity equation: 
(13) 
Momentum equation (x-direction): 
Cu Cu 2 auv c3uw 1 Cp ;;2u ;;2u ;;2u 
-+-+-+--=---+g +v(-+-+-) (14) 
<Jt ax &y &y P ax • ax2 &y2 az2 
Momentum equation (y-direction): 
(15) 
Momentum equation (z-direction): 
aw auw avw aw 2 1 i1p Cf-w Cf-w2 Cf-w 
-+-+-+-=---+q +v(-+--+-) (16) 




4. Vertical accelerations are ignored; the equations are for two-dimensional, 
vertically averaged, unsteady flow. 
5. Flow is fully turbulent. 
Table 5 . continued 
6. The vertical pressure distribution is hydrostatic. 
7 . The flow boundary is rigid. 
8. Shear forces arising from turbulent momentum exchange between areas of 
the flow with different velocities can be described by the Boussinesq 
approximation, which leads to the use of turbulent exchange coefficients. 
9. The water is incompressible and homogeneous. 
Continuity equation 
Momentum equation (x-direction) : 
au au 2 auv 1 aP rfu rfu -+-+-=---+g =11(-+-) 
at ar ay P ar • ayz arz 
Momentum equation (y-direction): 
av auv av2 1 Op rfv rfv -+-+-=---+g =v(-+-) 
iJt ar ay p ay ' arz ayz 
OHM model ( Two-Dimensional Flow) 
Continuity equation 
Momentum equation (x-direction) 
2 
aq, a <q.) a q,q,) h( aH)=O -+-- +-- +g sft+-
ilt arh ayh ar 
Momentum equation (y-direction) 
aq, a q: a q,.,, aH 








Table 5. continued 
ONE-DIMENSIONAL FLOW 
Additional Assumptions: 
10. The dimension (x) is along the centerline of the river. 
11 . Effects of transverse velocity distributions are approximated through channel 
subdivision and a (sometimes referred to as the Coriolis coefficient; not to be 
confused with the Coriolis "force" which arises from the earth' s rotation) . 
12. The slope of the river is small (less than 1:10). 
ContinuityEquation: 0Q + aA =0 ax at 
OQ CJ(u.Q'fA> ah , MomentumEquation:-+---+gA( --s +s )=0 
at ax ax•' 




OQ as(A -A.) 
-+---- Q=O ax at 
13) Neglect convective acceleration terms 










15) Neglect local acceleration term 
Continuity equation 
Momentum equation 
s -s =an 
F o ax 
STEADY UNIFORM 









Unsteady flow equations can be expressed in various forms which reflect 
components of flow in the three directions of a Cartesian coordinate system. The 
equations that represents the three-dimensional flow are: 
The continuity equation: 
(32) 
The momentum equation in the x-direction: 
au au au au ah E.a ifu E;zy ifu E.C: ifu x x -+u-+v-+w-+g------- ---=g(s0 -s1) (33) at ax ay az ax p axz p ayz p az2 
The momentum equation in the y-direction: 
av av av av ah e,, ifv eyy ifv e}'l ifv , 
-+u-+v-+w-+g----------=g(s0 -s/) at ax ay az ay p axz p ayz p az2 
(34) 
The momentum equation in the z-direction: 
where: 
x = distance in the x-direction (along the flow direction) 
u = horizontal flow velocity in the x -direction 
y = distance in the y-direction (lateral to flow direction) 
v = horizontal flow velocity in the y-direction 
z = distance in the z-direction 
w = vertical flow velocity in the z-direction 
=time 
g acceleration due to gravity 
h water depth 
ao = elevation of the profile bottom 
p = fluid density 
40 
f;; = normal turbulent exchange coefficient in the i-direction. i = x,y, or z direction. 
f ij = tangential turbulent exchange coefficient in the i-direction on the ij plane. 
i= x,y, or z direction. 
s0 = bottom slope of the reach 
sr = friction slope of the reach 
The availability of three-dimensional models is much more limited than two-
dimensional models. The two-dimensional models are widely accepted as being accurate 
enough for practical applications. However, little, if any, work has been reported in 
regard to the significance of any improvements over two-dimensional models that could 
be achieved with three-dimensional models in various dam breach flood-forecasting 
situations. 
Two-dimensional flood routing 
The previously discussed flood-routing methods are based on the assumption of 
three-dimensional flow . Fluid acceleration in any direction in three-dimensional models 
is assumed to be significant. Flood flows that are significantly influenced by flood plain 
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irregularities, such as abrupt contractions and expansions in valley topography, bridge 
embankments, control structures, tributaries , diversions, and overtopped or discontinuous 
levees, may be more realistically modeled with equations that describe the water motion 
in two horizontal directions than one-dimensional. The conservation of mass and 
momentum equations can be expressed in various forms which reflect components of 
flow in the two direction of the Cartesian coordinate system. Two-dimensional flow 
modeling is much common than three-dimensional modeling. In two-dimensional 
modeling, acceleration in the vertical direction is typically assumed to be negligible so 
that the equations can be written for flow components in the two horizontal directions. 
Mathematical simulation of a dam break flood wave consists of solving an initial 
boundary value problem for a system of nonlinear partial differential equations. Over the 
last 20 years, various solutions of the two-dimensional unsteady flow in an open channel 
have become available, and where the assumptions underlying those models were 
justified. Two-dimensional modeling will be needed in the case of an abruptly expanding 
valley, or when the dam is only partially breached, as often happens in practice. In such 
situations the wave emerging out of the reservoir fails to follow the side of the valley, 
and the resulting flow is strongly two-dimensional (Singh and Scarlatos, 1988). 
Figure 7 shows the sequence of events following partial failure of a dam in a 
channel of simplified geometry (Chaudhry, 1992). A negative wave propagates into the 
reservoir with its speed depending only upon the local undisturbed depth of water in the 
reservoir. This wave spreads outward from the breach until it arrives at the side walls 




















Figure 7. Wave front propagation for partially failed dam (adapted from Chaudhry, 
1992) . 
wave motion in the direction along the channel continues until the negative wave reaches 
the end of the reservoir. Then recession starts, and this phase continues until the 
reservoir is entirely dewatered. 
On the downstream side of the dam , water is released through the breach into the 
valley, forming a wave that propagates with a speed depending heavily on the slope and 
the hydraulic resistance of the channel. This wave emerges from the breach in the form 
of a jet spreading laterally at a rate depending primarily on the value of the Froude 
number at the breach, until it fills the entire width of the valley (Fread, 1977) . At the 
place where the jet meets the side walls, some tending waves region between that part 
of the dam remaining intact and the jet is eventually filled with water too, rotating in lazy 
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eddies that do not affect the free flow through the dam. More complicated flow 
configurations can, of course, arise in the event that the hydraulic resistance is high 
enough to cause formation of a hydraulic jump moving upstream and perhaps submerging 
the breach. 
Flow conditions are characterized as shallow when the problem possesses much 
larger horizontal than vertical scales. The ratio of a typical depth to radius of curvature 
of the free surface is an appropriate measure for the dambreak problem in one-space 
dimension. Although the validity of assuming hydrostatic pressure distribution for the 
flow resulting from a partially breached dam has not been estimated in practice, the 
shallow water equations are considered to be the governing equations for dambreak flood . 
The governing two-dimensional equations are 
The continuity equation: 
The momentum equation in the X-direction: 
au au au ah €;a cflu €xy cflu - ~ "' -+u-+v-+g- -------g(s0 -s1J at ax i:Jy ax p ax2 p i:Jy2 
The momentum equation in the Y -direction: 
av av av ah €rx cf2v €yy cf2v _ , 





The state of the art of the two-dimensional flow modeling has advanced 
considerably during the past decade, due in part to advances in computer technology. 
Two-dimensional methods of analyzing hydraulic problems are now feasible for problems 
that require greater detail and sophistication than a one-dimensional approach can 
provide. However, two-dimensional models are generally much more costly to calibrate 
and execute on the computer and more input data must be developed than for one-
dimensional models. The state of the art of two-dimensional flow modeling has 
progressed most rapidly in coastal and esturine applications. Application of two-
dimensional methods to flood routing has been much more limited. Development and 
application of two-dimensional flood-routing models are described by Bodine (1982), 
Cunge (1969), and Gee and MacArthur (1982). Two-dimensional models were used to 
analyze darn breach flood waves by Katopodes and Strelkoff (1978). The main difference 
among those techniques is the solution technique used to solve the two-dimensional flow 
equations. 
The number of the two-dimensional models is limited compared to the number of 
the one-dimensional models. The most popular models for the two-dimensional flood-
routing techniques in the United States are the DHM model and the TABS system. The 
TABS system (Thomas and McAnally, 1990) was developed by the United States Army 
Engineer Waterways Experiment Station to model a variety of problems involving 
shallow water flow . The heart of the TABS system is the program RMA-2. RMA-2 is 
a two-dimensional finite element program for solving hydrodynamic problems. RMA-2 
can be used to compute water surface elevations and flow velocities at nodal points in a 
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finite element mesh representing a body of water such as a river. RMA-2 can perform 
both steady-state and transient solutions. The limitation that prevented us from using 
TABS system was that RMA-2 is not applicable to supercritical flow problems, or even 
to flow regimes with a Froude number higher than 0.70 (Williams, 1993). The DHM 
model , used in this work, will be discussed later in this chapter. 
The simplification from a two-dimensional to a one-dimensional approach to the 
dam break problem decreases considerably the volume of necessary computations. 
Moreover, the shortage of experimental work documenting the two-dimensional aspects 
of the flood wave prohibits complete calibration or validation of a mathematical model. 
Techniques for constructing potential inundation maps based on simplified two-
dimensional equations and methods that have been developed, but their applications 
require knowledge of the outflow hydrograph at the site of the dam and neglect all the 
dynamic effects of the flow (Basco, 1989) . 
Dynamic (one-dimensional) wave routing 
One-dimensional flow is a fundamental assumption of all the simplified flood-
routing methods. Velocity variations are assumed to occur only in the one-dimensional 
direction of flow, with no vertical or lateral acceleration. The water surface is assumed 
level perpendicular to the direction of flow . The pressure distribution over any vertical 
section is assumed hydrostatic. Without vertical accelerations, change in water surface 
elevation occurs over relatively large horizontal distances; thus, the flow is gradually 
varied. Gradually varied flow is the flow where the normal acceleration of fluid moving 
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along the curved streamlines is ignored. Computation of friction slope is based on the 
assumption that frictional resistance in unsteady flow is the same as steady flow . Fluid 
density is assumed to be constant. Past dam failures have demonstrated the tremendous 
amount of erosion and sediment transport capability of a da:n breach flood wave (Fread, 
1977). However, all the darn breach flood wave models are based on the fundamental 
assumption of a fixed stream bed without erosion or sedimentation. 
One-dimensional routing methods have been classified as kinematic wave routing, 
diffusion wave routing, and dynamic wave routing (Chaudhry, 1992). Kinematic waves 
cover the flow when the inertial and pressure forces are not important, that is, when the 
gravitational force of the flow is balanced by the frictional resistance force . The 
kinematic wave approximation is useful for applications where the chahnel slopes are 
steep and backwater effects are negligible. When pressure forces become important, but 
inertial forces remain unimportant, a diffusion wave model is applicable. Both the 
kinematic wave and diffusion wave are helpful in describing downstream wave 
propagation when the channel slope is greater than about 0.5 ft/mi (0.01 percent) and 
there is no wave propagation upstream due to disturbances (Chow, Maidment, and Mays, 
1981). When both inertial and pressure forces are important, such as in mild slope rivers, 
and backwater effects from downstream disturbances are not negligible, then both the 
inertial force and pressure force terms in the momentum equation are needed. Under the 
circumstances the dynamic wave routing method is required (Chow, Maidment, and 
Mays, 1981). 
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In other words, uniform flow occurs when the bed slope S0 is equal to the friction 
slope Sr and all other terms are negligible, so that the relation between flow rate and 
stage height is a single-valued function derived from Manning's equation, as shown by 
the uniform rating curve in Figure 8. When other terms in the momentum equation are 
not negligible, the stage-{fischarge relationship forms a loop as shown by the outer curve 
of Figure 8. For a given stage, the discharge is usually higher on the rising linib of a 
flood hydrograph than on the recession limb, because the stage is not just a function of 
discharge, but also a function of a variable energy slope. As the discharge rises and falls, 
the rating curve may even exhibit multiple loop as shown in Figure 9 for the Red River 
(Fread, 1977). 
Figure 8. Loop rating curve, showing the effect of the back water curve (adapted 
from Chaudhry, 1992). 
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Figure 9. Stage-discharge relation for the Red River, Alexandria, Louisiana (May 
5-June 17) (adapted from Chaudhry, 1992). 
The basic theory for one-dimensional gradually varied flow consisp; of the famous 
partial differential equations originally derived by Barre De Saint Venant in 1871. The 
Saint Venant equations consist of a conservation of mass (continuity) equation: 
(39) 
and a conservation of momentum (dynamic) equation: 
av av ah Vq --+V--+g--+gS+--=0 
at ax ax I A 
(40) 
where: 
Q = Discharge 
q = Lateral outflow per unit length of waterway 
V = Mean velocity 
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A = cross-sectional area 
A number of references , including Chow (1959) and Cunge, Holly, and Verway 
(1980), contain derivations of the one-dimensional unsteady flow equations. The 
conservation of mass equation expresses the fundamental principle that inflow minus 
outflow equals change in storage over time. The conservation of momentum equation is 
derived from Newton's second Jaw of motion, which states that the sum of all external 
forces acting on a system of particles is equal to the time rate of change of linear 
momentum of the system. The terms in the conservation of momentum equation, 
Equation 39, are expressions of local acceleration (dV/dt), convective acceleration 
(VdV/dx), pressure and gravity forces (g dh/dx), frictional forces (gS1), and acceleration 
of lateral inflow (Vq/A). The last term is usually omitted, assuming the momentum of 
lateral inflows to be negligible. 
The friction slope (S1) is estimated using a steady-flow empirical formula such as 
the Chezy or Manning equation. The Manning equation is: 
(41) 
where: 
n = Manning roughness coefficient 
C = Constant (1.0 for SI (metric) units and 2.21 for non-SI units) 
R = Hydraulic radius = A/p. 
The St. Venant equations are found in the literature in a variety of equivalent forms . 
Some variations merely represent mathematical transformations or manipulations, while 
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others result from assumptions made with regard to channel geometry or boundary 
resistance. 
The one-dimensional St. Venant equations are a system of two simultaneous, first-
order, nonlinear, hyperbolic partial differential equations involving functions or two 
dependent and two independent variables. The two dependent variables are (a) the 
discharge Q or the average velocity V and (b) the water-surface elevation h or the depth 
of flow y. The independent variables are the distance x and time t. The equations are 
nonlinear because several coefficients of derivative terms involve the dependent variables, 
and V also appears to the second power in the expression for friction slope. However, 
these equations are sometimes called quasi-linear because no derivative occurs to a power 
higher than the first. The solution of hyperbolic equations, such as 'the St. Venant 
equations, is refereed to mathematically as a propagation or initial-boundary-value 
problem. A general characteristic of this type problem is that the physical conditions 
imposed as initial and boundary values do not influence the complete solution 
instantaneously but are involved only as the solution proceeds through time and distance 
(Chaudhry, 1992). 
Flow propagation in natural rivers is complicated by several factors: junctions and 
tributaries, variations in cross section, variations in resistance as a function both of flow 
depth and of location along the river, inundated areas (off-channel storage), and 
meandering of the river. The interaction between the main channel and the flood plains 
or inundated valley is one of the most important factors affecting flood propagation. 
During the rising part of a flood wave, water flows into the flood plain or valley from 
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the main channel, and during the falling flood, water flows from the inundated valley 
back into the main channel. The effect of the valley storage is to decrease the discharge 
during the falling flood. Also, some losses occur in the valley due to infiltration and 
evaporation. These occurences are two-dimensional flows that require a two-dimensional 
model to simulate. 
The flood plain has an effect on the wave celerity because the flood wave 
progresses more slowly in the inundated valley than in the main channel of a river ( C = 
[gy ]·5). The difference in wave celerities disperses the flood wave and causes flow from 
the main channel to the flood plain during the rising limb by creating a transverse water 
surface slope away from the channel. During the falling limb, the transverse slope is 
inward from the inundated valley into the main channel, and water then moves from the 
flood plain back into the main channel as shown in Figure 10. 
Because the longitudinal axes of the main channel and the flood plain valley are 
rarely parallel, the situation described above is even more complicated in a meandering 
river. For a large flood, the axis of the flow becomes parallel to the valley axis as 
shown in Figure 10. The valley water slope and valley water velocity can be greater than 
in the main channel, or the general direction of flow may not be in the direction of the 
channel, which has a longer flow path than the valley. This situation is not handled in 
any of the available one-dimensional techniques, but it can be handled by dividing the 
downstream valley into main channel and flood plain, and applying the suitable boundary 
conditions in between. 
This situation makes it difficult for flow to go from the main channel to the flood 
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plain during the rising limb and vice versa during the falling limb. Flood wave 
propagation is more complex when the flow is varying rapidly (Blanton, 1977). The 
description is also more complicated for a branching river system with tributaries, and 
the possibility of flood peaks from different tributaries coinciding. Also, with the 
tributaries, the effects on flood propagation of backwater at the junction must be 
considered. 
(a) Transverse slope during rising flood 
---
(c) Main channel parallel to valley 
-
(d) Meandering main channel 
Figure 10. Aspect of flow in natural rivers (adapted from Blanton, 1977). 
53 
When backwater effects exist in subcritical flow, the loop rating curve may 
consist of a series of loops, each corresponding to a different feature controlling water 
level in the channel as shown in Figure 11. Backwater effects or reservoirs, channel 
junctions, narrowing of the natural river channel, and bridges can demonstrate this 
characteristic. 
Discharge 
Figure 11. Loop rating curve with significant backwater effects (adapted from 
Blanton, 1977). 
Simplified flood-routing techniques 
The mathematical simulation of a dam break flood wave consists of solving an 
initial boundary value problem for a system of nonlinear partial differential equations. 
This system of equations may be simplified by using one or more of the following 
techniques: 
(1) Omitting certain terms. 
(2) Linearizing the resistance term. 
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(3) Using simplified boundaries or geometries. 
In other words , the unsteady, gradually varied flow may be simplified by the: 
(1) Use of the continuity equation alone. 
(2) Use of the momentum equation(s) alone. 
(3) Simplification of the momentum equation(s) by : 
a- Neglecting the resistance terms. 
b- Linearizing the resistance terms. 
c- Neglecting the local acceleration term. 
d- Neglecting the convection acceleration term. 
e- Some combination of the above. 
(4) Reliance on statistical information only as an alternative to using the continuity 
or momentum equation(s) . 
Different techniques due to different combinations of the above assumptions have 
been used to route dam break floods downstream. A description of those techniques is 
given below. An additional concern is the accuracy of the solution technique in solving 
the equations used . 
Hydrologic storage routing 
Hydrologic models are based on a relation between storage and discharge 
combined with the conservation of mass , written in the following form: 




where I is the average inflow to a reach and 0 is the average outflow from a reach 
during th~ time period At, and AS is the associated change in storage. The hydrologic 
storage routing assumes the flow steady and uniform, the flow characteristics do not 
change with time and distance. One of the hydrologic storage routing methods is the 
modified Puis. 
The modified Puis method, or storage indication method, is based on the 
assumption that storage is dependent only on outflow. The above conservation of mass 
equation can be written in finite difference form and rearranged to give the following 
equation: 
(43) 
which can be solved step-by-step for the left-hand side, with the right-hand side of the 
equation known at each step of the computations. A relationship between the left-hand 
side of the equation and outflow must be developed from a known storage-outflow 
relationship. The method is described by Linsley, Kohler, and Paulhus (1986). The 
general method is attributed to Puis (1928) . 
The assumption that storage is a unique function of outflow is valid for a reservoir 
that is short and deep enough, like a channel reach, for the water surface to be 
horizontal. Therefore, the modified Puis method, or its variations as normal-depth-
storage routing, is widely used for routing flood hydrographs through reservoirs. A 
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reservoir storage-outflow relationship is developed from a reservoir elevation-storage 
relationship and rating curves for the outlet structures. This general type of routing has 
been used often in developing the reservoir outflow hydrograph in dam-breach flood 
forecasting models. Although most applicable for re~ervoirs, the method has also been 
used for channel routing. Water-surface profiles from steady flow backwater 
computations and channel topography are sometimes used to approximate storage-
discharge relationships. The limitations on storage routing rise from the assumption that 
the flow is uniform and steady. It is extremely rare to have a situation in reality where 
the flow is steady and uniform. This assumption will ignore the backwater effect in 
subcritical flow regime. To overcome this limitation, the HEC 2 model can be used to 
defme the storage-outflow reltionship for the different cross sections. 'These storage-
outflow relationships, which include the effect of the backwater, can be used instead of 
the geometry of the cross sections in HEC 1 model when normal-depth-storage routing 
is used. 
Muskingum method 
The Muskingum method of flood routing was developed in the 1930s in 
connection with the design of flood protection schemes in the Muskingum river basin, 
Ohio. It is the most widely used method of hydrologic stream channel routing,with 
numerous applications in the United States and throughout the world (Ponce, 1978). 
The Muskingum method is based on the differential storage Equation 41: 
In an ideal channel, storage is a function of inflow and outflow. This is in contrast 




with an ideal reservoir, in which storage is solely a function of outflow. In the Mus-
kingum method, storage is a linear function of inflow and outflow: 
S=K[X1+(1-X)O] (45) 
in which S is the storage volume, I is the inflow, 0 is the outflow, K is a time constant 
or storage coefficient with dimensions of time, and X is a dimensionless weighting 
factor. Equation 44 was developed in 1938 and has been widely used since then. It is 
essentially a generalization of the linear reservoir concept. In other words, linear 
reservoir routing is a special case of Muskingum channel routing for which X=O. 
To derive the Muskingum routing equation, Equation 43 is discretized on the xt 
plane, to: 
11+12 _ 01+02 = s2-s1 (46) 
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Equation 45 is expressed at times 1 and 2: 
(47) 
(48) 
Substituting equations 46 and 47 into equation 45 and solving for 0 2 yields equation 48, 
in which C0, C1, and C2 are routing coefficients defined in terms of .:lt, K, and X as 
follows: 
11 +12 _ ol +02 = s2 -s~ 










Since (C0 +C1+C2)=1, the routing coefficients can be interpreted as weighting 
coefficients. Given an inflow hydrograpb, an initial flow condition, a chosen time inter-
val L'>.t, and routing parameters K and X, the routing coefficients can be calculated with 
Equations 49 to 51, and the outflow hydrograph, with Equation 48 . The routing 
parameters K and X are related to flow and channel characteristics, K being interpreted 
as the travel time of the flood wave from upstream end to downstream end of the channel 
reach. Therefore, K accounts for the translation portion of the routing as shown in Figure 
12. The parameter X accounts for the storage portion of the routing. For a given flood 
event, there is a value of X for which the storage in the calculated outflow hydrograph 
approximates that of the measured outflow hydrograph. As shown in Figure 12, the effect 
of the storage is to reduce the peak flow and spread the hydrograph in time. 
The routing parameter K is a function of channel reach length and flood wave 












Figure 12. Translation and storage processes in stream channel routing (adapted from 
Cunge, 1969). 
diffusion. In the Muskingum method, X is interpreted as a weighting factor and restricted 
in the range 0.0 to 0.5 . Values of X greater than 0.5 produce hydrograph amplification 
or negative diffusion, which is unrealistic. 
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In the Muskingum method, parameters K and X are determined by calibration 
using stream records . An example of the calibration for X is shown in Figure 13. Simul-
taneous inflow-outflow discharge measurements for a given channel reach are coupled 
with a trial-and-error procedure, leading to the determination of K and X. The values of 
K and X that approximate a straight line, as shown in Figure 13, are used as the 
estimates of X, and K. This procedure is time consuming and lacks predictive capability. 
Values of K and X determined in this way are valid only for the given reach and flood 
event used in the calibration. When sufficient data are available, a calibration can be 
performed for several flood events, each of a different magnitude, to cover a wide range 
of flood levels . In this way the variation of K and X as a function of flood level can be 
ascertained . This might be a problem in case of high return period floods, like the PMF 
or IDF. In those situations, the values of K and X obtained from the closest event are 
used. In practice, K is more sensitive to flood level than X. A sketch of the variation of 
K with stage and discharge is shown in Figure 14. 
The Muskingurn method is not an extremely accurate general unsteady flow 
model. Since the calibration coefficients are from observed hydrographs, the method is 
not applicable to dam-breach flood waves that would likely be much different from 
historical rainfall floods . Numerous other variations of the Muskingurn method have been 
developed, including the Kalinin-Miljukov, SSARR, and lag and route methods (Fread, 
1981). Muskingum type models provide best results when applied to slowly fluctuating 




The effect of the parameter X in Muskingum flood-routing method 
(adapted from Cunge, 1969). 
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The term "kinematic models" refers in its broadest sense to methods that use the 
continuity equation and a simplified form of the momentum equation. Since these 
methods do not fully consider forces or acceleratio.JS, they are termed "kinematic" rather 
than "dynamic. " 
The term kinematic wave model also refers specifically to models in which the 
momentum is assumed to be the same as for steady flow . Then the friction slope is equal 
to the slope of the channel bottom, and the discharge is equal to the normal discharge as 
determined by a uniform flow formula such as the Marming equation. Attenuation is not 
reflected, and flow disturbances can propagate only in the downstream direction. 
Consequently, kinematic wave models are limited to applications in which single-valued 
discharge rating curves exist and backwater effects are insignificant. 
In kinematic routing, we solve the continuity equation simultaneously with an 
approximate form of the momentum equation. The approximate form is obtained by 
neglecting the local and convective acceleration terms of the momentum equation. The 
derivation of the kinematic wave equation is based on the principle of mass conservation 
within a control volume. This principle states that the difference between outflow and 
inflow within one time interval is balanced by a corresponding change in the control 
volume. In terms of finite intervals (i.e ., finite differences) it is: 
(53) 
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in which Q=flow; A=flow area; t.t=time interval; and t.x=space interval. In 
differential form, Equation 52 can be written as: 
(54) 
which is the equation of conservation of mass, or equation of continuity. 
The equation of conservation of momentum contains local inertia, convective 
inertia, pressure gradient (due to flow depth gradient), friction (friction slope), gravity 
(bed slope), and a momentum source term. In deriving the kinematic wave equation, a 
statement of uniform flow is used in lieu of conservation of momentum. Since uniform 
flow is strictly a balance of friction and gravity, it follows that local and convective 
inertia, pressure gradient, and momentum source terms are excluded' from the for-
mulation of kinematic waves. As shown later in this section, this simplification imposes 
limits to the applicability of kinematic waves. 
Uniform flow in open channels is described by the Manning or Chezy formulas . 
The Manning equation is: 
(55) 
in which R is hydraulic radius in meters, Sr is the friction slope in meters per meter, and 
n is the Manning friction coefficient. The Chezy equation is: 
(56) 
64 
in which C=Chezy coefficient. Notice that in unsteady flow, friction slope is used in 
Equations 54 and 55 in lieu of channel slope . 
The hydraulic radius is R=NP, in which Pis the wetted perimeter. Substituting 
this into Equation 54 leads to: 
(57) 
Assume for the sake of simplicity that n, S, and P are constants. This may be 
the case of a wide channel in which P can be assumed to be essentially independent of 
A. Equation 56 can then be written as: 
Q=aAP 






In Equation 57, differentiating Q with respect to A leads to: 






By multiplying Equations 55 and 60 and applying the chain rule, the kinematic 




Equation 62 describes the movement of waves that are kinematic in nature . These are 
referred to as kinematic waves, i.e ., waves for which inertia and pressure (flow depth) 
gradient have been neglected . Equation 62 is a first-order partial differential equation. 
Therefore, kinematic waves travel with wave celerity dQ/dA (or {3V) and do not 
attenuate. Wave attenuation can only be described by a second-order partial differential 
equation (Chaudhry, 1992). 
The absence of wave attenuation can be further explained by resorting to a 
mathematical argument. Since dQ/dA is the celerity of the unsteady (i .e . , wavelike) Q, 
it can be replaced by dx/dt. Therefore, Equation 62 becomes: 
(64) 
which is equal to the total derivative dA/dt. Since the right side of Equation 63 is zero, 
it follows that Q remains constant in time for waves traveling with celerity dQ/dA. 
Equation 62 is a nonlinear ftrst-order partial differential equation describing the 
change of discharge Q in time and space. It is nonlinear because the wave celerity {3V 
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(or dQ/dA) varies with discharge. The nonlinearity, however, is usually mild, and 
therefore Equation 63 can also be solved in a linear mode by considering the wave 
celerity to be constant. 
The solution of Equation 63 can be obtained by analytical or numerical methods. 
The simplest kinematic wave solution is a linear numerical solution. For this purpose, 
it is necessary to select a numerical scheme with which to discretize Equation 63 on the 
x-t plane as shown in Figure 15. 
Figure 15. Space-time discretization of kinematic wave equation. 
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The kinematic wave celerity is a fundamental stream flow property . Flood waves 
which approximate kinematic waves travel with the kinematic wave celerity (c = (3V) 
and are subject to very little or no attenuation. 
In practice, flood waves are kinematic if they are of long duration or travel on 
a channel of steep slope (Hunt, 1984). Criteria for the applicability of kinematic waves 
to overland flow and stream channel flow have been developed. The stream channel 






in which t,. is the time-of-rise of the inflow hydrograph, s. is the bottom slope, v 0 is the 
average velocity, and d0 is the average flow depth. For 95 percent accuracy, 95 percent 
of the data agrees, and in one period of translation, a value of N = 85 is indicated 
(Chow, 1959). In other words, the local and convective acceleration terms were 
neglected in the momentum equation if N equals to 85 for 95 percent of the data. 
Muskingum-Cunge routing 
The Muskingum-Cunge channel routing technique is a modification of the 
Muskingum method described earlier. The Muskingum-Cunge technique is a nonlinear 
coefficient method that accounts for hydrograph diffusion based on physical channel 
properties and the inflowing hydrograph. The advantages of this method over other 
hydrologic techniques are (Ponce, 1982): 
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(1) The parameters of the model are physically based. 
(2) The method has been shown to compare well against the fully unsteady flow 
equations over a wide range of flow situations (Ponce, 1978) 
(3) The solution is independent of the user-specified computation interval. 
The major limitations of the Muskingum-Cunge technique are that: 
(1) It cannot account for backwater effects. 
(2) The method begins to diverge from the full unsteady flow solution when very 
rapidly rising hydrographs are routed through flat channel sections less than 1 
foot per mile (Ponce, 1978). 
The basic formulation of the equations is derived from the continuity equation : 
and the diffusion form of the momentum equation: 
S =S-aY 
t o ax 
(66) 
(67) 
By combining Equations 65 and 66 and linearizing, the following convective 
diffusion equation is formulated (Miller and Cunge, 1975): 
(68) 
where: q, = Lateral inflow per unit of channel length 
Sr = Friction slope 
S0 = Bed slope 
C = The wave celerity in the X direction as defined below. 
C=aQI aA% 
The hydraulic diffusivity p. is expressed as follows: 
.. - Q 
,.. 2BS 
0 




Following a Muskingurn-type formulation, with lateral inflow, the continuity 
equation is discretized on the x-t plane as shown in Figure 16 to yield: 
(71) 
It is assumed that the storage in the reach is expressed as the classical Muskingurn 
storage: 
S=K(X/+(1-X)O) 
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Figure 16. Kinematic wave parameters for various channel shapes (adapted from U.S. 






In the Muskingum equation the amount of diffusion is based on the value of X, 
which varies between 0.0 and 0.5. The Muskingum X parameter is not directly related 
to physical channel properties. The diffusion obtained with the Muskingum technique is 
a function of how the equation is solved, and is therefore considered numerical diffusion 
rather than physical. In the Muskingum-Cunge formulation, the amount of diffusion is 
controlled by forcing the numerical diffusion to match the physical diffusion from the 
equation. The Muskingum-Cunge equation is therefore considered an approximation of 
the convective diffusion equation. As a result, the parameters K and X are expressed as 














The routing coefficients for the nonlinear diffusion method (Muskingum-Cunge) are then 
expressed as follows: 
C = l+C-D 
I l+C+D 








in which the dimensionless numbers C and D are expressed in terms of physical 
quantities (Q, B, S0, and c) and the grid dimensions (llx and llt). 
Most flood waves have a small amount of physical diffusion; therefore, they are 
better approximated by the diffusion wave rather than the kinematic wave. For this 
reason diffusion waves apply to a much wider range of practical problems than kinematic 
waves. Where the diffusion wave fails, only the dynamic wave can properly describe the 
translation and diffusion of flood waves. The dynamic wave, however, is very strongly 
diffusive , especially for flows well in the subcritical regime. In practice, most flood 
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flows are only mildly diffusive , and therefore, are subject to modeling with the diffusive 
wave. 
To determine if a wave is a diffusion wave, it should satisfy the following 
dimensionless inequality: 
(86) 
in which t, is the time of rise of the inflow hydrograph, S0 is the bottom slope, d0 is the 
average flow depth, and g is the acceleration due to gravity . The greater the left side of 
this inequality, the more likely it is that the wave is a diffusion wave. In practice, a value 
of M = 15 is reconunended for general use (ChaudJu·y, 1992). 
Modified Puis method 
The modified Puis routing method (Chow, 1964) is a variation of the storage 
routing method described by Henderson (1966). It is applicable to both channel and 
reservoir routing. Cautions must be used when applying this method to channel routing. 
The degree of attenuation introduced in the routed flood wave varies depending on the 
river reach lengths chosen, or alternatively, on the number of routing steps specified for 
a single reach. The number of routing steps is a calibration parameter for the storage 
routing methods; it can be varied to approximate desired routed hydrographs. A storage 
indication function is computed from given storage and outflow data as follows (HEC 1 
user's manual): 
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STRJ(l)=M* STOR(l) + OUTFL(l) 
At 2 
(87) 
where STRI is the storage indication in cfs, STOR is the storage in the routing reach for 
a given outflow in acre-feet, OUTFL is the outflow from routing reach in cfs, and M is 
the reservoir conversion factor from acre-feet/hr to cfs. At is the time interval in hours, 
and I is a subscript indicating corresponding values of storage and outflow. Storage 
indication at the end of each time interval is given by: 
STR1(2) =STRI(1) +QIN-Q(l) (88) 
where QIN is the average inflow in cfs, and Q is the outflow in cfs. 
The outflow at the end of the time interval is interpolated from a_ table of storage 




Initial conditions can be specified in terms of outflow, or storage. 
Working Rand D method 
(89) 
The working Rand D method developed by the U.S. Army Corps of Engineers 
in 1960 is a variation of the modified Puis method, which accounts for wedge storage as 
in the Muskingum method. The number of steps and the X factor are calibration parame-
ters of the method in the HEC 1 model and can have a significant effect on the routed 
hydrograph. The working discharge, D, is given by: 






where I is the inflow hydrograph, 0 is the outflow hydrograph, S is the storage in 
routing reach, and X is the Muskingurn coefficient which accounts for wedge storage. 
The limitations of this method, as other hydrologic routing methods, came from the 
assumption of stea~y, uniform flow conditions. 
Average lag method 
The Straddle-Stagger (Progressive Average Lag) method develorect by the U.S. 
Army Corps of Engineers in 1960 routes by lagging the flood wave's LAG tiine intervals 
and also by averaging the NSTDL flood wave. 
Q(l)=QIN(l) ........... .I~LAG 
Q(l)=QIN(l-LAG) ............... .l:?:UG 






where LAG is the number of time intervals to lag inflow hydrograph, NSTDL is the 
number of coordinates to average to compute the outflow, QIN is the ~ow hydrograph 
ordinate, and QOUT is the outflow hydrograph ordinate. 
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General comments 
To conclude, many channel routing techniques have been developed, and those 
based on the one-dimensional hydrodynamic equations have found most use in the 
engineering community. Such dynamic channel routing techniques are based entirely on 
deterministic consideration, and their accuracy is largely dependent on the accuracy of 
the model input, such as the specified hydraulic parameters within the mathematical 
equations used by the model, as well as boundary and initial conditions. Deterministic 
methods cannot reflect the effects of possible inaccuracies in the equations, parameters, 
and boundary and initial conditions. Those inaccuracies can be reduced by using more 
sophisticated two-dimensional techniques. When certain technique results are applied to 
engineering practice, a margin of safety is often assigned to provide some degree of 
protection against the unknown effects. On the other hand, statistical models, models that 
are totally based on relations developed from statistical field data, are receiving more 
attention because of their capability of reflecting the effects of uncertainties in the 
accuracy of the mathematical model, hydraulic parameters, and boundary and initial 
conditions. 
A comparison between simplified and complete modeling is not an easy task. 
From reviewing the literature, the advantages of the simplified routing methods can be 
summarized in the following : 
(1) Simplified routing methods lend themselves better to analogue computer solution, 
and are simple enough to be carried out without resource to a digital computer. 
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(2) In many applications of gradually varied unsteady flow modeling, the acceleration 
terms in the momentum equation(s) are small or negligible in comparison with 
other terms. 
(3) In most simplified methods, channel geometry does not need to be defined in 
detail. 
(4) Computation cost and data requirements is less, and programming for computer 
solution is simpler. 
(5) Simplified routing models probably can be more easily integrated with hydrologic 
models , which convert rainfall to runoff. 
The disadvantages of the simplified methods can be summarized as: 
(1) Simplified methods generally do not have the accuracy of a solution procedure 
based on the complete set of equations. 
(2) · A large amount of measured data is required for accurate evaluation of coefficient 
in storage, and the calibration range only applies for the range of flows for which 
it was performed. 
(3) Upstream wave motion cannot be accounted for by most simplified models. The 
effect on stage and discharge in a channel by such wave motions may be 
appreciable. 
(4) The results from some simplified models are heavily dependent upon the time and 
distance increments used in the routing procedure. 
(5) Velocity changes must be small along the channel since most simplified methods 
assume a negligible acceleration term . 
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(6) Solutions of simplified equations may lack desired generality, and the solutions 
do not apply for different flow or downstream conditions . 
Solution Techniques 
The Saint Venant equations have no known general analytical solution. The 
equations have been solved analytically but only under very restrictive and simplifying 
conditions, with the solution generally not acceptable for practical problems . However, 
during the last three decades, solution of the complete Saint Venant equations has become 
practical using numerical methods and high speed computers (Chaudhry, 1992). There 
are many numerical solution techniques developed to solve the flow equations. These 
techniques can be divided into the method of characteristics, the finite difference 
methods, and the finite element method . 
Method of characteristics 
Method of characteristics is an alternative approach to explicit or implicit schemes 
for solving the flow equations. This method is based on transforming the two partial dif-
ferential Saint Venant equations into four ordinary differential equations, called the 
characteristic equations. The characteristic equations can be solved using various explicit 
and implicit or other techniques. Since numerous techniques for solving the characteris-
tic equations have been developed , the method of characteristics is actually a general 
group of solution methods. The characteristic equations are derived from and are 
equivalent to the Saint Venant equations. Derivation of the four basic equations and 
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detailed explanations of the overall concepts and specific solution techniques are 
presented by Abbott (1975) and Miller and Cunge (1975). 
The characteristic equations are as follows: 
ax=V+c (95) 
at 




d(v-2c) =g(S0 -S1)dt 
(98) 
where cis the wave celerity, c = (gy)·5, and S0 is the channel slope. Depending upon the 
relative magnitude of the flow velocity and the celerity, a disturbance may or may not 
travel in the upstream direction. If the flow is subcritical, one of the characteristic 
direction is positive, and the other is negative. If the flow is critical, then the charac-
teristic direction is zero, whereas the second is positive. In supercritical flow, both 
characteristic directions are positive. Figure 17 shows the characteristics for different 
types of flows . 
Models based on the method of characteristic can have either a curvilinear or 
rectangular distance-time grid. A curvilinear scheme is not practical for application in 
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(a) Suberllica l (b) Cri ll eal (c) Supercritlcal 
Figure 17. Characteristics for subcritical, critical, and supercritical flow. 
narura l waterways in irregular geometry. Use of a rectangular characteristic, known as 
the Hartree method, required interpolation formulas meshed within the finite difference 
solution procedure. Using the method of characteristics, it is nearly impossible to model 
the irregular-shaped channels (Baltzer and Lai, 1968) . These restrictions have tended to 
discourage the application of characteristic models for flood routing. 
Finite difference methods 
The finite difference method is one of the principal means to solve the flow 
equations. The method appears, at ftrst sight, as an integration of the panial differential 
equations, and is performed by changing the differential entering the equations into their 
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finite differences, so as to obtain an arithmetic analog equation which can be solved 
numerically. Thus the finite difference technique is a numerical solution technique which 
converts the differential equations into algebraic differential equations that may be solved 
for Q and h at finite incremental values for x and t, given initial and boundary 
conditions. Various finite difference techniques are available, but all involve replacing 
the derivative in the equation by finite difference algebraic equations which are solved 
through a series of algebraic operations proceeding stepwise through time and distance. 
Dynamic flood-routing methods can be classified as either explicit or implicit, depending 
on how the finite difference scheme is formulated . 
Explicit methods. In obtaining a numerical solution of the equations by finite 
difference techniques, the domain of the independent variables x and (is replaced by a 
finite set of points called grid or mesh points. At each of these points, approximate 
values of the dependent variables Q and h are determined by the solution procedures. 
Explicit methods advance the solution point by point in an x-t grid from one time line 
to the next. After all the unknowns associated with one time line are evaluated, the 
procedure advances to the next time line. Two (three) linear algebraic equations are 
generated at each grid point. Each equation gives one of the unknowns at an advanced 
point in terms of known quantities in the preceding time line, or lines. The known 
quantities are known from previous calculations or from initial and boundary conditions. 
The unknown is determined explicitly from the equation. A number of variations of 
explicit scheme have been developed, including the four-point scheme. These are 
reviewed by Ligget and Cunge (1975). 
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Explicit methods are generally much simpler than implicit methods. However, due 
to numerical stability problems, explicit models have a restriction in the size of the time 
step used in the computation. The size of the time step should be small enough to obtain 
a good solution. For most explicit mot:els, the restriction in .:lt is given by the lesser of 
the following two inequalities (Fread, 1971): 
4 
C R 3 
M,;.-~-
gn2V 
where B is the water top width, and C1 is 1.0 in SI units. Equation 981s known as the 
Courant condition and is derived for frictionless flow. The second equation is an added 
restriction for the case where friction is considered. 
Inspection of the Courant condition equation indicates that the computational time 
step is significantly reduced as the hydraulic depth (A/B) increases. In large rivers, time 
steps on the order of a few minutes or even seconds may be required even though the 
flood wave is very gradual, having a duration in the order of weeks (Fread and Jin, 
1993). Such small time steps cause the explicit method to be very inefficient in the use 
of computer time compared with an implicit scheme. Explicit schemes are usually based 
on equal distance steps and in both directions .:lx1 = t.x1+ 1 = .:ly1 = .:ly1+ 1• Although this 
can be relaxed somewhat by using a weighting factor, the requirement of an equal 
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distance step can be very computationally inefficient in modeling flows in natural 
waterways. 
Implicit methods. Implicit finite difference schemes advance the solution from one 
time line to the next simultaneously for all points. There are as many finite difference 
equations as unknowns, provided that boundary conditions are known at both ends of the 
reach, or two conditions are given at one end. The equations are solved simultaneously, 
such that the unknowns are determined implicitly (not independently). The system of 
algebraic equations generated may be either linear or nonlinear depending upon the type 
of implicit difference scheme used. Nonlinear simultaneous equations must be solved 
iteratively. 
Implicit models were developed primarily because of the limitations on the size 
of the time step required for numerical stability of explicit models (Fread, 1977). Figure 
18 demonstrates the main difference between implicit and explicit schemes. Time steps 
are also restricted in size in implicit models for reason of stability and accuracy, but the 
restrictions are less severe than for explicit models. Implicit models are generally much 
more stable than explicit models. Implicit solutions of linearized versions of the flow 
equations are numerically stable, regardless of the time and distance steps. However, 
implicit instability problems can occur with nonlinear models when modeling rapidly 
varying transients or very irregular channel geometry. 
Implicit models require more extensive computations than explicit models. If the 
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Figure 18. The differences between implicit and explicit finite difference 
techniques (adapted from Chaudhry, 1992). 
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implicit schemes require an iterative solution, which involves one or more solutions of 
the system of equations at each time step. The Newton-Raphson method is often used for 
solving the nonlinear system of equations generated by an implicit scheme. Fread (1971) 
describes a compact quad-diagonal elimination method that makes use of the banded 
structure of the coefficient matrix of the system of equations generated by an implicit 
scheme. Fread (1975) reviewed implicit models that have appeared in the literature and 
cite numerous research studies with implicit schemes that have been reported. Implicit 
schemes have generally been four point, such that the conservation of mass and 
momentum equations is applied to the flow between two adjacent cross sections. Fread 
(1975) studied the numerical properties of an implicit four-point finite difference scheme 
for solving the flow equations. The advantage of the implicit scheme over the explicit 
scheme, as mentioned above, is the stability. This can be a considerable advantage in 
many situations such as for river flood-routing calculations , where the inflow hydro graph 
can then be described in terms of time steps measured in hours rather than in the seconds 
that may be dictated by the stability requirements of the explicit schemes (Chaudhry, 
1992). The literature appears to support the conclusion that implicit models are the most 
efficient, although the most complex, of the models that solve the flow equations and 
tend to be the optimum choice for flood-routing applications. 
Initial and boundary conditions . Initial conditions are required in the solution of 
hyperbolic partial differential equations, such as the flow equations (the continuity 
equation , and the momentum equations in Table 5) . For unsteady flow in a river, stage 
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and velocity must be known at the selected initial time at each distance interval 
throughout the length of the river. The initial condition may consist of: a steady flow 
condition, which may be determined by back water computation; a zero flow condition, 
which would represent still water or a dry channel; or a condition of unsteady flow which 
may be known from measurements or previous computations. 
Boundary conditions must also be known. Boundary conditions usually take the 
form of a relationship between one of the dependent variables and time, such as depth 
versus time, or discharge versus time, or between the two dependent variables, such as 
depth versus discharge. The geometric and resistance properties of the channel may also 
be considered boundary conditions. For two-dimensional flows, different flow conditions 
require different boundary conditions. The proper specification of boundary conditions 
may change during the course of a solution in time if the flow changes from subcritical 
to supercritical or vice versa. 
Accuracy and robustness . Analytical solution of the flow equations is not possible 
unless the equations are first simplified in some way. Numerical techniques approximate 
the partial differential equations with finite difference algebraic equations. Numerical 
solutions of the complete equations usually correspond more closely to the real physical 
phenomena than simplified analytical solutions, because they represent the physical 
phenomena in a better way. However, finite difference approximations involve 
inaccuracies. The validity of the results of a numerical model depends upon how well 
the: 
(1) Differential equations represent the physical phenomena. 
(2) Parameters provided as input data to the model describe the real situation. 
(3) Finite difference equations are used to approximate the differential equations. 
(4) Solution techniques are used to solve the finite difference equations. 
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The finite difference solution is often discussed in terms of the convergence and 
stability of the difference scheme. A difference scheme is convergent if the solution of 
the difference equations approaches the solution of the partial differential equations as 
the time-distance grid mesh size is made smaller and smaller (Williams, 1993). A differ-
ence scheme is stable if errors introduced at any stage of the computation process do not 
grow with time and distance and make the solution meaningless. When a numerical 
method is unstable, a small truncation error of the exact solution will grow with time, 
often being amplified beyond any reasonable limit after a few time steps . The effects of 
instability often show up as oscillations in the computed values of the dependent variables 
(Chaudhry, 1992). Convergence and stability are generally related, so that the attainment 
of one usually, but not always , assures attainment of the other. Convergence tendencies 
and stability can often, but not always, be improved by refining the time and distance 
increments of the finite difference grid. Stability is often related to the relative size of 
the time step as compared with the distance step. The ratio of time step to distance step 
should not exceed a certain value especially in explicit schemes. Not all instabilities are 
due directly to the choice of an inappropriate numerical scheme and its associated 
parameters. Some instabilities arise more out of the physics of the problem, such as those 
that occur during the formation of hydraulic bores and breaking waves. In such cases, 
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the advective terms in the governing equations make these partial differential equations 
quite highly nonlinear. 
Convergence and stability are complex but important considerations in developing 
and applying numerical methods. For most practical problems, theory related to 
convergence, stability, and approximation is incomplete or lacking. 
Finite element method 
The basic idea of the finite element method is to divide a solution domain into an 
assembledge of subdomains called elements with nodes. One approach to the solution is 
to apply the method of weighted residuals to each element as shown in Figure 19. In 
applying the finite element method, an approximate functions is selected, that accurately 
represents the solution and satisfies the boundary conditions as well . Weighted residual 
methods provide approximate solutions to linear and nonlinear partial differential 
equations such that the weighted average of the differential equation, along with the 
boundary conditions, is satisfied. 
Writing the differential equation for a problem such as: 
(101) 
over some solution domain R, the distribution of u is given by its solution. The 
dependent variable u can be approximated within R as: 
(102) 
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where the N, is the interpolation functions (commonly called shape functions) , and u, is 
the value of u at a computational point (node) in R. 
Figure 19. Example of a finite element mesh. 
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Substituting for u yields: 
(103) 
where € is an error function called the residual. This error is forced to zero, in an 
average sense, by setting the weighted integral of the residual to zero: 
(104) 
where W; is a set of weighting functions corresponding to the node points i. The 
particular weighted residual methods differ in the choice of weighting functions . There 
are different weighting functions and different kinds of elements. The kind of elements 
ranges from a one-dimensional two node line element to the quadlateral nine-point 
element. Each kind of those elements has different shape functions derived from the 
weighted residual method. 
Stability in the finite element technique is determined by the Pelcet number. The 
Pelcet number is a very useful parameter which can be used as a guide to mesh density 
and coefficient selection. The Perclet number is defmed as: 
(105) 
where V is the velocity along a particular stream line, Ax is the mesh spacing, and v is 
the kinematic viscosity. In order for the solution to be stable, the Perclet number should 
be less than 50. This number will vary from point to point in a mesh depending on the 
flow velocity, mesh density, and Eddy viscosity. 
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A review of the literature leads to the following conclusions about finite element 
and finite difference techniques (Williams, 1993): 
(1) Finite difference methods are best for temporal discretization problems or long 
time periods and unsteady flow . 
(2) Finite difference methods for two- and three-dimensional analysis are generally 
more computationally efficient than the finite element method. 
(3) Finite difference methods usually use a gridded spacing technique to represent the 
geometry , resulting in discontinuous boundary representation, while finite 
element, generally , can fit complex boundaries well by the use of different types 
of elements and mapping techniques. 
( 4) Finite difference methods are very simple to implement and the numerical scheme 
is easy to understand , while finite element methods are not as easy to implement 
or understand. 
(5) Because of the fixed grid, it is difficult to refine areas of special interest when 
using the finite difference method, whereas the finite element method is based 
upon the concept of a smooth and continuous representation of the body being 
modeled and the solution is a piecewise smooth approximation of the governing 
equations. 
(6) In the words of James Thompson, "Finite difference schemes are based upon a 
Dictatorship, the grid points are told what they should be, while the finite element 
method is like a democracy, all the elements are asked if they are happy with 
their values before the answer is given" (Williams, 1993, p. 2). 
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Description of Models 
As mentioned above, the mathematical simulation of a dam break flood wave 
consists of solving an initial boundary value problem for a system of nonlinear partial 
differential equations. The equations are the momentum equation(s) and the continuity 
equation. Different models have been developed based on different assumptions. A list 
of the most used models is shown in Table 6. Table 7 shows general characteristics of 
the twenty-four dam break models listed of Table 6 obtained from an International 
Commission on Large Dams study (U.S. Committee on Large Dams, 1988). 
To cover this wide range of methods, this review will discuss three models. The 
HEC 1 model is used to represent the three well known simplified (hydrological) routing 
techniques, i.e., the storage, the Muskingum-Cunge, and the kinematic routing. The 
HEC 1 model is used to represent the one-dimensional simplified routing techniques 
because it is the most popular model in hydrologic routing, and the only model that 
contains all the simplified flood-routing techniques . The NWS DAMBRK model is used 
to represent the fully one-dimensional flood-routing techniques. DAMBRK is the only 
one-dimensional dynamic flood-routing technique that has the capability to simulate the 
outflow hydrograph from a breached dam. The USGS DHM is used to form the two-
dimensional unsteady hydrodynamic modeling. The DHM is a public domain model, and 
has been evaluated against historical dam failures . Also, the DHM model has no 




List of 24 dam break numerical models (adapted from U.S. Committee on 
Large Dams, 1988) 
NUMBER AGENCY NAME OF MODELS 
l. USA/ National Weather Service DAMBRK 
2 Uf:A/ National Weather Service SMPDBK 
3 BOSS BOSSDAMBRK 
4 HAESTEO METHODS HAESTED DAMBRK 
5 Binnie and Partners UKDAMBRK 
6 USA/COE Hydrologic HEC- programs 
Engineering center 
7 Tams LA TIS 
8 Institute of Water Resources. DKB l. 
PR China 
9 Institute of Water Resources. DKB 2 
PR China 
l.O Royal Institute of 'l'VDDAM 
'reehnology. Stockhol.ID 
l.l. Ce!nagref RUBBAR 3 
l.2 Delft Hydraulics WEIIDY 
l.3 Delft Hydraulics DELFLO/DELQUA 
14. Consulting Engineers Reiter. DYX.10 
Ltd. 
15 ANU-Reiter Ltd. DYNET-ANUFLOOD 
16 ENEL centro di Ricerca RECAS 
Hydraulica 
17 ENEL Centro di Ricerca FLOOD2D 
Hydraulica 
18 ENEL centro di Ricerca STREAM 
Hydraulica 
19 Danish Hydraulic Institute MIKE 11 
·20 Em Zurich FLORIS 
21 u.s. Geological survey OHM 
22 Danish Hydraulic Institute MIKE 21 
23 EDF- Laboratoire National RUPTURE 
Hydraulique 




General characteristics of the 24 dam break models listed in Table 6 
(adapted from U.S. Committee on Large Dams, 1988) 
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HEC 1 model 
The HEC 1, hydrograph package computer program was originally developed in 
1967 by Leo R. Beard and other members of the HEC staff. The HEC 1 model is 
designed to simulate the surface runoff response of a river basin to predpitation by 
representing the basin as an interconnected system of hydrologic and hydraulic 
components. Each component models an aspect of the precipitation-runoff process within 
a portion of the basin, commonly referred to as a subbasin. A component may represent 
a surface runoff entity, a stream channel, or a reservoir. Representation of a component 
requires a set of parameters that specify the particular characteristics of the component 
and mathematical relations that describe the physical processes. The result of the 
modeling process is the computation of streamflow hydrographs at desrred locations in 
the river basin. One of the functions of the HEC 1 model is the routing of the flood wave 
through a: set of components of the basin. Most of the flood-routing methods available 
in HEC 1 are based on the continuity equation and some relationship between flow and 
storage or stage. These methods are Muskingum, Musk.ingum-Cunge, kinematic wave, 
Modified Puis, Working Rand D, and Reservoir storage routing. In all of these methods, 
routing proceeds on an independent reach basis from upstream to downstream; neither 
backwater effects nor discontinuities in the water surface such as jumps or bores are 
considered. 
Storage routing methods in HEC 1 are those methods that require data that defme 
the storage characteristics of a routing reach or reservoir. These methods are modified 
puis, Working R and D, and level pool reservoir routing. There are also two 
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routing methods in HEC 1 that are based on lagging averaged hydrograph ordinates . 
These methods are not based on reservoir storage characteristics, but have been used on 
several rivers with good results (HEC 1 package manual) . Three of the available routing 
techniques in HEC 1 are used in this research. They are reservoir routing, kinematic 
routing, and Muskingum-Cunge routing. The mathematical presentation of these methods 
was explained earlier in this chapter. For kinematic wave, governing equations for either 
overland flow or channel routing are solved in the same manner. 
The method assumes that inflows, whether they be rainfall excess or lateral 
inflows, are constant within a time step and uniformly distributed along the element. By 
combining the continuity equation and the relation Q = f(A), the governing equation is 
obtained as: 
(106) 
where A is the only dependent variable in the equation. The equation is solved using the 
fmite difference approximation proposed by Leclerc and Schaake (1973). Using a 
standard form of the finite difference approximation to Equation 105 gives: 
(107) 
The accuracy and stability of the fmite difference scheme depend on ap-
proximately maintaining the relationship c~t=~x. where cis the average kinematic wave 
speed in an element. The kinematic wave speed is a function of flow depth, and, 
c·onsequently, varies during the routing of the hydrograph through an element. Since ~x 
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is a fixed value, the finite difference scheme utilizes a variable M internally to maintain 
the desired relationship between D.x, D.t, and c. However, HEC 1 performs all other 
computations at a constant time interval specified by the user. The accuracy of the finite 
difference scheme depends on the selection of the c'istance increment, D.x. 
Muskingum-Cunge differs in the fact that the channel routing technique is a non-
linear coefficient method that accounts for hydrograph diffusion based on physical 
channel properties and the inflow hydrograph. 
Calibration and verification are essential part of the modeling process. HEC 1 
provides a powerful optimization technique for the estimation of some of the parameters 
when gaged precipitation and runoff data are available. HEC 1 may also be used to 
automatically derive routing criteria for certain hydrologic routing techniques. Criteria 
can be derived from the Tatum, Straddle-Stagger, and Muskingum routing methods only. 
Inputs to this method are observed inflow and outflow hydrographs and a pattern local 
inflow hydrograph for the river reach. The pattern hydrograph is used to compensate for 
the difference between observed inflow and outflow hydrographs. The assumed pattern 
hydrograph can have a significant effect on the optimized routing criteria. 
The HEC 1 model also has the capability to model the breach formation. In 
addition to the simplified hydraulic techniques, dam breaks are simulated using the 
methodology proposed by Fread and Smith (1978). Structural failures are modeled by 
assuming certain geometrical shapes for the dam breach. The variables used in the 
analysis, as well as the dam breach shapes available in the program, are shown in Figure 
20, where WSEL is the reservoir water surface elevation, BREL is the elevation at the 
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base of the breach, C1 is the broad-crested rectangular weir coefficient, and C2 is the 
V -notch weir coefficient. The discharge coefficients are dynamically adjusted for 
submergence effects if the characteristics of the downstream channel are specified by a 
rating curve or an eight-point channel cross section using the following formulas : 












HEC 1 dam-breach parameters (adapted from U.S. Army Corp of 
Engineers, 1987). 
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The flow Q through a dam breach is computed as 
where Z is the side slope horizontal to vertical , and K, is a submergent factor defined as: 
otherwise 
K,=l.O if(1WEL-BREL) ,;0.61 
(WSEL-BREL) 
K =1.0-27.8[ 1WEL-BREL 0.67]3 
• WSEL-BREL 
where TWEL is downstream channel water surface elevation. 
(111) 
(112) 
The breach is initiated when the water surface in the reservoir reaches a given 
elevation (FAILEL). The breach begins at the top of the dam and expands linearly to the 
bottom elevation of the breach (ELBM) and to its full width in a given time (TFAIL). 
The failure duration TFAIL is divided into 50 computation intervals. These short 
intervals are used to minimize routing errors during the period of rapidly changing flows 
when the breach is forming. Downstream routing methods in HEC 1 use a time interval 
that is usually greater than the time interval used during breach development. Errors may 
be introduced into the downstream routing of the failure hydrograph if the HEC 1 
standard time interval is too large compared to the duration of the breach. That is, if the 
HEC 1 time interval is larger than the breach duration, the entire breach hydrograph may 
occur within a single time interval. Because HEC 1 computes and displays only end-of-
period discharges, the peaks occurring within a time interval are not known. 
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This potential problem of loss of volume and peak is apparent in the program 
output, which shows the short interval failure hydrograph and the location of the regular 
HEC 1 time intervals. It is important to be sure that intervals are small enough or else 
the downstream routings will be erroneous. 
The outflow from a dam breach may be reduced by backwater from downstream 
constrictions or other flow resistance. HEC 1 allows a tailwater rating curve or a single 
cross section (and a calculated normal-depth rating curve) to be used to reflect such flow 
resistance. 
The dam-break simulation assumes that the reservoir pool remains level and that 
HEC 1 hydrologic routing methods are assumed appropriate for the dynamic flood wave. 
Under the appropriate conditions, these assumptions will be approximately true and the 
analysis will give answers that are sufficiently accurate for the purpose of the study. 
However, care should be taken in interpreting the results of the dam-break analysis. If 
a higher order of accuracy is needed, then an unsteady flow model, such as the National 
Weather Service's DAMBRK (Fread, 1988), should be used. 
DAMBRK model 
Catastrophic flood occurs when a dam fails, and the impounded water escapes 
through the breach into the downstream valley. Usually the magnitude of the flow greatly 
exceeds all previous floods, and travel time is less than historical floods . Therefore, the 
DAMBRK model has been developed by the U.S. National Weather Service to be used 
for predicting the magnitude and timing of the dam break flood. DAMBRK, which was 
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first developed in 1977, has been adopted for use in the United States by most federal 
and state agencies concerned with darn safety and design. 
The DAMBRK model (Fread, 1988) represents the current state of the art in 
understanding darn failures and the utilization of hydrodynamic theory that has wide 
applicability; it can function with various levels of input data ranging from rough 
estimates to complete data specifications. The required data are readily accessible, are 
economically feasible to use, and do not require a major computational effort. DAMBRK 
is used to develop the outflow hydrograph from a darn and hydraulically route the flood 
through the downstream valley. The governing equations of the model are the complete 
one-dimensional Saint Venant equations of unsteady flow, which are coupled with 
internal boundary equations representing the rapidly varied flow through· structures such 
as darns that may develop a time-dependent breach. Also, appropriate external boundary 
equations at the upstream and downstream ends of the routing reach are utilized. The 
system of equations is solved by a nonlinear weighted four-point implicit finite difference 
method. The flow may be either subcritical or supercritical with fluid properties obeying 
either Newtonian or non-Newtonian plastic principles. Routing of a flood through a 
natural channel is performed using the Preismann scheme. The ftnite difference code 
employed in DAMBRK is based upon the scheme as presented initially by Cunge (1969). 
In applying the Priessmann scheme, the natural channel is described as a series of input 
cross sections in which physical properties are described as a function of depth. The 
National Weather Service DAMBRK (Fread, 1988) flood forcasting model uses a grid 
fiXed in space but not in time. Time step can be modified dynamically by the program. 
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To solve the resulting nonlinear equations, the Newton-Raphson itteration procedure is 
used. The hydrograph to be routed may be specified as an input time series or it can be 
developed by the model using specified breach parameters (size, shape, time of 
development). The possible presence of downstream dams that may be breached by the 
flood, bridge/embankment flow constrictions, tributary inflows, river sinuosity, levees 
located along the downstream river, and tidal effects is properly considered during the 
downstream propagation of the flood . The modified and expanded Saint Venant equations 
that DAMBRK uses are the conservation of mass equation: 
iJQ os(A+A,) 
-+---- q=O ax at 
and a conservation of momentum equation, i.e., 
(113) 
(114) 
where h is the water surface elevation, A is the active cross-sectional area of flow, A. 
is the inactive (off-channel storage) cross-sectional area, s is a sinuosity factor which 
varies with h, x is the longitudinal distance along the channel (valley), t is the time, q 
is the lateral inflow or outflow per linear distance along the channel (inflow is positive 
and outflow is negative in sign), g is the acceleration due to gravity, S, is the boundary 
friction slope, s. is the expansion-contraction slope, and S1 is the additional friction slope 
associated with internal viscous dissipation of non-Newtonian fluids such as mud/debris 
flows. The boundary friction slope is evaluated from Manning's equation for uniform, 
steady flow, using the following : 
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(115) 
in which n is the Manning coefficient of fric:tiol'al resistance, R is the hydraulic radius , 




in which k is the expansion-contraction coefficient varying from 0.0 to ± 1.0 (positive 
for a contraction, and negative for an expansion), and A(Q/A)2 is the difference in the 
term (Q/A)2 at two adjacent cross sections separated by a distance Ax. Lis the momen-
tum effect of lateral flow assumed herein to enter or exit perpendicular to the direction 
of the main flow. This term has the following form : 1) lateral inflow, L = 0; 2) seepage 
lateral outflow, L = -0.5qQ!A; and 3) bulk lateral outflow, L = -qQ/A. The term (SJ 
is only significant when the fluid is non-Newtonian. It is evaluated for any non-
Newtonian flow as follows (Fread, 1988): 
1e (b+2)Q (b+2)('rjK)b !Jb 
S=-[--+ ] 
I y ADb+l 2Db 
(117) 
in which 'Y is the fluid's unit weight, T0 is the fluid's yield strength, D is the hydraulic 
depth (ratio of wetted area to top width), b=llm, where m is the power of the power 
function that fits the fluid's stress-strain properties, and kappa is the apparent viscosity 
or scale factor of the power function. The Saint Venant equations, which are nonlinear 
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partial differential equations, are solved by an implicit four-point finite difference tech-
nique. This particular technique is used for its computational efficiency, flexibility, and 
convenience in the application of the equations to flow in complex channels existing in 
nature. In essence, the technique determines the unknown quantities (Q and h at all 
specified cross sections along the downstream channel-valley) at various times into the 
future; the solution is advanced from one time to a future time by a finite time interval 
(time step) of magnitude At. The flow equations are expressed in fmite difference form 
for all cross sections along the valley and then solved simultaneously for the unknowns 
(Q and h) at each cross section. Due to the nonlinearity of the partial differential 
equations, the Newton-Raphson method is used. Convergence of the iterative technique 
is attained when the difference between successive iterative solutions for each unknown 
is less than a relatively small prescribed tolerance. Usually, one to three iterations at 
each time step are sufficient for convergence to be attained for each unknown at all cross 
sections. 
The input data can be categorized into four groups. The first data group consists 
of program control parameters. The combination of values specified for these parameters 
determines the methodology of option used to route a specified hydrograph data. The 
second group is the spillway data and the storage parameters. The third group pertains 
to the routing of the outflow hydrograph through the reservoir or/and downstream valley . 
This consists of a description of the cross sections, the hydraulic resistance coefficients, 
and the expansion-contraction coefficients. The fourth data group is comprised of 
information pertaining to special options within the DAMBRK model. 
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The DAMBRK model has been tested by Fread (Fread, 1988) with satisfactory 
results on at least five historical dam break floods to determine its ability to reconstitute 
observed downstream peak stages, discharges, and travel times. Those floods that have 
been used in the testing are the 1976 Teton Dam, the 1972 Buffalo Cr~ek Dam, the 1979 
Johnstown Dam, the 1977 Toccoa Dam, and the 1977 Laurel Run Dam. Almost all 
possible downstream conditions, steep or mild, rough or smooth, and widening or 
narrowing, exist downstream from those dams. To su=arize, the features of 
downstream flood routing within DAMBRK are (Fread, 1988): 
(1) One-dimensional unsteady flow equations. 
(2) Weighted four-point implicit nonlinear finite difference solution. 
(3) Variable time step, and variable reach lengths between cross sections. 
( 4) Ability to create cross sections via linear interpolation. 
(5) Off channel storage effects. 
(6) Subcritical, supercritical, or/and mixed flows . 
(7) Lateral inflows from tributaries. 
(8) Expansion/contraction losses. 
(9) Internal computational checks to provide robust computational procedure. 
DAMBRK is considered the best available code for modeling dam failure floods 
and sudden transients in natural channels due to its relative robustness, accuracy, ease 
of use, availability, and documentation and special features in comparison to others. 
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DHM (two-dimensional) hydrodynamic model 
DHM is a hydrodynamic model of coupled two-dimensional overland and open 
channel flow . The set of fully dynamic two-dimensional unsteady flow equations, used 
by the DHM, consists of one equation of continuity: 
(118) 
and two equations of motion: 
(119) 
(120) 
in which q., qY are flow rates per unit width in the x,y directions; S,., S,Y represent 
friction slopes in x,y directions; H,h,g stand for water surface elevation, flow depth, and 
gravitational acceleration, respectively; and x,y,t are spatial and temporal coordinates. 
The above equation set is based on the assumptions of constant fluid density 
without sources or sinks in the flow field, and of hydrostatic pressure distributions. 
The local and convective acceleration terms can be grouped together and 
Equations 118 and 119 are rewritten as : 
an 
m, +[Sft +ik] =O ....... z=x,y (121) 
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where II1z represents the sum of the first three terms in Equation 118 or Equation 119 
divided by gh. Assuming the friction slope to be approximated by the Manning's 
formula, we obtain, in the SI units for flow in the x or y direction: 
(122) 
Equation 121 can be rewritten in the general case as: 
aH 




the symbol Z in Equation 123 indicates the flow direction which makes an angle of tan·1 
(q/qJ with the positive x-direction. Substituting into the continuity, we obtain: 
a aH a aH a a aH 
-K -+-K -+-(K )+-(K;n)~­ax •ax ay Yay ax x, ay at 
where K., K, are functions of m., my, respectively. 
(125) 
The finite difference techniques are used to solve the above set of equations. The 
integrated finite difference version of the nodal domain integration (NDD method 
(Hromadka and Yen, 1987) is used. The NDI nodal equation is based on the usual nodal 
system shown in Figure 21. Flow rates across the boundary are estimated by assuming 
linear trial function nodal points. 
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Figure 21. Two-dimensional finite difference analog. 
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The sensitivity of the model to time step selection is dependent upon the slope of 
the discharge hydrograph and the grid spacing. Increasing the grid spacing size 
introduces additional water storage to a corresponding increase in nodal point flood depth 
values . Similarly, a decrease in time step size allows a refmed calculation of inflow and 
outflow values and a smoother variation in nodal point flood depth with respect to time. 
The computer algorithm may self select a time step by increments of halving (or 
doubling) the initial user chosen time step size, so that a proper balance of inflow 
outflow to control volume storage variation is achieved. DHM uses an explicit time-
stepping algorithm to solve for the time derivative term. For large time steps or a rapid 
variation in the dam break hydrograph, a large accumulation of flow volume will occur 
at the most upstream nodal point. That is , at the dam break reservoir nodal point, the lag 
in outflow from the control volume can cause unacceptable error in the computation of 
the flood depth. One method that affects this error is the program to self select the time 
step until the difference in the rate of volume accumulation is within a specified toler-
ance. Due to the form of the DHM, the model could be extended into an implicit 
technique. However, this extension would require a matrix solution process which may 
become unmanageable for two-dimensional models that utilize hundreds of nodal points. 
The choice of grid size usually depends on available topographic data for nodal 
elevation determination and the size of the problem. Because the algorithm presented is 
based upon an explicit time-stepping technique, the choice of time step size and grid size 
is based on the well known Courant condition. The modeling result may become 
inaccurate when the time step size versus grid size ratio becomes large. A simple 
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procedure to eliminate this instability is to halve the time step repeatedly until 
convergence in computed results is achieved . The DHM model approximates channel 
bends, channel expansion and contraction, flow breakouts, and the general area of 
inundation. Additionally, the DHM model approach allows for :he inclusion of return 
flows to the main channel, which were the results of upstream channel breakout, and 
other two-dimensional flow effects, without the need for special modeling accom-
modations that would be necessary with using a one-dimensional model. 
Conclusions from Literature Review 
The main conclusion from this review is the fact that channel flood routing is 
important in the incremental damage assessment analysis and in determining necessary 
action to protect life and property from the effect of flooding . Many channel-routing 
models have been developed to route the flood that resulted from a breached dam. 
Different assumptions apply for different models. The applicability of those assumptions 
varies with both the flow conditions and the existing conditions of the downstream valley. 
In the next two chapters, we will compare different models for different conditions 
downstream. Also, we conclude that there has been no evaluation of the performance of 
the different models for predicting incremental stage, and there is limiting information 
on the evaluations of the models for predicting absolute stage, velocity, and travel time 
in mountain (i.e., Utah conditions) settings. 
CHAPTER ill 
EVALUATION OF TECHNIQUES AGAINST OBSERVED 
DAM BREAK FLOODS 
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In this chapter, we evaluate the performance of five flood-routing techniques, the 
two-dimensional , the dynamic wave (one-dimensional), Muskingurn-Cunge technique, the 
kinematic wave, and the normal-depth-storage routing, against observed dam break 
floods . This chapter contains three parts: description of the data sets, verification of the 
two-dimensional technique, and the evaluation of the techniques against observed dam 
break floods . Four sets of data are available: 
(1) Laboratory data consist of the 1960 and 1961 U.S. Army Corps of Engineers 
experiments for flood resulting from breached dams. The experiments were 
conducted in a wooden flume 4 feet wide and 400 feet long, constructed on a 
slope equal to 0 .005 . Water was impounded at station 200 by a simulated dam to 
a depth of 1 foot. A sample of the results from those experiments is shown on 
Figure 22 and Table 8. This set of data is used at the beginning to get familiar 
with the behavior of the selected models . Because of the fixed slope and the 
prismatic nature of the channel that doesnot meet with our objectives, we did not 
use this data either to verify the two-dimensional technique or to evaluate the 
different one-dimensional techniques. These data were used to obtain a general 
idea about breach flow routing characteristics. 
(2) Historical data collected from dam failure events. The data include five dams in 
the U.S. Those are the Teton Dam, Buffalo Creek Dam, Toccoa Creek at Kelly 
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Figure 22. Stage-time hydrographs (adapted from U.S. Army Corps of Engineers, 
1960). 
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Barnes Dam, Laurel Run Dam, and Quail Creek Dam. 
(3) The breach parameters data that contain information about 52 historical dam 
failures . The available information are the hydraulic properties (qmax, breach 
width, breach depth, Froude number, and shape factor), the reservoir capacity, 
the drainage area above the dam, the storage at time of failure, the duration of 
failure , the year built and failed, and a general description of the events. These 
data are used to generate the outflow hydrograph from the failed dam. The list 
of those dams is shown on Table 9. 
(4) Geometric data from 75 darns in Utah. These data are used to generate the 
different hypothetical cases used in this work. A list of those dams is shown in 
Table 10. 
Verification of the Two-Dimensional Model 
An unsteady flow hydraulic problem of considerable interest is the analysis of 
dam break and its downstream hydrograph. In this section, the main objective is to 
evaluate the two-dimensional DHM hydrodynamic model for the estimation of flood 
depths resulting from a specified dam break hydrograph. 
Although many dam break studies involve flood flow regimes which are truly 
two-dimensional, the two-dimensional case has not received much attention in the 
literature nor has it been compared to the simplified or the dynamic one-dimensional 
techniques. In comparing the two-dimensional DHM model with the observed stages, 
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Table 9. Breach characteristics of historical dam failures 
-:::.: y.., 
.. - ' . ..... w..., ... .... ........... .. .,._ """"- -"'"'*"' Will . ._ """" ._....., - -- T- -- "'""" ,_ • (m) (m) - (m~ (ml/s) ....... (m) (1) (2) (3) <•l (5) (6). (7) (8) (9) (10) 
1 Apisbapa. U.S.A 192G'I9ll "" • • 9 I:J/1:2 2.2S X IO' 6...1S )( 10, 91..5/111.5186.5 JO~ l Baldwin Hills., l' .S.A. '"111963 .. 19 1:2/I:U I. IOX lef 1.1 )( 10, 731 10116..} n~ 
) Bndfidd. £ncland 18&11116< ,. - - 3.20 X Iff 1.1:5 )( 10' -1 -1 - -• Bre&k. Neck RIAl. U.S.A. tmll902 1 - - 4.9 X 10"' 9.1 -1 -1 JO~ 1 s Bufr.aloCrcct.. U.S.A. 1t1211m " 128 1:1.6/I:I.J 6.10 X IOi 1.42 )( 10' ISll 911 12> " .. Bullock Drew Dike, U.S.A. 191111971 $.1 .., l:l/1:3 l.ll X 10" - ll.611Ult12.J S.l 
1 Caoyoa Lake. U.S.A. ltllllm • - - 9.8S )( 10' - -1 -1 - -I Qcaha Cn:d.. U.S.A. 197CVI970 1 .., l:lii:2.S 6.9 )( 10"' - -/ . -1 - -• Cocdly, Enc:land 1724/lflj II - - ).I X 10' - 67/ll.li.CU -
10 ........ EocJa..O 19051191:5 10~ - - 4.52X 10" 4.0 X (()I -1 -1 - -
II Elk City, U.S.A. lnstl936 • - l:l/1:2 7 • .C )(to' - .,,jf -1 - • ll Erioclak. Caaada 19101'1912 10~ - - - - 39 . .51 -1 - ..• 
I) Eudida de cu-. Bn.zil 19W'Im " - - 1.)6 X 10' 1.02 X 10' Ill/ -1 - " I• Fruklurt, Gcnnaay •~•m 10 - - J.S x rot 7.9 X 10 9.11 ... , ... 10.0 
IS Frenda l.aac:linc. U.S.A. 19Ufl9ll ll u 1:2/I::LS - 9.3 X (()2 ·" -1 - 14.1 " Frcoc.taau CRdt. U.S.A. IJS7/19S1 IU • l:lll:l 2.10 X 10' 1.41 X loJ 67/ $<1.<41 60.4 IU 17 Frias.Aqaatina IH:Vt970 - - 1: 111:1 - - 6lJ -1 - IS 
II Goose OccL U.S.A. 1~1916 • ) 1: 1..5/I :I .S JJ)6 X 10' S.6S )( 10' )O.j/ 22.3126.4 • • 1 
" GBnd R.aPck. U.s.A.. 117411900 7.5 1.7 l:l.s/1 : 1.,3; uxtO' - 12.21 6.0( 9.1 1~ ,. Hatchtowa.. U.S.A. IMt'ltt-4 19 • 1:211:1.3 1.4 )C 10' 2.1 x to• 110fi-40 . .U160.2 19.0 
ll Halfidd. U.S.A. . ,...,,, ... - - l.ll )( 10' ].4 )C 10' -1 -191.$ ... 
n Hebroa..U.S.A.. 191)/1914 II~ ).1 l:l/1:1..$ - - t.ttJO • .U o4S.7 IS.l 
D Johnston Oty. U.S.A. 1921/191t 0 1.1 t:4.73/t:L7.1 $.11 )IC tot - ll . .U 21 1.1 S.l .. ICaclcWn. lodia lffi/1951 ll.S - - 2..14xto- - JOt -1 - l>.l 
lS Kdly s.n.ea. U.S.A. , lfoCII'tm ll.l • I : UI:I $.0$ )( 10' 6.1 )( 101 lll, Ill~ IU . _ .. ,_...A..OO..U.S.A./ 119<11 ... \ 14.$ - - 7.7$ X 10" 2.Jl )( tO' -1 -1m ~·~ 
n ..... -.u.s.A. 19UIIm 21 
.. - ].12 )(tO" - 731 -1- II -
l8 l.atcFn.ca.U.S.:A. I...., ... " s l:l/1:2 1.6S. to' - )0(10.~ " ,. ,_......,__U.s.A. """"' I) - - '""'x'r 23 )( 10' -1 -Ill.$ 
I) 
JO Laond ,.__ u.s.A. --11917 I) - - 3.&1 x lOS I.OS X fO' -1-1- -
ll Lkdc Deer Creek. u.s .. 11Q/t963 l6 - - 1.13 )( 10" I.JJM 10' 731 -1 - 21.4 
ll 
lA-. 'tWo- 191311964 II - - t.96 x to' I.IMIO' -1-1 - -» L,....._ U.S.A. 19tli191S ,. ) .7 1:2/1:2 4.,: )( 10' - 107/ 111 fJ1 ,. 
)4 MUIIIIOlll. U.S.A. IJI91917 ll.l - - t.36x to' Ulxte)l -1 -19.2 ll.l 
)j -.JLiodia --11979 .. • l:lll:l 1.10 x ut - :><41-1- .. 
)6 Mdvile.U.S.A. 190711909 II ) 1:311: 1..$ - - II}/ -1- II 
J1 !< ................. 196lll967 " - - 1.1 M io-' 9.7 )(to' -1--J .. " )I Hotda Bnacta. U.S.A. --11917 - - - - 2.9 )( 101 -1-1- -
)9 Oa.ld'«d Park. u.S.A. --1190:! . . l.6 - - - Dl -1- .. .. 0.0.. B..UO 1960(1960 ».S - - 6.$)( Jo- I.IS x IQ"i --1- ».S 
.I O«o Rua. U.S.A. --11917 - - - - 6.0 x IOZ -1-1- -.. ................ u.s. --1197> "13 ).7 l:t.)411:1.J4 1.46 )( 10' - 191-1- 13 
.l s.Uea OliTcn. Brazil 1966/tm » - - 2.j9 )( 10' 1.2 x to' -1 -1161 )j .. Saady Run. U.S.A. --11917 I.S - - S.68 x 10" 4..3S )( roz .-1 -I- -., Schadrcr. U.S.A. --11921 JO.S ..• 1:311:2 ].92 )( 10"' 4.$ )( 10' liQf' -I- n.s .. ShcqoC=J<.U.S.A. 196911970 17 • l:lll:l 1.4])(10"' - lO.lll3.51 Zl 17 ., S"""""'"- U.S.A. 1897/t9Ct5 IO.S - - 4.1 )( 10" 9.6 )( tol ""-1- -.. SiolccrC=I<.U.S.A. 191~90 ll - - ]..)] )( 10"' - 9VC9.ll70.6 li.O .. !~'::!:':;".~ --11917 ;.. ,;;;~ .... ' .. - ·~· t...llx 101 -1-1- -,. 11111/0 ... '' ""'.,,. 
116 
Table 10. A list of some Utah dams 
No 01\H~E CODE No l<o OAH-NA.HE CODE No 
1 Quail creelc UTOOS l.< 39 Wide Hollov UT0032S 
2 Utah Paver ' UT0007'51 <O Hontes creek - UT002U 
l i9ht- Cutler 
3 Hillsite UT002l.2 <1 Blue creek UTOOOH 
• Mountain Dell UT0022l. <2 ~ashington Lake 01'0031.5 
5 Cunloek 0'1"00129 <3 Hol~ae.S UI'001<2 
• R.eca.pture creek UTOOS17 « Witt L&ke Ul'OOJJO 
7 I...onq P.a.rJc-DaC}9'ett tTI'OOJif>S .. Trial Lake tTl'OOJOl. 
8 Biq Sand wash OTOOOJ7 .. Paradise P:trk Ul'002(0 
• Sevier Bridge UT00272 47 MoDS UI'00002 
10 Uteh Poc.ter" Ul"'Ol.OO 48 Chepete. Lake UTOOO,fi9 
light Electric 
l.ake 
11 QUaU creek south OT00710 •• St:.arvlltion UTOOU9 
Dam Canyon 
12 Sldtb " Horehouse OT00280 so Wall Lal:.e OT00313 
13 Piute UT002.(9 51 Browns ·orav oioOJ941 
14· Po=uplne OT002S1 52 Cottonwood tll'OOJ90 
15 Nevcastl.e t1ro0227 53 Killer Flat urooz1o 
1< """"-creek uroo~s" 54 Brough 0'1"00353 
(OUch~) 
17 KU.1 Ke.a.dcW 0'1'00208 55 l<un<r Dn.v 01'00396 
18 \lldt:ney 1T1'0032.C 56 Balcer 1JT00618 
19 w~.tcreek OT00332 57 Etna Ul'OOJU 
20 F"""l't:h oroou7 58 Beaver creek trr0002( 
Lover 
21 Roc:tc;r Ford Bea:voer OX00259 59 Beaver Creek 01'00025 
Upper 
22 J:'.o1ob Croed: OT0016.C 60 ~Pots Ot'003(Hj 
23 ·Loyd$ Loloo UT003.C9 61 I~- rirst .sa. oroo::sao 
24 ~ Ul"'0343 <i2 I!OI:tn<l'boh otG0276 
County 
2S CI.evelADd. U1"00071 ., Ash Creek 01'00010 . 
26 x.ea.~s: x..e.kle U'l'00393 .. ~ U1"00139 
27 """"'P=IC OX00234 65 . Kerth Cl:'eelc 01'00229 
28 Oroo1.c.c .. East Pu1< 0'1'00098 
29 l!ineldl.e oroous 67 RoUson 01'00260 
30 
EnteJ:pri&e -
0'1"00309 68 Cit:y Creek 01'00680 
Debris . Basin 
31 Lopo!.nt trr0002<( 69 Ivins bench Ol'OOHS 
32 Hobbs trro01.CO 70 East Tbtothy trroo099 
33 ~ x.o)oes (S.L.) trro030.C 71 otter """ek tn'00235 
•• Red .Creek-Iron trr00255 72 Mona 01'00215 
35 . Sou:th .Creek - uroosse 73 North~est 1Jr00232 
wa.sb.ington Co. 
36 Birch creek No. 2 UTOOO.C1 7< Yankee trroOJJS 
>1 ICe:rmooott BJ.n.gh.a.l:l 01'0~ 75 Hill Hollov Ul.'0()207 
creek 
38 £nterpd.s-e ~oc;.rer tJT001.89 - . - -
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Hromadka and Yen (1987) concluded that the DHM model predicted more reasonable 
flood plain boundary than the one-dimensional models. Generally speaking, the difference 
between the two-dimensional DHM model stages and the observed stages is found to be 
less than a three percent variation in precicted flood depths (Hromadka and Yen, 1987). 
The U.S. Geological Survey DHM model developed in 1987 was first applied and 
verified by Hromak:a and Yen (1987) for the following applications: 
(1) Rainfall-runoff modeling 
(2) Dam break floodplain analysis 
(3) Flows onto a flat plain 
( 4) Two-dimensional flood flows a round obstruction 
(5) Estuary modeling. 
Literature on this application can be found in the U.S. Geological Survey, water 
resources investigation report number 87-4137. 
The DHM model has been tested with satisfactory results on four historical dam 
break floods and some laboratory data to determine its ability to reconstitute observed 
downstream peak stages, discharges, and travel times. Those floods that have been used 
in the testing are 1976 Teton Dam, 1972 Buffalo Creek Dam, 1977 Toccoa (Kelly 
Barnes) dam, and the 1977 Laurel Run Dam. However, only the Teton and the Buffalo 
floods will be presented here, since Toccoa and Laurel Run gave the same results in 
general, and the observed data from these historical failures were not sufficient. 
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Teton Dam 
The Teton Dam, a 300ft high earthen dam with a 3000 ft long crest and 250,000 
acre-feet of stored water, failed on June 5, 1976, killing 14 people, making 25,000 
homeless, and inflicting about $400 million in damages to the downstream Teton-Snake 
River Valley. Data from a geological survey report by Ray (Fread, 1977) provided 
observations on the approximate development of the breach, description of the reservoir 
storage, downstream cross sections and estimates of Manning 's n approximately every 
5 miles, indirect peak discharge measurements at two sites and rating curves at two sites, 
flood peak travel time, and flood peak elevations. The inundation area was as much as 
9 miles in width about 16 miles downstream of the dam. The computed outflow 
hydrograph from the BREACH model is shown in Figure 23. The downStream geometry 
and floodplain is shown in Figure 24. It has a peak value of 2,172,000 cfs, a time to 
peak of 1.43 hours, and a total duration of significant outflow of about 6 hours. Since 
the breach of the Teton Dam formed gradually over approximately a 1- to 2-hour 
interval, a steep negative wave did not develop (Fread, 1977). The inflow to the reser-
voir was insignificant. For these reasons, the reservoir surface remained essentially level 
during the reservoir drawdown. 
The computed peak discharge values along the 60-mile downstream valley are 
shown in Figure 26 along with four observed values at miles 2.0, 8.5, 43 .0, and 59.5. 
The average absolute difference between the compute and observed values is 3.2 percent. 
Computed peak stages compared favorably with observed values, as shown in Figure 25. 
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The DHM model was also applied to the failure of the Buffalo Creek Dam which 
collapsed on the Middle Fork, a tributary of Buffalo Creek in southwestern West Virginia 
near Saunders. The dam failed very rapidly on February 26, 1972, and released about 
500 acre-feet of impounded water into Buffalo Creek valley, causing the most 
catastrophic flood in the states's history with the loss of 118 lives, 500 homes, and 
property damage exceeding $50 million. Observations were available on the approximate 
development sequence of the breach, the time required to empty the reservoir, indirect 
peak discharge measurement at four sites, approximate flood peak travel times, and flood 
peak elevation (Fread, 1977). 
The time of failure was estimated to be in the range of 5 minutes, and the 
reservoir took only 15 minutes to empty according to eyewitness reports . Cross-sectional 
properties were specified for eight locations along the 15.7-mile reach from the coal-
waste dam to below the community of Man at the confluence of Buffalo Creek with the 
Guyandotte River (Fread, 1977). The downstream channel varies in width from a narrow 
section of 100 feet to a wider section of approximately 400 to 600 feet. 
The 15.7-mile reach consisted of two distinct sloping reaches. One was 
approximately four miles long, with a very steep channel bottom (0.016) , and the second 
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extended on downstream approximately 12 miles, with an average bottom slope of 0.008. 
Subcritical flow prevailed throughout the routing reach for selected Manning's n value 
of 0.06 (Fread, 1977). The outflow hydrograph is shown in Figure 27. The indirect 
measurements of peak discharge at miles 1.1, 6.8, 12.1, and 15.7 downstream of the 
dam are shown in Figure 28. The downstream geometry is shown in Figure 29 . The 
average absolute difference between the computed and observed values is 4 percent. In 
Figure 30, the computed discharges agree favorably with the observed. 
The selected n value by Fread (1977) was increased by 50 percent of the field 
value to represent dam break waves in the near area of the breached dam where 
extremely high flow velocities uproot trees, transport considerable sediment and boulders, 
and generally result in large energy losses. 
A profile of the observed peak flood elevations downstream of the Buffalo Creek 
Dam is shown in Figure 30, along with the computed elevations using Fread n values. 
The average absolute error from the estimates of the DHM model is 0.56 feet, and the 
maximum error is 1.05 feet. 
From the above results we conclude that DHM was able to simulate favorably 
the flood wave resulting from the failure of the Buffalo Creek Reservoir. The next part 
of this chapter extends this evaluation to the less sophisticated, one-dimensional flood-
routing techniques for those historical dam break events. 
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Figure 28. Observed and calculated DHM prediction of tbe peak stage profile 
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Figure 30. Observed and calculated peak discharge profiles downstream from Buffalo 
Creek Dam. 
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Evaluation of One-Dimensional Techniques 
The selected dam breach flood forecasting models described in Chapter II were 
applied to the Teton and Buffalo Creek dam-break flood events . The purpose of this part 
of the research is to test the accuracy of these models, and to ensure the superiority of 
the more sophisticated two-dimensional flood-routing model. 
Teton Dam 
The Teton Dam on the Teton River in Idaho failed June 5, 1976. The results of 
comparison are obtained by applying the various models to the Teton Dam data set 
obtained from Fread (1977) . The geometry of the downstream is shown on Table 11. 
Figure 31 shows the estimated peak stages from the different routing techniques. The 
same results are tabulated on Table 12. Figure 32 shows the estimated peak flows from 
the different routing techniques. The same results are tabulated on Table 13 . The errors 
for both the peak flows and peak stages are shown on Figure 33 and Figure 34, and 
tabulated in Table 14 and Table 15 , respectively. 
As we were expecting, the two-dimensional model was the closest to the observed 
values of peak stages and peak discharges. DAMBRK, the fully one-dimensional flow 
model, underestimates the stage for the widening sections and overestimates the stage for 
the narrowing sections. DAMBRK was able to predict both peak stage and peak flow 
better than the simplified routing techniques. The simplified flood-routing techniques, 
(normal-depth-storage routing, Muskingum-Cunge, and kinematic routing) predicted both 
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Table 11. DAMBRK input for Teton Darn downstream geometry (adapted from 
Fread, 1977) 
o. 5047. 
5027 . 5037. 5051. 5107 . 5125. 
0. 590. 820. 1130 . 1200. 
o. 
5 .0 lo985 . 
4965. 1,980. 5015 . 5020 . 5030 . 
0 . 850 . 1100 . 1200. 1300. 
0. o. 3500 . 4300 . 5300. 
8.5 4946 . 
4920 . 4930 . 4942. 1.953. 4958. 
0. .... 4000. 11000 . 15000 . 
0. 0. 0. 7000. 10000. 
16 . 0 4830. 
4817 . 4827. 4845. 4847. 4852. 
0 • .... 4000. 11000. 22000. 
o. 0. 30000. 27000 . 25000. 
22. 5 4820. 
4805 . 4812. 4814. 4825. 4830. 
0. 1000 . 1200 . 11000. 16000. 
o. 0 . 0. 6000 . 8000 . 
27.5 4800. 
4788 . 47'92. 4802. 4808. 4810. 
o. 286. 7000. 10000. 11000. 
0. 0. o. 3500. 5000. 
32 .5 4m. 
4762. 4n4. 4m. 4780. 4785. 
0. 352. 5000. 10000. 18000. 
0. 0. 9000. 16000. 24000. 
37. 5 . 4767. 
1,1'52 . 4763. 4768. 4m. 4m. 
o. 450. 3500. 6000 . 9000. 
o. 0. 4000 . 8500. IZOOO. 
41.0 4756 . 
4736. 47'56. U61. 4763 . 4768. 
0. 540. 2000 . 4000. 6000. 
o. 0. 3100. :5700. 5500. 
1.3.0 1.749. 
4729. 4737. 4749. 4757. 47'59. 
0 . 250. 587. 17'50. 2000. 
0. 0 . 0. 1500. zooo. 
51.5 4674. 
4654. 4659. 4<68. 4678 . 4683. 
0. 70. 352. 400. 420. 
o. 
59 . 5 4612 . 
4601 . 4604 . 4606. 4615 . 4620. 
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Observed and calculated peak stages from Teton Dam 
Mile: ~ DHM DAMl!RK S<onge Mus.· Kinem-
D.S. (ft) (ft) (ft) (ft) Cunge llie 
0 5135 5131.5 5136.4 5141 5140.5 5140.5 
5 5030 5030.3 5CTl7.7 5037 5036.2 5036 
8.5 4959 4959.5 4951.4 4952 4951 4950 
16 4855 4855.7 4850.5 4849 4851 4850 
22.5 4822 4823 4824.9 4827 4826.5 4826 
27.5 4801 4801.5 4804.9 4805 4805 4805 
32.5 4778 4778.8 4782 4783 4782.8 4782.8 
37.5 4770 4770.7 4774 4775 4774.5 4774.5 
41 4765 4765.5 4767.07 4769 4768.5 4768 
43 4759 4759.6 4758.8 4768 4766 4765 
51.5 4681 4681.2 4689.17 4700 469S 4693 
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Observed and calculated peak flow proflles from Teton Dam. 
Observed and calculated peak flows from Teton Dam 
Miles ~ DHM DAMBRK S1«.1ge Mus.- Kinem· 
D.S. (efs) (efs) (efs) Cunge atic 
0 2172000 2172000 2170954 1930373 1962208 1962000 
5 1250000 1265000 124-4728 1542932 1455138 !4SMJOO 
8.5 1000000 1040000 1099655 1453878 1419955 1418000 
16 480000 510000 488647 490909 507584 506000 
22.5 345000 390000 264412 311180 444047 442000 
27.5 275000 285000 243453 291190 336521 334000 
32.5 200000 210000 212332 258136 320421 315000 
37.5 120000 135000 154208 243015 306182 300000 
41 105000 127000 143614 235712 297735 290000 
43 95000 120000 142139 234433 293989 285000 
51.5 85000 105000 141181 231077 292280 284000 
59.5 78000 92000 141029 227419 289418 282000 
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Table 14. Errors in peale stage from Teton Dam 
Mil~ DHM Storage Kinem- Mus.- DAMBRK 
D.S. (ft) (ft) atic Cunge (ft) 
0 0.1 5.5 5.5 6 1.4 
5 0.~ .6.0 6.2 7 -2.3 
8.5 0.5 -8.9 -8.1 -7.01 -7.6 
16 0.7 -5.0 -4.2 -{i. l -4.5 
22.5 1.0 4.0 ~.5 4.9 2.9 
27.5 0.5 ~.0 4 ~.1 3.9 
32.5 0.8 ~.8 4.8 ~-9 4 
37.5 0.7 ~.6 ~.8 5.2 ~. I 
41 0.5 3. 1 3.5 4.1 2.07 
43 0.6 6.0 7.0 9.1 - .2 
51.5 0.2 12.0 14. 1 19.0 8.17 
59.5 0.1 13.0 15.2 20.0 8.1 
Table 15. Errors in peale flow from Teton Dam 
Miles DHM DAMBRK Sto<age Mus.- !Unem-
D .S . (cfs) (cfs) (cfs) Cunge atie 
0 0 -1000 ' -241600 -209000 -210000 
5 15000 __ -S200 292900 205100 203800 
8.5 ~ 99600 ~53800 419900 ~17800 
16 30000 8600 10900 27500 26000 
22.5 45000 -80500 -33800 99000 97200 
27.5 10000 -31500 16100 61500 58900 
32.5 10000 12300 58100 120000 115200 
37.5 15000 34200 123000 186200 180100 
41 22000 38600 130700 192700 185300 
43 25000 47100 139400 198000 190200 
51.5 20000 56200 146000 207200 199100 
59.5 14000 63000 149400 211400 204000 
135 
peak stages and peak discharges with higher errors compared to the two-dimensional 
model , or even to the DAMBRK model. 
Buffalo Creek 
The Buffalo Creek Dam on the Middle Fork River in southern West Virginia 
failed in February 1972. The results of comparison are obtained by applying the various 
models to the Teton Dam data set obtained from Fread (1977) . The geometry of the 
downstream is shown on Table 16. Figure 35 shows the estimated peak stages from the 
different routing techniques. The same results are tabulated on Table 17. Figure 36 
shows the estimated peak flows from the different routing techniques. The same results 
are tabulated on Table 18. The errors for both the peak flows and peak stages are shown 
on Figure 37 and Figure 38, and tabulated in Table 19 and Table 20, respectively. 
As we were expecting, the two-dimensional model was the closest to the observed 
values of peak stages and peak discharges. DAMBRK, the fully one-dimensional flow 
model, overestimates the peak stage and the peak flow. DAMBRK was able to predict 
both peak stage and peak flow better than the simplified routing techniques. 
The simplified flood-routing techniques (normal-depth-storage routing, 
Muskingum-Cunge, and kinematic routing) predicted both peak stages and peak 
discharges with higher errors comparing to the two-dimensional model, or even to the 
DAMBRK model. By reviewing the results from both Teton and Buffalo Creek Dam 
failures , the following conclusions are drawn: 
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Table 16. Buffalo Creek Dam downstream geometry (adapted from Fread, 1977). 
0. 
150:;.. 1508. 1515. 1525 . 
10 . 50. 200. ,so. 
0. 
0.6 
1457. 1459. 1464. 1478. 
275. 275. 275. 275. 
0 . 0. 100. 120. 
1.1 
1413 . 1415 . 1419. 1433. 
275 . 280. 320. 760. 
0. 0. 40. 50. 
3.6 
1201. 1203. 1207. 1216. 
215 . 220. 255. 460. 
0. 0. 40. 50. 
6.8 
1036. 1039. 1044. 1051. 
150 . 160. 215. 375. 
0. o. 40. so. 
9.5 
921. 927. 930. 936. 
115 . 185. 280. 530. 
o. 
12.1 
830. 836. 840. 845. 
80 . 180 . 350. 680. 
0 . 
15.6 
716 .7 723. 727. 732. 
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Observed and calculated peak stage profiles from Buffalo. Creek Dam. 
Observed and calculated peak stages from Buffalo Creek Dam 
Miks Ol>servcd DIIM DAMBRK Sronge Mus.- !Gn=-
D.S. (ft) (ft) (ft) (ft) Cunge &lie 
0 IS22 1522.3 1522.79 1521.9 1521.9 1521.9 
I 1428 1428.6 1429. 1425. 1426.9 1426. 
2 1340 1340.7 1342.1 1336. 1337.9 1337.1 
3.5 1210 1210.9 1212.7 1206. 1208. 1207.4 
6.7 1045 1046 1048.7 1041.7 1043.1 1642.5 
12 835 836 836.8 833. 833.9 833.6 
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Observed and calculated peak flows from Buffalo Creek Dam 
Miles ObSC<¥Od DHM DAMBRK St=ge Mus.- Kincm-
D.S. (cfs) (cfs) (cfs) (cfs) Cunge atic 
0 91000 92000 91500 90000 90000 90000 
1 60000 62000 62100 53000 56000 56500 
2 43500 46000 46400 37000 42000 42000 
I 
s 24500 25000 24700 20000 23700 24100 
6.1 13000 14900 19400 9000 10000 10600 
12 10000 11200 12500 6000 7000 8500 
14 9000 10150 9800 5000 6000 6800 
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Figure 37. Errors in peak stage from Buffalo Creek Dam. 
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Table 19. Errors in peak stage from Buffalo Creek Dam 
Miles OHM OAMBRK S<onge Kinem- Mus.-
O.S. a tie Cunge 
0 0.3 0.79 -.1 -.1 -.1 
0.6 1.0 -2.9 -2.0 -Ll 
2 0.7 2.1 -4.0 -2.9 -2.1 
3.5 0.9 2.7 -4.1 -2.6 -2.0 
6.7 1.0 3.7 -3.3 -2.5 -1.9 
12 LOS 1.8 -2.0 -1.4 -LI 
15.8 0.3 1.4 -1.8 -I.~ -LI 
Table 20. Errors in peak flow from Buffalo Creek Dam 
Miles OHM OAMBRK Stonge IGnern- Mus.-
O.S. alic Cunge 
0 1000 500 -100 -1050 -100 
I 2000 2100 -700 -4100 -3500 
2 2SOO 2900 ~ -1500 -1500 
s 500 · 200 -4500 ~ -500 
6.7 1900 6400 -4100 -3100 -2500 
12 1200 2SOO -4100 -3100 -200 
14 1150 800 -3900 -3000 -2200 
15.8 llOO 900 -3800 -2800 -1900 
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( 1) The differences between computed and measured peakwater surface profiles were 
large for all one-dimensional models, especially the simplified techniques. DHM 
was significantly more accurate than normal-depth-storage, Muskingum-Cunge, 
and dynamic routing . 
(2) Peak discharges computed with DHM were 100 to 118 percent of the measured 
peak discharges. DAMBRK, normal-depth-storage, Muskingurn-Cunge, and 
kinematic had peak discharges of 100 to 180 percent, 88 to 291 percent, 89 to 
370 percent, and 90 to 353 percent, respectively, of the measured values, with 
the higher errors being for attenuated downstream flows . Historical data on 
velocity and travel time for Teton and Buffalo Creek were not available, which 
prevents the evaluation of the different techniques against these parameters. 
(3) A more thorough evaluation of the routing techniques to provide a sound basis for 
selecting a dam breach flood-routing technique would require data on a wider 
range of downstream conditions. Since these data are not available, it was decided 
to use the more accurate DHM model to generate hypothetical downstream 
conditions, and then to evaluate the performance of the one-dimensional 
techniques against these hypothetical cases as discussed in Chapter IV. 
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CHAPTER IV 
ANALYSIS OF HYPOTHETICAL CASES 
This chapter contains a comparison of the one-dimensional models with the two-
dimensional for various controlled conditions. Those conditions are representative of the 
conditions below Utah dams. From the survey of Utah darns, ranges for different 
variables were obtained and used to develop different downstream conditions. 
Hypothetical Downstream Geometry 
Channel conditions 
One of the main objectives of this work is to compare different flood-routing 
techniques under different conditions downstream in order to defme the range of ap-
plicability of the various methods as they apply to the dam break problems under 
conditions that are typical of those found downstream of Utah darns. In Utah, we find 
that the steep and the mild, the rough and the smooth, the narrow and the wide, all exist 
downstream from a single dam. 
To get an idea about the range of geometry parameters, we reviewed the valleys 
downstream from 75 Utah dams from the files of the Office of the Utah State Engineer. 
These dams are listed in Table 21. We found that: 
(1) The slope ranges from 0.001 to 0 .1, where the mild slopes exist with widening 
sections, while the steep slopes exist where the valley is converging. 
(2) The Manning coefficient used in flood routing below these dams ranges between 
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.04 to .09. Danny Fread recommended increasing the Manning field value by 40-
70 percent at the beginning of the downstream. This can be explained due to the 
high turbulence in flow at the dam sight. 
(3) The rate of change of the bottom width ranges from almost zero to as high as 
0.5. The high values exist in both narrowing and widening valleys. 
(4) The side slopes (l:Z) range from 1 in the narrowing sections to 200 in the 
widening sections or alluvial fans. 
To cover the range of downstream conditions found in this survey, several 
hypothetical cases were developed, as follows: 
(1) Widening valley case: 
(a) Low channel slope of 0.002--generally subcritical flow conditions. 
(b) Mild channel slope of 0.01--generally critical or mixed flow conditions. 
(c) Steep channel slope of 0.03--generally supercritical flow conditions. 
(2) Narrowing valley case: 
(a) Low channel slope of 0.002--generally subcritical flow conditions. 
(b) Mild channel slope of 0.01--generally critical or mixed flow conditions. 
(c) Steep channel slope of 0.03--generally supercritical flow conditions. 
(3) A complex valley with widening, straight, and narrowing parts and a combination 
of steep and mild slopes. 
144 
Table 21. A list of the 75 dams in Utah that were analyzed 
OAJ1-HAJ1E CODE No ..  OAM-NAtU: CODE No 
Quail creek UT0051< ,. Wide Hollov UTOOJ25 
Utah Paver 1; UT00079 Hontes Creek · UT00216 
light- CUtler 
Hillsite UT00212 <1 Blue creek UT00044 
Mountain Dell UT0022l " Washinqt.on Lake trroo:ns 
Gunlock UT001.29 ,, Holmes UT001<2 
Recapture creek UT00517 Witt Lake trrOOJJO 
Long Park-Dagqett UT00365 .. Trh.l Lake trrOOJOl. 
Big Sand wash UTOOOJ7 46 Parad i se Park UT00240 
Sevier Bridge trr00272 ., l.d<1CS UT00002 
10 Utah Pover £ t.rrOOlOO Chepeta Lake UT00069 
light Electric 
lake 
11 Quail Creek south OT00710 •• StArvation trr00199 
D~ canyon 
12 Smith £ Morehouse UT00280 so Wall lake UTOOJlJ 
lJ Piute t7T00249 51 Brovns Ora~o~ UT·ooJ9<~ 
14 · Porcupine trr00251 52 Cottonwood UTOOJ90 
15 Nevc.astle UT00227 5J Killer Flat trr00210 
16 Red.Cr:eek UT002:54. .. Brough UTOOJSJ 
(Duchesne) 
17 HUl He.adov 01'00208 55 Warner Dra\1 UTOOl96 
lH Whitney UT0032.C 56 Baker UT00618 
19 Woodru.t"t creek UT003J2 57 Etna 0'1.'003 19 
20 Forsyth 01'00117 58 Beaver c:reeJc UT0002.C 
Lo\ler 
21 Rocky Ford Beaver OT00259 59 Beaver creclc 0'1'00025 
Upper 
22 Xolob Creek 0'1'00164 60 Twin Pots 0'1'00306 
2J Loyds Lo.ke UT00349 61 r..oq&n !irst dam 0'1'00380 
24 cra.ntsville U'l'003.CJ 62 North Obh IJT'00276 
County 
25 ClevelAnd . 0'1'00071 63 Asb Creek UT00010 
26 Ken's Lake OTOOJ9J 64 Gunnison DT00139 
27 OakG Park OT002J4 65 Nortb Creek IJ"'''0229 
28 HUntington 01'00144 66 East Pa.rk IJT'00098 
29 NinCJt~ile U'I'00138 67 Rolfson . UT00260 
JO Enterprise upper OT00309 68 city creek lrr00680 
Debris . &sin 
Jl Lapoint 0'1'00624 •• Ivins bench trr00149 
J2 Hobbs UTOOHO 70 East Ti.Jilothy trr00099 
" Twin Lakes (S.L.) 01'00304 71 Otter creek Ul'00235 
Red Creek-Iron trro0255 72 Hona lTr002l.S 
JS South .Creek - UTOOS88 7J Northyest OT002J2 
Washington Co. 
36 Birch creek No. 2 1JT00041 7< Yankee lrr003JS 
J7 Kennecott Bingba.m tiTOci039 75 Mill Koll.OOJ UT00207 
creek ,. Enterprise lover OT'00189 
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Reservoir and breach conditions 
A natural reservoir inflow flood hydrograph with a "probable maximum flood" 
(PMF) peak of 250,000 cubic feet per second (cfs), a 7-hours flood volume of 72,000 
acre-feet, and a triangular form was used as the inflow hydrograph to the reservoir. We 
used a 150 foot high darn with a 13 ,025 acre feet reservoir capacity at 0 .5 feet of 
overtopping. The surface area/elevation relation is shown in Table 22 and Figure 39, and 
the discharge/elevation relationship is shown in Figure 40. 
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A breach bottom width of 50 feet, side slopes of 1:1, and a time to failure of 0.2 
or 0 .8 hours are used as the breach parameters. 
Widening Valleys 
Widening valley is defmed, in this work, as the valley were the cross sections are 
diverging, and the rate of change of bottom and top widths is positive as we move 
downstream from the dam. The widening sections exist downstream from almost every 
existing dam. From reviewing Utah dams, widening sections exist with mild slopes 
(0.0005 to 0.009) most of the time. 
In this work, two hypothetical geometry files were created. One of those files has 
trapezoidal cross sections , while the other one has natural cross sections. Table 23 and 
Table 24 show the geometry of those files . For each case three slopes are chosen. Those 
are .002, .01 , and 0.03. The Manning coefficient, n, is kept constant at 0.05 . Each 
valley consists of 11 sections spaced 5000 feet apart. The same results are obtained from 
both trapezoidal and natural channel, except in the natural channel the errors are more 
distorted. Samples of the input files for different routing techniques are included in 
Appendix A. Appendix B includes samples of the spreadsheets used in the analysis of the 
model results. 
Mild slope case 
A slope of .002 creates a subcritical flow condition for both failure and no-failure 
flows . The time to failure was 0.8 hours. The downstream was of the trapezoidal cross 
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Table 23 . The geometry and cross section of the trapezoidal widening section 
SECTION STATION BOTTOM SIDE 
(FEET) WIDTH SLOPES(Z) 
1 0 500 10 
2 5000 600 20 
3 10000 700 40 
4 15000 800 60 
5 20000 900 80 
6 25000 1000 100 
7 30000 1100 120 
8 35000 1200 140 
9 40000 1300 160 
10 45000 1400 180 
1.1 50000 1500 200 
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Table 24. The geometry and cross sections of the widening cross section 
SECTION STATION HS1 HS2 HS3 HS4 
BS1 . BS2 BS3 BS4 
1 0 150 160 180 200 
100 500 900 1300 
2 5000 145 155 175 190 
200 800 1600 3000 
3 10000 135 145 160 175 
300 900 1900 4000 
4 1500 125 135 150 165 
400 1400 3000 5000 
5 20000 115 125 135 150 
500 1600 3500 6000 
6 25000 105 115 125 140 
700 2000 5000 8000 
7 30000 95 105 120 130 
900 2500 7000 • 9000 
8 35000 85 95 105 115 
900 2600 8000 10000 
9 40000 75 85 95 105 
1200 5500 10000 12000 
10 45000 65 75 85 95 
1500 7000 12000 14000 
11 50000 55 65 75 85 
2000 9000 14000 16000 
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sections. The flow diagram in Figure 41 shown below represents the inputs and the 
outputs from each step in the analyses . 
Geometry 
Roughness 
Inflow (% PMF) 
• • 
DHM DAMBRK 
HEC...1 • • • I Muskin~m-ll Cunge Kinematic J I Nonnal-Depth-1 Storage 
·-
/spreadsheets/ 
Figure 41. Flow chart for inputs, models, and outpuls. 
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Figure 42 shows the calculated stages from both the DHM and the DAMBRK for 
a section 25,000 feet downstream from the dam. We chose this section because it 
represents the other cross sections, it is located in the middle of the downstream, and the 
effect of the downstream geometry is totally developed. The one-dimensional 
DAMBRK mocel overestimates the stage for both failure and no-failure stages with a 
maximum error of 0.95 feet. The overestimated stage of DAMBRK can be due to the 
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Figure 42. Failure and no-failure stages from both DHM and DAMBRK models for 
a section 25,000 feet downstream from the dam in a widening valley with 
a slope of 0.002. 
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the estimated stage. Figure 43 and Figure 44 show the errors in different sections for 
failure and no-failure stages, respectively . The trend is for the errors to increase as the 
percentage of the PMF increases, and to decrease as we move downstream from the dam. 
Figure 45 shows the estimated stages from both normal-depth-storage routing and 
the DHM for a section 25,000 feet downstream from the dam. Normal-depth-storage 
routing overestimates the stages at high flows (50 percent PMF and above), and 
underestimates the stage at low flows . This can be explained by the amount of storage 
between the adjacent cross sections at high flows. At lower flows, the effect of the 
backwater curve is more dominant. The backwater effect is ignored in normal-depth-
storage routing. This will reduce the estimated stage from the normal-depth-storage 
routing. A general look at the performance of normal-depth-storage routing is shown in 
Figures 46 and 47 for failure and no-failure stages, respectively. Generally, the errors 
in failure and no-failure stages increase downstream from the dam, and with the increase 
in the peak inflow (i.e, percent PMF) . 
Figure 48 shows the estimated stage from the more accurate DHM model and the 
Muskingurn-Cunge technique for a section 25,000 feet downstream from the dam. The 
Muskingum-Cunge technique overestimates the flow with a maximum error of 2.0 feet 
for both failure and no-failure stages. This is due to the neglecting of a backwater curve 
in a subcritical flow regime. The convergence term shown in Equation 125 is used to 
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Figure 43. Errors io failure stage for DAMBRK model for different locations 
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%PMF 
1-- DHM.f. -+- STORAGE.F. -liE- DHM.NF. -a- STORAGE.N 
Figure 45 . Failure and no-failure stages from both DHM and normal-depth-storage 
routing models for a section 25,000 feet downstream from the dam in a 
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Figure 46. Errors in failure stage for the normal-depth-storage routing for different 
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Figure 47. Errors in no-failure stage for the normal-depth-storage routing for 
different locations downstream from the dam in a widening valley with a 
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Figure 48. Failure and no-failure stages from both DHM and Muskingum-Cunge 
models for a section 25,000 feet downstream from the dam in a widening 
valley with a slope of 0.002. 
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s -s + Qzg aA (126) 
ay o I A3 ax 
ax l-Fr 2 
A negative value of this term means that dy/dx is reduced and a higher stage will be 
estimated . A general look at the performance of the Muskingum-Cunge is shown in 
Figures 49 and 50 for failure and no-failure stages, respectively. The tendency is for the 
errors to increase downstream from the dam and as the peak inflow increases. 
Figure 51 shows the estimated stages from the DHM and the kinematic routing 
techniques. Kinematic routing overestimates the flow for both failure and no-failure 
stages with a maximum error of 3.5 feet . The kinematic routing technique ignores the 
convective acceleration terms, which will reduce the velocity in a subcritical flow 
conditions. This will increase the estimated stage. Figures 52 and 53 show the errors in 
failure and no-failure stages, respectively. The errors increase as the peak inflow 
increases for both failure and no-failure stages. The errors in failure stage increase as we 
move downstream from the dam, while the errors in no-failure stage decrease as we 
move downstream from the dam. 
In comparing the different models for a slope of 0.002, DAMBRK gives the 
smallest error among the four different techniques. Both normal-depth-storage and 
Muskingurn-Cunge gave smaller errors compared to kinematic routing. The poor 
performance of the kinematic routing is because criteria mentioned in Equation 64 are 
not satisfied . The maximum percentage error for each technique is shown on Table 25 . 
The maximum error in the failure and no-failure stages is shown on Table 26 . 
W ~ ~ ~ ~ 00 M 00 00 ~ 
%PMF 
--<- 4 _,._ 6 
--+<--10 
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Figure 49. Errors in failure stage for the Muskingum-Cunge for different locations 
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Figure 50. Errors in no-failure stage for the Muskingum-Cunge for different locations 
downstream from the dam in a widening valley with a slope of 0.002. 
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Figure 51. Failure and no-failure stages from both DHM and kinematic models for 
a section 25,000 feet downstream from the dam in a widening valley with 
a slope of 0.002. 
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Errors in no-failure stage for the kinematic model for different locations 
downstream from the dam in a widening valley with a slope of 0.002. 
Table 25. 
161 
Maximum percentage errors for the incremental stage for the widening 
valley case 
MODEL DAMBRK STORAGE MUS.-CUNGE KINEMATIC 
SLOPE 
.002 30 40 35 150 
.01 15 80 45 33 
.03 16 29 14 22 
Table 26. Maximum errors from both failure and no-failure stages for the widening 
valley case 
MODEL DAMBRK STORAGE MUS.-CUNGE KINEMATIC 
SLOPE 
.002 .95 2.5 2.0 3.5 
.01 .55 -1.75 -.6 -.55 
.03 .45 -1.1 -.95 -.85 
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Critical slope case (mixed flow) 
Generally, a slope of 0.01 creates a subcritical flow condition for no-failure flows 
and a supercritical flow condition for failure flows. A hydraulic jump usually exists in 
mixed flow situations like this . 
Figure 54 shows the calculated stages from both the DHM and the DAMBRK for 
a section 25,000 feet downstream from the dam. The one-dimensional DAMBRK model 
overestimates the flow for both failure and no-failure stages with a maximum error of 
0.55 feet. The overestimated stage of DAMBRK is due to the ignoring of the velocity 
in the lateral direction. This will reduce the velocity and increase the estimated stage. 
Figures 55 and 56 show the errors in different sections for failure and no-failure stages, 
respectively. The errors increase both with the increase in the peak inllow, and as we 
move downstream from the dam. The magnitude of the errors is smaller compared to the 
mild slope case (i.e. , slope of 0.002) . 
Figure 57 shows the estimated stages from both normal-depth-storage routing and 
the DHM for a section 25,000 feet downstream from the darn. Normal-depth-storage 
routing underestimates the stages for both failure and no-failure flows . This can be 
explained by the amount of storage between the adjacent cross sections and the effect of 
the backwater curve. The backwater effect is ignored in normal-depth-storage routing. 
This will reduce the estimated stage from the normal-depth-storage routing. A general 
look at the performance of storage routing is shown on Figures 58 and 59 for failure and 
no-failure stages, respectively. The errors increase downstream from the dam, and 
increase with the increase in the peak inflow. 
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Figure 54. Failure and no-failure stages from both DHM and DAMBRK models for 
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Figure 55. Errors in failure stage for the DAMBRK model for different locations 
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Figure 56. Errors in no-failure stage for the DAMBRK model for different locations 
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Figure 57. Failure and no-failure stages from both DHM and normal-depth-storage 
routing models for a section 25,000 feet downstream from the dam in a 











I ·I ~ r---. :....------ I ,_____..., r I /...- I ~I.-' 
I I ~ ........... 
/.• v 
~ 
10 20 30 40 50 60 70 80 90 100 
7.PIE 
166 
Errors in failure stage for the normal-depth-storage routing for different 
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Figure 59. Errors in no-failure stage for the normal-depth-storage routing for 
different locations downstream from the dam in a widening valley with a 
slope of 0.01. 
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Figure 60 shows the estimated stage from the more accurate DHM model and the 
Muskingum-Cunge technique for a section 25,000 feet downstream from the dam. 
The Muskingum-Cunge technique also overestimates the stage with a maximum 
error of 0.6 feet for both failure and no-failure stages. This is due to the neglecting of 
a backwater curve in a supercritical flow regime. The convergence term shown in 
Equation 125 is used to explain the results . A negative value of this term means that 
dy/dx is reduced and a higher stage will be estimated. A general look at the performance 
of the Muskingum-Cunge is shown in Figures 61 and 62 for failure and no-failure stages, 
respectively. The errors increase downstream from the dam, but generally decrease as 
the peak inflow increases. 
Figure 63 shows the estimated stages from the DHM and the kinematic routing 
techniques for both failure and no-failure stage. Kinematic routing underestimates the 
stage for failure and overestimates for no-failure stages resulted from a 50 percent PMF 
or less. The maximum error is 0.55 feet . The kinematic routing technique ignores the 
convective acceleration terms, which will reduce the velocity in a subcritical flow condi-
tions. Figures 64 and 65 show the errors in failure and no-failure stages, respectively. 
The errors increase downstream from the dam, and generally decrease with the increase 
in the peak inflow. In comparing the different models for a slope of .01, DAMBRK gives 
errors higher than Muskingum-Cunge and kinematic routing. The convergence problems 
that DAMBRK experienced due to near critical conditions at this slope are the reason 
behind the poor performance of DAMBRK. Both kinematic and Muskingum-Cunge gave 
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Figure 60. Failure and no-failure stages from both DHM and Muskingum-Cunge 
routing models for a section 25,000 feet downstream from the dam in a 
widening valley of slope 0.01. 
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Figure 61. Errors in failure stage for the Muskingum-Cunge for diiferent locations 
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Figure 62. Errors in no-failure stage for the Muskingum-Cunge for different locations 
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Figure 63 . Failure and no-failure stages from both DHM and kinematic routing 
models for a section 25,000 feet downstream from the dam in a widening 
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Errors in failure stage for the kinematic routing for different locations 
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Errors in no-failure stage for the kinematic routing for different locations 
downstream from the dam in a widening valley with a slope of 0.01 . 
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routing compared to the performance for S = 0. 002 is because the kinematic routing 
criterion mentioned in Equation 64 is satisfied. The maximum percentage error in the 
incremental stage for each technique is shown in Table 25. The maximum error in the 
failure and no-failure stages is shown in Table 26. 
Steep slope case 
A slope of .03 creates a supercritical flow condition for both failure and no-failure 
flows. The same five models are used here, too. Figure 66 shows the calculated stages 
from both the DHM and the DAMBRK for a section 25,000 feet downstream from the 
dam. The one-dimensional DAMBRK model overestimates the flow for both failure and 
no-failure stages with a maximum error of 0.45 feet. The overestimated stage of 
DAMBRK may be due to the ignoring of the velocity in the lateral direction. This will 
reduce the velocity and increase the estimated stage. Figures 67 and 68 show the errors 
in different sections for failure and no-failure stages, respectively. The errors in both 
failure and no-failure stages decrease downstream from the dam, and increase with the 
increase in the peak inflow (percent PMF). 
Figure 69 shows the estimated stages from both normal-depth-storage routing and 
the DHM for a section 25,000 feet downstream from the dam. Storage routing 
underestimates the stages for both failure and no-failure stages with a maximum error of 
1.1 feet. This can be explained by the amount of storage between the adjacent cross 
section in a narrowing valley. A general look at the performance of normal-depth-
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Figure 66. Failure and no-failure stages from both DHM and DAMBRK models for 
a section 25,000 feet downstream from the dam in a widening valley with 
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Errors in failure stage for the DAMBRK model for different locations 
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Errors in no-failure stage for the DAMBRK model for different locations 
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Figure 69. Failure and no-failure stages from both DHM and normal-depth-storage 
routing models for a section 25,000 feet downstream from the dam in a 















Figure 70. Errors in failure stage for the normal-depth-storage routing model for 
different locations downstream from the dam in a widening valley with a 
slope of 0.03. 
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Figure 71. Errors in no-failure stage for the normal-depth-storage routing model for 
different locations downstream from the dam in a widening valley with a 
slope of 0.03 . 
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respectively . The errors generally increase downstream from the dam, and as the peak 
inflow increases. 
Figure 72 shows the estimated stage from the more accurate DHM model and the 
Muskingum-Cunge technique for a section 25,000 feet downstream from the darn. 
Muskingum-Cunge technique underestimates the flow with a maximum error of .95 feet 
for both failure and no-failure stages. The convergence term shown in Equation 125 is 
used to explain the results. A positive value of this term means that dy/dx is increased 
and a lower stage will be estimated. A general look at the performance of the 
Muskingum-Cunge is shown in Figures 73 and 74 for failure and no-failure stages, 
respectively. The errors in failure stage seem to increase downstream from the darn and 
as the peak inflow increases. On the other hand, the errors in no-failure stage decrease 
downstream from the dam. 
Figure 75 shows the estimated stages from the DHM and the kinematic routing 
techniques for both failure and no-failure stages. Kinematic routing also underestimates 
the flow for both failure and no-failure stages with a maximum error of .85 feet. 
Kinematic routing technique ignores the convective acceleration terms, which will 
increase the velocity in a supercritical flow conditions. This will reduce the estimated 
stage. Figures 76 and 77 show the errors in failure and no-failure stages, respectively. 
The errors in failure stage increases downstream from the darn, while the no-failure stage 
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Figure 72. Failure and no-failure stages from both DHM and Muskingum-Cunge 
models for a section 25,000 feet downstream from the dam in a widening 
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Figure 73. Errors in failure stage for the Muskingum-Cunge model for different 
locations downstream from the dam in a widening valley with a slope of 
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Figure 74. Errors in no-failure stage for the Muskingum-Cunge model for different 
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Figure 75. Failure and no-failure stages from both DHM and kinematic routing 
models for a section 25,000 feet downstream from the dam in a widening 
valley with a slope of 0.03. 
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Figure 76. Errors in failure stage for the kinematic routing model for different 
locations downstream from the dam in a widening valley with a slope of 
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Figure 77. Errors in no-failure stage for the kinematic routing model for different 
locations downstream from the dam in a widening valley with a slope of 
0.03 . 
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In a comparison of the different models for a slope of 0 .03, DAMBRK did best. 
Both kinematic and Muskingum-Cunge gave smaller errors comparing to normal-depth-
storage routing. The maximum percentage error in the incremental stage for each 
technique is shown on Table 25 . The maxirr.am error in the failure and no-failure stages 
is shown on Table 26. 
Conclusions--widening valley 
In conclusion, the following statements can be made concerning the widening 
valley analysis: 
(1) The one-dimensional DAMBRK model overestimates the stage for both failure 
and no-failure stages with a maximum error within 1.0 feet; A maximum 
percentage error in the incremental stage of 30 percent is observed. The error in 
the DAMBRK model is explained by the neglecting of the velocity in the lateral 
direction. 
(2) Normal-depth-storage routing overestimates the stage for mild slopes (subcritical 
flow) and underestimates the stage for supercritical flow regime. Those errors are 
explained by the storage between the adjacent cross sections and the effect of the 
backwater curve in subcritical flows . The normal-depth-storage routing has poor 
results compared to the other routing techniques. A maximum error of 2 .5 feet 
in the failure stage and a maximum percentage error of 80 percent in the 
incremental stage is calculated. 
(3) Muskingum-Cunge overestimates the stage for mild slopes (subcritical flow 
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regime) and underestimates the stage for steep slopes or supercritical flows. This 
is explained from the convergence term in Equation 125. A positive value 
increases the stage, and a negative value decreases the stage. A maximum 
percentage error of 45 percent in the incremental stage is observed. 
(4) Kinematic routing overestimates the flow for subcritical flow (mild slopes) with 
a maximum error of 3.5 ft. The method underestimates the flow for high 
supercritcal flows (Fr=2.0 and above) . For the kinematic routing to give satis-
factory results, the criterion in Equation 65 should be satisfied. This criterion is 
not usually met for mild slopes such as 0.002. Figures 78 and 79 show some 
analysis on this criterion for different values of slope, Manning's coefficient, and 
flow rates. The results are for a cross section 25,000 feet In a trapezoidal 
prismatic channel of 500 feet width, and a side slope of Z= 10. The prismatic 
channel will not allow other factors to affect the results . 
(5) Different correlations or patterns are noticed between the errors in failure and no-
failure stages. These patterns vary from a certain technique to another. Analysis 
of these pattern and their effects on the incremental stage will be discussed later 
in this chapter. 
Narrowing Valleys 
Narrowing valley is defined, in this work, as the valley were the cross sections 
are converging, and the rate of change of bottom and top width is negative as we move 
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Figure 78 . Kinematic criteria for different Manning's coefficient for the trapezoidal 
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Figure 79. Kinematic criteria for different bed slopes for the trapezoidal prismatic 
channel case. 
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From reviewing Utah dams, narrowing sections exist with critical or steep slopes (0.009 
to 0. 05) most of the time. 
In this work, two hypothetical geometry files are created. One of them has 
trapezoidal cross sections, while the other one has natural cross sections. Tables 27 and 
28 show the geometry of those flies. For each case, three slopes are chosen. Those are 
0.002, 0.01, and 0.03 . The Manning coefficient, n, is kept constant at 0.05. Each valley 
consists of 11 sections, each ofwhich is 5,000 feet downstream from the preceding one. 
The same results are obtained from both the trapezoidal and the natural channel, except 
in the natural channel the errors are more distorted. 
Mild slooe case 
A slope of .002 creates a subcritical flow condition for both failure and no-failure 
flows. The time to failure was 0.8 hours. The downstream was the hypothetical 
trapezoidal geometry file . 
Figure 80 shows the calculated stages from both the DHM and the DAMBRK for 
a section 25,000 feet downstream from the dam. The one-dimensional DAMBRK model 
overestimates the flow for both failure and no-failure stages with a maximum error of 
1.6 feet. The overestimated stage of DAMBRK is due to the ignoring of the velocity in 
the lateral direction. This will reduce the velocity and increase the estimated stage. For 
no-failure this factor diminish because the flow is almost uniform. Figures 81 and 82 
show the errors in different sections for failure and no-failure stages, respectively. The 
errors in both failure and no-failure stages tend to increase downstream from the dam, 
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Table 27. The geometry of the trapezoidal narrowing valley 
SECTION STATION BOTTOM SIDE 
(FEET) WIDTH SLOPES(Z) 
1 0 1500 200 
2 5000 1400 180 
3 10000 1300 160 
4 15000 1200 140 
5 20000 1100 120 
6 25000 1000 100 
7 30000 900 80 
8 35000 800 60 
9 40000 700 40 
10 45000 600 20 
11 50000 500 10 
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Table 28. The geometry of the natural narrowing valley 
SE-~ION STATION HS1 HS2 H~3 HS4 
BS1 BS2 BS3 BS4 
1 0 150 160 180 200 
2000 9000 14000 16000 
2 5000 145 155 175 190 
1500 7000 12000 14000 
3 10000 135 145 160 175 
1200 5500 10000 12000 
4 1500 125 135 150 165 
900 2600 8000 10000 
5 20000 115 125 135 150 
900 2500 7000 9ooo · 
6 25000 105 115 125 140 
700 2000 500.0 . 8000 
7. .30000 95 105 120 ].30 
500 1600 3500 6000 
8 35000 85 95 105 ·• 115 
400 1400 3000 5000 
9 40000 75 85 95 105 
300 900 1900 4000 
10 45000 65 75 85 95 
200 800 1600 3000 
11 50000 55 65 75 85 
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Figure 80. Failure and no-failure stages from both DHM and DAMBRK models for 
a section 25,000 feet downstream from the dam in a narrowing valley with 
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Figure 81. Errors in failure stage for the DAMBRK model for different locations 
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Figure 82. Errors in no-failure stage for the DAMBRK model for different locations 
downstream from the dam in a narrowing valley with a slope of 0.002. 
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and as the peak inflow increases. 
Figure 83 shows the estimated stages from both normal-depth-storage routing and 
the DHM for a section 25,000 feet downstream from the dam. Normal-depth-storage 
routing underestimates the stages for both failure and no-failure stages. This can be 
explained by the amount of storage between the adjacent cross sections and the effect of 
the backwater curve. The backwater effect is ignored in normal-depth-storage routing. 
This will reduce the estimated stage from the normal-depth-storage routing. A general 
look at the performance of normal-depth-storage routing is shown in Figures 84 and 85 
for failure and no-failure stages, respectively. The errors increase downstream from the 
dam, and decrease with the increase in the peak inflow. The errors in failure stage are 
higher than the errors in the no-failure stage in all cases. 
Figure 86 shows the estimated stage from the more accurate DHM model and the 
Muskingum-Cunge technique for a section 25,000 feet downstream from the dam. 
Muskingum-Cunge technique also underestimates the flow with a maximum error of 1.5 
feet for both failure and no-failure stages. This is due to the neglecting of a backwater 
curve in a subcritical flow regime in a narrowing section. The convergence term shown 
in Equation 125 is used to explain the results . A positive value of this term means that 
dy/dx is increased and a lower stage will be estimated. A general look at the 
performance of the Muskingum-Cunge is shown in Figures 87 and 88 for failure and no-
failure stages, respectively. Generally, the errors increase downstream from the dam, but 
the pattern of the errors is not as clear as the other cases. 
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Figure 83 . Failure and no-failure Stages from both OHM and normal-depth-storage 
routing models for a section 25,000 feet downstream from the dam in a 
narrowing valley with a slope of 0.002. 
Figure 84. 
Figure 85 . 
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Figure 86. Failure and no-failure stages for both DHM and Muskingurn-Cunge 
routing for a section 25,000 feet downstream from the dam in a narrowing 
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Errors in failure stage for the Muskingum-Cunge routing for different 
locations downstream from the dam in a narrowing valley with a slope of 
0.002. 
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Errors in no-failure stage for the Muskingum-Cunge routing for different 
locations downstream from the dam in a narrowing valley with a slope of 
0.002. 
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Figure 89 shows the estimated stages from the OHM and the kinematic routing 
techniques for both failure and no-failure stages. Kinematic routing also overestimates 
the flow for both failure and no-failure stages with a maximum error of 5.0 feet . The 
kinematic routing technique ignores the convective acceleration terms, whic.!J. will reduce 
the velocity in a subcritical flow conditions. This will increase the estimated stage. 
Figures 90 and 91 show the errors in failure and no-failure stages, respectively. The 
errors tend to increase downstream from the dam. 
In a comparison of the different models for a slope of0.002, DAMBRK gives the 
smallest error between the four different techniques. Both normal-depth-storage and 
Muskingum-Cunge gave smaller errors compared to kinematic routing. The poor 
performance of the kinematic routing is because the kinematic routing criterion 
mentioned in Equation 64 is not satisfied. The maximum percentage error in the 
incremental stage for each technique is shown in Table 29. The maximum error in the 
failure and no failure stages is shown in Table 30. 
Critical slope case (mixed flow) 
In general, a channel slope of 0.01 creates a supercritical flow condition for 
failure flows and a subcritical flow condition for no-failure flows. The same five 
techniques are used here. 
128,: I I I I J--+--
1 I I I---- I 
1261 ~-r~ --r· -- --r--r l __ l--
1
---J-
124,· t ~--------_..., I f r _.... ----=- , ~__,~ 
w 12211--.!T,_-=Ji!!:==--1---l--i-___; _,.1.---'1--.4=""""~--1~1--+-i, 
~ 120+1 -4---4---4----i~~~~~~--+---+---;---~~· 
~ I _,V . •, 
VJ 118:~·~--~--~~~~~--~--+---+---+---~--~~ 
~- I 
116 l_:l-7_ I I I 
114, i i I 
112~·~--+---~-4~~---l---~-4---+--~ 
20 30 40 50 60 70 80 90 100 10 
%PMF 
o: OHM.F. + KIN.F. X OHM.NF. u KIN.NF. 
196 
Figure 89. Failure and no-failure stages for both DHM and kinematic routing models 
for a section 25,000 feet downstream from the dam in a narrowing valley 
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Figure 92 shows the calculated stages from both the DHM and the DAMBRK for 
a section 25,000 feet downstream from the dam. The one-dimensional DAMBRK model 
overestimates the flow for both failure and no-failure stages at high flows . The model 
underestimates the stages at low flow (no-failure flows) with a maximum error of 1.5 
feet . The overestimated stage of DAMBRK can be due to the ignoring of the velocity 
in the lateral direction. This will reduce the velocity and increase the estimated stage. 
The underestimated stages are due to the subcritical flow conditions where the backwater 
effect will reduce the stages. Figures 93 and 94 show the errors in different sections for 
failure and no-failure stages, respectively . The errors increase downstream from the dam, 
and as the peak inflow increases. Higher errors under this slope are predicted. This is 
due to the convergence problems that DAMBRK experienced with near-critical flow 
slopes. The convergence problems were overcome by allowing the hydraulic jump to 
move freely in both directions, upstream and downstream. 
Figure 95 shows the estimated stages from both normal-depth-storage routing and 
the DHM for a section 25,000 feet downstream from the dam. Normal-depth-storage 
routing underestimates the stages for both failure and no-failure stages. This can be 
explained by the amount of storage between the adjacent cross sections and the effect of 
the backwater curve. This will reduce the estimated stage from the normal-depth-storage 
routing. A general look at the performance of normal-depth-storage routing is shown in 
Figures 96 and 97 for failure and no-failure stages, respectively. The errors seem to 
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Figure 92. Failure and no-failure stages for both DHM and DAMBRK models for a 
section 25,000 feet downstream from the dam in a narrowing valley with 




Figure 93. Errors in failure stage for the DAMBRK model for different locations 
downstream from the dam in a narrowing valley with a slope of 0.01. 
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Figure 94. Errors in no-failure stage for the DAMBRK model for different locations 






















// ,...-- I 
IV 
10 29 30 40 50 60 70 80 90 100 
%PMF 
j-c- DHM.F. -+- STORAGE.F. --. DHM.NF. -a- STORAGE.N 
Figure 95. Failure and no-failure stages for both OHM and normal-depth-storage 
routing models for a section 25,000 feet downstream from the dam in a 
narrowing valley with a slope of 0.01. 
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Errors in failure stage for the normal-depth-storage routing model for 
different locations downstream from the dam in a narrowing valley with 
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Errors in no-failure stage for the normal-depth-storage routing model for 
different locations downstream from the dam in a narrowing valley with 
a slope of 0.01. 
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Figure 98 shows the estimated stage from the more accurate OHM model and the 
Muskingum-Cunge technique for a section 25 ,000 feet downstream from the dam. The 
Muskingum-Cunge technique also underestimates the flow with a maximum error of 1. 5 
feet for failure stages. This is due to the neglecting of a backwater curve in a subcritical 
regime. For the no-failure stage, a subcritical flow occurs in a narrowing section. The 
convergence term shown in Equation 125 is used to explain the results. A negative value 
of the convergence term means that dy/dx is reduced and a higher stage will be 
estimated. A general look at the performance of the Muskingum-Cunge is shown in 
Figures 99 and 100 for failure and no-failure stages, respectively. The errors increase 
downstream from the dam, and decrease as the peak inflow increases. 
Figure 101 shows the estimated stages from the OHM and the kihematic routing 
techniques. Kinematic routing underestimates the flow for low flows and overestimates 
the stage for high flows. The kinematic routing technique ignores the convective 
acceleration terms, which will reduce the velocity in a subcritical flow conditions and 
increase it in the supercritical flow. This will decrease the estimated stage for subcritical 
flow regimes and increase it in a supercritical flow regimes. Figures 102 and 103 show 
the errors in failure and no-failure stages, respectively. The errors seem to increase 
downstream from the dam, and decrease with the increase in the peak inflow. In 
comparing the different models for a slope of 0.01, OAMBRK gives higher errors 
compared to Muskingum-Cunge and kinematic routing. A slope of 0.01 creates near-
critical flow conditions, where OAMBRK experienced some convergence problems. 
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Figure 98. Failure and no-failure stages for both DHM and Muskingum-Cunge 
models for a section 25,000 feet downstream from the dam in a narrowing 
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Figure 99. Errors in failure stage for the Muskingum-Cunge modei for different 
locations downstream from the dam in a narrowing valley ,with a slope of 
0.01. 
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Figure 100. Errors in no-failure stage for the Muskingum-Cunge model for different 
locations downstream from the dam in a narrowing valley with a slope of 
0.01. 
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Figure 101. Failure and no-failure stages for both OHM and kinematic routing models 
for a section 25,000 feet downstream from the dam in a narrowing valley 
with a slope of 0.01. 
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Figure 102. Errors in failure stage for the kinematic routing model for different 
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Figure 103. Errors in no-failure stage for the kinematic routing model for different 
locations downstream from the dam in a narrowing valley with a slope of 
0.01. 
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downstream freely . 
Both kinematic and Muskingum-Cunge routing gave smaller errors compared to 
normal-depth-storage routing. The good performance of the kinematic routing is because 
the kinematic routing ci"iterion mentioned in Equation 64 is not satisfied. The maximum 
percentage error in the incremental stage for each technique is shown in Table 29. The 
maximum error in the failure and no-failure stages is shown in Table 30. 
Steep slope case (supercricital flow) 
A slope of 0.03 creates a supercritical flow condition for both failure and no-
failure flows . Figure 104 shows the calculated stages from both the DHM and the 
DAMBRK for a section 25,000 feet downstream from the dam. The one-dimensional 
DAMBRK model underestimates the flow for both failure and no-failure stages with a 
maximum error of 0. 7 feet. The overestimated stage of DAMBRK can be due to the 
ignoring of the velocity in the lateral direction. This will reduce the velocity and increase 
the estimated stage. Figures 105 and 106 show the errors in different sections for failure 
and no-failure stages, respectively. The errors increase as we move downstream from the 
dam. The errors in this case are smaller than the errors in the mild slope case (i.e. , 
0.002). 
Figure 107 shows the estimated stages from both normal-depth-storage routing and 
the DHM for a section 25,000 feet downstream from the dam. Normal-depth-storage 
routing underestimates the stages for both failure and no-failure stages. This can be 
explained by the amount of storage between the adjacent cross sections. This will reduce 
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Figure 104. Failure and no-failure stages from both DHM and DAMBRK models for 
a section 25 ,000 feet downstream from the dam in a narrowing valley with 




10 20 ;30 40 so 60 70 80 90 100 
%PMF 
.LI = __ ._:_= __ ;_o_---_ 6--....Jj · 
Figure 105. Errors in failure stage for the DAMBRK model for different locations 
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Figure 106. Errors in no-failure stage for the DAMBRK model for different locations 













I I I -+-7 
__.!.---f- I -~, 




I V1 I I I -w 
f I 
10 20 30 40 50 60 70 80 90 100 
%PMF 
1-- DHM.F. -+- STORAGE.F -- DHM.NF. -a- STORAGE.N 
212 
Figure 107. Failure and no-failure stages from both DHM and normal-depth-storage 
routing models for a section 25,000 feet downstream from the dam in a 
narrowing valley with a slope of 0.03 . 
213 
the estimated stage from the storage routing. A general look at the performance of 
normal-depth-storage routing is shown on Figures 108 and 109 for failure and no-failure 
stages, respectively. The behavior of the normal-depth-storage routing technique errors 
in narrowing valleys is different from the behavior in the widenir~ valley for the steep 
slope case: While the errors tend to increase downstream in the narrowing valley, they 
tend to decrease in the widening valley . A pattern in the behavior of the errors in failure 
stage is more detected than for the no-failure case. In both cases, the errors increase with 
distance downstream, and almost stay constant with the increase in the peak inflow. 
Figure 110 shows the estimated stage from the more accurate DHM model and 
the Muskingum-Cunge technique for a section 25,000 feet downstream from the dam. 
The Muskingum-Cunge technique also underestimates the flow with a maximum error 
of 1.8 feet for both failure and no-failure stages. The convergence term shown in 
Equation 125 is used to explain the results . A positive value of the convergence term in 
Equation 125 means that dy/dx is increased and a lower stage will be estimated. A 
general look at the performance of the Muskingum-Cunge is shown in Figures 111 and 
112 for failure and no-failure stages, respectively. As in the other methods in a 
narrowing valley conditions, the predicted errors in Muskingum-Cunge increase as we 
move downstream from the dam. 
Figure 113 shows the estimated stages from the DHM and the kinematic routing 
techniques for both failure and no-failure stages. Kinematic routing also underestimates 
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Figure 108. Errors in failure stage for the normal-depth-storage routing model for 
different locations downstream from the dam in a narrowing valley with 
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Figure 109. Errors in no-failure stage for the normal-depth-storage routing model for 
different locations downstream from the dam in a narrowing valley with 
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Figure llO. Failure and no-failure stage from both DHM and Muskingurn-Cunge 
models for a section 25,000 feet downstream from the dam in a narrowing 
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Figure 111. Errors in failure stage for the Muskingum-Cunge model for different 
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Figure 112. Errors in no-failure stage for the Muskingum-Cunge model for different 
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Figure 113. Failure and no-failure stage from both DHM and kinematic routing models 
for a section 25,000 feet downstream from the dam in a narrowing valley 
with a slope of 0.03. 
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The kinematic routing technique ignores the convective acceleration terms, which will 
increase the velocity in a supercritical flow conditions. This will reduce the estimated 
stage. Figures 114 and 115 shows the errors in failure and no-failure stages, respectively. 
The failure stage errors increase downstream from the dam, so the errors in section 2 are 
smaller than the errors in section 3, and so on. 
In comparing the different models for a slope of 0.03, DAMBRK did best. Both 
kinematic and Muskingum-Cunge gave smaller errors compared to normal-depth-storage 
routing. The good performance of the kinematic routing is because the kinematic routing 
criterion mentioned in Equation 64 is satisfied. The maximum percentage error in the 
incremental stage for each technique is shown in Table 29. The maximum error in the 
failure and no-failure stages is shown in Table 30. 
Conclusions--narrowing valley 
In conclusion the following statements can be made concerning the narrowing 
valley analysis: 
(1) The one-dimensional DAMBRK model overestimates the stage for both failure 
and no-failure stages with a maximum error within 2.0 feet. A maximum 
percentage error in the incremental stage of 15 percent is observed. The error in 
the DAMBRK model is explained by the neglecting of the velocity in the lateral 
direction. 
(2) Normal-depth-storage routing overestimates the stage for subcritical flows (mild 
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Figure 115. Errors in no-failure stage for the kinematic routing model for different 
locations downstream from the dam in a narrowing valley with a slope of 
0.03 . 
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are explained by the storage between the adjacent cross sections and the effect of 
the backwater curve in subcritical flows. The normal-depth-storage routing has 
poor results compared to the other routing techniques. A maximum error of 2.8 
feet in the failure stage and a maximum percentage error of 80 percent in the 
incremental stage are calculated. 
(3) Musldngum-Cunge overestimates the stage for subcritical flow regime (mild 
slopes), and underestimates the stage for steep slopes or supercritical flows . This 
is explained from the convergence term in Equation 125. A positive value 
increases the stage, and a negative value decreases the stage. A maximum 
percentage error of 28 percent in the incremental stage is observed. 
(4) Kinematic routing overestimates the flow for subcritical flow (mild slopes) with 
a maximum error of 5.0 ft. The method underestimates the flow for high 
supercritcal flows (Fr=2.0 and above) . For the kinematic routing to give satis-
factory results, the criterion in Equation 64 should be satisfied. This criterion is 
hard if not impossible to work under mild slopes like .002. Figure 78 and Figure 
79 show some analysis on this criterion for different values of slope, Manning 
coefficient, and flow rates. 
Complex Valleys 
Description of hypothetical case 
Complex valley is defined, in this work, as the valley where a combination of 
converging, diverging, and straight cross sections exists. Slopes from mild to steep exist 
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in complex valleys. For this reason, different regimes of flow, subcritical, supercritical, 
or critical exist in those valleys. The complex cross-section valleys exist downstream 
from all dams. In reality, there is no full widening or narrowing of valleys. As 
mentioned earlier, narrowing section.:: exist with steep slopes, while widening sections 
exist with mild slopes most of the time. 
Figure 116 shows the hypothetical geometry file created for this analysis. Table 
31 shows the cross-sections geometry. The slopes are chosen to vary from mild to steep 
slopes, so both subcritical and supercritical flow regimes exist. The Manning's 
coefficient, n, is kept constant at 0. 05 . The valley consist of 11 sections each is 5000 feet 
downstream from the preceding one. 
The frrst three cross sections of the valley is are a widening section with a slope 
ofO.Ol. This slope creates supercritical flow for failure cases and subcritical flow for no-
failure cases. The next three cross sections are a prismatic straight valley with a slope 
of 0.002 that creates a subcritical flow regime. The next two cross sections are a 
narrowing valley with a steep slope of 0. 05 that creates a supercritical flow. The last two 
miles are a mild slope of 0.005 widening valley that creates a subcritical flow. Moving 
from a supercritical to a subcritical flow suggests a hydraulic jump formation. DAMBRK 
is the only technique of the evaluated one-dimensional techniques that will consider the 
hydraulic jump. The estimated stages from different models for different cross sections 
are shown in Figures 117 to 126 for failure cases, and Figures 127 to 136 show the 
results for the no-failure cases. Each figure shows the estimated stage from different 
routing technique, for a certain cross section downstream. Generally, the results from 
----------
------ I Sec~1onal Plan at Bottom Elevation I 
- ----,__ I 
Longitudinal Section at Center~~:··· ·.,·.~~~;:·:..=---=;. ..... J 
2 3 4 5 6 7 
Cross Section No. 
8· 9 10 11 
Figure 116. Channel geometry for the complex valley (hypothetical case). 
Table 31. The cross-sections geometry for the hypothetical complex valley 
SECTION STATION BOTTOM BOTTOM SIDE 
(FEET) ELEVARTION WIDTH SLOPES(Z) 
1 0 1000 500 20 
2 5000 950 600 40 
3 10000 900 700 60 
4 15000 850 sao 80 
5 20000 840 800 80 
6 25000 830 600 60 
7 30000 500 700 60 
6 35000 330 600 I 40 
9 40000 so 500 20 
10 45000 55 600 40 
! 
11 5 0000 :;o 700 60 
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---- OHM --<- DB __,.__ STORAGE 
-e- KINEMATIC --+<- MUS.C. 
Figure 117. The failure stage from different models at section 1 in the complex valley 
case. 
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Figure 119. The failure stage from different models at section 3 in the ~mplex valley 
case. 
---- OHM -+-- DB _,.___ STORAGE 
-e- KINEMATIC ---><- MUS.C. 
Figure 120. The failure stage from different models at section 4 in the complex valley 
case. 
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---- OHM ---+- DB _...,._ STORAGE 
-a- KINEMATIC ->< - MUS.C. 
Figure 121. The failure stage from different models at section 5 in the,complex valley 
case. 
1--- OHM ---+- DB . -'"- STORAGE- , 
1--€!· KINEMATIC ·X M_u_s_.c_. ___ _ 
Figure 122. The failure stage from different models at section 6 in the complex valley 
case. 
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---- OHM ---- DB ----STORAGE 
--e- KINEMATIC --K· MUS.C. 
Figure 123. The failure stage from different models at section 7 in the complex valley 
case. 
....,... OHM -+-DB --sTORAGE 
--e- KINEMATIC -+<- MUS.C. 
Figure 124. The failure stage from different models at section 8 in the complex valley 
case. 
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__.,_ OHM -+- DB __,_ STORAGE 
--e- KINEMATIC -+<- MUS.C. 
Figure 125. The failure stage from different models at section 9 in the,complex valley 
case. 
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Figure 128. The no-failure stage from different models at section 2 in the complex 
valley case. 
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Figure 129. The no-failure stage from different models at section 3 in the complex 
valley case. 
'-a- OHM -+- DB 
1-a- KINEMATIC --><· MUS.C. 
--+-STORAGE 
Figure 130. The no-failure stage from different models at section 4 in the complex 
valley case. 
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_.,_ OHM -+-- DB _,._ STORAGE 
-a- KINEMATiC -->- - MUS.C. 
Figure 131. The no-failure stage from different models at section 5 in the complex 
valley case. 
1
_.,_ OHM -+-- DB 
-e- KINEMATIC -><- MUS.C. 
_.,._STORAGE 
Figure 132. The no-failure stage from different models at section 6 in the complex 
valley case. 
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~---- OHM -+--- DB 
-a- KINEMAnC -><- MUS.C. 
--- STORAGE I 
Figure 133. The no-failure stage from different models at section 7 in the romplex 
valley case. 
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Figure 136. The no-failure stage from different models at section 10 in the complex 
valley case. 
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failure and no-failure cases are similar, except for the magnitude of the errors. The 
errors in the failure cases are hlgher than the errors in the no-failure cases. Figures 137 
through 144 show the errors for different techniques at different locations downstream. 
Figures 145 through 152 show the results moving downstream. 
DAMBRK 
From the above results , the one-dimensional DAMBRK model overestimates the 
flow for both failure and no-failure stages with a maximum error of 0.9 feet. The 
overestimated stage of DAMBRK may be due to the ignoring of the velocity in the lateral 
direction. This will reduce the velocity and increase the estimated stage. For no-failure , 
this factor diminishes because the flow is almost uniform. Figures 145 and 146 show the 
predicted errors from DAMBRK model for 10, 50, and 100 percent of the PMF peak 
inflow. The errors increase with the increase in the peak inflow. Figures 137 and 138 
show the errors in failure and no-failure stages, respectively. The errors increase with 
distance downstream from the dam. This kind of trend exists downstream in the 
narrowing valley cases. We did not see the trend of the errors we were expecting in the 
widening part of the valley. This could be explained by the backwater effect of the other 
downstream conditions on the widening part of the valley. The errors in DAMBRK are 
smaller than the errors predicted from other simplified one-dimensional techniques. 
Normal-depth-storage routing 
Normal-depth-storage routing overestimates the stages for both failure and no-
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Figure 137. Errors for the failure stage from the DAMBRK for different cross sections 
in the complex valley. 
1
--- 2 --+- 4 _,.__ 6 
-a- 8 --><- 10 
Figure 138. Errors for the no-failure stage from the DAMBRK for different cross 
sections in the complex valley. 
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Figure 139. Errors for the failure stage from the normal-depth-storage routing for 
different cross sections in the complex valley. 
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Figure 140. Errors for the no-failure stage from the normal-depth-storage routing for 
different cross sections in the complex valley. 
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--;- 4 _,._ 6 
-><- 10 
Figure 141. Errors for the failure stage from the Muskingum-Cunge for different cross 
sections in the complex valley. 
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Figure 142. Errors for the no-failure stage from the Muskingum-Cunge for different 
cross sections in the complex valley. 
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Figure 143. Errors for the failure stage from the kinematic routing for different cross 
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Figure 144. Errors for the no-failure stage from the kinematic routing for different 
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Figure 147. Errors in Muskingum-Cunge failure stage for the complex valley case. 
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Figure 148. Errors in Muskingum-Cunge no-failure stage for the complex valley case. 
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Figure 149. Errors in kinematic routing failure stage for the complex valley case. 
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Figure 152. Errors in normal-depth-storage routing no-failure stage for the complex 
valley case. 
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narrowing valleys, thus confirming the trend observed in the widening and narrowing 
cases. Figures 151 and 152 show the predicted errors from normal-depth-storage routing 
technique for 10, 50, and 100 percent of the PMF peak inflow. The errors increase with 
the increase in the peak inflow. Figures 139 and 140 show the errors in failure and no-
failure stages, respectively. Normal-depth-storage routing cannot account for the effect 
of the hydraulic jump or a sudden change in the slope. This can be seen in the results 
of sections 4, 6, and 9, where the error exceeded 15 feet . Except for cross sections 4, 
6, and 9, the errors behave as they behave in the widening and narrowing valleys. 
Muskingum-Cunge 
Muskingum-Cunge technique also overestimates the flow in a widening sections. 
This is due to the neglecting of a backwater curve in a subcritical flow regime in a 
narrowing section. The convergence term shown in Equation 125 is used to explain the 
results . Figures 147 and 148 show the predicted errors from Muskingum-Cunge 
technique for 10, 50, and 100 percent of the PMF peak inflow. Tne errors increase with 
the increase in the peak inflow. Figures 141 and 142 show the errors in failure and no-
failure stages, respectively. Those results confirmed the results obtained in the narrowing 
and widening cases. A general look at the performance of the Muskingum-Cunge shows 
that Muskingum-Cunge gave good results except for sections 4, 6, and 9. This is due to 
the break in the slope and the hydraulic jump. As the other simplified one-dimensional 
techniques, Muskingum-Cunge did not give as good results at cross sections 4, 6, and 
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9. The magnitude of the errors predicted from Muskingum-Cunge is smaller than 
kinematic and storage routing. 
Kinematic routing 
Kinematic routing also overestimates the flow for widening sections and 
underestimates the stage for narrowing sections. The kinematic routing technique ignores 
the convective acceleration terms which will reduce the velocity in a subcritical flow 
conditions. In general, this will increase the estimated stage in a widening section, and 
reduce it in a narrowing section. Figures 149 and 150 show the predicted errors from the 
kinematic routing technique for 10, 50, and 100 percent of the PMF peak inflow. The 
errors increase with the increase in the peak inflow. Figures 143 and 144 show the errors 
in failure and no-failure stages, respectively. The trend of the errors is identical to the 
trend of the errors predicted from widening and narrowing valley cases. 
Generally, the errors increase with the increase of the peak inflow. The simplified 
techniques include gross stage errors at cross sections 4, 6, and 9. The high errors at 
these cross sections obscure local trends in the errors because results are only plotted 
every 5,000 feet. Comparing the different models, DAMBRK gives the smallest error 
between the four different techniques and was able to simulate the hydraulic jump. All 
simplified routing techniques failed to model the flow around the hydraulic jump and 
breaks in the slopes. 
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Incremental Stage 
Incremental stage is defined as the difference in stage between failure and no-
failure modes at a certain location downstream. From the definition we see that the errors 
in the incremental stage are a function of the errors in both failure and no-failure stages. 
A sample of the analysis on the incremental stage is shown in Table 32. Table 33 shows 
the incremental stages for a section 25,000 feet downstream in a widening case of a slope 
of 0.002 for a 50 percent PMF. From Table 33 we notice that DAMBRK did best. 
Tables 34 through 39 show the errors in the predicted incremental stage from different 
techniques under different downstream conditions. Different errors are predicted from 
different routing techniques. The values listed in Tables 34 through 39 represent the 
higher and the lower values of the predicted errors in each case. "Significant" down-
stream damages can be defmed in various ways. Most commonly, incremental stages 
exceeding two feet are considered to be significant, whereas incremental stage is defmed 
as the difference between the peak no-failure and the peak failure stage. Figures 153 
through 158 show a sample of those results for a section 45,000 feet downstream from 
the dam. Figures 153 and 154 show the incremental stage for a cross section 45,000 feet 
downstream from the dam, in a widening and narrowing valley with a slope of 0.002, 
respectively. In this case, kinematic routing did worse compared to the other one-
dimensional techniques. Figures 155 and 156 show the incremental stage for a cross 
section 45,000 feet downstream from the dam, in a widening and narrowing valley with 
a slope of 0.01, respectively . In this case, normal-depth-storage routing did worse than 
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Table 32 . Incremental stages (Cross section 6, 50 percent PMF) 
Case Slope DHM DAM- Musk.- Kinematic Storage 
BRK Cunge 
Widening 0.002 4.02 4.37 3.90 6.56 3.96 
0.010 4.73 4.89 4.57 4.69 3.90 
0.030 4.63 4.73 3.72 3.87 3.44 
Narrow- 0.002 3.27 3.24 3.38 6.49 3.17 
ing 0.010 4.72 5.16 4.56 4.67 3.95 
0.030 3.84 4.21 3.81 3.79 ' 3.64 
Table 33 . Example of the analysis on the incremental stage 
JWCREIENTAL $TAGE 
PEN:. !• ST..e STAQO STAGE sr..e ST..e 
I'EOC. X 010< 08 sroo..e CINEHA.TIC tt.IS-Gl 
10 13.4225 13.66 11.24 15.45 13.87 
20 11.1!67 12.13 9.1!6 13.88 12.41 
30 10.79 11.09 8.11 12.64 11.21 
<0 10 . 122 10.46 e.ot 11.81 10.48 
so 9.095 9.47 7.2.6 10.94 9.68 
60 8..387 8.8 6 . 61 10 .. Zt 9.05 
70 i..8 8.25 6.2 9.77 8.56 
ao 1.25 7.73 5.77 9.22 8.03 
w 6.7lS 7.29 5.34 8.64 7.51 
100 6.41 6.95 4.91 8.14 6.98 
IEiti;OR IN TtCE IMat:EKEM'TAL STAGE .. SToo..e QNEHAtlC KJS.W. 
0..2315 -z.1azs Z.OZJS 0.4473 
0.263 •Z.aaT Z.013 0.543 
0.3 ·Z.08 1..liS 0.48 
0..338 ·2.112 1.688 0.358 
0.373 ·1..1135 1.845 · a.sas 
0.413 -1.m 1.823 . 0.663 
0.45 ·1.6 1.97. 0.76 
0.48 •1.48 1.97 o.n 
0.51 •1.44 1. 1!6 0.73 
0.54 ·1.5 1.73 0.57 
X ER1t0R 10 TI<E IKaiaan'AL STI.GIO 
DB stORAGE CJNS(ATIC KJS.W .. 
0.017694 -<1.162.6 0.151052 0.03334 
0.022162 -G.16912 0.16963 0.04STST 
0.021804 -o.19277 o.1714SS o.04441!6 
0.033393 -<1.20865 0.166765 0.035369 
0.041231 -o.20176 0..20ZI!S9 0.064321 
0.049243 -o.21188 0.21736 0.079051 
O.OST692 -<1.20513 O.ZSZS64 0.097436 
0.066207 -o.20414 0.271124 0.101586 

















Errors in the incremental stage for 10 percent and 100 percent PMF in a 
widening valley with a slope of 0.002 
DAMBRK Muskingum- Kinematic Storage 
cunge 
10% 100% 10% 100% 10% 100% 10% 100% 
0.40 0.68 2.14 2.30 2.13 2.20 2.21 2.31 
0.35 0.54 1.38 0.03 2.31 1.21 1.61 0 . 54 
0.33 0.51 -0.30 -0.44 1.50 0.96 0.24 0.07 
0.30 0.45 -0.70 -0.53 2.18 1.24 -0.22 -O.l.9 
0.27 0.45 -0.05 0.26 2.61 1. 79 -0.01 0.19 
0.25 0.43 -0.14 0 . 12 3.00 2.29 -0.04 0.28 
0.23 0.38 -0.51 0.22 3.10 2.4 -0.56 0.21 
0.25 0.38 -0.60 0.08 3.20 2.3 -o.70 -o.io 
0.26 0.41 -0.65 0.01 3.21 3.05 -0.95 -.09 
















Errors in the incremental stage for 10 percent and 100 percent PMF in a 
narrowing valley with a slope of 0.002 
DAMBRK Muskingum- Kinematic storage 
CUnge 
10% 100% 10% 100% 10% 100% 10% 100% 
0.56 0.37 0.51 0.43 0.51 0.48 0.46 0.47 
0.63 0.36 -0.03 0.24 0.81 0.74 0.03 0.18 
0.81 0.19 0.03 0.06 1. 71 .. 3..35 -.02 -.21 
0.93 0.14 -0.05 0.00 2A9 1.85 -.20 -.08 
1.21 0.28 0.21 -0.06 3.30 2.09 -.14 -.15 
1.54 0.16 0.44 0.12 4.21 2.58 0.07 0.08 
1.39 0.56 -0.42 0.28 4.14 3.13 .:..,73 0.28 
1.64 0~48 -0.47 0.20 4.67 3.28 -.79 0.24 
1.76 0.41 -0.42 0 . 25 5.51 3.35 -.61 0.30 
















Errors in the incremental stage for 10 percent and 100 percent PMF in a 
widening valley with a slope of 0.01 
DAMBRK Muskingum- Kinematic Storage 
Cunge 
10% 100% 10% 100% 10% 100% 10% 100% 
0.19 0 . 34 0.65 0.29 0.47 0.29 0.47 0.13 
0.15 0.3 0.32 0.12 0.42 0.46 0.35 0.14 
0.13 0.31 -0.18 0.14 0.02 0.24 -.34 0.09 
0.11 0.27 -0.21 -0.15 0.02 -0.08 -.38 -0.35 
0.11 0.24 -0.26 -0.12 -0.04 0.04 -.75 -0.47 
0.09 0.25 -0 . 45 - 0 . 09 - 0.34 -0.02 -1.1 -0.50 
0.08 0.21 -0 . 29 -0.09 -0.21 -0.16 -1.2 -0.84 
0.08 0.22 -0.07 -0.09 -0.12 -0.59 -1.3 -1.36 
0.08 0.24 -0.10 -0.09 0.16 0.02 -1.1 -0.77 


















Errors in the incremental stage for 10 percent and 100 percent PMF in a 
narrowing valley with a slope of 0.01 
DAMBRK Muskingtlllt- I Kinematic Storage 
CUnge 
1.0% 1.00% 1.0% 1.00% 1.0% 1.00% 1.0% 1.00% 
O.l.l. 0.20 -0 . 1.2 0.08 -0.1.2 0.08 -.1.3 0.07 
0.1.5 0.1.7 -0.28 -1..1.8 ..:6".1.7 -1..1.0 -.23 -1..29 
0.30 O.l.l. 0.24 -1..03 0.22 -0.97 0.09 -1..1.3 
0.41. 0.03 0.32 :...o.11 0.29 -0.70 -.03 -1..1.0 
0.61. 0.1.3 -0.1.3 -0.73 0.1.3 -0.65 -.81. -1..53 
0.44 0.37 -0.1.5 -0.22 0.05 -0.27 -.51. -0.60 
0.71. 0.25 0.23 -0.91. 0.36 -1..08 . -.96 -1..61. 
0.99 0.37 0.73 -1..07 0.90 -1..08 -.54 -1..86 
1..04 0.37 0.58 -1..56 0.79 -1..50 -.80 -2.44 
















Errors in the incremental stage for 10 percent and 100 percent PMF in a 
widening valley with a slope of 0.03 
OAMBRK Muskingum- Kinematic Storage 
CUnge , 
10% lOOt 10% 100% 10% 100% 10% 100% 
0.12 0.23 0.29 0.20 0.29 0.20 0.29 0.20 
0.10 0 . 20 -0.37 -0.43 -0.32 -0.21 -.29 -0.39 
0.09 0.21 -0.12 -1.14 -0.10 -0.85 -.12 -1.00 
0.08 0.18 0.05 -0.62 O.J.1 -0.54 0.12 -0 . 54 
0.08 0.16 -0.07 -0.43 0.03 -0.32 -.05 -0.47 
0.06 0.16 0.06 -0.47 0.02 -0.39 0.02 -0.40 
0.06 0.14 0.11 -0.19 0.17 -0.17 .. o -: 14 -0.18 
0.05 0.09 0.08 -0.37 0.06 -0.38 0.02 ·-0.43 
0.05 0.16 0.25 - 0.33 0.18 -0.3 -.10 -0.45 
















Errors in the incremental stage for 10 percent and 100 percent PMF in a 
narrowing valley with a slope of 0.03 
DAMBRK · Muskingum- Kinematic Storage 
cunge 
10% 100% 10% 100% 10% 100% 10% 100% 
0.04 0.08 0.45 -0.06 0.45 -0.10 0.46 -0.11 
0.01 0.11 0.29 -0.55 0.34 -0.27 0.33 -0.45 
0.01 0.23 0 . 30 -0.24 0.31 -0.28 0.21 -0.32 
0.10 0.35 0.20 0.09 0.16 0.08 0.08 -0.15 
0.15 0.38 0.26 0.01 0.24 0.32 0.24 0.40 
0.28 0.48 0.08 0.05 0.12 -0.01 - • .01 -0.08 
0.33 0.54 0.09 -0.02 0.03 -0.06 -:.18 -0.16 
0.34 0.46 0.08 0.03 -0.07 -0.07 -.35 -0.56 
0.39 0.63 -0.33 -0.12 -0.45 -0.16 -.74 -0.30 
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Figure 153. Incremental stage for a cross section 45,000 feet downstream from the 
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Figure 154. Incremental stage for a cross section 45,000 feet downstream from the 
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Figure 155. Incremental stage for a cross section 45,000 feet downstream from the 
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Figure 156. Incremental stage for a cross section 45,000 feet downstream from the 
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Figure 157. Incremental stage for a cross section 45,000 feet downstream from the 




g 7 .. 
l 6 
~ 5 .. 4 E 
~ 
~ 8S: ::::--. 
.....,~ :::::::::: t::::---
j 3 --2 
0 
10 20 30 40 50 60 70 80 90 100 
% PMF 
1
--- OHM --+- 08 .:..,... MJS.C. 
~ -e- Kt£MAT1C --><-STORAGE 
Figure 158. Incremental stage for a cross section 45,000 feet downstream from the 
dam in a narrowing valley with a slope of 0.03. 
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the other one-dimensional techniques. Figures 157 and 158 show the incremental stage 
for a cross section 45,000 feet downstream from the dam, in a widening and narrowing 
valley with a slope of 0.03, respectively. Peak no-failure stage is also important because 
it determines the extent of flooding , and therefore which facilities will be affected by 
incremental flooding . This cross section is a good representative sample of the rest of the 
cross sections downstream from the dam. In all cases, flood-routing accuracy is crucial 
to obtaining meaningful results from an IDA. 
From the analysis of the different cases shown in Table 34 through Table 38, and 
in Figures 153 through 158, the following remarks are concluded: 
(1) DAMBRK overestimates the incremental stage within 1 foot absolute error and 
30 percent percentage error. For both widening and narrowirtg valleys, the 
absolute errors decreases with the increase in the peak inflow while the 
percentage error increases with the increase in peak inflow. This is due to the 
fact that the incremental stage decreases with the increase in the peak inflow. For 
the narrowing channel, we found higher errors in incremental stages at subcritical 
and near-critical flow conditions. For the case shown in Figure 153, DAMBRK 
would imply a critical flow (base safety condition) at 60 percent PMF based on 
a two-feet criterion for significant incremental stage, whereas the more accurate 
DHM showed the critical flow to be at 51 percent PMF. 
(2) Muskingum-Cunge generally underestimates the incremental stage for both 
widening and narrowing valleys with a maximum percentage error of 80 percent. 
Errors appeared to generally increase with increasing peak inflow rate. For the 
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case shown in Figure 153, Muskingum-Cunge would imply a critical flow (base 
safety condition) at 44 percent PMF based on a two-feet criterion for significant 
incremental stage, whereas the more accurate DHM shows the critical flow to be 
at 51 percent PMF. 
(3) Kinematic routing underestimates incremental stages for all cases except the 
subcritical flows, where it grossly overestimates, since the applicability criterion 
(Ponce, 1978) is not met. The effect is illustrated in Figure 153, where the two-
feet criterion for significant incremental stage is never met, even at 100 percent 
PMF, while the more accurate DHM showed the critical flow to be at 51 percent 
PMF. Thus kinematic routing cannot be recommended for use in estimating 
incremental stage for subcritical flow conditions. 
(4) For widening and narrowing cases, normal-depth-storage routing significantly 
underestimates incremental stages. These errors generally decrease with 
increasing peak inflow rate, but increase in the downstream direction. For the 
case shown in Figure 153, the normal depth storage technique would imply a 
critical flow (base safety condition) at 42 percent PMF based on a two-feet 
criterion for significant incremental stage, whereas the more accurate DHM 
shows the critical flow to be at 51 percent PMF. Incremental stage errors were 
so large that we do not recommend normal-depth-storage routing for use in IDA. 
(5) The incremental stage decreases as the peak inflow increases, which can be seen 
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Figure 159. Failure and no-failure stages versus the percentage of the PMF. 
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(6) Different incremental stage is obtained from different failure modes. Different 
error magnitudes are obtained from different failure modes. 
(7) The errors in the incremental stage are more distorted than the errors for the 
failure and the no-failure stages. 
(8) Special care should be given to cross sections where the valley goes from 
widening to narrowing, or where a hydraulic jump occurs, and or where there is 
a break in the slope. Simplified routing techniques were not capable of modeling 
these situations, and errors in the incremental stage up to 10 feet were calculated. 
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Travel Time (Time to Peak Stage) 
The time to peak is an important factor for developing an Emergency Action Plan 
(EAP) . Travel time gives an estimate to the time available to detect, react, and evacuate 
people from the flooded areas . The results are shown in Figures 160 through 165. These 
results are the time to peak that resulted from different techniques for a 50 percent PMF 
peak inflow. Figures 166 through 171 show the travel time for a section 45,000 feet 
downstream from the dam for the different techniques under evaluation. All the 
simplified one-dimensional routing techniques rounded the travel time to the nearest 0.1 
hour. The effect of rounding the results should be considered when analyzing the graphs. 
Analysis of the Figures 160 through 171 shows the following: 
(I) DAMBRK most frequently yielded the most accurate travel time predictions for 
narrowing and widening valley. DAMBRK consistently underestimated travel time 
within five minutes or 3 percent of the total travel time. This can be due to the 
higher velocity in the longitudinal direction, which will reduce the estimated 
travel time 
(2) For widening and narrowing cases, Muskingum-Cunge underestimates the travel 
time for supercritical flows and overestimates for subcritical flows . The estimated 
travel time is within 10 minutes or 6 percent of the total travel time estimated 
from the more accurate DHM model. Muskingum-Cunge ignores the local 
acceleration term, which will increase the velocity in the supercritical flow, and 
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Figure 166. Travel time for a section 45,000 feet downstream in a widening valley 
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Figure 167. Travel time for a section 45,000 feet downstream in a narrowing valley 
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Figure 168. Travel time for a section 45,000 feet downstream in a widening valley 
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Figure 169. Travel time for a section 45,000 feet downstream in a widening valley 
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Figure 170. Travel time for a section 45,000 feet downstream in a narrowing valley 
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Figure 171. Travel time for a section 45,000 feet downstream in a widening valley 
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(3) Kinematic routing underestimates the travel time within 20 percent of the total 
travel time for all cases, except for subcritical flows, where it grossly underesti-
mates the travel time with a magnitude of 1.1 hour or 40 percent of the total 
travel time. The underestimation of the travel :ime is due to the fact that 
kinematic routing uses the kinematic wave rather than the dynamic wave that 
works better under mild slope downstream conditions. 
(4) Normal-depth-storage routing underestimates the travel time for narrowing and 
widening valleys. The difference in travel time estimates from the DHM is within 
0.5 hour. Unlike the absolute stage comparison results, normal-depth-storage 
routing performs better than kinematic routing in all cases. 
Overall the performance of one-dimensional techniques in predicting the travel 
time showed that DAMBRK did best, and kinematic routing did worst. This overall 
ranking matches the degree of simplifications in representing the true flood-routing 
situation. 
Maximum Velocity 
Maximum velocity is also an important factor in determining the downstream 
hazard, which is defined as the potential loss of life or property damage downstream 
from a dam and/or associated facility due to flow rates released at the structure or waters 
released by partial or complete failure of the structure (U.S. Bureau of Reclamation, 
1989). Maximum velocity is dependent upon many factors . Some of these include peak 
discharge, channel roughness, channel obstruction and constrictions, and channel slope. 
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The maximum velocity together with the peak stage are needed in some criteria to 
determine the hazard level or the hazard zone as shown in Figure 172 from the U.S . 
Bureau of Reclamation (1989) guidelines for houses. The uncertainty in velocity estimates 
associated with different flood-routing techniques is studied by comparing those 
techniques under different downstream conditions. The velocity from the HEC 1 
techniques (Muskingum-Cunge, kinematic, and normal-depth-storage routing) is 
calculated by using the estimated depth and flow rate and the continuity equation Q = 
V * A. The predicted velocity for different downstream conditions is shown in Figures 
173 through 178. Those results are for a peak inflow of 50 percent of the PMF. The 50 
percent of the PMF is a representative of other percentages of PMF. 
From the above results, DAMBRK yielded the most accurate velocity predictions. 
DAMBRK consistently overestimated the maximum velocity for both narrowing and 
widening valleys. The velocity in the lateral direction that resulted from the two-
dimensional model was not considered in the comparison. This will reduce the estimated 
velocity from the two-dimensional model; thus, DAMBRK overestimated the velocity. 
Muskingum-Cunge underestimates the maximum velocity for both subcritical and 
supercritical flows as shown in Figures 173 through 178. This can be explained by the 
fact that Muskingum-Cunge ignores the local accelleration term in the momentum 
equation, which will reduce the velocity in general. Muskingum-Cunge did best after the 
DAMBRK model. 
The kinematic routing underestimates the maximum velocity for supercritical 
flows. For subcritical flows as shown in Figures 173 and 174, kinematic routing grossly 
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Figure 172. A sample of the USBR criteria (U.S. Bureau of Reclamation, 1989). 
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Figure 173. Maximum velocity for failure case at 50 percent PMF flow in a widening 
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Figure 174. Maximum velocity for failure case at 50 percent PMF flow in a narrowing 
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Figure 175. Maximum velocity for failure case at 50 percent PMF flow in a widening 
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Figure 176. Maximum velocity for failure case at 50 percent PMF flow in a narrowing 
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Figure 177. Maximum velocity for failure case at 50 percent PMF flow in a widening 
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Figure 178. Maximum velocity for failure case at 50 percent PMF flow in a narrowing 
valley with a slope of 0.03 . 
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overestimates, since the applicability criterion (Ponce, 1978) is not met. Kinematic 
routing uses the kinematic wave celerity, which implies a higher velocities in case of 
mild slopes. 
Normal-depth-storage routing underestimates the maximum velocity for all cases 
as shown in Figures 173 through 178. Normal-depth-storage routing did worst compared 
to other techniques, which matches the degree of simplification in representing the true 
flood-routing situation. 
The errors in maximum velocity are smaller compared with the errors in both the 
absolute stage and the incremental stage. In general, the velocity increases as we move 
downstream in a narrowing valley, and decreases in the widening valley. This is 
explained by the fact that the depth of flow increases downstream from the darn in a 
narrowing valley, and decreases in a widening valley. In other words, dy/dx is positive 
in a widening valley, and negative in a narrowing valley. Overall, the performance of 
one-dimensional techniques in predicting maximum velocities showed that DAMBRK did 
best again, and normal-depth-storage routing did worst. 
Errors Analysis 
The errors are defined, in this work, as the difference in stage between the 
measured (two-dimensional technique results) and the calculated stage from the one-
dimensional techniques. Different kinds of errors are estimated in this work. Those are 
the absolute errors, the maximum error, the average errors, and the percentage errors. 
Three uncertainty measures are of interest in this work. Those are the correlation 
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between the errors in failure and no-failure stages, and the standard deviations of the 
errors for failure and no-failure stages. Figures 179 through 181 are used to calculate the 
errors and the other uncertainty parameters. Figure 179 shows the predicted stage for 
both failure and no-failure stages !Tom the two-dimensional DHM model, and one of the 
one-dimensional techniques. The errors from failure stage are plotted against the errors 
from the no-failure stage as shown in Figure 181. Tables 40 through 45 summarize the 
correlation coefficients between errors in failure and no-failure stages for different 
models under different downstream conditions. The trend is for the correlation coefficient 
to decrease as we move downstream from the dam in the widening valley, and increase 
in the narrowing valley. 
DAMBRK errors of failure and no-failure stages are found to be highly correlated 
with a correlation coefficient ranges from 0.5 to 0.9. For widening valleys, the errors 
increase with the increase in the peak inflow and decrease as we move downstream from 
the dam. For narrowing valleys, the errors decrease as we move downstream, and 
increase with the increase of the peak inflow. Figures 182 and 183 explain those 
conclusions. 
Normal-depth-storage routing errors of failure and no-failure stages are found to 
be correlated with a correlation coefficient ranges from 0.2 to 0.8. For widening and 
narrowing valleys, the errors increase with the increase in the peak inflow and increase 
as we move downstream from the dam. Figures 184 and 185 explain those conclusions. 
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Figure 181. Example of the error in no-failure stage versus the error in failure stage 
Table 40. Correlation coefficients between errors in failure and no-flillure stages for 
a widening valley with a slope of 0.002 
c- DAMBU -- .,_..., -...... -Oooc< - ...... 
0 .91 0.9< ... , 0.9S 
0.99 0.77 0.16 0.12 
0.99 0.91 0.~ 0.97 
0.99 0.92 0.19 0.99 
0.99 0.91 OS7 0.99 
0 .99 0.96 0.88 0.9< 
0.99 0.92 0. .. 0.96 
0.99 o.93 0.20 0 •• 7 
0.9! 0.9S O.ll 0.96 




Correlation coefficients between errors in failure and no-failure stages for 
a widening valley with a slope of 0.01 
"""' DAMBRK Mu.si:incum "'-"' . ....., ....... -c...,e Rowin& ""'""' 
0.99 0.14 0.1' 0.33 
0.98 0.19 0.93 O.l!1 
0.99 0.18 0.11 0.90 
0.97 0.<6 0.41 0.56 
0.91 0.62 O.S6 0.71 
0.96 0.72 .. ., 0.82 
.... 0.6< 0.60 0.11 
0.96 0. 14 0.20 0.18 
0.9t 0.16 0.66 0.10 
10 0.99 0.22 0.1< o.71 
Correlation coefficients between errors in failure and no-failure stages for 
a widening valley with a slope of 0.03 
"""' DAI<IW: ............ "'-"" ·-""""' ..,.,.. ......... ...... ... 
0.91 0.39 0.39 0.41 
0.99 0.42 0.21 0.5< 
0.96 0.68 0.42 0.69 
0.93 0.60 0.22 0.59 
0.91 0.33 O.S6 0.7< 
0.91 0.94 0.18 0.92 
0.96 0.17 0.74 0.<7 
0.96 0.>3 0.<7 o ... 
0.99 0.39 0.<6 0 .47 




Correlation coefficients between errors in failure and no-failure stages for 
a narrowing valley with a slope of 0.002 
"""' DAMBRJ( Muskin(um """"""' """'&< · 
""""" «me< """'"" ""'""' 
0 . .., O.oiO o .... 0.38 
0.69 0.42 0.26 0.5> 
0.57 0.68 0.42 0.69 
0 .. 49 0.60 0.22 0.59 
0.<17 0.33 0.66 0.41 
0.5S 0.9< 0.88 0.91 
0.87 0.17 0.74 0.<6 
0.68 o.39 0.<6 0.<6 
0.69 0.41 O.<IS 0.50 
10 0.69 Q.28 0.26 Q.lO 
Correlation coefficients between errors in failure and no-failure stages for 
a narrowing valley with a slope of 0.01 
o.a D.....,... M~ucn ....._... ...... 
""""" «me< """""' ""'""' 
0.92 0.30 0.30 0.41 
0.84 0.93 0.80 0.92 
0.17 0.47 0.67 0.33 
0.73 0.59 0.59 0.92 
0.93 0.73 0.72 0.90 
0.97 0.18 0.89 0.9S 
0.97 0.90 ..,, 0.96 
0.93 0.69 0.76 0.92 
O.IIS 0.53 0.63 0.0< 
10 0.96 0.9< 0.58 0.13 





Correlation coefficients between errors in failure and no-failure stages for 
a narrowing valley with a slope of 0.03 
"""' DAMBRX M ....... m 
..........., ....... 
........ """"' """""' .-... 
0.93 0.22 0.20 0.22 
0.93 0.$9 0.14 0.67 
0.93 0.22 0. 17 0. 14 
0.96 0.10 0.14 0.60 
0.9< 0.>4 0.<14 0.2Jl 
0.99 0.73 0.4S 0.69 
0.93 0.17 0.17 0.42 
0 .96 0.14 0.14 0.17 
0.97 0.19 0.65 0.24 . 






....... ~ --G I 
·-+<- 10 . 
Figure 182. Example of the errors in DAMBRK for failure stage. 
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Figure 184. Example of the errors in normal-depth-storage routing for failure stage. 
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Figure 185 . The errors in normal-depth-storage routing for no-failure stage. 
Muskingum-Cunge errors of failure and no-failure stages are found to be 
correlated with a correlation coefficient range from 0.1 to 0.8. For widening and 
narrowing valleys, the errors increase with the increase in the peak inflow, but there is 
no clear pattern of the errors as we move downstream from the dam. 
Kinematic routing technique errors of failure and no-failure stages are found to 
be the least correlated, with a correlation coefficient range from 0.05 to 0.6. For 
widening valleys, the errors increase with the increase in the peak inflow and decrease 
as we move downstream from the dam . For the narrowing valley, the errors increase as 
we move downstream from the dam. 
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For all the techniques used, the errors in failure stages are higher than the errors 
in no-failure stages. Figures 186 through 189 show the errors in failure and no-failure 
stages for different routing techniques at a point 50,000 feet downstream from the dam. 
As mentioned earlier, the model that we used to model the errors is the linear 
model: 
where e is the error obtained from: 
where II1; refers to the one-dimensional model. 
We fit all the errors with a linear regression of the form shown in the above 
equation. A sample of those regressions is shown on Table 46 for a section 50,000 feet 
downstream from the dam in a widening valley with a slope of 0.002. Analysis of the 
residuals and the high values of R"2 from the regressions show that linear regression of 
the errors over the observed stage is a good fit . The regression line was able to explain 
85 to 99 percent of the variance in the variables. Figures 190 through 193 show the 
residual versus predicted stage plots for the regressions in Table 46. All of those 
residuals are less than 0.1 feet. There is no evidence of heteroscodasticity or non-
normality of the residuals. Values for Bo. Bl> and the standard error resulted from 
regressing the errors over the predicted stage are tabulated in Tables 47 through 51 for 
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Figure 187. The errors in failure and no-failure stages in normal-depth-storage routing. 
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Figure 188. The errors in failure and no-failure stages in Muskingum-Cunge. 
' ! 
! I I II : ~ I 
I i ~Vi 
0 -~1----+-l II I I I -
I ~ ~. ; ' ; '. ...+--' l -~~ 
I I I • I 
I I I i 
-1~~-4--+' --~~-4--+~ --~~~ 
0 50 100 150 200 250 300 
flow 
(Thousands) 
350 400 450 500 
Figure 189. The errors in failure and no-failure stages for kinematic routing. 
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Table 46. Regression lines for the errors from different models at a section 50,000 
feet downstream from the darn in a widening valley 
SECTION 
B.U. • 800 
PEAl( IN STAGE ERROR ERROR 
PERC. X DHH DB STORAGE 
10 1586.98 0.45 ·0.48 
20 1587.42 0.5 ·0.21 
30 1587.85 0.55 ·0.15 
40 1588.27 0.6 0.19 
50 1588.67 0.64 0.29 
60 1589. 09 0.68 0.39 
70 1589.49 o.n 0.44 
80 1589.89 0.75 0.58 
90 1590.31 0.78 0.7 
100 1590.69 0.81 0.82 
Regression output: 
Constant · •153.965 
Std Err of Y Est 0.011376 
• squared 0.992237 
Ko. of Observations: 
Degrees of Freecba 
X Coefffcfent(s) 0 .. 09731 




S'td Err of Y Est 0.080229 
• squared o. 967841 
No. of Observations 10 
oegn:es of Freedoaa 
x coefficient(s) o.mot6 
















Std Er-r of Y Est 0.047794 
• squared 0.851479 
No. of Observations 10 
Degrees of Freedoaa 8 
X Coefffcietlt(S) 0.086586 
Std Err of Coef.. 0.01ZT85 
Regression output: 
Constant -542.934 
Std Err of Y Est 0.069271 
• squared 0.977004 
No. of Observatfof.s 10 
Degrees of Frcedoal. 
X Coefftcfent(S) 0.341635 
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Figure 191. The residuals from the linear regression model on the errors from 
kinematic routing. 
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Figure 193 . The residuals from the linear regression model on the errors from 
DAMBRK. 
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Table 47 . Regression results of error versus failure stage from failure mode 1 
"""" DAN1W: w~...c..:.ee 
........., -
"""" .. .. .. .. 
0.0>< -.100 0.007 0.001 ... ., O. IJ7 o.o:u -l.S&6 0.137 -0.017 1.041 0.111 
0.071 ... .,. O.OQS O.QSJ -0.691 o.ou 0.110 -1.712 O.OJ9 0.:60 .... ., 0.03< 
0.102 -1.290 0.011 0.1-45 -2.430 ..... 0.111 -1.532 0.091 0.179 -3. 11-4 0.091 
0.106 -1. 170 0.1109 0.130 -uso 0.001 ..... -1. 111 0.109 0.1>2 .Z.612 0.111 
0.103 ·UIIO ..... 0.121 -1.712 o.ocs O.D99 - l.tll 0.079 0.119 "'·"" om< 
O.ID -UQS 0.01< 0,2Q ..]. 110 0.016 0.193 ... "' ..... ...... -s.m 0.119 
0.112 -1,002 0.013 0,2 .. ....., 0.1S6 0.2SI ...., 0.176 o.ns ...,., 0.1 .. 
0.121 -1.012 0,007 0.001 -1.390 0,061 0.03< .... .,, CI.OI!6 Cl.lll ....... 0.101 
0.161 -1.310 0,0>6 0.1&> 
_,..,. 
0.060 0,011 4B CI.O<I ....,, ... ,., o.on 
10 ...., -t.m ..... 0.120 -Lm O.IOl o.m -1.191 """ UIS ... ,. ...... 
Table 48. Regression results of error versus no-failure stage 
...... I>.UGia1( _...,_ - -
""""" . • .. . • .. . • .. . • .. 
I 0.011 0.111 0,0>6 o.Ol1 ..., .. ....., 4.031 ....,., ...., o.on ..,. ....., 
1 0.013 Cl.IID 0.0>6 oms .Q.lll o.o6S o.OlS 4191 ...,. ..... 4.367 0.06S 
' 0.011 ..... 0.011 Q.Oll 4lQ 0.041 0..1129 ...... 0.0.. 0.03< 4331 O,OQ 
• 0.019 0..1129 ..... O.Ol3 ...,. 0.01< OJill 4311 ...,. ..... ...... 0,091 
• 0.011 o.on ..... O.Cl9 .O.Alo4 0.107 Q.OS6 ....,, 0.104 0.000 ...... O.lll 
• o.Oll 0.011 0.011 O.OSI .0 . .01 0.107 ..... ....... 0.104 ...,. ...... 0.106 
1 0.019 o.on Q.OOI O.Gll .Q.3ll ..... O.QSJ ....,., 0,091 ..... .Q.Sll 0,01 
;_ 
I O.CIZl 0.001 0.007 0.071 ...... o.<m 0.066 ....... <Um Q.Oil ....,. ....., 
• 0,021 4011 ..... O.Cl9 .. ,1 CI.OI!6 OJill .o.2&1 ...... CI.OI!6 .. .sa 0,079 
10 ...., .0.017 0,0>6 CI.OI!6 4.<10 0,019 O.QSJ .. = o..an ..... ..,., ..... 
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Table 49. Regression results of error versus incremental stage from failure mode 1 
......... DAI<BRX M~...O..CC "'"""""' -
"""""' s. s. s. s. 
~.019 O.CS9 0.013 o.os:z -4.091 0.19S .. ., .O.G9l 0.19S CI.06l -0.221 0.19S 
.0.021 0.4]7 0.011 0.066 ..0.061 O.I&S 0.060 .0.062 O.I&S 0.011 ·CUS2 O.lll 
.0.026 0.399 -~OIS .0.029 0.1<45 0.093 .Q.OI:S 0.192 0.091 ... .., o.I<J 0.091 
.0.021 0.362 0.013 -0.022 0.1<41 0.154 .0.012 0.16< 0.156 .0.027 .0.089 0.1$1 
.0.026 o.JI5 0.014 Q.007 .0.101 O.ll] 0.019 0.03$ 0.1>2 -0.02] -O.l62 ... ., 
-4.031 o.JI2 0.016 ...... 0.071 0.12S ....,. OJI7I 0.13< ....,. .o.JSI 0.1]2 
.0.021 Cl.l!l 0.012 ...... 0.113 0.176 ... .., ..,.. 0.192 ...... ....,. 0.1<2 
-0.03$ 0.310 0.012 0.106 .0.112 0.120 ...., .0.674 O.Ul ....., -l.GQ 0.101 
.0.0>9 UJ7 0.013 .oJ117 ....,, 11.074 0.0<2 ... .., ...,. .0.136 ..., .. O.i41 
to ...... ..... 0.012 CLOSS .o.J21 ..... 0.015 ..., ..... ...... ....., ..... 
Table 50. Regression results of error versus failure stage from failure mode 2 
........ DAI<BRX ~ "'"""""' -
"""""' . • s. . • s. . • s. . • .. 
I 0.190 -:S.IS9 0.011 ·= -6..410 0.000 0.2Sl ~ .... 0.000 0.2Sl -6.JII 0.010 
2 Cl.226 -:5.001 0.019 0.196 ...... O.IU 0.304 -:5..101 0.113 Cl.l07 ·?.lSI ...., 
3 ..,. ~130 ..... 0.474 .. .379 0.201 0.261 ·3.161 0.160 0.690 -15.102 G.211 
4 Cl.2!l ~.60 0.0)1 G.lll oo5 • .UI 0.121 ..... ..,.., 0.113 ..... -11.171 0.154 
s 0.219 •3.021 0.001 ..., ....... ..... ...,., 1.614 ..... ..,.. ... .... CI.S91 
6 ..... ·:US I O.G74 ..,.. -4.371 o.Jl6 ...... 2.SlO ..... II.QI ·11.444 0.40> 
7 0.062 -0.381 0.126 ... .,., 9.299 (l.(i.~ . ... ,.,. 12.260 G.S37 -O.S91 ..,., 0.920 
• O.QZJ 0.169 0.147 ...... 9.002 o.m ....,. ll.6lO ...., ...... 7.619 0.9<7 
• 0.014 ll.32S 0.168 ....,. IG.411 0.121 ....,. 1l.IS7 G.S21 ...... ..,.. 0.990 
10 ..... ...... 0.00 0.1&2 -l.m G.211 .. ... ....,. 0.2AI 0.763 -10.166 o.JI5 
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Table 51. Regression results of error versus incremental stage from failure mode 2 
""""" DAt.CBRK Wv.t:kiaclllll.O..CC """"""' ....... 
""'""' s. '· .. .. 
.0.021 I.QSI 0.013 -0.011 I .SS t 0.063 -o.Oil 1.550 0.061 -0.011 1.5<7 0.060 
.O.OJO 0.172 0.014. 0.002 0.7S) 0.090 ..0.019 2.011 0.014 -0.019 0.006 0.07> 
-o.o.u 0,191 0.02S .0.065 1. 112 O. I-4S .o.rm 1.132 0.121 -0.101 -0. 116 0.121 
.., ... 0.101 0.011 -0.041 0.911 0. 106 0.010 1 .... O.lll -o.IIO -0.7ll 0.110 
.0.042 0.704 0.024 .0.078 0.191 0.2<1 .o.an 2.461 0.2<3 ·G.11l -4.191 ..,., 
..0.051 0.697 ...,. .0.019 0 . .., 0.20! 0.011 1.921 0.211 .0.167 -1.062 0.197 
.0.033 ..,. O.QlO .0.729 1.116 0.4,:1 -4.l04 2.970 0.491 .0.3<1 -G.309 o.m 
... 0<2 o.m O.Qll -o.261 0.941 O.IJO -o.226 2.91> 0.5<1 -G.liJ -G.20Z .. .., 
.Q.Ol9 o.•u ..... ..0.611 3.360 I-"'' ..... I S.<OO 1.360 .0.72:1 1.71! ..... 
10 ...... ..,. .. ., ...... .0.169 ..... ....., 2.041 ..,.. .Q.DI ... .., o.m 
mode 2 has a time to breach of 0.2 hours. The values of R2 are tabulated in Tables 52 
through 56. The trend is for the R2 to increase as we move downstream from the darn 
for the errors in the absolute stage, and to decrease for the errors in the incremental 
stage. 
We tried some dimensionless analysis on the errors to see if it is possible to 
develop a general relationship to be used for error prediction. We divided the inflow by 
the corresponding normal flow Q., and we divided the errors by the corresponding 
normal depth. The dimensionless terms did not show any difference in the way that the 
errors look. Figure 194 through Figure 197 show a sample of those results . 
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Table 52. R2 of error versus failure stage from failure mode 1 
"""' OAMBRK Musbft(llm 
.........., ....... 
""""' .c."" Ro(vinc """'"' 
0.99 0.91 0 .91 0.98 
0.99 0.78 o ... O.r7 
0.99 0.76 0.69 0.13 
0.99 0.67 0.$) 0.68 
0.98 0.66 0.>1 0.1< 
0.97 0.13 0.76 0.13 
0.99 0.61 0.>1 0.68 
0.9S 0.17 0. 14 0.13 
0.99 O.rl 0.66 0.91 
10 0.99 0.39 0.71 0.97 
Table 53. R2 of error versus no-failure stage 
"""' DAMBitX Muskia(um """"""' -""""" ~ ...... ""'""' 
0 .98 0.12 O.rl 0.12 
0.98 O.D 0.16 0.1< 
0.96 0.14 0.1) 0.11 
0.98 0.$9 0.68 0.>9 
0.97 0.68 0.68 0.67 
0.96 0.>9 0.>1 .. ., 
0.97 0.67 0.62 0.78 
0.98 0.79 0.78 .... 
0.97 0.11 0.16 0.19 
10 0.96 0.13 0.79 o.u 
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Table 54. R2 of error versus incremental stage from failure mode 1 
"""" DAMBIU< MuKiftcun~ """""'"' ...... 
""""' -<>me< Rotuinc 
_..,. 
0.93 0.37 0.37 0 .43 
0.93 0.0< 0 .41 0.43 
0.07 0.69 0.2 1 0.17 
0.91 O.S< 0.26 0.91 
0.89 0.42 0.32 0.7S 
0.96 0.23 0. 13 0.71 
0.91 o ..cs 0.39 0.81 
o . ., 0.42 0.4S 0.71 
0.62 0.72 0.61 O.Sl 
10 0.71 0.71 0.57 0.74 
Table 55. R2 of error versus failure stage from failure mode 2 
"""' D"""'R.< ............ """"""' ...... - .,.,., Rotuill& !Wtinc 
0.99 0.99 0.99 0.99 
0.98 o~• 0.71 0.13 
0.9< 0.63 0 ..... 0.76 
0.97 0.69 0.11 0.16 
0.62 0.02 0.01 0. 11 
0.81 0.20 0.01 0.42 
0.08 0.32 o ..... 0.13 
0.01 0.24 O.S< 0.27 
.... 0.91 .. ., O.S< 
10 0.9 O.IS O. IS o ... 

















































































0.45 0 .1S 
0.67 0.83 
0.&2 0.,. 
• I Jl . .I I 
*: ,j ~~ ~ ...... 













Figure 194. Dimensionless errors from the different models for a section 10,000 feet 
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Figure 195. Dimensionless errors from kinematic routing for a section ·10,000 feet 
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Figure 196. Dimensionless errors from normal-depth-storage routing for a section 














Figure 197. Dimensionless errors from DAMBRK routing for a section 10,000 feet 
downstream from the dam in a widening valley. 
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One of the main inputs to incremental damage assessment is the determination of 
the mode of failure. For this reason, two different modes of failure are considered for 
each of the downstream conditions: Failure mode 1 with a time to failure of 0.8 hours, 
and failure mode 2 with a time to failure of 0.2 hours. 
The only difference in the errors behavior from the two failure modes is in the 
magnitude of the errors. To illustrate this, the case the two failure modes are shown 
here. Figure 198 shows the routing peak flow from the two different failure modes, and 
Figure 199 shows the peak outflow from the dam. The errors from the two failure modes 
and from the no-failure stage are shown in Figures 200 through 204. An increase in the 
peak inflow caused an increase in the predicted errors. 
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Figure 203 . The errors from DAMBRK for two different failure modes. 
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GUIDELINES FOR SELECTION OF FLOOD-ROUTING TECHNIQUES 
As mentioned in Chapter II, there exist many flood-routing techniques models that 
range from the simplified hydrologic storage routing techniques to the more complicated 
two-dimensional flood-routing techniques. The choice of the most suitable model to 
provide input to incremental damage assessment is an important decision. Geometry, 
slope, and roughness of the downstream are all important factors in determining the 
choice of a suitable model. 
Dam break analysis and flood routing are not an exact science, and guidelines for 
performing these studies are a necessity . The purpose of the guidelines presented in this 
chapter is to provide insight into the expected performance of flood-routing techniques 
to aid the users in selecting a technique for incremental damage assessment. There are 
many other uses of these models, but the emphasis in this study is for incremental 
damage assessment in which accuracy in predicting incremental and absolute stage is 
essential. These guidelines are divided into two parts: general guidelines and the 
guidelines for choice of a one-dimensional technique. The general guidelines are 
developed from the literature review. Justifications on these guidelines are available in 
the literature. In the case of the guidelines for choice of a one-dimensional technique, 
these guidelines are developed by comparing the results obtained from different one-
dimensional techniques with those obtained from the two-dimensional DHM technique 
under different downstream conditions. The validity of these guidelines may be limited 
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based on the fact that the results of any numerical model depend upon how well the: 
(1) Differential equations represent the physical phenomena. 
(2) Parameters provided as input data represent the real situation. 
(3) Finite difference or finite eleme-nt equations are used to approximate the 
differential equations. 
(4) Solution techniques are used to solve the finite difference equations, and the 
choice of the time step At, and the distance step .O.x. 
Saying that does not necessarily mean that these guidelines cannot be generalized. 
They can be generalized for other cases, but special care should be given to the charac-
teristics of the problem and to the validity of the input parameters to assure validity of 
the results . 
General Guidelines 
(A1) Regardless of the flood condition analyzed, it should be remembered that 
the assumed flood condition is not the only factor affecting the results of 
dam break studies. Unfortunately, most parameters needed for these 
studies are not known before a dam break, and this results in large error 
in performing such studies. Some of these unknowns are described by 
Fread and Smith (1978) : 
(1) When will a dam fail? 
(2) When and to what extent will a dam be overtopped? 
(3) What is the shape, size, and time of formation of the breach? 
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(4) What is the storage volume and hydraulic resistance of the downstream 
channel valley? 
(5) Will debris and sediment transported by the flood wave significantly affect 
its propagation? 
It is very important that the analyst have an understanding of these sources of 
error so that the limitations of a dam break flood study are properly considered and used 
in an incremental damage assessment or risk analysis . 
(A2) Sensitivity analysis is an important technique for explaining the effect of 
uncertainties in certain parameters. An example of this is the Manning's 
n. The PERC (1987) emergency guidelines suggested the use of a low 
Manning coefficient when calculating the maximum velocity, and the use 
of a high Manning coefficient to calculate the travel time for an emergen-
cy action plan. In some cases, this technique may be quite conservative. 
(A3) It is recommended that the user study the assumptions behind each flood-
routing technique and assess their applicability to the conditions that exist 
downstream from the dam under investigation. Model users should be 
aware of these limitations and their effect on the accuracy of flood routing 
as described in this study. 
(A4) Most dam-break models use some form of the Manning's equation for 
open-channel hydraulic calculations. Based on studies by Jarrett (1985) 
and Jarrett (1990), and a recommendation by Fread and Hsu (1993), the 
value assigned for Manning's coefficient, n, should be larger than the 
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maximum value suggested by field investigations for non-failure conditions 
up to several thousand feet downstream of the dam by about 40 to 70 
percent to account for high energy losses and turbulence, other than 
boundary friction, resulting from the dam failure . 
(A5) Two-dimensional techniques are significantly more accurate than one-
dimensional techniques. These models should be used whenever accuracy 
is very important, and adequate manpower, time, and computer resources 
are available. The two-dimensional models should also be used in 
situations where the flow downstream is strongly two-, if not three-
dimensional, such as in diverging valleys, in alluvial fans, and in the 
reaches immediately downstream of a dam, where the lateral velocity is 
significant. 
Guidelines for Choice of One-Dimensional Technique 
By keeping in mind that the two-dimensional models should be used whenever it 
is possible, Table 57 shows a summary for different downstream conditions in which a 
certain technique is, or is not recommended to provide flood-routing information for use 
in IDA or RA.. Number 1 refers to the most recommended, number 5 to the least 
recommended. The following is the summary of the guidelines for the choice of one-
dimensional technique. 
(Bl) In general, if one-dimensional techniques are to be used, DAMBRK is the 
recommended model. The main feature which sets DAMBRK apart from 
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Table 57. A summary of the guidelines for the choice of one-dimensional technique 
Slope OHM DAM- Mus.- Kine- Sto- Guideline 
BRK Cunge matic rage 
Mild 1 2 3 5 4 B3 
Widening 0 .002 
valley (sub) 




Steep- 1 2 4 3 5 B5 
0.030 
(super) 








Steep 1 2 4 3 5 B8 
0 .03 
(super) 
Alluvial Mild 1 2 3 4 4 A5 
fans 
Canyon Steep 1 3 4 2 5 A5 
settings 
Break in Mild A5 
slope or to 1 2 3 3 3 
hydraulic steep 
jump 
The concl!tlons ctescnoea rn parantheses are appuea approximately rn me nypothetlca 
analyses described in Chapter IV. 
• 
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other one-dimensional dam failure models is the use of the dynamic 
routing technique for flood-wave routing. The advantage of the dynamic 
routing technique, over other simplified one-dimensional routing 
techniques, is that flood discharges, travel times, and water Sclrface 
elevations in the downstream channel are modeled in a way which more 
accurately describes actual physical behavior. Also, most of the simplified 
routing techniques do not account for backwater effect, so they began to 
diverge from the full unsteady flow solution. Overall, DAMBRK did best 
compared to other one-dimensional techniques in predicting both peak and 
incremental stages. Also, for use in assessing the two-feet incremental 
stage criterion, DAMBRK performed best. However, for near-critical 
conditions, a channel slope of 0 .01 in our hypothetical case, DAMBRK 
suffered from convergence problems, and was outperformed by both the 
Muskingum-Cunge and the kinematic methods. 
(B2) If simplified routing techniques are to be used, the analyst should be fully 
aware of the assumptions of each technique. 
(B3) Widening valley with mild slope (0.002): DAMBRK and Muskingurn-
Cunge are reco=ended in this case. Both kinematic and storage routing 
grossly overestimated both the peak and the incremental stages, so they 
are not reco=ended for this kind of downstream setting. Kinematic 
routing is not reco=ended in mild slope valleys since it is hard to meet 
the criterion by Ponce. Storage routing performs poorly because of high 
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degree of simplicity in the technique. 
(B4) Widening valley with near-critical slope (0.01): Both Muskingum-Cunge 
and kinematic routing are recommended in this type of downstream 
condition. DAMBRK usually excercised some convergence problems, so 
if DAMBRK is to be used in this case, the analyst should be aware of the 
convergence problems, and the switching of the flow regime from 
subcritical to supercritical. Storage routing can be used in this type of 
valley as a second model if Muskingum-Cunge or kinematic is used. The 
errors predicted from storage routing are smaller than those predicted for 
other downstream conditions. 
(B5) Widening valley with steep slope (0.03): DAMBRK is recommended in 
this case. Predicted errors from kinematic routing are smaller than those 
from Muskingum-Cunge and storage routing. If DAMBRK is not to be 
used, kinematic routing is the recommended model with high slopes, 
simply because the criterion by Ponce is met. 
(B6) Narrowing valley with mild slope (0.002): Both DAMBRK and 
Muskingum-Cunge are recommended in this case. Usually, low slopes do 
not satisfy the Ponce criterion for kinematic routing. Both kinematic 
routing and storage routing are not recommended for in this case. 
Muskingum-Cunge is more recommended at low slopes than high slopes; 
kinematic and storage routing behave especially poorly. 
(B7) Narrowing valley with near-critical slope (0.01): As mentioned for 
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widening case, DAMBR.K model had some convergence problems with 
near critical slopes. Kinematic routing did better than both DAMBR.K and 
Muskingum-Cunge. Kinematic routing in recommended in this case. If 
kinematic routing is not to be used, both DAMBR.K and Muskingum-
Cunge are recommended. Storage routing did better compared to other 
slopes, but it can not be recommended, especially to assess the two feet 
criterion or the base safety conditions. 
(B8) Narrowing valley with steep slope (0.03): Both DAMBR.K and kinematic 
routing are recommended in this case. The results from those techniques 
are close enough to recommend the use of either of them. Muskingum-
Cunge behaves as kinematic routing but not as well. 'Storage routing 
behaves poorly and cannot be recommended. 
(B9) The errors in failure and no-failure stages are correlated with a correlation 
coefficient that varies as we move downstream from the dam, with 
different patterns for different flood-routing techniques. Also, the errors 
are correlated with the stage. The linear model is recommended to 
correlate the errors and the peak or incremental stages. The values of the 
linear model coefficients listed in Table 35 through Table 39 are 
recommended to be used to predict the errors in both peak and incre-
mental stages. These parameter estimations should not be considered 
except for cases similar to those cases analyzed in Chapter IV. 
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CHAPTER VI 
CASE STUDY AND VALIDATION OF GUIDELINES 
The purpose of this case study is to test some of the guidelines suggested in 
Chapter V, and the results obtained from the hypothetical case studies in Chapter IV. 
This study was performed on Logan First Dam, which is located on the Logan River, in 
Cache County, Utah, and is owned by Utah State University. The PMF inflow 
hydrograph to Logan First Dam is shown in Figure 205. A detailed discussion of breach 
analysis for this dam is provided in Bowles (1994). The dam was constructed in 1914 
with modifications in 1929 and 1992 to enhance its stability. The dam has a maximum 
structural height of 30 feet and impounds a reservoir with a capacity of about 84 acre-
feet at normal pool. The structure consists of a 125-foot long slab buttress section on the 
left side of the dam, a 70-foot long Ambursen buttress spillway in the central portion, 
and a 62-foot long powerhouse section at the right end of the dam. 
The stage-discharge relationship for Logan First Dam was evaluated for both the 
spillway and for overtopping of the entire dam. This evaluation is shown in Table 58, 
and plotted in Figure 206. The stage-surface area relationship for the reservoir is shown 
in Figure 207. A front elevation of the dam is shown in Figure 208. 
The spillway section is an ogee-crest type spillway with the following characteris-
tics: 
(1) Total width of 69 feet with an effective width of 66 feet. 
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Figure 205. The PMF inflow hydrograph to Logan First dam (adapted from Bowles 
and Vangipuram, 1994). 
Table 58. 
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Figure 208 . Critical breach section for Logan First Dam (adapted from Bowles, 1994). 
(3) A height of approximately 25 feet above the channel bottom. 
(4) A crest elevation of 4671 feet above M.S.L. 
(5) A design head of 8 feet (elevation 4679 feet above M.S.L.). 
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At spillway capacity, elevation 4679, the counterfort section, hydropower intake, 
roadway, and parking lot will begin to overtop. All of these components have a top 
elevation of approximately 4679 feet. 
Breach Analysis 
Logan First Dam has a maximum height of about 30 feet and consists of three 
sections, the buttress, the gravity spillway, and the powerhouse. The entire length of the 
dam is supported on a soil foundation. Projections of the East Cache fault indicate that 
the fault is located either beneath the dam or adjacent to it. The critical section for 
overtopping of the dam is the buttress section. The breach parameters that were selected 
for Logan First Dam are the following : 
(1) A breach width of 20 feet, 
(2) A breach height at the maximum spillway section with a bottom elevation of 4646 
feet, 
(3) A time of failure of 0.2 hours. 
Flood Routing 
Five routing techniques were used to route the flood wave downstream. Those 
were the two-dimensional DHM model, the DAMBRK model, storage routing, kinematic 
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routing, and Muskingum-Cunge routing. Samples of the input files for each technique are 
shown in Appendix A. The simulation began at First dam reservoir, and then through the 
"island" and southern areas of Logan City to the Mendon Road. Figure 209 shows the 
map and the cross-sectional plan of the First Dam downstream ch1nnel. The cross 
sections were developed either directly from topographic maps, or by using survey 
information contained in the City of Logan Flood Insurance Study (FIS) conducted for 
the Federal Emergency Management Agency (FEMA) . Representative values of 
Manning's n were assigned based on field inspection, flow rates from preliminary runs 
to assess the approximate width of flooding, comparison with typical values presented 
in Chow (1959), Jarrett (1984), and Fread (1988), and comparisons with values used in 
the FIS study. 
The downstream of Logan First Dam is divided into three parts . The first three 
cross sections represent a canyon setting where the slope is near critical slope (i.e., 
0.009) . Sections 4 and 5 are transition (widening valley) from a canyon setting to a flood 
plain where the slopes are mild (i.e. , 0.007), which suggests a subcritical flow condition. 
Section 6 up to section 10 represent wide flood plain conditions where the flow is 
subcritical, and slopes are mild (i.e., 0.003). The purpose of dividing the downstream 
is to help in demonstrating and testing the proposed guidelines in Chapter V. 
Figures 210 through 217 show the predicted errors for different techniques at 
different cross sections downstream. Figures 210 and 211 show the errors from 
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DAMBRK model for failure and no-failure stage, respectively. DAMBRK overestimated 
peak stages for all cross sections. Figures 212 and 213 show the errors in failure and no-
failure stages predicted from the Muskingum-Cunge teclmique. Muskingum-Cunge 
overestimated the peak stage, except for the mild slope part of the valley (i.e., section 
10), where it grossly underestimated the peak stages, and that is when the dynamic slope 
is overestimated. Figures 214 and 215 show the predicted errors from the kinematic 
technique. The kinematic teclmique usually overestimates the peak stage, especially in 
mild slope valleys, where it grossly overestimated the peak stage. The predicted errors 
from the normal-depth-storage routing technique are shown in Figures 216 and 217 for 
failure and no-failure stages, respectively. The technique underestimated the peak stages 
for the mild slope narrowing pan of the valley (i.e., section 10). Overestimation 
characterized predicted peak stages for the very high flows in reaches close to the dam. 
Figures 218 through 223 show the predicted peak stages for both failure and no-
failure flows , for three representative cross sections: section 2, section 5, and section 8. 
In general, DAMBRK did best , especially at cross section 5, where the rest of the one-
dimensional teclmiques overestimated the peak stages. The same observations obtained 
from Figures 210 through 217 were noticed here. 
Section 2 represents a canyon setting with a slope near critical, while sections 5 
and 8 represent a transition to a widening valley and a narrowing valley, respectively . 
To assess the one-foot or two-feet criteria, Figures 224 through 227 show the 
predicted incremental stage for cross sections I , 2, 3, and 4, respectively. The rest of 
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the cross sections were not presented because the incremental stages were insignificant 
(i .e., less than one or two feet). DAMBRK consistently overestimated the incremental 
stage. Generally, the rest of the one-dimensional teclmiques underestimated the 
incremental stage for the first two miles , and overestimated the incremental stage for 
cross sections 3 and 4. 
Evaluation of Guidelines 
The case did not permit independent evaluation of all the guidelines listed in 
Chapter V. But, the trend of the errors and the predicted peak and incremental stages did 
not reflict any disagreement with the general behavior. The case study provided 
evaluation of the following guidelines: 
(1) Guideline B3: The third part of the downstream, cross sections 6 to 10, represents 
a widening section with a mild slope. Figures 210 through 217 show the predicted 
errors from different techniques. DAMBRK did best. DAMBRK overestimated 
both the peak and the incremental stages. Kinematic routing grossly overestimated 
the peak and the incremental stages. Both Muskingym-Cunge and storage routing 
grossly underestimated the stage. The case study in this case supports the 
recommendations made in guideline B3 . 
(2) Guideline B4: The first part of the downstream represents a widening valley with 
a near-critical slope. Both Muskingum-Cunge and kinematic routing did better 
than DAMBRK. This is expected because the slope at the first two reaches is 
near-critical where DAMBRK experienced some convergence problems. 
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Muskingum-Cunge did better than kinematic and storage, and most frequently 
underestimated the peak and the incremental stages. Significant errors in predicted 
incremental stage were found for cases in which storage routing is evaluated. 
These conclusions are in good agreement with the guideline B4. 
(3) Guideline B9: Both the trends and the magnitudes of the predicted errors from the 
case study are predictable based on the results from the hypothetical cases. The 
errors in peak and incremental stages are found to be correlated with a correlation 
coefficient that varies as we move downstream from the dam, with a different 
patterns for different flood-routing techniques. 
(4) Guideline A2: This case study is part of a project by the Utah Water Research 
Lab. Sensitivity analysis on some of the parameters has been developed. The 
shape, size, and time to breach were part of those parameters. Regardless of the 
use of a certain technique, the difference in the results due to a certain change in 
one of the above parameters was higher than any of the predicted errors from the 
evaluated models. This supports guideline Al, which says that regardless of the 
flood condition analyzed, it should be remembered that the assumed flood 
condition is not the only factor affecting the results of a dam-break study. 




SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
Summary 
Procedures are needed for the assessment of design floods and for the delineation 
of dam-break inundation areas. This information is needed for the assessment of the 
safety of dams, the preparation of emergency action plans, and the assessment of the 
need for rehabilitation of existing dams. Flow attributes that are of interest include 
stage, flow rate, velocity, and travel time. Also, estimated increases in flood stage due 
to dam failure are needed for incremental damage assessments. 
Several one-dimensional flood-routing techniques, which afe contained in 
computer programs such as HEC I and DAMBRK, are commonly used by the engineers 
who are responsible for dam safety studies. Each technique is based on a different set 
of underlying assumptions and therefore has its own limitations of interest in the 
performance of flood-routing techniques in estimating peak flood stages at locations 
above and below Utah dam sites under natural and dam-break flood conditions. 
Evaluations cover four one-dimensional flood-routing methods: dynamic routing 
as contained in DAMBRK; kinematic (which ignores convective acceleration), 
Muskingum-Cunge (which ignores both convective and local accelaration), and storage 
routing (assumes steady and uniform flow and relates flow rate and stage through 
Manning's equation) as contained in HEC I. The evaluation is performed for several 
hypothetical rivers and flood events. Also, the implications of our evaluation of flood-
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routing techniques were discussed for incremental damage assessment as used for dam 
safety evaluation. 
Data on extreme floods, and especially dam-break floods, are available for only 
a few events covering a limited range of flow magnitudes and channel conditions. Also 
a comparison of flood-routing techniques for actual floods can give results that are more 
difficult to generalize due to the complexities of natural river systems. We have 
therefore chosen to focus this study on hypothetical rivers and flood events, for which 
we can systematically vary factors such as slope, roughness (Manning's n), cross-
sectional geometry, flood characteristics, and breach parameters. We chose a range of 
channel factors that are representative of the range of conditions that exist above and 
below Utah dam sites. We considered subcritical (mild slope of 0.002), supercritical 
(steep slope of 0.03), and near-critical (slope of 0.01) flow regimes in widening and 
narrowing reaches, with trapezoidal and natural cross sections. 
A natural reservoir inflow flood hydrograph with a "probable maximum flood" 
(PMF) peak of 250,000 cfs, a 7-hour flood volume of 72,000 acre-feet, and a triangular 
form was used for non-failure flood-routing cases. Evaluations were performed for 
floods with peaks up through the magnitude of the PMF. Hydrographs for lesser cases 
were derived by multiplying the PMF hydrograph ordinates by a percentage. Dam-break 
flood hydrographs were generated using the breach hydrograph capabilities of the 
DAMBRK model for: 10-100 percent PMF inflow hydrographs, based on a 150-foot high 
dam; 13,025 acre-feet storage at 0.5 ft. of overtopping, at which the dam was failed; a 
breach width of 50 feet; and a time to failure of 0.8 hours. Routing of failure and non-
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failure floods was conducted through a five-mile reach with eleven equally spaced eros 
sections below the hypothetical dam. 
We adopted the U.S. Gerological Survey DHM two-dimensional unsteady flow 
model to provide estimates of "true" flow conditions for the hypothetical river conditiuns . 
The performance of the one-dimensional techniques was compared against DHM predic-
tions. Our choice of the DHM model is based on an evaluation which we have 
performed on this model for routing observed floods that resulted from the Teton and 
Buffalo Creek Dam failures. Data for these events, including the DAMBRK input files, 
were provided by Dr. Danny L. Fread, Director, National Weather Service (NWS) 
Hydrologic Research Laboratory, and are described by Fread (1977). Our evaluation 
showed that in both cases DHM predicted peak flood stages to within 1 foot of observed 
stages, whereas DAMBRK diverged from observed peak stages by up to 8 feet, and other 
one-dimensional techniques by up to 20 feet for the same dam-break flood simulations. 
In all cases DHM overestimated stages. Therefore, by comparing one-dimensional model 
performance with DHM, we have probably introduced a slight bias into our estimated 
errors. Specifically, overestimates in the performance of one-dimensional models can 
be expected to be slightly less than their "true" magnitudes, whereas underestimates are 
probably slightly more than their "true" values. 
Conclusions 
From reviewing this work, the following conclusions can be drawn: 
(1) There exist many flood-routing techniques (models) that range from the simplified 
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hydrologic storage routing models to the more sophisticated two-dimensional 
flood-routing models. The choice of the most suitable model is not an easy 
decision. Geometry, slope, and roughness of the downstream are part of the most 
important factors in determining the choice of the suitable model. 
(2) The output of flood-routing techniques is the input to the incremental damage 
assessment process. Therefore decision makers are concerned which flood-routing 
model to use and the applicability of the chosen flood-routing model. 
(3) Considering the capabilities of the different flood-routing techniques, under 
different conditions downstream, the following conclusions are drawn: 
(a) In comparing the two-dimensional DHM model with the observed stages 
from the two historical dam break cases, Teton Dam and 'Buffalo Creek, 
it was seen that the two-dimensional DHM model predicts flood plain 
stages better than the one-dimensional models. The difference between the 
two-dimensional DHM model and the observed stages is found to be less 
than 3 percent in predicted flood depths. 
(b) The two-dimensional models are significantly more accurate compared to 
the one-dimensional techniques. These models should be used whenever 
accuracy is very important, and adequate manpower, time, and computer 
resources are available. The two-dimensional models should also be used 
in situations where the flow downstream is strongly two-dimensional, such 
as the diverging valleys, alluvial fans, and at the initial reaches of the 
downstream in general, where the flow is strongly two-dimensional (i.e., 
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the lateral velocity is significant) . 
(c) DAMBRK most frequently yielded the most accurate absolute stage 
predictions for sub- and supercritical flows. However, for near-critical 
conditions, DAMBRK was more likely to experience convergence 
problems, and it performed worse than both the Muskingum-Cunge and 
kinematic methods. Except for cases of low slope, for which the 
kinematic method performs very poorly, the storage method gave the 
largest peak stage prediction errors. DAMBRK consistently overestimated 
peak stages because it ignores lateral velocity. This reduced the predicted 
velocity, and hence increased the predicted stage. All one-dimensional 
techniques ignore lateral velocity components, but the effect of this was 
offset, or amplified, by other limitations associated with the nondynamic 
nature of the other techniques. DAMBRK generally overestimated 
incremental stage for both the widening and narrowing channels. Errors 
in incremental stages decreased, or only slightly increased, with an 
increase in the peak inflow rate. For the narrowing channel, we found 
higher errors in incremental stages at subcritical and near-critical flow 
conditions. 
(d) For widening and narrowing cases, underestimation of peak stages usually 
resulted from Muskingum-Cunge for supercritical flows because the 
dynamic slope term (in the convective acceleration term of the momentum 
equation) was underestimated (due to simplification of this term). For 
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subcritical flows , when the dynamic slope term was overestimated, 
overestimation of the peak stages usually resulted. Incremental stages were 
generally underestimated for both widening and narrowing channels. 
E::-rors appeared to generally increase with an increasing peak inflow rate . 
(e) Since kinematic routing ignores convective acceleration, it always overes-
timated peak stages for subcritical flows, and usually underestimated for 
supercritical flows. Kinematic routing underestimates incremental stages 
for all cases except the subcritical flows, where it grossly overestimates, 
since the applicability criterion (Ponce, 1978) is not met. Thus kinematic 
routing cannot be recommended for use in estimating incremental stage for 
subcritical flow conditions . 
(f) The normal-depth-storage routing technique assumes uniform steady flow, 
and thus ignores the entire momentum equation. As a result, the 
technique generally overestimated peak stages at higher flows, and 
underestimated them at lower flows. Thus overestimation also character-
ized predicted peak stages for the very high flows associated with failure 
cases in reaches close to the dam (e.g. , within 2 miles). Peak stages 
attenuated too rapidly in the failure case for both super- and subcritical 
flows since inertial effects were not properly considered. The normal-
depth-storage routing technique assumed uniform steady flow and thus 
generally underestimated peak stages for the narrowing case, unlike the 
widening case in which it generally overestimated. For widening and 
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narrowing cases, normal-depth-storage routing significantly underestimated 
incremental stages. These errors generally decrease with increasing peak 
inflow rate, but increase in the downstream direction. Incremental stage 
errors were so large that we do not recommend normal-depth-storage 
routing for use in IDA. 
(g) For use in assessing a 2-foot incremental stage criterion, DAMBR.K 
performed best for the widening channel. However, Muskingum-Cunge 
generally did better at predicting incremental stage in the narrowing case. 
Significant errors in predicting incremental stages were found for most 
cases in which storage routing was evaluated, and therefore we do not 
recommend its use for this purpose. Similarly, we do not recommend 
kinematic routing for subcritical flow conditions in which the applicability 
criterion (Ponce, 1978) is not met. 
(h) The performance of the one-dimensional techniques in predicting the 
travel time showed that DAMBR.K did best, and kinematic routing did 
worst. Both Muskingum-Cunge and normal-depth-storage routing 
performed better than kinematic routing in all cases. 
(i) Maximum velocity is a main factor in determining the downstream hazard. 
The performance of the one-dimensional techniques showed that 
DAMBR.K did best, and storage routing did worst, except for mild slopes 
(subcritical flow), where kinematic routing grossly overestimated the 
maximum velocity because the Ponce criterion was not met. Most 
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frequently, the velocity increases in the narrowing valley, and decreases 
in the widening valley as we move downstream from the darn. 
Overall, the performance of one-dimensional techniques in predicting peak stages 
showed that DAMBRK did best, a11d normal-depth-storage did worst. This overall 
ranking matches the degree of simplification in representing the true flood-routing 
situation. However, in some circumstances DAMBRK performed worst, and normal-
depth-storage routing outperformed either the Muskingum-Cunge or kinematic tech-
niques. Thus, it is important to understand the specific performance characteristics of 
all the methods when selecting one for a flood-routing application. 
(4) Most dam-break models use some form of the Manning's equation for open-
chaiUlel hydraulic calculations. Based on a study by Jarrett ' (1985), and a 
recommendation by Fread (1977), the value of Manning's coefficient n should be 
assumed to be larger than the maximum value suggested by field investigations 
up to several thousand feet downstream to account for high energy losses and 
turbulence, other than boundary friction, resulting from the initial failure. 
(5) The incremental stage decreases as the peak inflow increases and approaches the 
PMF. Also, the incremental stage decreases as we move downstream from the 
darn in a widening valley, and most frequently increases in a narrowing valley. 
A different incremental stage is obtained from different failure modes. The higher 
the inflow peak, the higher the incremental stage. 
(6) The errors in failure and no-failure stages are found to be correlated with a 
correlation coefficient that varies as we move downstream from the dam, with 
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different patterns for different flood-routing techniques . The errors are found to 
be correlated with the stage. The linear model, mentioned earlier, is used to 
correlate the errors to the stage. Analysis on the residuals showed that the linear 
model is a suitable model to explain this relation. The linear model was able to 
explain 85 to 99 percent of the variance in the errors . All the residuals are found 
to be within 0.1 foot. Different errors are estimated from different modes of 
failure. The higher the peak inflow, the higher the errors. 
Recommendations 
Although dam-breach flood capabilities and incremental damage assessments have 
been greatly expanded during the past decade or two, significant potential exists for 
continued improvements. Several general areas of research and expansion on this work 
can be studied for: 
(1) Different flood-routing techniques. An example is the more widely used 
combination of HEC 1 and HEC 2 when storage-routing techniques are used. 
(2) Different slopes of the downstream reaches, and different downstream cross sec-
tions, such as natural, trapezoidal, and flood plain. 
(3) Different failure rates, and other breach parameters. 
(4) Different values of Manning's coefficient for failure and no-failure flows. 
(5) Different reservoir capacity, reservoir surface area, and different shape and 
magnitude of the inflow hydrograph. 
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16.61 14.8 12.46 11 . 01 6.07 3.0 0.49 o. 
4700. 4690. 4679. 4676. 4672. 4667. 4662. 4646. 
.5 46n.1s 0. 00 4646. 20. 0.2 4646. o. 
4682.0 4679. 4671. 4671. 0. 0. 0. 0. 
0.00 3560. 5615.0 15066. 31887. 479TI. 79762.. 116962.0 
o. 6. 8 . 12. 16. 19. 24. 29. 
0. 70. o. 0 0 .OS 
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2354. 2586. 2887. 3251. 3665. 4101. 4535. 4959. 
5420. 5958. 6599. 6976. 7418. 7948. 8552. 9235. 
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12996. 12625. 12163. 11663. 11145. 10623. 10105 . 9591. 
9096. 8604. 8118. 7645. 7195. 6789. 6407. 5713. 
5107. 4597. 4109. 3631. 3179. 2749. 2339. 1977. 
1687. 1434. 1217. 1035. 894. m. 158. 
0. 4.0 9.0 10.00 11.0 12.0 13.0 14.0 
15 . 16. 17. 18. 19. 20. 21.0 22. 
23. 24. 25. 25.5 26. 26.5 27. 27.5 
28. 28.5 29. 29.5 30. 30.5 31. 31.5 
32. 32.5 33. 33.5 34. 34.5 35. 35.5 
36. 36.5 37. 37.5 38. 0 38.5 39. 40. 
41. 42. 43. 44. 45. 46. 47. 48. 
49. 50. 51. 52. 53. 54. 64. 
28 5 2 
1· 17 18 19 28 
0.0 
4646. 4650. 4654. 4665. 4680. 
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·-2 .58 
4535 .3 45'1. 454'.5 4550. 4554. 
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R< 500. . 01Z . 10 TRAP 10. 20 . 10 
IX 2 
•• 500 • • 012 . 10 TRAP 10 • 9. 10 
(( 
u 2270. . 006 • 10 TRAP 11 • 20. 10 
IX 
u: 1700. • 007 . 10 TRAP 12 • 40. 10 
(( 5 
u:: 1880. .... .10 TRN' 20. 60 • 10 
(( 
u: 1210. .... . 10 TRAP 30. 100 • 10 
(( 7 .. 920. .005 .10 TRAP 10. 120 • 10 
(( 
.. , 167'0. .... .10 TRAP 15 • 100. 10 
(( 9 
u: 113(1. .011 . 10 TRAP 20. 160. 10 
(( 10 .. 930. .009 . 10 TRAP 7. 150 • 10 
(( 11 .. 900. .012 .10 7RAP .. 150. 10 
(( 12 
u: 2100. .006 . 10 TRAP 10 210. 10 
(( 13 
lK 1180. .006 ... TRAP 20 250. 10 
0: 14 
u:: 1140. • 006 ... flAP 10 200 • 10 
(( 15 
u:: 2240. .DDT ... TRAP 15 500. 10 
0: 16 
u:: 1160. .003 ... TIW' 24 610. 10 
0: 17 
u:: 507'0. .005 .04 TRN' 15 500. 10 
0: 18 
u:: 1640. .0045 .04 , ..... 240. 10 
(( 19 ....... ..... . 035 TRAP 330. 10 
0: 20 
u:: 1960. .0034 .035 TRAP 370. 10 
(( 21 
u:: 1000. .003 .035 TRAP 370. 10 
(( 22 
u:: 3950. .002 .035 TRAP 10 610. 10 
0: 23 
.. 2000. .0017 .035 TRAP 12 .... 10 
(( 24 
l( 1700. .004 . 035 TIW' .... 10 
(( Z5 
u:: 1150. .0004 .035 TRN' 10 1100. 10 
(( 26 
l( 1600. .0016 . 035 , ..... 12 2200. 10 
(( 27 
•• 1420 .002 .035 TfW> 1500. 10 
u 
10 
IT "' 30 348 10 
" 30 
"' FirctDan~Stu:fy 01 30000 32258 :14600 37000 39226 41700 44200 46521 50000 54756 
Ql 55&00 57200 ,..., 61342 57795 56057 54069 51814 49451 
IX 2 
•• FLOU · 1 
RC .10 .10 .10 500 .012 
RX 165 255 245 255 265 :m 500 
or 4670 4650 .... 46<0 4640 4646 4650 4670 
IX 3 
•• FLOU ·1 
RC . 10 .10 . 10 500 .012 
RX 0 200 24J 260 270 - 330 530 lr .... .... ..., 4634 4634 46<2 .... .... 
0: 
l$ FlOU ·1 
RC . 1 .1 . 1 2270 . 006 
RX 215 224 230 241 246 255 470 
or 4650 4630 4627 4620.5 4620-5 4627 4630 4650 
0: 5 
•• FLOU ·1 
lC .10 .10 .10 1700 .007 
ll( 0 329 ... 525 537 596 734 1063 
lT .... 4621 4610 .... .... 4610 4621 4640 
0: 
lS FLOU ·1 
oc .10 .10 .10 1000 .... 
ll( 0 90 368 675 695 1003 1200 1370 
ar 4620 4610 .... 4593.4 4593.4 .... 4610 4620 
0: 7 
lS 1 A.ou ·1 
lC • 1 .1 . 1 1210 .... 
lX 0 105 562 TO 757 922 1300 1405 
lT .... 4592 4500 4504 4504 4580 45\ll .... 
0: 
lS FlOU ·1 
lC .10 .10 .10 9lO .005 
lX 155 509 615 625 651 1085 1240 




oc .10 .10 .10 1670 ..... 
lX 0 520 726 112 027 914 1111 1640 
or 4500 4570 4576 4566.3 4566.3 4576 4570 4500 
0: 10 
lS 1 """ · 1 lC .10 .10 .10 1130 .011 
ll( 0 397 791 025 045 079 1273 1670 
lr 4570 4566 4562 4554 4554 4562 4566 4570 
0: 11 
•• 1 """ · 1 RC . 10 .10 .10 930 .009 
RX 0 500 .675 n1 no m 950 1400 
or 4560 4556 4550 4546 4546 4550 4556 4560 
0: 12 




464 866 1005 1013 115 1 
4550 4544 . 5 4535.3 4535.3 4544.5 
RS FLOI.I • 1 
RC . 10 .10 .10 2100 .006 
ax 28B 3ts l'o 3so 375 
1553 2018 
4550 4554 








. 08 .08 
575 1150 
4525 4520 







RC .08 .08 .05 1140 .006 
= 4525 3200 4S3<l 
lX 2010 2105 2185 219S 2275 2380 4400 
11' 4530 1,518 4516 4507.9 4507.9 4516 4518 4530 
0: 16 
IS 1 flOU ·1 
RC .08 .08 .08 2240 .007 
IU( 2990 3155 llo93 3507 3845 4010 7000 
1Y 4510 4500 4498 41.92 4492 U.98 4500 4510 
0: 17 
·1 
IC .08 .015 .08 1160 .003 
tx 3600 3650 3690 mo mo JaOO 1~ 
1.\' loSOO 4496 4'94 4485. T 4488.7 4494 4496 4500 
0: ,. 
l$ 1 fi.OIJ •1 
IC .04 .04 .04 501'0 .ooso 
ax a m 80S 842 857 892. 
ltY4471. 7 4410 4466 4462.5 4462. 5 4466 
0: 19 
FLOII ·1 
IC .04 .04 .04 1640 . 0045 
1165 1700 
4470 4411.7 
ax o 820 aas tJ97 903 9ts 980 teoo 
n 1.467 4462 u.sa 4455 4455 4458 4462 ~T 
0: "" 
·1 
ac .m .m .m 2S80 .oooa 
u o m t380 t997 2002 zno 3025 c.ooo 
1.1' 441'0 4466 4462: 4453 4453 446Z 4466 4470 
0: 21 
RS 1 flOil ·1 
ac .m .035 .on t960 . 00l4 
IX 0 2140 2170 2196 2204 2Z30 2260 4400 
R1' 4460 4453 4451 4446.3 4446.3 4451 4453 4460 
0: 22 
lS flOU ·1 
IC .035 .035 . 035 1000 .003 
RX 0 2125 2400 2498 2SOl 2600 ~1S 5000 
u 4460 4452 4450 4443 4443 4450 4452 4460 
0: 2l 
tS ft.OI.I ·1 
RC .035 .035 .035 3950 .002 
RX 38:55 4565 4595 4605 4&35 5345 9200 
tY 4450 4443 4440 4435.5 4435.5 4440 4443 4450 
0: 24 
RS 1 fl.OU ·1 
RC .035 .035 .035 2000 . 0017 
349 
350 
RX 1800 5575 5694 5706 5825 9600 11l,OO 
RY 4450 4440 4439 4432.2 4432.2 4439 4440 4450 
"" 25 RS 1 fUll/ -1 
RC .035 .035 .035 1700 .004 
RX 3150 5450 5597 5603 5750 8050 11200 
RY 4440 4437 4426 4425.1 44ZS.1 4426 4437 4440 
"" 26 RS fUll/ ·1 
RC . 035 .035 .035 1150 .0004 
RX 0 7065 7080 1095 7105 7120 7135 11t200 
RY 4440 4430 4426.8 4424.6 4424.6 4426 .8 4430 4440 
"" 27 RS FUll/ -1 
RC . 035 . 035 .035 1600 .0016 
RX 12275 12900 13194 13206 13500 14000 26400 
RY 4440 4430 4429 4422 4422 4429 4430 4440 
"" 28 RS 1 FUll/ -1 
RC .035 .035 .035 1420 .002 
RX 0 12650 1317'5 13397 U403 13625 14150 26800 




IT 30 30 
10 
IN 30 
"" First Dam Study at 30000 32258 3<600 37000 39226 41700 442ao 46521 50000 54756 
Q( 55800 snoo 58885 61342 S7793 56037 54069 51814 49451 
« 2 
RO 
RC .10 .10 .10 sao .012 
RX 16S 23S 245 zss 26S 33S sao 
RY t.l.70 t.l.SO t.l.t.l. t.l.40 t.l.40 t.l.t.l. t.l.SO t.l.70 
IX 3 
RO 
RC .10 .10 .10 5ao .012 
RX 0 2ao 243 260 270 286 330 S30 
RY t.l.68 t.l.48 t.l.42 t.l.34 t.l.34 t.l.42 t.l.48 t.l.68 
"" RO 
RC .1 .1 . 1 2270 .006 
RX 215 224 230 241 2t.l. zss 470 
RY t.l.SO t.l.30 t.l.27 t.l.20.S t.l.20.S t.l.27 t.l.30 t.l.50 
IX s 
RD 
RC .10 .10 .10 1700 .ao7 
RX 0 329 t.l.6 5ZS 537 596 734 1063 
RY t.l.40 t.l.21 t.l.18 4609 4609 t.l.18 t.l.21 t.l.40 
« 6 
RD 
RC .10 .10 .10 1880 .008 
RX 0 90 368 675 695 1003 1280 1370 
RY -4620 t.l.10 t.l.06 4S93.4 4S93.4 t.l.06 t.l.10 -4620 
"" 7 RD 
RC .1 .1 .1 1210 .008 
RX 0 185 562 727 757 922 1300 1485 
RY WlO 4592 4588 4S84 4584 4588 4592 WlO 
IX 
RD 
RC .10 .10 .10 920 .005 
RX 0 1S5 589 615 6ZS 6S1 1085 1240 
RY 4590 4S88 4580.6 4S79.3 4S79.3 4580.6 4S88 4S90 
"" 9 RO 
RC .10 .10 .10 1670 .0080 
RX 528 726 812 8Z7 914 1111 161.0 
RY 4588 4S78 4576 4566.3 4566.3 4S76 4S78 4588 
IX 10 
RO 
RC .10 .10 .10 1130 .011 
RX 0 397 791 825 84S 879 1273 1670 
RY 4570 4566 4562 4SS4 4554 4S62 4S66 4S70 
IX 11 
RX 464 666 1005 1013 1151 1553 2018 







.10 2100 .006 
315 340 350 375 402 690 
RY 4534 4530 4526 4522 .4 4522.4 4526 4530 4534 
"" 14 
RO 
RC .08 .08 .08 1180 .006 
RX 575 1150 1590 1610 2050 2625 3200 
RY 4530 4525 4520 4515 4515 4520 4525 4530 
1(1( 15 
RO 
RC .08 .08 .08 1140 .006 
RX 0 2010 2105 2185 2195 2275 2380 4400 
RY 4530 4518 4516 4507.9 4507.9 4516 4518 4530 
"" 16 
RD 
RC .08 .08 .08 2240 .007 
RX 0 2990 3155 3493 3507 3845 4010 7000 
RY 4510 4500 4498 4492 4492 4498 4500 4510 
I(( 17 
RD 
RC . 08 .08 .08 1160 .003 
RX 0 3600 3650 3690 3710 3750 l800 7400 
RY 4500 4496 4491. 4488.7 4488.7 4494 4496 4500 
(( 18 
RO 
RC .04 .04 5070 .0050 
RX 535 808 842 857 89Z 1165 1700 
RY4471.7 4410 4466 4462:.5 4462.5 4466 4410 4471.7 
IX 19 
RO 
RC .04 .04 .04 1640 . 0045 
RX 0 820 885 897 903 915 980 1800 
RY 4467 4462 4458 4455 4455 4458 4462 4467 
"" 20 
RD 
RC .035 .035 . 035 2580 .0008 
RX 975 1380 1997 2002 2720 3025 4000 
RY 4470 4466 4462 4453 4453 4462 4466 4470 
1:::1( 21 
RO 
RC .035 .035 .035 1960 .0034 
RX 2140 2170 2196 2204 2230 2260 4400 
RY 4460 4453 4451 4446.3 4446.3 4451 4453 4460 
1::1::: 22 
RD 
RC .035 .035 .035 1000 . 003 
RX 0 2125 2400 2498 2503 2600 2875 5000 
RY 4460 4452 4450 4443 4443 4450 4452 4460 
<< 23 
RO 
RC .035 . 035 .035 3950 .002 
RX 3855 4565 459S 4605 4635 5345 9200 
RY 4450 4443 4440 4435.5 4435.5 4440 4443 4450 
1:::1( 24 
RD 
RC .035 .035 .035 2000 . 0017 
352 
353 
RX 1800 557'5 5694 5706 5825 9600 11400 
RY 4450 4440 ~439 4432 . 2 443Z.Z 4439 l.440 4450 
IX 25 
RO 
RC . 035 .035 . 035 1700 .004 
RX 3150 5450 5597 5603 57'50 8050 11200 
RY 4440 4437 4426 4425 . 1 4425.1 4426 4437 4440 
"" 26 RO 
RC .035 .035 . 035 1150 .0004 
RX 7065 7080 7095 7105 7120 7135 14200 
RY 4440 4430 4426. 8 4424 . 6 4424.6 '-'26.8 4430 4440 
"" 27 RO 
RC .035 .035 .035 1600 .0016 
RX 0 1227'5 12900 13194 13206 13500 14000 26400 
RY 4440 4430 4429 4422 4422 4429 4430 4440 
IX 28 
RO 
RC .035 .035 .035 1420 .002 
RX 0 12650 1317'5 13397 13403 13625 1-4150 26800 
RY 4440 4430 4422 4418 . 5 4418.5 4422 4430 4440 
zz 
0.5 60 30 10 354 
1023 500 0.0001 0.1 10 
12 0 .1 477S.OO 
13 0 .1 l.TTS,OO 
14 0.1 471'5.00 
15 0. 1 l.77S .OO 
16 0.1 4750.00 
17 0. 1 (.646.00 
18 0. 1 4750 .00 
19 0.1 4775.00 
10 20 0. 1 477S.OO , 21 0. 1 477S. OO 
22 10 0. 1 l.775 . 00 
13 23 0. 1 L71S.OO 
14 24 12 0 . 1 477S. OO 
15 25 13 0. 1 1.71'5.00 
16 26 14 0. 1 LT1S .OO 
17 27 15 0. 1 4no.oo 
18 28 16 0 . 1 1.640.00 
19 29 17 0. 1 4no.oo 
20 30 18 0.1 477S.OO 
21 31 19 0.1 4775 . 00 
10 22 32 20 0 .1 4775.00 , n 21 0. 1 4775 .00 
12 24 :5< 0. 1 4775 .00 
13 25 35 23 0.1 4775.00 
14 26 36 24 0.1 477S.OO 
15 27 37 25 0.1 4775 .00 
16 28 38 26 0.1 4700.00 
17 29 39 Z7 0. 1 4632.00 
18 30 40 28 0. 1 1;700 .00 
19 31 41 29 0.1 4715 .00 
20 32 42 30 0 . 1 4775.00 
2 1 lJ 4l , 0.1 4T7'S .OO 
22 0 44 32 0.1 4715 .00 
23 35 45 0 0. 1 4770.00 
24 36 46 :5< 0.1 4770,00 
25 TI 47 35 0. 1 4770.00 
26 38 48 36 0.1 4770. 00 
27 39 49 TI 0.1 4696.00 ,. 
" 50 38 0. 1 4629.60 29 41 51 l9 0. 1 4696.00 
30 42 52 40 0.1 "no.oo 
31 4l 53 41 0. 1 4770 , 00 
32 " 54 42 0. 1 l.nO.OO 33 0 55 4l 0. 1 4no .oo 
:5< 46 56 0 .1 4760.00 
35 q 57 45 0 . 1 4760.00 
36 48 58 46 0.1 4760. 00 
37 49 59 q 0 . 1 1;760.00 
38 ,. 60 48 0 .1 4692 . 00 
39 51 61 49 0. 1 402.7 . 20 
40 52 6l 50 0 .1 1.692 . 00 
41 53 63 51 0. 1 4760.00 
(l 54 "' 52 0.1 l.760.00 43 55 65 53 0.1 4760.00 
" 66 54 0 . 1 4760 . 00 45 57 67 0 0 .1 47'50 . 00 
46 58 .. 56 0 . 1 4750.00 




























































































































































































































0.1 4750 .00 




0.1 4750 .00 
0.1 4750.00 
0 . 1 4750 .00 
0.1 4740.00 
0.1 H40.00 
0.1 4740 . 00 
0.1 4740.00 
C. 1 4684.00 
0 .1 4622.10 
0.1 4684.00 
0. 1 47l.O.OO 
0.1 U40.00 
0 . 1 4740 .00 







0 . 1 4680.00 
0.1 4730.00 
0 . 1 4730.00 
0.1 4730.00 
0.1 4730.00 
0 . 1 ~ono . oo 
0.1 4nO.OO 
o. 1 4no.oo 
0.1 47ZO.OO 
0. 1 4667.00 









0 .1 4710.00 
0. 1 4654.00 
0.1 4612.50 
0 .1 4654.00 
0.1 4710 .00 
0 .1 4710 .00 
0.1 U10.00 
0.1 U10 .00 
0 .1 4700.00 
0. 1 4700.00 
0.1 4700.00 
0. 1 4700.00 














































































































































































































































0.1 4700 . 00 
0.1 4675.00 
0.1 4630 . 00 
0.1 4604.40 
o. 1 4630.00 
0 . 1 4675 . 00 
0 .1 4700 . 00 
0.1 4700 . 00 
0 . 1 4700 . 00 
0.1 4675.00 
0.1 4675.00 








0 . 1 4675.00 
0.1 4650.00 












0.1 4640 . 00 





0 . t 4640.00 
0.1 4640.00 




0.1 1.614 . 20 
0 . 1 4597.00 





0 . 1 4630.00 
















































































































































































































































0 . 1 4605.00 
0.1 4591 . 00 
0.1 4584.00 
0 .1 4591.00 
0 . 1 4605.00 
0.1 4620.00 
0 . 1 4620.00 
0 . 1 4620.00 
o. 1 4615.00 
0 .1 4615.00 
0 .1 4615 . 00 
0.1 4601.00 
0 . 1 4590. 00 
0. 1 1,580.70 
0 .1 4590. 00 
0 .1 4601 . 00 
0. 1 4615.00 
0 . 1 4615 . 00 





0. 1 4589.00 
0 . 1 4577. 10 
0 .1 4589.00 
0 . 1 4596.60 
0. 1 -4610.00 
0. 1 4610.00 
0 . 1 4610 .00 
o. t 46to.oo 
0 . 1 4610 . 00 
0.1 4608.00 
0.1 4595.30 
o. 1 . 45&6.30 
0.1 45n.SO 
0 . 1 1,556.30 
0 . 1 4595 .30 
0. 1 4608.00 
0.1 4610.00 
0.1 4610. 00 
0 .1 4610. 00 
0.1 4610.00 
0.1 4606.00 
0.1 4594. 00 
0.1 4SM . 50 
0 . 1 4568. 50 
0. 1 4584.50 
0 . 1 459' .00 
0.1 4606.00 
0. 1 4610.00 
0.1 4610.00 
0 .1 4610.00 
0.1 4610.00 
0.1 4603 . 00 
0.1 4592.80 
0 . 1 4562.00 





















2D 245 255 243 
234 246 256 244 
235 247 257 245 
236 248 zse 246 
2:57 249 259 247 
238 250 260 248 
239 251 261 249 
240 252 262 250 
241 253 263 251 
242 0 264 252 
243 255 265 0 
244 2S6 266 2S4 
245 257 267 255 
246 258 268 2S6 
24 7 259 269 257 
248 260 270 258 
249 261 271 259 
zso uz zn uo 
251 263 273 261 
2S2 264 274 262. 
2Sl 0 215 263 
254 266 276 
255 267 277 265 
ZS6 268 Z78 266 
257 2h9 27'9 2/J7 
zsa 210 zeo :ue 
zs9 zn zat 269 
260 zn zaz zro 
ut m m zn 
262 274 2!4 zn 
263 z75 m m 
..... 0 2B6 274 
265 271 2:07 0 
266 278 2M 276 
ur 279 Z89 m 
2.68 280 290 27B 
Z69 281 291 27'9 
210 zez 292 zao 
Z71 21!3 l9'l 241 
zn 234 294 zaz 
213 285 295 245 
214 286 296 284 
275 297 285 
276 288 298 
277 289 299 2:07 
Z78 290 300 288 
279 291 :SOt 289 
zeo 29Z l02: 290 
281 293 303 291 
2Q 294 3G4 29Z 
283 29S. 305 293 
234 296 306 294 
285 297 307 29S 
286 0 308 296 
287 299 309 
0.1 4592.80 
0.1 4603.00 
0.1 4610 . 00 
0. t 4610.00 
0.1 4605.00 
0.1 4605.00 
o. 1 4595.00 
0 .1 4583.00 
0.1 4575.00 
0.1 4557.00 




0 . 1 4605.00 
0 .1 4600.00 
0.1 4600.00 









0 . 1 4600.00 
0 .1 1.600.00 
0.1 4580.00 
0 . 1 4568.00 
0.1 4562.50 
0.1 4548.20 
0 .1 4S6Z.50 
0.1 4S6a.OO 
0.1 4580.00 
0 .. 1 4600.00 
0.1 4600.00 
0 .. 1 4600.00 









































294 306 316 
295 307 317 
Z96 308 318 
Z97 319 
Z98 310 320 
299 311 321 
300 312 322 
301 313 3Z3 
302 314 324 
lQ3 315 325 
l04 316 l26 
lOS 111 m 
306 3J8 l2::a 
307 319 329 
:508 0 DO 
309 321 331 
110 322 nz 
111 m m 
312 324 334 
111 325 m 
314 326 l36 
315 32.7 337 
316 328 338 
311 329 339 
318 330 340 
319 341 = = ... 
n1 m 343 
JZZ "" 34< 
m m :sc.s 
324 336 346 
l2S m :sc.r 
326 338 348 
3Z7 339 349 
328 340 350 
329 341 3'51 
no o 352 
331 343 353 = 34< lS4 
m :sc.s 1ss 
"" 346 356 
m :sc.r 357 
336 348 358 
337 349 359 
338 350 360 
339 :551 361 
340 3'52 362 
341 0 36J 
342 3S4 364 
343 355. 365 
34< 356 366 
345 3S7 367 
346 358 368 











0. 1 4532.10 
0.1 4546.00 
304 0. 1 4549.50 
305 0.1 4555.00 
l06 0.1 4565 . 00 
307 0 . 1 1,565.00 
0.1 4560.00 
309 0 .1 4560.00 
310 0 .1 4550.00 
311 0 . 1 4545 . 00 
312 0.1 4S4<:.00 
313 0 . 1 4528.50 
314 a.oa 4542.00 
315 0 . 08 45'5.00 
316 0 .08 4550.00 
111 o.oa 4560 . 00 
318 0.05 4560 .00 
o o.oa .c.sss.oo 
320 0.08 4555.00 
321 o.oa 45-'S . oo 
322 0 .0! 4540.50 
m o.oa 45l9.oo 
324 0.04 452S .50 
llS 0. 08 4539.00 
J26 0.05 451.0.50 
R7 0.08 4545.00 
32.8 o.oa 4555.00 
lZ9 O. Otli 4555.00 
0 0 .08 4550.00 
nt o.oe ISSO.oo 
:nz 0.08 4540. 00 
m o. oe 4516.50 
334 o.oa 4535 . 00 
m o. oa 4SZZ. oo 
S36 o. oa 4535.00 
m o. oa 4536.50 
338 o. oa 4540.00 
n9 o. oa 4550. oo 
340 O. Oft '550. 00 
o. oe 4548.00 
342. o.os 4545 . 00 
343 o. oa 4515 . 00 
344 0 . 08 4530.70 
345 o.08 45za.oo 
346 0.08 45U1.50 
347 0.08 452:8.00 
348 o.oe 4510.70 
349 0. 08 4535.00 
350 0. 08 4545.00 
351 0.08 4548.00 
0 0 .08 4545.00 
)')3 0.08 4540 .00 
354 0.08 4530.00 
lSS 0.08 4525.00 
356 0. 08 '521.00 
357 0.08 '515.00 
359 
360 
348 360 :370 351!1 0.08 4521.00 
349 :361 371 359 0.08 4525.00 
:350 :362 :sn 360 0.08 4530 . 00 
351 363 m 361 0.08 4540.00 
352 0 374 362 0.08 4545.00 
35:3 :365 375 0 0. 08 4538.50 
354 366 376 364 0.08 4534 .50 
355 :367 m 365 0.01!1 4528.00 
356 368 378 366 0.08 4524.00 
357 369 379 367 0.08 4520.50 
358 370 380 368 0.08 4511.50 
359 :371 381 369 0.08 4520.50 
360 :sn w 370 0.08 4524.00 
:361 373 3M 371 0 .08 452! .00 
362 374 384 3n o.08 4534.00 
363 0 l8S 373 0 . 08 4538.50 
364 376 3M 0 0.08 4532.00 
l65 3TT 367 315 0 . 08 4529.00 
366 m 3M 376 0.08 4526.00 
367 37'9 389 3T7 0.08 4523.00 
.368 3M 390 371!1 0. 08 4520.00 
369 381 391 379 0.08 4509.00 
370 382 392 380 o.oa 4520.00 
l11 383 393 381 0.08 4523.00 
372 384 394 l8Z 0.08 4526.00 
m 385 395 383 0.08 4529.00 
374 0 396 Je4 0.08 4512.00 
31'S 387 397 0.08 4526.80 
376 388 398 386 0.08 4524.00 
377 389 399 387 0.08 4521.50 
l78 390 400 388 0.08 4518.60 
37'9 391 401 389 o.oa 45t6.oo 
380 392 402 390 0 . 08 4505..30 
381 393 403 391 0 . 015 4516.00 
3S2: 394 404 392 o.oe 4518.60 
. 383 395 40S 393 o.os 4521.50 
384 396 406 394 o.oe 45Z4.oo 
= 407 395 o.oe 4526.80 
386 398 '-OS 0 o.os 4521.60 
387 399 1.09 397 o.oa 4519.30 
3M 400 410 398 0.08 4517.00 
lS9 401 411 399 0.08 45U •• 20 
390 40Z 412 400 0.08 4512.00 
391 403 41J 1.01 0.08 450Z.OO 
392 404 414 402. 0.08 4512.00 
393 405 415 403 0.08 4514. 20 
394 .406· 416 404 0.08 4517.00 
395 407 417 405 0.08 4519.10 
396 0 418 406 0.08 4521.60 
397 409 419 0.08 4516.40 
398 410 420 406 0.08 4514.30 
399 411 421 409 0.08 4512.50 
400 412 422 410 0. 08 4509.80 
401 413 423 411 0.08 4508.00 
402: 414 Q4 412 0.08 4498.70 
403 415. 425 413 0.08 4508.00 
404 416 426 414 0.08 4509.80 
405 417 427 415 0.08 1.512.50 
406 411!1 428 1.16 0.08 4511..30 



































1,20 1,32 442 
421 1.33 443 
4Z2 04 444 
loll lo35 445 
424 4l6 446 
425 1,37 447 
426 438 448 
1,27 439 449 
42ll 440 450 
4Z9 0 451 
1,30 442 452 
1,31 443 45J 
oz 444 454 
433 445 loSS 
434 446 456 
C5 447 1,51 
436 448 458 
.(37 449 459 
438 450 ~ 
1,39 451 461 
<40 0 1,62 
441 453 463 
442. li54 464 
443 455 1.65 
444 1,56 466 
445 457 467 
446 1,58 468 
447 1,59 469 
448 460 470 
«9 461 471 
450 o46Z 472 
451 0 47J 
452 464 474 
45l 465 41'S 
454 466 476 
loSS 1.67 1.,71 
456 468 478 
457 469 479 
458 470 480 
459 471 ~1 
460 4n w 
461 473 483 
1,62 "" 
1.63 415. 48.5 
464 476 486 
465 477 487 
466 (,78 4M 
467 479 489 
0.08 4511.40 
0 .08 1,509.50 
0.08 4508.10 
0 . 08 4505.40 
0.08 45G4. 00 
0 . 08 4495 . 40 
0 . 08 1,504 . 00 
o.oe: 4505.40 
0 .08 1,508. 10 
0 .08 4509.50 
0.08 1,511.4(1 
0 . 08 1,506.1,0 
00 0 .08 1.504. 80 
431 0.08 4503.20 
432 0 . 08 4501.60 
433 0.08 4500.00 
4].4 0 .08 4492.00 
4JS 0 . 08 4500.00 
436 0 .08 1,501 .60 
4l7 0.08 1.503.20 
418 0.08 4504 . 80 
439 0 .08 4506. 40 
0 0 . 08 4502.1,0 
441 0 . 08 4501.30 
442 o.oa 4500.10 
443 0 . 08 4498.80 
444 0.08 41.97. 50 
44S 0.08 4490. 4(1 
446 0. 08 4497.50 
447 0.08 4498.80 
448 0 . 08 4500.10 
449 0.08 4501.30 
450 0 . 015 1,502 .~ 
o o.oa 41o98.50 
1,52 o.os 41,97 .eo 
1,53 o.os 41,97.00 
1,~ o.oa 4496.00 
4SS o.oa 4495.00 
1,56 0.08 4488.7'0 
4S7 0.08 4495.00 
458 0.04 4496. 00 
459 0.04 41,97 .oo 
460 0.04 4497.80 
461 0.04 4498.50 
0 0.04 4496.50 
463 0.04 4495.80 
464 0.04 4494.90 
465 0.04 4493.80 
466 0. 04 4492.80 
467 0.04 4486.30 
468 0.04 4492.80 
469 0.04 4493.80 
47'0 0.04 4494.90 
471 0.04 4495.80 
4n. 0.04 4496.50 
0.04 4494.50 
474 0.04 4493.7'0 
475 0.04· 4492.80 
476 0.04 4491.60 


















495 , .. 
1,1'5 ~1 497 
476 488 498 
t.TT 489 499 
1,78 .C.90 500 
1.7'9 491 501 
460 492 502 
481 493 503 
4Q 494 504 
441 495 50S 
4&4 506 
48:5 1.97 S07 
486 498 soa 
487 499 509 
488 500 510 
489 501 511 
1,90 soz 51Z 
1,91 503 513 
492 504 514 
493 505 515 
1,94 506 516 
1,95 0 517 
1,96 50S 518 
lo97 509 519 
498 510 520 
499 511 521 
soo stz m 
SOt Stl SZ3 
502: 514 524 
SOl 515 525 
504 516 526 
505 517 527 
506 S28 
507 519 52P 
508 520 5lO 
509 521 531 
510 5Z2 5lZ 
sn S2l m 
512 524 534 
513 525 535 
514 526 536 
515 527 5l7 
st6 su na 
517 539 
518 530 540 
519 531 541 
520 532 S42 
521 533 S43 
522 5J4 544 
szs 535. 545 
524 5J6 S46 
52S 537 547 
526 538 54S 
527 539 S49 
478 0.04 4483.90 362 
479 0.04 4490.60 
460 0.04 4491.60 
481 0.04 4492.80 
482 0.04 4493 . 70 
w 0 . 04 4494.50 
0 . 04 449250 
485 0.04 4491.60 
486 0.04 4490.70 
487 0.04 4489.40 
488 0.04 4438.1,0 
489 0.04 4481.50 
490 O.Olo -'48.8.40 
491 0.04 4489.40 
492 0 .04 4490.70 
493 0.04 4491.60 
494 0.04 4492.50 
0 0 .04 4490.50 
496 0.04 4489.60 
497 o.o4 4438.60 
4915 0 .04 '-487. 20 
(,99 0.04 «86.20 
500 0 . 04 40'9.10 
501 0.04 4486.20 
soz. 0 .04 4487. 20 
503 0.04 4438.60 
SOlo 0.04 4489.60 
50S 0.04 4490.50 
0.04 4488.50 
507 0.04 4487.50 
508 o.04 4486.so 
509 0.04 4485.00 
510 0.~ 4484.00 
511 0.04 41i76.7'0 
512 0 . 04 4484. 00 
513 0.04 448:5.00 
514 0 . 04 4486.50 
5,5 0.04 4487.50 
516 0.04 4488.50 
0.04 4486.50 
515 0.04 4485.50 
519 0.04 "-84.40 
520 0.04 4482.50 
521 0.04 4451.80 
522. 0.04 4474.30 
5Z3 0.04 4451.50 
524 0.04 4482.80 
525 0.04 "-84.40 
5Z6 0.04 4485.50 
527 0 . 04 4436.50 
0 0.04 44&4.50 
529 0.04 4483. 40 
530 0.04 4482.30 
531 0.04 4480.60 
532 0.04 4479.60 
5l3 0.04 447L90 
534 0.04 447'9.60 
535 0.04 4480.60 
536 0.04 4482.30 
















































































































































































538 0.04 4484.50 363 
o o.04 u.az.so 
540 0.04 4481. 40 
541 0 . 04 4480.20 
542 0.04 4478.40 
543 0.04 4477. 40 
544 0.04 4469.50 
545 0.04 4477.40 
546 0.04 4478.40 
547 0.04 4480.20 
548 0 . 04 4481.40 
549 0.04 4432 .50 
0.04 44M.50 
551 0.04 4479.30 
552 0.04 4478.10 
553 0.04 4476.20 
554 0.04 4475 . 20 
555 0.04 4467.10 
556 0.04 4475 .20 
557 0.04 4476.20 
558 0.04 41;78.10 
559 0.04 «79.30 
560 0 .04 44!0.50 
0 0.04 4'78.50 
562 0.04 4477.20 
S6J 0.04 «76.00 
S64 0.04 4474.00 
565 0.04 4473.00 
566 0.04 41.64.70 
567 0.04 4473.00 
568 0.04 4474 . 00 
569 0.04 1.1;76.00 
570 0.04 4477.20 
571 0.04 4478 .50 
0 0.04 4476 .80 
573 0.04 4475 .20 
574 0.04 4473.60 
575 0.04 4472.00 
576 0.04 4470. TO 
577 0.04 4462:.40 
578 0.04 4470.70 
57'9 0.04 4472.00 
560 0.04 4473.60 
531 0.04 4475.20 
582 0.04 41;76.80 
0.04 4476.80 
SM 0.04 4475 .00 
585 0.04 4472.40 
556 0.04 4'.70.50 
587 0.04 4468.60 
568 0.04 41.59.90 
589 0.04 4468.80 
590 0.04 41;70.50 
591 o . 04 44n.4o 
592 0.04 41.75.00 
593 0.04 4476.50 
0 0.04 4476.50 
59S 0.04 4474.80 
596 0.04 4471.20 
597 0.04 4469.00 
364 
568 600 610 598 0.04 4466.90 
589 601 611 599 0.04 4457.40 
590 602 612 600 0.01. 4466.90 
591 603 613 601 0.04 4469.00 
592 604 614 602 0.01. 4471.2:0 
593 60S 615 6Q3 0.04 4474.80 
594 616 604 0.01. 4476.80 
595 607 617 0.04 4476.80 
596 608 618 606 0 .04 4474 .50 
597 609 619 607 0. 04 4470 .00 
598 610 6ZO 608 0.04 4467 .so 
599 611 621 609 0.04 4465 . 00 
600 612 622. 610 0. 04 4455.00 
601 613 6Z3 611 0.04 4465.00 
602 614 624 612 0.04 4467.50 
603 615 625 61J 0.04 4470.00 
604 616 626 614 0. 04 4474.50 
605 627 615 0.04 4476 .80 
606 618 62.8 0 0 .04 4479.50 
607 619 629 617 0. 04 4473.60 
608 620 630 6UI 0.04 4469.30 
609 621 631 619 0 .04 4467.00 
610 622 632 620 0.04 4464.60 
611 623 63l 621 0. 04 4454.50 
612 624 634 622 0 . 04 4464.60 
613 625 63S 623 0.04 4467 .oo 
614 626 636 624 o.m 4469.30 
615 627 tJ7 625 o.m 4473.60 
616 638 626 0 . 035 4475.90 
617 629 639 0 O.OJS 4475 . 00 
618 630 640 62:8 0 . 035 4472.70 
6t9 631 641 629 o.m 4468.60 
620 632 642 630 o.m 4466.60 
621 m 643 &31 0 .035 4464.2:0 
622 634 644 cz o.m 4454.20 
6Z3 6J5 645 633 O.Cil'S 4464.20 
624 636 646 634 0.035 4466.60 
625 G57 647 63S 0 .035 4468.60 
... 638 648 6l6 o.m 4472.70 
627 0 649 637 o. m 4475.00 
62:8 640 650 0.035 4474.10 
629 641 651 6J9 0.035 4471.80 
630 642 652 640 0.035 4468.00 
6J1 643 653 641 0 . 0]'5 4466.10 
632 644 654 "-2. 0. 03'5 4463.80 
633 645 655 643 O. OlS 4453.80 
634 646 656 644 0.035 446:5 .80 
635 61.7 657 645 o. o35 4466. to 
636 648 658 646 0.035 4468.00 
IJ7 649 659 647 0.035 4471 .80 
638 0 660 648 0 .035 4474.10 
6J9 651 661 0.035 4473.20 
640 652 662 6SO 0. 035 4470.90 
641 65l 66l 651 o .OJS 4467.70 
642 6S4 664 652 0.035 4465.70 
61.3 655. 665 653 0. 035 446J.4a 
644 656 666 654 O.OJ5 4453 .40 
645 657 667 655 0.035 4463.40 
646 658 668 656 0.035 4465.70 









651 66l 673 
652 664 674 
653 665 67S 
654 666 676 
655 667 677 
656 668 678 
657 669 679 
658 610 660 
659 671 681 
660 .., 
661 673 683 
662 671. 684 
663 675 68:5 
664 676 6&6 
665 677 687 
666 678 6M 
667 679 689 
... ... 690 
669 Mt mt 
670 682 692. 
671 0 693 
6n 684 694 
673 685 695 
671, 6&6 696 
675 61J7 697 
676 6M 698 
677 689 699 
678 690 700 
619 691 701 
... fRZ 702 
681 693 703 
682 704 
683 . 695 7'05 
... 696 7'06 
68S 697 707 .......... 
6lf7 tR9 .... 
688 100 no 
689 701 711 
690 nz n2 
691 703 nl 
692. 704 714 
693 o ru 
694 7'06 716 
695 707 717 
696 708 ns 
697 709 719 
698 710 720 
fN9 111 nt 
700 712 7Z2 
701 711 7Z3 
702 714 7Z4 
703 715. 72S 











658 0 .035 41.70.90 
659 0 . 035 41.73 . 20 
0.035 4472.20 
661 0.035 4470.00 
662 0 .035 4467.40 
663 0.035 4465.20 
664 0 . 035 4463.00 
665 0 . 035 4453.00 
666 0.035 446.3.00 
667 0.035 4465.20 
668 0.035 4467.40 
669 0 . 0!5 4470.00 
670 O.OJS 44n.20 
0 0 .035 41,70.00 
6n O.ClS 4468.00 
613 0.035 4465.00 
674 0.035 4463.00 
675 0.03'5 4461.00 
676 o.~ 445Z..So 
677 0.035 4461.00 
678 0.035 4463 .00 
679 0.035 4465.00 
660 0.035 4468.00 
681 0.035 4470.00 
0 O.OlS 4468.00 
683 O.OJS 4466.00 
6&4 0.035 4463.00 
6SS O.OlS 4461.00 
6S6 0.035 4459.00 
687 o.m 44SO.eo 
688 O.OJS 41.59.00 
689 O.DlS 4461.00 
690 o.OJS 4463.00 
691 0.035 4466.00 
692. 0.035 4468.00 
0 0 .035 4465.50 
694 0. OlS 4464 .00 
695 0.035 '-'61.00 
696 0.035 4459.00 
t111 o.OJ5 4457.00 
698 0.035 4449. 10 
IR9 0.035 1,1;57.00 
700 0.035 4459.00 
701 O.OlS '-'61 . 00 
702 0 . 035 4464.00 
7'03 0.035 4465 . 50 
0 O. OlS 4463.50 
70S 0.035 '-'61.80 
706 0 .035 4459.30 
707 0 .035 4457. 10 
roe o.m 4455.00 
709 0.035 4447.40 
710 0.035 4455.00 
111 o.OJS 4457.10 
712 O.Q35 4459.30 
713 0. 035 4461.80 
714 0 .035 4463.50 
0.035 4461.50 
716 0.035 4459.50 
717 0. 035 4457.60 
708 no no 
709 721 731 
710 T22 732 
111 m 733 
712 724 731. 
713 ns 735 
714 m 736 
715 0 737 
716 728 738 
717 TZ9 139 
718 130 740 
719 731 741 
720 732 742. 
721 733 743 
1Z2 734 741. 
723 135 745 
724 736 746 
72S 737 747 
7U 740 
·n7 739 749 
728 740 750 
m 741 751 
730 742 752 
731 743 753 
73Z 744 754 
733 745 755 
7l4 746 756 
735 747 757 
736 71.8 750 
m 759 
738 750 760 
739 751 761 
740 m 762 
741 753 763 
742 754 764 
743 755 765 
744 7S6 766 
745 757 767 
746 758 768 
747 759 769 
744 no 
749 761 771 
75o 762. m 
75t 763 m 
752 764 774 
153 765 775 
754 766 776 
755 767 m 
7S6 763 778 
757 769 T79 
758 no 1M 
759 781 
760 m 782 
76t m m 
762 774 784 
763 m . m 
764 776 786 
765 m 767 
766 T78 788 
767 T79 1'8'! 
718 0.035 4455 . 70 
719 0.035 4453 .30 
721) 0.035 4445 .60 
721 0.035 4453 .80 
m o. o35 4455 .70 
7Z5 0.035 4457.60 
724 0.035 4459.50 
725 0.035 4461 .50 
0 0.035 4460.50 
727 0.035 4458.50 
728 0.035 4456.30 
729 0.035 4454.80 
no o.o35 4452.90 
731 0.035 4444 . 00 
732 0.035 4452.90 
733 O.QlS 4454.30 
734 0.035 4456.£0 
735 0.035 4450.50 
736 0.035 4460.50 
0 0.035 4459.50 
738 0.035 4457.50 
739 O.OJS 4456.00 
740 0.035 4454.00 
741 0.035 4452.00 
741.. 0.035 4442.00 
743 0.035 4452.00 
744 0.035 4454.00 
745 0.035 4456.00 
746 0.03S 4457 .so 
747 0.035 4459.50 
o.m 4457.60 
749 o.m 4455.70 
750 0.035 4454.30 
751 0.03'5 4452.50 
75Z 0.035 4450.50 
153 O.OJ'S 4441.00 
754 O.OJS 4450.50 
755 0.035 4452.50 
756 0.035 4454.30 
757 o.OJS 4455.70 
1'58 0 . 035 4457.60 
0.015 4455.10 
760 0.035 4454.00 
761 0.035 4452.60 
762 o.OJS 4451.00 
763 0.035 4449. 00 
764 0.035 4440. 00 
765 0.035 4449. 00 
766 o.OJS 445t . oo 
767 0.035 4452 .60 
768 O.OJS 4454.00 
769 0.035 4455.70 
0.035 4453.00 
771 0.035 4452.30 
m o.o35 4450.90 
m o.o35 4449.5o 
774 0.035 4447.50 
m o.o3s 4439.00 
776 0 . 035 4447. 50 
































802 .., ... 
80S ... 







































































































&31 . •' 841 











718 0.035 4450.90 367 
779 0.035 4452 . 30 
780 0.035 4453.80 
0 0.035 4451.90 
782 0.035 «50.60 
783 <1 .035 4449.20 
784 0.035 4448.00 
785 a.OJs 4446. 00 
786 0.035 4438.00 
787 0.035 4446.00 
78S 0.035 4448.00 
789 o.m 4449.20 
190 0.035 4450.60 
7'91 0.035 4451.90 
0 0. 035 44SO.OO 
m o.rn 4448.90 
1'94 0.035 4447.50 
795 0.035 4446.50 
796 0.035 4444.50 
797 0.035 4437.00 
798 0.035 4444.50 
799 o.m 4446.so 
liOO 0.035 4447.50 
801 0.035 4448.90 
802. o.m 44SO.oo 
0 0.035 4448.00 
804 0.035 "'-7 .00 
80S 0.035 4445.80 
806 O.OlS 4445 .. 00 
807 0.035 4443.20 
808 0.035 4436.00 
809 O.OlS 440.20 
«no o.Ols 444S.oo 
811 0.035 "'5.80 
etz o.OJS 4447.oo 
813 O. OJ'S 4448.00 
a.m 4446.00 
815 O.OJ'5 4445.00 
816 O.OlS 4444.00 
817 0.035 4443.00 
e1e o.olS 4442.00 
819 o.o:ss 4435.00 
820 0.035 4442.00 
821 O.OlS 4443.00 
822 0.035 4444 .00 
3ZJ 0.035 4445.00 
82.4 0.035 4446.00 
0 0.035 4444.80 
826 0.035 4443.90 
8Z1 0.035 4443.10 
8Z8 0.035 4442.30 
829 0 . 035 4441.40 
830 O.OlS 4434.40 
431 0.035 4441 . 40 
832. O. OlS 4442.30 
8!3 O.OlS 4443.10 
834 O.OJS 4443.90 
835 0.035 4444 .so 
0 o.o:ss 4443.50 





















455 847 1557 
836 0 858 
S37 349 859 
M8 aso 860 
539 851 861 
840 852 862: 
&41 853 86.3 
342 8S4 864 
843 ass 865 
844 .,. ... 
845 857 867 
846 858 ... 
847 0 M9 
848 860 870 
849 861 871 
eso 862 m 
851 a6J 87l 
esz 864 a74 
8S3 us m 
854 866 876 
ess 167 err 
8S6 868 818 
8'57 869 117'9 
858 ..., 
859 an aat 
&SO an w 
861 l7l w 
862: 874 M4 
.., 815 885 
1564 S16 886 
us arr ear 
&66 818 M5 
667 879 889 
... ..., 1190 
... 091 
870 MZ 892 
811 aa3 893 
1!72 884 ... 
873 885 .., 
874 1586 896 
875 887 tNT 
1176 888 898 
1117 889 899 
878 1190 900 
m 891 90t 
880 0 902 
881 893 903 
882 ... 90< 
w 895. 905 
884 ... 906 
SS5 897 907 
... ... 908 
887 899 909 
838 O.OlS 4442.20 368 
839 0.035 4441.60 
840 0.035 4440.80 
&41 0.035 4433.80 
842 0.035 4440.80 
843 0.035 4441.60 
844 0.035 4442.20 
845 0. 035 4442.80 
846 0.035 4443.50 
0.035 4442 .30 
348 0.035 4441.70 
849 0.035 4441.30 
850 0 .035 4440.90 
851 0.035 4440 . 20 
asz o.Ol'S 44D. lO 
85l 0.035 4440.20 
as4 0.03) 4440.90 
855 0.035 4441.30 
as6 0.035 4441.70 
857 0.035 4442.30 
0 .035 4441.10 
859 0 .035 4440.60 
860 0.035 4440.40 
861 0.035 1.440.20 
S62. 0.035 4439.60 
863 0.035 44:SZ.70 
1564 0.035 4439.60 
IS6S 0.035 4440.20 
866 0.035 4440.40 
867 0.(]3'5 ~-60 
868 0.035 4441.10 
O.OlS 4439.80 
1170 0.035 4439.60 
871 o.cns 4439. 50 
872 0.035 4439.40 
m o.035 4419.20 
874 0.035 4432.20 
m o.c5 4439.zo 
876 0 .035 4439.40 
arT 0.035 44:59.50 
878 0.035 4439.60 
87'9 0.035 4439.80 
0 0.035 4439.10 
1581 0.035 4439.00 
882 0.035 4438.70 
M5 0.035 4438.50 
884 0.035 4438.30 
ass o.o35 4430.80 
886 0.035 4438.10 
887 0.035 4418.50 
SM 0.035 4438.70 
M9 0.035 44:59.00 
890 0.035 4439.10 
0 0.035 4438.40 
892 0.035 4438.20 
891 0. 035 4437.90 
894 0.03'5 4437.60 
895 0.035 4437.30 
e96 o.o35 4429.40 





1!93 ... .., ... 

































































































































































898 0.035 4436.70 
899 0.035 4437. 10 
900 0.035 407.40 
901 0.035 ~37 .so 
0 0.035 4437.80 
903 0 . 035 4437.40 
904 0 . 035 4437.10 
905 0.035 4436.70 
906 0 . 035 4436.40 
907 0.035 4428.00 
908 O. OlS 4436.40 
909 0.035 4436.70 
910 0 . 035 4437.10 
911 0.035 4437.40 
91Z 0.035 4437.80 
0 0.035 4417.20 
914 0.035 4436. 70 
915 O. OJ'S 4436.30 
916 0.035 4435.90 
917 0.035 4435.50 
918 0.035 4426.60 
919 0.035 4435.50 
920 0.035 4435.90 
921 0.035 4436. 30 
922 0.035 4436.70 
923 0 . 035 4437.20 
0 0. 035 4436.50 
92S 0.035 4436.00 
926 0.035 4435.50 
927 O.OlS 4435.00 
92.8 0.035 4434.50 
929 0 . 035 4428.00 
no o.m 44Z5.to 
931 0.03'5 4435.00 
932 O.OlS 4l.JS. SO 
m o.OJs 41.36.00 
931. 0.035 4436.50 
0 O.OlS 4436.20 
936 O.OlS 4415.70 
937 0.035 4435.20 
9l8 0.035 4434.80 
939 0.035 443-4.30 
940 0.035 4426.60 
941 0.035 4424.90 
942: O.OlS 4434.&0 
941 0.035 4435.20 
944 0.035 4435.70 
945 o.m 4436.20 
0.035 4435.90 
947 O.OlS 4435.40 
948 0.035 4435 . 00 
949 o.m 4414.50 
95o o.m 4434.10 
951 0.035 442~.60 
952 0.035 4434.10 
953 0.03'5 4434.50 
95t. 0.035 443'5.00 
955 0.035 4435.40 
956 0.035 4435.90 
0 .035 4434.80 
369 
370 
9411 960 970 958 0.035 4434.30 
~9 961 971 959 0 . 035 4434.00 
950 962 9n 960 0 . 035 4433.50 
951 963 973 961 0.035 4432 . 90 
952 964 974 962 0.035 4424.00 
953 965 975 963 0.035 4432.90 
954 966 976 964 0 . 035 4433.50 
955 967 977 965 0.035 404.00 0 
956 968 978 966 0 . 035 4434 .30 0 
957 0 979 967 0 . 035 4434.80 
958 970 980 0 . 035 4433.70 
959 971 981 969 0.035 44D.20 
960 9n 982 970 0 . 035 4433.00 
961 973 98.3 971 0.035 4432.50 
962 974 984 9n 0 . 035 4431.70 
963 975 985 973 0 . 035 4423.30 
964 976 986 974 0 . 035 4431.70 
965 977 987 975 0 . 035 4432.50 
966 978 988 976 0.035 4433.00 
967 979 989 977 0.035 4433.20 
968 0 990 978 0 .035 4433.70 
969 981 991 0 0 . 035 4432.60 
'170 982 992 980 0.035 4432.20 
971 98.3 993 981 0 . 035 4432.00 
m 984 994 982 0 . 035 4431 . 50 
973 985 995 98.3 0 . 035 4430.50 
974 986 996 984 0.035 4422 . 60 
'175 987 997 985 0.035 4430.50 
976 988 998 986 0.035 4431.50 
977 989 999 987 0.035 4432.00 
978 990 1000 988 0 .035 4432.20 
979 0 1001 989 0.035 4432.60 
980 992 1002 0 .035 4431.60 
981 993 1003 991 0 . 035 4431.20 
982 994 1004 992 0 . 035 4430.90 
98.3 995 1005 993 0 . 035 4430.50 
984 996 1006 994 0 . 035 4429.40 
985 997 1007 995 0.035 4422. 00 
986 998 1008 996 0.035 4429.40 
987 999 1009 997 0.035 4430.50 
988 1000 1010 998 0.035 4430.90 
989 1001 1011 99 
371 
Appendix B: Sample of the Spread Sheets 
0 .035 4431.20 372 
990 0 1012 1000 0 . 035 l.l.31 .60 
991 1003 1013 0 0.035 l.430.60 
992 1004 1014 1002 0.035 4430.20 
993 1005 1015 1003 0. 035 4429.90 
994 1006 1016 1004 0.035 4429.50 
995 1007 1017 1005 0 . 035 4428.60 
996 1008 1018 1006 0 . 035 4l.20.60 
997 1009 1019 1007 0.035 4428.60 
998 1010 102.0 1008 0.035 4429.50 
999 1011 102.1 1009 0.035 4429.90 
1000 1012 1022 1010 0.035 4430.20 
1001 0 1023 1011 0.035 4430.60 
1002 "1014 1024 0.035 4429.60 
1003 1015 1025 1013 0.035 4429.20 
1004 1016 1026 1014 0 . 035 4428.60 
1005 1017 1027 1015 0.035 4428.50 
1006 1018 1028 1016 0.035 4427.60 
1007 1019 1029 1017 0.035 4419.60 
1008 1020 1030 1018 0.035 4427. 80 
1009 1021 1031 1019 0.035 4428.50 0 
1010 1022 1032 1020 0.035 4428.80 0 
1011 1023 1033 1021 0. 035 4429.20 
1012 1034 1022 0.035 4429.60 
1013 1025 0 0 . 035 4428.60 
1014 1026 1024 0. 035 4428.20 
1015 1027 1025 o.o35 4427.60 
1016 1028 1026 0.035 4427.40 
1017 1029 1027 0.035 4427. 00 
1018 1030 1028 0.035 4418.50 0 
1019 1031 1029 0.035 4427.00 0 
1020 1032 1030 0.035 4427.40 0 
1021 1033 1031 0. 035 4427.60 0 
1022 1034 1032 0 . 035 4428.20 
1023 1033 0.035 4428.60 
14 
0 30000 








5 . 0 55600 





1013 1014 1015 1016 1017 1018 1019 1020 1021 1022 
1023 
12 
5 7 665 666 667 995 996 997 1017 
1018 tot9 
FAilURE 
Xpqf FAilURE B.IJ. 
10 1615.76 500 
10 1(64.03 600 
10 1311.83 700 
10 1160 . .(9 800 
















30 1616. 72 
.30 1l.64.72 
.30 1312.83 






















































































B.E. O.F. S.S. T . IJ.f. AREA . f O.f. U: .NO. 
1600 15.76 10 815.2 8195.2 285576 1.936808 
1(50 1'.01 20 1161.2 8979.2 285.(45 2.011.611 
1300 11 . 8.3 40 1646.4 9227 • .( 284177 2.292502 
1150 10.49 60 2058.8 9650.8 2.83058 2.38711.( 


























































1.(50 15 .72 
1300 13.61 










1150 12. 06 
1000 11.06 
850 10.71 
700 9 . 45 
550 8.97 
100 2802 10812 2.80390 2.326535 
120 3058 • .( 10934.4 
1.(0 3392.4 11588.4 
160 3661.6 11955.6 
180 39l4.4 12390 . .( 
10 824 . 8 84.(4.8 
20 1171.6 91'5.6 
.(0 1696.8 9718.8 
60 2085.2 9853.2 
80 2508 10653 
100 2&88 11328 
120 3123.2 11296.2 
1.(0 3462.4 11958.4 
160 3744.8 12376.8 
180 4024.4 12830.4 
10 834.4 8694.4 
20 11e8.8 9420.8 
40 1726.4 10007. 4 
60 2134.4 10230.4 
80 Z546.4 10907.4 
279983 2.386483 
278562 2 . 292152 
2765n 2.256142 
274496 2.199983 
303746 1 .980947 
305135 2.104435 
302066 2. 268602 
306038 2 • 517998 
303917 2.(394 
301590 2.36896 









100 2920 11520 320018 2.464672 
120 3192.8 11684.8 319375 2.517833 
1.(0 3532.4 12328.4 316511 2.421786 
160 3!12 12717 313922 2.381734 
180 4096.4 13182.4 311413 2.320696 
10 843.6 8933.6 342ll3 2.0751.(9 
20 1205.6 9689.6 345600 2.217117 
40 t753.6 102n . 6 340133 z.4108Z4 
60 2165.6 10469.6 344120 2.634365 
80 2586.4 ntn .4 34U43 2.590545 
100 ID6 12336 339516 2.41.(057 
120 32.60 12060 335587 2.549559 
140 3596.8 1Z668.8 332999 2.4U141 
160 3872.8 13024.8 330639 2.439395 
180 4168.4 13534.4 328072 2.37065 
10 652.6 9167.6 363560 2.131264 
20 1228.8 10060.8 368810 2.zsno2 
40 1788.8 10615 .8 363667 2 . 478151 
60 2211.2 10819.2 364027 2.680569 
80 2620 11395 359068 2.662735 
100 30UI 12168 358085 2.587065 
120 .3303.2 12301.2 356080 2.643418 
140 3652.8 12964.8 351927 2.539153 
160 39.(9.6 1l413.6 349914 2.494548 
180 .(240.4 13886.4 346522 2.430087 
10 861.4 9396.4 ~763 2. 16487 
20 1244.4 10310.4 388933 2.309477 
40 1817.6 10896.6 383582 2.533628 
60 2247.2 11095.2 ~025 2.737899 
60 2669 . 6 11723.6 379192 2.719962 
100 
120 
3146 12876 376212 2.545146 
3368 12663 371117 2 . 66357 




























90 1011 .. 8 
90 861.48 








































































































































160 4004 13689 
180 4312 .4 11.238.4 
869.6 9609.6 10 
20 1259.6 10553.6 







120 3416 12931 
140 3764 .a 13556.e 
160 4071 .2 140Z9.2 
180 4380.8 14572.8 
10 884 . 8 10004.8 
20 12.8.3.2 10931.2 
40 1861.6 .11125. 6 
60 2381.6 12125.6 
ao 2748 12243 
100 3260 13560 
120 3473.6 13252.6 
140 :sate 13838 
160 4tl8.4 14369.4 
teo 4449.2 14907.2 
10 193.4 10228.4 
20 1294.1 11116. 8 
40 1MS.6 11559.6 
60 2405 1232.8 
ao 2788 125015 
too 3296 13776 
120 3514.4 13480.4 
140 3871.2 14119.2 
160 4199.2 14677. 2 
180 4514 15224 
10 906.6 10571.6 
20 1304 11264 
40 1921, 11934 
60 Zl97.2 122:45.2 
ao 2.800.8 1ZS9Z.e 
100 S258 1lS48 
120 3564.1 13761.1 
140 39lS.6 14459.6 
160 4263.2 15001.2 







396885 2. 765001 
393480 2.58.3762 










408604 2. 781717 
405106 2.709872 
402680 2.6502:72 
400296 2. SSSZ36 
447991 2.2.81144 
439Z31 2.376275 
439192 2. 7'04189 

















tplf NO fAIUJR 8.\1. S.f. O.Nf. S.S. T.V. Nf. AREA.Nf O.Nf. FR.NO.Nf 










































2 . 04 
1.95 
6 . 15 
5.44 
4.79 
20 743.6 2297.6 24757 1.0&026 
40 957.6 2511.6 24706 1.070387 
60 1152.1 





















24451 0 .989462 
24395 1. 051'907 
24349 1.002356 
24296 0.995987 
24235 o. 973891 





























































































































































































































60 1325.6 4029.6 1.9356 1.238013 






























6300 . 8 
49173 1.221797 
49057 1.268877 
48942 1. 231297 












10 676.4 4586.4 99017 1.461086 
20 914.4 5030.4 98415 1.469934 
40 1236.8 5233 .8 98249 1.608141 
60 1539.2 5667.2 97953 1.S87393 
80 1775.2 5798.2 9T744 1.643789 
100 2026 6156 97544 1.601933 
120 2254.4 6445 . 4 97345 1.574079 
140 2476.8 6748.8 97184 1.537349 
160 2685.6 7014.6 97032 1.508.354 
160 2890.4 n86.4 96860 1.475455 
10 699.8 5194.8 124022 1.544203 
20 956 5696 123390 1.563961 
40 1290.4 5756.4 123038 1.783393 
60 1631.6 6375.6 122716 1.715926 
60 1887.2 6540.2 122454 1.772423 
100 2154 . 6924 122231 1.735165 
120 2398.4 n49.4 122042 1.706432 
140 2636 .4 7592.4 121862 1.666777 
160 2861.6 7905.6 121675 1.631833 
180 3077.6 8201.6 121468 1.598793 
to ~3278.8 -98248.8 148594 o.OI.869 
20 996.8 6348.8 148275 1 . 630822 
40 1352 .8 6364.8 147774 1.886296 
60 1697.6 68-91.6 147530 1.8764LS 
80 1988 nos 14n6s 1.890852 
100 2268 7608 147016 1.859313 
120 2528 7973 11.6nB 1.826791 
140 2779.2 8347.2 146549 1.785269 
160 3015.2 8683.2 146320 1.71.9904 
180 3246.8 9028.8 146105 1.710094 
10 735.2 6115.2 174032 1.738953 
20 1025 .2 6803.2 173384 1.743474 
40 1409.6 6918.6 tn79t 1.986615 
60 1768.4 7424 .4 172371 1.9968 
60 20T7.6 7801.6 1n031 2.oo5323 
100 2374 8244 171770 1.970393 
120 2648 8643 171508 1.935614 
140 2910.8 9042.8 17125 1 1.893464 
160 3159.2 94 12.2 170996 1.854855 
180 3398 9768 170735 1.816761 
10 7S2 .6 6567.6 199035 1.807897 
20 1060.8 nn.s 198236 1.797309 
40 1461.6 7425.6 197604 2.080582 
375 
376 
60 1158 .64 800 1150 8.64 60 1836.8 7948.8 197115 2.10073 
60 1007.89 900 1000 7.139 60 2162.4 8363.4 196857 2.109195 
60 857.36 1000 850 7.36 100 24n 1!832 196550 2.074822 
60 706.9 1100 roo 6.9 120 2756 9246 196253 2. 042195 
60 556.54 1200 550 6 . 54 140 3031.2 9679.2 195966 1.996645 
60 406. 22 1300 400 6.22 160 3290.4 10076.4 195696 1.955781 
80 255.95 1400 250 5.95 160 3542 104n 195439 1.912772 
90 1613.4 500 1600 13.4 10 7611 6968 224041 1 .881126 
90 1462.13 600 1450 12.13 20 1085.2 7763.2 223152 1.1393942 
90 1310. 15 700 1300 10.15 40 1512 7917 222445 2.16l862 
90 1159.17 800 1150 9.17 60 1900.4 8436.4 221975 2.20071 
90 1008.38 900 1000 8.38 80 2240.8 eesz.8 221680 2.2oee96 
90 857.81 1000 850 7.81 100 2562 93n 221301 2.175688 
90 707.32 1100 700 7.32 120 2856.8 9608.8 220946 2.14227 
90 556. 94 1200 550 6.94 140 3143.2 10271.2 220606 2.093841 
90 406. 6 1300 400 6 . 6 160 3412 10692 220303 2.051203 
90 256.31 1400 254 6.31 160 3671.6 11105.6 220027 2.007533 
100 1614.2 500 1600 14.2 10 784 7384 24 7543 1. 925055 
100 1462.8 600 1450 12.8 20 1112 8192 245385 1. 944856 
100 1310.6 100 1300 10.6 40 . 1548 82611 244837 2.256052 
100 1159.77 600 1150 9.77 60 19n.4 13988.4 244418 2.244808 
100 1008.9 900 1000 8 . 9 60 2324 9434 244649 2.26l681 
100 858.2 1000 85o 8.2 100 2640 9840 243860 2.262153 
100 707.7 1100 700 7.7 120 2948 10318 243656 2.224435 
100 557.3 1200 550 7.3 140 3244 10804 243429 2.175745 
100 ~7 1300 400 7 160 3540 11340 243328 2.112741 
100 256.66 1~ 250 6.66 160 3797.6 11nt.6 243247 2.061583 
• COtNERGE 
V.P. tt .R. Q Nrllins;J SO Sf dAJdJ. .. TERH dUdX SO-Sf 
o.os st6.mt to.o3364 tnzsr.z o.ol o.06lsu ·0.03353 
0.1568 0 . 000548 0.014495 -0 . 04488 o.os 1161.901 7.7280ZS 104297.3 0 .03 0. 074883 
0.05 1646.696 5.603585 86507.86 0.03 0.107887 0.04964 0.000158 0.016265 -0.07789 . 
0 . 05 2058.975 4.687187 80323.43 0.03 0. 12.4159 0.08468 0.000234 0.019987 -0.09416 
0.05 2455.321 4. 196273 7'9656.63 0 .03 0.125234 0.13048 0 . 000294 0.020909 ·0.09523 
0. 05 2802. 09 3.858548 7'9043 . 3 O.OJ 0 . 125811 0 . 10176 0.000197 0 . 021668 ·0. 09581 
0.05 3058.468 3.575123 75974.45 0.03 0.135786 0 .02448 4. S6E·OS 0.022521 ·0. 1057'9 
0 . 05 3392.456 3.415932 78110.53 
0.05 3661.646 3.265089 78195.65 
o.os 3934.439 3.11,9216 7'9110.83 
0 .05 826.42 10.21853 118167.1 
0.03 0.12718 (1.1308 0.000203 0.0227'97 ·CI.09718 
0. 03 0.125084 0.07344 0.000102 0.023222 -0.09508 
0 . 03 0 . 120375 0 . 08696 0.000107 0.023508 ·0.09037 
o.oJ a.0660S4 
0.05 1172.311, 7.801322 106900.7 CI .OJ 0.081453 ·0.18102 ·0.00068 0.015206 ·0. 05145 
0.05 1697. 111 5.726672 92444 . 08 0 .03 0.106745 0.11464 0.000354 0.018027 -0.07674 
0. 05 208:5.378 4.724898 82447.21 0. 03 0.1l77S6 0 . 02688 8.17E·OS 0. 020163 -0. 10776 
0 . 05 2508.12.6 4.247395 83028.52 0.03 0. 1D96 0.15996 0 . 00038 0.020922 -0.10396 
0.05 2.888.094 3;922309 l3725.36 0 . 03 0.129731 0.-135 0 . 000262 0.021567 -0.09973 
0.05 31Z3.Z7 3. 616786 7'9096. 85 O.al 0. 11.5047 -G .00636 · 1. 2£·05 0. 022529 ·0. 11505 
0.05 3462.458 3.4537l2 81197.95 0 .03 0. 13S'l35 0. 13244 0 .000215 0 . 0227'96 ·0. 10533 
O. OS 3744.848 3.305021 81609.12 0. 03 0. 132161 0.05368 0 .000121 0 .023191 -o. tOZ16 
0.05 4424.44 3.18512 82593.38 0. 03 0. 126806 0.09072. 0. 000115 0 .023472 -0.09681 
0.05 836.0678 10.39916 1Z3089 0.03 0.068799 ·0.0388 
o.os 1189.536 7.91973 11122.8.7 0.03 o.oas551 - 0.20426 -o.ooos o.o1m5 -0.05555 
o. os 1726.721 5.1'9561 95951 . 54 o. 03 o.11169 o.11m o. 000374 o. 018061 -o.oat69 
o.os 2134.585 1..792687 16420 .. 24 0.03 ·0.141442: 0 .0446 0.0001.37 0.020088-0.11144 
O .. OS· 2S46 .. 529 1..283243 854M.9 0.03 0.141851 0.1354 C.000336 0.020966 · 0 .. 11185 
0.05 2920.096 3.945076 85473.56 0.03 0. 140155 0.12252 0 .. 000255 0.021657 ·0.11Ct5 
0.05 3192.813 3.6S96S1 82462.97 0.03 0 . 149972 0.03296 6.54£-05 0.022457 -o .. 11997 
0.05 lS32.1.59 3.4900D 84295 . 75 0.03 0.11.096 0.12872. 0.000214 0.022764 -0 •. 11096 
0.05 3812.049 3.336001 84375.44 0.03 0.138'02. 0.07m. 0.000116 0.023175 -o: t084 
o. os 1.096.442 3.218012 15384.87 0.03 o. tll986 o.09308 o.oootzz 0 . 023455 -o.t0299 
·o.os 845.3137 1o.SM18 tZ1343.7 o .03 o.OT1681 ...0.04168 
o. OS 1206.J57 8.03212 115482 0.03 O.OS9Sl7 -G.1939 -G. 0007'9 0.015407 ...0.05954 
0.05 1753.929 5 .856907 99187.49 0.03 o.117567 0 . 1166 o. OOCI.lM o.018117 -o .os757 
0.05 2165.7'9 1..834015 88949.29 0.03 0 . 149639 0.0394 0 .000126 0.02012 ...0.11964 
0.05 2S86.53Z 4.319452 SI50Sa.6S 0.03 0. 1SOZ3 0.14056 0 . 000365 0.020989 ...0.12023 
0 . 05 3056.103 1..036513 92936.65 o . 03 o .133434 0.23272 o.000444 o.oztm ...a. 10343 
o.05 3260.075 3.699301 857Z4.1.5 o .m o. 1Sl224 -o. OS52 -o.ooo11 o.azz4Z3 -o. 12l22. 
o.os 3596.861 3 .SZZ182 87154.34 o.m o. t45961 0.12176 o.000206 o. azzm ...0. 11596 
0.05 3372.85 3 .363104 86SSS.04 0.03 0 . 1447'94 0.0712 G.0001G9 0.023166 ·ll. 11479 
0.05 4168.443 3.246872 88192.26 0. 03 o. 13836 o. 10192 0.000137 0.023425 -o. 10536 
0 . 05 854.3586 10.73039 132529. 5 0.03 0. 075Z3 ...0.04523 
0.05 1229.586 8.182269 121395 .6 0 .03 0.092271. 0 . 17864 0.000741 0 . 015018 ·0.06227 
0.05 1189.11. 5.933465 103392~5 0. 03 0 .123689 0 . 111 0 . 000381 0 . 018149 · 0.09369 
0.05 ZZ11.396 4.892.475 92658.17 0.03 0.154316 0.04068 0 . 000132 0 .020077 ·0.12432 
0 . 05 2620.134 4.349014 90Z22.41 0.03· 0.158359 0. 11516 Cl.000312 0.02.1025 -o. 12836 
0 .. 05 302.8. 101 1..018359 91395.95 0.03 o. 153476 0. 1546 0.000342 0.021629 -0 . 12348 
0.05 3303.276 3.723939 87826.7 0 . 03 0.164349 0.02664 5.64€·05 0 . 022428 .;.0.13435 
0 .. 05 365Z.863 3 .549216 89646.42 0 . 03 0. 154088 0 . 13272 O. OOOZ34 0.022131' -G.12409 
0.05 3949. 652 3.396148 90063. 7 0.03 0 .. 150923 0.08976 0.000141 0.023126 · 0 . 12092 
0.05 4240.444 3.274752 91003.14 0 .03 0.144971 0.09456 0.000132 0 .023411 -0~ 11497 
0.05 863. 2025 10.38551 137143 0.03 0 .078687 -0.04869 
o.05 1245. 205 a.zsooaz 125396.7 o.o3 o.096t74 o.18ZB o .ooo784 o. 015089 -0.06617 
0 . 05 1817.949 5.993897106846.6 0.03 0 . 128853 0. 11724 0 . 000414 0 . 018165 -0.09885 
0 .05 2247.401 ·1..936903 95596 .23 O. OJ 0.160503 0 .03972 0 . 000132 0.02.0069 -o.1:SOS 
0.05 2669.738 4.391292 93424.73 0 .03 0 . 164707 0 . 12568 0 .000348 O.OZ0999 ·0. 13471 
-0.05 3146. 107 4.092677 97902.53 0 .03 0.147638 0 .23048 0 .00047'5 0.021389 ·0. 11764 
o.os 3368. 07'9 3.7W71 90967.83 0.03 0 . 166334 · 0 .0426 ·9E·05 0.022384 ·0 . 13633 
0.05 3711.664 3.5767Z5 922.69.12 0.03 0 .160656 0. 12252 0 . 000222 0.022726 ·0.13066 
377 
o.os 4004.053 3. 418786 92320.8 o. o:s o. t575 o.oaz68 o.oootY. o.02.31ZZ -o. t275 
0.05 431 2.'45 3.3017 93821.09 0.03 0.15056 0.10988 0.000157 O.Olll8 ·0.12056 
0.05 871.'431. 11.02:722 141469.2 0. 03 0.082303 ·0.0523 
0.05 1Z60.424 8.373056 129313.5 
0.05 1&45. 958 6. 05084Z 110216.1 
o.os 2305.009 5.0051 100314.3 
0.05 2714.542 4.428151 96325.12 
0.05 3202.11 4. 1Z6029 101002.3 
o. os 3416.08 3.785ll2 93335.11 
0.05 3764.865 3.600872 94647.12 
o.os 4071.254 3.445910:. 9~115 
0.05 '·380.846 3.326481 96504.38 
0.05 886.719Z 11.2.8294 149555.3 
0. 05 1284. 053 8.513041 135428.8 
0.05 1861 . 963 6.062613 11Z146.2 
0.05 ZJ81.82 5 . 090893 106635.3 
0.05 27(.8.144 4.455006 98505. tS 
0.05 3260.113 4.159165 104220.2 
0.05 3473.6152 3..815144 96157.93 
o.os 3818.067 3.624347 97029.n 
0.05 (,138.(,55 3.472165 97915 .54 
0.05 4449.247 3.350499 99193.(,3 
0.05 895..3621 11.42376 154167.2 
0.05 1295.668 8.57'9976 138449.2 
0. 05 1885.97 6.129253 115047.6 
0.05 2408.ZZ:S 5.1191Z7 108815.7 
0.03 0.100036 O. 1888 0.000835 0. 015147 ·0.07004 
0.03 0.13401Z 0.1232 0.000447 0 .018178 ·0.104(11 
0.03 0. 159907 0.07344 O.()()(Rl9 0. 0199(,1 ·0.12991 
0.03 o.t69m o.09672 0.000212 o.o20987 -o.13973 
0.03 0.151741 0.238.3Z 0.000497 0.021361 ·0.12114 
0.03 0.17439 · 0.0562 ·0.00012 0.022387 ·0. 14439 
0.03 0.168141 0.12516 0.0002.35 0. 022722 ·0.13814 
0. 03 0.162716 0.09448 0.000156 0.023087 ·0.13272 
0.03 0.156917 0. 10872 0.000159 O.OZ5364 ·0.12692 
0. 03 0. 08149 -o.OS149 
0.03 0. 095937 0. 18528 0.00077'5 0.014912 ·0. 06594 
0.03 0. 139643 0. 01888 0. 000297 0.018255 -0.10964 
0.03 o. 15187'9 0. 16 0.000481 0.019687 -0.12188 
0.03 0.115459 O.OZl48 6 . 77E-OS 0.02101:5 -o.14546 
o.03 o. 155037 o.204 o. ooos53 o.ozut9 · 0.12504 
0.03 0 . 180534 ·0.06148 -0.00014 0. 022l62 -o. ts053 
0. 03 0.174283 0. 11108 0.00022S 0.02271 -0.1_442.8 
0.03 0.169101 0. 10628 0. 00018 0.023061 ·0.1391 
0.03 0.162152:8 o. 10756 0.000162 0.023343 -<1.13283 
0.03 0.084415 ·0.05441 
0. 03 o. 10062 0. 17768 0.00077'5 0. 015031 ·0.07062 
0. 03 0 . 11,5697 0.088:56 0.000343 O.OU5273 -<1.1157 
0.03 0.159849 0.15368 0.000482 0.019732 -<1.12985 
0.05 2768.147 4.486113 101105.5 0.03 o. 182401 0.436 0. 000107 0.021002 -o.t524 
0.05 SZ96. 115 4.17'9466 10622142 o.03 o. 163442: o.Z536 0.000556 o.021359 -o. 1n« 
o.os 3514.434 3. 83567 96161.27 o.03 o. 189653 -o.0591Z -o.ooo14 o.022369 -o. 15965 
0.05 3871.268 3.647177 99416.7 0.03 04181744 0.12176 O.OOOZS3 0.022699 ·0. 15174 
o.05 4199.257 3.49519 1~54.6 a.03 o.17SS14 a. 1116 o.aoot94 0.023043 -0.14553 
0.05 4514.048 3.312SS3 101746 0.03 0.169269 0.10936 0.00()169 0.023ll7 ..a. 13927 
0.05 908.627'9 11.63469 161295.2 0.03 0.0841.95 -<1. 0545 
o.os 1304.879 8 .632215 140SS1.2 o. 03 o. 1063Z o. 13848 0.()()(]63S 0.015202: -o.o7632 
0.05 192.4.382: 6.20147 119704.9 0.03 0. 146637 0.134 0.000515 0.018177 ..0.11664 
o.os 2397.422 5. 107654 107'923.3 0.03 0.182831 0.06ZZ4 0.000224 0.019985 o.0.15284 
o.os 2800.948 4. 495906 101938.7 o.03 o.ZOOS34 o. 069S2 o.000225 o.oztoaz -o. 17053 
o.05 3258.113 4.1SSZ35 104109.1 o.o:s o.1aa534 o. 19104 o.0004M o.OZ1603 -o. 15853 
o. os 3'564.886 3.860376 100640.2 o.o:s 0.191115 0.04276 o.ooo1oz 0.022322 -o. 16712 
o.os :s:m. 67l.67l987 102311 .8 o.03 o.taan4 o.u956 0.000283 0.022671 -o.1sm 
0. 05 4263.258 3.51!717 1113132.3 0 .03 0.183166 0.1oa:3Z O.OOOiiX 0.023031 -0.15317 
o.05 45n.649 3.391686 104019 o.03 o. 175312 0 . 10088 o.ooot59 o.02ll17 -0.14531 
U.P. K.R. Q _,..,tn; SO Sf dA/d1. T£RM dY/dX SO·Sf 
0.05 581.605 3.629955 14818.64 0. 03 0.023468 0.001532 
o.05 743.71'94 3.089088 14482. 52 o.03 o.029218 o.03728 5.SSE·05 -o.oos04 o.ooo78Z 
o.os 957.6805 2.622587 14194.65 o. 03 o. 03029 o.0428 5.12E-05 o.oot64 -o.00029 
0. 05 1152.849 2.346188 14192.79 0. 03 0. 0l0137 0.03864 3.68£-05 0.001016 ·0.00014 
0.05 13l3.634 2.153964 14238.39 0. 03 0.029729 0.01356 2.65E·05 ·0. 00561 0. 000271 
o.05 1510.025 2.026456 14562. 68 o.03 o.ozazos o.Ol748 2.4:se-os o.0&6S03 o. 001795 
0.05 1637.619 1.832905 13360. 13 0.03 0.033338 ·0.01168 ·8E·06 0.028082 · 0.00334 
o. os 1807.615 1.776705 14001.1& o. 03 0.030241 o.042 2.ne::Os o.046216 -o.ooo24 
0.05 1952. 813-1.692328 13947.67 0. 03 0.030346 0.01864 9 .47E-06 ·0.04207 ·0. 00035 
0. 05 2102.011 1.632722 t4142.41 0.03 0.029364 0.02544 1.1SE· OS 0. 012:569 0.000636 
. o.os 623.6135 5.128177 28261.07 0.03 0.031306 ·0.00131 
0.05 817. 8718 4.256902 27175.75 0.03 O. OnlS4 0.05672 0.000103 0.006741 ·0.00335 
0.05 tos:3 . 32 3.448843 25344.99 0.03 0.038021 0.05092 7.41E·OS 0.013807 · 0.00802 
378 
379 
0.05 132S.67J 3 . 039664 251 28.25 0. 03 0 . 038574 0 . 05868 6.78€·05 0 . 015966 -0 . 00857 
0.05 1524. 1)(,9 2. 712512 23894 . 88 0.03 0.0424t.9 0.02088 2. 22£·05 0. 019919 ·0.01245 
0.05 1740.037 2. 55167 246.38.88 o.a:s 0. 039625 0.0612 5.2SE·OS 0.019832 -0 . 00983 
0 . 05 1896.828 2.34539 23J38.72 0.03 0 . 044177 0.00176 1. 49E-06 0 . 023237 -(1.01418 
0.05 2084.623 2.2lol26 2l817.lll 0 . 03 0. 042221 0.0456 3.3ZE·05 0.023616 ·0.01222 
0.05 Z260 . 019 2.150425 24062.78 0.03 0.041187 0. 03664 Z. 36E·OS O.Ol436 ·0.01119 
0 . 05 2433.216 2.075936 24428. 58 0.03 0 . 039803 0.03624 2. 19E-05 0.0249 ·0.0096 
0.05 654.3661 6.103006 39632.99 0.03 0.035814 ·0.00'581 
0.05 869 . 5363 lo.9S3445 37193.67 0.03 0.040171 0.06272 0 . 000135 0.011434 ·O.C1017 
0 . 05 1172. 147 3 . 92.61Z7l4035 . 1o9 0.03 0 . 047858 0.05896 0.000104 0.016581 -0.01786 
0.05 1444. 439 3.42017 3ll27 .34 0.03 0.049599 0.06768 9 . 6£·05 0.01857'9 -0.0196 
0 . 05 1652.059 3.015631 30903.39 0 . 03 0.0573Z3 0.00832 1.14E· 05 0.02"77 ·0.02:732 
0 .05 1900. 045 2:.842038 32198.2:5 0.03 0.052592: 0.0836 8.99E·05 0.02:1565 · 0.02:2S9 
0. 05 2:093.634 2:.649746 31569.08 0. 03 0.~504 0.02952: 2:.92£·05 0 .022898 ·0. 02:45 
0.05 2303.2:.2.8 2.5311'51 32190.46 0.03 0.052:19 0 .05672: 4.81E·05 0.023279 ·0.02219 
0.05 21,96.82:3 2:.426603 32514. 39 0.03 0 . 050999 0.04552: 3.1o3E·05 0.02:382:7 -0.02.1 
0.05 26!8.82: 2.31,3333 33035.12: 0.03 0.049229 0.0484 3.23E-os 0.02:4188 ·0.01923 
o.os 677.2:1'98 6 . 7711'95 48782.93 0.03 0.041188 ·0.01119 
0.05 911,.7'92:8 5.49895 46571.67 0.03 0.044646 0 . 0868 0.0002:1 0.012437 -0.01465 
0.05 1236. 968 ,.231153 40687.72: 0.03 0.058297 0.04068 8 .51E·05 0.017787 -O.OUl 
0. 05 1539.303 3.6151667 40155 . 2.8 0 . 03 0. 0591,94 0. 08668 0. 000142 0.019313 -0.02949 
0 . 05 1775.268 3 . 266098 37'930.96 0.03 0.066394 0.02:62 3.99E-05 0.02.1359 -0.03639 
0 .05 2026.051 3.038423 38l77.85 0.03 ·0.064592: o.o71S6 9 .06E-os o :022029 -0.03459 
0.05 2251,.44 2.85898 38584.16 0.03 0.063643 0.0578! 6 . J6E·OS 0.022721, -O.Ol364 
0.05 21,76.833 2.72:477 39126.07 0.03 0.061688 0.06068 5.79E-05 0.023199 ·0.03169 
0.05 Z645.627 2.611904 39536.24 0.03 0.06022.6 0.05316 1,. 5£·05 0 . 023669 ·0.03023 
0.05 2.890.423 ·2.520877 40106.47 0.03 0.058313 0.051,36 lo.09E·05 0.02.402:1 ·0.02:831 
0.05 700.7'96.5 7.412708 58687.31 0.03 0.044647 
o.os 9S6.4447 5.955389 55612.68 0.03 0. 0492:17 0.10024 0.000256 0.01lt12 -0.01922 
o.os 1290.584 4.460305 lo63St.T5 O. Ol 0.070447 0.01208 2.96£·05 0.018536 ·0.04045 
0.05 1631.715 3.907299 lo700t .84 o. 03 o.068155 o.t23S4 o.000223 o.019508 -0.03815 
o.os 1M7.277 3.46Sio16 44508.27 o.03 o.07S6152: o.03292 5.w-os o.oz1306 -o.04S68 
0 .05 2154.058 3.214399 44816.56 0.03 0. 074374 0 .07676 0.000107 0 .022014 -0.04417 
o. os 2398.445 3.022542 1,5036.1'5 0.03 0.0731,21 0.06508 7.9£· 05 0.02:267 --G.0434Z 
o.05 2.636.437' 2.81'9796 1.5670.78 o.03 o.ontu o.0686 7.2lE·05 o.0231ZZ -0.04119 
0.05 2861.63 2.762Q1 1.6256.04 0.03 0.069184 0.06264 5.8le:-05 0.023529 ·0.03918 
0.05 3077.6Ui 2.664911 46849.78 0 . 03 0.0672:13 0.0592 lo.92E·OS O.OZ3882 ·0.0372:1 
o.03 2.ee:-os 0.029972: 
0.05 997.2957 6 .366016 64803.53 0 . 03 0.05234 20.91952 0.055816 - 0.02:017 --G.02234 
o.05 1353. 004 1..704199 53102.2 0.03 o.o77425 o.oasz 8.42f:-G6 o.ot8S36 -o.047~ 
o.05 1697. 725 '-05342:5 51989.12 o.03 0.080511 o.103l6 o.0002:11o o.o1m1 --o.osost 
0.05 1985.0!5 3.6256 SOS52.91 0.03 0.084&47 0.06528 0.000117 0.02:1251 --G.OS485 
0.05 22.68.063 3.351,.1.04 50663.42 0 . 03 0.084192. 0.08 0.0001Z2 O. OZ2:006 ·0.0Sit19 
0.05 2SZZS.05 3.153815 50955 .93 0 . 03 0 . 08296 0.073 9.64E-05 0.022619 ·0.05296 
0.05 2779.24 3.003411 51637.78 0.03 0. 080532 0.071,84 8.58€·05 0.023064 ·0.05053 
o.05 3015. zn 2.879777 52232.07 o.03 o.o78465 o.06n 6.82f·05 o.023469 ..a.04&46 
0~05 3246.82:8 2.780606 53059.48 0.03 0.075813 0.06912 6.23€·05 0.023774 -0.04581 
0.05 736.3731 8.304486 74520.09 0 . 03 0.05452:5 -0.02452 
0 . 05 1025.731 6.632S37 71366.39 0.03 0.05901 0.1376 0.000408 0.011,023 -0.02901 
0.05 1409.8221..9071,29 59373. 18 0 . 03 0.084678 0.02308 6 .46€·05 0.018534 -0.05468 
o.os 1768.534 1,.196052 511,16.12 0.03 0.090111 0.10116 0. 0002:28 0. 020047 -0.06011 
0. 05· 2077.692 3.754936 56009.61 0.03 0.09432:2 0.07544 0 .000146 0.021241 ·0.06432 
0.05 2371,.069 3.1,72SZ 56179.85 O.OJ 0.093468 0.08848 0.000145 0.021969 ·0.06347 
0.05 2:648.0Sio 3.263907 56515.93 o . a3 a.092:079 o.o798 a.ooo1n o.022561 -a.0620a 
o.os 291C. 844 3.106591 5n14.7'9 o . 03 o.08957S o.o7996 9.85e-os o.o23006 -0.05957 
0.05 3159.236 2.979264 57913.66 0.03 0. 087166 0.07388 8.05E·OS 0. 02:3391 ·0. 05717 
0.05 D98.031 2.874606 58687.12 0 .03 0. 084625 0.07116 6 .91E·OS O.C23714 ·0.05463 
0 .05 753.8599 8.711964 82629.83 0.03 0. 058005 -0.026 
o.os 1061.376 6.946457 79762.86 o.a3 o.06175Z o. 16t04 0.00049 a.ot4017 -0.03175 
0 . 05 1461.838 5.019633 65206. 09 0 . 03 0.091817 0 .01056 3 . 13E· OS 0 .018561 ·0 .06182 
60 1465.795 .1466.11 1465.52 1465.64 1465.43 0.315 ·0.275 -0.155 -0 .365 
70 1466. 155 1466.49 1465 . 93 1466.06 1465.87 o.n5 -0.225 -0.095 -0 .2B5 
60 1466.73 1Jt67.08 1466.31 1466.45 1466.23 0 . 35 -0.42 ·0.28 -0.5 
90 1466.995 1467.37 1466.71 1466.84 1466.6 0 .375 - 0 . 285 -0 . 155 ·0 .395 
100 1467.2 1467.6 1467.09 1467.23 1467. 01 0 . 4 -0.11 0.03 -0.19 
VAR IANCE 0.003826 0 . 009052 0.015142 0.009092 
CAlaJU.TION OF CORRElATIOH COEFFICIEf4TS (lf4 THE S~ ORDER AS STAGE LIST) 
R~ression OUtput: 
Constant -9f-14 
Std Err of Y Est 5.3E- 14 
R Squared 
No. of Observations 
Degrees of Fre-edom 
X Codficicnt(s) 0.5 
Std Err of Coef . 2. 71E-13 
SECT10f4 
B.U. -= 700 s.s. "" 
PEAl: IN STAGE STACE 
PERC. X DHH DB 
to 1311.655 1311.83 
20 1312.26 1312. 46 
30 1312.605 1312.83 
40 1312.92 1313.17 
50 1313.295 1313.57 
60 1313.67 1313.97 
10 1313.995 1314.32 
80 1314.17 1314.52 
90 1314.445 1314.82 







1311 .. 28 











B. E. c 
Std Err of Y Est 
R Squared 
No. of Observations 
Degre-es of Freedom 
X Coefffcicnt(s) 0 . 37'5603 
Std Err of Coef. 0.209902 
1300 
FAILURE STAGE 
STAGE STAGE ERROR ERROR 
t::INB<ATIC MJS·W DB STORAGE 
1311 .39 1311.37 D.t75 -0 . 375 
1311.8 1311.7 0 . 2 .-0 . 61 
1312.18 1312.1 0.225 -0.615 
1312.57 1312.45 0.25 •0.58 
1312.89 1312.79 0 . 275 -0.615 
1313. 19 1312. 91 0.3 - 0 . 71 
1313.5 1313.19 0.325 -0 . 735 
1313.82 1313. 51 D.35 -D.57 
1314.14 1313.85 D.375 -D.495 
1314.46 1314 . 1B D.41 - 0.6 
0.10646 

























- 0 . 71 
0.00539 0 . 009292 0.00527 D. 021102 
CALCl.llATIOf4 OF CORRELATION COEFFJC1Ef4TS (IN TKE SAHE OROER AS STAGE ltST) 
Regression OUtput: 
Constant 9.29E-14 
Std Err of Y Est 8.39E·14 
• Squared 1 
No. of Observations 
Degrees of Fre«<om 
X Coef ficicnt(s) · 0.5 





Std Err of Y Est 0 . 100738 
R Squared 0 .474901 
No . of Observations 10 
Degre-es of Freedocu 
x ·codficient(s) 0.700481 
Std Err of Coef. 0 .260418 
380 
S€CTiotl 
B. U. :: 600 s.s. :: 60 B.E. "" 1150 
fAILURE STAGE 
PEAK: IN STAGE STAGE STAGE STAGE STAGE ERROR ERROR ERROR ERROR 
PERC. X """ OB STORAG€ KINEMATIC HUS·klJ OB STORAGE KIN. HUS.klJ . 10 1160.34 1160.49 1160.02 1160.12 1160.05 0.15 ·0.32 ·0.22 ·0.29 
20 1160.535 1160.71 1160.33 1160. 42 1160.31 0.175 -0.205 -0. 115 -0.225 
30 1160.92 1161.12 1160.58 1160.69 1160.55 0.2 -0.34 -0.23 -0.37 
40 1161.155 1161.38 1160.92 1160.98 1160. 85 0.225 -0.235 -0.175 -0.305 
50 1161 . 51 1161.76 1161.18 1161.27 1161.14 0.25 -0.33 -0.24 -0.37 
60 1161.785 1162.06 1161.49 1161.57 1161.46 0 . 275 -0 . 295 -0.215 ·-0.325 
70 1162.24 1162.54 1161.8 1161.86 1161.76 0.3 -0.44 -0.38 -0.48 
60 1162.86 1163.18 1162.12 1162.16 1162:.04 0.32 -0.74 -0 . 7 -0.82: 
90 1163.06 1163.4 1162.46 1162.48 1162.39 0.34 -0.6 -0.58 ·0.67 
100 1162:.95 1163.31 1162.74 1162.74 1162. 69 0.36 -0 . 21 -0.21 -0.26 
VARIANCE 
CALOJLATIOH OF CORRELATION COEFFICIENTS 
0.004607 0.027635 0.032445 0.033315 
(IN THE SAME ORDER AS STAGE liST) 
Regression OUtput: 
Constant -1.ZE-13 
Std Err of T Est 6.9ZE-14 
• Sq.<ared 
No. of Observations 
Degrees of Freedoca 
X Coefffcfent(s) 0.5 
Std Err of Coef. 3.23£-13 
SECTION 
B.U. "' 900 s.s. t: 
P£-"' IN STAGE STAGE 
PERC. X DHit 08 
10 1009.57- 1009.72 
20 1009.88 1010.05 
30 1010.1 1010.29 
40 1010.34 1010.55 












s.E • ., 
Std Err of T Est 
• Sq.<ared 
No. of Observations 
Degrees of Freedoa:l 
X Coeffic(ent(s) 0.545807 
Std Err of Coef. 0.263875 
1000 
FAILURE STAGE 
STAGE STAGE ERROR ERROR 
t::tHEHA.TIC HtJS·KU DB STORAGE 
1009.16 1009.2 0.15 -0.47 
1009.5 1009.47 0.17 -0.48 
1009.71 1009.68 0.19 -0.4 
1009.93 1009.91 0.21 -0.35 



















60 1010.81 1011.06 1010.6 1010.38 
70 1011.07 1011 .34 1010.9 1010.64 
60 1011 .26 1011 .55 1011 .2 1010.9 















-0 . 43 
-0.41 
100 1011.55 1011 .88 tott.n 1011.44 
VARIANCE 
CAlaJl.ATION OF CORRELATlOU COEFFICIENTS 
1011.32 0.33 0.22 -0.11 ·0.23 
0.0033 0.044505 0 .008029 0.00406 
(I~ THE SAHE ORDER AS STAGE LIST) 
Regression OUtput: Regression OUtput: 
Constant 1.09E·13 Constant -2.2542 
Std Err of Y Est 
R Squared 
No . of Observations 
Degrcu of Freedom 
X Coefficl~t(s) 0.5 
Std Err of Coef. 1.11€·13 
SECTION 




Std Err of Y Est 0. 424623 
R Squared 0 . 582502 
No. of Observations 
Degr~s of Freedocu 
X Coeff fcient(s ) ·2. 1265 
Std Err of Cod. 0.636501 
10 
100 S. E. -= 850 
fAILURE STAGE 
P£AI( IN STAGE STAGE STAGE STAGE STAGE ERROR ERROQ: ERROQ: ERROR 
PERC . X .... 06 ST.._... t:INEKATIC f«JS·t:l.J DB STOAAGE t:IN. 
10 858.865 859.01 856.27 858.36 856.4 0.125 ·0. 615 ·O. SZS 
zo 859.Z9 859.44 856.56 858.67 858.63 0.15 · 0.73 -0.6Z 
30 859.4ZS 859.6 858.81 858.91 856.87 0 .175 -0.615 ·0.515 
40 860.09 860.Z6 859.14 859.Z7 859.1 0.19 ·0.95 -o.sz 
50 860.Z9 860.5 659.39 8'59.49 659.35 0.21 -0. 9 - 0 . 8 
60 860. 495 860.73 859.65 659.7 859.47 O.Z35 ·0.645 -0.795 
70 860.755 861.01 859.86 859.91 659.87 o.zss -0.895 -0.645 
60 661.0Z 661.3 860.09 660.1Z 860.06 O.Z6 ·0. 93 -0.9 
90 661.175 661.46 860.33 860.35 860.3 0 . 305 ·0.645 ·0.625 
100 860.96 661.Z9 860.56 860. 57 860.53 0 . 33 ·0.4 -0.39 
VARIANCE 0.00410Z O.OZ8626 o.ozm 
CA.lOJLATIOH OF CXIRRELATION COEFFiCIENTS (IN THE SAKE ORDER AS STAGE LIST) 
Regression outp.rt: 
Constant 3 . 09£·14 
Std Err of Y Est 
R Squared 
No . of Observations 
Degrees of freedom 
X Coefficfent(s) 0 . 5 





Std Err of Y Es t 
R Squared 
No . of Observations 
Degr~ of freedom 
X Coefficient(s) 0 .786131 

























































1ZO B.E. "" 700 
FAilURE STAGE 
STAGE STAGE STAGE 
STORAGE t:::JHEKATJC KUS·KU 
707.65 707.77 707.71 
707.92 708.03 708 
708.12 708.24 708.18 
708.41 708 .53 708.43 
708.62 708.74 708.68 
708.88 709 706.93 
709.13 709.25 709.21 
709.41 709.5 709. 47 
709.64 709.68 709.66 
709.84 709. 86 709.84 
ERROR ERROR ERROR ERROR: 
08 STORAGE t:::IN. ft.JS.kU. 
0.12 -0.39 -0.27 -0.33 
0.14 -0.37 -0.26 -0.29 
0.16 -0. 44 ·O.l2 ·0.38 
0.11'5 ·0.415 -o.29S -0.395 
0.19 -0.41 -0.29 -0.35 
0.21 -0.36 -0.24 ·0.31 
0.23 -0.29 - 0 . 17 ·0.21 
0.25 -0.23 -0. 14 -0 .17 
0.27 -0.15 -0.11 -0.13 
0.29 ·0.14 - 0.12 -0.14 
VARIANCE 
CALOJl..ATION Of CORREU.TIOU COEFFICIENTS 
0.00287 0.011082 0.0056 0.008982 
(IN THE SAME ORDER AS STAGE LIST) 
Regression output: 
Constant· 1.51E-14 
Std Err of Y Est . .....,.,..., 
No. of ObserV~~tions 
Degrees of Freedoaa 
X Coeff(cimt(c) 0. 5 







Std Err of Y Est . .....,.,..., 
No. of ObserV~~tions 
Oegrees of Freedoat 
X Coefficient(s:) - 0.67463 




8.\l. 11:. 1200 s.s. 11:. 140 B.E . a:. 550 
fAilURE STAGE 
PEAl: IN STAGE STAGE STAGE STAGE STAGE ERROR ERROR ERROR 
PERC. X o ... 08 STORAGE t::INEKATIC KJS·W 08 STORAGE t::tH. 
10 557.ns. 557.83 557.11 557.24 557.27 0. 105 -0.615 -0.485 
zo 557.95 558.08 557.34 557.46 557. 48 0.13 · 0.61 -0.49 
30 558.18 558.33 557.52 557.65 557.69 0.15 ·0.66 -0 . 53 
40 558.385 558.56 557. 8 557.9 557.89 0. 175 - 0.585 -0.485 









60 558.755 558.97 558.22 556.32 558.34 0.215 · 0.535 -O.to3S -0 . 415 
70 558.925 559. 16 558.45 558 . 55 558.56 0 . 235 - 0.475 ·0.375 -0.365 
80 559.095 559.35 558. 7 558.8 558.8 0 . 255 · 0.395 ·0 . 295 - 0.295 
90 559."54 559. 54 558.96 559.05 559.05 0 . 275 -0 . 58 -0.49 0.275 
100 559.71 559. 77 559.23 559.3 559.25 0 . 295 -0.54 -0.47 0. 3 
VAR IANCE 0 . 003611 0.005405 0.004606 0.086827 
CALOJLATIOM Of COA.RELATlOtl COfffiCIEHTS (IN THE SAME Of!:DER AS ST ACE ll ST) 
Regression OUtput: 
Constent 1. 26E-14 
Std Err of Y Est 4.85£-14 
R Squared 
No. of Observations 
Degrees of Freecfo(Q 
X Codficient( s: ) 0 . 5 
Std Err of Coef. 1.8E-13 
:sECTiotl 
8.~.-= 1300 s.s. "' 
PEAl: IN STAGE STAGE 
PERC. X DHH DB 
10 ~07.28 ~07.3a 
20 ~07.515 ~07.64 
30 ~07.675 4ll7.85 
~0 ~07.84 4ll8.04 
50 ~08.025 ~08.25 
60 ~08.2US ~08.~5 
70 ~08.395 ~08.66 
80 ~08.585 ~08.87 
90 ~08.76 409.06 
















B.E .. ., 
Regression OUtput: 
Constant -1.40357 
Std Err of Y Est 0.06729 
R SqUared 
No. of Observations 
Degre-es of Fr~ 
X Coefficient(s) ·0.11233 
Std Err of Coef . 0 . 073191 
~00 
0 . 22747 
10 
fAilURE STAGE 
STAGE STAGE ERR()J{ ERROR ERROR 
t:INEHA.TIC HUS · t:ll DB STORAGE KIN. 
~06 .91 -.99 0.1 · 0.65 ·0.37 
407., 4ll7.21 0.125 ·0.665 -0.~05 
~07.27 407. 3 0.175 ·0.665 ·0.~05 
~07. 5 ~07.5 0.2 · 0.57 ·0.~ 
~07.67 ~07.68 0. 225 -0.585 -0 . 355 
~07.87 ~07.88 0.2~5 -0.545 -0.335 
408 . 08 408.09 0 . 265 -0.525 -0.315 
~08.29 ~08.3 0.285 ·0.~95 ·0. 295 
408.51 408.52 0.3 -0.43 -0 . 25 













CAl.DJLATION OF CORRElATION COEFFICIEt4TS 
0.004805 0.008335 0.00~5 0.001657 
(lt4 THE SAKE ORDER A.S STAGE LIST) 
Regression output : 
Constant 9.83E-11 
Std Err of Y Est 2.22£-14 
R Squared 1 
No. of Observations 
Oes;~rees of Freedc:wt! 
X ~fficient(s ) - 0.5 
Std Err of Coef. 1.01E- t3 
10 
Regression Output : 
Constant -0 . 75735 
Std Err of Y Est 
R~red 
No . of Observations 
Degrees of Freedom 
X Codficient(s) 0.156021 







S.\1. c 1400 s.s. c 180 B.E. c 250 
FAilURE STAGE 
P£JJ: IN STAGE STAGE STAGE STAGE STAGE ERROR ERROR ERROR ERROR 
PERC. X OW< 08 STORAGE KINEHATIC HUS·W 08 STORAGE KIN. KIS.W. 
10 256.965 257.04 256.17 256.58 256.92 0.075 ·0.795 ·0.385 ·0.045 
20 257. 19 257.29 256.44 256.76 257.43 0.1 ·0.75 ·0.43 0.24 
30 257.365 257.49 256.62 256.91 257.08 0.125 -0 . 745 -0.455 -0.285 
40 257.54 257.69 256.86 257.1 257.19 0.15 ·0.68 ·0.44 ·0.35 
50 257.n 257.89 257.01 257.26 257.31 0.17 -0.71 ·0.46 -0 . 41 
60 257.9 258.09 257.2 257.44 257.49 0. 19 - 0. 7 ·0.46 ·0.41 
70 258.07 258.28 257.38 257. 61 257.68 0 . 21 -0.69 ·0.46 ·0.39 
80 258.24 258.47 257.59 257.8 257.87 0.23 ·0.65 ·0.44 · 0 . 37 
90 258.4 258.65 257. 8 258 258.07 0.25 -0.6 -0 . 4 ·0.33 
100 258.54 258.61 258.01 258. 19 258.25 0.27 -0.53 -0.35 -0.29 
VARIANC:: 0.003786 o . oos:n o.oo1za1 o.ol8459 
RegresS{CW\ OUtput: Regression OUtput: 
Constant 1.39E-16 Constant -0.97902 
Std Err of Y Est 5.35E·17 Std Err of Y Est 0.166158 
• SqUared 1 R Squared 0 .034833 
No. of obsetv.!lltfons 10 No. of Observations 10 
Oegn-es of freedoaa 8 Degrees of frttdocl 
X Coefficieot(s) 0.5 X Coefffc(ent(s) -0.10009 
Std Err of Coef. 2.75E·16 Std Err of Coef. 0.186273 
SECT IOiol 11 
S.\1 . ., 1500 s.s . c 200 B.E. c 100 
FAilURE STAGE 
P£JJ: 1N STAGE STAGE STAGE STAGE STAGE ERROR ERROR ERROR ERROR 
PERC. X OW< 08 STORAGE KINEMATIC HUS·W 08 STORAGE KIN. KUS . t:::U. 
10 106. 69. 106. 74 105.65 106. 34 107.38 0.05 -1.04 -0.35 0.69 
20 106. 9 106.97 105.97 106.51 107.31 0.07 -0.93 ·0.39 0.41 
30 107.08 107.17 106.23 106.63 106.99 0.09 ·0.85 -0.45 -0.09 
40 107. 24 107.35 106.5 106.83 107.17 0.11 -0.74 -0.41 -0.07 
50 107.4 107.53 106.67 106.96 107.33 0.13 - 0.73 -0.44 -0.07 
60 107.57 tor.n 106.66 
70 107.725 107.9 107.01 
80 107.91 108.08 107.21 
90 108.06 108.25 107.41 




Std Err of Y Est 
R Squared 
No. of Observations 
Degrees of Fr~ 
X Coefffcfent(S) 0.5 








107.24 0.15 -0.71 -0 .44 
107.34 0.175 ·0.715 ·O.lo2S 
107. 52 0.17 ·0.7 ·0.44 
101.n 0 . 19 -0.65 ·0.4 
107. 65 0.21 -0.64 -0.4 
0.002582 0.015022 0.000852 
Regression OUtp.rt: 
Constant -0.97902 
Std Err of Y Est 
R Squared 
No. of Observations 
Degrees of freedocn 
X Coefffcient(s) -0.10009 












8.\1. = 500 s .s. 1: 
PEAK IN STAGE STAGE 
PERC . X DHH DB 
10 1603.935 1604.06 
20 1606.013 1606. 15 
30 1607.53 1607.68 
40 1608.658 1608.82 
50 1609.815 1609.99 
60 16 10.873 1611.06 
7D 161 1.56 16 11.76 
80 1612.423 1612.63 
90 1613.163 1613.4 









B.U. o:: 600 s.s. 0:: 
PEAK' IN STAGE STAGE 
PERC . X DHH DB 
10· 1453.l.9 1453.59 
20 1455 .326 1455.44 
30 1456.605 1456.73 
40 1l.57.7Z3 1l.57.66 
50 11.56.7'5 1456.9 
10 B.E. ::: 1600 
NO FAILURE STAGE 
STAGE STAGE STAGE ERROR ERROR ERROR ERROR 
STORAGE KINEMATIC HUS·W DB STORAGE I((N. HUS. KU. 
1603.71 1603.71 1603.71 0.125 ·0 . 225 -0.225 -0.225 
1605.66 1605. 66 1605 .66 0.1375 ·0 .3525 ·0 .3525 ·0.3525 
1607.19 1607.2 1607.2 0. 15 -0.34 -0.33 -0.33 
1608.76 1608.53 1608.53 0.1625 0.1025 -0.1275 -0.1275 
1610 .26 1609.76 1609.76 0.175 0 . 445 ·0.055 -o.oss 
1610.77 1610.77 1610.77 0 .1875 -0.1025 -0.1025 -0. 1025 
1611.77 1611.78 1611.78 D.Z 0 .2 1 0.22 0.22 
1612.77 1612.77 1612.77 0.2075 0.3475 0.3475 0.341'5 
1613.59 1613.59 1613.59 0.2175 0.4075 0 .4075 0.4075 
16 14.4 1 1614.1.1 1611..1.1 0.2275 1.037S 1.0375 1.0375 
0.001093 0.168275 0.165795 0.165795 
(IN THE SAHE ORDER AS STAGE liST) 
Regression OUtput: 
Constant ·0.67025 
Std Err of Y Est 0.101615 
R Sq.Jared 0.155715 
No. of Observations 
Degrees of Freedom 
X Coefficient(s) ·0.53569 
Std Err of Coef. 0.441013 
1D 
20 B.E. = 1450 
NO FAILURE STAGE 
STAGE STAGE STAGE ERROR ERROR 
STORAGE K'lNEHATIC HUS·t::::U DB STORAGE 
1453.32 1453.34 1453.34 0.1 -0.17 
1454.66 1454 .89 11.51..66 0 . 1125 -0.1.675 
1456.37 1456.39 1456.l, 0.125 · 0.235 
1457.43 1l.57. 41 1457.42 0.1375 ·0 . 2925 
















60 1459. 763 1459.92 1459.45 1459.45 1459.45 0.1575 -0.3125 ·0.3125 -0 . 3125-
70 1460.463 1460.63 
80 1461.345 1461.52 
90 1461.943 11.62.13 















































1460. 17 1460.2 1460 . 2 0.1675 -0.2925 -0.2625 -0.2625 
1460.99 1460.95 1460.89 0.175 -0.355 ·0.395 -0.455 
1461.74 1461.71 1461.71 0.1675 -0.2025 -0.2325 -0.2325 
1462.51 1462.47 1462.47 0.2 0.28 0.24 0.24 














(114 THE SAHE OROER AS STAGE liST) 
R~ressi on OUtput: 
Constant -0 . 06864 
Std Err of Y Est 0.129314 
R Sq.mred 
14o. of Observations 
Degrees of freedom 
X Coefficient(s) 0.463194 
Std Err of Cod. 0.352.262 
a.e ... 1300 
110 FAilURE STAGE 
STAGE STAG€ ERROR 
S::II4EHATIC ltJS·S::U 08 
1302.97 1302.97 0.0875 
1304.29 1304. 3 0.1 
1305.5 1305.53 0.1125 
1306.57 1306.59 0.125 
1307.32 1307.36 0.1375 
1308.08 1308.11 0.15 
1308.85 1308.88 0.1625 
1309.56 1309.59 0.175 
1310.11 1310.13 0.1875 
1310. 65 1310.68 0.205 







































0.001348 0.096483 0.058848 0.061284 
(IN THE SAKE ORDER AS STAGE liST) 
Regression OUtput: 
Constant 0 . 166423 
Std Err of Y Est 0.114754 
R Squared 0.46361 
14o. of Observations 
Degrees of Freedom 
X Coefficient(s ) 0 . 763676 






8.\1. "' 800 s.s. :r 60 B.E. "' 1150 
loiO FAilURE STAGE 
PEAt:: IH STAGE STAGE STAGE STAGE STAGE ERROR ERROR ERROR ERROR 
PERC. X OHH 08 STORAGE ICIIoiEHATIC HUS·t:ll 08 STORAGE ICIN. HUS.t::U. 
10 1152.865 1152.94 1152.43 1152. 53 1152.53 0.075 -0.~35 ·0.335 ·0. 335 
20 1154.293 1154.38 1153.88 1153.9 1153.91 0.0875 ·0.4125 -0.3925 ·0.3825 
30 1155.27 1155.37 1154.86 1154.9 1154.92 0.1 -0.41 -0.37 -0.35 
40 1156. 048 1156.16 11_55.66 1155.87 1155. 9 0 . 1125 -0.3875 -0.1775 -0. 1475 
50 1156. 805 1156.93 1156.96 1156.67 1156. 7 0 .125 0.155 -0.135 ·0.105 
60 1157.343 1157.48 1157.26 1157.28 1157.3 0 .1375 -0.0825 -0.0625 ·0.0425 
70 1157.92 1158.07 1157. 86 1157.68 1157.91 0 . 15 -0.06 ·0 .04 -0 .01 
80 1158.48 1158.64 1158.47 1158.49 1158. 5 0.16 -0.01 0.01 0 .02 
90 1159 1159.17 1159.08 1159.09 1159.13 0 . 17 0.08 0.09 0.13 
100 1159.29 1159.47 1159.62 1159.62 1159.65 0.18 0.33 0.33 0.36 
0 .001152: 0.067556 0 .045834 0.04882.3 
(IN THE SAKE ORDER AS STAGE liST) 
Regressfon OUtput: Regression OUtput: 
-2.16627 Constant 0.45596 
0.249697 Std Err of T Est 0 . 204956 
0 .048405 R Squared 0.358857 
10 No. of Observations 10 
8 Oegrc'e$ of Freedoa:l 
1.137755 X Coefflcfent(c) 0.839275 
1.783549 Std Err of Coef. 0.396622 
1008.75 
SECT I~ 
B.LI."' 900 s.s. : 60 B.E. "' 1000 
NO FAILURE STAGE 
PEAl: IN STAGE STAGE STAGE STAGE STAGE ERROR ERROR ERROR ERROR 
P£RC. X OHH 08 STORAGE KINEMATIC KJS·t:ll 08 STORAGE ICJN. HUS.t:ll. 
10 1002.635 1002.71 1002.21 1002.2 1002. 2 0.075 -0.425 -0.435 -0.435 
2:0 1003.815 1003.9 1002.7 1003. 63 1003.65 0.085 -1.115 -0.185 -0.165 
30 1004.605 1004.7 1003.1 1004.48 1004 . 48 o.m -1.505 -0.125 -0.125 
40 1005.365 1005.47 1003.6 1005. 3 1005.31 0.105 -1.765 -0.065 -0.055 
50 1006.055 1006.17 1004.05 1006. 16 1006.19 o. 115 -2.005 0.105 0.135 
60 1006. 675 1006.8 1004 .54 1006. 71 1006. 73 0.125 ·2. 135 0.035 0 . 055 
70 1007.225 1007.36 
80 1007.745 1007.89 
90 1008.225 1008.38 
too toos.sts 1008. 68 
Regression OUtput: 
Constant 0.32341 
Std Err of Y Es t 0 . 154816 
R Squar«J 0 . 3094 
No. of Observations 
Degrees of Freedonl 
X Coefficient(s) 1.03437'5 
Std Err of Coef. 0 . 546369 
SECTION 
B. \1 • ., 1000 
PEAt::: IN STAGE 


















































1007.21 1007.23 0.135 -2 . 235 ·0. 015 
1007.72 1007. 73 0 . 145 -2 -325 -0.025 
1008. 22 1008-24 0.155 -2-325 ·0.005 
1008-73 1008-75 0.165 -2-135 0_215 
o.oooszs 0.345496 o.ozn6s 
(IN THE SAHE ORDER AS STAGE UST) 
Regr~sion Output: 
Constant 0.012968 
S ~d En of Y Est 0.239095 
R Squared a. 105888 
No. of Observations 
D~rees of Freedom 
X Coefficient(s) O. OSlnt 
Std Err of Coef. 0.246797 
B.E. • 850 
NO FAILURE STAGE 
STAGE STAG£ ERROR 
t:::IKEHATIC HUS-13.1 DB 
851 -94 851-94 0-0625 
853-43 853-43 D-075 
854-16 854-17 0.0875 
854-88 854-87 0-095 
855-62 855 -63 0_105 
856_33 856_35 D-1175 
856-77 856-78 0_12~ 
857-2 857_4 D-14 
857-62 857-64 D-1525 











































D-001026 0_092616 0_031368 0_040488 
(I N THE SAHE ORDER AS STAGE ll Sl) 
Regress ion OUtput : 
Constant 0.23752 
Std Err of Y Est 0.110606 
R Squared 0 . 878708 
No . of Observations 10 
Degrees of Freedom 8 
X Coefficient(s) 1.28Z599 
Std Err of Coef. 0.1684n 
390 
SECTI<* 7 
s.u. "" 1100 s .s. = 
PEAK Ul STA.CE STAGE 
PERC . X OHI1 OB 
10 702..18 702.24 
20 703.25 703.32 
30 704.06 704.14 
40 704.7225 704.81 
50 705.315 705.41 
60 705.645 705.95 
70 706.335 706.45 
80 706.775 706.9 
90 707.165 707.32 












120 B. E. = 700 
NO FAilURE STAGE 
STAGE STAGE STAGE ERROR ERROR ERROR ERROR 
STORACE KINEMATIC HUS·W OB STORAGE t::IN. HUS.W. 
701.65 701.74 701.74 0.06 - 0 .53 ·0.44 ·0.44 
703.25 703.26 703.26 0.07 0 0.03 0.03 
703.89 703.92 703.93 0.06 -0.17 ·0.14 ·0.13 
705.17 704.55 704 . 57 0 .0875 0 .4475 -0.1725 ·0.1525 
705.5 705.21 705 . 22 0 . 095 0.185 -0.105 -0.095 
705.61 705.65 705.67 0.105 ·0.035 0.005 0 .025 
706.31 706.42 706.43 0.115 ·0.025 0 .085 0.095 
706.70 706.79 706.8 0.125 0.005 0.015 0.025 
707. 15 707.16 707.17 0.135 ·0.035 -0.025 -0.015 
707.53 707.~ 707.44 0. 145 0.035 0.045 -0.055 
0 . 000718 0.054711 0 . 021566 0.020644 




Std Err of Y Est 
R Squared 
No. of Obse1"'Vatfons 
Degrees of freec;lcxQ 
X Coefficfent(s) 0.408622 
Std Err of Cocf. 0.9263n 
B.E. -= 550 




PEAl: IN STAGE STAGE STAGE STAGE STAGE ...... ERROR ERROR ERROR 
PERC. X OHH DB STORAGE t::lNEHATIC KJS·t::U DB STORAGE t::tN. I<JS.I(U. 
10.552.1175 552.17 551.49 551.57 551.56 0.0525 ·0.6275 ·0.5475 ·0.5375 
20 553.095 553.16 553.03 553.14 553.16 0 .065 -0.065 0. 045 0.065 
30 553.665 553.94 553.7 553.73 553. 74 0.075 ·0.165 ·0.135 -0.125 
40 554.4725 554.56 554.64 554.3 554.17 0.0875 0.3675 ·0.1725 -0.3025 
50 555.0325 555.13 555.13 554.66 554.69 0 .0975 0.0975 -0.1525 -0.1425 
391 
60 555.5325 555.64 
70 555 .9925 556. 1'1 
80 556.4125 556.54 
90 556.94 556.94 
100 557.24 557.24 














































555.41 555.45 555.46 0.1075 -0.1 225 -0.0825 - 0.0725 
555.93 556.03 556 .03 0. 1175 -0.0625 0 . 0375 0 . 0375 
556.46 556.48 556.49 0.1275 0 . 0475 0.0675 0.0775 
556.8 556.81 556.82 0.138 -0 . 14 -0 . 13 -0.12 
557.13 557. 15 557.22 0.147 -0. tt -0.09 -0.02 














(IN THE SAKE ORDER AS STAGE liST) 
Regr~s ion Output: 
Constant -2.0822S 
Std Err of Y Est 
R Squared 
No . of ObservathwlS 
DegreH of Freedom 
X Coeffteleot(s) · 1. 17'552 
Std Err of Coef . 0.674569 
B.E. c 400 
NO fAtlURE STAGE 
STAGE STAGE ERROR 
KINEMATIC KIS·W DS 
401.44 401.45 0.05 
402.87 402.84 0.0625 
403.58 403.59 0. 0875 
404. 09 404.1 0.1 
404.61 404.61 0.1125 
405.13 405.14 0.1225 
405.65 405.67 0. 1325 
406. 17 406.18 0. 1425 
406.53 406.54 0.15 
406.83 406.8 0. 1575 
0.295115 




































0 . 1025 
0.09 
0.0575 
0.001201 0.058174 0.031725 0.030721 
(IN THE SAHE ORDER AS STAGE liST) 
Regr~sfon OUtput : 
Constant · 0. 02495 ' 
std Err of Y Est o. 130532 
R Squared 0.145714 
No . of Observations 
Degrees of freedom 
X Coefficient(S) 0.286826 





8.\1. = 1400 s.s. ~ 
PEAt:: IN STAGE STAGE 
PERC. X OHH DB 
10 251.9125 251 . 95 
20 252.82 252.87 
30 253.5175 253.58 
~0 254.065 254.14 
so 254.57S 254.66 
60 255.035 255.13 
70 255.«5 255.55 
80 255.835 255.95 
90 256.185 256.31 









B.U. "' 1500 s.s. "' 
180 8.£. = 250 
NO FAILURE STAGE 
STAGE STAGE STAGE ERROR 
STORAGE CINEKATIC HUS·I:JJ DB 
251.24 251.32 251.32 0.0375 
252.5 252.64 252.81 0.05 
253. 44 253.56 0. 0625 253.41 
254.35 253. 91 253.94 0.075 
254.6 254.39 254.4 0.085 
254 . 82 254.86 254.91 0.095 
255 . 3 255.34 255.34 0.105 
255.77 255 . 82 255.84 0.115 
256.24 256.29 256.3 0.125 





-0 . 1075 
0.285 
0.025 
-0 . 215 






-0.5925 - 0 .5925 
-0.18 -;).01 
- 0.0775 0.0425 
-0 . 155 -0.125 
·0.185 -0.17S 




0 .095 0.285 
0.000946 0. 061046 0.034451 0.047341 




Std Err of Y Est 0.151602 
R Squared 0.082513 
No. of Obs~rvations 
Degred of Freedom 
X ~fffcfent(s) 0.360254 
Std Err of Cocf .. 0 . 424719 
B. E .. ~ 100 
NO FAILURE STAGE 
10 
PEAK IN STAGE STAGE STAGE STAGE STAGE ERROR ERROR ERROR ERROR 
PERC. ~ DHH DB STORACE (!NEMATIC HUS-ICU DB STORAGE (IN. HUS.t:U. 
• 10. 101.845 101.87 101.14 101 . 23 101 . 23 0.025 -o.705 -0. 615 -0 .615 
20 102.715 102.7S 102. 3 102.45 102. 59 0.035 -0.415 -0.265 -0 .125 
30 103.385 103.43 103.3 103.34 103.48 0 .~5 -0.085 -0.~5 0.095 
40 103.925 103.98 104.17 103 . 77 103. 92 0.055 0.245 -0 .155 ·0. 005 
50 1~.405 104.47 1~.38 104.21 104.21 0.065 -0.025 ·0.195 -0.195 
393 
394 
60 104.845 104 .92 104.6 104.64 104.67 0.015 -0.245 -0.205 -a. 17S 
70 105.2425 105.33 105.05 105.08 105. 14 0.0875 ·0.1925 -0 . 1625 ·0.1025 
80 105.625 105.71 105.46 105. 52 105.55 0.085 ·0.165 -0.105 -0.075 
90 105.965 106.06 105.9 105.95 105.97 0.095 -0.065 -0.015 0.005 
100 114.295 114.4 106.33 106.36 106.38 0.105 ·7.965 -7.935 -7.915 
o.oo0646 s.sosns 5.415228 s.484o2s 
(IN TKE SAH.E ORDER AS STAGE LIST) 
Regression output : Regression output: 
·0.2652 Constant 0.3037'58 
0.152625 Std Err of Y Est 0 . 151602 
0.07009 R Squared 0.082513 
10 No. of Observations 10 
8 Oegrees of Freedom 
0.041263 X Coefficfent(s) 0.360254 
0.053139 Std Err of Cod. 0.42'719 
SECTION 1 
HICREHEHTAl STAGE 
PEAt:: IH STAGE STAGE STACE STAGE STAGE 
PERC. X OliH 08 STORAGE t:::I~EHATI C HUS·W 
10 11 . 575 11 . 7 11.86 11.86 11 .86 
20 9 . 9525 10.09 10.5 10 . 5 10.5 
30 8.89 9.04 9.49 9. 48 9.48 
40 8.1975 8.36 8.46 8 . 69 8.7 
50 7.485 7.6/, 7 . 52 8 . 02 8.02 
60 6.8225 7.01 7.56 7.56 7.56 
70 6.52 6.72 7.14 7. 14 7.14 
80 6.4025 6 . 61 6.6 6.6 6.6 
90 6.0525 6.27 6.23 6.23 6.23 
100 6.5025 6.73 5.86 5 . 87 5 . 87 
ERROR IN THE INCREKEKTAL STAGE 
DB STORAGE KINEMATIC MJS.n.J. 
0. 125 0.285 0.285 0.285 
0. 1375 0.5475 0.5475 0.5475 
0.15 0.6 0.59 0.59 
0.1625 0.2625 0.4925 0.5025 
0.175 0.035 0.535 0.535 
0.1875 0. 7375 0. 7375 0.7375 
0.2 0.62 0.62 0.62 
0.2075 0.1975 0. 1975 0.1975 
0.2175 0. 1775 0.1775 0.1775 
0.2275 -0.6425 -0.6325 -0.6325 
X ERROR IN THE INCREMENTAL STAGE 
SECT ION 2 
DB STOAACE KINEMATIC MJS.W. 
0.010799 0.024622 0 . 024622 0.024622 
0.013816 0.055011 0.055011 0 . 055011 
0. 016873 0.067492 0.066367 0 .066367 
~.0198n 0.032022 0.060079 0.061299 
0. 02338 0.004676 0. 071476 0.071476 
0.027483 0.108098 0.108098 0.108098 
0.030675 0.095092 0.095092 0. 095092 
0. 032409 0. 030847 0.030847 0.030847 
0.035936 0. 029327 0.029327 0.029327 
0.034987 ·0.09881 ·0. 09727 ·0.09727 
INCREHENTA.L STAGE 
....... STAGE STAGE STAGE STAGE STAGE 
PERC. X OliH 08 STORACE t::INEHATIC HUS· ta.l 
10 10.34 10.44 10.05 10.02 9.97 
20 8.7375 8.85 8.95 8 .93 8. 86 
30 7.865 7.99 7.86 7.87 7.77 
40 7.1425 7.28 7.22 7.3 7.16 
50 6.6 6. 75 6.16 6.75 6.56 
395 
o.o5 t836.944 4. 327187 62ns.63 
0.05 2162. 499 3.867471 61236.52 
0.05 2472.074 3 . 572709 61n8.92 
0. 05 2756. 057 3.354792 61575.99 
0.05 3031.247 3 . 193142 6Z373. 5 
0.05 3290.439 3.062327 63147.5 
0.05 3542. 033 2 . 956494 64105.96 
0.05 769. 3367 9.057153 89967.91 
0.05 1085.806 7.149711 85616.66 
o . os 1512.254 5 . 235233 70933.63 
o.05 1900.553 4.08919 6nt4. 39 
0. 05 2240.905 3.963935 66116. 49 
0 . 05 2562.078 3 . 657968 66120.6 
0.05 2856.861 3.433419 66340. 72 
o . os 3143.25 3.261701 67214.65 
0.05 3412. 041 3 . 133608 68041.07 
0 . 05 3671.635 3 . 024701 69026.17 
o. os 785.4165 9.401382: 9m9.49 
0.05 1112.64 7.362672 92130.74 
o . os 1548. 265 5.340171 75065.01 
0.05 1972.563 4.556712 73415.59 
0.05 2324.111 4.059186 71339.5 
0 . 05 2640.082 3 . 727157 70294.97 
0.05 2948.064 3.499924 70682.81 
0.05 3244.052 3 . 330403 71602.75 
0.05 3540.044 3.20335 73231.47 
0.05 3797.637 3.086551 73844.59 
0 . 03 0 .098134 0. 10464 0.00025 1 0. 020065 -0 . 06873 
0.03 0.103325 0.08292 0. 000171 0.021212 -0.07332 
0.03 0. 10266 0. 09372 0.000163 0.021936 -0.07266 
0. 03 0. 101564 0. 0828 0.000125 0.022532 -0 . 07156 
0. 03 0. 098695 0. 08664 0.000114 0.022963 -0.0687 
0.03 0.096026 0. 07'944 9.23€·05 0. 023339 - 0.06603 
0.03 0. 092932 0 .07912 8.17£· 05 0 . 023639 -0 . 06293 
0.03 0. 061995 -0.03199 
0. 03 0.067916 0. 15904 0.000526 0 . 014453 -0.03792 
0. 03 0.09832" 0 . 03076 9 . 53E· OS 0 . 018528 ·0. 06832 
o. o3 0.107439 o. 10388 o.ooous o . oZ0081 -o.on44 
0.03 0. 112397 0.08928 0.000194 0. 021191 -0.0824 
0. 03 0.112 0.09784 0.000181 0. 021914 -0.082 
0. 03 0 . 110903 0.08736 0.00014 O.OWOt ·0.0809 
o . 03 o. ton06 o. 09248 o. ooo129 o.o22924 -0.07771 
0.03 0.104818 0.08416 0.000104 0.023294 ·0.07482 
0.03 0. 101593 0.08272 9.08€·05 0.023596 ·0.07159 
0. 03 0.064126 -0.03413 
0.03 0.070921 0.1616 0.00055 0.014509 -0.04092 
0 . 03 0.106361 0.0152 5 . 01E·OS 0.018618 ·0.07636 
0.03 0. 110816 0.14408 0.000368 0. 019917 -0.08082 
0.03 0.117008 0.08912 0.000196 0. 021072 ·0. 08701 
0 . 03 0.120326 0.0812 0. 000157 0.0219 ·0.09033 
0.03 0. 0084 0.0956 0. 00016 •0 . 00551 0. 0216 
0.03 0.115563 0.0972 0.000142 0.022877 ·0.08556 
0.03 0.110388 0.1072 0. 000135 0. 02317 ·0.08039 
0.03 0.108491 0.07632 8. 71E·05 0.023524 ·0.07849 
396 
A.NALTSI S fOil: IJIOENIHG OOUWST~ VAllEY 
fiVE HETHOOS AAE US£D IN THIS RUfl : 
1· 0Hf1 •• • TW • OJIENSIONAL KOOEUHG 
2· 08 • •• ON'E - OIKENSIOHA.l HOOELING 
3· KEC- 1 ••• NoaMI.l DEPTH OR STORACE ROOTING 
4 - HEC- 1 ••• CINEMATIC ROlJTING 
5· HEC- 1 ••• ftiSICJirl(U( - llJNGE ROOTING 
SLOPE • O. Ol 
st:CTJON 
8 . \1 • • 500 s.s .• 10 8.E •• 
fAILIJRE STAGE 
1600 
PEA.IC IN STAGE STAGE STAGE STAC£ STACf ERROR ERROR ERROf!. EUOR 
PERC. X OHM 08 STORACE CINEMATIC KJS-I:U 08 STORACE CIN. KIS.W. 
to 1615.51 1615.76 1615. 57 1615.57 t6t5.57 o.zs o.06 o.06 0.06 
20 1615.965 1616.24 1616.16 1616.16 1616.16 0.275 0.195 0 . 195 0.195 
30 1616. Q 1616.72 1616.68 1616.68 1616.68 0.3 0.26 0.26 0.26 
40 1616.855 1617.18 1617.22 1617.22 1617.23 0 .325 0.365 0.365 0.37'5 
50 1617.3 1611.6S 1617.78 1617. 78 1617.78 0 . 35 .... .... . ... 
60 1617.695 1618.07 1618.33 1618.33 1618.D o.m 0.635 0 . 6.35 0 .635 
7ll 1618.08 1618.48 1618.91 1618.9Z 1618.92 0.4 0.83 0.114 0 .114 
80 1618.825 1619. 24 1619.37 1619.37 1619.37 0 .415 0 .545 0.545 0 .545 
90 1619.235 1619.67 1619.82 1619.82: 1619.82 0.415 0.585 0 .585 0.585 
too 1619.875 16ZO.D 1620.27 1620.28 1620.28 0 .455 0 .395 0.405 0.405 
VARIANCE 0.004371 0.0468 0 . 0415"26 0 . 047391 
CALCXA.ATtOII Of ca\REU.TtON CXIEFFlCIEKTS 
Regres.s(on o.ttput:: 
Constant 2.21'E· 14 
Std Err of Y Ect . ......... 
10 
X Coeff(cfent(s) 0.5 
SECT loti 
8.1.1 •• 600 s.s .• 20 I . E. • 
(IN TKE SAME OWER IS STAGE LIST) 
Regression Output: 
Con5tant -G.68462 
Std Err of Y Ect ........... 
tlo. of ot:lserwtfonc 
~red of Freedoli 
X Coefflcfent(s) ·0.60128 






STAGE ST ... ST ... ST ... STAGE" ..... ..... .. ... 
PElt. X .... 08 STOAAGE KIIIEXATIC fi.IS·t:U 08 ST ..... 1:111 . 
10 1463.83- 1~.03 1463.37 1463.36 1463. 31 o.z · 0.46 -o.u 
20 1~.065 1~.29 1463.81 1463.82. 1'63.74 o.zzs ·0.2:55 -0.245 
30 1464.47 t~.n 1464.23 1464.26 1464. 17 o.zs · 0.24 · 0.21 
40 1464.ll65 1465.14 1464.65 1464. 71 1464.58 o.Z75 -0.215 -0.155 





·O . l 
· 0 .285 
· 0 .34 
397 
60 6.0325 6 . 19 6.01 6. 19 5. 98 
70 5. 6925 5.86 5.76 5.86 5.67 
80 5.385 5.56 5.32 5 .5 5 . 34 
90 s.oszs 5.24 4.97 5.1.3 4.159 
100 1. .97 5.17 4 .58 4.76 l..54 
ERROl!; IN THE INCJtfHENTAL STACE 
•• STORAGI: C:INEMATIC KIS.KU. 
0.1 -0.29 -0.32 -0 .37 
0 . 1t2S 0.2125 (1 . 1925 o. tzzs 
0. 125 •0.005 o.oos ·0.095 
0.131'5 o.om 0. 1575 0.0175 
0 . 15 -(1 .44 0.15 -0.04 
0 . 1575 0.037'5 0.157'5 -0 .0525 
0 . 1675 0 .061'5 0 . 1675 -o.o.zzs 
0. 17'5 -0.065 0.115 · 0.045 
0 . 187'5 -0.0825 0 . 0775 -0.1625 
0 .2 -0.39 ·0.21 ·O.I.l 
% ERROft IN THE INCREHENTAL STAGE 
D8 STORACE CINEKA.TlC MJS. W . 
· o.00967t -o.0280S -o.Ol095 -o .OJS78 
0.012876 0 . 02412 0 . 022031 0 . 0140Z 
0 . 015893 -0.00064 0.000636 ·0.01208 
0 . 019251 0.010851 0.022051 0.00245 
o.022n1 - 0.06667 o.022n1 -o .00606 
o.out09 o.006Zt6 o.026t09 -o.ooar 
0.029425 0.011858 0.029425 · O.OOJ95 
0.032498 ·0.01207 0.021356 -0.00636 
0.03711 ..0.01633 0.01ffi9 · 0 . 03216 
0.040241 -0.07847 · 0 . 04225 ·0.08652 
SECTION 3 
JNCReten'Al $lACE 
...... '""' ...... ...... ...... ... ... P£RC. X .... .. STORAOE t::UCEHATIC lfJS· «JJ 
10 1.5Z25 8 . 61 8.4 8.42 8 .4 
20 7. 57 7.67 7.38 7.51 7 . 4 
30 6.8175 6.93 6.52 6.68 6.57 
40 6 .m 6.46 6 . 01 6 5 ... 
50 6.0525 6.19 4.97 5.57 5.4J 
60 5.34 5.1,9 4.87 5.11 4.8 
70 5.2875 5.1,5 4.42 4.65 1, .31 .. 4. 825 1, . 01 4.26 3.92 
90 4.4825 4.67 3.8l 4.03 3.n 
100 .1,.645 4.115 3 .62 3.81 3 . 5 
ERIWR. Ill TKE JltCREMEICTAl STAGE .. STOOAG< KINaCA.TIC MJS.to.r. 
0 . 087S .o0. 12Z5 .o0.1025 - 0 . 1225 
0.1 -0. 19 ·0.06 -0.17 
0.1125 -0.2975 ·0.1375 -0.247'5 
0 . 125 -0.325 -0 . 335 · O • .l,7S 
0.137'5 -1.0825 · 0.432:5 · 0.6225 
0.15 -0 .47 - 0.23 ..... 
0.1625 -0.8675 ·0.6.375 · 0.9775 
0. 175 -0.815 · 0.565 -0.905 
0.1875 ·0.6525 ·0 .4525 · 0 . 7625 
0 .205 ·1 .025 ·0.835 -1.145 
X ERROR lN TKE lliCRftENTAl STAGE .. STOIIAOE KIN€HATIC f«JS.W. 
0. 010267 · 0.01437 -0 .01203 · 0 .01437 
398 
0.01321 ·0.02:51 -0.00793 -0.02Z46 
0.016502 ·0 .04364 -0.02:017 ·0.0363 
0.019732: ·0.0513 ·0.05288 -0.07498 
o.022718 ·0.17885 -o.o79n -o.tozss 
0.02809 ·0.08801 ·0.04307 -0.10112 
o.OJOm -o.t6407 -o.tzosr -o. t8487 
o.OJ62.69 -0.16891 -0 . 1111 -o. t87S6 
0 . 041829 ·0.14557 ·C.10095 ·0.17011 
0.044133 ·0.22067 ·0.17976 ·0.2465 
SECTION 4 
IMCI.B(ENTAL STAGE 
PEAl: IN STAGE STAGE STAGE STAGE STAGE 
PEIC. X OHH 08 STORAGE C:IWfHATIC NJS·t::U 
10 7.475 7.55 7.59 7.59 7.52 
20 6.2425 6.33 6.45 6.52 6 .4 
30 5.65 5.75 5.n 5.7'\l 5.63 
40 5.1075 5.22 5.26 5.11 4.95 
50 4 .705 4.43 4.22 4.6 4.44 
60 4.«25 4.58 4.23 4.29 4.16 
70 4.32 4.1,7 3 .94 3 ... 3.1!5 .. 4.311 4.54 3.65 3.67 3.54 
90 4.06 4.23 3.311 3.39 3.26 
100 3.66 3.84 3.12 3.12 3.04 
ERROR IN TIE IlfCR9CEliTAL STAGE 
01 STORACE &::uleHATIC NJS. W. 
0.075 0.115 0.115 (1.045 
0.0875 0.2075 0.2775 0 . 1575 
0. 1 0.07 0.14 ·0.02 
0.1125 0.1525 0 .0025 -G.157S 
0.125 ...... ..0.105 -o.265 
0 . 1375 -0.2125 ...(1.1525 - 0 .2425 
0.15 -o.311 -o.l< -0.47 
0.16 -o.73 -o.71 ..... 
0.17 ..... · 0.67 .... 
0.18 ·0.54 -0.54 ·0.62 
X aU!.OR IIC TKE INCRB1ENTAL STAGE 
01 STOIWOE t:tll'":'"t.TIC ti.IS.W. 
o.otoan o.ot5385 c.: . es o.0060Z 
O.IJ14017 O.Ol3l4 0.044453 0 .025Z3 
0.017699 0.01Z389 0.024779 ·0.0015' 
0.022026 0.029858 0. 000489 ·0. 03084 
0.026567 -0.10308 -O.OZ2l2 ·0.05632 
0.030951 ·0.04783 -0.03o43J -0.06359 
o.OJ.4722 .o.OS796 -o.onJT -o.1oea 
0.036SJ -0.16667 ·0.1621 -0.19178 
o.0418n -o.16749 -o.16So2 -o.19~ 
0.04918 -o. 14754 -0 . 14754 -0.1694 
INCRBENTAL STAGE 
PfN:. IN STAGE STAGE STAGE STACf STAGE 
PERC. X .... 08 STORAGE t::INEMATtC KIS·t:JJ 
10. 6.935 7.01 6.09 6.96 7 
20 6 .065 6.15 6.7 5.87 S.Ol 
30 5.495 5.59 6.6 5.23 5.2 
40 4.975 5.08 6.39 4.63 4.6 
50 (.465 4.58 6.25 3.99 3.95 
399 
60 4.135 l..26 6.06 3 .67 3 .64 
70 3.845 3.98 5 . 91 3. 43 3.36 
80 3 .515 3.66 5 .78 3.18 3 . 1 
90 3.265 3 . 42 5.56 2 . 95 2 .84 
100 3 .035 3.2 5.39 2.71 2.57 
ERROR IN THE INCREMENTAL STAGE 
DB STORAGE KINEMATIC HUS.KU. 
0 .075 -0.045 0.025 0.065 
0.085 0 . 635 -0. 195 -0.245 
0.095 1.105 -0 .265 -0.295 
0 . 105 1 . 415 -0.345 -0 .375 
0 . 11 5 1.785 -0 . 475 -0 .5 15 
0.125 1 .925 -0.465 -0.495 
0 . 135 2.065 -0.415 -0 .485 
0.145 2.265 -0.335 -0.415 
0.155 2.315 -0.315 -0.425 
0 . 165 2.355 ·0.325 -0 . 465 
X ERROR IN THE IHCREHENTAL STAGE 
OB STORACE KINEMATIC HUS.t:::U. 
0.01081 5 -0.0~9 0.003605 0 .00937:5 
0 . 014015 0.104699 -0.03215 · 0 .0404 
o.otnss o.zot09Z -0.04823 -o.os369 
0.021106 0.284422 - 0.06935 -0.07538 
o.ozsrs6 o.399n6 -o. t0638 -0 . 11534 
0.03023 0.465538 · 0.11 245 -0 . 11971 
0. 035111 0.537061 · 0.10793 -0.12614 
0 .041252 0 .644381 -0.09531 -0.11807 
0 . 047473 0 . 709035 · 0.09648 -0 . 13017 
0 . 054366 0 . 775947 - 0. 10708 -0 . 15321 
SECTION 6 
INCREHENTA.L STAGE · 
PEAk: IN STAGE STAGE STAGE STAGE STAGE 
PERC. X DKH DB STORACE KINEMATIC HUS· ICU 
10 6.397'5 6.46 6.41 6.42 6.46 
20 5 . 665 5.74 5.15 5.24 5 .2 
30 5.0125 5. 1 4.68 4.75 4 .7 
40 5.055 5.15 3. 54 4 .39 4.23 
so 4 .625 4.73 3 .44 3.57 3.n 
60 4.2625 4.38 3. 33 3 .37 3 . 12 
70 4.0125 4.14 3.09 3 . 14 3 . 09 
80 3 . 8 3.94 2 .91 2.92 2 .68 
90 3.5175 3.67 2.n 2.73 2 .66 
100 2.915 3.08 2 . 52 2.52 2.45 
ERROR IN THE INCREMENTAL STAGE 
OB STORACE KINEMATIC HUS .W. 
0.0625 0.0125 0.0225 0.0625 
0.07'5 - 0.515 -0 . 425 -0.465 
0 . 0875 ·0.3325 ·0.2625 -0 . 3125 
0.095 -1.515 -0 .665 -0.825 
0.105 -1.185 -0 .755 -0 .905 
0 . 117'5 -0.9325 -0.8925 -1.1425 
0. 127'5 -0.9225 -o.sns -0 .9225 
0.14 -0 . 89 - 0.88 -1. 12 
0.1525 -0 .797'5 -0.7875 -0.857'5 
0.165 ·0.395 -0 .395 -0 . 465 
::: ERROil. IN THE UICREHEN TAL STAGE 
08 STORAGE Klf.IEHATIC HUS. W . 
0.009769 0.001954 0.003517 0.009769 
400 
SECTIOH 7 
0 .013239 · 0. 09091 ·0.0750Z · 0.08208 
0 . 017456 · 0 .06633 · 0 .0'5237 - 0 .06234 
0 . 0 187'93 -0.2997 · 0 . 13155 -0 . 1632 
0.022703 - 0. 25622. ·0. 16.324 •0.19568 
o.oz7566 -o.2tan -o.209'l8 -0 .26804 
0 . 031n6 -0.22991 -0.21745 ·0.22991 
O.Cll6842 · 0.23421 • 0.23158 · 0. 29474 
o. 04D55 -o.226n -o.2.238e -0. 2437ll 
0.056604 ·0.13551 -0. 13551 -o . t5952 
UICR:EMEJ(T Al ST ACE 
P£AI: IN STAGE STAGE STAGE STAGE STAG€ 
P£aC. X 0101 •• STOAAGE C:INEMfiC tlJS·IlJ 
10 5.86 5.9Z 6 6 . 03 5.97 
20 5.04 5.11 4.67 4 . 15 4.72 
30 4.5 4.50 4.Zl 4.32 4.25 
40 4.1025 4.19 3.24 3 ... 3.86 
50 3.715 3.81 l . t2 3.53 3 . <6 
60 :3.395 3.5 3 . 07 l . 15 3 .06 
"' 3 .... 3 .2 2. 8l 2.03 2.78 
"" 2.865 2.99 2.63 2.71 2.67 .., 2.605 2.74 2.49 2.52 2.49 
100 2.485 2. 63 2.lt 2.32 2.4 
ERiOit IN THE IMatfMEIITAL STAGE .. STORAGE tlMt:M.TIC ti.IS . IlJ. 
0.06 0.14 0 . 17 0.11 
0.07 -o.l7 · 0.29 - 0. 32 
o ... ·O.ZT -0.18 -o.zs 
0.0875 ... 8625 · 0.12.25 -0.2425 
0.095 ·0.595 -o.1as -o.zss 
0.105 ·0.325 -O.Z45 ·0...335 
0.115 ...... -o.255 -0.305 
0 . 125 -<I.Zl5 -o.tss -o.t95 
0. 13'5 -o.115 ...... -o.115 
0.145 -o. 175 -o.t6S · 0.08:5 
X ElRot IN TIE JIICRfHEWTAL STACIE 
SECTION 8 
01 STOMGE CINBCATIC ti.IS. IlJ. 
o. 010239 0.023891 0.02901 o.ousm 
0.01l889 · 0 . 07341 -o. OS7S4 -o. 06349 
0 .017778 -<l.06 -o. 04 ·0. 05556 
0 .021328 -o.Z1D24 .0. 02986 -<l. OS911 
o.ozsm -o . t6016 -o.D498 ·0.06864 
0.03092.8 -0.09571 ·0.07216 -o. 09S67 
0.037277 .0.08'59 -0.08266 ·0.098S7 
0.04363 ·0.011202 ·0.0541 -0 .06806 
0. 0518Zl · 0.04415 · 0.03263 ·0.04415 
0.05835 -(1 . 07042 ·0. 0664 ·0.03421 
UICRBENTAL STACE 
PEA< IN STACE STACE STAGE STACE STAGE 
PERC. X .... .. STORAGE CINEMATIC KIS·IlJ 
10 5.6(175 5 . 66 5 .6Z 5 . 67 5 .69 
20. 4.855 4. 9Z 4.l1 4.32 4.32 
30 4. 315 4.39 3.02 3.9Z 3.95 
40 3 .9125 4 2.96 3 .6 3.72 
50 3.5625 3 .66 .... 3 .2 3.22 
401 
60 3.2225 3.33 z.et 2.87 2 ... 
"' 2.9325 3.05 2.52 2 .52 2.53 "" 2.6BZ3 2.81 2.24 2.32 2.31 9C 2.6 2.6 2.16 2.24 2.23 
100 2.53 2. 53 2.1 2.15 2.03 
ERROR 1M THE INCREMENTAl STAGE 
DB STOOAGE I:IN£KATIC NJS.W. 
0 . 052:5 0.01Z5 0.0625 o.oozs 
0 . 065 -0.545 -0 .535 · 0.5'35 
0.075 -0.495 · 0. !95 ·0 .365 
0 . 0875 · 0.9525 -0.3125 -0.1925 
0.0915 ·0.7'025 ·0.3625 -0 .3425 
0.10r.> · 0.4125 · 0 .3525 -0 .3425 
0.1175 · 0 . 4125 · 0. 412:5 · 0 . 4025 
0. 1275 -0 . 4425 · 0.3625 · 0.37ZS 
0 · 0 . 44 · 0.36 · 0.37 
· 0 .43 · 0 .38 -0.5 
X ERROR IN THE INCRecatTAl STACE 
SECTION 9 
"""'1N STAGE 




40 3 .61 
50 3.2575 
60 2. 9675 
70 2.7175 .. 2.5075 
90 2. 31 
100 2.20Z5 
D8 STORACE I:INEMAT IC KIS.W. 
0 . 009362. O. OOZZ29 0.011146 0. 014712 
o . OtnM · 0.1122.6 -0 . 1102. -0. 1102. 
o.ot738t -o.tt4n -o.09tS4 -o.0&4s9 
0.022364 -0.241'5 · 0.07947 ...0.0(92 
0 .027368 ·0. 19719 .0.10175 · 0.09614 
o.Ol3359 -a . 12801 -o.t09l'9 -o. t06Z8 
0.040068 ·0.14066 -o.t4066 · 0.13725 
0 . 04753 -o. 16496 ..0. 13514 ·0.1lS86 
o --o. t692J -o. tlalo& -o. 14231 
o -o. 16996 ..o.t502: -o. 19763 
STAG£ STAG£ STAOE STA<E 
08 STOOAGe I:INEMATIC KtS· W 
5.34 s.za 5.47 5.54 
4 . 64 4 . 11 4.24 4.37 
4 .11 3 .1.7 3.69 3.71 
3.71 2. 7 3.41 3.4 
3.37 2.62 3.06 3.07 .... 2.57 2.74 2.74 
2.115 2.26 2.4] 2.42 
2.65 1.96 2.12 2.12 
Z.46 1.8Z 1. 90 1. 90 
2.36 1.75 1.9 1.9 
EIUWit IN TKE tNCUMENTAL STAGE 
DB ST ..... llttaCATIC NJS.t:U. 
o.os -o.01 0.18 0.25 
0.0625 ~O.Io67S ·0.3375 · 0 .2075 
0.087S ·0.55Z5 · 0.3325 ·0 .3125 
0 . 1 ·0.91 · 0.2 ·0.21 
0.1125 ·0.6375 ·0.1975 · 0 .1875 
0.1225 · 0.391'5 · 0.2275 ·0.2275 
0.1325 ·0.4575 · 0.2875 ·0.2975 
0 . 1425 ·0.5475 ·0.3375 ·0.3875 
0 . 15 ·0. 49 ·0.13 ·0.33 
0. 1575 · 0.4525 · 0.3025 ·0.3025 
X ERROR IN TKE INCREMEliTAl STAGE 
08 stawo:E llliEMTIC NJS. k.\J . 
0 . 009452 - 0.00189 0.034026 0. 047259 
402 
0 . 013654 ·0.10213 - 0.07373 ·0.04533 
o.ozt753 -o.n:ns -0.08266 -o.on69 
o.ozno1 -0.25208 -o.oss4 -0.05817 
0.034536 -0.1957 -0.06063 -0.057'56 
0.041281 -0.13395 -0.07666 ·0.07666 
0.048758 ·0.16835 ·0.1058 · 0.10948 
0.05683 ·0.21834 ·0.15454 ·0.15454 
0.064935 ·0.21212 · 0.14286 ·0.14286 
0.07151 ·0.20545 ·0.13734 ·0.13734 
SECTION 10 
JNCREHENTAl STAGE 
PEAX IN STAGE STAGE STAGE $lAce STAGE 
PERC. X OHH DB STOOACE (UIEKATIC KIS·W 
10 5.0525 5.09 4.93 5.26 5.6 
20 4.0/ 4.42 3.94 4.12 4.62 
30 3.8475 3.91 3.21 3.47 3.52 
40 3.475 3.55 2.51 3.19 3.25 
so 3.145 3.23 2.41 2.87 2.91 
60 2.865 2.96 2.38 2.58 2.53 
70 2.625 2.73 2.08 2.27 2.34 
80 2.4C5 2.52 1.8Z 1.98 2.03 
90 2.215 2.34 1.56 1.n 1.77 
100 2.065 2.2 .1.46 1.62 1.49 
ER.lOR IN THE INCREMENTAL STACE 
DB STORAGE t::JNEHA.TIC ti.IS.W. 
0.0375 ·0.1225 0.2075 0.5475 
0.05 ·0.43 ·0.25 0.25 
0.0625 ·0.6375 ·0. 3775 ·0.3275 
0 . 07'5 ·0.965 -0.285 ·0.225 
o.085 ·0.735 ·0.275 · 0.235 
0.095 -0.485 ·0.285 ·0.2.85 
0.105 ·0.545 ·0.355 ·0.285 
0.115 ·0.535 ·0.425 -0.375 
0.125 •0.6S5 -o.scs ·0.445 
0.135 · 0.605 ·0.445 ·0.575 
X ERROR IN THE INCREHENTAl STAGE 
DB STORAGE l:tNEXATIC f«JS.W .. 
0.007422 ·0.02425 0.041069 0.108362 
0.011442 ·0.0984 ·0.05721 0.057208 
0.016244 -0.16569 ·0.09812 -0.08512 
o.o21583 -o.2m -o.oazo1 -0.06475 
0.027027 ·0.2337 ·0.08744 ·0.07472 
o.o33159 -o. 16928 -0.09948 -0 .09948 
o.04 ·0.20762 -o. 13524 -0.10857 
o.047817 -0.24324 -o.t76n -o.ts59'l 
0.056433 ·0.29571 ·0 .. 22799 -0.2009 
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To obtain a position in a high standards competitive university which requires 
research expertise, teaching skills, and leadership. Special areas of interest: civil 
engineering, hydrology, hydraulics, water resources, darn safety, and fluid 
mechanics. 
EDUCATION 
BS in Civil Engineering, Jordan University, Amman, Jordan. (6/88) GPA:3.3 
(4.0=A). Emphasis in structural analysis and engineering economics. 
MS in Civil Engineering, Jordan University, Amman, Jordan. (6/90) GPA:3.75 
(4.0=A). Emphasis in Surface water hydrology and hydropower. 
PhD in Civil Engineering, Utah State University, Logan, Utah. {expected 9/94) 
Grad GP A: 3.93. Emphasis in flood-routing techniques, hydrologic modeling, and 
issues in dam safety and incremental damage assessment. 
EXPERIENCE 
CML ENGINEER, Al-Ertibat Consultants and Engineers, Amman, Jordan 
(6/88-6/90). 
Involves both duties of a design engineer and a site engineer. 
