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Within-Burst Synchrony Changes for Coupled Elliptic Bursters∗
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Abstract. We study a novel phenomenon for coupled identical bursters: synchronized bursts where there
are changes of spike synchrony within each burst. The examples we study are for normal form
elliptic bursters where there is a periodic slow passage around a Bautin (codimension two degenerate
Andronov–Hopf) bifurcation. This burster has a subcritical Andronov–Hopf bifurcation at the onset
of repetitive spiking, while the end of burst occurs via a fold limit cycle bifurcation. We study
synchronization behavior of two and three Bautin-type elliptic bursters for a linear direct coupling
scheme as well as demonstrating the phenomenon in an approximation of gap-junction and synaptic
coupling. Burst synchronization is known to be prevalent among such coupled bursters, while spike
synchronization is more dependent on the details of the coupling. We note that higher order terms
in the normal form that do not aﬀect the behavior of a single burster can be responsible for changes
in the synchrony pattern; more precisely, we ﬁnd within-burst synchrony changes associated with a
turning point in the spiking frequency.
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1. Introduction. Elliptic bursting in a neuronal system is a type of recurrent alternation
between active phases (large amplitude oscillations) and quiescent phases (small amplitude
oscillations). This kind of rhythmic pattern can be found in rodent trigeminal neurons [16],
thalamic relay and reticularis neurons [5, 6], the primary aﬀerent neurons in brain stem cir-
cuits [19], and neurons in many other areas of the brain. It is clearly of interest for neuronal
population information encoding and transmission where several bursters ﬁre within a popu-
lation. Patterns of synchrony of elliptic bursters may also be helpful in understanding ﬁring
patterns in more general types of burster [4, 10, 14, 21].
In a previous study of the synchronization of elliptic bursters, Izhikevich examined a
pair of coupled “normal form” elliptic bursters [12] characterized by slow passage through
a Bautin (codimension two Andronov–Hopf) bifurcation. In that study, burst (slow activity
pattern) synchronization between the bursters was found to be easily achievable, whereas
spike (fast activity pattern) synchronization was harder to achieve. Other studies include [7],
which examined nonlinearly coupled Bautin bifurcations though not in a bursting setting, and
[11, 9, 23, 24], which looked at various aspects of burst and spike synchronization for a variety
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of coupled burster models.
In this article we study spike synchronization for coupled Bautin-type elliptic bursters
with more complicated phase (spiking) dynamics. We show that higher order terms that are
not important in the normal form of a single burster can be responsible for nontrivial phase
dynamics in coupled bursters even for linear coupling. In particular, we observe and explain
coexistence of and transitions between in-phase and antiphase spiking within a single burst
for two and more coupled bursters. This sheds light onto possible dynamical patterns of spike
synchronization for coupled bursters in neuronal systems in addition to those observed by
Sherman [24].
We discuss a normal form for coupled Bautin-type elliptic bursters and focus on burst
and spike synchronization in a system of n identical coupled bursters with zj ∈ C, uj ∈ R,
j = 1, . . . , n, given by
(1.1)
z˙j = (uj + iω) zj +Bzj |zj |2 + Czj|zj |4 +Kj,
u˙j = η(a− |zj |)2,
}
where ω, a, η ∈ R and B = Br+ iBi, C = Cr+ iCi ∈ C are ﬁxed parameters and Kj represents
coupling. We assume Br > 0 and Cr < 0, and set
(1.2) B = 2 + iζ = 2 + i
σr2m
2
, C = −1 + iγ = −1− iσ
4
.
We assume that the coupling term is
(1.3) Kj = (κ1 + iκ2)
n∑
k=1
cjkzk,
where κ1, κ2 ∈ R are constant coupling parameters and cjk a constant connectivity matrix.
For convenience here we take cjk = 1 for j = k, cjj = 0, i.e., all-to-all coupling. Biologically,
although there are no rigorous reductions of speciﬁc bursters to this model, one can think
of z = x + iy as comprising a fast variable x that is analogous membrane voltage, y that is
analogous to the fast current, and a slow variable u analogous to a slow adaptation current
for a neuronal burster.
The article is structured as follows. In section 2 we discuss the individual burster behavior
for the model equations (1.1), (1.2), (1.3). In section 2.3 we discuss two coupled bursters
(n = 2), showing within-burst synchrony changes. These are analyzed in section 3 using a
model system with assumed full burst synchrony and slow-fast dynamics [22] to reduce to
an equation for within-burst phase diﬀerence. Bifurcation analyses of this equation help one
understand the observed dynamics of the full model. In section 4.1 we study the eﬀects of
noise in the full coupled system and discuss noise-induced bifurcation delays. Furthermore,
section 4.2 shows that we can observe similar dynamics in the system with three coupled
elliptic bursters, n = 3. In section 4.3 we show that within-burst synchrony changes arise in
more biologically motivated coupling like gap-junction and nonlinear synaptic coupling, and
we conclude with a discussion of some dynamical and biological implications in section 5.
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2. The model for coupled Bautin bursters. Bursting is a multiple time scale phe-
nomenon. In bursting, the fast dynamics of repetitive spiking is modulated by a slow dy-
namics of recurrent alternation between active and quiescent states. As explained in [14],
one may obtain bursting from a variety of dynamical mechanisms; here we focus on bursters
(1.1)–(1.3) with bursting behavior associated with a Bautin bifurcation. We brieﬂy review the
single burster dynamics, and then discuss the spike and burst synchronization for two coupled
bursters.
2.1. Normal form for Bautin bifurcation. Suppose we have a Bautin bifurcation, namely,
a codimension two Andronov–Hopf bifurcation where the criticality changes on varying an
additional parameter. Then there is a normal form that is locally topologically equivalent to
the bifurcation, and this normal form may be written [15] for z = x+ iy ∈ C as
(2.1) z˙ = Az +Bz|z|2 +Cz|z|4 +O(|z|6),
where A = Ar + iAi, B, and C are complex coeﬃcients. One can verify that an Andronov–
Hopf bifurcation occurs as Ar passes through 0 and a change of criticality occurs where Br
also passes through zero. The fourth order term is needed to determine the criticality at the
degenerate point Br = 0. We write B and C as in (1.2). It can be shown that ζ, γ, and O(|z|6)
terms do not aﬀect the local branching dynamics of the system (2.1). We will, however, argue
that ζ and γ may inﬂuence the synchrony for two or more coupled elliptic bursters.
From (2.1) we obtain bursting dynamics [11, 12, 14] by coupling the system to a slow
variable u ∈ R that is the Andronov–Hopf parameter for the Bautin normal form, such that
for z small u increases, while for z large u decreases:
(2.2)
z˙ = (u+ iω)z + (2 + iζ)z|z|2 + (−1 + iγ)z|z|4,
u˙ = η(a− |z|2).
}
Note that η  1 is the ratio of the fast to slow time scales. The system (2.2) exhibits bursting
for 0 < a < 1, while tonic spiking sets in for a > 1.
In polar form, z = reiθ, (2.2) becomes
(2.3)
r˙ = ur + 2r3 − r5,
θ˙ = ω + ζr2 + γr4,
u˙ = η(a− r2).
⎫⎪⎬
⎪⎭
In these coordinates it is clear that the fast subsystem undergoes an Andronov–Hopf bifurca-
tion at u = 0 and a limit cycle fold bifurcation (a saddle-node of limit cycles) at u = −1. At
the saddle-node bifurcation of limit cycles, stable and unstable limit cycles coalesce. A bifur-
cation sketch for system (2.2) is shown in Figure 1. It is clear from this ﬁgure that periodic
ﬁring appears at a subcritical Andronov–Hopf bifurcation at u = 0 with the emergence of a
limit cycle. Likewise the steady state is reached via a saddle-node bifurcation of limit cycles
at u = −1, where the stable limit cycle (solid line) and the unstable limit cycle (dashed line)
meet and eventually cancel each other.
Note that, during bursts, if ζ, γ = 0, the limit cycles are nonisochronous; there is a change
in frequency of fast oscillation during the bursts. As this nonisochronicity does not aﬀect the
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Figure 1. Schematic bifurcation diagram for z for the fast subsystem of (2.2) on varying u. SFP denotes
the stable ﬁxed point, UFP the unstable ﬁxed point, SPO the stable periodic orbit, and UPO the unstable
periodic orbit. It is clearly seen that at u = 0 the system undergoes subcritical Andronov–Hopf bifurcation,
while saddle-node bifurcation of limit cycles occurs at u = −1.
r or u dynamics, or hence the branching behavior, it is not important for single bursters. The
phase dynamics in (2.3) depends on amplitude r:
(2.4) θ˙ = Ω(r) = ω + ζr2 + γr4.
The nontrivial periodic orbits of the system (2.3) are (r0, u0) = (
√
a, a2 − 2a) for η = 0.
Nontrivial periodic orbits r = 0 correspond to periodic orbits of (2.2) with periodic spiking.
The dynamics of the (2.2) is summarized in Figure 2 for parameters ω = 3, η = 0.1, a = 0.8,
α = 2, β = −1, ζ = 0, and γ = 0. Observe the slow passage eﬀect [3] apparent from Figure 2;
although the stability calculation shows that the Andronov–Hopf bifurcation occurs at u = 0,
simulation shows a delayed bifurcation [3].
Note that we use parameters in (1.2) such that
(2.5) ζ =
σr2m
2
, γ = −σ
4
,
meaning that
(2.6)
dΩ
dr
= σr(r2m − r2).
From this it is clear that there is a turning point of Ω(r) at r = rm. The parameter σ can be
interpreted as the magnitude of nonisochronicity for the phase dynamics.
2.2. Coupled elliptic bursters. We consider direct linear coupling for the system (2.2) via
the fast variables z to give a coupled system of the form (1.1), (1.3) with coupling parameters
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Figure 2. Dynamics of a single compartment Bautin burster governed by (2.2) and (2.5). In panel (a), the
timeseries of Re(z) is shown with a solid line, and the corresponding slow variable, u, with a dashed line.The
parameters for the simulation are ω = 3, a = 0.8, η = 0.1, σ = 4, and rm = 1.35. The arrows in (d) indicate
the direction of change of the slow variable, u.
κ1 and κ2; in section 4.3 we consider other types of coupling. The coeﬃcients cjk for the
coupling term of (1.1) are the connectivity matrix; here we assume all-to-all coupling, namely,
cjk =
{
1 if j = k,
0 otherwise.
This form of coupling is analogous to the electrical (gap-junction) coupling between
synapses, with phase shift expressed by the argument of κ1 + iκ2. Positive κ1 corresponds to
excitatory coupling, while negative κ1 corresponds to inhibitory coupling.
2.3. Burst and spike synchronization for two coupled bursters. We numerically inves-
tigate the dynamics of a pair of coupled elliptic bursters governed by the system (1.1). Burst
synchronization between the cells can easily be achieved for a wide range of parameter values
with this system. In case of κ2 = 0 and κ1 > 0 (excitatory coupling), this generally generates
in-phase bursts, while antiphase bursts result from inhibitory coupling.1
There is a spontaneous within-burst synchrony change observable within Figure 3. The
top panel shows x1 and x2. All transients were allowed to decay, and the displayed pattern
1We write the system (1.1) using z1 = x1 + iy1 and z2 = x2 + iy2 for the purposes of numerical simulation.
All the simulations were done with the interactive package XPPAUT [8]. For integrations, the built-in adaptive
Runge–Kutta integrator was used, and results were checked using the adaptive Dormand–Prince integrator.
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Figure 3. Within-burst synchrony change from stable in-phase to stable antiphase states for two coupled
bursters. The dashed box shows the activity pattern of one burst; the burst repeats periodically, and within-burst
synchrony change repeats during each burst. This result is obtained from simulation of (1.1), (1.2), and (1.3)
for n = 2 and parameters κ1 = 0.001, κ2 = 0.2, σ = 3, η = 0.005, rm = 1.35, ω = 0.01. Noise of amplitude
10−5 was added to the fast subsystem. In this ﬁgure, the two coupled bursters are burst synchronized, and the
spikes become in-phase at the beginning of the burst but change to antiphase near the middle of the burst. The
inset in the topmost panel shows the region of the transition. Note that the initial transient and sudden change
in the synchrony pattern along the burst proﬁle are observable from d12, where d12 = 0 indicates in-phase
synchronization.
is repeated within each burst. A detail of the middle of the burst is shown in the top-right
inset. The corresponding slow variables of the system, u1 and u2, are shown in the middle
panel. The distinguishing solid and dashed traces correspond to the activity patterns of the
two cells, respectively. The bottom panel of the ﬁgure shows the Euclidean distance
d12 =
√
(x1 − x2)2 + (y1 − y2)2 + (u1 − u2)2
between the two systems to show the presence (d12 = 0) or absence (d12 > 0) of synchrony.
The values of the parameters used in the simulation are κ1 = 0.001, κ2 = 0.2, σ = 3, η = 0.005,
rm = 1.35, ω = 0.01. Wiener noise of amplitude 10
−5 was added to the fast variables (see
section 4.1 for a discussion of the eﬀect of noise).
The spikes are in-phase at the beginning of the burst, but change to antiphase within the
burst. The inset shows the region of this transition. This transition region may be shifted
along the burst proﬁle by changing rm. Larger values of rm shift this transition towards
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Figure 4. Within-burst synchrony change from stable antiphase to stable in-phase states. The governing
system and details as in Figure 3 except κ2 = −0.2. The inset in the topmost panel shows the transition
in detail. In the last panel, the bump in d12 signiﬁes the antiphase synchronization of the spikes within the
synchronized burst. The corresponding slowly changing variables, u1 and u2, are shown in the middle panel
with solid and dotted lines, respectively.
the beginning of the burst with larger amplitude spikes, and vice versa. This change in the
synchrony pattern along the burst proﬁle is also captured by d12.
We present another example of within-burst synchrony change for diﬀerent parameter
values in Figure 4, where spikes of the two coupled cells start antiphase and change to in-
phase during the burst. As before, low amplitude noise of order 10−5 was added to fast
variables. The inset in the ﬁrst panel shows the region of the transition. In the last panel, d12
indicates that the burst is initially antiphase, and as it returns to d12 = 0 there is a transition
to in-phase synchronization of the within-burst spikes of the two cells. The corresponding
slowly changing current variables, u1 and u2, are shown in the middle panel. The overlapped
solid and dashed lines imply the in-phase burst synchronization of the coupled system.
3. A burst synchronized constrained model. Although it is possible to ﬁnd within-burst
synchrony changes within (1.1), (1.2), (1.3), it is hard to explain their existence analytically
from the full model. To overcome this, we reduce the coupled system to a constrained problem
where we assume burst synchronization, followed by a slow-fast decomposition. Using this
simpliﬁed model, we can explain how nonisochronicity and linear coupling can lead to within-
burst synchrony changes.
3.1. Two coupled bursters in polar coordinates. Writing (1.1), (1.2), (1.3) in polar
coordinates, zj = rje
iθj for n = 2 gives the system
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(3.1)
r˙1 = u1r1 + 2r
3
1 − r51 + r2(κ1 cos(θ2 − θ1)− κ2 sin(θ2 − θ1)),
θ˙1 = ω +
1
2
σr2mr
2
1 −
1
4
σr41 +
r2
r1
(κ1 sin(θ2 − θ1) + κ2 cos(θ2 − θ1)),
u˙1 = η(a− r21),
r˙2 = u2r2 + 2r
3
2 − r52 + r1(κ1 cos(θ1 − θ2)− κ2 sin(θ1 − θ2)),
θ˙2 = ω +
1
2
σr2mr
2
2 −
1
4
σr42 +
r1
r2
(κ1 sin(θ1 − θ2) + κ2 cos(θ1 − θ2)),
u˙2 = η(a− r22).
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
We constrain the system to exact burst synchronization by replacing the equations for u˙1
and u˙2 by
(3.2)
u(t) = u1(t) = u2(t),
u˙ = u˙1 = u˙2 = η
(
a− 1
2
(|z1|2 + |z2|2)
)
.
⎫⎪⎬
⎪⎭
Thus, the system (3.1) may be written with constraint (3.2) and φ = θ1 − θ2 as
(3.3)
r˙1 = ur1 + 2r
3
1 − r51 + κ1r2 cosφ+ κ2r2 sinφ,
r˙2 = ur2 + 2r
3
2 − r52 + κ1r1 cosφ− κ2r1 sinφ,
φ˙ =
1
2
σr2m(r
2
1 − r22)−
1
4
σ(r41 − r42)
− κ1
(
r21 + r
2
2
r1r2
)
sinφ− κ2
(
r21 − r22
r1r2
)
cosφ,
u˙ = η
(
a− 1
2
(r21 + r
2
2)
)
.
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
As we are interested in synchrony changes, we deﬁne longitudinal and transverse coordi-
nates:
(3.4)
rl =
r1 + r2
2
,
rt =
r1 − r2
2
.
⎫⎪⎬
⎪⎭
The system (3.1) reduces to the four-dimensional system
(3.5)
r˙l = url + 2r
3
l + 6rlr
2
t − r5l − 10r3l r2t − 5rlr4t
+ κ1rl cosφ− κ2rt sinφ,
r˙t = urt + 6r
2
l rt + 2r
3
t − 5r4l rt − 10r2l r3t − r5t
− κ1rt cosφ+ κ2rl sinφ,
φ˙ = 2σr2mrlrt − 2σrlrt(r2l + r2t )
− 2κ1 (r
2
l + r
2
t )
r2l − r2t
sinφ− 4κ2 rlrt
r2l − r2t
cosφ,
u˙ = η(a− (r2l + r2t )).
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
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Figure 5. Bifurcation of the fast dynamics for the coupled constrained system (3.3), plotting R2d against
u (see (3.6)) and with parameters as in Figure 3. The branches Pin and Panti are the in-phase and antiphase
periodic branches of the system. The steady-state branch is denoted by SS. Solid and dashed parts of the branches
denote the stable and unstable solutions, respectively. uin and uanti denote locations of bifurcations giving loss
of stability of the in-phase and antiphase periodic orbits, respectively, while uH is the Andronov–Hopf bifurcation
of SS. The dashed loop indicates how the slow dynamics generates periodic bursts. Note that the switching of
the trajectory from in-phase to antiphase along the periodic branches implies a within-burst synchrony change.
Here, (rl, rt, φ) govern the fast dynamics, and u governs the slow dynamics. The system
(3.5) is a reduced four-dimensional realization of the full system (3.1) for a pair of coupled
elliptic bursters. Figure 5 shows a bifurcation diagram for the fast subsystem of (3.3) on
varying u. The dashed loop indicates how a periodic burst including a within-burst synchrony
change can occur: we deﬁne an observable R2d by
(3.6) R2d = r
2
1 + r
2
2 +
1
4
r1r2 cosφ.
Note that Rd is such that Rd =
9
4r if the oscillations are in-phase and Rd =
7
4r if they are
antiphase, and r1 = r2 = r. Note also that Rd is symmetric under interchange of the bursters.
In [24] antiphase, asymmetric, or quasi-periodic spike synchrony patterns were reported
from a system of two gap-junction-coupled pancreatic β-cells. The authors attributed this to
bifurcations of the periodic branches of the fast subsystem for a similarly burst constrained
system. They showed numerically that as coupling strength increases, the spikes of the cou-
pled cell pairs change from antiphase to in-phase through a regime of quasi-periodic and
asymmetric periodic oscillations. The antiphase branch was found to arise as a secondary
Andronov–Hopf bifurcation from the steady-state, the asymmetric periodic branch as a pitch-
fork bifurcation from the in-phase state, and the quasi-periodic state as a torus bifurcation
from the antiphase branch. The author of [24] did not observe multistability of spike synchrony
states or synchrony changes between the in-phase oscillations and antiphase oscillations within
a burst period. By contrast, Figure 5 shows that the bursting system (1.1), (1.2), (1.3) may
have both stable in-phase and antiphase branches within a burst period and spikes that go
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spontaneously from in-phase to antiphase via a pitchfork bifurcation on the in-phase periodic
branch.
3.2. Stability analysis of the burst constrained system. In this section, we carry out
a linear stability analysis of the fast subsystem of (3.5) about in-phase and antiphase states
with rt = 0 and rl = r, which means both cells are burst synchronized and r1 = r2 = r. In
the analysis, we assume that the slow variable u is a constant of the system by setting the
time scale ratio, η = 0, as a singularly perturbed parameter. The dynamics, as a result, is
governed only by the fast spiking activity. For rt = 0 and η = 0 we write rl = r as the stable
nontrivial solution of (3.5) in the appropriate subspace,
(3.7) r˙l = (u+ 2κ1 cosφ)rl + 2r
3
l − r5l ,
corresponding to bursting behavior. Note that for small |κ1| this will have a solution close to
that of the single burster case.
If we consider the fast subsystem of (3.5) with u between −1 and +1, then we can verify
the existence of two solutions:
• in-phase, where rt = φ = 0, rl = r,
• antiphase, where rt = 0, φ = π, rl = r,
where r > 0 is a solution of
(3.8) u = r4 − 2r2 − 2κ1 cosφ.
The Jacobian for the fast subsystem at the in-phase solution is block diagonal with one
single real eigenvalue and a block
(3.9) Jin =
(
u+ 6r2 − 5r4 − κ1 κ2r
2σr2mr − 2σr3 − 4κ2r −2κ1
)
.
Likewise, the Jacobian for the fast system at the antiphase solution is also block diagonal with
a single real eigenvalue and a block
(3.10) Janti =
(
u+ 6r2 − 5r4 + κ1 −κ2r
2σr2mr − 2σr3 + 4κ2r 2κ1
)
.
Note that the oﬀ-diagonal entries of the Jacobian matrices (3.9) and (3.10) depend on the
imaginary part of the coupling coeﬃcient, κ2, and other system parameters. The real eigen-
values can be assumed negative because of stability of the solution of (3.7).
The eigenvalues of (3.9) can be determined by examining the trace
(3.11) tr(Jin) = u+ 6r
2 − 5r4 − 3κ1
and the determinant
(3.12) det(Jin) = −2(u+ 6r2 − 5r4)κ1 − 2σr2(r2m − r2)κ2 + 2κ21 + 4κ22.
Similarly, we can understand their antiphase counterparts from (3.10) by examining
(3.13) tr(Janti) = u+ 6r
2 − 5r4 + 3κ1
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and
(3.14) det(Janti) = 2(u+ 6r
2 − 5r4)κ1 + 2σr2(r2m − r2)κ2 + 2κ21 + 4κ22.
For simplicity, we consider a special case when κ1 = 0 and |κ2|  1. In such a case,
it may easily be seen that both tr(Jin) and tr(Janti) in (3.11) and (3.13), respectively, are
negative, as stability of the periodic solution of (3.7) means that u + 6r2 − 5r4 < 0. So,
from (3.11) and (3.13), tr(Jin) < 0, and tr(Janti) < 0. For this weak coupling, it is also
evident that (tr(Jin(anti)))
2 > 4det(Jin(anti)). Hence, the system will have a stable node for
det(Jin(anti)) > 0 and a saddle for det(Jin(anti)) < 0.
To explain the within-burst synchrony change observed in Figures 3 and 4, we write (3.12)
and (3.14) to ﬁrst order in κ2, approximate κ1 = 0, and consider small κ2 > 0, obtaining
(3.15) det(Jin) = −2σr2(r2m − r2)κ2 +O(κ22)
and
(3.16) det(Janti) = 2σr
2(r2m − r2)κ2 +O(κ22).
From (3.15), if r > rm+O(κ2), then det(Jin) > 0. Together with the condition tr(Jin) < 0,
this implies that the in-phase solution is stable, whereas (3.16) implies that the antiphase
solution is unstable for r < rm + O(κ2). We may derive approximate expressions for r(= rl)
where the bifurcations take place. We denote the bifurcation value for amplitude of the in-
phase solution by rin, and the amplitude of the antiphase solution by ranti. Note that rin may
be obtained by equating det(Jin) to zero in (3.12) with κ1 = 0, giving
(3.17) det(Jin) = −κ2(2σr2in − 2σr2inr2m − 4κ2) = 0.
Now solving (3.17) gives
(3.18) rin = rm
(
1− κ2
σr4m
)
+O(κ22).
Likewise, from (3.14), the bifurcation point, ranti, may be obtained as
(3.19) ranti = rm
(
1 +
κ2
σr4m
)
+O(κ22).
Note that r depends on u via (3.8). So, the corresponding bifurcation points for in(anti)phase
oscillations can be derived from (3.18), (3.19), and (3.8) for the special case κ1 = 0 as
(3.20) uin = r
2
m(r
2
m − 2) +
4κ2
σr2m
(1− r2m) +O(κ22)
and
(3.21) uanti = r
2
m(r
2
m − 2)−
4κ2
σr2m
(1− r2m) +O(κ22).
Note that a more general analysis of these bifurcation points for nonzero κ1 and κ2 can be
undertaken by examining the roots of (3.12), (3.14).
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Figure 6. Bifurcation diagram of φ against u for the burst synchronized constrained system (3.3), where
u is a parameter that slowly decreases during each burst, as shown by the arrow. The parameters are ω = 3,
σ = 3, rm = 1.35, and diﬀerent κ1 and κ2 as indicated in the panels from (a) to (d). Note that (a) corresponds
to the parameters in Figure 3 and 5 and (c) to that in Figure 4. The solid lines represent stable solutions, while
the unstable solutions are shown with dash-dotted lines.
3.3. Synchrony bifurcations of the fast subsystem. We now extend the numerical bi-
furcation analyses of the fast subsystem (3.3) from Figure 5 by taking η as the singular
perturbation parameter to take the fast system through single bursts and to compare with
the asymptotic results found for κ1 = 0.
In Figure 6 we present bifurcations of bursting solutions of (3.3) projected onto the phase
diﬀerence, φ, as u is varied. The solid line represents the stable periodic solutions, while the
unstable solutions are shown with dash-dotted lines. The arrow, running from right to left,
shows the direction of the change of u. Figure 6(a) shows a burst that begins with a stable in-
phase solution; until almost halfway through the burst, the in-phase solution remains stable,
and then the antiphase solutions gain stability. The coupling coeﬃcients in these results are
κ1 = 0.001 and κ2 = 0.2. The other parameter values are σ = 3, ω = 3, and rm = 1.35. This
behavior agrees with the simulation result shown in Figures 3 and 5, both obtained for the
same parameters. Similarly, Figure 6(c) explains what is found in the simulation in Figure 4.
Here, the burst starts oﬀ in stable antiphase and changes to stable in-phase. Figure 6(b) and
(d) show the results with κ1 = −0.001 but diﬀerent κ2. An interesting observation is the
presence of the bistable region around the middle of the burst separating the stable in-phase
and antiphase solutions. This region occurs near the transition point (rm = 1.35) along the
burst proﬁle, as predicted in the analysis in the previous section. These bifurcations show
the robust coexistence of the in-phase and antiphase synchrony patterns of the within-burst
spikes for a range of u, and within-burst synchrony changes of the coupled bursting system
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Figure 7. Two-parameter bifurcation diagram of σ against u for the fast subsystem of (3.3). The other
parameters are ﬁxed at κ1 = 0.001, κ2 = 0.2, and rm = 1.35. There are stable in-phase oscillations in regions
b and c, and stable antiphase oscillations in regions a and b.
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Figure 8. Two-parameter bifurcation diagram of rm against u for system and parameters as in Figure 7
and σ = 3. There are stable in-phase oscillations in regions b and c, and stable antiphase oscillations in regions
a and b.
(1.1).
Figure 7 shows a two-parameter bifurcation diagram in the uσ plane. As σ increases, the
bistable region is seen to get narrower, in agreement with (3.18) and (3.19). Likewise, Figure 8
is obtained from the parameters κ1 = 0.001, κ2 = 0.2, and σ = 3. This ﬁgure shows how the
position of the bistable region b changes on varying rm.
The role of the coupling parameter κ1 is shown in Figures 9 and 10 for two values of κ2.
The parameters in Figure 9 are κ2 = 0.2, σ = 3, and rm = 1.35, and the behavior is similar
to that in Figure 6(a) and (b). It is interesting to note that within-burst synchrony changes
appear even for weak inhibitory coupling (κ1 < 0). Moreover, stronger inhibitory values
of κ1 would mean only antiphase spike synchronization. Similarly, Figure 10 demonstrates
dynamics similar to those of Figure 6(c) and (d). Figure 10 has the same parameters as
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Figure 9. Bifurcation diagram of κ1 against u for system and parameters as in Figure 6(a),(b) with
κ2 = 0.2. There are stable in-phase oscillations in regions b and c, and stable antiphase oscillations in regions
a and b.
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Figure 10. Two-parameter bifurcation diagram of κ1 against u for system and parameters as in Fig-
ure 6(c),(d) with κ2 = −0.2. There are stable antiphase oscillations in regions a and b, and stable in-phase
oscillations in regions b and c.
those in Figure 9 except κ2 = −0.2. The excursion of the bistable region b above the dotted
horizontal line indicates the appearance of within-burst synchrony changes for weak excitatory
values, κ1 > 0. Stronger κ1 results in in-phase spike synchronization.
Tables 1 and 2 show the comparison of the in-phase and antiphase bifurcation points, rin,
uin and ranti, uanti, for κ1 = 0 and two values of κ2 calculated from (3.18), (3.20) and (3.19),
(3.21), respectively, with those from simulations of systems (3.3). Note that the bifurcation
points obtained from (3.3) and the approximations of (3.18), (3.19), (3.20), (3.21) agree very
well.
Figures 11 and 12 portray bifurcation diagrams in uκ2-space for two values κ1. These
ﬁgures show the role of κ2 in spike synchronization. Figure 11 uses the parameters κ1 = 0.001,
σ = 3, rm = 1.35. For negative and weak positive values of κ2 (region c) only stable in-phase
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Table 1
Comparison of the bifurcation points, rin, ranti, uin, and uanti, obtained from simulations of system (3.3)
and those from (3.18), (3.19), (3.20), (3.21) for κ1 = 0, κ2 = 0.2, σ = 3, and rm = 1.35.
rin ranti uin uanti
From system (3.3) (Figure 9) 1.3210 1.376 −0.4433 −0.2027
From (3.18), (3.19), (3.20), (3.21) 1.3229 1.3771 −0.4438 −0.2032
Table 2
Comparison of the bifurcation points as in Table 1, except κ2 = −0.2.
rin ranti uin uanti
From system (3.3) (Figure 10) 1.376 1.321 −0.2027 −0.4433
From (3.18), (3.19), (3.20), (3.21) 1.377 1.3229 −0.2032 −0.4438
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Figure 11. Two-parameter bifurcation diagram of κ2 against u for system and parameters as in Fig-
ure 6(a),(b) with κ1 = 0.001. There are stable in-phase oscillations in regions b and c, and stable antiphase
oscillations in regions a and b.
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Figure 12. Bifurcation diagram as in Figure 11, but with κ1 = −0.001. There are stable in-phase oscilla-
tions in regions b and c, and stable antiphase oscillations in regions a and b.
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Figure 13. Noise dependent bifurcation delays at both onset of burst from Andronov–Hopf bifurcation point
at uH and within-burst synchrony change at uin for two coupled bursters (1.1), (1.2), (1.3). The trajectories for
the four indicated amplitudes of added noise (with same initial conditions and parameters as in Figure 3 with
u = u1+u2
2
) are superimposed on the bifurcation diagram of Figure 5. The dashed arrows show the direction of
trajectory during a periodic burst. Note that the delays reduce with increasing noise amplitude; this is a typical
slow passage eﬀect.
solutions are present. Figure 12 shows the bifurcation diagram for κ1 = −0.001. As before, a
and b are regions of stable antiphase, and b and c the stable in-phase oscillations. It may be
observed that for negative and weak positive values of κ2 (region a), one can see only stable
antiphase synchronization of spikes in the burst.
4. Understanding within-burst synchrony changes from the constrained system. Recall
from Figure 5 that the constrained system can be used to explain periodic bursting with a
within-burst synchrony change in coupled bursters. In this section we examine the eﬀect of
noise and the extension to three bursters and to more general couplings.
4.1. Eﬀects of noise on within-burst synchrony changes. We include in this section a
brief discussion of the inﬂuence of noise on the phenomenon of within-burst synchrony changes
for coupled elliptic bursters. It is well known that bursters are signiﬁcantly aﬀected by the
presence of noise, even if it is low amplitude, because of slow passage eﬀects. In particular,
the Andronov–Hopf bifurcation at the onset of each burst is delayed by a time approximately
proportional to the logarithm of the noise level [25, 3, 17, 18]. This eﬀect can be understood
as a delay in leaving the neighborhood of the quiescent equilibrium state after it has gone
unstable (i.e., where the slow variable passes through the Andronov–Hopf bifurcation point
shown in Figure 2(d)); larger amplitude noise generates the required ﬂuctuation sooner.
However, there is an additional eﬀect: within-burst synchrony change also exhibits a slow
passage eﬀect (a delayed pitchfork bifurcation at loss of synchrony). Figure 13 exhibits evi-
dence of both slow passage eﬀects; there are delays corresponding to transitions to bursting
and synchrony change (uH and uin, respectively), depending on noise amplitude. On increas-
ing noise above 10−2 (not shown), the synchrony change is no longer apparent because there
WITHIN-BURST SYNCHRONY CHANGES 277
Figure 14. Within-burst synchrony change from stable antiphase to stable in-phase states for three
coupled Bautin-type elliptic bursters; see text for details. All three cells burst synchronously, but the
fast spikes are antiphase at the beginning and in-phase by the end of the burst.
are large ﬂuctuations in the amplitude and phase diﬀerence within burst caused by the noise.
Moreover, if the noise level is too small, the delay to the within-burst synchrony change may
become longer than the length of the burst. Indeed, the system without noise may become
“stuck” in an in-phase solution for the whole burst.
4.2. Burst and spike synchronization for three bursters. We brieﬂy demonstrate that
within-burst synchrony changes are present in larger numbers of coupled bursters. In partic-
ular we look at three coupled Bautin-type elliptic bursters, i.e., (1.1), (1.2), and (1.3) with
n = 3. A simulation of this system is shown in Figure 14 with parameters ω = 0.1, rm = 1.35,
σ = 5, κ1 = −0.001, κ2 = −0.2, and additive noise of amplitude 10−5 to the fast variables.
The ﬁgure shows behavior very similar to that of the two-burster system, with the dif-
ference that the antiphase state is where the three bursters have a phase shift of 2π3 relative
to each other. The oscillations at the beginning of the burst are antiphase in this sense, and
there is a transition to in-phase during the burst. The inset in the top panel of the ﬁgure
shows the transition in the spike synchrony pattern during the burst. The activity of the three
diﬀerent bursters is shown in solid, dashed, and dash-dotted lines. The middle panel shows
evolution of the corresponding slow variables, u1(t), u2(t), and u3(t). The third panel plots
d12, d13, and d23 that all must be zero for in-phase synchronization, where
dij =
√
(xi − xj)2 + (yi − yj)2 + (ui − uj)2,
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Figure 15. Within-burst synchrony change from stable in-phase to stable antiphase states for two coupled
bursters governed by the system (1.1), (1.2) and gap-junction coupling (4.1). This pattern repeats during each
burst. The parameters are σ = 5, κ1 = −0.001, κ2 = 0.2, rm = 1.35, ω = 0.001, and η = 0.005. A low
amplitude noise of order 10−6 is added to the components of the fast subsystem.
with i, j = 1, 2, 3.
4.3. Examples with biologically motivated coupling. We now demonstrate that within-
burst synchrony changes may also emerge in systems of coupled Bautin bursters with more
biologically motivated coupling schemes: this includes gap-junction coupling, i.e., a linear
diﬀusive coupling, and nonlinear synaptic coupling as discussed in [7, 23] in the context of the
Bautin normal form. First, we consider gap-junction coupling Kj in (1.1) as
(4.1) Kj = (κ1 + iκ2)
n∑
k=1
cjk(zk − zj),
with j = k but still a complex coeﬃcient as in [7, 23]. Figure 15 demonstrates a simulation of
(1.1), (1.2) for two coupled Bautin bursters with gap-junction coupling (4.1). It is apparent
from this ﬁgure that the system undergoes within-burst synchrony changes from in-phase to
antiphase. Second, we consider cubic coupling between the bursters as an approximation to
nonlinear synaptic coupling [7]:
(4.2) Kj = (κ1 + iκ2)
n∑
k=1
cjkz
2
k z¯k.
Figure 16 shows the simulation of (1.1), (1.2) with nonlinear coupling (4.2) for two coupled
bursters. As in the direct and gap-junction coupling cases, the system undergoes within-burst
synchrony changes from in-phase to antiphase. We have not done a detailed analysis of burst
constrained systems with gap-junction and nonlinear synaptic coupling, but this should be
possible as in section 3. The simulations presented here show in particular that direct coupling
is not necessary for within-burst synchrony changes in coupled Bautin bursters.
5. Conclusion. We study the spiking dynamics of coupled elliptic bursters and ﬁnd that
repeated within-burst synchrony changes are possible even for a simple normal form model,
as long as terms that break isochronicity of the normal form are included. We observe that
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Figure 16. Within-burst synchrony change from stable in-phase to stable antiphase states for two coupled
bursters governed by the system (1.1), (1.2) and nonlinear synaptic coupling (4.2). This pattern repeats during
each burst. The parameters are σ = 5, κ1 = −0.001, κ2 = 0.2, rm = 1.35, ω = 0.003, and η = 0.005.
within-burst synchrony changes are stable and robust to changes in parameters. However, for
identical bursters these within-burst changes are robust and therefore easy to observe in the
presence of noise. Moreover, Figure 13 shows that increasing noise reduces the slow passage
eﬀect of both bifurcation points, i.e., the onset of bursting and the within-burst synchrony
changes.
By reduction to fast-slow dynamics for the constrained burst synchronized model, we
analyze the appearance of the within-burst synchrony change for two oscillators, and the
inﬂuence of various system parameters. In particular we ﬁnd that a turning point in the
frequency Ω can be associated with the observed within-burst synchrony changes, analogous
to bifurcations observed in systems of coupled weakly dissipative oscillators [2]. Moreover,
we can ﬁnd the approximate location of the transition between stable in-phase and antiphase
oscillations from bifurcation analysis of a reduced system.
The examples we have illustrated in this paper are clearest for long bursts where there
are many oscillations within a burst. Similar eﬀects are also present in shorter bursts, but are
harder to observe because the changes in synchrony must occur over a small number of spikes
to be observable. Moreover, burst length is inversely proportional to the slow time scale η, so
the clearest within-burst synchrony changes are observed for suﬃciently small η. Also note
that eigenvalues for the fast subsystem (3.9), (3.10) depend on the coupling strength but not
on η, so apart from bifurcation delay, we expect no constraint between η, κ1, and κ2 other
than all being small enough.
For larger populations of oscillators we expect there can be not just transitions between
in-phase and antiphase during bursts, but also spontaneous changes in clustering, leading to
robust but sensitive phase dynamics [1, 20], and we believe that this study gives some insight
into the range of synchrony dynamics of coupled bursters in general. In particular, section
4 shows that direct coupling is not necessary for within-burst synchrony changes. Better
understanding of spike synchronization in more general coupled burster networks may lead to
better understanding of potentially important new mechanisms for information processing and
transmission by coupled neuronal bursters. This is discussed, for example, in [13], where it
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is suggested that information transmission may occur via resonance between burst frequency
and subthreshold oscillations.
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