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CONSTANT PERIODIC DATA AND RIGIDITY
F. MICENA
Abstract. In this workwe leadwith expandingmaps of the circle andAnosov
diffeomorphisms on Td, d ≥ 2.We prove that, for these maps, constant periodic
data imply same periodic data of these maps and their linearizations, so in particular
we have smooth conjugacy. For expanding maps of the circle and Anosov
diffeomorphism on Td, d = 2, 3,we have global rigidity. In higher dimensions,
d ≥ 4,we can establish a result of local rigidity, in several cases. Themain tools
of thiswork are celebrated results of rigidity involving sameperiodic datawith
linearization and results involving topological entropy of a diffeomorphism
along an expanding invariant foliation.
1. Introduction
Expanding endomorphismsof the circle are one of themost studied examples
of dynamical systems. A classical class of expanding maps of the circle is the
linear model Ed : S
1 → S1,Ed(x) = dx(mod1), where d ≥ 2 is a integer number.
It is well known that if f : S1 → S1 is an orientation preserving expanding
endomorphism of the circle with degree d ≥ 2, then f is conjugated to Ed,
meaning that there is a homeomorphism h : S1 → S1, such that f ◦ h = h ◦Ed. In
particular two orientation preserving expanding endomorphism of the circle
f and g with the same degree are conjugated. In the case that f , g above
are Cr, r ≥ 2, two orientation preserving expanding endomorphism of S1, it
is known by [16], that f and g are absolutely continuous conjugated by a
conjugacy h if and only if h is Cr, r ≥ 2.
Other important fact is that every Cr, r ≥ 2 expanding map f of the circle
admit a unique invariant measure µ f that is absolute continuous with respect
to Lebesgue measure m of S1, moreover µ f is ergodic. By ergodicity of µ f it
is possible talk about the Lyapunov exponent with respect to µ f for f , that is
m−almost everywhere constant and we will denote by λµ f .
Now consider M a compact, connected, boundaryless C∞ manifold M, we
say that a diffeomorphism f : M → M is an Anosov diffeomorphism if TM
splits as TM = Es
f
⊕ Eu
f
a continuous and Df invariant spliting, such that Df is
uniform contracting on Es
f
and uniform expanding on Eu
f
.
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In this work we leadwith Anosov diffeomorfisms f : Td → Td, d ≥ 2.Denote
by L the linearization of f , the map induced on Td by the matrix with integer
coefficients given by the action of f on Π1(T
d). It is known by [7] that L is an
Anosov automorphism, and f and L are conjugated by a homeomorphism h
such that
h ◦ f = L ◦ h.
Before the results here, we define.
Definition 1.1. Let f : M→Mbe a local diffeomorphism. We say that f has constant
periodic data if for any periodic points p, q of f , with period k and n respectively, then
D f τ(p) = Df τ(q) are conjugated, for every integer τ such that f τ(p) = p and f τ(q) = q.
In particular the set of Lyapunov exponents of p and q, are equal and each common
Lyapunov exponent has the same multiplicity for both.
Remark 1.2. Constant periodic data is a more weaker condition than to suppose
f and its linearization L have same periodic data at corresponding periodic
points.
We are able to prove the following.
Theorem 1.3. Consider f : S1 → S1 a Cr, r ≥ 2 orientation preserving expanding
endomorphism with degree d ≥ 2. The map f is Cr conjugated to Ed if and only if λµ f
is constant on Per( f ), where Per( f ) denotes the set of periodic points for f .
Note that, in the hypothesis of the previous Theoremwe don’t have suppose
λµ f (p) = log(d). In fact Theorem 1.3 generalizes a result by Arteaga in [1].
In dimension d > 1, we study regularity of conjugacy of Anosov diffeomor-
phism. For dimensions two and three we can state the following.
Theorem 1.4. Consider f : T2 → T2 a Cr, r ≥ 2, Anosov diffeomorphism. Suppose
that for each ∗ ∈ {s, u}, we have λ∗
f
(p) = λ∗
f
(q), for any p, q periodic points of f , then f
is Cr−ε conjugated with its linearization L, for some ε > 0.
Theorem 1.5. Consider f : T3 → T3 a Cr, r ≥ 2 Anosov diffeomorphism. Suppose
that f admits a partially hyperbolic structure TT3 = Es
f
⊕ Ewu
f
⊕ Esu
f
and for each
∗ ∈ {s,wu, su}, we have λ∗
f
(p) = λ∗
f
(q), for any p, q periodic points of f , then f is C1+ε
conjugated with its linearization L, for some ε > 0.
The results above are general, it is sufficient the constant periodic data con-
dition to ensure rigidity. For dimension d ≥ 4, we are able to prove a more
restricted version of the previous Theorems in several cases. More precisely,
we have.
Theorem 1.6. Let L : Td → Td, d ≥ 4, be a linear Anosov automorphism, di-
aganalizable over R, irreducible over Q, with distinct eigenvalues. Suppose that
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Es
L
= Es
1
⊕ Es2 ⊕ . . . ⊕ E
s
k
and Eu
L
= Eu
1
⊕ Eu2 ⊕ . . . ⊕ E
u
n. If f is a C
2 diffeomorphism
of Td sufficiently C1−close to L, such that λu
i
(p, f ) = λu
i
(q, f ), for any p, q ∈ Per( f ),
i = 1, . . . , n and λs
i
(p, f ) = λs
i
(q, f ), for any p, q ∈ Per( f ), i = 1, . . . , k, then f is C1+ε
conjugated with its linearization L, for some ε > 0.
2. One dimensional case - ExpandingMaps
In this section we present some important classical results about expanding
endomorphism of the circle, which will be useful for our propose.
Lemma 2.1 (Bounded Distortion Lemma). Let f be a C1+α expanding endomor-
phism of S1. There is a constant C f ≥ 1, such that if I ⊂ S
1 is an interval and f n is
injective on I, then
1
C f
<
|Df n(x)|
|Df n(y)|
< C f ,
for any x, y ∈ I.
Proof. Since f is expanding map, there is λ > 1, such that |Df (z)| > λ, for every
z ∈ S1.
Consider x, y ∈ I and denote xi = f
i(x), yi = f
i(y). One has
Df n(x)
Df n(y)
=
∏n−1
i=0 Df ( f
i(x))∏n−1
i=0 Df ( f
i(y))
=
n−1∏
i=0
(
1 +
Df (xi) −Df (yi)
Df (yi)
)
.
Using mean value theorem and since f is C2, we obtain
Df n(x)
Df n(y)
=
n−1∏
i=0
(
1 +
(xi − yi)D
2 f (zi)
Df (yi)
)
≤
n−1∏
i=0
(1 +M(λ−1)n−i|xn − yn|),
once f n−i(xi) = xn, f
n−i(yi) = yn. Passing modulus, taking log, and using the
elementary fact log(1 + x) < x, for any x > 0,we have
log
(
|Df n(x)|
|Df n(y)|
)
≤M|xn − yn|
∞∑
i=0
λ−i ≤ M
∞∑
i=0
λ−i ≤ K = K f ,
finally
|Df n(x)|
|Df n(y)|
< C f = exp(K f ),
|Df n(y)|
|Df n(x)|
< C f = exp(K f ).

Theorem2.2. AnyC2 expandingmap f : S1 → S1 has a unique absolutely continuous
invariant measure, µ f . Furthermore µ f is ergodic.
For a proof, see [11], page 193.
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Theorem 2.3 (Sackesteder, Krzyzewsky ). Let f : M→Mbe a Cr, r ≥ 2 expanding
map. Then there is a normalized Cr−1 invariant measure for f .
Theorem 2.4 (Shub-Sullivan’s Theorem, [16]). Let f , g be two Cr, r ≥ 2 orientation
preserving endomorphism of the circle. Then f and g are absolutely continuous
conjugated if and only if f and g are Cr conjugated.
Remark 2.5. The proof that we present here is different from the original one.
Here we use an argument involving ordinary differential equations. A similar
argument the reader can see in [12] and [14], for example.
Proof. Let µ f and µg be the unique invariant measures absolutely continuous
with respect to Lebesgue measure on the circle, for f and g respectively. Let
ω f and ωg be the positive densities of µ f and µg respectively. Since h is abso-
lutely continuous, the measure h∗(µ f ) is a probability invariant measure for g,
moreover h∗(µ f ) is absolutely continuous. By the uniqueness established in the
theorem 2.2, we have h∗(µ f ) = µg.
Since h is an absolutely continuous homeomorphism, there is h′ for almost
every point x ∈ S1. So using the chang of variable formula, we have:
∫
I
ω f (x)dx =
∫
h(I)
d(h∗(µ f )) =
∫
h(I)
ωgdx =
∫
I
ωg(h(x))|h
′(x)|dx,
for any interval I ⊂ S1.
So we have ω f (x) = ωg(h(x))|h
′(x)|, for almost everywhere x ∈ S1.
Since f , g has the same orientation, then h is not reverse wise, then h′ > 0. So
for almost everywhere t ∈ S1, the function h satisfies the ordinary differential
equation
z′ =
ω f (t)
ωg(z)
. (2.1)
By Theorem 2.3, the densities ω f and ωg are C
r−1 functions. So considering
equation (2.1) for every t ∈ S1, by classical theory of ordinary differential
equations, the O.D.E above has a unique Cr solution H satisfying H(0) = h(0).
So, since h has bounded variation, for every t ∈ S1 we have
h(t) = h(0) +
∫ t
0
h′(s)ds = h(0) +
∫ t
0
ω f (s)
ωg(h(s))
ds,
on the other hand, changing h by H in the equation above, the analogous
equations holds for H.Moreover, by Picard’s Theorem H is the unique contin-
uous function satisfying the integral equation above with the initial condition
H(0) = h(0). Then, by a continuation argument, H(t) = h(t), for every t.

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2.1. Proof of Theorem 1.3. Let us to prove Theorem 1.3.
Proof. Since the degree of f is d ≥ 2 we know that f is conjugated to Ed(x) =
dx(mod1). Fix the notation: log(λ), λ > 1, denoting the Lyapunov exponent on
periodic points. In particular if p has period n, then
|Df n(p)| = λn.
Fix n > 1 and {In, j}
dn
j=1
maximal intervals of injectivity of f n, such that f n(In, j) =
S1, j = 1, 2 . . . , dn. By conjugacy with Edn , in each In, j, there is a periodic point
pn, j, f
n(pn, j) = pn, j.
Denote by |I| the size of the oriented interval I ⊂ S1. By bounded distortion
lemma we have that there is C > 1, such that
1
C
|Df n(pn, j)| · |In, j| ≤ |S
1| = 1 ≤ C|Df n(pn, j)| · |In, j|, (2.2)
rewriting we have:
1
C
λn · |In, j| ≤ 1 ≤ Cλ
n · |In, j|.
In particular, using the inequality above, we have
1
Cλn
≤ |In, j| ≤
C
λn
,
also we have
1 ≥ dn · min
1≤ j≤dn
{|In, j|} ≥ d
n ·
1
Cλn
⇒
dn
λn
≤ C
1 ≤ dn · max
1≤ j≤dn
{|In, j|} ≤ d
n ·
C
λn
⇒
dn
λn
≥
1
C
,
we obtain
1
C
≤
dn
λn
≤ C, (2.3)
for every n ≥ 1. Since the conjugacy h between f and Ed carries intervals In, j
to intervals Xn, j the maximal intervals of injectivity of Edn , which size is
1
dn
. So
from equations (2.2) and (2.3) have
1
C2
≤
|h(In, j)|
|In, j|
≤ C2, (2.4)
for every n ≥ 1 and 1 ≤ j ≤ dn.
Since n is arbitrary, by (2.3) we have dn = λn = |Df n(p)|, for every p ∈ Per( f ),
such that f n(p) = p, in particular λ f (p) = log(d), for any p ∈ Per( f ).Also, by (2.4),
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and the fact max
1≤ j≤dn
{|In, j|} → 0, when n → +∞, we have that h is a bi-Lipschitz
conjugacy, consequently an absolutely continuous conjugacy, which it is Cr by
Theorem 2.4.
The equality λ f (p) = λ f (q) for any p, q ∈ Per( f ) is obvious when f and Ed are
Cr−conjugated.

Corollary 2.6. Let f : S1 → S1 be a Cr, r ≥ 2 orientation preserving, with degree
d ≥ 2.Denote by R f the set of regular points of f . Then f is C
r conjugated to Ed, if and
only if R f = S
1.
Proof. Of course if f and Ed are C
r conjugated then R f = S
1. On the other hand,
suppose that R f = S
1 and the Lyapunov exponent is not constant on Per( f ).
Let λ(p) , λ(q) be two different Lyapunov exponents at periodic points p and
q. Then using ’symbolic representation’ it is possible to obtain x ∈ S1 and two
subsequences {nk}k and {mk} such that
lim
k→+∞
1
nk
log ||Df nk(x)|| = λ(p),
lim
k→+∞
1
mk
log ||Dfmk(x)|| = λ(q),
so x < R f . 
3. General Preliminaries on Anosov Diffeomorphism
First let us define basic concepts. LetM be a C∞ riemannian closed (compact,
connected and boundaryless) manifold. A C1−diffeomorphism f : M → M is
called an absolute partially hyperbolic diffeomorphism if the tangent bundle
TM admits a Df invariant tangent decomposition TM = Es ⊕ Ec ⊕ Eu such that
all unitary vectors vs ∈ Esx, v
c ∈ Ecy, v
u ∈ Euz , for every x, y, z ∈M satisfy:
||Dx f v
s|| < ||Dy f v
c|| < ||Dz f v
u||,
moreover,
||Dx f v
s|| < 1 and ||Dz f v
u|| > 1,
for a suitable norm.
When TM = Es ⊕ Eu,where Es and Eu is as above, then f is called an Anosov
diffeomorphism.
Definition 3.1 (SRB measure). Let f : M → M be a C2 diffeomorphism. An f
invariant Borel probability measure µ is called an SRB measure if ( f , µ) has a positive
Lyapunov exponent a.e. and µ has absolutely continuous conditional measures on
unstable manifolds.
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Theorem 3.2 (Ledrappier-Young, [13]). Let f be a C2−diffeomorphism and µ an
f−invariant probability measure with a positive Lyapunov exponent a.e. Then µ is
SRB measure of f if and only if
hµ( f ) =
∫ ∑
λi>0
λi dim(Ei)dµ.
Theorem 3.3 (Bowen, [3]). Let f : M → M be a C2−Anosov diffeomorphism.
Suppose that for every periodic point p, with period np we have |det(Df
np(p))| = 1,
then f preserves a unique borelian probability measure µ absolutely continuous with
respect to Lebesgue measure m, moreover
dµ
dm
= H is a positive Ho¨lder function.
It is known by [3] that a C2−axiom A diffeomorphism has a unique SRB
measure. It includes transitive Anosov diffeomorphisms, particularly Anosov
diffeomorphism on Td.
Lemma 3.4 (Anosov Closing Lemma). Let f : M → M be a C1+α diffeomorphism
preserving a hyperbolic Borel probability measure. For all δ > 0 and ǫ > 0 there
exists β = β(δ, ǫ) > 0 such that if x, f n(x)(x) ∈ ∆δ (Pesin block) for some n(x) > 0 and
d(x, f n(x)(x)) < β then there exists a hyperbolic periodic point of period n(x), z with
d( f k(x), f k(z)) ≤ ǫ for all 0 ≤ k ≤ n(x) − 1.
Note that, for the Anosov diffeomorphism f , we may take (a.e) Λδ = T
d for
some δ > 0.
Definition 3.5 (Specification Property). Let f : M → M be a diffeomorphism. We
say that f has the specification property if given ε > 0 there is a relaxation time N ∈N
such that every N−spaced collection of orbit segments is ε−shadowed by an actual
orbit. More precisely, for points x1, x2, . . . , xn and legths k1, . . . , kn ∈ N one can find
times a1, . . . , an such that ai+1 ≤ ai + N and a point x such that d( f
ai+ j(x), f j(xi)) < ε
whenever 0 ≤ j ≤ ki.Moreover, one can choose x a periodic point with period no more
than an + kn +N.
Theorem 3.6 (Bowen, [2]). Every transitive Anosov diffeomorphism has the specifi-
cation property.
Let us speak about rigidity of Anosov diffeomorphisms of the torus, that we
will use in this work.
Theorem 3.7 (De La Llave, [12]). Let f , g be two Ck, k ≥ 2, Anosov diffeomorphism
of T2 and h a homeomorphism of T2, satisfying
h ◦ f = g ◦ h.
If the Lyapunov exponents at corresponding periodic orbits are the same, then h ∈ Ck−ε.
Rigidity in three dimensional torus was studied in [9]. We use indirectly the
following result, that is strongly used in [14].
8 F. MICENA
Theorem 3.8 (Gogolev-Guysinsky, [9]). Let f and g be Anosov diffeomorphisms of
T3 and
h ◦ f = g ◦ h,
where h is a homeomorphism homotopic to identity. Suppose that periodic data of f
and g coincide, meaning Lyapunov exponents at corresponding periodic orbits are the
same. Also assume that f and g can be viewed as partially hyperbolic diffeomorphisms:
Esg ⊕ E
wu
g ⊕ E
su
g = TT
3 = Esf ⊕ E
wu
f ⊕ E
su
f .
Then the conjugacy h is C1+ν, for some ν > 0.
In higher dimensional torus Td, d ≥ 4, same periodic data does not im-
ply regularity of the conjugacy, De La Llave in [12] constructed two Anosov
diffeomorphisms on T4, with the same periodic data which are only Ho¨lder
conjugated. Saghin and Yang in [17] proved.
Theorem 3.9. Let L be an irreducible Anosov automorphism ofTd, d ≥ 3,with simple
real spectrum. If f is a C2 volume preserving diffeomorphism C1 close to L and has
the same Lyapunov exponents of L, at corresponding periodic points, then f is C1+ε
conjugated to L for some ε > 0.
4. Two dimensional case
First we remember the statement of Theorem 1.4.
Theorem 4.1. Consider f : T2 → T2 a Cr, r ≥ 2, Anosov diffeomorphism. Suppose
that for each ∗ ∈ {s, u}, we have λ∗
f
(p) = λ∗
f
(q), for any p, q periodic points of f , then f
is C1 conjugated with its linearization L.
Proof. Given µ an f−invariant probability measure, by the Closing lemma for
hyperbolic measures, we have λ∗µ(x, f ) = λ
∗
f
(p), ∗ ∈ {s, u}, for µ almost every-
where x ∈ T2, here p is a given periodic point for f . By Ruelle formula we
have
hµ( f ) ≤ λ
u
f (p).
Since f is Cr, r ≥ 2, there is a unique SRB probability measure ν invariant for f .
In this case
hν( f ) =
∫
T2
λuµ(x, f ) = λ
u
f (p).
So ν is the maximal entropy measure, then by variational principal we have
λuL = htop(L) = htop( f ) = hν( f ) = λ
u
f (p).
Taking f−1, analogously we conclude that
λsf (p) = λ
s
L,
for any p ∈ Per( f ).
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By the De La Llave result in [12], we have f and L are Cr−ε, conjugated for
some ε > 0. 
5. Three dimensional case
Let us first state the following lemma.
Lemma 5.1. Let f : M→M be a C2−Anosov diffeomorphism with constant periodic
data. Then f is conservative and the absolutely continuous measure is the maximal
entropy measure.
Proof. Let x ∈ M be a regular point, define Λs(x) be the sum of negative Lya-
punov exponents of the point x andΛu(x), the sum of positive Lyapunov expo-
nents of the point x. Since we have constant periodic data, for any p, q ∈ Per( f ),
holds Λ∗(p) = Λ∗(q), ∗ ∈ {s, u}. We call Λ∗ the value Λ∗(p), ∗ ∈ {s, u}, where p is a
periodic point of f .
Let µ be an f -invariant probability measure. Obviously µ is a hyperbolic
measure for f . So, using Anosov Closing lemma, for µ a.e. x ∈M we have
Λ∗(x) = Λ∗, ∗ ∈ {s, u}.
By Ruelle formula, we have:
hµ( f ) ≤ Λ
u,
for any µ an f−invariant probability measure.
Let µ f be a SRB measure of f . So, for µ f we also have Λ
∗(x) = Λ∗, for µ f a.e.
x ∈M. Using the SRB property of µ f , we get
hµ f ( f ) =
∫
M
Λu(x)dµ f = Λ
u,
by variational principle hµ f ( f ) = htop( f ) = Λ
u. So µ f is the maximal entropy
measure of f . Analogously, taking f−1, we conclude that µ f−1 is also maximal
entropy measure of f , so µ f = µ f−1 and
−Λs = hµ
f−1
= hµ f ( f ) = htop( f ) = Λ
u,
then
Λs + Λu = 0,
by Bowen result in [3], we conclude that f is conservative and µ f is the abso-
lutely continuous measure for f . 
The conservative case of Theorem 1.5 is proved in [14].
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Lemma 5.2 (Corollary 3.3 of [14]). Let f : T3 → T3 be a Cr, r ≥ 2, volume
preserving Anosov diffeomorphism such that TT3 = Es
f
⊕Ewu
f
⊕Esu
f
. Suppose that there
are constantsΛσ
f
, σ ∈ {s,wu, su}, such that for any p ∈ Per( f )we have λσ
f
(p) = Λσ
f
, σ ∈
{s,wu, su}. Then f is C1 conjugated with its linearization L.
It is important to note that Lemma 5.2 holds in conservative context and the
proof is the same. In fact the conjugacy above is C1+ε, for some ε > 0, because
[9].
Then Theorem 1.5, follows from the above previous lemmas. In fact, since in
Theorem 1.5 we are supposing constant periodic data, by Lemma 5.1 we have
f is conservative. So we can apply Lemma 5.2 to conclude that the conjugacy
is C1+ε, for some ε > 0.
Corollary 5.3. Let f be as in Theorem 1.4( or Theorem 1.5). If every x is regular, then
f is C1+ε conjugated with its linearization L, for some ε > 0.
Proof. It is as consequence of Specification Property of Anosov diffeomor-
phisms. In fact, if every point is regular, then the periodic data of f is constant.
Suppose that p, q ∈ Per( f ) and for some ∗ we have λ∗
f
(p) < λ∗
f
(q), using specifi-
cation it is possible to find a point z and subsequences {nk}
+∞
k=1
and {mk}
+∞
k=1
, such
that for a given small εwe have
1
nk
log(Df nk(z)|E∗f ) < λ
∗
f (p) + ε < λ
∗
f (q) − ε <
1
mk
log(Dfmk(z)|E∗f ),
for all k ≥ 1. So z can not be a regular point.

6. Higher dimensions
In this section we will use results about entropy a diffeomorphism f along
an expanding and f−invariant foliation from [10] and the tools presented in [5]
and citation therin.
Proposition 6.1. Let L : Td → Td be an Anosov linear automorphism, diagonalizable
and irreducible over Q. If f is a C2−Anosov diffeomorphism sufficiently C1−close to
L with constant periodic data, then every point x ∈ Td is regular and λ∗
f
(x) = λ∗
f
(p),
where p is a given periodic point of f .Moreover the convergence as in the definition of
Lyapunov exponent is uniform, for all possible invariant direction.
We prove the proposition after some lemmas, in the same lines as in [5].
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Lemma 6.2. LetM be the space of f−invariant measures, φ be a continuous function
on M. If
∫
φdµ < λ, ∀µ ∈ M, then for every x ∈M, there exists n(x) such that
1
n(x)
n(x)−1∑
i=0
φ( f i(x)) < λ.
Proof. See [5]. 
Lemma 6.3. LetM be the space of f−invariant measures, φ be a continuous function
on M. If
∫
φdµ < λ, ∀µ ∈ M, then there exists N such that for all n ≥ N, we have
1
n
n−1∑
i=0
φ( f i(x)) < λ,
for all x ∈M.
Proof. See [5]. 
In the previous lemmas if we replace
∫
φdµ < λ by
∫
φdµ > λ, we can get
analogous statements. Let us to prove Proposition 6.1
of the Proposition 6.1. We go to use φ = log |Df |E∗
f
(·)|. Since we have ergodic
decomposition, we also go to consider µ an ergodic and f−invariant measure.
The diffeomorphism f isAnosov, then every ν ∈ M is a hyperbolicmeasure. Fix
p a periodic point of f . Since f has constant periodic data, by Anosov Closing
Lemma, we have λ∗
f
(x) = λ∗
f
(p), for µ a.e. x ∈ Td. Now, by Ergodic Birkhoff
Theorem, we have
λ∗f (p) =
∫
log |Df |E∗f (x)|dµ(x),
for any µ ∈ M, ergodic measure. Consider ε > 0, we can apply the previous
lemmas with number λ∗
f
(p)+ ε. So we obtain that there is a integerN1 > 0, such
that
1
n
n−1∑
i=1
φ( f i(x)) < λ∗f (p) + ε,
for any x ∈ Td and n ≥ N1. So we have
1
n
log(Df |E∗f (x)) < λ
∗
f (p) + ε, ∀x ∈ T
d and n ≥ N1. (6.1)
Using the previous lemmas in their versions ‘ < ‘,we can findN2 > 0, integer
such that
1
n
log(Df |E∗f (x)) > λ
∗
f (p) − ε, ∀x ∈ T
d and n ≥ N2. (6.2)
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TakingN = N1+N2 and using the equations (6.1) and (6.2),we conclude that
1
n
log(Df |E∗
f
(x)) converges uniformly to λ∗
f
(p).

In Theorem 1.6 we can suppose that the eigenvalues of L satisfying 0 <
|βs
1
| < . . . < |βs
k
| < 1 < |βu
1
| < . . . < |βun|. The Lyapunov exponents of L, are
λs
i
(L) = log(|βs
i
|), i = 1, . . . , k and λu
i
(L) = log(|βu
i
|), i = 1, . . . , n. For f we denote
by λu
i
(x, f ) the Lyapunov exponent of f at x in the direction E
u, f
i
, i = 1, . . . , n and
by λs
i
(x, f ) the Lyapunov exponent of f at x in the direction E
s, f
i
, i = 1, . . . , k, in
the cases that Lyapunov exponents are defined.
Let us introduce a notation Es,L
(1,i)
= Es
1
⊕ . . . ⊕ Es
i
, i = 1, . . . , k and Eu,L
(1,i)
= Eu
1
⊕
. . .⊕Eu
i
, i = 1, . . . , n. If j > i,we denote Es,L
(i, j)
= Es
i
⊕ . . .⊕Es
j
and Eu,L
(i, j)
= Eu
i
⊕ . . .⊕Eu
j
.
In the setting of Theorem 1.6, it is known by Pesin [15], that if f isC1−close to
L, then TTd admits a similar splitting Es
f
= E
s, f
1
⊕ E
s, f
2
⊕ . . . ⊕ E
s, f
k
and Eu
L
= E
u, f
1
⊕
E
u, f
2
⊕ . . .⊕E
u, f
n .As before, define E
u, f
(1,i)
= E
u, f
1
⊕ . . .⊕E
u, f
i
and E
s, f
(1,i)
= E
s, f
1
⊕ . . .⊕E
s, f
i
,
analogously, for i > j,we define E
s, f
(i, j)
and E
u, f
(i, j)
.
By continuity of each subbundle, we can take the decomposition Es
f
⊕ E
u, f
(1,i)
⊕
E
u, f
(i+1,n)
such that it is a uniform partially hyperbolic splitting.
Moreover, by [4], each E
u, f
(1,i)
= E
u, f
1
⊕ . . . ⊕ E
u, f
i
, is integrable to an invariant
foliation W
u, f
(1,i)
, with i = 1, . . . , n. An analogous construction holds for stable
directions. By [6], since f is C1−close to L, the conjugacy h between L and f is
such that h(Wu,L
(1,i)
) = W
u, f
(1,i)
, the same for stable foliations.
In [10] the authors lead with a notion of topological entropy htop( f ,W) of
an invariant expanding foliation W of a diffeomorphism f . They establish
variational principle in this sense and relation between htop( f ,W) and volume
growth ofW.
HereW(x) will denote the leaf ofW by x. Given δ > 0, we denote byW(x, δ)
the δ−ball centered in x on W(x), with the induced riemannian distance, that
we will denote by dW.
Given x ∈ M, ε > 0, δ > 0 and n ≥ 1 a integer number, let NW( f , ε, n, x, δ) be
the maximal number of points inW(x, δ) such that max
j=0...,n−1
dW( f
j(x), f j(y)) ≤ ε.
Definition 6.4. The unstable entropy of f onM,with respect to the expanding foliation
W is given by
htop( f ,W) = lim
δ→0
sup
x∈M
hWtop( f ,W(x, δ)),
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where
hWtop( f ,W(x, δ)) = lim
ε→0
lim sup
n→+∞
1
n
log(NW( f , ε, n, x, δ)).
DefineW−volume growth by
χW( f ) = sup
x∈M
χW(x, δ),
where
χW(x, δ) = lim sup
n→+∞
1
n
log(Vol( f n(W(x, δ)))).
Note that, since we are supposingW a expanding foliation, the above defi-
nition is independent of δ and the riemannian metric.
Theorem 6.5 (Theorem C of [10]). With the notations above we have
htop( f ,W) = χW( f ).
As a consequence of Proposition 6.1 and Theorem 6.5, we have.
Corollary 6.6. If f as in Theorem 1.6 and W
u, f
(1,i)
is the foliation tangent to E
u, f
(1,i)
, then
htop( f ,W
u
(1,i)
) =
i∑
j=1
λuj (p, f ).
Proof. Fix p a periodic point of f . By Proposition 6.1we have
lim
n→+∞
1
n
log(Vol( f n((W
u, f
(1,i)
(x, δ)))) = lim
n→+∞
1
n
log(|det(Df n(x)|E
u, f
(1,i)
(x))·Vol(W
u, f
(1,i)
(x, δ))|).
Using Proposition 6.1, the right side of the above expression converges uni-
formly to
∑i
j=1 λ
u
j
(p, f ). So, by Theorem C of [10], we have htop( f ,W
u
(1,i)
) =
i∑
j=1
λuj (p, f ), as required. 
We are ready to prove Theorem 1.6.
Proof. Since h(Wu,L
(1,i)
) =W
u, f
(1,i)
,wehave htop( f ,W
u, f
(1,i)
) = htop(L,W
u,L
(1,i)
).Now, consider
βs
i
, i = 1, . . . , k, the eigenvalues of L, we have
0 < |βs1| < |β
s
2| < . . . < |β
s
k| < 1
and βu
i
, i = 1, . . . , n, such that
1 < |βu1 | < |β
u
2 | < . . . < |β
s
n|.
Let p be a periodic point of f . Since we have constant periodic data, so for any
i = 1, . . . , nwe have
λu1(p, f ) + . . . + λ
u
i (p, f ) = htop( f ,W
u
(1,i)) = htop(L,W
u
(1,i)(L)) = λ
u
1(L) + . . . + λ
u
i (L),
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for any i = 1, . . . , n. So, for i = 1,we have
λu1(p, f ) = λ
u
1(L),
for i = 2, we have λu
1
(p, f ) + λu
2
(p, f ) = λu
1
(L) + λu
2
(L), since λu
1
(p, f ) = λu
1
(L), we
get
λu2(p, f ) = λ
u
2(L).
Analogously λu
i
(p, f ) = λu
i
(L), i = 1, . . . , n.
Taking the inverses, we obtain
λsi (p, f ) = λ
s
i (L), i = 1, . . . , k,
so, f and L has the same periodic data, by [8] and [17], the maps f and L are
C1+ε conjugated for some ε > 0, if f is enough C1−close to L.

As in Corollary 5.3 we have.
Corollary 6.7. Let L : Td → Td be as in Theorem 1.6. If f is a Cr, r ≥ 2, diffeo-
morphism, C1−close to L and every x ∈ Td is regular point of f , then f and L are
C1+ε−conjugated, for some ε > 0.
The proof is similar to Corollary 5.3.
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