Abstract Shared Nearest Neighbours (SNN) techniques are well known to overcome several shortcomings of traditional clustering approaches, notably high dimensionality and metric limitations. However, previous methods were limited to a single information source whereas such methods appear to be very well suited for heterogeneous data, typically in multi-modal contexts. In this paper, we propose a new technique to accelerate the calculation of shared neighbours and we introduce a new multi-source shared neighbours scheme applied to multi-modal image clustering. We first extend existing SNN-based similarity measures to the case of multiple sources and we introduce an original automatic source selection step when building candidate clusters. The key point is that each resulting cluster is built with its own optimal subset of modalities which improves the robustness to noisy or outlier information sources. We experiment our method in the scope of multi-modal search result clustering, visual search mining and subspace clustering. Experimental results on both synthetic and real data involving different information sources and several datasets show the effectiveness of our method.
Introduction
Unsupervised data clustering remains a crucial step of many recent multimedia retrieval approaches, e.g. web objects and events mining [15] , search results clustering [11] or visual query suggestion [22] . However, the performance and applicability of many classical data clustering approaches often force particular choices of data representation and similarity measures. Some methods, such as k-means and its variants [10] , require the use of L p metrics or other specific measures of data similarity; others, such as the hierarchical methods BIRCH [16] and CURE [17] , pay a prohibitive computational cost when the representational dimension is high, due to their reliance on data structures that depend heavily upon the data representation. Such assumptions are particularly problematic in a multimedia context that usually involves heterogeneous data and similarity measures.
An interesting alternative approach to clustering that requires only comparative tests of similarity values is the use of so-called shared-neighbours information [8, 9, 14, 18, 20, 21] . Here, two items are considered to be well-associated not by virtue of their pairwise similarity value, but by the degree to which their neighbourhoods resemble one another. Even in heterogeneous contexts in which underlying features and similarity values do not have a straightforward unique interpretation, two items having a high proportion of neighbours in common can be assign to the same group. Such methods are known to overcome several shortcomings of traditional clustering approaches: they do not suffer from dimensionality curse, they are robust to noisy data, they do not need to initially fix the number of clusters, and, last but not least, they do not require any explicit knowledge of the nature or representation of the data. These properties make them widely generic for multimedia mining or structuring purpose, whatever the targeted objects and the required similarity measures.
Shared Nearest Neighbours (SNN) methods thus appear to be ideally suited to multi-modal clustering. Because they are based on conexity information only and not on densities or metrics in some feature spaces, heterogeneous information sources can be embedded identically and easily compared or fused. But surprisingly, very few works in the literature have been addressing this Multi-source SNN aspect (cf. Section 2); this is the main contribution of our paper.
We introduce a new generic multi-source SNN framework including new multisource intra-set and inter-set significance measures for arbitrary object sets and information sources.
The main originality of our approach is that we introduce an information source selection step in the computation of these measures thanks to an a contrario standardization of the sum of the individual SNN scores. In addition to a usual conexity score, any arbitrary object set is thus associated with its own optimal subset of modalities maximizing the normalized multi-source significance measure. As shown in the experiments, this source selection step makes our approach widely robust to the presence of locally outlier sources, i.e. sources producing non relevant nearest neighbours (e.g. close to random) for some input objects or clusters.
Furthermore, we propose a new algorithm to accelerate the calculation of shared neighbours because this operation is time consuming. Finally, we present some applications of our method to several scenarios to show its effectiveness.
The rest of the paper is organized as follow: some works related to SNN are reviewed at first in Section 2, then our new Multi-source SNN approach is introduced in Section 3 and the overall clustering framework in Section 4. The new algorithm to accelerate the computation of shared neighbours is defined in Section 5. Before the experiments, some possible application of our work are presented in the Section 6 and experiments and results are reported in Section 7.
Related works
The origins of the use of neighbourhood information for clustering can be traced to the shared-neighbour merge criterion of Jarvis and Patrick [14] used in agglomerative clustering. The criterion states that two clusters can be merged if they contain equalsized sub clusters A and B such that | A ∩ B |≥ mk, where k is the size of A and B, and 0 < m < 1 is a fixed merge threshold parameter. As is often the case with the agglomerative clustering, this merge criterion can result in clusters composed of long chains of sub clusters in which the items at one end of the chain is very different to those of the other end.
One influential shared-neighbour clustering method that improved above JarvisPatrick work is the hierarchical algorithm ROCK [18] . ROCK makes the merge criterion depending on the degree of overlap between neighbours sets of clusters items. Furthermore it avoids the chaining problem by assessing linkages over all pairs of clusters items. However, as Jarvis-Patrick work, ROCK requires to fix the appropriate neighbourhood size k, which appears to be a crucial and sensitive parameter of shared neighbours methods.
Another noticeable SN-clustering derived from the well-known density based clustering DBSCAN [19] is SNN [20] . Whereas DBSCAN works by detecting seed points in regions of high density in the feature space, SNN introduces a new SN-based density measure estimated by the sum of the intersections between the k-neighbourhood of the candidate seed and the k-neighbourhoods of its neighbours. Focusing on connectivity rather than feature space density, SNN has the advantage to detect locally dense clusters even if they are globally of low density compared to other clusters. The drawback of the method, however, is that it still requires a usersupplied neighbourhood size k and a threshold on the density measure to identify the seed points.
A common requirement of these methods is that a fixed neighbourhood size either in terms of the number of neighbours k as in SNN and Jarvis & Patrick work, or in terms of the radius r of the neighbourhood as in Rock needs to be chosen in advance and applied to all items equally. However, fixed choice of neighbourhood size k or radius r lead to bias in the clustering process. The PatClust algorithm, proposed by [7] , can be seen as an extension of SNN allowing varying size of the neighbourhood size k. To find the best neighbourhood size of any candidate seed, they propose to compare the SN-based measure between a k-neighbourhood and a 2k-neighbourhood. Thresholding this relative density measure then allow to identify the cluster candidates among the candidate seeds. The main drawback of this method is that the SN-based density measure is biased towards the formation of smaller clusters over larger ones [8] . Setting the relative density threshold is also still an issue.
To overcome the cluster size bias of PatClust and most previous methods, Houle et al. [8] introduced the Relevant Set Correlation model (RSC) to measure the similarity of object sets of different sizes. This model defines the relevance of a data item to a cluster in terms of a form of set correlation. RSC suggests to use Pearson correlation instead of usual intersection or cosine measure as primary SN-measure. The Popular cosine similarity measure [5] is defined by:
This cosine measure can be expressed in terms of the Pearson correlation. For sequences of variables (x 1 , x 2 , ..., x n ) and (y 1 , y 2 , ..., y n ) with mean x and y, respectively, the Pearson correlation is given by the following formula:
Applying the formula to the charactericts of two sets A and B, and noting that
, we obtain the set correlation formula (see Section 3.1). The resulting score being fully unbiased regarding input sets sizes, this allows to compare the connectivity of clusters of different sizes and thus to optimize theoretically the neighbourhood size k of any input seed object.
RSC quality measures can be used to evaluate the relative importance of a cluster candidates of various sizes, avoiding the problems of bias formed with other shared neighbours methods mentioned before.
In all the above mentioned methods, the multi-source extension of SN clustering was not afforded. To the best of our knowledge, the most recent work dealing with several input sources of information is the one of Hamzaoui et al. [4] . They suggest to extend Houle's RSC model [8] to a single new source built from a co-occurrence based re-ranking of all available information sources. In this way, the proposed method is more an early fusion of the different sources rather than a real multisource SN method. They show that the proposed approach succeed in fusing different heterogeneous sources but, as shown in our experiments, such method is not robust to the presence of noisy information sources (outliers). Furthermore, as it equally weights all information sources, for each candidate cluster, the fusion is far from optimal.
Using SN clustering for multi-modal clustering has been studied in several works. The more recent one is [12] : authors propose a method for extracting meaningful and representative clusters that is based on a shared nearest neighbours (SNN) approach. They treat both content-based features and textual descriptions (tags) but they produce two sets of clusters (an image could be an element of a tag-based cluster and a content-based cluster). By displaying the two cluster sets with their representative form, user can browse a cluster and switch from a cluster set to another. When they combine the two clusterings by summing the visual and textual similarity matrices), they lost the particularities of each modality and produce mixed clusters hardly understandable by a user.
Multi-source shared nearest neighbours
To generalize a shared neighbours clustering to a multi-source environment, several issues have to be solved. Whereas in single source model, each item of the dataset S = {x i } p= [1. .n] to be clustered is associated with a single nearest neighbours list, in the multi-source environment, each item is associated with m nearest neighbours lists where m corresponds to the number of sources. In the following, we denote as F the set of available information sources and m = |F| and S the data set. Any information source f ∈ F is defined only by its Nearest Neighbours response function Q f : [1,K] where x represents any item of the whole dataset S to be clustered and x i ∈ S the i-th nearest neighbour of x.
3.1 From single-source to multi-source shared neighbours similarity measures As primary Shared Neighbours similarity measure between object sets, we chose the Relevant Set Correlation (RSC) measure suggested by Houle et al. [8] . For any two sets A and B belonging to S, the RSC similarity measure is defined by:
As already mentioned in Section 2, this inter-set correlation measure improves upon previous intersection measures by removing the bias related to unbalanced set sizes [8] . From this inter-set correlation measure, Houle et al. derives the following intraset signif icance measure, for any set A ⊂ S:
Indeed, SR(.) measures the connectivity of a candidate set A as the expectation of the inter-set correlation between A and the nearest neighbours set of an item v selected uniformly at random from A:
We can easily extend this measure to the multi-source case, by measuring the expectation of the inter-set correlation between set A and the nearest neighbours set of an item x selected uniformly at random from A according to an information source f selected uniformly at random from F:
Unfortunately this measure has the disadvantage of a second-order bias relative to both the size of A and the number of information sources |F|. To show that, we can estimate the expectation and variance of SR(A, F) under the hypothesis H that all sources are i.i.d and uniformly distributed, i.e. each source returns nearest neighbours selected uniformly at random from S. As under hypothesis H , Q f (x, |A|) behaves as the random variable X
is not biased at the first order, thanks to the standardization introduced in the primary set correlation measure of (1) . Whereas at the second order we get
which means that the standard deviation of SR(A, F) under the source randomness hypothesis H is decreasing with both A and F. Comparing the intra-significance of sets of varying sizes and varying number of information sources is thus biased, which is problematic if we want to optimize the neighbourhood size of a candidate cluster or to automatically select the optimal subset of sources, as done in the rest of the paper.
To remove this second order bias, we thus require to standardize the intrasignificance SR(.) thanks to Var[SR(A, F) | H ]. Let SI(A, F) be the new standardized intra-significance of set A according to information sources set F:
Such standardization under a randomness hypothesis is sometimes referred as an a contrario method [2] . Interestingly, if we had directly standardize a simple set overlap measure |A ∩ B| a contrario to the hypothesis H we would have get the same result than the one obtained here by using the Set Correlation R(A, B).
Source selection
Now that we have an intra-significance measure unbiased relative to the number of information sources, we can describe our approach to select the optimal subset of sources of any input set A. If we denote as φ ⊆ F an arbitrary subset of sources, then we are searching for the optimal subset φ A ⊆ F maximizing SI(A, φ):
What seems at first glance to be a combinatorial problem can indeed be solved extremely easily by pre-sorting single-sources intra-significances; indeed, after few trivial operations, SI(A, φ) can be re-expressed as:
where SI(A, { f }) is the intra-significance of A according to a single source f , which can be pre-computed independently for each source f ∈ F. Now, let us decompose our maximization problem in m independent maximizations at constant |φ| = p for p ∈ [1, m] :
where
And if we now denote as f i the information source f ∈ F having the i-th highest intra-significance SI(A, { f }) we get:
So finally, to select the optimal subset φ A we just need to sort the m single-source intra-significance SI(A, { f }) in decreasing order and find the optimal number of top sources p A :
Our final selected-source intra-significance measure of any arbitrary set A is finally given by:
This indicates that if the intra-significances scores for A are available with respect to individual oracles and have been presorted from highest to lowest, then the most significant sub collection of oracles describing A, over a desired range of sub collection sizes, can be determined in linear time.
Clustering framework
Now that we have define our new multi-source Shared Neighbours significance measures we can describe our clustering procedure. It is based on three main steps, candidate cluster selection, candidate cluster reshaping and redundant clusters elimination:
-Candidate cluster selection: Each item x ∈ S is considered as candidate cluster center and an optimal candidate cluster C(x) needs to be computed for it. For each source f ∈ F, we first compute an optimal neighbourhood Q f (x, k f ) by varying the neighbourhood size k and maximizing our new selected-source intrasignificance SSI (6):
Note that during this process, an optimal source selection is performed for each iteration on the neighbourhood size k and the selected subset φ of sources may differ from one value of k to another. Among the m optimized neighbourhoods Q f (x, k f ), we finally keep as candidate cluster C(x) the one with the maximum SSI score:
-Candidate cluster reshaping: Although, we selected the best neighbourhood to represent the candidate cluster for every item x, some objects provided by each source of the oracle selection sources may be more relevant to C(x). The candidate cluster C(x) is just the best set of KNN but it may miss some other relevant neighbors provided from the other sources. The contribution according to φ x of some relevant items from the other neighbours of x can have a greater contribution than items in C(x). Their contribution can increase the final intrasignificance measure of C(x). For this reason, C(x) have to be reshaped by adding only the strongly associated items provided from the remaining optimized neighbourhoods, those from sources included in the selected subset φ x of sources and rejecting items in C(x) that have a small contribution. Let us consider an another optimized neighbourhood of x that shares some selected sources with the optimal subset sources φ x of C(x), the contribution of an object y from this other neighbourhood to C(x) is given by :
The significance of the relationship between the object y and C(x) is defined as the standard score of the contribution Contri(y|C(x), φ x ) under the randomness hypothesis.
The standard score can be derived in a manner similar to that of the full significance SSI(C(x), φ x ) as shown above:
We sort in decreasing order the contribution of items belonging to C(x) and from the remaining optimized neighbourhood as described above. We select those who decrease the quality of the candidate cluster C(x) i.e that maximize the SSI(C(x), φ x ) score. We call this operation the "First Reshaping".
-Redundant clusters elimination: After the candidate cluster selection and the reshaping step, we obtain relevant clusters but some of them are similar because close items will have approximately the same candidate cluster which leads to redundant clusters. We use for this step a simple heuristic based on the intersection of candidate clusters. We first, sort all candidate clusters C(x) by decreasing order of their SSI score and then iterate on them. If an encountered cluster has a percentage of intersection less than a user-defined threshold with at least one of the previously retained clusters, it is added to the list of final clusters.
If not, the encountered cluster is considered to be similar to the retained cluster and has to be used to reshape the retained cluster.
As the "First reshaping", the contribution of all items ( including the items of the retained cluster and the similar cluster) is computed and sorted in decreasing order. The final retained cluster will be built from items that decrease the quality of the original retained cluster. This reshaping step is useful because some relevant items from the original retained cluster may be greater than others. It replaces poor associated items by other more strongly associated items in order to yield a new improved retained cluster.
Overall, we remark here that our clustering framework does not require that user choose the neighbourhood size or the number of clusters. The user specifies only the minimum allowable cluster size and the maximum percentage of intersection allowable between clusters to be considered different. Both of these parameters can be chosen in a natural way with no knowledge of the nature of the data set or its distribution. For our all experiments, we typically choose the maximum percentage of intersection equal to 50% and the minimum cluster size equal to 2 elements.
Fast shard neighbours algorithm
During the computation of intra/inter significance scores, the most costly part is to calculate the number of shared neighbours between pairs of items and this for every k = [1..K] to select the best neighbourhood.
The naive way would be to compute the intersection of K-NN of the entire set and this for every k = [1..K]. This approach is time consuming and cannot be applied for on-line applications.
We propose a new factorisation algorithm to accelerate the calculation of shared neighbours. Let us first denote nn(x, p) the p-th nearest neighbour of an element of an item x and let recall that Q(x, K) is the set of the K-nearest neighbours of the element x.
We define A k where k = [1.
.K] as the binary matrix (1, 0, 0,0 ,...) containing all neighbourhoods links for the k-nearest neighbours. A k (x i , x j ) = 1 means that x j belongs to the k-nearest neighbours of x i (x j ⊂ Q(x i , k) ).
Consequently, the product A k .A T k contains the number of common neighbours between all pairs of items.
The non normalized intra-significance of a candidate cluster C(x i ) = Q(x i , k) can be reformulated as:
After factorization, we obtain:
If we refer to the second term as S ik , we get:
Computing S ik for i = 1 to N and this for k = 1 to K is very consuming, the key idea of our algorithm is to compute it recursively. If we denote A k = A k−1 + k , then we get:
We remark here that S ik can thus be computed from the precedent S ik−1 and Intra=zeros(N,K) .
Possible applications
We apply our new multi-source SNN clustering algorithm to several multi-modal information retrieval scenarios.
Multi-modal search results clustering
We suppose that a multi-modal search engine has m search services to which we can submit query objects, without any knowledge on underlying methods. The predominant method for image search results browsing is ranking-based list presentation. Due to the unsatisfactory performance of current ranking algorithm, it is timeconsuming process for users to find images of interest in the returned garbage of images. Images can be re-organised and automatically structured into different clusters and presented to the user. In this manner, user is allowed to view the search results through a few clusters rather than mixed images. Such re-organisation is very effective for browsing the search results. In the multi-modal case, images have a lot of properties which are quite different from a source of information to another. The goal is to benefit from all available sources of information [13] which helps to have more meaningful information concerning the images. By considering all search services (information sources) as simple oracles returning ranked lists of relevant objects, we can do a multi-modal analysis and clustering especially towards exploiting the synergy between the various media including text and visual information or between any other sources of information.
Clustering approach applied on different features was studied severely before but the originality of our work is the use of the shared neighbourhood clustering that Fig. 1 Illustration of a multi-modal search results clustering using visual and textual sources of information presents a lot of advantages (see Section 2) compared to the other clustering methods in a multi-source case where all the sources of information are tested with the intention of selecting the optimal combination of sources for each cluster. All resulting clusters have not necessarily contrary to other previous work the same selected sources. Figure 1 is an illustration of a multi-modal search clustering using only two sources of information: Visual and textual services.
Visual object mining
Keyword queries are usually ambiguous especially when they are short. This ambiguity often leads to unsatisfying search results. Many queries like "apple" covers several different topics: fruit, computer, smart-phone, and so on. In some cases, users prefers to have a list of the different categories returned in the search result than a mixed images with divers categories. The goal in this application is not to provide all clusters of the search results but a summarized list of the different topics of the query. Users can after easily figure out what they are exactly searching by selecting the target topic. Showing image from the target category in which the user is truly interested is much more effective and efficient than returning all clusters or all mixed images.
Multiple random subset features clustering
Recently, researchers have begun paying attention to combining a set of individual classifiers in order to improve the overall classification accuracy. An ensemble of classifiers must be both diverse and accurate in order to improve the accuracy of the whole.
Most of them use a simple vote from the output of each classifier to decide the final result. However, in our case, we combine the lists of k-NN and apply our single classifier once.
The idea of our method is to determine multiple Knn lists. Every k nearest neighbours list is based on a random subset features selection. Then our oracle selection step selects the best K nearest neighbours among the available list of Knn and thanks to the reshaping operation increases the accuracy of the class prediction.
We select the random subset of features by sampling from the original set of features. Each of the nearest neighbours list is computed using the the same number of features, has access to all the patterns in the original training set but only to a random subset of features.
Selecting different feature subsets is an attempt to make different and hopefully uncorrelated errors. However, there is no guarantee that using different features sets will decorrelate the error because in high dimensional data, many of the dimensions are often irrelevant. These irrelevant dimensions can confuse clustering algorithms by hiding clusters in noisy data but we think that our oracle selection step will make irrelevant sources less selected than relevant ones which increase cluster's quality.
In contrast to other dimensionality reduction techniques like those based on projection (e.g. principal component analysis) or compression (e.g. using information theory), feature selection techniques do not alter the original representation of the variables, but merely select a subset of them. Thus, they preserve the original semantics of the variables, hence, offering the advantage of interpretation by a domain expert.
By using multiple subsets of features, our clustering approach tries to find clusters that exist in multiple possibly overlapping subspaces. The corresponding sources of clusters would indicate the key concept of the domain (Keywords that are relevant for each cluster). This information can be very useful for the user and help him to have an idea of the cluster's category.
Generate K-NN on a high-dimensional feature tends to be computationally complex. For this reason, we search for a multiple K-NN on a subset of features instead of searching the K-NN on all the features. A high-dimensional feature like Bag-Of-Features allows to represent every image as a set of visual words, hence making it possible to describe them with a weighted vector. We choose this highdimensional feature to experiment our method. The Oracle selection and reshaping steps combine neighbours from multiple subset features to build the best K-NN in order to increase the quality of the candidate cluster. The redundant clusters elimination is then applied on the final K-NN lists to produce Final clusters. Each cluster is constructed according to its optimal subset of features.
Experiments

Evaluation metrics
The choice of the metric depends on the goal of the experiment. In some application, we evaluate the ability of the clustering algorithm to retrieve the initial categories (in a data mining perspective) whereas in other application, we evaluate the quality of the produced clusters.
We present, in what follows, metrics used on the experiments:
-AvgPurity: To measure the quality of the produced clusters, we measure the the average Purity of all returned clusters. The Purity of a cluster C is defined according to [1] by
where C h are the sub clusters composed by all items of C coming from the same ground truth's category. max | C h | is thus the dominant category of the cluster. -F1 measure: To measure the ability of the clustering algorithm to retrieve the initial categories, we define the F1 measure by : Two clusters are considered to be distinct if their dominant categories differ. -AvgCM: we measure the effectiveness of the clustering with the average cosine measure (AvgCM) of all returning clusters based on the usual precision and recall measures. To assess the quality of the clustering, we treat every center q of a cluster C as a query returning the cluster and we compare it to the unique class G of the ground-truth which it belongs. The Cosine Measure CM of a cluster in terms of its center q defined by:
CM(q) = Prec(q).Recall(q)
with
Synthetic data experiments
Data
To validate our theoretical contribution, we first perform some experiments with synthetic data and information sources. We first built a synthetic set S of 5000 items clustered in Q = 30 categories, with category sizes varying between 20 and 200 items. Note that we do not need to build any feature vector but only sets of item identifiers. We then define three types of synthetic information sources simulating different kinds of Nearest Neighbours Responses
-Random source: for any item v, Q f (v) returns items selected uniformly at random from S. -Perfect source: for any item v, Q f (v, K) first returns all the items of the cluster C(v) to which v belongs, with random order. Once K exceeds |C(v)|, it returns items selected uniformly at random from S. -Normal source N(t, r): a normal source is a Random source for some clusters and a noisy source for the other ones. The proportion of clusters for which it is a Random source is (1 − t). For the other clusters, it returns items selected uniformly at random from C(v) with a probability r and items selected uniformly at random from S with probability (1 − r). So that, parameter t simulates the percentage of clusters for which the Normal source is working and parameter r simulates how well it is working for these clusters. Note that with t = 1 and r = 1, we get a Perfect source and with t = 0 and/or r = 0 we get a Random source.
The use of synthetic data allows us to study individual effects separately, while real data set usually has difficulties in isolating the different influences.
Impact of outlier sources
Our first experiment consists in combining one Perfect source with m Random sources to validate the robustness of our source selection algorithm. As theoretically expected, our method is fully invariant to the inclusion of random sources and both F1 measure and AvgPurity are equal to 1.0 whatever the value of m.
Impact of sources noise parameters
Our second experiment is to study the influence of parameters t and r when combining several Normal information sources. For this experiment, we used systematically Table 1 . They show that our method is robust to both kinds of noise. To strongly affect the effectiveness of our method, r and t have to be decreased to very low values, e.g r = 0.4 or 0.2 and t = 0.4 or 0.2. That means that our method is able to compensate the weak quality of very noisy independent sources by combining them effectively.
Impact of number of sources
We study then the impact of the number of sources on the effectiveness of our method. For this experiment we fixed r and t and we varied the number of Normal input sources from 1 to 20. We do that for (r = 0.6, t = 0.4). Results are provided in Fig. 2 . They first show that increasing the number of sources is always profitable which is a very consistent result for our multi-source Shared Neighbours method. The errors induced by each individual source are very well compensated by combining about ten information sources.
Running time analysis
Finally, we study the time execution of the fast shared neighbours computation step and the candidate cluster selection (including the first reshaping). We vary some parameters like: the number of oracles and the size of the dataset. Results in Fig. 3 show that the greatest amount of time is consumed by the fast shared neighbours computation step when the number of oracles increases from 2 to 20, while the execution time of the candidate cluster selection and reshaping step, even if we compute the cluster candidate for every source and reshape according to the oracle selection, When we vary the size of the dataset for a fixed number of oracles (five oracles) and a fixed number of nearest neighbours allowed (Kmax), the time of the fast shared neighbours computation is linear in dataset as it is shown in Fig. 4 . To decrease the time of the candidate cluster selection, the size of the dataset to be clustered have to be limited so we can apply it on on-line applications.
Multi-modal search clustering
Because it is difficult to have ground truth on real search engine, we simulate the multi-modal clustering on the Wikipedia image dataset of ImageClef 2009 (http:// www.imageclef.org/2009/wiki). Initially, this dataset is dedicated to multi-modal retrieval evaluations but we benefit here from the provided annotations to build a text-image search results clustering task.
Among the full 150 K images dataset, we keep only the images that have been effectively annotated during the pooling procedure, i.e the images that have been manually controlled as positive for at least one of the 44 query topics. The resulting dataset is composed of 1,582 images categorized in 44 clusters. Each image is associated with textual information extracted from the initial Wikipedia web page (title, description, etc..).
We used two information sources, one textual information source based on the TF/IDF similarity measure of PF/Tijah system [6] . One visual information source based on five global visual features (HSV Histogram [3] , Hough histogram [3] , Fourier histogram [3] , edge orientation histogram [3] and probability weighted RGB histogram) and L1 metric as similarity measure. We used the same F1 and AvgPurity metric as described before. Results are given in Table 2 . Using visual source, the clustering return more relevant categories than using textual source but clusters are less coherent. However, by combining the two modalities, the F1 measure and the average purity increase. The source selection step during the clustering process makes the results better than each single source. Clusters produced by selecting both of visual and textual sources are more semantically and visually coherent. The remaining clusters that select the visual source are visually coherent but not semantically while clusters using textual source are visually heterogeneous but semantically relevant. Figure 5 is a part of the clustering result (the first four clusters) ranked in decreasing order quality. The oracle selection step opt for the optimal sources for every cluster. As it is shown, the first cluster (a) is semantically and visually coherent. For the second cluster (b), the textual source is selected because it is considered better than the combination with the visual source. Images are visually different but refer all to the keyword "Stamp". However, the third cluster (c) is visually consistent by semantically have a little sense. In the last cluster (d), images refer to the word "Dog" but are visually very heterogeneous. 
Visual objects mining
We performed a visual object mining experiment based on Caltech256 dataset. Initially, this dataset was dedicated to supervised objects classification so that unsupervised clustering over the 256 classes provides too weak results for consistent analysis. We thus used this dataset in a different way to evaluate visual objects discovery in small image sets. This experiment is a simulation of a visual object mining and the goal is to evaluate the ability of our method to retrieve the categories. We collected five subsets of the Caltech256 dataset. Each subset is constructed from 10 random categories and 20 random images selected from the whole database. Each subset is typically like images that we could get from a previous textual search. The size of each subset is respectively 1,792, 1,581, 1,221, 2,098 and 1,390 images. We used the same five global visual features as described in the previous experiment. Table 3 shows the performance comparison of our method and each visual feature. By combining the global visual features together, the F1 measure is better than that of each source. The "Fourier Histogram" performs better than the others mono-sources but remains lower than multi-source case. The average selection of each visual global feature is reported in the Table 4 . As it is shown, the "HSV Histogram feature" is the most selected feature on average in this experiment. However, the "Prob-weighted Histogram RGB" feature is never selected when it is combined with all the visual features because it provides no more relevance to the clusters.
Random subspaces clustering
Data and features
We tested our proposed multiple random subset features clustering (see Section 6.3) on a subset of the large hand-labelled ImageNet dataset. ImageNet is an image dataset organized according to the WordNet hierarchy. Each meaningful concept in WordNet,is described by multiple words or word phrases. It is used on "PASCAL We use bag of visual words as features for our experiment. We extract 30 random subset features of the bag-of-words. Each subspace represents 10% of the full space. We use a sampling with replacement (a feature can be selected more than once). We then compute the k-nearest neighbours of each image according to the corresponding subset of features. Each k-nn according to a random subset feature is considered as a source of information. We extract from the validation database of ImageNet (that consists of 200,000 photographs, collected from flickr and other search engines, hand labelled with the presence or absence of 1,000 object categories) 500 items clustered in ten categories.
Results
First, we evaluate the average of selected sources when the number of sources increases. As shown in Fig. 6 , our method combines almost the maximum of sources with the goal of taking advantage of each one. This means that each source present a part of relevance. If a source does not add any relevance, it would not be chosen as the case of random sources on the synthetic data's experiment (see Section 7.2.2) where only the relevant sources are selected.
The average rank of each source in the oracle selection is reported in Fig. 7 . In the oracle selection step, sources are ranked in decreasing order. The result shows us which sources are selected first. Sources that have a small average rank like "Source1" and "Source3" are on average selected before the other sources because they are more relevant to clusters. This information can be useful to the user because it provides an idea of the source's relevance. Table 5 reports the clustering results using on the one hand the full space and on the other hand a multiple random subset features varying from 2 to 30 sources. The results demonstrate that using multiple subset features is better than using the whole high dimensional feature. By using a number of sources at least equal to nearly eight sources, the average purity and the cosine measure exceeds those of full space. As expected the performance of our method greatly increase by combining different source of information even if they are produced from the same feature. With 30 subspaces, the F1 measure increases by 51% and the Average Cosine increase by 38% compared respectively to those of the full space (F1 = 0.35, AvgCosine = 0.21).
Conclusions and perspectives
Whereas Shared Nearest Neighbours methods appear to be ideally suited to multimodal and heterogeneous contexts, very few works have been addressing the problem of fusing different sources of information.
In this paper, we introduced a complete new multi-source shared neighbours framework including multi-source sets significance measures, with or without optimal source selection, and a multi-source clustering framework based on these new measures. We also proposed a new algorithm to compute the shared neighbours to accelerate the algorithm. We first validated the proposed theoretical contribution through original synthetic information sources experiments. They notably show that our method succeeds in increasing the clustering effectiveness simply by increasing the number of noisy and incomplete information sources. The error induced by each individual source is compensated by combining sources. We also applied the proposed method to several multi-modal clustering scenarios and showed that the method succeeds in combining real heterogeneous and multi-modal information sources. We experiment our method to multiple random subset features clustering and the results clearly showed that the quality of clusters significantly improves. Beyond clustering we think that the proposed approach is suitable for many other multimedia schemes, such as search results structuring and diversity enhancement, query suggestion, summarization or pattern discovery. In future works, we would like to improve the proposed method in several ways: searching for the nearest neighbours in other/large datasets and extending our method to semi-supervised clustering.
