We calibrate the halo mass function accounting for halo baryons and present fitting formulae for spherical overdensity masses M 500c , M 200c , and M 200m . We use the hydrodynamical Magneticum simulations, which are well suited because of their high resolution and large cosmological volumes of up to ∼ 2 Gpc 3 . Baryonic effects globally decrease the masses of galaxy clusters, which, at given mass, results in a decrease of their number density. This effect vanishes at high redshift z ∼ 2 and for high masses 5×10 14 M . We perform cosmological analyses of three idealized approximations to the cluster surveys by the South Pole Telescope (SPT), Planck, and eROSITA. For the SPT-like and the Planck-like samples, we find that the impact of baryons on the cosmological results is negligible. In the eROSITA-like case, we find that neglecting the baryonic impact leads to an underestimate of Ω m by about 0.01, which is comparable to the expected uncertainty from eROSITA. We compare our mass function fits with the literature. In particular, in the analysis of our Planck-like sample, results obtained using our mass function are shifted by ∆(σ 8 ) 0.05 with respect to results obtained using the Tinker et al. (2008) fit. This shift represents a large fraction of the observed difference between the latest results from Planck clusters and CMB anisotropies, and the tension is essentially removed. We discuss biases that can be introduced through inadequate mass function parametrizations that introduce false cosmological sensitivity. Additional work to calibrate the halo mass function is therefore crucial for progress in cluster cosmology.
INTRODUCTION
Galaxy clusters are the largest collapsed objects in the Universe. Their distribution in mass and redshift is highly sensitive to key cosmological parameters such as the matter density Ωm, or the amount of matter fluctuations in the Universe σ8 (e.g. Henry & Arnaud 1991; White, Efstathiou & Frenk 1993) . Furthermore, they can be used to constrain models of dark energy, the cosmic growth rate, and the neutrino sector (Wang & Steinhardt 1998; Haiman, Mohr & Holder 2001) . Catalogues from different cluster surveys have proven to be useful cosmological probes (e.g. Vikhlinin et al. 2009; Mantz et al. 2010; Rozo et al. 2010; Benson et al. 2013; Hasselfield et al. 2013; Planck Collaboration et al. 2014; Bocquet et al. 2015; Mantz et al. 2015) .
The predicted abundance of galaxy clusters is linked to the linear matter power spectrum through the halo mass function, which E-mail: bocquet@usm.lmu.de was first estimated analytically (Press & Schechter 1974) . Since then, numerical N -body simulations have been used to calibrate fitting functions (e.g. Jenkins et al. 2001; Sheth, Mo & Tormen 2001; White, Hernquist & Springel 2002; Reed et al. 2003; Warren et al. 2006; Lukić et al. 2007; Reed et al. 2007; Tinker et al. 2008; Crocce et al. 2010; Bhattacharya et al. 2011; Courtin et al. 2011; Angulo et al. 2012; Watson et al. 2013 ). Most of the above studies focus on the friends-of-friends (FoF) halo definition (Davis et al. 1985) . However, real cluster samples are typically defined in terms of spherical overdensity masses. Only very few mass functions exist for different overdensity definitions (e.g. Tinker et al. 2008; Watson et al. 2013) , and the parametrization in Tinker et al. (2008) has developed into the standard reference used in most cluster cosmology analyses.
For a particular mass function parametrization to be useful in cosmological studies, it is crucially important that it correctly captures the variation in the mass function with redshift, and the sensitivity to cosmological parameters of interest such as the mat-ter density Ωm, the dark energy density ΩΛ, the dark energy equation of state parameter w, and σ8. An ideal situation would be for the mass function shape parametrization to be universal, where the variation with cosmology would be entirely captured by the cosmological sensitivity of the linear power spectrum of density fluctuations. For a FoF halo definition with linking length b = 0.2, or spherical overdensity ∆180, mean, the mass function was found to be approximately universal over a wide range of redshifts and cosmologies (Jenkins et al. 2001 ). More recently, Bhattacharya et al. (2011) used a set of ΛCDM and wCDM simulations to investigate the dependence of the FoF mass function with cosmology. Their fit is accurate to 2% for ΛCDM, and it describes the wCDM mass function to within 10%. Similar results are also reported in Courtin et al. (2011) , although with slightly larger uncertainties.
Any mass function obtained from N -body dark matter only simulations potentially suffers from some bias introduced by neglecting the baryonic component of the clusters. Recently, various authors have investigated the baryonic impact on the halo mass function using hydrodynamic simulations (e.g. Cui et al. 2012; Cui, Borgani & Murante 2014; Cusworth et al. 2014; Martizzi et al. 2014; Schaller et al. 2014; Velliscig et al. 2014; Vogelsberger et al. 2014) . Their conclusions are highly sensitive to the details of the treatment of the baryonic component. For example, models without feedback from active galactic nuclei (AGN) lead to higher cluster masses (or higher abundance at fixed mass) than dark matter only simulations. Adding AGN feedback, however, leads to fits that are up to 20% lower than, or about equal to the dark matter only prediction. Also, these baryonic effects are stronger for low cluster masses, and hardly affect the high-mass population. These shifts in the predicted mass functions nearly correspond to the level of uncertainty from current cluster abundance measurements. Therefore, studies of the baryonic impact on the halo mass function are extremely important for progress in cluster cosmology.
In this work, we analyse haloes extracted from the Magneticum simulations (Dolag et al., in prep.; see also Hirschmann et al. 2014; Saro et al. 2014) . These are a set of hydrodynamical simulations covering large cosmological volumes at a variety of resolutions. We use these data to calibrate a cluster mass function that takes into account baryonic effects. This paper is organized as follows: In Section 2 we present the Magneticum simulations and describe how the cluster sample is extracted. We discuss theoretical aspects of the mass function in Section 3, where we also introduce the analysis method used to perform the fits. We present our mass function fits in Section 4, and discuss the cosmological impact in Section 5. We summarize and discuss our results in Section 6, where we also present step-by-step instructions on how to use our mass function fitting formulae.
We consider the following spherical overdensity mass definitions: (1) "mean overdensity" mass M200m, which is the mass enclosed within a sphere of radius r200m, in which the mean matter density is equal to 200 times the Universe's mean matter densitȳ ρm(z) at the cluster's redshift, and (2) "critical overdensity" masses M500c (M200c), which are analogous to (1) but enclosed within r500c (r200c), and defined with respect to the critical density ρcrit(z). The corresponding overdensities are ∆200m, ∆500c and ∆200c. The critical density is ρcrit(z) = 3H 2 (z)/8πG, where H(z) is the Hubble parameter. The mean matter density isρm(z) = Ωm(z)ρcrit(z) with Ωm(z) = Ωm(1 + z)
3 /E 2 (z), and where E(z) ≡ H(z)/H0. 
SIMULATIONS AND CLUSTER SELECTION
We will refer to our hydrodynamical simulations as "Hydro", and to our dark matter only simulations as "DMonly".
The Magneticum simulations
In this work, we analyse a subset of cosmological boxes from the Magneticum Pathfinder simulation set (Box1/mr, Box3/hr, Box4/uhr; Dolag et al., in prep.) . The simulations are based on the parallel cosmological TreePM-SPH code P-GADGET3 (Springel 2005) . We use an entropy-conserving formulation of SPH ) and a higher order kernel based on the biascorrected, sixth-order Wendland kernel (Dehnen & Aly 2012) with 295 neighbours, which together with a low-viscosity SPH scheme allows us to properly track turbulence within galaxy clusters (Dolag et al. 2005; Donnert et al. 2013) . We also allow for isotropic thermal conduction with 1/20 of the classical Spitzer value (Dolag et al. 2004 ). The simulation code includes a treatment of radiative cooling, heating from a uniform, time-dependent ultraviolet background and star formation with the associated feedback processes. The latter is based on a sub-resolution model for the multiphase structure of the interstellar medium (Springel & Hernquist 2003) .
We compute radiative cooling rates following the same procedure as presented by Wiersma, Schaye & Smith (2009) , and account for the presence of an evolving ultraviolet background (Haardt & Madau 2001) . Contributions to cooling from each element have been pre-computed using the publicly available CLOUDY photo-ionisation code (Ferland et al. 1998) for an optically thin gas in (photo-)ionisation equilibrium.
Our simulations also incorporate a detailed treatment of stellar evolution and chemical enrichment following Tornatore et al. (2007) , a multiphase model for star-formation (Springel & Hernquist 2003) , and feedback processes associated with supernovae driven galactic winds and AGN (Springel & Hernquist 2003; Di Matteo et al. 2008; Fabian 2010) . Additional details about the simulation code are available elsewhere (Hirschmann et al. 2014) .
Initial conditions are created from a spatially flat ΛCDM cosmology with matter density Ωm = 0.272, baryon density Ωb = 0.0456, variance in the matter field 1 σ8 = 0.809, and Hubble constant H0 = 70.4 km s −1 Mpc −1 . The simulations cover a cosmological volume with periodic boundary conditions initially occupied by an equal number of gas and dark matter particles. Their relative masses reflect the global baryon fraction Ωb/Ωm. To minimize numerical differences between the Hydro and the DMonly set of simulations, we set up the DMonly simulations with an equal number of two types of collisionless particles, whose masses are equal to the mass of the dark matter and of the gas particles, respectively, of the corresponding Hydro runs.
Halo selection
The set of cosmological boxes used in this analysis is highlighted in Table 1 . Haloes are initially identified through a parallel FoF algorithm with linking length b = 0.16. The FoF links over dark matter particles only. We then compute spherical overdensity masses (for overdensities ∆200m, ∆200c and ∆500c) of each halo centered at the deepest potential point with the parallel SUBFIND algorithm (Springel et al. 2001; Dolag et al. 2009 ).
To ensure that haloes extracted from the Hydro simulations are not affected by issues related to resolution and numerical artefacts, we apply very conservative convergence criteria. For each box, and for each overdensity ∆, we only consider haloes that contain more than 10 4 dark matter particles within r∆. We then construct catalogues applying the lower mass limits shown in Table 1 . We further apply an upper mass limit that corresponds to the lower limit of the next larger box, or to 10 16 M for the largest boxes (see also Figure 1 ). We extract cluster catalogues at seven redshifts 2 that are roughly equally spaced in cosmic time with ∆t ∼ 1.6 Gyr. This time step is chosen to be larger than the typical dynamic time of a cluster, and we therefore work under the assumption that there is no correlation between the different snapshots.
ANALYSIS METHOD
We provide the theoretical background on the halo mass function and introduce the fitting form we will adopt. We also present the method used to perform the multi-dimensional fits when analysing the cluster catalogues extracted from our simulations.
The halo mass function
The comoving number density of haloes of mass M is
with the mean matter densityρm (at redshift z = 0), and
which is the variance of the matter density field P (k, z) smoothed with the Fourier transformŴ of the real-space top-hat window function of radius R = (3M/4πρm) 1/3 . The function f (σ) is commonly parametrized as
with four parameters A, a, b, c that need to be calibrated (e.g. Jenkins et al. 2001) . Here, A sets the overall normalization, a and b are the slope and normalization of the low-mass power law, and c sets the scale of a high-mass exponential cutoff. The function f (σ) has been shown to be approximately universal (Jenkins et al. 2001) , meaning that it is only weakly dependent on redshift and cosmology.
In this work we allow departures from universality by parametrizing a possible redshift dependence as a power law of 2 For the Hydro runs, we use Box4/uhr for redshifts z ≥ 0.13.
+ z:
where the subscript 0 denotes the values at redshift z = 0, and where Az, az, bz, cz are additional fit parameters. Note that many authors assume the cutoff scale c to be constant under the assumption of self-similarity (e.g. Tinker et al. 2008; Watson et al. 2013 ).
Mass function for spherical overdensity masses
Many studies of the halo mass function are performed using the FoF technique. For a linking length b 0.2, the resulting mass function is very close to being universal (Jenkins et al. 2001 ). However, for observational reasons, real cluster masses are measured in terms of spherical overdensity masses. When using a suitable spherical overdensity ∆mean ∼ 180, the above mass function fitting formula is still close to being universal (Jenkins et al. 2001) . Similarly, Tinker et al. (2008) use ∆200m as their universal mass definition, and Watson et al. (2013) argue for ∆178m. These overdensity definitions are all very similar; we adopt ∆200m in this work.
We also want to calibrate the mass function for M500c, which is a convenient mass definition within X-ray studies of clusters where the emission cannot easily be traced beyond r500c, and for M200c, which is used for measurements of cluster galaxy velocity dispersions and of weak gravitational lensing shear profiles. It is not a priori clear that one can simply use the same form of the fitting function that is valid for M200m, as one might miss some redshift and cosmology dependent behavior. Remember, for example, the very different redshift evolutions ofρm(z) and ρcrit(z). Tinker et al. (2008) provide the mass function for a range of different ∆mean, and one uses ∆mean(z) = ∆crit/Ωm(z) to convert from critical to mean density as a function of redshift. Their approach relies on the implicit assumption that the fitting function correctly captures the behavior for every ∆mean. Watson et al. (2013) provide a correction to their ∆178m mass function that depends on ∆mean(z).
For now, we focus on ∆500c, and we choose the following approach: Assuming that the mass function dn/dM200m is universal, the mass function in M500c can be expressed as
This mass function should have the same universal properties as the mass function in M200m.
The crucial, evolving part is now captured in the factor M500c/M200m. These masses can be converted from one to the other assuming a cluster density profile (e.g. Navarro, Frenk & White 1997 ) and a mass-concentration relation (e.g. Duffy et al. 2008) . Therefore, the conversion depends on mass, redshift, and Ωm (which is involved in the overdensity conversion). The following prescription is a good fit at the few percent level in the range 0 < z < 2, 10 13 < M500c/M < 2 × 10 16 , and 0.1 < Ωm < 0.5: 
Note that the fit relies on cluster density profiles and a massconcentration relation that were calibrated against (dark matter only) N -body simulations. Also, one should expect the presence of some scatter in these relations. For these reasons, we do not expect that simply applying Equation 5 to the M200m mass function is sufficient to fully describe the mass function in M500c. Therefore, in addition to applying the M500c/M200m fit and Equation 5, we also fit for all 8 free parameters of Equations 3 and 4.
In an analogous way, we establish the mass function for ∆200c. It is presented in the Appendix.
Finite volume correction
Throughout this work, we use cluster samples produced by simulations to understand the mass function observed in the real Universe. However, there is one subtle difference that needs to be accounted for: in contrast to the Universe, every simulation box is finite in size. Therefore, we can only capture modes in the density field that are smaller than Lbox. This means that there is an upper mass limit corresponding to the longest modes, beyond which the simulations will systematically underestimate the number of objects.
We correct for this effect following the approach of previous analyses (Lukić et al. 2007; Bhattacharya et al. 2011; Watson et al. 2013) . Briefly, the variance of fluctuations σ(M ) is corrected by subtracting the variance at scales corresponding to the box size σ(Rbox):
where, for simplicity, we equate the spherical volume 4/3πR 3 box to the cubical simulation volume L 3 box . However, as we apply upper mass limits to the cluster samples (see Section 2.2), the correction has negligible impact on our analysis. In fact, for each box size, the correction would become important at masses that are about 2 orders of magnitude larger than the corresponding upper mass limit we apply. We test these finite volume effects by reproducing the results presented in Section 4 without the correction; in this case, the results do not significantly change. Nevertheless, we apply the correction to each of our boxes.
Parameter estimation
We use a Bayesian likelihood approach, which allows us to correctly capture the Poisson errors on the measured number of clusters as a function of their mass and redshift. This choice differs from (right panels). The coloured regions correspond to the 2σ allowed regions of our fits, and the data points are slightly offset in mass for better readability. The red line shows the fit by Watson et al. (2013) , which for M 200m exhibits a similar high-mass behavior as ours, predicting less clusters than Tinker et al. (2008) .
using (Gaussian) χ 2 statistics (e.g. Tinker et al. 2008) , or corrections to χ 2 statistics to account for the Poisson errors (e.g. Watson et al. 2013) .
The likelihood at each point p in parameter space is calculated in the following way: We calculate the matter power spectrum using the transfer function of Eisenstein & Hu (1998 , 1999 , taking baryonic effects into account. This is the same prescription used to set up the initial conditions of the Magneticum simulations. We evaluate the likelihood L by applying Poisson statistics in log-spaced mass bins of size ∆ log 10 M = 0.1 (Cash 1979) :
up to an arbitrary constant, and where i runs over all clusters in the sample. The second term equals the total number of expected clusters. We have checked that decreasing the bin size does not change our results. In practice, given a set of parameters p, we perform the above calculation for each redshift and for each of the simulation boxes, and sum the log-likelihoods. When fitting for the mass function in this way, we are facing a problem with moderately large dimensionality (8 free parameters); we utilize the emcee 3 code for efficient exploration of parameter space (Foreman-Mackey et al. 2013) . We test our fitting procedure against several mock catalogues that contain a factor 100 times more clusters than our simulation data. In these tests we recover the input values within the statistical uncertainties and conclude that our fitting method is unbiased to a level that is much smaller than the uncertainties we report.
MAGNETICUM MASS FUNCTIONS
In Figure 1 , we show the number density of haloes from our Hydro and DMonly simulations at seven different redshifts. The error bars show the Poisson uncertainty on the measured numbers. We also show the best-fitting functions for both data sets. Note that the differences in shape and amplitude of the mass function that we are going to discuss throughout this work are on the order of ∼ 10% and are therefore hardly visible in this figure given its large dynamic range.
Impact of baryons
The impact of baryons can be seen in Figure 2 . We show the number density of clusters from our simulations relative to the Tinker et al. (2008) fitting function. The colored bands correspond to the allowed 2σ region of our fits. For reference, the red line shows another dark matter only fitting function (Watson et al. 2013) .
The left panels of Figure 2 show the mass function for spherical overdensity masses M200m. Overall, our DMonly results agree 3 http://dan.iel.fm/emcee/current well with the literature studies. On the high-mass end, the Tinker et al. (2008) fit shows some differences with both our simulations and Watson et al. (2013) , and seems to overestimate the abundance of these objects by ∼ 30%. However, this is for large masses greater than ∼ 2 × 10 15 M , which is just outside of the mass range M 10 15 h −1 M of the fit by Tinker et al. (2008) .
Our samples also start to run out of objects at ∼ 2 − 3 × 10 15 M but our fit agrees pretty well with Watson et al. (2013) who trust their fit up to nearly 10 16 M .
The comparison of our DMonly and Hydro simulations tells an interesting story: At z = 2, the highest redshift we consider, there is essentially no difference between our DMonly and Hydro mass functions. As time goes by and structure formation continues, baryonic effects become important. At redshift z ∼ 1, we observe that baryon depletion is important for low-mass clusters up to ∼ 10 14 M . At fixed mass, this reduces the number density of clusters by ∼ 10%. Further following the redshift evolution, we observe that the effects of baryon depletion propagate up to more massive clusters. For low redshifts z 0.3, our Hydro mass function is low by about 10% compared to the DMonly case.
The right panels of Figure 2 show the mass functions for M500c. The differences between our Hydro and DMonly data follow the discussion above, with the Hydro abundance being about ∼ 10% low compared to DMonly. Again, we observe that our simulations predict significantly less high-mass clusters M 10 15 M than Tinker et al. (2008) . This time however, our mass functions also prefer an overall lower abundance by about ∼ 20% than Tinker et al. (2008) . The fitting function by Watson et al. (2013) predicts even lower abundances that are typically 20% to 40% lower than the Tinker et al. (2008) mass function over the full mass range.
The fact that all mass functions considered here agree quite well for M200m, and much less for M500c might provide a hint for systematic differences in the analysis methods employed. We propose two effects that could (at least partially) explain these differences. First, M500c probes a more central, and much smaller part of a cluster than M200m. Therefore, care must be taken to prevent resolution effects from becoming important. We use a minimum number of 10 4 dark matter particles enclosed within r∆ for all values of ∆ we consider. Tinker et al. (2008) use a mass re-scaling for overdensities larger than ∆600m. Watson et al. (2013) fit for overdensities up to ∆1600m, corresponding only to ∆432c at redshift 0. Second, in all cases the fitting function for ∆200m is given by Equations 1-4, which leaves little room for differences in the analysis method. For ∆500c, however, the situation is different. We follow the method described in Section 3.2, Tinker et al. (2008) present their fit parameters for a range of values for ∆m, and Watson et al. (2013) provide a fitting function for different overdensities ∆m ≤ 1600. These different approaches could indeed lead to different results, and we will come back to this later in Section 5.
Mass function fits
In Table 2 , we present the parameters that maximize the likelihood for the data obtained from our DMonly and Hydro simulations. For reference, we estimate the χ 2 per degree of freedom ν at the bestfitting location, assuming Poisson errors on the number of objects in each bin. We therefore only take bins with more than 10 haloes into account. The values of χ 2 /ν obtained in this way all lie between 0.8 − 1.1.
The parameters for ∆200m can be directly compared with the literature, and as expected from Figure 2 , there is reasonably good agreement. In particular, for DMonly, we find a value of the exponential cut-off scale c = 1.31 ± 0.04 that is in very good agreement with Watson et al. (2013) , but significantly larger than c = 1.19 in Tinker et al. (2008) . Note that a large value of c corresponds to a low cut-off scale in mass (see Equation 3), in agreement with the behavior shown in Figure 2 . Finally, in the DMonly case, we find mild evidence for redshift-evolution of the cut-off scale, cz = −0.07 ± 0.05; this evolution is stronger for Hydro, where cz = −0.14 ± 0.03.
The parameters for ∆200c and ∆500c are relevant for observational studies. For the latter, we also show the covariance matrix for the Hydro mass function parameters in Table 3 . It should be used with the best-fitting parameters from Table 2 to capture the uncertainties related to our mass function. For reference, the uncertainty on the normalization A is about 13%.
COSMOLOGICAL IMPACT
There are differences between the mass functions extracted from our Hydro and DMonly simulations, and fits from the literature. When used to interpret real cluster samples, the different mass functions will ultimately lead to different cosmological results. In the following, we quantify and discuss this effect. To this end, we create simulated cluster catalogues using our best-fitting Hydro mass function, and use either the Hydro, the DMonly, or literature fits to perform cosmological analyses. Because the baryonic impact on the mass function depends on mass and redshift, we expect qualitatively different shifts when using different mass functions depending on the specific properties of a cluster survey. Therefore, we create and analyse three sets of simulated catalogues, whose properties approximately match real samples from the South Pole Telescope (SPT; Carlstrom et al. 2011) , the Planck satellite (Tauber et al. 2010 ) and eROSITA (Predehl et al. 2014 ). The selection functions we assume are shown in Figure 3 and will be discussed in more detail. All samples are defined with respect to M500c.
We use the fit method described in Section 3, but we now fit for the cosmological parameters, and keep the mass function parameters fixed. Since no covariance matrix is available for the literature mass functions we compare to, we use our best-fitting parameters without uncertainties, too, in order to make a comparison on equal footing. However, we also show how using the covariance matrix mildly degrades the results. We restrict this analysis to the parameters Ωm and σ8, which strongly affect the measured cluster abundance. Remember that these parameters enter the mass function calculation in Equation 1 through their impact on the matter power spectrum P (k, z) and the matter densityρm. The Ωm-σ8 likelihood contours from the cluster number counts experiment exhibit a characteristic, elongated degeneracy in the Ωm-σ8 plane (see Figures 4 & 5(b) ). The parameter combination σ8(Ωm/0.27) 0.3 is interesting because it reflects the width of this degeneracy, i.e. the direction in Ωm-σ8 space which is best constrained using clusters. We show the constraints we recover on this parameter combination, too.
In this test, we directly use the simulated cluster masses. That is, we do not include any systematic uncertainties and measurement errors related to mass estimations as one would have to do for a real cluster sample. This also means that the uncertainties we present represent the statistical uncertainties related to the sample size, and cannot be compared directly with actual results from real data. The aim of this analysis is to investigate and quantify offsets related to the mass function, which justifies this simplified approach. For this same reason, we choose not to quote the errors on the recovered parameters.
The typical uncertainties on the cosmological parameters from current cluster samples are Planck Collaboration et al. 2014; Mantz et al. 2015) . We will refer to these characteristic numbers in the following.
Cosmological analysis of an SPT-like cluster sample
While the SPT sample is selected through the cluster SunyaevZel'dovich effect (SZE; Sunyaev & Zel'dovich 1972 ) signature, we approximate the catalogue as mass-selected with M > 3 × 10 14 M , and restrict to redshifts z > 0.25 (see Figure 3 and cf. Bleem et al. 2014) . For the SPT survey of size 2500 deg 2 , our simulated catalogue contains ∼ 700 systems. We consider three different input cosmologies with different values of Ωm = Table 4 and Figure 4 . The results from both our Hydro and DMonly mass functions show nearly perfect agreement, indicating that the effect of baryons on the halo mass function is negligible in this case. This is expected, because, as previously noted, the impact of baryons is most important for low-mass clusters at low redshifts (see Section 4.1). The SPT-like survey does not probe this mass and redshift regime.
The constraints we obtain using the Tinker et al. (2008) fit are somewhat off, with ∆(Ωm) −0.03 and ∆(σ8) −0.02 compared to the Hydro. These shifts are roughly consistent throughout the range of input cosmologies, and can be interpreted as the systematic offset between the mass functions. Note that they are of the same order as the typical uncertainties from current cluster surveys. The constraints obtained from the Watson et al. (2013) fit are slightly tighter than the ones just discussed. However, these results seem to be biased toward Ωm ∼ 0.27. For example, the preferred value recovered for the sample with input Ωm = 0.22 is Ωm(Watson) = 0.243, and we further obtain Ωm(Watson) = 0.309 for an input value Ωm = 0.4. Their assumed form of the redshift dependence of the fit parameters (Equation 4 in this work, Equations 13-15 in Watson et al. 2013) involves Ωm(z). We suspect that this parametrization introduces an implicit and spurious preference for Ωm ∼ 0.27, which is their simulation input value. We will not consider the Watson et al. (2013) for the rest of this work.
We presented the covariance matrix for the Hydro mass function parameters in Table 3 . We repeat the cosmological analysis using the Hydro mass function and its parameter covariances, and infer the additional systematic uncertainties σMF using quadrature addition. We find σMF(Ωm) = 0.013 and σMF(σ8) = 0.0071, and conclude that the systematic uncertainties on our mass function are small compared to the total uncertainties from current, real cluster samples.
Cosmological analysis of a Planck-like cluster sample
The Planck cluster sample is selected using the SZE, too, and extends down to redshift z = 0. However, the satellite's beam is larger than the SPT beam, and the survey mass limit varies significantly with redshift. We mimic the Planck selection function following the sample mass-redshift distribution shown in Figure 1 The results are shown in Table 4 and Figure 5 (a). We recover very similar constraints on Ωm using either mass function, even though the result from Tinker et al. (2008) is slightly high by 0.01. We recover identical constraints on σ8 using either the Hydro or DMonly mass functions, but the result obtained from Tinker et al. (2008) is significantly lower by ∆(σ8) −0.05. The parameter σ8(Ωm/0.27) 0.3 is low by a similar amount. This offset is qualitatively similar to -but larger than -the offset in our analysis of the SPT-like sample.
In their cluster cosmology analysis, the Planck collaboration has reported an apparent disagreement with parameters preferred by the CMB anisotropy measurements. This tension can be alleviated to some extent by adopting a more realistic treatment of the hydrostatic bias (Planck Collaboration et al. 2014) . In their latest analysis, the Planck collaboration considers measurements of the bias from several different authors; still all results have in common that the recovered value of σ8 is low by roughly 0.05−0.13 (Planck Collaboration et al. 2015b) . Using our mass function instead of Tinker et al. (2008) would lead to a shift in σ8 by about +0.05, which would remove the difference between the Planck clusters and the CMB constraints.
Cosmological analysis of an eROSITA-like cluster sample
The eROSITA cluster sample will be X-ray flux selected and extend from redshift z = 0. For the present test, we assume a detection limit of 50 photons in the 0.5 − 2.0 keV band with a typical exposure time of 1.6 ks. We model this selection as a combination of a redshift-dependent mass threshold M > 2.3 z × 10 14 M , with an additional mass cut M > 7 × 10 13 M (see Figure 3 and compare with Figure 2 in Pillepich, Porciani & Reiprich (2012) , and also Merloni et al. (2012); Borm et al. (2014) ). The eROSITA full-sky catalogue simulated in this way contains ∼ 1.5 × 10 5 clusters.
The results of the analysis of this sample appear in Table 4 and Figure 5 (b). The recovered constraints are very tight due to the large cluster sample and the fact that we do not include mass measurement uncertainties. Once again, there is an offset between the results from Hydro and Tinker et al. (2008) . However, while the constraints on σ8 from Hydro and DMonly are very similar, we now recover different values of Ωm. This is an indication that baryonic effects are indeed important for this sample. As previously discussed, baryons have their strongest impact on the halo mass function at low redshifts and for low masses, which is a regime that is well probed by eROSITA. Therefore, neglecting the baryonic impact and using the DMonly mass function would lead to an underestimate of ∆Ωm −0.01. This bias is of the same order as the expected constraints from eROSITA σ(Ωm) 0.012 (Pillepich, Porciani & Reiprich 2012) , meaning that the impact of baryons on the mass function will have to be accounted for in the cosmology analysis.
DISCUSSION AND CONCLUSIONS
We investigate the impact of baryons on the halo mass function using the hydrodynamic Magneticum simulations together with dark matter only counterparts. Our simulations and the halo selection are characterized by (1) a treatment of the baryonic component and of AGN feedback that correctly reproduces several observations such as AGN luminosity functions (Hirschmann et al. 2014 ) and cluster pressure profiles (Planck Collaboration et al. 2013; McDonald et al. 2014) , (2) large cosmological volumes probed by boxes of up to ∼ 2 Gpc 3 , which allow us to track cluster masses up to a few×10 15 M (e.g. Saro et al. 2014) , and (3) a conservative halo selection with > 10 4 dark matter particles within r∆, minimizing potential biases related to numerical resolution. To avoid a different sampling of the initial density fluctuations, all DMonly simulations were run using two species of dark matter with masses corresponding to those of the dark matter and baryonic particles in the Hydro simulations.
We find that the presence of baryons tends to decrease the cluster masses, which -given the shape of the halo mass function -leads to a decrease of the expected number of objects for a given mass (see Figures 1 and 2) . The number density of haloes decreases by up to ∼ 15% for low masses few×10
14 M and at low redshifts z 0.5. At higher masses and redshifts, the Hydro mass functions agree very well with our DMonly results. Qualitatively similar results have been recently presented in other publications (Cusworth et al. 2014; Schaller et al. 2014; Velliscig et al. 2014; Vogelsberger et al. 2014) . In contrast to these results, Cui, Borgani & Murante (2014) report that their hydro mass function is ∼ 20% below their DMonly counterpart with no significant mass or redshift dependence, and Martizzi et al. (2014) find a mild increase of the mass function due to baryons.
Comparing both our Hydro and DMonly mass functions with the most commonly used DMonly fit (Tinker et al. 2008) , we find that our fits predict significantly fewer objects at high mass ( 10 15 M ). A similar observation has been made by Watson et al. (2013) , who further argue that these high masses are beyond the range of validity of the Tinker et al. (2008) analysis.
Real cluster samples selected in the X-ray or SZE are typically defined using M500c and M200c masses. However, the mass function shape varies only weakly with redshift and cosmology when masses are defined either by FoF with b 0.2, or for spherical overdensity ∆mean ∼ 200. Therefore, we introduce a mapping between M500c (M200c) and M200m as a function of mass, redshift, and Ωm, and argue that this allows us to use the universal properties of ∆200m also for masses defined by ∆500c (∆200c). In practice, our mass function fits are used as follows:
• Calculate σ(M, z) using Equation 2.
• Calculate f (σ, z) from Equations 3 & 4, using the parameters from Table 2 .
• For ∆200m: The mass function is given by Equation 1.
• For ∆500c: Calculate M500c/M200m from Equations 6 & 7, and obtain the mass function from Equation 5.
• For ∆200c: Calculate M200c/M200m from Equations A2 -A4, and obtain the mass function using Equation A1.
Note that the same approach could be used to propagate the universal behavior of the ∆200m mass function to any overdensity ∆.
We investigate how the differences among our Hydro, DMonly and some previously published mass functions affect cosmological results from cluster abundance measurements. To this end, we simulate idealized representations of the SPT, Planck, and eROSITA surveys, assuming simplified selection schemes as shown in Figure 3 . We assume perfect knowledge of cluster masses M500c, and do not account for any uncertainties or systematics related to mass-observable relations. Therefore, the cosmological parameter uncertainties we recover here are tighter than the actual constraints that would be obtained in a comprehensive analysis of real data. Moreover, neglecting the conversion from observable to mass would likely remove some cosmological dependencies. However, this test can be used as guidance in understanding the impact of mass function differences.
The results of these analyses can be summarized as follows (see also Figures 4 & 5 and Table 4 ):
• For the SPT-like sample, the impact of baryons is negligible, and we obtain identical cosmological results using either our Hydro or DMonly mass functions. The fit by Tinker et al. (2008) leads to slightly lower values of Ωm and σ8.
• The mass function by Watson et al. (2013) seems to bias results toward Ωm ∼ 0.27. This may be due to their parametrization of the redshift evolution of the mass function shape parameters using Ωm(z), which results in a heightened and likely artificial cosmological sensitivity.
• The baryonic impact is negligible for the Planck-like sample, too. However, using our mass function instead of Tinker et al. (2008) shifts the results by ∆(σ8) 0.05. This shift is comparable to the observed difference between the latest Planck clusters and CMB constraints; using our mass function should therefore lead to good agreement between the two probes.
• The eROSITA sample extends to lower masses than the SPT and Planck catalogues. We observe an offset in the results from Hydro and DMonly, which we identify as the impact of baryons. Neglecting this effect leads to an underestimate of the matter density parameter ∆Ωm −0.01.
Part of the differences between the cosmological results recovered using our mass functions and using the Tinker et al. (2008) mass function could be due to different parametrizations of the mass function for ∆500c. In Tinker et al. (2008) , the mass function is fit for 9 different values in a range of overdensities ∆mean from 200 − 3200. When working with critical overdensities, one must interpolate to the corresponding ∆mean(z) = ∆crit/Ωm(z). Therefore, when calculating the mass function for ∆500c, one interpolates to mean overdensities from ∼ 500 to ∼ 1700, depending on redshift and matter density. As stated previously, there are indications that the mass function is approximately universal only for ∆mean ∼ 200. Therefore, it is not clear that the approach chosen for the Tinker et al. (2008) mass function fit would also provide universal mass functions. To avoid this issue, we pursue a different approach in which we propagate the universal properties of the ∆200m mass function to the overdensity definition of interest.
More work, both on the theoretical and on the numerical aspects of calibrating the mass function is needed to be able to fully extract the cosmological information from near-future cluster samples. It is important to better understand the cosmological dependencies of the fitting function, and to construct an analytic formula whose universality -or indeed departure from universality -is well understood. Finally, a careful comparison of cluster catalogues generated from different sets of numerical simulations would be helpful to better understand the systematic uncertainties on the mass function.
APPENDIX A: SPHERICAL OVERDENSITY ∆ 200C
Applying the method described in Section 3.2, we also present the mass function for M200c
We establish a mass-dependent fit for M200c/M200m
where γ and δ depend on Ωm and redshift as γ(Ωm, z) = γ0 + γ1 exp − γ2 − z γ3 
This fit is accurate at the few percent level in the range 0 < z < 2, 10 13 < M200c/M < 2 × 10 16 , and 0.15 < Ωm < 0.5
