Abstract-Top-k proximity query in large graphs is a fundamental problem with a wide range of applications. Various random walk based measures have been proposed to measure the proximity between different nodes. Although these measures are effective, efficiently computing them on large graphs is a challenging task. In this paper, we develop an efficient and exact local search method, FLoS (Fast Local Search), for top-k proximity query in large graphs. FLoS guarantees the exactness of the solution. Moreover, it can be applied to a variety of commonly used proximity measures. FLoS is based on the no local optimum property of proximity measures. We show that many measures have no local optimum. Utilizing this property, we introduce several operations to manipulate transition probabilities and develop tight lower and upper bounds on the proximity values. The lower and upper bounds monotonically converge to the exact proximity value when more nodes are visited. We further extend FLoS to measures having local optimum by utilizing relationship among different measures. We perform comprehensive experiments on real and synthetic large graphs to evaluate the efficiency and effectiveness of the proposed method.
INTRODUCTION
G IVEN a large graph and a query node, finding its k-nearest-neighbor (kNN) is a primitive operation that has recently attracted intensive research interests [1] , [2] , [3] , [4] . In general, there are two challenges in top-k proximity query. One is to design proximity measures that can effectively capture the similarity between nodes. Another challenge is to develop efficient algorithms to compute the top-k nodes for a given measure.
Designing effective proximity (similarity) measures is a nontrivial task. Random walk based measures have been shown to be effective in many applications. Some examples include discounted/truncated hitting time [1] , [5] , penalized hitting probability (PHP) [6] , [7] , random walk with restart [8] , [9] , RoundTripRank [10] , and absorption probability [11] .
Although various proximity measures have been developed, how to efficiently compute them remains a challenging problem. For most random walk based measures, a naive method requires matrix inversion, which is prohibitive for large graphs. Two global approaches have been developed. One applies the power iteration method over the entire graph [4] , [12] , [13] . Another approach precomputes and stores the inversion of a matrix [8] , [14] , [15] . The precomputing step is usually expensive and needs to be repeated whenever the graph changes.
To improve the efficiency, local methods have been developed [1] , [5] , [7] , [9] . The idea is to visit the nodes near the query node and dynamically expand the search range. Node proximities are estimated based on local information only. Without using the global information, however, most existing local search methods cannot guarantee to find the exact solution. Moreover, they are usually designed for specific measures and cannot be generalized to other measures.
In this paper, we propose Fast Local Search (FLoS), a simple and unified local search method for efficient and exact top-k proximity query in large graphs. FLoS has the following properties.
Exact: It guarantees to find the exact top-k nodes. Unified: It is a general method that can be applied to a variety of random walk based proximity measures. Most existing methods are designed for specific measures. Efficient: It uses a simple local search strategy that needs neither preprocessing nor iterating over the entire graph. Experimental results show that it is orders of magnitude faster than alternatives. The key idea behind FLoS is that we can develop upper and lower bounds on the proximity of the nodes near the query node. These bounds can be dynamically updated when a larger portion of the graph is explored and will finally converge to the exact proximity value. The top-k nodes can be identified once the differences between their upper and lower bounds are small enough to distinguish them from the remaining nodes.
The theoretical basis of FLoS relies on the no local optimum property of proximity measures. That is, given a query node q, for any node i (i 6 ¼ q) in the graph, i always has a neighbor that is closer to q than i is. We show that many measures have no local optimum. This property ensures that the proximity of unvisited nodes is bounded by the maximum proximity (or minimum proximity for some measures) in the boundary of the visited nodes. It can be utilized to find the top-k nodes without exploring the entire graph under the assumption that the exact proximity can be computed based on local information. However, for most measures, the exact proximity cannot be computed without searching the entire graph. To tackle this challenge, we introduce several simple operations to modify transition probabilities, which enable developing upper and lower bounds on the proximity of visited nodes. The developed upper (lower) bounds monotonically decrease (increase) when more nodes are visited. We further study the relationship among different measures and show that FLoS can also be applied to measures having local optimum. Extensive experimental results show that, for a variety of measures, FLoS can dramatically improve the efficiency compared to the state-of-the-art methods.
RELATED WORK
Various random walk based proximity measures have been proposed recently [16] . Examples include truncated or discounted hitting time [1] , [5] , [17] , penalized hitting probability [6] , [7] , random walk with restart [1] , [8] , effective importance (degree normalized random walk with restart) [9] , RoundTripRank [10] , and absorption probability [11] . The Katz score [18] captures multiple paths between two nodes and is closely related to the random walk based proximity measures [13] .
The basic approach for proximity query is to use the power iteration method [12] . An improved iteration method designed for random walk with restart decomposes the proximity into random walk probabilities of different length [4] . It tries to reduce the number of iterations by estimating the proximity based on the information collected so far. The iteration method can also be improved by the prioritized execution of the iterative computation, where the node with the largest residual proximity value is updated first [13] . Another approach precomputes the information needed for proximity estimation during the query process [8] , [14] , [15] . However, this step is time consuming and becomes infeasible when the graph is large or constantly changing. Graph embedding (GE) method embeds nodes into geometric space so that node proximities can be preserved as much as possible [19] . The embedding step is also timeconsuming. Moreover, the proximities in the new space are not exactly the same as the ones in the original graph.
Based on the intuition that nodes near the query node tend to have high proximity, local search methods try to visit a small number of nodes to approximate the proximities. Bestfirst [7] and depth-first [20] search strategies simply extract a fixed number of nodes near the query node. An approximate local search algorithm is proposed for truncated hitting time [5] . The key idea is to develop upper and lower bounds that can be used to approximate the proximities of local nodes. A similar local search algorithm is developed for personalized PageRank and degree normalized personalized PageRank [1] . The push style method is first developed in [21] for random walk with restart, and later improved by [2] , [22] for the top-k query problem. Starting from the query node, the push style method propagates the proximity value to the nodes in the neighborhood of the query node, and obtains approximate proximity values for them. This basic idea has been adapted to compute the top-k nodes for effective importance [9] , RoundTripRank [10] , and Katz score [23] . Most of the existing local search methods cannot guarantee the exactness. Moreover, all of them are designed for specific proximity measures. It is unclear whether the local search methods can be generalized to other measures.
NO LOCAL OPTIMUM PROPERTY
In this section, we first introduce the basic concept of no local optimum property of proximity measures and discuss how it can be used to bound the proximity of the unvisited nodes. Then we study whether commonly used measures have no local optimum and discuss the relationship between them. Table 1 lists the main symbols and their definitions. The top-k query problem is defined as Definition 1 (Top-k Query Problem). Suppose that we have an undirected graph GðV; EÞ, a query node q and a number k. Let r i represent the proximity of node i with regard to the query node q. The top-k query problem aims at finding a node set K V n fqg such that jKj ¼ k and r i ! r j , for any node
Theoretical Basis
Note that for some measures, such as penalized hitting probability, random walk with restart, effective importance, RoundTripRank, Katz score and absorption probability, the larger the proximity the closer the nodes. In this case, no local optimum means no local maximum. For other query node e n Â 1 vector with e q ¼ 1 and e i ¼ 0 if i 6 ¼ q, where n ¼ jV j k number of returned nodes S a set of nodes S complement of S :
n Â 1 vector, r i : proximity of node i w.r.t. the query node q r upper bound of r : r i ! r i , 8i 2 S r lower bound of r : r i r i , 8i 2 S p i;j transition probability from node i to j P transition probability matrix : P q;j ¼ 0;
a dummy node d with constant proximity value r d c decay factor in PHP, DHT, RWR, EI, or RT u v node u can reach node v in the transition graph u v node u cannot reach node v in the transition graph u S node u can reach at least one node in S u S node u cannot reach any node in S measures, such as discounted or truncated hitting time, the smaller the proximity the closer the nodes. In this case, no local optimum means no local minimum. Given an undirected and edge weighted graph G ¼ ðV; EÞ and a query node q 2 V , let r be the proximity vector with r i representing the proximity of node i 2 V with respect to the query node q.
Definition 2 (No Local Maximum).
A proximity measure has no local maximum if for any node i 6 ¼ q, there exists a neighbor node j of i (i.e., j 2 N i ), such that r j > r i .
Definition 3 (No Local Minimum).
A proximity measure has no local minimum if for any node i 6 ¼ q, there exists a neighbor node j of i (i.e., j 2 N i ), such that r j < r i .
We say that a proximity measure has no local optimum if it has no local maximum or minimum. In Section 3.2, we will examine whether the commonly used proximity measures have no local optimum. Unless otherwise mentioned, in the next, we assume that the larger the proximity the closer the nodes, and focus on the no local maximum property. All conclusions can also be applied to the proximity measures with no local minimum.
Let S be a set of nodes, and S ¼ V n S be the remaining nodes. We use dS ¼ fi 2 S j 9j 2 N i \ Sg to denote the boundary of S, and d S ¼ fi 2 S j 9j 2 N i \ Sg to denote the boundary of S. Fig. 1a shows an undirected graph with 8 nodes. Suppose that the node set S ¼ f1; 2; 3; 4g, then we have S ¼ f5; 6; 7; 8g, dS ¼ f3; 4g, and d S ¼ f5; 6; 7g. Theorem 1. Let S be a node set containing the query node, and u be the node with the largest proximity in dS. If a proximity has no local maximum, we have that r u > r j (8j 2 S).
Proof. Suppose otherwise. We have that 9j 2 S, such that r u r j . Now suppose that node v is the node with the largest proximity in S. We have that 8i 2
Therefore, we have r v ! r i (8i 2 N v ), which means node v is a local maximum. This contradicts the assumption.
t u
Based on Theorem 1, assuming that we already have the exact proximity vector r, we can design a simple local search strategy as shown in Algorithm 1 to find the top-k nodes. It starts from the query node q and uses K and S to store the top-k nodes and visited nodes respectively. In each iteration, the algorithm finds the node u that has the largest proximity in S n K and expands S to the neighbors of node u. Since dS S n K, the maximum proximity value in S n K must be no less than the maximum proximity value in dS, and greater than the maximum proximity value in the unvisited nodes S based on Theorem 1. Thus, K contains the top-k nodes. The algorithm continues until jKj ¼ k þ 1.
Let h be the average number of neighbors of a node. In each iteration t, on average h nodes are added to S. This takes Oðhlog htÞ time for a sorted list. The overall complexity of Algorithm 1 is thus Oð P k t¼1 h log htÞ ¼ Oðhk log hkÞ.
Algorithm 1. The Basic Top-k Local Search Algorithm
Input: GðV; EÞ, query node q, proximity vector r, number k Output: Top-k node set K 1: Table 2 summarizes whether the commonly used proximity measures have no local optimum property. Next, we use penalized hitting probability [6] , [7] as an example to illustrate that it has no local maximum. We use w i to denote the degree of node i, and w i;j to denote the edge weight between i and j. The transition probability from i to j is thus p i;j ¼ w i;j =w i .
Measures with and without Local Optimum
Suppose the undirected graph in Fig. 1a has unit edge weight. Node 3 has degree 3, thus its transition probability to node 4 is p 3;4 ¼ 1=3. Based on these transition probabilities, we can construct the corresponding transition graph as shown in Fig. 1b . In the transition graph, each directed edge and the number on the edge represent the transition probability from one node to the other.
PHP penalizes the random walk for each additional step. Given a query node q, let r denote the PHP proximity vector, with r i representing the proximity value of node i. PHP can be defined recursively as
& where c (0 < c < 1) is the decay factor in the random walk process. In [6] , c ¼ e À1 is used as the decay factor. The query node q has constant proximity value 1, and there is no transition probability going out of the query node. For example, there is no outgoing edges from the query node 1 in the transition graph in Fig. 1b . Penalized hitting probability PHP [6] No local maximum Effective importance EI [9] No local maximum Discounted hitting time DHT [1] No local minimum Truncated hitting time THT [5] No local minimum (within L hops) Random walk with restart RWR [8] Local maximum RoundTripRank RT [10] Local maximum Katz score KZ [18] Local maximum Absorption probability AP [11] Local maximum Let P be the transition probability matrix with Please see Appendix A, available in the online supplemental material, for the proof.
From the discussion in this section, we know that if a proximity measure has no local optimum, we can apply local search described in Algorithm 1 to find the top-k nodes under the assumption that the proximity values of all the nodes are given. However, without exploring the entire graph, the exact values of all the nodes are unknown. To tackle this challenge, we can develop lower and upper bounds on the proximity values of visited nodes. When more nodes are visited, the lower and upper bounds become tighter and eventually converge to the exact proximity value.
Next, we will use PHP, which has no local optimum, as a concrete example to explain how to derive the lower and upper bounds. The strategy can be applied to other proximity measures with no local optimum. How to apply the local search strategy to the measures having local optimum will be discussed in Section 6.
BOUNDING THE PROXIMITY
To develop the lower and upper bounds, we introduce three basic operations, i.e., deletion, restoration, and destination change of transition probability. We show how proximities change if we modify transition probabilities according to these operations. Then we discuss how to derive lower and upper bounds based on them.
Modifying Transition Probability
We first introduce the operation of deleting a transition probability. Fig. 2a shows an example, in which the original graph is on the top, with node 1 being the query node and transition probabilities p 2;1 ¼ p 2;3 ¼ 0:5 and p 3;2 ¼ 1. After deleting p 2;3 , the resulting graph is shown at the bottom. Note that deleting a transition probability is different from deleting an edge. Deleting an edge will change the transition probabilities on the remaining graph, while deleting a transition probability will not.
Theorem 3. Deleting a transition probability will not increase the proximity of any node.
Please see Appendix B, available in the online supplemental material, for the proof.
Continue with the example in Fig. 2a . Suppose that the decay factor c ¼ 0:5. The original PHP proximity vector is r ¼ ½1; 2=7; 1=7. After deleting p 2;3 , the new proximity vector is r 0 ¼ ½1; 1=4; 1=8.
It can be shown in a similar way that if we restore the transition probability as shown in Fig. 2a , the proximities will not decrease.
Theorem 4.
Restoring a deleted transition probability will not decrease the proximity of any node.
Proof. Omitted. t u Fig. 2b shows an example in which we change the destination of the original transition probability p 3;2 from node 2 to 1. Thus, p 3;1 is set to p 3;2 , and p 3;2 is set to 0.
Theorem 5. Changing the destination of transition probability p i;j from node j to node u with r u ! r j (r u r j ) will not decrease (increase) the proximity of any node.
Let us continue with the example in Fig. 2b , where node 1 is the query node. After we change the destination of p 3;2 from node 2 to 1, the proximity values should be nondecreasing. With a decay factor c ¼ 0:5, the proximity vectors before and after the destination change are r ¼ ½1; 2=7; 1=7 and r 0 ¼ ½1; 3=8; 1=2 respectively. The proofs for other measures having no local optimum are similar and omitted here.
Lower Bound
Let S, S, dS and d S represent the set of visited nodes, the set of unvisited nodes, the boundary of S, and the boundary of S, respectively. From Theorem 3, if we delete all transition probabilities fp i;j : i or j 2 Sg in the original graph, the proximity value of any node u computed using the resulting graph, r u , will be less than or equal to its original value r u , i.e., r u r u . Thus, r can be used as the lower bound of r.
Let us take the undirected graph in Fig. 1a for example. Its transition graph is shown in Fig. 3a , with node 1 being the query node and transition probabilities shown on the edges. Suppose that the current set of visited nodes S ¼ f1; 2; 3; 4g. Thus S ¼ f5; 6; 7; 8g, dS ¼ f3; 4g, and d S ¼ f5; 6; 7g. The nodes in S but not in dS are black. The nodes in dS are gray. The nodes in S are white. Fig. 3b shows the resulting transition graph after deleting all transition probabilities fp i;j : i or j 2
Sg. The proximity values r computed based on Fig. 3b will lower bound the original proximity values r for the nodes in S.
Upper Bound
From Theorem 5, if we change the destination of the transition probabilities fp i;j : i 2 dS; j 2 d
Sg to a newly added dummy node d with a constant proximity value r d and r d > r v (8v 2 S), the proximity value of any node u computed using the resulting graph, r u , will be greater than or equal to its original value r u , i.e., r u ! r u . Thus, r can be used as the upper bound of r.
Continue with the example in Fig. 3a . In the original graph, dS Fig. 3c shows the resulting graph after we change all the transition probabilities going from dS to d S to the newly added dummy node d. Specifically,
Note that after changing the destination to d, there will be no transition probability from any node in S to any node in S. Therefore, for the nodes in S, the upper bounds can be computed by the subgraph induced by the nodes in S and the dummy node d, as shown on the right in Fig. 3c .
Note that to get the upper bound, we need to add a dummy node d with constant proximity value r d ! r v (8v 2 S). In the next section, we will present the fast local search algorithm, FLoS, and discuss how to choose the value r d .
FAST LOCAL SEARCH
In this section, we present the FLoS algorithm, which utilizes the bounds developed in Section 4 to enable the local search. We show that the bounds can only change monotonically when more nodes are visited.
The FLoS Algorithm
Algorithm 2 describes the FLoS algorithm. It has four main steps. In the first step, the algorithm expands locally to the neighbors of a selected visited node. In the second and third steps, it updates the lower and upper bounds of the visited nodes. Finally, it checks whether the top-k nodes are identified.
The local expansion step is shown in Algorithm 3. It picks the node in dS having the largest average lower and upper bound values, and expands to the neighbors of this node. S and dS are then updated accordingly. We take the average of the lower and upper bound value as an approximation of the exact proximity value. Expanding the node with the largest value is the best-first search strategy. Algorithm 4 shows how to update the lower bound by using PHP as an example. It can also be applied to other measures with no local optimum. To update the bounds, we first construct the transition matrix P. Note that the size of P is jSj Â jSj instead of jV j Â jV j. We do not allocate memory for the full matrix P, but only use adjacency list to represent it. The lower bound vector r is initiated the same as in the previous iteration or 0 for the newly added nodes. We then use the standard iterative method, which is shown in Algorithm 7, to solve the linear equation r ¼ cPr þ e and update r. Algorithm 5 shows how to update the upper bound. The transition matrix P has one additional dummy node d and its related transition probabilities fp i;d : i 2 dSg. The values in r are initiated the same as the values in the previous iteration or 1 for the newly added nodes. The smaller the value of r d , the tighter the upper bounds. On the other hand, we also need to make sure that the value r d is larger than the exact proximity value of any unvisited node. Therefore in line 7, we use the largest upper bound value in the boundary of the last iteration as r
Þ, where the last inequality is based on Theorem 1. Thus r
. This guarantees the correctness of the upper bound according to Theorem 5. Finally, we solve the linear equation r ¼ cPr þ e to update r by using Algorithm 7. Algorithm 7 is very efficient in practice. This is because when the initial values of the iterative method is close to the exact solution, the algorithm will converge very fast. In our method, between two adjacent iterations, the proximity values of the visited nodes are very close. Therefore, updating the proximity is very efficient.
Algorithm 6 shows the termination criterion. We select the k nodes in S n À dS [ fqg Á with largest r values. If the minimum lower bound of the selected nodes is greater than or equal to the maximum upper bound of the remaining visited nodes, the selected nodes will be the top-k nodes in the entire graph. This is because the maximum proximity of unvisited nodes is bounded by the maximum proximity in dS, which is in turn bounded by the maximum upper bound in dS. Fig. 4 shows the lower and upper bounds at different iterations using the example graph in Fig. 1a . One iteration represents one local expansion process. The newly visited nodes in each iteration are listed in Table 3 .
Algorithm 6. CheckTerminationCriterionðÞ
The left figure in Fig. 4 shows how the lower and upper bounds change through local expansions. Query node 1 has constant proximity value 1:0 thus is not shown. It can be seen that the bounds monotonically change and eventually converge to the exact proximity value when all the nodes are visited. The monotonicity of the bounds is proved theoretically in next two sections.
The right figure in Fig. 4 shows
Monotonicity of the Lower Bound
We first consider the monotonicity of the lower bound. Let S tÀ1 and S t represent the set of visited nodes in iterations ðt À 1Þ and t respectively. In the next, we prove that the lower bound is monotonically non-decreasing when more nodes are visited, i.e., r t i ! r tÀ1 i ði 2 S tÀ1 Þ. Given a directed transition graph, we say that a node u can reach a node v if there exists a sequence of adjacent nodes (i.e., a path) which starts from u and ends at v. For example, in the transition graph in Fig. 5a , node 1 can reach node 6, but node 5 cannot reach node 6. We use u v to denote that node u can reach v, and u v to denote that node u cannot reach v. We also use u S to denote that node u can reach at least one node in S, and u S to denote that node u cannot reach any node in S.
From iteration ðt À 1Þ to t, we only restore some transition probabilities in fp i;j : i or j 2 S t n S tÀ1 g. The following Theorem 6 says that if node i can reach at least one of the newly added nodes, the lower bound of node i is strictly increasing. If node i cannot reach any of the newly added nodes, the lower bound value of node i will not change during the iteration. Fig. 5 shows an example. Fig. 5a shows the full transition graph when the query is node 3. Figs. 5b and 5c show the transition graphs constructed in the first and second iteration of Algorithm 2 respectively. S 1 ¼ f3; 1; 4; 5g, S 2 ¼ f3; 1; 4; 5; 2g, and node 2 is the newly visited node in the second iteration. We can see that node 5 cannot reach node 2. Thus, the lower bound value r 5 is unchanged. The lower bound values of nodes f1; 4g are strictly increasing.
Theorem
Please see Appendix C, available in the online supplemental material, for the proof.
Monotonicity of the Upper Bound
In this section, we analyze the monotonicity of the upper bound. Specifically, we prove that the upper bound values are strictly increasing until they converge to the exact proximity values. That is, for any node i 2 S tÀ1 , r
From iteration ðt À 1Þ to t, we decrease the proximity value of the dummy node and add new nodes in S t n S tÀ1 . After adding the new nodes, the transition probabilities need to be updated accordingly. Specifically, we need to 1) Decrease the proximity value of the dummy node from r tÀ1 d to r t d ; 2) Add the transition probabilities fp i;j g from the newly added nodes ið2 S t n S tÀ1 Þ to nodes jð2 S t Þ, and fp i;d g from i to the dummy node d; 3) Add the transition probabilities fp j;i g from nodes jð2 dS tÀ1 Þ to the newly added nodes ið2 S t n S tÀ1 Þ, and remove their correspondences in fp j;d g. An example is shown in Fig. 6. Fig. 6a shows the transition graph for the first iteration. Figs. 6b, 6c and 6d show the resulting graphs after applying steps 1, 2, and 3 respectively. The graph in Fig. 6d is the final transition graph for the next iteration.
The upper bound values will monotonically change at each step. In step 1, reducing the value of r d will not increase the upper bound values. Applying step 2 will not change the upper bound values for the nodes in S tÀ1 , since all the newly added transition probabilities begin from nodes ið2 S t n S tÀ1 Þ. In step 3, we resets the transition probabilities from nodes jð2 dS tÀ1 Þ to the newly added nodes ið2 S t n S tÀ1 Þ. This is equivalent to destination change, i.e., changing fp j;d g to fp j;i g. Moreover, we have that r t d ! r t i . Thus, in step 3, the upper bound values will not increase. We provide rigorous analysis for the three steps in Appendix D, available in the online supplemental material. Please see Appendix D, available in the online supplemental material, for the proof.
Theorem 7 (Monotonicity of the upper bound).
If we have that i d in the transition graph at the tth iteration, we have that i d in the transition graph at any future iteration. Thus, r t i will not change during the future iterations. Since r t i converges to the exact proximity value r i when the entire graph is visited. We must have that r t i ¼ r i when i d. In conclusion, the upper bound strictly decreases until it converges to the exact proximity value.
The lower and upper bounds can be further tightened by adding self-loop transition probabilities to the nodes in dS. Please see Appendix E, available in the online supplemental material, for more details.
Complexity
Assume Algorithm 2 executes in b iterations. Let h be the average number of neighbors of a node. The LocalExpansion step takes OðhtÞ time to find the node to expand at the tth iteration. To update the lower bound, updating P needs Oðh 2 Þ operations, and updating r and e needs OðhÞ operations. Subgraph induced by S has Oðh 2 tÞ edges, so matrix P has Oðh 2 tÞ non-zero entries. Therefore using the iterative method to solve linear equations takes Oðah 2 tÞ time, where a is the number of iterations used in IterativeMethod. Thus the overall complexity of Update LowerBound in the tth iteration is Oðah 2 tÞ. The complexity of UpdateUpperBound function is the same as that of UpdateLowerBound. In the CheckTerminationCriterion step, finding the nodes with largest lower bounds takes OðhtÞ time. Therefore, the overall complexity of FLoS is Oð
At each iteration, FLoS visits h new nodes on average. In the worst case, where the whole graph is visited, FLoS needs to run b ¼ n=h iterations. Thus, the worst case complexity of FLoS is Oðah 2 b 2 Þ ¼ Oðan 2 Þ. In the above complexity analysis, the number of iterations b is proportional to the number of visited nodes. Appendix F, available in the online supplemental material, provides theoretical analysis of the number of visited nodes. In Section 8, we show experimental results on the number of visited nodes using real graphs.
Note that so far, we have used PHP to illustrate the key principles underlying the fast local search method. EI and DHT are equivalent with PHP thus there is no need to develop algorithm for them. For THT, deleting a transition probability will not increase the proximity of any node. Therefore, when we delete all the transition probabilities fp i;j : i or j 2 Sg in the original transition graph, the proximity value of any node computed based on the modified transition graph will be the lower bound. For the upper bound, we add a dummy node with value L, which is the largest possible proximity value of THT. All other processes are similar to those of PHP and omitted here.
EXTENSIONS OF FLOS TO THE PROXIMITY MEASURES HAVING LOCAL MAXIMUM
In this section, we study how to extend the FLoS method to random walk with restart, RoundTripRank, Katz score, and absorption probability. The idea is to use the relationships between PHP and these proximity measures. Fig. 7 summarizes the relationships between PHP and other proximity measures. For RWR, its proximity is proportional to the PHP proximity multiplied by the node degree. For RT, its proximity is proportional to the PHP proximity multiplied by the node degree to the power of b, where b is a constant in RT. For KZ, we define a new proximity measure PHP', which is a variant of PHP. There is a simple relationship between KZ and PHP'. For AP, we define another new proximity measure PHP", which is also a variant of PHP. There is a simple relationship between AP and PHP". Compared with PHP, the transition probabilities in PHP' and PHP" are changed. In PHP, the transition probability is normalized by the node degree w i . In PHP', the transition probability is normalized by the maximum degree w max . In PHP", the transition probability is normalized by the value ð i þ w i Þ, where i is a constant in AP. Thus, the FLoS algorithm for PHP can be readily modified for PHP' and PHP". Appendix G, available in the online supplemental material, provides proofs for these relationships.
Next, we use RWR as an example to show how to extend FLoS to these proximity measures by using the relationship. Suppose that node v 2 dS t has the largest PHP proximity value. 
TOP-K REVERSE-PROXIMITY QUERY PROBLEM
In this section, we study the top-k reverse-proximity query problem [24] and discuss how FLoS can be applied to solve it efficiently.
Given a query node q, we can compute the proximity values of all other nodes. We can also use each node i as the query, and compute the proximity value of q. We refer to this proximity of node q as the reverse proximity of node i. The top-k reverse-proximity query problem aims at finding the top-k nodes that are ranked by the reverse proximity. In Table 2 , only EI and KZ are symmetric and all other proximity measures are not symmetric. The top-k reverse-proximity query problem is different from the top-k proximity query problem when the proximity measure is not symmetric.
Note that the top-k reverse-proximity query problem is different from the reverse top-k problem studied in [25] . Given a query node q, the reverse top-k problem aims at finding all the nodes that have q in their top-k proximity sets. In this paper, we study the top-k reverse-proximity query problem, which aims at finding the top-k nodes ranked by the reverse proximity [24] .
The top-k reverse-proximity query problem has been studied when RWR is used as the proximity measure [24] . In a recent paper [10] , the original and reverse proximity values in RWR are interpreted as importance and specificity respectively. If node i has large RWR proximity value when the query node is q, node i is important for node q. On the other hand, if node q has large RWR proximity value when the query node is i, node i is specific for node q. The authors show that ranking by the combination of two directions performs better than ranking by one direction.
The naive method to solve the top-k reverse-proximity query problem is as follows. First, each node is used as the query node, and the proximity value of node q is computed by the iterative method. Then the top-k nodes with largest reverse proximity values are selected. Suppose that the iterative method takes OðamÞ for each query node. The naive method takes time OðamnÞ, where a is the number of iterations in the iterative method, m is the number of edges, and n is the number of nodes. This is expensive and prohibitive for large graphs.
For the RWR proximity measure, it is shown that the reverse proximity vector can be computed using the iterative method, which has the same complexity OðamÞ as computing the original proximity vector [25] . However, the iterative method is still expensive since it needs to iterate over the entire graph. Moreover, it is unclear how to compute the reverse proximity vectors for other measures in a similar way.
To extend FLoS to the reverse proximity measures, we use the relationships between PHP and the reverse proximity measures. Fig. 8 summarizes these relationships. rPHP, rRWR, rEI, rDHT, rRT, rKZ, and rAP represent the reversed version of their corresponding measures. Appendix H, available in the online supplemental material, provides the proofs for these relationships. Based on these relationships, we can develop the bounds for the reverse proximity values based on the bounds for the PHP or its variant proximity values. Appendix H, available in the online supplemental material, shows more details about how to extend the FLoS algorithm to the reverse proximity measures.
EXPERIMENTAL RESULTS
In this section, we present extensive experimental results on evaluating the performance of the FLoS algorithm. The datasets are shown in Table 4 . The real datasets are publicly available from the website http://snap.stanford. edu/data/. The synthetic datasets are generated using the Erd€ os-R enyi random graph (RAND) model [26] and R-MAT model [27] with different parameters. All programs are written in C++. All experiments are performed on a server with 32G memory, Intel Xeon 3.2 GHz CPU, and Redhat 4.1.2 OS.
State-of-the-Art Methods
The measures we use include PHP, EI, RWR, RT, KZ, THT, and AP. We compare FLoS with the state-of-the-art methods for each measure as summarized in Table 5 . These methods are categorized into global and local methods.
The global iteration (GI) method directly applies the iterative method on the entire graph [12] . It guarantees to find the exact top-k nodes. The graph embedding method can answer the query in constant time after embedding [19] . It can only be applied to RWR. However, the embedding process is very time consuming. Moreover, it only returns approximate results. The Castanet algorithm is specifically designed for RWR. It improves the GI method and guarantees the exactness of the results [4] . AA_KZ improves the global iteration method by prioritized execution of the iterative computation and also guarantees the exactness of the results [13] . K-dash is the state-of-the-art matrix-based method for RWR which guarantees result exactness [14] . Note that K-dash and GE can only be applied on two medium-sized real graphs because of the expensive preprocessing step.
Dynamic neighborhood expansion (DNE) method applies a best-first expansion strategy to find the top-k nodes using PHP [7] . This strategy is heuristic and does not guarantee to find the exact solution. The number of visited nodes is fixed to 4; 000 in the experiments. NN_EI applies the push style method [2] , [21] in local search, and guarantees the exactness of the top-k results [9] . Since PHP and EI are equivalent in terms of ranking, we can compare the methods for PHP and EI directly. LS_RWR applies the dynamic programming technique [28] to develop bounds in local search [1] . It returns approximate results. LS_EI is based on LS_RWR and has similar performance [1] . LS_RT leverages the push style method [21] developed for RWR to estimate the bounds and find the approximate top-k nodes with largest RoundTripRank proximity values. LS_KZ locally searches a small portion of the graph and adapts the push style method [21] to find the approximate top-k results for the Katz score. LS_THT is a local search method for THT [5] .
The decay factors in PHP, RWR, EI, and RT are all set to 0:5. The decay factor in KZ is set to 0:99=w max . In RT, we set the parameter b ¼ 0:4. In AP, we set the parameter i ¼ 10 for any node i. The truncated length in THT is set to 10.
We use FLoS_rPHP to denote the FLoS method for reverse PHP. Reverse RWR gives the same ranking as PHP, so we only evaluate FLoS_PHP. The FLoS method for reverse RT is quite similar to that for RT, thus we only evaluate FLoS_RT. When we set the parameter i ¼ 10 for any node i, AP becomes symmetric. Thus AP and reverse AP give the same ranking results, and we only evaluate FLoS_AP. 
Evaluation on Real Graphs
We study the efficiency of the selected methods on real graphs when varying the number of returned nodes k. For each k, we repeat the experiments 10 3 times, each with a randomly picked query node. The average running time is reported. For methods using the iteration procedure in Algorithm 7, the termination threshold is set to t ¼ 10 À5 . We also perform experiments using a fixed number of 10 iterations. The results are similar and omitted here. Fig. 9 shows the running time of different methods for PHP. The running time of DNE is almost a constant for different k, because it visits a fixed number of nodes. The running time of NN_EI increases when k increases. FLoS_PHP is more efficient than NN_EI, which demonstrates that the bounds of FLoS are tighter. LS_EI has a constant running time. This is because it extracts the cluster containing the query node. Note that LS_EI takes tens of hours in the preprocessing step to cluster the graphs. Fig. 11a shows the ratio between the number of visited nodes using FLoS_PHP and total number of nodes in the graph. The value indicated by the bar is the average ratio of 10 3 queries. The minimum and maximum ratios are also shown in the figure. As can be seen from the figure, only a very small part of the graph is needed for FLoS to find the exact solution. Moreover, the ratio decreases when the graph size increases. This indicates that FLoS is more effective for larger graphs. Fig. 10 shows the running time for RWR. K-dash has the best performance after precomputing the matrix inversion as shown in Figs. 10a and 10b . The precomputing step of Kdash takes tens of hours for the medium-sized AZ and DP graphs and cannot be applied to the other two larger graphs. GE_RWR also has fast response time. However, as discussed before, its embedding step is time consuming and not applicable to larger graphs. Moreover, it does not find the exact solution. Castanet method cuts the running time from the GI method by 72 to 91 percent. LS_RWR method has constant running time, and it needs tens of hours in the precomputing step to cluster the graphs. Fig. 11b shows the ratio of the number of visited nodes of the FLoS_RWR method. The results are similar to that of Fig. 11a. when k ¼ 10. The running time of FLoS_RT and LS_RT increases when k increases. FLoS_RT is the most efficient method. FLoS_RT is about 1 order of magnitude faster than LS_RT, and 2 orders of magnitude faster than GI_RT. LS_RT uses the push style method to develop the bounds, which are looser than those of FLoS_RT. Fig. 12b shows the running time of different methods for KZ. We also only show the running time when k ¼ 10 for the GI_KZ method since it has almost constant running time for different k. FLoS_KZ, LS_KZ, and AA_KZ methods all have increasing running time when increasing k. FLoS_KZ is about 1-2 orders of magnitude faster than LS_KZ and AA_KZ. LS_KZ uses the push style method to develop the bounds, which are not as tight as those of FLoS_KZ. The results also demonstrate that the bounds in AA_KZ are looser than those of FLoS_KZ. Fig. 12c shows the running time for THT. As we can see, FLoS_THT runs faster than LS_THT, which is specifically designed to speed up the computation for THT. This is because the lower and upper bounds of FLoS_THT are tighter than those of LS_THT. Both of the two local search methods are 2 to 3 orders of magnitude faster than GI_THT. Fig. 12d shows the running time for AP. Similar to the results of other proximity measures, FLoS_AP runs 2-3 orders of magnitude faster than the GI_AP method.
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In FLoS_rPHP, we pre-compute the exact values EI i ðiÞ for each node i by the K-dash method [14] . The precomputation step takes 28:5 and 34:6 hours for two medium-sized graphs, AZ and DP. Thus we did not apply FLoS_rPHP on the large graphs. Fig. 12e shows the running time of our local search method and the global iteration method for reverse PHP. Similar to the results for other proximity measures, FLoS_rPHP runs 2-3 orders of magnitude faster than the GI_rPHP method.
Number of Visited Nodes in Local Search Methods
In this section, we study the number of visited nodes of different local search methods on real graphs. The number of visited nodes in the DNE method is fixed, thus it is not included. Fig. 13a shows the ratio between the number of visited nodes using different local search methods and total number of nodes in the YT graph. Fig. 13b shows that in the LJ graph. The value indicated by the bar is the average ratio of 10 3 queries. The minimum and maximum ratios are also shown in the figure. As can be seen from the figure, other local search methods need to visit larger number of nodes than the FLoS methods do. This demonstrates the tightness of the bounds in the FLoS methods. We also can observe that the LS_EI and LS_RWR methods visit relatively large number of nodes and the ratio is stable when the number k changes. This is because in each expansion of the LS_EI and LS_RWR methods, all the nodes in one cluster will be visited. Thus, they need to visit larger number of nodes. Fig. 13 . Ratio between the number of visited nodes and the total number of nodes on real graphs for the local search methods.
Evaluation on In-Memory Synthetic Graphs
We generate synthetic graphs with different parameters to evaluate the selected methods. More specifically, we study two types of graphs: Erd€ os-R enyi random graph (RAND) [26] and scale-free graph based on the R-MAT model [27] . There are two parameters, the size and density of the graphs. We study how these two parameters affect the running time of different methods for PHP, RWR, RT, and KZ.
We download the graph generator available from the website https://github.com/dhruvbird/GTgraph and use the default parameters to generate two series of graphs with varying size and varying density, using RAND and R-MAT respectively. The graphs with varying size have the same density but different number of nodes. The graphs with varying density have the same number of nodes but different densities. The statistics are shown in Table 6 .
We apply the selected methods for PHP, RWR, RT and KZ on these graphs with k ¼ 20. For each graph, we repeat the query 10 3 times with randomly picked query nodes, and report the average running time. Fig. 14a shows the running time of the selected methods for PHP on the series of RAND graphs with varying size. The running time of GI_PHP increases as the number of nodes increases. FLoS_PHP, DNE, NN_EI and LS_EI all have almost constant running time when the number of nodes increases. This is because these methods only search locally. When the density of the graph is fixed, adding more nodes to the graph will not change the size of the search space of these methods. Fig. 14b shows the running time on the series of R-MAT graphs with varying size. Similar trends are observed. Comparing Figs. 14a and 14b , GI_PHP has less running time on R-MAT than on RAND graphs, while other methods have more. The reason is that R-MAT graphs have the power-law distribution, thus it is easier for FLoS_PHP, DNE, NN_EI and LS_EI to encounter hub nodes with larger degree when expanding subgraph. The faster performance of GI_PHP on R-MAT may be because of the greater data locality due to the hub node. Fig. 14c shows the running time of the selected methods for PHP on the series of RAND graphs with varying density. The running time of all the methods increases as the density increases. FLoS_PHP and NN_EI have increasing running time because the number of visited nodes in these two methods increases when the density becomes larger. LS_EI has increasing running time because the number of nodes and edges increases in local clusters. Fig. 14d shows the running time on the series of R-MAT graphs with varying density. Similar trends are observed. Fig. 15c shows the running time on the series of RAND graphs with varying density. The running time of all the methods increases as the density increases. Fig. 15d shows the running time on the series of R-MAT graphs with varying density. Similar trends are observed. Fig. 16a shows the running time of the selected methods for RT on the series of R-MAT graph with varying size. The running time of GI_RT increases as the number of nodes increases. FLoS_RT has almost constant running time when the number of nodes increases. Because it only searches locally. LS_RT has increasing running time. LS_RT needs to find the node with the largest residual proximity value in each iteration. When the number of nodes in the graph increases, the search space may also increase. This may be the reason why it has a slightly increasing running time. The running time of all the methods increases as the density increases. Both FLoS_RT and LS_RT have increasing running time because they will visit more nodes in a graph with larger density. Fig. 17a shows the running time of the selected methods for KZ on the series of R-MAT graph with varying size. The running time of GI_KZ increases as the number of nodes increases. FLoS_KZ has almost constant running time when the number of nodes increases. LS_KZ and AA_KZ both have increasing running time when increasing graph size. LS_KZ needs to update the node with the largest residual proximity value in each iteration, thus it has a slightly increasing running time when the graph size increases. In AA_KZ, computing the upper bound of each node requires linear time OðmÞ. Thus it has increasing running time. Fig. 17b shows the running time of the selected methods for KZ on the series of R-MAT graph with varying density. The running time of all the methods increases as the density increases. The reason why FLoS_KZ, LS_KZ and AA_KZ have increasing running time is that they need to visit more nodes when increasing the graph density.
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Number of Visited Nodes in Local Search Methods
In this section, we study the number of visited nodes using different local search methods on synthetic graphs. We use the synthetic graphs with 2 20 nodes and 10 7 edges. The number of query nodes is fixed to k ¼ 20. Fig. 18a shows the ratio between the number of visited nodes using different local search methods for PHP and RWR and total number of nodes in the RAND graph. Fig. 18b shows the ratio between the number of visited nodes using different local search methods for PHP, RWR, RT and KZ and total number of nodes in the R-MAT graph. The value indicated by the bar is the average ratio of 10 3 queries. The minimum and maximum ratios are also shown in the figure. As can be seen from the figure, other local search methods need to visit larger number of nodes than the FLoS methods do. This demonstrates the tightness of the bounds in the FLoS methods.
Evaluation on Disk-Resident Synthetic Graphs
What if the graphs are too large to fit into memory? To test the performance of FLoS on disk-resident graphs, we generate disk-resident R-MAT graphs, whose statistics are in Table 7 .
We use the open source Neo4j (available from http://www.neo4j.org) version 2.0 graph database. The FLoS method for disk-resident graphs only calls some basic query functions provided by Neo4j, such as, querying the neighbors of one node. And the remaining work is the same as that for in-memory graphs. We apply the FLoS_PHP and FLoS_RWR methods on the diskresident graphs with k ¼ 20. We repeat the query 10 3 times with randomly picked query nodes and report the average running time. In the experiments, we restrict the memory usage to 2 GB. Fig. 19a shows the running time of FLoS_PHP and FLoS_RWR. From the figure, we can see that FLoS can process disk-resident graphs in tens of seconds. The reason is that FLoS only needs to find the neighbors of visited nodes and the transition probabilities on the edges. These results also verify that FLoS has almost constant running time when the number of nodes increases. Fig. 19b shows the ratio of the number of visited nodes to the total number of nodes in the graph. FLoS only needs to explore a small portion of the whole graph to return the top-k nodes. When the graph size becomes larger, the portion of visited nodes becomes smaller.
CONCLUSION
Top-k nodes query in large graphs is a fundamental problem that has attracted intensive research interests. Existing methods need expensive preprocessing steps or are designed for specific proximity measures. In this paper, we propose a unified method, FLoS, which adopts a local search strategy to find the exact top-k nodes efficiently. FLoS is based on the no local optimum property of proximity measures. By exploiting the relationship among different proximity measures, we can also extend FLoS to the proximity measures having local optimum. FLoS can be further extended to solve the top-k reverse-proximity query problem. Extensive experimental results demonstrate that FLoS enables efficient and exact query for a variety of random walk based proximity measures. 
