We consider a discrete-time d-dimensional process {X n } = {(X 1,n , X 2,n , ..., X d,n )} on Z d with a background process {J n } on a finite set S 0 , where individual processes {X i,n }, i ∈ {1, 2, ..., d}, are skip free. We assume that the joint process {Y n } = {(X n , J n )} is Markovian and that the transition probabilities of the d-dimensional process {X n } vary according to the state of the background process {J n }. This modulation is assumed to be space homogeneous. We refer to this process as a d-dimensional skip-free Markov modulate random walk. For y, y ′ ∈ Z d + × S 0 , consider the process {Y n } n≥0 starting from the state y and letq y,y ′ be the expected number of visits to the state y ′ before the process leaves the nonnegative area Z d + × S 0 for the first time. For y = (x, j)
Introduction
For d ≥ 1, we consider a discrete-time d-dimensional process {X n } = {(X 1,n , X 2,n , ..., X d,n )} on Z d , where Z is the set of all integers, and a background process {J n } on a finite set S 0 = {1, 2, ..., s 0 }, where s 0 is the cardinality of S 0 . We assume that each individual process {X i,n } is skip free, which means that its increments take values in {−1, 0, 1}. Furthermore, we assume that the joint process {Y n } = {(X n , J n )} is Markovian and that the transition probabilities of the d-dimensional process {X n } vary according to the state of the background process {J n }. This modulation is assumed to be space homogeneous. We refer to this process as a d-dimensional skip-free Markov modulate random walk (MMRW for short). The state space of the d-dimensional MMRW is given by S = Z d × S 0 . It is also a d-dimensional Markov additive process (MA-process for short) [2] , where X n is the additive part and J n the background state. A discrete-time d-dimensional quasi-birth-and-death process [5] (QBD process for short) is a d-dimensional MMRW with reflecting boundaries, where the process X n is the level and J n the phase. Stochastic models arising from various Markovian multiqueue models and queueing networks such as polling models and generalized Jackson networks with Markovian arrival processes and phase-type service processes can be represented as continuoustime multi-dimensional QBD processes (in the case of two-dimension, see, for example, [3] and [5, 6, 7] ) and, by using the uniformization technique, they can be deduced to discrete-time multidimensional QBD processes. It is well known that, in general, the stationary distribution of a Markov chain can be represented in terms of its stationary probabilities on some boundary faces and its occupation measures. In the case of multi-dimensional QBD process, such occupation measures are given as those for the corresponding multi-dimensional MMRWs. For this reason, we focus on multi-dimensional MMRWs and study their occupation measures, especially, asymptotic properties of the occupation measures. Here we briefly explain that the assumption of skip-free is not so restricted. For a given k > 1, assume that, for i ∈ {1, 2, ..., d}, X i,n takes values in {−k, −(k − 1), ...0, 1, ..., k}. For i ∈ {1, 2, ..., d}, let k X i,n and k M i,n be the quotient and remainder of X i,n divided by k, respectively, where k X i,n ∈ Z and 0 ≤ k M i,n ≤ k − 1. Then, the process {(( k X 1,n , ..., k X d,n ), (( k M 1,n , ..., k M d,n ), J n ))} becomes a d-dimensional MMRW with skip-free jumps, where ( k X 1,n , ..., k X d,n ) is the level and (( k M 1,n , ..., k M 2,n ), J n ) the background state. This means that any multi-dimensional MMRW with bounded jumps can be reduced to a multi-dimensional MMRW with skip-free jumps.
. Hence, the transition probability matrix P can be represented as a block matrix in terms of only the following s 0 × s 0 blocks:
where 0 and O are a vector and matrix of 0's, respectively, whose dimensions are determined in context. Define a set S + as S + = Z d + × S 0 , where Z + is the set of all nonnegative integers, and let τ be the stopping time at which the MMRW {Y n } enters S \ S + for the first time, i.e.,
For y = (x, j), y ′ = (x ′ , j ′ ) ∈ S + , letq y,y ′ be the expected number of visits to the state y ′ before the process {Y n } starting from the state y enters S \ S + for the first time, i.e.,
where 1(·) is an indicator function. For y ∈ S + , the measure (q y,y ′ ; y ′ ∈ S + ) is called an occupation measure. Note thatq y,y ′ is the (y, y ′ )-element of the fundamental matrix of a truncated substochastic matrix P + given as P + = p y,y ′ ; y, y ′ ∈ S + , i.e.,q y,y ′ = [P + ] y,y ′ and
where, for example, P 2 + = p (2) y,y ′ is defined by p (2) y,y ′ = y ′′ ∈S + p y,y ′′ p y ′′ ,y ′ . P + governs transitions of {Y n } on S + . Our aim is to obtain a lower bound for the asymptotic rate of the occupation measure (q y,y ′ ; y ′ = (x ′ , j ′ ) ∈ S + ) as x ′ goes to infinity in a given direction. This lower bound also gives a lower bound for the asymptotic rate of the stationary tail distribution in the corresponding QBD process in the same direction. Such a lower bound has been given to some kinds of multidimensional reflected process without background states; for example, 0-partially chains in [1] , also see Conjecture 5.1 of [2] . To the best of our knowledge, such a lower bound for the asymptotic rate has not been obtained for multi-dimensional reflected process with background states, except for some two-dimension cases [3] , [5, 6] .
As mentioned above, the d-dimensional MMRW {Y n } = {(X, J n )} is a d-dimensional MAprocess, where the set of blocks, {A i ; i ∈ {−1, 0, 1} d }, corresponds to the kernel of the MA-process. For θ ∈ R d , let A * (θ) be the matrix moment generating function of one-step transition probabilities defined as
where a, b is the inner product of vectors a and b. A * (θ) is the Feynman-Kac operator [4] for the MA-process. In the following sections, we will prove that, for any positive vector c ∈ Z d + and for every j, j ′ ∈ S 0 , lim inf
where cp(A) is the convergence parameter of matrix A. The rest of the paper is organized as follows. In Sect. 2, we introduce some assumptions and give a sufficient condition for the occupation measures in a d-dimensional MMRW to be finite. In Sect. 3, we consider a kind of one-dimensional QBD process with countably many phases and obtain an upper bound for the convergence parameter of the rate matrix in the QBD process. Using the upper bound for the rate matrix, we obtain a lower bound for the asymptotic rates of the occupation measures in Sect. 4.
Notation for matrices. For a matrix A, we denote by [A] i,j the (i, j)-element of A. The convergence parameter of a square matrix A with a finite or countable dimension is denoted by cp(A), i.e., cp(A) = sup{r ∈ R + ; ∞ n=0 r n A n < ∞}.
Preliminaries
We give some assumptions. First, we assume the following condition.
Under this assumption, for any θ ∈ R d , A * (θ) is also irreducible. Denote A * (0) by A * , which is the transition probability matrix of the background process {J n }. Since A * is finite and irreducible, it is positive recurrent. Denote by π * the stationary distribution of A * . Define the mean increment vector of the process {Y n }, denoted by a = (a 1 , a 2 , ..., a d ), as
1)
where 1 is a column vector of 1's whose dimension is determined in context. With respect to the occupation measures defined in Sect. 1, the following property holds.
Proposition 2.1. If there exists i ∈ {1, 2, ..., d} such that a i < 0, then, for any y ∈ S + , the occupation measure (q y,y ′ ; y ′ ∈ S + ) is finite, i.e.,
where τ is the stopping time at which {Y n } enters S \ S + for the first time.
Proof. Without loss of generality, we assume a 1 < 0. Letτ be the stopping time at which X 1,n becomes less than 0 for the first time, i.e.,τ = inf{n ≥ 0;
we have τ ≤τ , and this implies that, for any y ∈ S + ,
and consider a one-dimensional QBD process {Y n } = {(X n ,J n )} on Z + × S 0 , havingǍ −1 ,Ǎ 0 anď A 1 as transition probability blocks whenX n > 0. We assume the transition probability blocks that governs transitions of the QBD process whenX n = 0 are given appropriately. Then, a 1 is the mean increment of the QBD process whenX n > 0 and the assumption of a 1 < 0 implies that the QBD process is positive recurrent. Define a stopping timeτ Q asτ Q = inf{n ≥ 0;X n = 0}. We have, for any y = (x 1 , x 2 , ..., x d , j) ∈ S, 4) and this completes the proof.
Hereafter, we assume the following condition.
3 QBD representations for the multi-dimensional MMRW 3.1 QBD representation with level direction vector 1 = (1, 1, ..., 1)
In order to use the results of [8] , hereafter, we assume the following condition.
Under this assumption, P is irreducible regardless of Assumption 2.1 and every element ofP + is positive. Let τ be the stopping time defined in Sect. 1, i.e., τ = inf{n ≥ 0 : Y n ∈ S \ S + }. According to Example 4.2 of [2] , define an absorbing QBD process {Ŷ n } = {(X n ,Ĵ n )} aŝ X n = min 1≤i≤d X i,τ ∧n ,Ĵ n = (Ẑ 0,n ,Ẑ 1,n , ...,Ẑ d−1,n ,Ĵ n ), where x ∧ y = min{x, y},Ẑ 0,n = min{i ∈ {1, 2, ..., d}; X i,τ ∧n = min 1≤i ′ ≤d X i ′ ,τ ∧n }, for i ∈ {1, 2, ..., d − 1},
., x d ), j) ∈ S + ; min 1≤i≤d x i = k} and they satisfy, for k ≥ 0,
It can, therefore, be said that {Ŷ n } is a QBD process with level direction vector 1. The transition probability matrix of {Ŷ n } is given in block tri-diagonal form aŝ
We omit the specific description ofÂ −1 ,Â 0 andÂ 1 . Instead, in the case whereẐ 0,n = d andẐ i,n ≥ 2, i ∈ {1, 2, ..., d − 1}, we give their description in terms of
where we assume that x (d−1) = (x 1 , x 2 , ..., x d−1 ) ≥ 2 and use the fact that the right hand side does not depend on x (d−1) because of the space homogeneity of {Y n }. Since the level process {X n } is skip free in all directions, the blockÂ k,i (d−1) is given aŝ
where, for positive integer l, we denote by 1 l an l-dimensional vector of 1's. Recall thatP + is the fundamental matrix of the substochastic matrix P + and each row ofP + is an occupation measure. For x,
. We consider a matrix geometric representation ofP + , according to the QBD process {Ŷ n }. Under Assumption 2.2, the summation of each row ofP + is finite and we obtainP + P + < ∞. This leads us to the following recursive formula forP + :
SinceN 0 is a submatrix ofP + , we obtain from (3.4) that
5)
where P + is replaced withP , which has the same block structure asN 0 . This leads us tô
LetR be the rate matrix generated from the triplet {Â −1 ,Â 0 ,Â 1 }, which is the minimal nonnegative solution to the matrix quadratic equation:
Then, the solution to equations (3.6) is given aŝ
where we use the fact that cp(Â 0 +RÂ −1 ) < 1 sinceP + is finite. Next, we give an upper bound for the convergence parameter ofR, cp(R). For θ ∈ R, define a matrix functionÂ * (θ) aŝ
Since P + is irreducible and the number of positive elements of each row and column ofÂ * (0) is finite, we have, by Lemma 2.5 of [8] , log cp(R) = sup{θ ∈ R; cp(Â * (θ)) > 1}. (3.9) We consider relation between cp(A * (θ)) and cp(Â * (θ)). For i (d−1) ∈ Z d−1 + , define a matrix function A * ,i (d−1) (θ) aŝ
Further define a block matrixÂ † * (θ) aŝ
Define a matrix functionÂ * , * (θ, θ (d−1) ) aŝ
where θ (d−1) = (θ 1 , θ 2 , ..., θ d−1 ). From (3.3), we see thatÂ † * (θ) is a multiple-block-quintuplediagonal matrix and, applying Remark 2.6 of [8] to it repeatedly, we obtain cp(Â † * (θ)) = sup
cp(Â * , * (θ, θ (d−1) )).
(3.11) Furthermore, from (3.3), we havê
Hence, we obtain the following proposition.
Proof. From (3.10), (3.11) and (3.12), we obtain {θ ∈ R; cp(Â * (θ)) > 1} ⊂ {θ ∈ R; cp(Â † * (θ)) > 1} = {θ ∈ R; cp(Â * , * (θ, θ (d−1) )) > 1 for some
This leads us to inequality (3.13).
QBD representation with level direction vector
Letting c = (c 1 , c 2 , ..., c d ) be a vector of positive integers, we consider a QBD representation of the d-dimensional MMRW {Y n } = {(X n , J n )}, whose level direction vector is given by c.
For k ∈ {1, 2, ..., d}, denote by c X k,n and c M k,n the quotient and remainder of X k,n divided by c k , respectively, i.e.,
where c X k,n ∈ Z and c M k,n ∈ {0, 1, ..., c k − 1}. Define a process { c Y n } as
where c X n = ( c X 1,n , c X 2,n , ..., c X d,n ) and c M n = ( c M 1,n , c M 2,n , ..., c M d,n ). The process { c Y n } is also a d-dimensional MMRW with the background process {( c M n , J n )} and its state space is given by {0, 1, . .., c k − 1}. The transition probability matrix of { c Y n }, denoted by c P , has a multiple-tridiagonal block structure like P . Denote by c A i , i ∈ {−1, 0, 1} d , the nonzero blocks of c P and define a matrix function c A * (θ) as
The following relation holds between A * (θ) and c A * (θ). where θ = (θ 1 , θ 2 , ..., θ d ) and c • θ = (c 1 θ 1 , c 2 θ 2 , ..., c d θ d ).
We use the following proposition for proving Proposition 3.2.
Proposition 3.3 (Proposition B.1 of [9] ). Let C −1 , C 0 and C 1 be m × m nonnegative matrices, where m can be countably infinite, and define a matrix function C * (θ) as
Assume that, for any n ∈ Z + , C * (0) n is finite and C * (0) is irreducible. Let k be a positive integer and define a k × k block matrix D(θ) as
Then, we have cp(D(kθ)) = cp(C * (θ)).
Proof of Proposition 3.2. Let θ = (θ 1 , θ 2 , ..., θ d ) be a d-dimensional vector in R d and, for k ∈ {1, 2, ..., d}, define θ [k] and θ (d) as θ [k] = (θ k , θ k+1 , ..., θ d ) and θ (k) = (θ 1 , θ 2 , ..., θ k ), respectively. We consider the multiple-block structure of c A * (θ) according to Z 0,c 1 −1 ×Z 0,c 2 −1 ×· · ·×Z 0,c d −1 ×S 0 , the state space of the background process. Due to the skip-free property of the original process, c A * (θ) can be represented in c 1 × c 1 block form as
−1 (θ [2] ) B [1] −1 (θ [2] ) B [1] 0 (θ [2] ) B [1] 1 (θ [2] ) . . . . . . . . .
B [1]
−1 (θ [2] ) B [1] 0 (θ [2] ) B [1] 1 (θ [2] ) e θ 1 B 1 (θ [2] ) B [1] −1 (θ [2] ) B [1] 0 (θ [2] )
18)
where each B [1] i (θ [2] ) is a matrix function of θ [2] . Define a matrix function B
[1] * (θ 1 , θ [2] ) as
−1 (θ [2] ) + B [1] 0 (θ [2] ) + e θ 1 B [1] 0 (θ [2] ). (3.19) Then, by Proposition 3.3, we have cp( c A * (c 1 θ 1 , θ [2] )) = cp(B [1] * (θ 1 , θ [2] )). (3.20) Analogously, for i 1 ∈ {−1, 0, 1}, B [1] i 1 (θ [2] ) can be represented in c 2 × c 2 block form as
i 1 ,0 (θ [3] ) B [2] i 1 ,1 (θ [3] ) e −θ 2 B [2] i 1 ,−1 (θ [3] ) B [2] i 1 ,−1 (θ [3] ) B [2] i 1 ,0 (θ [3] ) B [2] i 1 ,1 (θ [3] ) . . . . . . . . .
B [2]
i 1 ,−1 (θ [3] ) B [2] i 1 ,0 (θ [3] ) B [2] i 1 ,1 (θ [3] ) e θ 2 B [2] i 1 ,1 (θ [3] ) B [2] i 1 ,−1 (θ [3] ) B [2] i 1 ,0 (θ [3] )
Define a matrix function B
[2] * (θ 1 , θ 2 , θ [3] ) as
i 1 ,i 2 (θ [3] ).
Then, by Proposition 3.3, we obtain from (3.19 ) and (3.21) that [3] ). (3.22) Repeating this procedure more (d − 3) times, we obtain
As a result, we have 
and τ is the stopping time at which the level of the original MMRW, X n , leaves the nonnegative area for the first time. We restrict the state space of { cŶ
where ⌊x⌋ is the maximum integer less than or equal to x. The level sets satisfy, for k ≥ 0,
It can, therefore, be said that { cŶ n } is a QBD process with level direction vector c. Let cR be the rate matrix of the QBD process { cŶ n }. An upper bound of the convergence parameter of cR is given as follows. 4 Asymptotic property of the occupation measures By Lemma 3.1, we can obtain a lower bound for the asymptotic rates of the occupation measures, as follows. Proof. With respect to the rate matrix { cR } of the MMRW { cŶ n }, we have by Corollary 2.1 of [8] that, for some z ′′ = (i ′′ , x ′′ , m ′′ , j ′′ ) ∈ Z 1,d ×Z d−1 + × d k=1 Z 0,c k −1 ×S 0 and every z ′ = (i ′ , x ′ , m ′ , j ′ ) ∈
where x ′ = (x ′ 1 , ..., x ′ d−1 ), x ′′ = (x ′ 1 , ..., x ′′ d−1 ) ∈ Z d−1 + and m ′ = (m ′ 1 , ..., m ′ d ), m ′′ = (m ′′ 1 , ..., m ′′ d ) ∈ d k=1 Z 0,c k −1 . For k ≥ 0, cŶ n = (k, i ′ , x ′ , m ′ , j ′ ) corresponds to Y n = (kc + c •x ′ + m ′ , j ′ ), wherex ′ = (x ′ 1 , ..., x ′ i ′ −1 , 0, x ′ i ′ , ..., x ′ d−1 ). Analogously, cŶ n = (0, i ′′ , x ′′ , m ′′ , j ′′ ) corresponds to Y n = (c •x ′′ + m ′′ , j ′′ ), wherex ′′ = (x ′′ 1 , ..., x ′ i ′′ −1 , 0, x ′′ i ′′ , ..., x ′′ d−1 ). Hence, from (3.8), setting l = c •x ′ + m ′ , we obtain, for every x = (x 1 , x 2 , ..., x d ) ∈ Z d + such that min 1≤i≤d x i = 0 and for every j ∈ S 0 , q (x,j),(kc+l,j ′ ) ≥q (x,j),(c•x ′′ +m ′′ ,j ′′ ) [ cRk ] z ′′ ,z ′ . 
