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Abstract
Using the index theorem of Connes and Moscovici and the cyclic cocycle associated to a group
cocycle, we prove the Novikov conjecture for the generalized Godbillon–Vey cocycle, which has
been defined by Tsuboi through area functionals. As a corollary, we get a new proof of the fact that
Thompson’s groups T and F satisfy the Novikov conjecture.
c⃝ 2012 Elsevier GmbH. All rights reserved.
Re´sume´
En utilisant le the´ore`me de l’indice de Connes et Moscovici et le cocycle cyclique associe´ a` un
cocycle de groupe, nous de´montrons la conjecture de Novikov pour le cocycle de Godbillon–Vey
ge´ne´ralise´, de´fini par Tsuboi avec des “fonctions d’aire”. Nous en de´duisons une nouvelle preuve de
la conjecture de Novikov pour les groupes de Thompson T et F .
c⃝ 2012 Elsevier GmbH. All rights reserved.
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1. Introduction
Soient Γ un groupe discret et ω ∈ H∗(Γ ;R) un cocycle de groupe. Nous dirons que la
paire (Γ , ω) ve´rifie la conjecture de Novikov [22] si pour toute varie´te´ compacte oriente´e
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sans bord M , et pour toute application continue ρ : M → BΓ , la haute signature
⟨L(M) ∪ ρ∗ω, [M]⟩
est un invariant d’homotopie, i.e. si
⟨L(N ) ∪ f ∗ρ∗ω, [N ]⟩ = ⟨L(M) ∪ ρ∗ω, [M]⟩
pour toute e´quivalence d’homotopie f : N → M (N e´tant aussi une varie´te´ compacte
oriente´e sans bord). (L(M) ∈ H∗(M;Q) de´signe ici la classe L de Hirzebruch). Nous
dirons que le groupe Γ ve´rifie la conjecture de Novikov si (Γ , ω) la ve´rifie pour toute
classe ω ∈ H∗(Γ ;R).
Dans cet article, nous nous proposons de traiter le cas ou` ω est le cocycle de
Godbillon–Vey ge´ne´ralise´, de´fini par Tsuboi dans [27], et ou` les groupes Γ sont
certains sous-groupes du groupe Homeo+(S1) des home´omorphismes directs du cercle
(voir De´finition 1.1) qui constituent le domaine de de´finition “naturel” du cocycle de
Godbillon–Vey. Cela nous permettra en particulier de re´soudre le cas des groupes de
Thompson T et F .
Notre me´thode sera celle de la cohomologie cyclique, qui est expose´e en de´tail dans [26]
(voir aussi [8] p. 237–238). Rappelons-en brie`vement les grandes lignes.
A tout n-cocycle normalise´ ω du groupe Γ , on peut associer [7] un n-cocycle
cyclique τω sur l’alge`bre du groupe CΓ . Si M est une varie´te´ compacte oriente´e sans
bord, ρ : M → BΓ une application continue et D˜ l’ope´rateur de signature sur le
reveˆtement M˜ associe´, le the´ore`me de l’indice de Connes et Moscovici [10] affirme que
le couplage ⟨τω#T r, I nd(D˜)⟩ est e´gal, a` un facteur constant pre`s, a` la haute signature
⟨L(M) ∪ ρ∗ω, [M]⟩. Par ailleurs, le the´ore`me de l’indice de Kasparov et Mishchenko
[20,18] affirme que l’image de I nd(D˜) par l’inclusion est un invariant d’homotopie dans
K∗(C∗r Γ ). Il s’en suit que si le cocycle τω s’e´tend a` une alge`bre B,
CΓ ⊂ B ⊂ C∗r Γ ,
telle que l’inclusion B → C∗r Γ induise des isomorphismes en K-the´orie, alors la haute
signature ⟨L(M) ∪ ρ∗ω, [M]⟩ sera un invariant d’homotopie. De´montrer la conjecture de
Novikov pour la paire (Γ , ω) se rame`ne donc a` e´tudier le domaine de de´finition du cocycle
cyclique τω, et ce sera notre strate´gie dans cet article.
Nous allons nous inte´resser aux sous-groupes de Homeo+(S1) de´finis de la manie`re
suivante.
De´finition 1.1 ([27]). Soit β > 0 un re´el. Nous de´noterons par Lipβ+(S1) le groupe des
f ∈ Homeo+(S1) tels que:
- en tout point t ∈ S1, f admet une de´rive´e a` droite f ′d(t) > 0,
- la fonction log( f ′d) : S1 → R est a` β-variation borne´e (voir De´finition 2.1).
Nous verrons que ces Lipβ+(S1)sont bien des groupes, qui consistent d’home´omorphismes
lipschitziens, et qu’ils sont emboıˆte´s les uns dans les autres:
β ≤ β ′ ⇒ Lipβ+(S1) ⊂ Lipβ
′
+ (S1).
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En particulier, Lip1+(S1) est le groupe des home´omorphismes “de classe P” [17],
qui contient d’une part le groupe Diff2+(S1) des diffe´omorphismes directs de classe C2
et d’autre part le groupe PL+(S1) des home´omorphismes directs qui sont affines par
morceaux.
Par ailleurs, quandβ > 1, Lipβ+(S1)contient Diff
1+ 1
β
+ (S1), le groupe des diffe´omorphismes
directs de classe C1 dont la de´rive´e satisfait une condition de Ho¨lder d’exposant 1
β
.
Le cocycle de Godbillon–Vey [15] e´tait initialement un 2-cocycle de groupe de´fini sur
Diff2+(S1) par la formule de Bott–Thurston [3]. Puis deux nouvelles versions de ce cocycle
ont e´te´ propose´es, l’une par Ghys et Sergiescu sur PL+(S1) [14], l’autre par Hurder et
Katok sur Diff1+α+ (S1) pour 12 < α < 1 [19]. Dans [27], Tsuboi a de´fini un 2-cocycle
ge´ne´ralise´, que nous de´signerons par gv, sur les groupes Lipβ+(S1) pour 1 ≤ β < 2.
gv est une extension des trois cocycles pre´ce´dents dans le sens ou` sa restriction a` chacun
des groupes ci-dessus coincide avec le cocycle de [3], de [14] et de [19].
Dans cet article, nous allons d’abord de´crire en de´tail la construction de Tsuboi. Puis,
nous allons de´finir un 2-cocycle cyclique τgv associe´ a` gv et de´montrer le re´sultat suivant,
qui ge´ne´ralise en quelque sorte le The´ore`me 7.3. de [7].
The´ore`me 1.2. Pour tout re´el β ∈ [1, 2[, le cocycle cyclique τgv est une 2-trace au sens
de Connes [7] sur C∗r Lip
β
+(S1). La paire (Lip
β
+(S1), gv) ve´rifie donc la conjecture de
Novikov.
Remarquons ici que gv est loin d’eˆtre un cocycle borne´. Le fait que τgv est une 2-trace
provient d’une certaine proprie´te´ ge´ome´trique de gv, qui s’exprime comme l’aire enferme´e
par une courbe plane. Cette proprie´te´ est au coeur meˆme de la de´finition du cocycle gv et
nous allons l’e´tudier en de´tail.
Par la suite, nous allons nous inte´resser au groupe de Thompson:
T ⊂ PL+(S1) ⊂ Lip1+(S1)
dont la cohomologie, calcule´e dans [14], est pre´cise´mment engendre´e par la classe de
Godbillon–Vey et la classe d’Euler.
De´finition 1.3 ([5,14]). Le groupe de Thompson T est le groupe des f ∈ Homeo+(S1)
tels que:
- f est affine par morceaux;
- en tout point t ∈ S1, la de´rive´e a` droite f ′d(t) est une puissance entie`re de 2, i.e. un
nombre du type 2n avec n ∈ Z;
- les points de discontinuite´ de f ′d sont des rationnels dyadiques, i.e. des nombres du typep
2q avec p, q ∈ Z;
- f (0) est un rationnel dyadique.
Le groupe de Thompson F est le sous-groupe des f ∈ T tels que f (0) = 0.
Il est bien connu [5] que T et F sont des groupes infinis, de pre´sentation finie et a`
croissance exponentielle (et que T est de plus un groupe simple). Ils contiennent des
sous-groupes isomorphes a` Z2 et sont donc tre`s loin d’eˆtre des groupes hyperboliques.
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Cependant, la me´thode de [10] s’applique a` eux. Nous retrouvons le re´sultat suivant, duˆ a`
Farley [12].
The´ore`me 1.4. Les groupes de Thompson T et F ve´rifient la conjecture de Novikov.
Notons que Farley a en fait de´montre´ un re´sultat plus fort, a` savoir que T et F ve´rifient
la conjecture de Baum–Connes [12]. De plus, Mathai a de´montre´ dans [21] (voir aussi [9]
et [16]) que la conjecture de Novikov est vraie pour tout groupe dont la cohomologie est
engendre´e par des cocycles de degre´ un et deux, condition qui est manifestement ve´rifie´e
par les groupes T et F . Notre article n’a donc pas la pre´tention de pre´senter des re´sultats
nouveaux: nous ne faisons que proposer une nouvelle de´monstration d’un the´ore`me de´ja`
connu, en espe´rant que cela pourra servir.
Nous aimerions remercier Georges Skandalis pour plusieurs discussions sans lesquelles
cet article n’aurait jamais e´te´ termine´. Nous remercions aussi Hitoshi Moriyoshi, Toshikazu
Natsume, Shin-ichi Oguni, Takashi Tsuboi et Alain Valette pour l’inte´reˆt qu’ils ont porte´ a`
ce travail. Le premier auteur remercie e´galement Emmanuel Giroux pour son hospitalite´, et
l’UMR 5669 du CNRS a` l’Ecole Normale Supe´rieure de Lyon, ou` une partie de ce travail
a e´te´ effectue´e.
2. L’aire enferme´e par une courbe S1→ C
Nous de´signerons par S1 = R/Z le cercle, et par π : R → S1 la projection canonique.
Un partage de S1 sera la donne´e d’un entier p ≥ 1 et d’un ensemble de p points distincts
A = {t1, . . . , tp} place´s dans cet ordre-la` sur le cercle. Autrement dit, il existe des re´els
t˜1, . . . , t˜p tels que
- t˜1 < t˜2 < · · · < t˜p < t˜1 + 1,
- ∀k ∈ {1, . . . , p}, tk = π(t˜k).
Nous poserons par convention t˜p+1 = t˜1 + 1, tp+1 = t1, et nous de´signerons par
mesh(A) = Supk∈{1,...,p}(t˜k+1 − t˜k)
le pas du partage, qui ve´rifie toujours 1p ≤ mesh(A) ≤ 1.
Dans tout cet article, B(S1) de´signera l’alge`bre des fonctions re´gle´es (donc borne´es) de
S1 dans C, munie de la norme de la convergence uniforme:
∥Φ∥ = Supt∈S1 |Φ(t)|
et C(S1) ⊂ B(S1) de´signera la sous-alge`bre des fonctions continues de S1 dans C.
De´finition 2.1 ([27,28]). Soit β > 0 un re´el. Une fonction Φ : S1 → C sera dite a` β-
variation borne´e si la quantite´
p
k=1
|Φ(tk+1)− Φ(tk)|β
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est borne´e inde´pendamment du partage A = {t1, . . . , tp} de S1 choisi. Le nombre
Vβ(Φ) = Sup
p
k=1
|Φ(tk+1)− Φ(tk)|β ,
ou` le Sup est pris sur tous les partages du cercle, sera alors appele´ la β-variation totale de
Φ. Dans la suite, l’ensemble de ces fonctions sera de´signe´ par BVβ(S1).
Notons tout d’abord que, par de´finition, une fonction Φ ∈ BVβ(S1) n’est pas force´ment
continue. Cependant, l’ine´galite´
∀t ∈ S1, |Φ(t)| ≤ |Φ(t1)| + Vβ(Φ)
1
β
2
1
β
montre qu’elle est borne´e. Par ailleurs, il est aise´ de ve´rifier que pour tout h ∈
Homeo+(S1), Φ ◦ h ∈ BVβ(S1) et
Vβ(Φ ◦ h) = Vβ(Φ).
Lemme 2.2. Soit β > 0 un re´el. Toute fonction Φ ∈ BVβ(S1) est re´gle´e (i.e. elle admet
une limite a` gauche Φ(t−) et une limite a` droite Φ(t+) en tout point t ∈ S1) et le nombre
de ses discontinuite´s est donc au plus de´nombrable.
De´monstration. De´finissons la fonction vβ(Φ) : [0, 1] → R+ par vβ(Φ)(0) = 0 et
∀t ∈]0, 1], vβ(Φ)(t) = Sup
p−1
k=1
|Φ(tk+1)− Φ(tk)|β ,
ou` le Sup est pris sur tous les partages A = {t1, . . . , tp} du cercle tels que
0 ≤ t1 < t2 < · · · < tp ≤ t.
La fonction vβ(Φ) est croissante et borne´e, avec vβ(Φ)(1) = Vβ(Φ), donc elle est re´gle´e.
De plus, si t ∈]0, 1] est fixe´, pour tout ϵ > 0, il existe un partage A ⊂ [0, t] comme
ci-dessus tel que
p−1
k=1
|Φ(tk+1)− Φ(tk)|β ≥ vβ(Φ)(t)− ϵ
donc ∀t ′ ≥ t,
vβ(Φ)(t ′) ≥ |Φ(t ′)− Φ(t)|β + vβ(Φ)(t)− ϵ,
ce qui entraıˆne
|Φ(t ′)− Φ(t)|β ≤ vβ(Φ)(t ′)− vβ(Φ)(t).
Par suite, le fait que vβ(Φ) est re´gle´e implique que Φ est re´gle´e. 
Lemme 2.3. Pour tout re´el β > 0, BVβ(S1) est un C-espace vectoriel. De plus, si
0 < β ≤ β ′ alors BVβ(S1) ⊂ BVβ ′(S1).
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De´monstration. La premie`re affirmation re´sulte de l’ine´galite´:
∀β > 0,∀a ≥ 0,∀b ≥ 0, (a + b)β ≤ 2β(aβ + bβ).
Soit maintenant Φ ∈ BVβ(S1) une fonction non nulle et soit β ′ ≥ β.
Φ e´tant borne´e, on peut poser:
∥Φ∥ = Supt∈S1 |Φ(t)| et Ψ =
Φ
2∥Φ∥ .
Alors ∀t, t ′ ∈ S1, |Ψ(t)−Ψ(t ′)| ≤ 1, d’ou`
|Ψ(t)−Ψ(t ′)|β ′ ≤ |Ψ(t)−Ψ(t ′)|β .
Par suite, pour tout partage A = {t1, . . . , tp} du cercle,
p
k=1
|Φ(tk+1)− Φ(tk)|β ′ ≤ (2∥Φ∥)β ′−βVβ(Φ),
ce qui implique que Φ ∈ BVβ ′(S1). 
A partir de la`, nous pouvons en fait facilement montrer que pour tout β > 0, BVβ(S1)
est une sous-alge`bre de B(S1).
Notons que BV1(S1) est l’ensemble des fonctions commune´mment appele´es “a` variation
borne´e,” et qui contient l’espace vectoriel C1(S1) des fonctions de classe C1. Il est clair par
ailleurs que si β > 1, BVβ(S1) contient l’espace vectoriel C
1
β (S1) des fonctions continues
satisfaisant une condition de Ho¨lder d’exposant 1
β
.
Quand 0 < β < 1, nous pouvons prouver, par un raisonnement analogue a` la Proposition
2.3 de [27], qu’une fonction Φ ∈ BVβ(S1) est constante sur chaque intervalle ou` elle
est continue. Comme ces espaces sont de toute fac¸on inclus dans BV1(S1), nous ferons
souvent par la suite l’hypothe`se β ≥ 1.
Lemme 2.4 ([27]). Soit β ≥ 1 un re´el. L’e´galite´ ∥Φ∥β = Vβ(Φ)
1
β de´finit une semi-norme
sur BVβ(S1).
De´monstration. L’ine´galite´ du Lemme 2.3 ame´liore´e:
∀β ≥ 1,∀a ≥ 0,∀b ≥ 0, (a + b)β ≤ 2β−1(aβ + bβ)
permet de prouver l’ine´galite´ triangulaire:
∥Φ +Ψ∥β ≤ ∥Φ∥β + ∥Ψ∥β
quand β ≥ 1 et Φ et Ψ sont dans BVβ(S1). De plus, il est clair que
∀z ∈ C, ∥zΦ∥β = |z|∥Φ∥β .
Cependant, ∥Φ∥β = 0 si et seulement si Φ est constante. Cette semi-norme n’est donc pas
une norme. 
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Soient maintenant ϕ et ψ deux fonctions de S1 dans R. Nous allons nous inte´resser a` la
courbe Φ : S1 → C de´finie par
∀t ∈ S1, Φ(t) = ϕ(t)+ iψ(t).
Il est clair que pour tout re´el β > 0, Φ ∈ BVβ(S1) si et seulement si les composantes ϕ et
ψ appartiennent toutes deux a` BVβ(S1).
Une ligne polygonale inscrite dansΦ sera la donne´e d’un partage A = {t1, . . . , tp} de S1
et de la fonction ΦA : S1 → C e´gale a` Φ(tk) en tout point tk et affine sur chaque intervalle
[tk, tk+1], pour k ∈ {1, . . . , p}.
Rappelons que Φ ∈ BV1(S1) signifie ge´ome´triquement que la longueur de la courbe
image de Φ est finie [25]. En effet, la quantite´ V1(Φ) est la borne supe´rieure des longueurs
des lignes polygonales inscrites dansΦ, et peut donc eˆtre conside´re´e comme la longueur de
la courbe image de Φ. Quand Φ n’est pas continue, cette interpre´tation ge´ome´trique garde
un sens, a` condition de remplacer chaque intervalle de discontinuite´ de Φ par un segment
de droite.
Il est connu de plus ([25], The´ore`me 3.2.35) que quand Φ est continue a` droite (ou
continue a` gauche), la longueur V1(Φ) est e´gale a` la limite des longueurs des lignes
polygonales inscrites dans Φ quand le pas du partage tend vers ze´ro:
∀ϵ > 0, ∃α > 0, meshA ≤ α ⇒ V1(Φ) ≤ V1(ΦA)+ ϵ.
Cette dernie`re interpre´tation nous servira de base pour de´finir l’aire alge´brique enferme´e
par la courbe Φ.
De´finition 2.5 ([27]). SoitΦ : S1 → C une fonction re´gle´e, continue a` droite (ou continue
a` gauche). Nous dirons que l’aire enferme´e par la courbe Φ = ϕ + iψ est bien de´finie si
les quantite´s
p
k=1
1
2
(ϕ(tk)ψ(tk+1)− ϕ(tk+1)ψ(tk))
convergent quand le pas du partage A = {t1, . . . , tp} de S1 tend vers 0. La limite sera alors
de´signe´e par Area(Φ) ou par Area(ϕ, ψ).
Remarquons d’abord que la quantite´
Area(ΦA) =
p
k=1
1
2
(ϕ(tk)ψ(tk+1)− ϕ(tk+1)ψ(tk))
est bien l’aire alge´brique du polygone dont les sommets sont {Φ(t1), . . . ,Φ(tp)}, c’est-a`-
dire l’aire enferme´e par la courbe ΦA. Area(Φ) est donc la limite des aires alge´briques
enferme´es par les lignes polygonales inscrites dans Φ quand le pas du partage tend vers
zero:
∀ϵ > 0, ∃α > 0, meshA ≤ α ⇒ |Area(Φ)− Area(ΦA)| ≤ ϵ.
Remarquons de plus que la de´finition ci-dessus est bien valable quand Φ n’est pas
continue, et qu’on peut toujours parler d’aire “enferme´e” par la courbe Φ apre`s avoir relie´
les points Φ(t−) et Φ(t+) par un segment de droite.
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Lemme 2.6. Soient Φ : S1 → C une fonction re´gle´e, continue a` droite (ou continue a`
gauche) et h ∈ Homeo+(S1). Si l’aire enferme´e par la courbe Φ est bien de´finie, alors il
en est de meˆme pour Φ ◦ h et
Area(Φ ◦ h) = Area(Φ).
De´monstration. Pour tout partage A = {t1, . . . , tp} de S1, l’image par h de A est le
partage h(A) = {h(t1), . . . , h(tp)} et h e´tant uniforme´ment continu,
∀α > 0, ∃α′ > 0, mesh(A) ≤ α′ ⇒ mesh(h(A)) ≤ α.
De plus, nous avons ΦA = (Φ ◦ h)h−1(A) et donc
∀ϵ > 0, ∃α > 0, meshA ≤ α ⇒ |Area(Φ)− Area((Φ ◦ h)h−1(A))| ≤ ϵ.
Comme A = h−1(h(A)), on obtient bien:
∀ϵ > 0, ∃α′ > 0, meshA ≤ α′ ⇒ |Area(Φ)− Area((Φ ◦ h)A)| ≤ ϵ. 
Quand ϕ et ψ sont de classe C1, le the´ore`me de Stokes fournit:
Area(ϕ, ψ) =

S1
ϕ(t)ψ ′(t)dt = 1
2

S1
(ϕ(t)ψ ′(t)− ψ(t)ϕ′(t))dt.
Cette formule, e´crite cette fois sous la forme:
Area(ϕ, ψ) = 1
2

S1
(ϕDψ − ψDϕ)
s’e´tend a` BV1(S1), en prenant pour Dϕ et Dψ les de´rive´es au sens des distributions de ϕ
et de ψ [23]. En particulier, si ϕ et ψ sont des fonctions en escalier, Dϕ et Dψ sont des
combinaisons line´aires de mesures de Dirac. L’inte´grale est bien e´gale a` l’aire alge´brique
du polygone correspondant a` la fonction Φ.
L’une des ide´es cruciales de [27] est de remarquer que l’aire enferme´e par une courbe
peut eˆtre finie sans que la longueur de la courbe ne le soit. Nous allons illustrer cette ide´e
par l’exemple suivant.
Exemple 2.7. Soit M : [0, 1] → R+ la fonction de´finie de la manie`re suivante:
- M(0) = 0;
- pour tout entier n ≥ 1, M( 1n ) = 0;
- si an de´signe le milieu du segment [ 1n+1 , 1n ], M(an) = 1n ;
- sur les intervalles [ 1n+1 , an] et [an, 1n ], M est affine.
Le graphe de M ressemble alors a` une suite de pics isoce`les de plus en plus petits, de
plus en plus e´troits, qui “tendent” vers l’origine comme dans la Fig. 1. Il est clair que
M induit une fonction continue sur le cercle, qui n’est pas a` variation borne´e. Par contre,
M ∈ BVβ(S1) pour tout β > 1 et
∀β > 1, Vβ(M) =
∞
n=1
2
nβ
.
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Fig. 1.
De´finissons alors la fonction Φ : S1 → C par:
∀t ∈

0,
1
2

, Φ(t) = 2t; ∀t ∈

1
2
, 1

, Φ(t) = 2− 2t + i M(2− 2t).
La courbe Φ est obtenue en parcourant l’axe des x de 0 a` 1, puis le graphe de M en
sens inverse. La longueur de la courbe est infinie, mais la somme des aires des triangles
converge, et nous avons:
Area(Φ) =
∞
n=1
1
2n2(n + 1) .
L’exemple e´le´mentaire suivant montre par ailleurs qu’il n’ est pas possible de de´finir
l’aire enferme´e par une courbe continue de S1 dans C en ge´ne´ral.
Exemple 2.8. Soit Φ : [0, 1] → C la fonction de´finie de la manie`re suivante:
- pour tout entier n ≥ 1, Φ(1− 1n ) = 0;
- si an est place´ au tiers et bn aux deux-tiers du segment [1 − 1n , 1 − 1n+1 ], Φ(an) =
1√
n
,Φ(bn) = i√n ;
- sur chaque intervalle [1− 1n , an], [an, bn] et [bn, 1− 1n+1 ], Φ est affine;
- Φ(1) = 0.
Il est clair que Φ induit une fonction continue de S1 dans C, et que la courbe Φ consiste
d’une suite de triangles rectangles de plus en plus petits, emboıˆte´s les uns dans les autres
et parcourus dans le meˆme sens, comme dans la Fig. 2. La somme des aires des triangles
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Fig. 2.
est une se´rie de terme ge´ne´ral 12n , et donc Area(Φ) diverge. Par ailleurs, la se´rie:
|Φ(1− 1n+1 )− Φ(bn)|2 + |Φ(bn)− Φ(an)|2 + |Φ(an)− Φ(1− 1n )|2 = 4n
est e´galement divergente, donc Φ ∉ BV2(S1). En fait, nous pouvons montrer que pour tout
β > 2, Φ ∈ BVβ(S1) et
∀β > 2, Vβ(Φ) =
∞
n=1
2+ 2 β2
n
β
2
.
Nous sommes maintenant preˆts a` citer le the´ore`me de Tsuboi, qui donne une condition
suffisante pour que l’aire converge. Le lecteur en trouvera la de´monstration de´taille´e
dans [27].
Proposition 2.9 ([27], 3.7 et 3.8). Soit β un re´el, 1 ≤ β < 2. Pour toute fonction
Φ = ϕ + iψ ∈ BVβ(S1), continue a` droite (ou continue a` gauche), l’aire enferme´e par la
courbe Φ est bien de´finie. De plus, il existe une constante Kβ > 0, de´pendant uniquement
de β, telle que
|Area(ϕ, ψ)| ≤ Kβ∥ϕ∥β∥ψ∥β .
Remarque 2.10. Quand Φ n’est pas continue a` droite ou a` gauche, le re´sultat reste
valable a` condition de de´finir alors Area(Φ) comme e´tant l’aire enferme´e par la courbe
t → Φ(t+) [27].
Remarque 2.11. Dans [27], Tsuboi a de´fini un espace Q2(S1) ⊂ BV2(S1) qui contient
tous les espaces BVβ(S1) pour 0 < β < 2. Il a de´montre´ que Area(Φ) est bien de´finie
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pour toute fonction Φ ∈ Q2(S1), continue a` droite (ou continue a` gauche). Nous ne savons
toujours pas si ce Q2(S1) est bien le domaine de de´finition maximal de Area.
3. Le cocycle de Godbllon-Vey ge´ne´ralise´
Revenons maintenant a` la De´finition 1.1. Un home´omorphisme du cercle f appartient
a` Lipβ+(S1) si la fonction log f ′d est bien de´finie et appartient a` BVβ(S1). Il est donc clair
que Diff2+(S1) ⊂ Lip1+(S1), puisque toute fonction de classe C1 est a` variation borne´e, et
que PL+(S1) ⊂ Lipβ+(S1) pour tout β > 0.
Rappelons que PL+(S1) est le groupe des home´omorphismes du cercle pre´servant
l’orientation et qui sont affines par morceaux. g ∈ Homeo+(S1) est dit “affine par
morceaux” s’il existe un partage {t1, t2, . . . , tp} du cercle tel que la restriction de g a` chaque
intervalle compact [ti , ti+1] soit affine.
Lemme 3.1. Pour tout re´el β > 0, Lipβ+(S1) est un groupe. De plus, si 0 < β ≤ β ′, alors
Lipβ+(S1) ⊂ Lipβ
′
+ (S1).
De´monstration. Si f ∈ Homeo+(S1) et g ∈ Homeo+(S1) sont de´rivables a` droite, alors
f ◦ g est de´rivable a` droite, et nous avons:
log( f ◦ g)′d = log f ′d ◦ g + log g′d .
Il re´sulte donc du Lemme 2.3 que Lipβ+(S1) est stable par composition. De plus, si
log f ′d ∈ BVβ(S1), il est clair que f ′d est minore´e par un re´el strictement positif, et nous
avons
log( f −1)′d = − log f ′d ◦ f −1
d’ou` f −1 ∈ Lipβ+(S1). Le reste re´sulte du Lemme 2.3. 
Remarque 3.2. Un home´omorphisme f ∈ Lipβ+(S1) n’est pas force´ment de classe C1.
Cependant, il admet une de´rive´e a` droite borne´e et est donc lipschitzien. De plus, f ′d e´tant
re`gle´e, le the´ore`me des accroissements finis [25] montre que f ′d est continue a` droite, que
la de´rive´e a` gauche f ′g(t) > 0 est bien de´finie pour tout t ∈ S1, que la fonction log f ′g
appartient aussi a` BVβ(S1), et que f ′g est donc re`gle´e et continue a` gauche. Les fonctions
f ′g et f ′d sont e´gales sauf sur un ensemble au plus de´nombrable.
Le cocycle de Godbillon–Vey est initialement de´fini sur Diff2+(S1) par la formule [3]:
∀ f, g ∈ Diff2+(S1), gv( f, g) =

S1
log g′(x)(log f ′ ◦ g)′(x)dx,
et la formule d’inte´gration par partie permet d’e´crire la version syme´trique:
gv( f, g) = 1
2

S1
(log g′(x)(log( f ′ ◦ g))′(x)− log( f ′ ◦ g)(x)(log g′)′(x))dx .
Cette formule s’e´tend a` Lip1+(S1), en remplacant les de´rive´es f ′ et g′ par les de´rive´es
a` droite f ′d et g′d , et en conside´rant D log f ′d et D log g′d comme les de´rive´es au sens des
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distributions des fonctions a` variation borne´e log f ′d et log g′d [23]. Cette de´finition coincide
en particulier avec celle de Ghys–Sergiescu [14] si l’on se restreint a` PL+(S1) ⊂ Lip1+(S1).
Nous obtenons:
∀ f, g ∈ Lip1+(S1),
gv( f, g) = 1
2

S1
log g′d D log( f ′d ◦ g)− log( f ′d ◦ g)D log g′d .
L’ide´e de conside´rer gv( f, g) comme l’aire enferme´e par la courbe Φ : S1 → C
Φ = log g′d + i log f ′d ◦ g
est initialement attribue´e a` Thurston [3], et a servi de base aux extensions de Hurder–Katok
[19] et de Tsuboi [27]. En effet, si f et g sont dans Lipβ+(S1) pour β > 1, alors la formule
ci-dessus donnant gv( f, g) n’a plus de sens, e´tant donne´ que les mesures D log f ′d et
D log g′d ne sont pas de´finies. En revanche, quand β ∈ [1, 2[ la Proposition 2.9 nous assure
que l’aire enferme´e par la courbe Φ est bien de´finie, et nous prendrons cette aire comme la
de´finition du cocycle de Godbillon–Vey.
De´finition 3.3 ([27]). Soit β un re´el, 1 ≤ β < 2. La formule suivante donne un 2-cocycle
normalise´ gv du groupe Lipβ+(S1):
∀ f, g ∈ Lipβ+(S1), gv( f, g) = Area(log g′d , log f ′d ◦ g)
que nous appellerons le cocycle de Godbillon–Vey ge´ne´ralise´.
L’application (ϕ, ψ) → Area(ϕ, ψ) est R-biline´aire antisyme´trique, et invariante par
home´omorphisme. Donc gv est bien un cocycle: pour tout triplet f, g, h ∈ Lipβ+(S1),
gv(g, h)− gv( f g, h)+ gv( f, gh)− gv( f, g) = 0.
De plus, l’antisyme´trie implique que gv est normalise´, dans le sens ou` si f ou g ou f g est
l’identite´, alors gv( f, g) = 0.
D’autre part, par de´finition meˆme, les restrictions de gv a` Diff2+(S1), a` PL+(S1) et a`
Diff
1+ 1
β
+ (S1) quand 1 < β < 2 coincident avec les cocycles de [3], de [14] et de [19].
Remarque 3.4. Dans [27], Tsuboi a de´fini un groupe G ⊂ Lip2+(S1), qui contient tous les
groupes Lipβ+(S1) pour 1 ≤ β < 2, et il a de´montre´ que le cocycle gv s’e´tend a` G. Nous ne
savons toujours pas si ce groupe est vraiment le domaine de de´finition maximal du cocycle
gv.
Proposition 3.5. Le cocycle gv n’est pas cohomologue a` un cocycle borne´.
De´monstration. Soient n ≥ 1 et m ≥ 1 deux entiers. Nous allons d’abord construire deux
home´omorphismes f et g appartenant au groupe de Thompson F , qui commutent, et tels
que
gv( f, g) = mn (log 2)
2
2
.
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Fig. 3.
Posons:
an = 14 −
1
2n+2
, bn = 14 −
1
22n+2
,
cm = 34 +
1
22m+2
, dm = 1− 1
2m+2
+ 1
22m+2
,
et de´finissons les home´omorphismes f et g par:
∀x ∈ [0, an], g(x) = x2n ∀x ∈ [an, bn], g(x) = 2
n(x − bn)+ bn
∀x ∈ [bn, 1], g(x) = x
∀x ∈

0,
an
2n

, f (x) = 2n x ∀x ∈
an
2n
, bn

, f (x) = 1
2n
(x − bn)+ bn
∀x ∈ [bn, cm], f (x) = x ∀x ∈ [cm, dm], f (x) = 12m (x − cm)+ cm
∀x ∈ [dm, 1], f (x) = 2m(x − 1)+ 1.
Remarquons que nous avons:
f |[0, 34 ] = (g|[0, 34 ])
−1.
La courbe Φ = log g′d + i log( f ◦ g)′d consiste des 5 points:
(−n log 2, 0), (n log 2, 0), (0, 0), (0,−m log 2), (0,m log 2)
que nous relions dans l’ordre cyclique par 5 segments de droite, comme dans la Fig. 3.
Area(Φ) est donc l’aire du triangle ainsi obtenu. De plus
Area(Φ) = Area(log g′d , log f ′d ◦ g) = gv( f, g)
puisque Area(log g′d , log g′d) = 0. Nous avons donc bien construit les home´omorphismes
f et g de´sire´s.
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Conside´rons maintenant le cycle:
σ = ( f, g)− (g, f ).
Par la meˆme me´thode que ci-dessus, nous pouvons prouver que
gv(g, f ) = −gv( f, g),
la nouvelle courbe a` conside´rer e´tant donne´e par les cinq points:
(n log 2, 0), (−n log 2, 0), (0, 0), (−m log 2,−m log 2),
(m log 2,m log 2)
(nous voyons bien que l’aire du triangle obtenu est la meˆme que ci-dessus et que les signes
sont oppose´s). Donc
gv(σ ) = gv( f, g)− gv(g, f ) = mn(log 2)2
et ceci n’est pas borne´. De plus, pour toute cochaıˆne α de degre´ 1, nous avons δα(σ ) =
α( f g) − α(g f ) = 0 puisque f et g commutent. Il s’en suit que (gv + δα)(σ ) n’est pas
borne´, d’ou` le re´sultat. 
4. Cocycles de groupe et cocycles cycliques
Soit Γ un groupe. Rappelons que l’alge`bre du groupe CΓ est, par de´finition, le C-espace
vectoriel des sommes:
a =

g∈Γ
agg
ou` (ag)g∈Γ est une famille de nombres complexes de support fini. Munie du produit
(agg)(bhh) = agbh gh et de l’involution (agg)∗ = a¯gg−1, CΓ est une alge`bre involutive.
De plus, pour a ∈ CΓ fixe´, la formule
∀θ ∈ l2Γ , ∀g ∈ Γ , ⟨a, θ⟩g =

h∈Γ
agh−1θh
de´finit un ope´rateur continu sur l2Γ , dont la norme sera de´signe´e par ∥a∥. La C*-alge`bre
re´duite du groupe Γ , que nous de´signerons par C∗r Γ , est l’adhe´rence de CΓ dans la C*-
alge`bre des ope´rateurs continus sur l2Γ .
Lemme 4.1. Pour tout a ∈ CΓ , nous avons:

g∈Γ |ag|2 ≤ ∥a∥.
De´monstration. Nous avons:
∥a∥2 = Sup

g∈Γ
|⟨a, θ⟩g|2, θ ∈ l2Γ ,

g∈Γ
|θg|2 ≤ 1
 .
En conside´rant l’e´le´ment θ ∈ l2Γ tel que θe = 1 et ∀g ≠ e, θg = 0, nous obtenons le
re´sultat. 
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Soit n ≥ 1 un entier. Un n-cocycle du groupe Γ est une application ω : Γ n → C telle
que, ∀(g1, . . . , gn, gn+1) ∈ Γ n+1,
δω(g1, . . . , gn+1) = ω(g2, . . . , gn+1)
+
n
i=1
(−1)iω(g1, . . . gi gi+1, . . . , gn+1)+ (−1)n+1ω(g1, . . . , gn) = 0.
De plus, ω sera dit normalise´ si:
(∃i ∈ {1, . . . , n}, gi = 1 ou g1g2 . . . gn = 1) ⇒ ω(g1, . . . , gn) = 0.
La construction de Connes [7] permet d’associer a` un tel ω un n-cocycle cyclique τω sur
l’alge`bre du groupe CΓ , par la formule:
τω(a
0, a1, . . . , an) =

g0...gn=1
a0g0a
1
g1 . . . a
n
gn ω(g1, . . . , gn).
Plus pre´cise´mment, τω est une forme (n + 1)-line´aire sur CΓ , a` valeurs complexes, et
satisfaisant aux deux e´quations:
n
i=0
(−1)iτω(a0, . . . , ai ai+1, . . . , an+1)+ (−1)n+1τω(an+1a0, a1, . . . , an) = 0,
τω(a
0, a1, . . . , an) = (−1)nτω(an, a0, . . . , an−1),
pour tout (n + 2)-uplet (a0, a1, . . . , an+1) d’e´le´ments de CΓ .
La premie´re e´quation dit que τω est un cocycle de Hochschild, et de´coule directement
du fait que ω est un cocycle de groupe. La deuxie`me e´quation dit que τω est cyclique, et
est due au fait que ω est normalise´. Ces deux formules se ve´rifient facilement par le calcul.
Soit maintenant Ω∗Γ l’alge`bre diffe´rentielle gradue´e universelle associe´e au groupe Γ
[6]. Pour tout k ≥ 0,
Ω kΓ = CΓ ⊗ CΓ ⊗ · · · ⊗ CΓ
est de´fini comme le produit tensoriel sur C de k + 1 facteurs de CΓ . Un e´le´ment de Ω kΓ
s’e´crit de manie`re unique sous la forme d’une combinaison line´aire finie de symboles du
type g0dg1 . . . dgk ou` ∀i ∈ {0, . . . , k}, gi ∈ Γ . Le produit et la diffe´rentielle sur Ω∗Γ sont
de´finis de manie`re usuelle [6]:
d(g1dg2 . . . dgn) = dg1dg2 . . . dgn,
(g0dg1 . . . dgk)(gk+1dgk+2 . . . dgn) = (−1)k g0g1dg2 . . . dgn
+
k
i=1
(−1)k−i g0dg1 . . . d(gi gi+1) . . . dgn,
pour tous entiers 1 ≤ k ≤ n et pour tout (n + 1)-uplet g0, . . . , gn d’e´le´ments de Γ .
La donne´e d’un n-cocycle cyclique τ sur CΓ correspond bijectivement [6], par la
formule:
∀a0, a1, . . . , an ∈ CΓ , τ (a0, a1, . . . , an) = τˆ (a0da1 . . . dan),
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a` la donne´e d’une trace ferme´e gradue´e sur ΩnΓ , c’est-a`-dire une forme line´aire τˆ :
ΩnΓ → C telle que pour tout (n + 2)-uplet a0, a1, . . . , an+1 d’e´le´ments de CΓ et pour
tout k ∈ {0, . . . , n},
τˆ (da1da2 . . . dan) = 0,
τˆ (a0da1 . . . dakak+1dak+2 . . . dan+1)
= (−1)k(n−k)τˆ (ak+1dak+2 . . . dan+1a0da1 . . . dak).
Le cocycle cyclique τω associe´ au cocycle de groupe ω n’est pas en ge´ne´ral une forme
(n + 1)-line´aire continue, et on ne peut donc pas espe´rer l’e´tendre a` la C*-alge`bre C∗r Γ en
entier. Cependant, la de´finition suivante, due a` Connes [7], nous donne une condition de
continuite´ partielle, qui sera suffisante pour que τω s’e´tende a` une sous-alge`bre “pleine” de
C∗r Γ [26].
De´finition 4.2 ([7]). Soit τ un n-cocycle cyclique sur CΓ . Nous dirons que τ est une n-
trace sur C∗r Γ si la condition suivante est ve´rifie´e:
∀a1, a2, . . . , an ∈ CΓ , ∃C ≥ O,
∀x1, x2, . . . , xn ∈ CΓ , |τˆ (x1da1x2da2 . . . xndan)| ≤ C
n
i=1
∥x i∥.
Le The´ore`me 2.7 de [7] affirme qu’une n-trace τ s’e´tend a` une sous-alge`bre B, avec
CΓ ⊂ B ⊂ C∗r Γ ,
et que B est stable par calcul fonctionnel holomorphe dans C∗r Γ , ce qui implique que
l’inclusion
B −→ C∗r Γ
induit des isomorphismes en K-the´orie: Ki (B) ∼= Ki (C∗r Γ ), i ∈ {0, 1}. Il s’en suit qu’une
n-trace τ induit un morphisme global Ki (C∗r Γ )→ C (ici i = 0 si n est pair, i = 1 si n est
impair) [6,7].
Quand ω est un n-cocycle de groupe normalise´, nous pouvons donc nous demander a`
quelle condition le cocycle cyclique τω sera une n-trace.
Quand n = 1, c’est toujours vrai. En effet, si ω est un 1-cocycle d’un groupe Γ
quelconque, alors
∀x, a ∈ CΓ , τˆω(xda) = τω(x, a) =

g∈Γ
xg−1agω(g).
Pour a ∈ CΓ fixe´, nous avons donc:
∀x ∈ CΓ , |τˆω(xda)| ≤ ∥x∥

g∈Γ
|agω(g)|.
(puisque ∀g ∈ Γ , |xg| ≤ ∥x∥ par le Lemme 4.1). Le cocycle cyclique τω est donc une
1-trace sur C∗r Γ .
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Quand n ≥ 2 par contre, le re´sultat ci-dessus n’est plus valable: sur le groupe re´soluble
Γ = Z2oα Z(α ∈ SL2(Z),Tr(α) > 2) par exemple, il existe un 2-cocycle de groupe
normalise´ dont le cocycle cyclique associe´ n’est pas une 2-trace ([8] pp. 256–257).
Revenons maintenant au cocycle de Godbillon–Vey. Nous pouvons associer au cocycle
gv de la De´finition 3.3 le 2-cocycle cyclique suivant, que nous appellerons le cocycle
cyclique de Godbillon–Vey ge´ne´ralise´.
De´finition 4.3. Soit β un re´el, 1 ≤ β < 2. La formule suivante donne un 2-cocycle
cyclique sur l’alge`bre CLipβ+(S1):
τgv(a
0, a1, a2) =

g0g1g2=1
a0g0a
1
g1a
2
g2 gv(g1, g2),
dont la restriction a` CDiff2+(S1) coincide avec le cocycle cyclique de Godbillon–Vey de´fini
par Connes dans [7].
Nous pouvons maintenant e´noncer le premier re´sultat de cet article.
Proposition 4.4. Pour tout re´el β ∈ [1, 2[, le cocycle cyclique τgv est une 2-trace sur
C∗r Lip
β
+(S1).
De´monstration. Posons Γ = Lipβ+(S1). Pour g1, g2, h1, h2 ∈ Γ , nous avons:
τˆgv(g1dh1g2dh2) = τˆgv(g1d(h1g2)dh2)− τˆgv(g1h1dg2dh2)
= τgv(g1, h1g2, h2)− τgv(g1h1, g2, h2),
et donc
τˆgv(g1dh1g2dh2) = gv(h1g2, h2)− gv(g2, h2) si g1h1g2h2 = id,
τˆgv(g1dh1g2dh2) = 0 si g1h1g2h2 ≠ id.
De plus,
gv(h1g2, h2)− gv(g2, h2) = Area(log(h2)′d , log(h1)′d ◦ (g2h2))
et donc, d’apre`s la Proposition 2.9, pour h1 et h2 fixe´s, la fonction
g2 → gv(h1g2, h2)− gv(g2, h2)
est borne´e par la constante:
Ch1,h2 = Kβ∥ log(h1)′d∥β∥ log(h2)′d∥β .
Fixons maintenant h1, h2 ∈ Γ . Pour tout x1, x2 ∈ CΓ , nous avons:
τˆgv(x
1dh1x
2dh2) =

g∈Γ
x1gθg−1
ou` θ ∈ l2Γ est l’e´le´ment de´fini par:
∀g ∈ Γ , θg = x2h−11 gh−12 (gv(gh
−1
2 , h2)− gv(h−11 gh−12 , h2)).
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Comme
∀g ∈ Γ , |θg| ≤ Ch1,h2 |x2h−11 gh−12 |
nous avons
g∈Γ
|θg|2 ≤ C2h1,h2

g∈Γ
|x2g |2
et donc
|τˆgv(x1dh1x2dh2)| ≤ Ch1,h2

g∈Γ
|x1g |2

g∈Γ
|x2g |2 ≤ Ch1,h2∥x1|||x2∥.
On en de´duit facilement que pour a1, a2 ∈ CΓ quelconques, en posant
C =

h1,h2∈Γ
|a1h1 ||a2h2 |Ch1,h2
nous avons:
∀x1, x2 ∈ CΓ , |τˆgv(x1da1x2da2)| ≤ C∥x1∥∥x2∥. 
Le the´ore`me de l’indice de Connes et Moscovici [10,26] fournit le corollaire suivant:
Corollaire 4.5. Pour tout re´el β ∈ [1, 2[, la paire (Lipβ+(S1), gv) ve´rifie la conjecture de
Novikov.
Remarquons que les re´sultats de la Proposition 4.4 et du Corollaire 4.5 restent vrais
si le cocycle gv est remplace´ par n’importe quel 2-cocycle normalise´ ω, d’un groupe Γ
quelconque, tel que pour h1 et h2 fixe´s, la fonction
g → ω(h1g, h2)− ω(g, h2)
soit borne´e (ceci a de´ja` e´te´ signale´ par Alain Connes dans [8] pp. 256-257). C’est le cas en
particulier si le 2-cocycle ω est un cocycle borne´. Le re´sultat suivant doit eˆtre de´ja` connu.
Nous avons juge´ bon cependant d’en inclure une de´monstration de´taille´e.
Proposition 4.6. Soit eu ∈ H2(Homeo+(S1);Q) le cocycle d’Euler. Le cocycle cyclique
τeu est une 2-trace sur C∗r Homeo+(S1).
De´monstration. Soit Homeo+(S1) le groupe des home´omorphismes croissants de R qui
commutent avec les translations entie`res:
Homeo+(S1) = {F ∈ Homeo+(R),∀x ∈ R, F(x + 1) = F(x)+ 1}.
Nous avons une projection naturelle:
π : Homeo+(S1) −→ Homeo+(S1)
dont le noyau est le groupe des translations entie`res {id + k, k ∈ Z}. Il est connu que la
classe d’Euler de l’extension centrale:
0 → Z → Homeo+(S1)→ Homeo+(S1)→ 1
peut eˆtre repre´sente´e par le cocycle borne´ c ∈ H2(Homeo+(S1);Z) suivant.
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Pour tout f ∈ Homeo+(S1) soit σ( f ) ∈ Homeo+(S1) le releve´ de f tel que
σ( f )(0) ∈ [0, 1[. Pour f, g ∈ Homeo+(S1), l’home´omorphisme σ( f ◦ g)−1σ( f )σ (g)
est une translation entie`re. En posant:
∀ f, g ∈ Homeo+(S1), c( f, g) = σ( f ◦ g)−1σ( f )σ (g)(0)
nous obtenons un 2-cocycle qui ne peut prendre que les valeurs 0 ou 1 (voir [13]).
Pour obtenir un cocycle normalise´ cohomologue a` c, il nous suffit maintenant de
remarquer que, σ e´tant de´fini comme ci-dessus, σ( f −1)−1 est aussi un releve´ de f et
que l’expression
c′( f, g) = σ(g−1 ◦ f −1)σ ( f −1)−1σ(g−1)−1(0)
nous donne donc un 2-cocycle borne´ cohomologue a` c. Par suite, en posant
eu = 1
2
(c + c′)
nous obtenons un 2-cocycle borne´ cohomologue a` c et nous ve´rifions facilement qu’il est,
cette fois-ci, normalise´ (eu ne peut prendre en fait que les valeurs 0, − 12 ou 12 ). La meˆme
de´monstration que celle de la Proposition 4.4 montre que le cocycle cyclique associe´ τeu
est une 2-trace. 
Corollaire 4.7. La paire (Homeo+(S1), eu) ve´rifie la conjecture de Novikov.
5. Cup-produits
Nous voudrions maintenant ge´ne´raliser les re´sultats de la section pre´ce´dente aux
puissances des cocycles gv et eu.
Rappelons que le cup-produit de deux cocycles du groupe Γ est de´fini de la manie`re
suivante [11]. Si ω est un n-cocycle et ω′ un m-cocycle de Γ , alors la formule
∀(g1, . . . , gn+m) ∈ Γ n+m,
ωω′(g1, . . . , gn+m) = ω(g1, . . . , gn)ω′(gn+1, . . . , gn+m)
de´finit un (n + m)-cocycle que nous de´noterons par ωω′.
La premie`re difficulte´ a` laquelle nous nous heurtons est que, meˆme si ω et ω′ sont
normalise´s, le cocycle ωω′ n’est pas normalise´ en ge´ne´ral. Nous devons donc chercher
un cocycle normalise´ cohomologue a` ωω′.
D’autre part, le cup-produit de deux cocycles cycliques sur CΓ est de´fini par la formule
usuelle ([8] pp. 191–192): si τ est un n-cocycle cyclique et τ ′ est un m-cocycle cyclique
sur CΓ , alorsτ#τ ′ = (τˆ ⊗ τˆ ′) ◦ π,
ou` π est le morphisme naturel d’alge`bres diffe´rentielles gradue´es
π : Ωn+m(Γ × Γ )→
n+m
k=0
Ω k(Γ )⊗ Ωn−k(Γ )
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donne´ par: ∀g0, . . . , gn+m ∈ Γ ,∀h0, . . . , hn+m ∈ Γ ,
π((g0 ⊗ h0)d(g1 ⊗ h1) . . . d(gn+m ⊗ hn+m))
= (g0 ⊗ h0)
n+m
j=1
(dg j ⊗ h j + g j ⊗ dh j ).
τ#τ ′ est une trace ferme´e gradue´e sur Ωn+m(Γ × Γ ), et donc τ#τ ′ est bien un (n +m)-
cocycle cyclique sur CΓ ⊗ CΓ ∼= C(Γ × Γ ) [8].
Nous de´finissons alors le cup-produit τ ∪ τ ′ comme le (n+m)-cocycle cyclique sur CΓ
donne´ par la formule:
τ ∪ τ ′ = φ∗(τ#τ ′)
ou` φ : CΓ → CΓ ⊗ CΓ de´signe l’application diagonale, de´finie par:
φ

g∈Γ
agg
 =
g∈Γ
agg ⊗ g.
φ e´tant e´videmment un morphisme d’alge`bres involutives, τ∪τ ′ est bien un (n+m)-cocycle
cyclique sur CΓ .
Notre premier but est d’explorer la relation entre le cup-produit de deux cocycles de
groupes et cup-produit des cocycles cycliques associe´s.
Le lemme suivant, qui permet de caracte´riser les cocycles cycliques associe´s a` des
cocycles de groupe, nous a e´te´ sugge´re´ par le referee.
Lemme 5.1. Soit τ un n-cocycle cyclique sur CΓ . Il existe alors un n-cocycle de groupe
normalise´ ω tel que τ = τω si et seulement si τ ve´rifie les deux conditions suivantes:
- ∀g1, . . . , gn ∈ Γ , τ (1, g1, . . . , gn) = 0
- ∀g0, . . . , gn ∈ Γ , g0g1 . . . gn ≠ 1 ⇒ τ(g0, g1, . . . , gn) = 0.
De´monstration. Il est clair que si ω est un cocycle de groupe normalise´, alors le cocycle
cyclique τω ve´rifie ces deux conditions. Re´ciproquement, soit τ un cocycle cyclique
ve´rifiant ces deux conditions et posons:
∀g1, . . . , gn ∈ Γ , ω(g1, . . . , gn) = τ((g1 . . . gn)−1, g1, . . . , gn).
Un calcul direct montre alors que δω = 0, que ω est normalise´ et que τ = τω. 
La proposition suivante devrait eˆtre connue et nous semble pouvoir se de´duire des
re´sultats de [4]. Nous en incluons cependant une de´monstration directe.
Proposition 5.2. Soient ω un n-cocycle normalise´ et ω′ un m-cocycle normalise´ d’un
groupe Γ quelconque. Alors il existe un (n + m)-cocycle normalise´ c de Γ tel que:
τc = τω ∪ τω′
et c est de plus cohomologue a` (n+m)!n!m! ωω
′.
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De´monstration. Pour g0, . . . , gn+m ∈ Γ , la quantite´ τω ∪ τω′(g0dg1 . . . dgn+m) est e´gale
a` la somme:
σ
ϵ(σ )τˆω(λ1dgσ(1) . . . λndgσ(n))τˆω′(µ1dgσ(n+1) . . . µmdgσ(n+m))
ou` σ parcourt l’ensemble des permutations de {1, . . . , n + m} telles que
σ(1) < · · · < σ(n) et σ(n + 1) < · · · < σ(n + m),
ϵ(σ ) ∈ {−1, 1} e´tant la signature de σ , et les termes λi ∈ Γ et µi ∈ Γ sont de´finis par:
λ1 =

n+m
j=σ(n)+1
g j

g0

σ(1)−1
j=1
g j

,
∀i ∈ {2, . . . , n}, λi =
σ(i)−1
j=σ(i−1)+1
g j ,
µ1 =

n+m
j=σ(n+m)+1
g j

g0

σ(n+1)−1
j=1
g j

,
∀i ∈ {2, . . . ,m}, µi =
σ(n+i)−1
j=σ(n+i−1)+1
g j ,
(avec la convention que
s
j=r g j = 1 si r > s). Nous avons e´videmment:
λ1gσ(1) . . . λngσ(n) = 1 ⇐⇒ µ1gσ(n+1) . . . µm gσ(n+m) = 1 ⇐⇒ g0 . . . gn+m = 1
et
gn+m = 1 ⇒ τω ∪ τω′(g0, . . . , gn+m) = 0.
Le cocycle cyclique τω ∪ τω′ ve´rifie donc les conditions du Lemme 5.1. Posons:
∀g1, . . . , gn+m ∈ Γ , c(g1, . . . , gn+m) = τω ∪ τω′((g1 . . . gn+m)−1dg1 . . . dgn+m).
Nous pouvons alors e´crire:
c(g1, . . . , gn+m) =

σ
ϵ(σ )cσ (g1, . . . , gn+m)
avec, pour chaque σ ,
cσ (g1, . . . , gn+m) = τˆω(λ1dgσ(1) . . . λndgσ(n)) τˆω′(µ1dgσ(n+1) . . . µmdgσ(n+m)),
λi , µi e´tant de´finis comme ci-dessus en remplac¸ant g0 par (g1 . . . gn+m)−1.
Nous affirmons alors que chaque terme ϵ(σ )cσ est un cocycle de groupe cohomologue
a` ωω′, c’est-a`-dire qu’il existe une (n + m − 1)-cochaıˆne ασ telle que
ϵ(σ )cσ − ωω′ = δασ .
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En effet, toute permutation σ comme ci-dessus s’obtient par “de´calages successifs”, en
de´finissant, pour tout p ∈ {1, . . . , n}, la permutation σp par:
∀i ∈ {1, . . . , p}, σp(i) = σ(i)
∀i ∈ {p + 1, . . . , n}, σp(i) = σ(p)+ i − p
σp(n + 1) < · · · < σp(n + m).
Nous avons alors σn = σ , et en posant de plus σ0 = id, nous voyons que chaque σp pour
p ∈ {1, . . . , n} s’obtient a` partir de σp−1 par un nombre fini de “de´calages d’un cran”.
Il nous suffit donc de montrer que ϵ(σ ′)cσ ′ − ϵ(σ )cσ est un cobord quand les
permutations σ et σ ′ sont de´finies comme ci-dessous. Soient p et k deux entiers, avec
0 ≤ p ≤ n − 1, p + 1 ≤ k ≤ p + m,
soit σ une permutation de {1, . . . , n + m} telle que
σ(1) < · · · < σ(p) ≤ k − 1
∀i ∈ {p + 1, . . . , n}, σ (i) = k + i − p − 1
σ(n + 1) < · · · < σ(n + m)
et soit σ ′ la permutation de´finie a` partir de σ en de´calant d’un cran les images de
{p + 1, . . . , n}, i.e.
∀i ∈ {1, . . . , p}, σ ′(i) = σ(i)
∀i ∈ {p + 1, . . . , n}, σ ′(i) = k + i − p
σ ′(n + 1) < · · · < σ ′(n + m).
Un calcul permet alors de montrer que
(−1)n−pcσ ′ − cσ = δα
ou` α est de´finie par la formule (en posant l = n − p − 1):
α(g1, . . . , gn+m−1)
= (−1)k+l+1τˆω(g0θ(g1, . . . , gk−1)dgk . . . dgk+l gk+l+1 . . . gn+m+1) ·
·τˆω′(g0θ˜ (g1, . . . , gk−1)d(gk . . . gk+l)dgk+l+1 . . . dgn+m−1)
ou` g0 = (g1 . . . gn+m−1)−1, ou` θ ∈ Ω p(Γ ) est de´finie par:
θ(g1, . . . , gk−1) = λ1dgσ(1) . . . λpdgσ(p)λp+1
avec
λ1 =
σ(1)−1
j=1
g j , ∀i ∈ {2, . . . , p + 1}, λi =
σ(i)−1
j=σ(i−1)+1
g j ,
et ou` θ˜ ∈ Ω k−1−p(Γ ) est de´finie par:
θ˜ (g1, . . . , gk−1) = µ1gσ(1) . . . µpgσ(p)µp+1
C. Oikonomides, V. Sergiescu / Expo. Math. 31 (2013) 1–39 23
avec
µ1 =
σ(1)−1
j=1
dg j , ∀i ∈ {2, . . . , p + 1}, µi =
σ(i)−1
j=σ(i−1)+1
dg j .
(Dans les formules ci-dessus, on pose par convention
s
j=r g j = 1 et
s
j=r dg j = 1
quand r > s, et θ = θ˜ = 1 quand k = 1). En calculant δα, on trouve plus pre´cise´ment
δα = (−1)n−pcσ ′ − cσ + β, ou` β est une somme de k + 1 termes, et on montre par
re´currence sur k que β est toujours identiquement nulle. 
Exemple 5.3. Quand n = m = 1, nous obtenons simplement:
τω ∪ τω′(g0dg1dg2) = τˆω(g0dg1g2)τˆω′(g0g1dg2)− τˆω(g0g1dg2)τˆω′(g0dg1g2)
et donc
c(g1, g2) = ω(g1)ω′(g2)− ω(g2)ω′(g1).
De plus, c − 2ωω′ = δα ou` α est de´finie par
∀g ∈ Γ , α(g) = ω(g)ω′(g).
Exemple 5.4. Quand n = m = 2 et ω = ω′, nous obtenons:
1
2
c(g1, g2, g3, g4) = ω(g1, g2g3g4)ω(g3, g4)− ω(g1g2, g3g4)ω(g2g3, g4)
+ω(g1g2g3, g4)ω(g2, g3g4)
et nous voyons que c est bien normalise´. De plus, le calcul ci-dessus montre que:
c(g1, g2, g3, g4)− 6ω(g1, g2)ω(g3, g4) = δα(g1, g2, g3, g4)
ou`, apre`s simplification,
α(g1, g2, g3) = −2ω(g1, g2)(ω(g1g2, g3)+ ω(g2, g3)).
Nous ne savons toujours pas si le cup-produit d’une n-trace par une m-trace est une
(n + m)-trace en ge´ne´ral. Cependant, le re´sultat suivant est valable quand m = 1.
Proposition 5.5. Soient ω un n-cocycle normalise´ et ω′ un 1-cocycle d’un groupe Γ quel-
conque. Si τω est une n-trace sur C∗r Γ alors le cup-produit τω ∪ τω′ est une (n + 1)-trace
sur C∗r Γ .
De´monstration. Pour g1, . . . , gn+1, h1, . . . , hn+1 dans Γ , nous avons:
π

n+1
i=1
(gi ⊗ gi )d(hi ⊗ hi )

=
n+1
i=1
(gi dhi ⊗ gi hi + gi hi ⊗ gi dhi ).
La quantite´ τω ∪ τω′(g1dh1 . . . gn+1dhn+1) est donc e´gale a` la somme:
n+1
k=1
(−1)n+1−k τˆω(g1dh1 . . . gkhk gk+1dhk+1 . . . gn+1dhn+1)τˆω′
× (g1h1 . . . gkdhk . . . gn+1hn+1).
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De plus, quand g1h1 . . . gn+1hn+1 = 1, nous avons:
τˆω′(g1h1 . . . gkdhk . . . gn+1hn+1) = τˆω′(h−1k dhk) = ω′(hk).
Fixons maintenant h1, . . . , hn+1 dans Γ . Pour x1, . . . , xn+1 ∈ CΓ , nous avons donc:
τω ∪ τω′(x1dh1 . . . xn+1dhn+1)
=
n+1
k=1
(−1)n+1−k τˆω(x1dh1 . . . xkhk xk+1dhk+1 . . . xn+1dhn+1)ω′(hk).
Si τω est une n-trace, les e´le´ments hk ∈ Γ e´tant de norme 1, nous en de´duisons facilement
l’existence d’une constante K (h1, . . . , hn+1) ∈ R telle que:
| τω ∪ τω′(x1dh1 . . . xn+1dhn+1)| ≤ K (h1, . . . , hn+1)
n+1
i=1
∥x i∥.
Par suite, pour a1, . . . , an+1 ∈ CΓ fixe´s, en posant
C =

h1,...,hn+1∈Γ
|a1h1 | . . . |an+1hn+1 |K (h1, . . . , hn+1)
nous avons
∀x1, . . . , xn+1 ∈ CΓ , | τω ∪ τω′(x1da1 . . . xn+1dan+1)| ≤ C
n+1
i=1
∥x i∥. 
Remarque 5.6. Nous ne savons pas si le re´sultat de la Proposition 5.5 ci-dessus se
ge´ne´ralise quand ω′ est un m-cocycle de groupe normalise´, avec m ≥ 2 (nous n’avons
pas re´ussi a` le de´montrer).
6. Les puissances des cocycles d’Euler et de Godbillon–Vey
Nous allons maintenant traiter le cas des puissances des cocycles gv et eu. Notre
proble`me provient e´videmment du fait que nous n’avons pas re´ussi a` ge´ne´raliser la
Proposition 5.5 au cas ou` ω′ serait un 2-cocycle. Nous allons donc avoir recours a` des
arguments directs, spe´cifiques aux cocycles gv et eu.
Nous commenc¸ons par quelques rappels sur les produits croise´s. Soit Γ un sous-groupe
de Homeo+(S1). Pour tout entier n ≥ 1, soit
T n = S1 × · · · × S1
le tore de dimension n, sur lequel le groupe
Γ n = Γ × · · · × Γ
agit naturellement. Nous de´noterons par t = (t1, . . . , tn) un e´le´ment de T n et par
g = g1 ⊗ · · · ⊗ gn un e´le´ment de Γ n (avec ∀i ∈ {1, . . . , n}, ti ∈ S1 et gi ∈ Γ ) et
nous avons bien-suˆr:
g(t) = (g1(t1), . . . , gn(tn)).
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Soit B(T n) la C*-alge`bre des fonctions borne´es et mesurables de T n dans C, munie de la
norme de la convergence uniforme, et soit Bc(T n o Γ n) l’alge`bre involutive des sommes
finies:
f =

g∈Γ n
fgUg ou` ∀g ∈ Γ n, fg ∈ B(T n).
Nous munissons Bc(T noΓ n) du produit et de l’involution donne´s par: ∀g ∈ Γ n,∀t ∈ T n ,
( f 1 f 2)g(t) =

h∈Γ n
f 1h (t) f
2
h−1g(h
−1(t))
f ∗g (t) = f¯g−1(g−1(t)).
Un e´le´ment f ∈ Bc(T n o Γ n) induit, pour chaque t ∈ T n , un ope´rateur continu ϕt ( f ) sur
l2(Γ n) de´fini par:
∀θ ∈ l2(Γ n), ∀g ∈ Γ n, ϕt ( f )(θ)g =

h∈Γ n
fgh−1(g(t)) θh,
et dont la norme est borne´e inde´pendamment de t ∈ T n .
Le produit croise´ B(T n)o Γ n est le comple´te´ de Bc(T n o Γ n) pour la norme:
∥ f ∥ = Sup
t∈T n
∥ϕt ( f )∥B(l2(Γ n)).
La sous-alge`bre C(T n)o Γ n de B(T n)o Γ n est de´finie de fac¸on analogue, en partant de
l’alge`bre involutive Cc(T n o Γ n) des sommes finies:
f =

g∈Γ n
fgUg ou` ∀g ∈ Γ n, fg ∈ C(T n),
C(T n) e´tant l’alge`bre des fonctions continues T n → C.
Dans la suite, nous allons nous fonder sur le re´sultat crucial suivant, duˆ a` Bost [2].
The´ore`me 6.1 ([2]). Soit Γ un sous-groupe de Homeo+(S1) et supposons donne´e une
application l : Γ −→ B(S1) telle que:
∀g, h ∈ Γ , l(g ◦ h) = l(g) ◦ h + l(h).
Soit n ≥ 1 un entier. Pour tout (z1, . . . , zn) ∈ [−1, 1]n , de´finissons le morphisme
d’alge`bres:
µ(z1, . . . , zn) : Bc(T n o Γ n)→ Bc(T n o Γ n)
par
µ(z1, . . . , zn)( f )g1⊗···⊗gn (t1, . . . , tn)
= fg1⊗···⊗gn (t1, . . . , tn) exp

n
k=1
zkl(g
−1
k )(tk)

et soit Bn le comple´te´ de Bc(T n o Γ n) pour la norme:
∥ f ∥Bn = Sup
(z1,...,zn)∈[−1,1]n
∥µ(z1, . . . , zn)( f )∥.
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Bn est alors une alge`bre de Banach et l’inclusion
Bn −→ B(T n)o Γ n
induit des isomorphismes en K-the´orie.
De´monstration. Pour z = (z1, . . . , zn) ∈ Rn fixe´, l’expression
α(z)( f )g1⊗···⊗gn (t1, . . . , tn) = fg1⊗···⊗gn (t1, . . . , tn) exp

n
k=1
i zkl(g
−1
k )(tk)

de´finit un automorphisme de la C*-alge`bre B(T n)o Γ n . En effet,
α(z) : Bc(T n o Γ n) −→ Bc(T n o Γ n)
est clairement un morphisme d’alge`bres involutif et une bijection d’inverse α(−z). De plus,
pour tout t ∈ T n , l’expression:
∀θ ∈ l2(Γ n), ∀g ∈ Γ n, k(z, t)(θ)g = θg exp

n
k=1
i zkl(gk)(tk)

de´finit une isome´trie
k(z, t) : l2(Γ ) −→ l2(Γ )
et un calcul simple montre que nous avons l’e´galite´:
k(z, t) ◦ ϕt (α(z)( f )) = ϕt ( f ) ◦ k(z, t).
Nous en de´duisons ∥α(z)( f )∥ ≤ ∥ f ∥ et comme f = α(−z) ◦ α(z)( f ), nous avons
finalement:
∥α(z)( f )∥ = ∥ f ∥.
De plus, nous ve´rifions facilement que
∀z, z′ ∈ Rn, α(z + z′) = α(z) ◦ α(z′)
et que, pour f ∈ B(T n)o Γ n fixe´,
lim
z→0(α(z)( f )− f ) = 0.
En effet, pour montrer cette dernie`re assertion, nous pouvons nous limiter au cas ou`
f = fg1⊗···⊗gn Ug1⊗···⊗gn
pour g = g1 ⊗ · · · ⊗ gn fixe´ dans Γ n et nous voyons qu’alors:
∀t ∈ T n,∀θ ∈ l2(Γ n),∀h ∈ Γ n,
ϕt (α(z)( f )− f )(θ)h = fg(h(t))(e
n
k=1 i zk l(g−1k )(hk (tk )) − 1)θg−1h
et donc, comme les fonctions l(g−1k ) sont borne´es, en posant:
ϵ(g)(z) = Supt∈T n
sin

n
k=1
zkl(g
−1
k )(tk)

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nous avons limz→0 ϵ(g)(z) = 0 et
∥α(z)( f )− f ∥ ≤ 2∥ fg∥ϵ(g)(z).
Par suite, α est bien une action fortement continue et isome´trique de Rn sur B(T n) o Γ n
au sens du paragraphe 2.1.2 de [2] et
µ(z1, . . . , zn) = α(−i z1, . . . ,−i zn).
Le re´sultat de´coule donc directement du The´ore`me 2.2.1 de [2]. 
Nous allons e´galement utiliser l’ide´e ci-dessous, qui est inspire´e de diverses techniques
sous-jacentes a` [7].
Proposition 6.2. Soient Γ un sous-groupe de Homeo+(S1), ω un cocycle de groupe
normalise´ de Γ et n ≥ 1 un entier. Soit
φ : C∗r Γ → C∗r Γ n
l’application diagonale, de´finie par:
φ(g) = g ⊗ · · · ⊗ g
et soit
j : C∗r Γ n → B(T n)o Γ n
l’injection canonique, de´finie par:
j (g1 ⊗ · · · ⊗ gn) = Ug1⊗···⊗gn .
Supposons qu’il existe une sous-alge`bre A de B(T n)o Γ n telle que l’inclusion
A −→ B(T n)o Γ n
induise des isomorphismes en K-the´orie, et un cocycle cyclique τ sur Bc(T n o Γ n) qui
s’e´tend a` A et tel que
τω = ( j ◦ φ)∗τ.
Alors la paire (Γ , ω) ve´rifie la conjecture de Novikov.
De´monstration. τ induit une application
Ki (B(T
n)o Γ n)→ C
via l’isomorphisme Ki (A) → Ki (B(T n) o Γ n) (i = 0 si ω est un cocycle de degre´ pair,
i = 1 sinon) et τω induit donc une application Ki (C∗r Γ )→ C en composant l’application
ci-dessus par j∗ ◦ φ∗. Le re´sultat de´coule donc du the´ore`me de l’indice de Connes et
Moscovici [10]. Remarquons que cette me´thode ne nous dit rien en fait sur le domaine de
de´finition du cocycle τω lui-meˆme, mais elle nous suffit pour obtenir ce que nous voulons.
Une technique similaire est utilise´e extensivement au chapitre 5 de [7]. 
Nous pouvons maintenant e´noncer les re´sultats principaux de cet article.
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The´ore`me 6.3. Posons Γ = Diff2+(S1) et soit n ≥ 1 un entier. Alors il existe:
- une alge`bre de Banach Bn ⊂ C(T n)o Γ n telle que l’inclusion
Bn → C(T n)o Γ n
induise des isomorphismes en K-the´orie et
- un 2n-cocycle cyclique τ(n) sur Cc(T n o Γ n) qui est une 2n-trace sur Bn et tel que le
cup-produit
τ ngv = τgv ∪ · · · ∪ τgv
ve´rifie l’e´galite´:
τ ngv = ( j ◦ φ)∗τ(n).
La paire (Diff2+(S1), gvn) ve´rifie donc la conjecture de Novikov pour tout n ≥ 1.
De´monstration. Comme nous n’aurons affaire ici qu’a` des fonctions continues, nous
nous restreignons de`s le de´but a` l’alge`bre C(T n) o Γ n . Il est clair que les re´sultats du
The´ore`me 6.1 et de la Proposition 6.2 restent vrais si B(T n) o Γ n est remplace´e par
C(T n)o Γ n .
Soit l : Γ → C(S1) l’application de´finie par:
∀g ∈ Γ , l(g) = log(g′).
Il est clair que l satisfait les hypothe`ses du The´ore`me 6.1. Pour tout n ≥ 1, soit Bn la
sous-alge`bre de C(T n)o Γ n correspondante.
De plus, la fonction l(g) e´tant de classe C1, nous pouvons de´finir l(g)′ ∈ C(S1), qui est
la de´rive´e de l(g), et qui ve´rifie la formule:
l(gh)′ = l(g)′ ◦ h exp(l(h))+ l(h)′.
Pour f 0, f 1, f 2 ∈ Cc(T n o Γ n), posons:
τ(1)( f
0, f 1, f 2)
=

g0g1g2=1

S1
( f 0g0 f
1
g1 ◦ g−10 f 2g2 ◦ (g0g1)−1)(l(g2)l(g1g2)′ − l(g1g2)l(g2)′)(t)dt
τ(1) est le cocycle cyclique de Godbillon–Vey de´fini par Connes dans [7] et τ(1) est une
2-trace sur C(S1)o Γ ([7], The´ore`me 7.3). De plus, nous avons bien e´videmment:
τgv = j∗τ(1).
Pour tout n ≥ 2, de´finissons τ(n) comme le cup-produit de n fois τ(1):
τ(n) = τ(1)# · · · #τ(1)
(voir [8] pp. 191–192.) τ(n) est alors un 2n-cocycle cyclique sur Cc(T n o Γ n) et nous
avons:
τgvn = ( j ◦ φ)∗τ(n).
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Nous n’avons pas re´ussi a` de´montrer que τ(n) e´tait une 2n-trace sur C(T n) o Γ n quand
n ≥ 2. Nous allons de´montrer que τ(n) est une 2n-trace sur Bn .
Regardons d’abord en de´tail le cas n = 1. Pour f 1, a1, f 2, a2 ∈ Cc(S1 o Γ ), un calcul
assez simple montre que:
τˆ(1)( f
1da1 f 2da2) = 1
2

S1
(µ(1)( f 1δ2(a1)) f 2δ1(a2))e(t)dt
−1
2

S1
( f 1δ1(a1) f 2δ2(a2))e(t)dt
ou` les applications δ1 et δ2 de Cc(S1 o Γ ) dans lui-meˆme sont de´finies par:
δ1

agUg

=

agUgl(g),
δ2

agUg

=

agUgl(g)
′
et ou`
µ(1)

g∈Γ
fgUg
 =
g∈Γ
fg(g
−1)′Ug
est le morphisme du The´ore`me 6.1 dans le cas n = 1. Comme nous avons clairement:
∀ f ∈ Cc(S1 o Γ ), ∥ fe∥ ≤ ∥ f ∥,
le terme de gauche de´signant la norme de fe dans C(S1), nous voyons facilement que pour
a1, a2 fixe´s, il existe une constante K (a1, a2) telle que
∀ f 1 f 2 ∈ Cc(S1 o Γ ), |τˆ(1)( f 1da1 f 2da2)| ≤ K (a1, a2)∥ f 1∥B1∥ f 2∥B1
et que donc τ(1) est une 2-trace sur B1. Remarquons en plus, comme dans [7], que dans ce
cas-ci nous pouvons meˆme en dire plus, a` savoir que τ(1) est une 2-trace sur C(S1) o Γ .
En effet, nous pouvons inverser l’ordre des termes dans la premie`re inte´grale, et donc faire
disparaıˆtre µ(1) graˆce a` la formule:
∀a, b ∈ Cc(S1 o Γ ),

S1
(µ(1)(a)b)e(t)dt =

S1
(ba)e(t)dt.
Cependant, nous n’avons pas re´ussi a` utiliser cette astuce pour traiter les puissances de τ(1)
et c’est pourquoi nous avons recours a` µ et a` l’alge`bre Bn quand n ≥ 2.
Fixons maintenant un entier n ≥ 2.
Remarquons d’abord que, pour λ1, h1, λ2, h2, λ3 ∈ Γ , l’expression τˆgv(λ1dh1λ2dh2λ3)
est e´gale a`:
1
2

S1
(l(h2) ◦ (λ1h1λ2h2)−1(l(h1) ◦ (λ1h1)−1)′
− (l(h2) ◦ (λ1h1λ2h2)−1)′l(h1) ◦ (λ1h1)−1)(t)dt
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si λ1h1λ2h2λ3 = 1 et a` zero sinon, et que donc nous avons:
∀λ1, h1, λ2, h2, λ3 ∈ Γ , τˆgv(λ1dh1λ2dh2λ3)
= 1
2

S1
(µ(1)(Uλ1δ
2(Uh1))Uλ2δ
1(Uh2)Uλ3)e(t)dt
− 1
2

S1
(µ(1)(Uλ1δ
1(Uh1)Uλ2δ
2(Uh2))Uλ3)e(t)dt.
Fixons maintenant G1, H1, . . .G2n, H2n ∈ Γ n , avec pour chaque i ∈ {1, . . . , 2n},
Gi = g1i ⊗ · · · ⊗ gni , Hi = h1i ⊗ · · · ⊗ hni .
L’expression
τgv# · · · #τgv(G1d H1 . . .G2nd H2n)
est e´gale a` la somme, quand σ parcourt les permutations de {1, . . . , 2n} telles que
∀k ∈ {1, . . . , n}, σ (2k − 1) < σ(2k),
des termes:
ϵ(σ )
n
k=1
τˆgv(λ
σ
1,kdhσ(2k−1)λσ2,kdhσ(2k)λσ3,k)
ou`
λσ1,k =

σ(2k−1)−1
i=1
gki h
k
i

gkσ(2k−1), λ
σ
2,k =

σ(2k)−1
i=σ(2k−1)+1
gki h
k
i

gkσ(2k),
λσ3,k =
2n
i=σ(2k)+1
gki h
k
i
(nous posons par convention
s
i=r gi hi = 1 quand r > s) et, d’apre`s le calcul ci-dessus,
chacun de ces termes est e´gal a` son tour a` une somme de 2n termes qui sont des inte´grales
sur le tore T n .
Fixons maintenant a1, . . . , a2n ∈ Cc(T n o Γ n). Pour f 1, . . . , f 2n ∈ Cc(T n o Γ n),
l’expression
τˆ(n)( f
1da1 . . . f 2nda2n)
peut donc s’e´crire comme une somme de (2n)! termes qui sont des inte´grales sur le tore
T n d’une fonction du type:
2n
i=1
µ(i1, . . . , in)( f
iδ j,k(ai ))

e⊗···⊗e
ou` (i1, . . . , in) ∈ {0, 1}n , j ∈ {1, 2} et k ∈ {1, . . . , n}. Les fonctions δ j,k de Cc(T n o Γ n)
dans lui-meˆme sont de´finies de la fac¸on suivante:
δ1,k

ag1⊗···⊗gn (t1, . . . , tn)Ug1⊗···⊗gn

=

ag1⊗···⊗gn (t1, . . . , tn)Ug1⊗···⊗gn l(gk)(tk),
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δ2,k

ag1⊗···⊗gn (t1, . . . , tn)Ug1⊗···⊗gn

=

ag1⊗···⊗gn (t1, . . . , tn)Ug1⊗···⊗gn l(gk)′(tk).
Pour chacune de ces inte´grales, il existe donc une constante Ca1,...,a2n , ne de´pendant que
de a1, . . . , a2n , telle que l’ inte´grale soit majore´e par
Ca1,...,a2n
2n
i=1
∥ f i∥Bn .
Par exemple, quand n = 2, nous avons 24 inte´grales, l’une d’entre elles e´tant:
1
4

T 2
(µ(1, 1)( f 1δ2,1(a1))µ(0, 1)( f 2δ1,1(a2)
× f 3δ2,2(a3)) f 4δ1,2(a4))e⊗e(t1, t2)dt1dt2.
Il s’en suit qu’il existe une constante K (a1, . . . , a2n), ne de´pendant que de a1, . . . , a2n ,
telle que
∀ f 1, . . . , f 2n ∈ Cc(T n o Γ n),
|τˆ(n)( f 1da1 . . . f 2nda2n)| ≤ K (a1, . . . , a2n)
2n
i=1
∥ f i∥Bn .
τ(n) est donc une 2n-trace sur Bn , ce qui e´tait le re´sultat voulu. A partir de la`, d’apre`s le
The´ore`me 2.7 de [7], τ(n) s’e´tend a` une alge`bre
An ⊂ Bn
stable par calcul fonctionnel holomorphe dans Bn et l’inclusion induit des isomorphismes
en K-the´orie:
K0(An) −→ K0(Bn) −→ K0(C(T n)o Γ n).
Le re´sultat de´coule donc de la Proposition 6.2. 
Remarque 6.4. Le re´sultat du The´ore`me 6.3 peut facilement s’e´tendre au groupe
Diff1+abs+ (S1) des diffe´omorphismes de classe C1 dont le logarithme de la de´rive´e est
absolument continu. Le lecteur inte´resse´ pourra consulter le chapitre 8 de [24].
Nous voulons maintenant de´montrer un re´sultat analogue pour les puissances du cocycle
d’Euler. Nous n’avons pas re´ussi a` le faire sur le groupe Homeo+(S1) en entier, mais
seulement sur le groupe PDiff1+(S1) des diffe´omorphismes qui sont de classe C1 par
morceaux.
Rappelons que PDiff1+(S1) est, par de´finition, le groupe des g ∈ Homeo+(S1) tels
qu’il existe un partage {t1, . . . , tp} du cercle tel que la restriction de g a` chaque intervalle
compact [ti , ti+1] soit un diffe´omorphisme de classe C1 sur son image. Nous avons bien
e´videmment:
PL+(S1) ⊂ PDiff1+(S1).
Tout d’abord, nous aurons besoin d’une expression du cocycle d’Euler diffe´rente de celle
de la Proposition 4.6, a` savoir d’un 2-cocycle du groupe Homeo+(S1) a` valeurs dans R.
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Ce processus est connu, mais nous avons juge´ bon, au point ou` nous en sommes, d’en
inclure une de´monstration comple`te.
Proposition 6.5. Pour tout f, g ∈ PDiff1+(S1), nous avons la formule:
eu( f, g) = Area(σ (g)−1 − id, σ ( f )− id)
ou` σ( f ) de´signe le releve´ dans Homeo+(S1) de l’home´omorphisme du cercle f tel que
σ( f )(0) ∈ [0, 1[.
De´monstration. Pour tout F ∈ Homeo+(S1), il s’agit d’abord de remarquer que F − id
est bien une fonction continue S1 → R, que nous pouvons donc de´finir
θ(F) =

S1
(F(t)− t)dt
et que ce θ est alors une fonction Homeo+(S1)→ R qui ve´rifie la proprie´te´ cruciale:
∀F ∈ Homeo+(S1), ∀k ∈ Z, θ(F ◦ (id + k)) = θ(F)+ k.
Pour f ∈ Homeo+(S1), soit maintenant σ( f ) ∈ Homeo+(S1) le releve´ de f tel que
σ( f )(0) ∈ [0, 1[ comme dans la Proposition 4.6 et posons:
c( f, g) = θ(σ ( f ))+ θ(σ (g))− θ(σ ( f ) ◦ σ(g)).
Nous voyons facilement que cette expression ne de´pend pas du releve´ σ , que c est un
2-cocycle borne´ a` valeurs re´elles et que sa classe de cohomologie ne de´pend pas de
l’application θ : Homeo+(S1) → R ve´rifiant la proprie´te´ cruciale ci-dessus. Il est connu
[1] que ce c est cohomologue au c de la Proposition 4.6. Nous avons donc:
c( f, g) =

S1
(σ ( f )− id)(t)dt −

S1
(σ ( f )− id) ◦ g(t)dt.
Pour normaliser ce c, nous proce´dons comme dans la Proposition 4.6 i.e. nous ajoutons
le cocycle cohomologue:
c′( f, g) = −θ(σ ( f )−1)− θ(σ (g)−1)+ θ(σ (g)−1 ◦ σ( f )−1)
i.e.
c′( f, g) =

S1
(σ (g)−1 − id) ◦ f −1(t)dt −

S1
(σ (g)−1 − id)(t)dt
et nous divisons par deux pour obtenir la formule:
∀ f, g ∈ Homeo+(S1), eu( f, g) = 12 (c( f, g)+ c
′( f, g)).
De plus, quand f et g sont de classe C1 par morceaux, la formule du changement de
variables donne:
eu( f, g) = 1
2

S1
((σ (g)−1− id)(σ ( f )− id)′d − (σ (g)−1− id)′d(σ ( f )− id))(t)dt
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ou` les expressions (σ ( f ) − id)′d et (σ (g)−1 − id)′d de´signent les de´rive´es a` droite des
fonctions σ( f )− id et σ(g)−1 − id. Nous obtenons donc finalement:
∀ f, g ∈ PDiff1+(S1), eu( f, g) = Area(σ (g)−1 − id, σ ( f )− id)
ce qui e´tait le re´sultat voulu. 
Remarque 6.6. Pour tout f ∈ Homeo+(S1), la fonction σ( f ) − id est naturellement a`
variation borne´e sur le cercle. Il serait inte´ressant de savoir si la formule:
eu( f, g) = Area(σ (g)−1 − id, σ ( f )− id)
est bien valide pour tout couple ( f, g) ∈ Homeo+(S1).
The´ore`me 6.7. Posons Γ = PDiff1+(S1) et soit n ≥ 1 un entier. Alors il existe:
- une alge`bre de Banach Bn ⊂ B(T n)o Γ n telle que l’inclusion
Bn → B(T n)o Γ n
induise des isomorphismes en K-the´orie et
- un 2n-cocycle cyclique τ(n) sur Bc(T n o Γ n) qui est une 2n-trace sur Bn et tel que le
cup-produit
τ neu = τeu ∪ · · · ∪ τeu
ve´rifie l’e´galite´:
τ neu = ( j ◦ φ)∗τ(n).
La paire (PDiff1+(S1), eun) ve´rifie donc la conjecture de Novikov pour tout n ≥ 1.
De´monstration. Soit l : Γ → B(S1) l’application de´finie par:
∀g ∈ Γ , l(g) = log(g′d).
Il est clair que l satisfait les hypothe`ses du The´ore`me 6.1. Pour tout n ≥ 1, soit Bn la
sous-alge`bre de B(T n)o Γ n correspondante.
Pour tout g ∈ Γ , nous avons σ(g)− id ∈ C(S1) et cette fonction e´tant de classe C1 par
morceaux, nous pouvons de´finir sa de´rive´e a` droite: (σ (g) − id)′d ∈ B(S1) qui ve´rifie la
formule:
(σ (gh)− id)′d = (σ (g)− id)′d ◦ h exp(l(h))+ (σ (h)− id)′d .
Pour f 0, f 1, f 2 ∈ Bc(T n o Γ n), posons:
τ(1)( f
0, f 1, f 2)
=

g0g1g2=1

S1
( f 0g0 f
1
g1 ◦ g−10 f 2g2 ◦ (g0g1)−1)((σ (g2)−1 − id)(σ (g1)− id)′d
− (σ (g2)−1 − id)′d(σ (g1)− id))(t)dt.
Nous pouvons de´montrer, en nous inspirant du Lemme 7.1. de [7], que τ(1) est bien un
2-cocycle cyclique sur Bc(S1 o Γ ) et nous avons:
τeu = j∗τ(1).
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En effet, l’expression, pour tout f, g ∈ PDiff1+(S1),
ω( f, g) = ((σ (g)−1 − id)(σ ( f )− id)′d − (σ (g)−1 − id)′d(σ ( f )− id))(t)dt
de´finit bien une mesure finie sur le cercle, et ω est un 2-cocycle de Γ a` valeurs dans le
Γ -module des mesures finies sur le cercle (voir [11]). A partir de la`, la de´monstration de la
Proposition 27 de [23] montre que τ(1) est un 2-cocycle cyclique sur Bc(S1 o Γ ).
De plus, pour f 1, a1, f 2, a2 ∈ Bc(S1 o Γ ), un calcul assez simple montre que:
τˆ(1)( f
1da1 f 2da2) = 1
2

S1
( f 1δ1(a1) f 2δ2(a2))e(t)dt
− 1
2

S1
(µ(1)( f 1δ2(a1)) f 2δ1(a2))e(t)dt
ou` les applications δ1 et δ2 de Bc(S1 o Γ ) dans lui-meˆme sont de´finies par:
δ1

agUg

=

agUg(σ (g)− id),
δ2

agUg

=

agUg(σ (g)− id)′d
et ou`
µ(1)

g∈Γ
fgUg
 =
g∈Γ
fg(g
−1)′dUg
est le morphisme du The´ore`me 6.1 dans le cas n = 1. Nous avons donc au signe pre`s la
meˆme formule que dans le The´ore`me 6.3. Le reste de la preuve se fait donc comme dans
la de´monstration du The´ore`me 6.3. 
Il nous reste maintenant a` traiter le cas des puissances du cocycle de Godbillon–Vey
“discret” de Ghys et Sergiescu [14]. Nous n’avons pas re´ussi a` le faire pour le groupe
PL+(S1) en entier, mais le re´sultat ci-dessous est valable pour les groupes de Thompson T
et F .
The´ore`me 6.8. Soit Γ le groupe de Thompson T ou F et soit n ≥ 1 un entier. Alors il
existe:
- une alge`bre de Banach Bn ⊂ B(T n)o Γ n telle que l’inclusion
Bn → B(T n)o Γ n
induise des isomorphismes en K-the´orie et
- un 2n-cocycle cyclique τ(n) sur Bc(T n o Γ n) qui est une 2n-trace sur Bn et tel que le
cup-produit
τ ngv = τgv ∪ · · · ∪ τgv
ve´rifie l’e´galite´:
τ ngv = ( j ◦ φ)∗τ(n).
La paire (T, gvn) ve´rifie donc la conjecture de Novikov pour tout n ≥ 1. De meˆme, la
paire (F, gvn) ve´rifie la conjecture de Novikov pour tout n ≥ 1.
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De´monstration. Soit X ⊂ S1 l’ensemble (de´nombrable) des rationnels dyadiques compris
entre 0 et 1. De´finissons le degre´ d’un e´le´ment x ∈ X par deg(0) = 0 et, pour chaque
x ∈ X − {0}, deg(x) = q si x s’e´crit x = p2q avec p impair. Pour chaque entier n ≥ 1, il
y a donc 2n−1 e´le´ments de degre´ n dans X . Nous pouvons de´finir la mesure suivante sur le
cercle:
∀ f ∈ B(S1), m( f ) = 1
2

x∈X
f (x)
3deg(x)
et il est clair que m : B(S1)→ C est une application line´aire continue de norme 1.
Dans la suite, Γ de´signera le groupe T ou le groupe F .
Fixons g ∈ Γ et remarquons qu’il existe un nombre fini de points Xg ⊂ X tel que
∀x ∈ X − Xg ,
deg(x)− deg(g(x)) = log(g
′
d)(x)
log(2)
.
En effet, soit {t1, . . . , tp} un partage du cercle (ti ∈ X ) tel que la restriction de g a` chaque
intervalle [ti , ti+1] soit de la forme:
g(x) = 2ni x + pi
2qi
.
Il est alors clair que pour tout x ∈ X∩]ti , ti+1[, deg(x) − deg(g(x)) = ni de`s que
deg(x) > ni + qi . En de´finissant l’ensemble Xg comme la re´union des ti et des points
dans chaque intervalle ]ti , ti+1[ dont le degre´ est infe´rieur ou e´gal a` ni + qi , nous obtenons
le re´sultat voulu.
Pour g ∈ Γ fixe´, de´finissons la fonction l(g) par
∀x ∈ X, l(g)(x) = log(3)(deg(x)− deg(g(x))),
∀x ∈ S1 − X, l(g)(x) = log(3)
log(2)
log(g′d(x)).
l(g) est alors une fonction en escaliers, donc re´gle´e (et donc borne´e) sur le cercle, et
l’application:
l : Γ −→ B(S1)
ve´rifie les hypothe`ses du The´ore`me 6.1. Pour tout n ≥ 1, soit Bn la sous-alge`bre de
B(T n)o Γ n correspondante.
De plus, pour tout h ∈ Γ , soient h′g et h′d les de´rive´es a` gauche et a` droite de h et
de´finissons la fonction ∆(h) ∈ B(S1) par:
∀x ∈ X, ∆(h)(x) = 3deg(x)(log(h′d)(x)− log(h′g)(x))
∀x ∈ S1 − X, ∆(h)(x) = 0.
∆(h) : S1 → R est alors non nulle seulement en un nombre fini de points. De plus, nous
avons clairement l’e´galite´:
∆(gh) = ∆(g) ◦ h exp(l(h))+∆(h).
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Pour f 0, f 1, f 2 ∈ Bc(T n o Γ n), posons maintenant:
τ(1)( f
0, f 1, f 2) =

g0g1g2=1

x∈S1
( f 0g0 f
1
g1 ◦ g−10 f 2g2 ◦ (g0g1)−1)(x)
× (l(g2)Dl(g1g2)− l(g1g2)Dl(g2))(x).
Pour g ∈ PL+(S1), rappelons ici que nous avons
∀x ∈ S1, Dl(g)(x) = log(h′d)(x)− log(h′g)(x)
et que Dl(g) est donc vue comme une somme finie de mesures de Dirac sur le cercle. τ(1)
est le cocycle cyclique de Godbillon–Vey ge´ne´ralise´ de´fini dans [23], The´ore`me 25, et nous
avons bien e´videmment:
τgv = j∗τ(1).
De plus, pour f 1, a1, f 2, a2 ∈ Bc(S1 o Γ ), un calcul assez simple montre que:
τˆ(1)( f
1da1 f 2da2) = m((µ(1)( f 1δ2(a1)) f 2δ1(a2))e)− m(( f 1δ1(a1) f 2δ2(a2))e)
ou` les applications δ1 et δ2 de Bc(S1 o Γ ) dans lui-meˆme sont de´finies par:
δ1

agUg

=

agUgl(g)
δ2

agUg

=

agUg∆(g)
et ou`
µ(1)

g∈Γ
fgUg
 =
g∈Γ
fge
l(g−1)Ug
est le morphisme du The´ore`me 6.1 dans le cas n = 1. Nous avons donc la meˆme formule
que dans le The´ore`me 6.3, en remplac¸ant la mesure de Lebesgue sur le cercle par 2m, et le
reste de la de´monstration se fait donc comme dans le The´ore`me 6.3. 
De´monstration. Nous pouvons maintenant donner la de´monstration du The´ore`me 1.4. La
cohomologie des groupes de Thompson T et F est connue [14]. Pour T , nous avons:
H∗(T ;Q) = Q[α, eu]
α.eu = 0 avec α =
gv
(log 2)2
c’est-a`-dire que le groupe H∗(T ;Q) ne contient que des combinaisons line´aires des
puissances αn et eun pour n ≥ 1 (il est a` remarquer que la restriction a` T du cocycle eu
tel qu’il est de´fini dans la de´monstration du The´ore`me 6.7 est bien a` coefficients dans Q).
Le re´sultat de´coule donc des The´ore`mes 6.7 et 6.8. Pour F , nous savons par la Proposition
3.10 de [14] que:
H∗(F;Q) = Λ(u, v)⊗Q[α],
ou` Λ(u, v) est l’alge`bre exte´rieure engendre´e par les cocycles de groupe normalise´s
u, v ∈ H1(F;Z) donne´s par:
∀ f ∈ F, u( f ) = log f
′
d(0)
log 2
, v( f ) = log f
′
g(0)
log 2
.
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Les cocycles cycliques τu et τv sont des 1-traces, et la Proposition 5.5 peut s’appliquer au
cocycle uv. Il nous reste donc a` traiter les cocycles uαn , vαn et uvαn , pour tout n ≥ 1.
Fixons donc n ≥ 1, et regardons le cocycle uαn .
Remarquons d’abord que le groupe F fixe le point 0 ∈ S1 et que nous avons donc une
mesure F-invariante sur le cercle tre`s simple, donne´e par:
∀ f ∈ B(S1), m0( f ) = f (0).
Il est alors clair que la formule:
∀ f 0, f 1 ∈ Bc(S1 o Γ ), τ ( f 0, f 1) =

g∈F
f 0g−1(0) f
1
g (0)u(g)
= 1
log(2)
m0(( f
0δ1( f 1))e),
δ1 e´tant de´finie comme dans le The´ore`me 6.8, de´finit bien un 1-cocycle cyclique sur
Bc(S1 o Γ ) et tel que
τu = j∗τ.
Fixons maintenant f 1, a1, . . . , f 2n+1, a2n+1 ∈ Bc(T n+1 o Fn+1). Vues les
de´monstrations des The´ore`mes 6.3 et 6.8, l’expression
τ#τ(n)( f 1da1 . . . f 2n+1da2n+1)
peut s’e´crire comme une somme de (2n+1)! inte´grales, par rapport a` une mesure sur T n+1
de la forme m0 ∧ m ∧ · · · ∧ m, avec:
∀ f ∈ B(T n+1), (m0 ∧ m ∧ · · · ∧ m)( f ) = 12n

xi∈X
f (0, x1, . . . , xn)
3deg(x1)+···+deg(xn)
d’une fonction du type:
2n+1
i=1
µ(i1, . . . , in+1)( f iδ j,k(ai ))

e⊗···⊗e
ou` (i1, . . . , in+1) ∈ {0, 1}n+1, j ∈ {1, 2} et k ∈ {1, . . . , n + 1}, les fonctions δ j,k e´tant
de´finies de la fac¸on suivante:
δ1,k

ag1⊗···⊗gn (t1, . . . , tn)Ug1⊗···⊗gn

=

ag1⊗···⊗gn (t1, . . . , tn)Ug1⊗···⊗gn l(gk)(tk),
δ2,k

ag1⊗···⊗gn (t1, . . . , tn)Ug1⊗···⊗gn

=

ag1⊗···⊗gn (t1, . . . , tn)Ug1⊗···⊗gn∆(gk)(tk),
l et ∆ e´tant comme dans le The´ore`me 6.8.
Nous en de´duisons que, pour a1, . . . , a2n+1 ∈ Bc(T n+1 o Fn+1) fixe´s, il existe une
constante K (a1, . . . , a2n+1), telle que ∀ f 1, . . . , f 2n+1 ∈ Bc(T n+1 o Fn+1),
|τ#τ(n)( f 1da1 . . . f 2n+1da2n+1)| ≤ K (a1, . . . , a2n+1)
2n+1
i=1
∥ f i∥Bn+1
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et que τ#τ(n) est donc une 2n + 1-trace sur Bn+1. La paire (F, uαn) ve´rifie donc la
conjecture de Novikov pour tout n ≥ 1.
La meˆme me´thode peut s’appliquer a` vαn et a` uvαn pour tout n ≥ 1, ce qui ache`ve la
de´monstration du The´ore`me 1.4. 
Remarque 6.9. Le groupe de Thompson V [5] a une cohomologie rationnelle triviale,
c’est pourquoi nous n’en parlons pas dans cet article.
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