In this paper, we address the independent set enumeration problem. Although many efficient enumeration algorithms for maximal independent sets have been proposed, no fine-grained analysis for the non-maximal variant has not been given. As the main result, we propose an algorithm EIS for the non-maximal variant that runs in amortized O (q) time and liner space, where q is the maximum integer such that there is no clique with q vertices in the given graph. Note that EIS correctly works even if we do not know the exact value of q. In addition, it is known that several sparse graph class have constant clique number which is defined by the size of a maximum clique, e.g., triangle-free graphs, planer graphs, bounded degenerate graphs, locally bounded expansion graphs, and so on. Hence, as a by product, EIS is optimal when input graphs are in a graph class with forbidden subgraphs on fixed number of vertices.
Introduction
A subgraph enumeration problem is defined as follows: Given a graph G and a constraint R, then output all subgraphs in G satisfying R without duplication. We call an algorithm for an enumeration problem an enumeration algorithm. In this paper, we only focus on the labeled variant. Enumeration problems have been widely studied since 1950 from the point of view of both theory and practice. Independent set enumeration is a central topic of enumeration and many enumeration algorithms are proposed for the maximal or maximum independent set enumeration problem [1, 3, 6, 20] . In particular, theoretically efficient algorithms are developed by restricting the class of input graphs, e.g., chordal graphs [12, 18] , circular arc graphs [12] , bipartite graphs [10] , clawfree graphs [16] . For a maximal clique enumeration problem, many efficient Figure 1 : This map shows the inclusion relation [8] . In this map, an arrow goes from a graph class to its super class, i.e., graphs with bounded maximum clique size is a super class of bounded degeneracy graphs.
algorithms are also developed [13, 19] . However, for the non-maximal case, no non-trivial enumeration algorithm has been developed.
Generally speaking, the number of the solutions of an enumeration problem is exponential in the size of an input. Thus, the evaluation of an enumeration algorithm according to only the size of an input sometimes is not suitable when the number of solutions is much smaller. In this paper, we evaluate the efficiency of an enumeration algorithm by both the size of input n and the number of solutions M . We call this analysis output sensitive analysis [9] . Let A be an enumeration algorithm. From the view point of output sensitive analysis, A is an output polynomial time if the algorithm runs in O (poly(n, M )). A is an amortized polynomial time algorithm if the running time is bounded by O (M · poly(n)), that is, A runs in O (poly(n)) time per solution on average. Note that an amortized polynomial time algorithm does not certificate that the maximum interval between two consecutive outputs, called the delay.
Main result
In this decade, many efficient output sensitive enumeration algorithms for sparse input graphs have been developed [2, 4, 7, 11, 14, 22, 23] . In this paper, we also focus on sparse graphs as input graphs, called K q -free graphs, where K q -free graphs are graphs which have no cliques with size q as a subgraph. As the main result of this paper, we propose an algorithm EIS for independent set enumeration that runs in amortized O (q) time enumeration with linear space for K q -free graph. Let us emphasize that even if we do not know the exact value of q, EIS correctly works. In addition, it is known that if a graph G does not have a clique with size q, then G belongs some sparse graph class, such as, triangle-free graphs (q = 3), planar graphs (q = 5), locally bounded expansion graphs (q = f (1, 0) + 1 for some function f (·)), and bounded degenerate graphs (q is at most the degeneracy plus one), and so on (See Fig. 1 ). Hence, EIS is optimal for these graph classes.
EIS is a quite simple binary partition method. The idea is as follows: The algorithm starts with (G, S = ∅). First, EIS outputs S and computes a vertex sequence (v 1 , . . . , v n ) of a graph G sorted by a smallest-last ordering [15] . Next, EIS generates n pairs of a subsolution and its corresponding graph
. Then, for each pair, EIS makes recursive calls and repeats the above operations. We call a generation step an iteration.
We can easily show that EIS runs in amortized O (∆) time enumeration since each iteration has new n child iterations and needs O (n∆) time for generating all the children. However, this naive analysis is not tight. For example, if an input graph is a star with n−1 leaves, then the number of solutions is O 2 n−1 . On the other hand, the first iteration needs O (2n − 2) time for generating all the children, and other iterations need O (|ch|) time since a remaining graph does not contain the center vertex ,where ch is the set of child iteration. Thus, the total time complexity is O (M − 1 + n) and O (1) time per solution on average. More generally, the independent set enumeration problem is easy for sparse graphs, e.g., a star plus one edge, that is, O (∆) time per solution is not tight.
In spite of the simpleness of the algorithm, more suitable complexity analysis of the algorithm has not been given so far. To break the trivial O (∆) bound, we use the following idea: If an input graph is sparse, then there are many iterations with small input graphs, e.g., the size is constant, so that the sum of the computation time of these iterations dominates the total computation time of EIS. By showing a good boundary between iterations with large inputs and ones with small inputs on a search tree made by iterations, we give a sophisticated time analysis based on the push out amortization technique [21] which is used for analysing the time complexity of enumeration algorithms. In addition, for a linear space implementation of EIS, we can not naively employ adjacent matrices. By using run-length encoding, we show that EIS uses only linear space in total.
In our algorithm, the size of the input graph for an iteration X is smaller than that for the parent iteration Y since some vertices are removed from the input graph when EIS makes X. This reducing procedure can be regarded as a kernelization technique for FPT algorithms [17] . Thus, in other words, we succeed in showing the time complexity tightly owing to applying a kernelization to an enumeration algorithm. Due to space limitations, we present some proofs of lemmas with (*) in the appendix.
Preliminary
Let G = (V (G), E(G)) be a simple undirected graph, i.e., G has no self loops and multiple edges, where V (G) and E(G) are respectively the set of vertices and edges of G. Suppose that each vertex is labeled such that no two vertices have the same label. We denote by n the number of vertices in G and by m the number of edges in G. Let u and v be vertices in G. u and v are adjacent if {u, v} ∈ E. We denote by N G (v) the set of the adjacent vertices of v in G. We call u a neighbor of v in G if u ∈ N G (v) and an edge e = {u, v} an incident edge of v. |N G (v)| is the degree of v d G (v). The degree of G is a maximum degree of v ∈ V . If there is no confusion, we drop G from the notations.
Let U be a vertex subset of V . Let G[U ] = (U, E[U ]) be the subgraph of
The proposed algorithm EIS
In this section, we present a recursive enumeration algorithm EIS based on a binary partition, shown in Algorithm 1. A binary partition is a framework for developing enumeration algorithms. We give a high level description of our proposed algorithm EIS. Let S(G) be the solution space of the independent set problem for a given graph G. For each recursive call X, called an iteration, X receives a graph G and a solution S. On the iteration, EIS first outputs S. Next, EIS picks a vertex v from V and partitions the current solution space S(G) to two distinct subspaces; the one consists of the solutions containing v and the other consists of the solutions not containing v. Then, EIS makes a new iteration Y that receives G \ N [v] and S ∪ {v}. We call Y a child iteration of X and X the parent iteration of Y . When backtracking from Y , EIS removes v from G, picks a new vertex, and makes a new child iteration Y . Each iteration repeats the above procedure for all vertices in the input graph for the iteration. EIS builds a recursion tree T = (V, E), where V is the set of iterations and E is given by the parent-child relation among V We call X a leaf iteration if X has no child iterations, X an internal iteration otherwise.
In the remaining of this section, we show the correctness of EIS. Let G(X) and S(X) be the input graph and the input independent set of X, respectively. From the construction of EIS, the next two lemma hold.
Lemma 1 (*). Outputs of EIS has no duplication.
Proof. Let X and Y be two distinct iterations. We assume that the both output the same solution. Let Z be the lowest common ancestor of X and Y . We assume that Z = X and Z = Y . Otherwise, the output of X differs from the one of Y from Algorithm 1, and this contradicts the assumption. Let z be a vertex picked in Z such that z ∈ S(X). From the construction of the algorithm, Y does not contain z. Hence, this contradicts the assumption.
Lemma 2 (*). EIS outputs all independent sets. Proof. We prove by induction on the size of a solution S. We assume that all the solutions whose size are at most k − 1 are outputted. Let k be the size of S and S be a vertex set S \ {s}, where s ∈ S. Note that any subset of S is also an independent set, and thus, S is an independent set. From the assumption, there is an iteration X which outputs S . If G(X) contains s, then EIS outputs S. Otherwise, there is the lowest ancestor iteration Z such that removes s from G(Z) in Line 7. Let Y be an iteration such that S(Y ) = S(Z) ∪ {s}. Since S ∩ G(X) is an independent set in G, there is a descendant iteration of Y which outputs S and the statement holds.
Note that Lemma 1 and Lemma 2 holds for any ordering of picking vertices in an iteration. Hence, as in Line 5, we employ the following simple picking ordering: Pick a vertex with the minimum degree. This ordering is known as a smallest-last ordering [15] . Note that a smallest-ordering is not unique since there are several vertices with the minimum degree. Thus, hereafter we fix some deterministic procedure to uniquely determine the smallest-last ordering of G(X). From the above discussion, the following theorem holds.
Theorem 3. Let G be a graph. EIS enumerates all independent sets in G.
Time complexity
In this section, we analyze the time complexity of EIS. In what follows, we restrict an input graph to K q -free. We first give a brief overview of our time complexity analysis. See Fig. 2 . The left part is the recursion tree T made by EIS. In our analysis, we push a part of computational cost of an iteration to its child iterations. The remaining cost is received by the iteration itself. The key point is to use different distribution rules from the gray area and the white area. The boundary between these areas is defined by the size of the input graph of an iteration. More precisely, the gray area contains iterations whose input graph has less than or equal to 2q vertices (Sect. 4.1), and the white area contains iterations whose input graph has more than 2q vertices (Sect. 4.2). This boundary on T gives a sophisticated time complexity analysis. In the gray area, we use a quite simple amortization analysis. In the white area, we use the push out amortization technique [21] for designing the cost distribution rule.
The right part shows how to push the computational cost from the iteration of the white area to that of the gray area. Gray rectangles represent the cost pushed to the child iterations, and white rectangles represent the cost received by the iteration itself. By using the push out amortization, we can show that an iteration L i receives only O (T (L i )) computational time from its parent, where T (L i ) is the computation time of L i . That is, the delivered cost O (T (L i )) does not make the time complexity of L i worse.
In what follows, we describe the detail of our analysis. Assume that we use an adjacency matrix for storing the input graph. For simplicity, we write V (X) = V (G(X)) and E(X) = E(G(X)). Let n X = |V (X)|, m X = |E(X)|, and ch(X) be the set of children of X. The next lemma is easy but plays a key role in this section:
Proof. Since each picked vertex v on X generates a new child iteration, X needs O (ch(X)n X ) time, and thus, the total time of EIS is O X∈V |ch(X)| n X . Note that X∈V |ch(X)| = O (|S|). Since each iteration has the corresponding solution, the total time complexity is O X∈V n X time. Therefore, the time complexity of X is O (n X ) on average.
Case: n X ≤ 2q
From Lemma 4, if X satisfies n X ≤ 2q, then time complexity of X is O (q) time. Note that for any descendant iteration Y of X, since n Y ≤ n X , if n X ≤ 2q, then n Y ≤ 2q. Thus, the time complexity of Y is also O (q) time on average if some ancestor X of Y holds the condition.
Case: n X > 2q
In this subsection, we use the push out amortization [21] for analyzing the case n X > 2q. This technique is one of general techniques for analysing the time complexity of enumeration algorithms. Intuitively speaking, if an enumeration algorithm satisfied the PO condition, the total time complexity of the algorithm can be bounded by the sum of the time complexity of leaf iterations with small time complexity. The PO condition is defined as follows: For any internal iteration X, T (X) ≥ αT (X) − β(|ch(X)| + 1)T * . Here, T * is the maximum time complexity among leaf iterations, α > 1 and β ≥ 0 are some constants, T (X) is the time complexity of X, and T (X) is the total computation time of child iterations of X. Note that if T * is larger, then each internal iteration can push his computation time out to his child iterations more.
In [21] , Uno gives a concrete computation time distribution rule for this amortization. Let ρ(X) be a computation time which is pushed out from the parent of X and received by X. Hence, now, X has T (X) + ρ(X) as the computation time in total. To achieve T * time per solution on average, the computation time of T (X) + ρ(X) is delivered as follows:
and then (D2) each child iteration Y of X receives the
T (X) according to T (Y ). Actually, since the sum of the number of child iterations of all iterations in T does not exceed the number of solutions, each iteration receives O (T * ) as (D1). In addition, if the algorithm satisfies the PO condition, then ρ(Y ) ≤ T (X)/(α − 1). For more detail, see [21] . In what follows, we consider that whether EIS satisfies the PO condition. For the following discussion, we introduce some notations. Let
Next, we consider the number of vertices of a child iteration. After picking a vertex with the minimum degree in G(X), X removes the from G(X). Thus,
Yi time. In addition, from Theorem 3, this time complexity holds for any picking ordering. Hence, the following equation holds:
We next consider the upper bound of d Gi(X) (v i ). Since G has no large clique, we obtain the upper bound of d Gi(X) (v i ) from Corollary 6. This corollary can be easily derived from Theorem 5 shown by Turán. Let τ = (q − 1)/q. Theorem 5. (Turán's Theorem, Theorem 7.1.1. of [5] ) For any integer q and n, a graph G which does not contain K q as a subgraph has at most n 2 τ 2 edges. Corollary 6. Let G be a graph such that the size of a maximum clique is at most q − 1. Then, the average degree of G is at most nτ . Lemma 7 (*). Let G be a graph and v be a vertex with the minimum degree in G. If the size of a maximum clique in G is at most q − 1, then d(v) is at most nτ , where n is the number of vertices in G.
Proof. If the minimum degree of G is more than nτ , then G has more than n 2 τ 2 edges. This contradicts Theorem 5 and the statement holds.
Next, we consider the lower bound of T (X). Let V = {X ∈ V | n X > 2q}. Note that since the size of the input of an iteration is smaller than or equal to that of its ancestor, T = T [V ∪ ch(V )] forms a tree. The following lemma implies that if the size of the input graph of an iteration X is large enough, that is, n X > 2q, then all the child iterations of X need a larger computation time than that of X.
Lemma 8 (*). Let X be an internal iteration in T . There exists a constant c > 0 such that T (X) > c(n X (n X + 1)(n X + 2)/6q 2 − q/6 − 1).
Proof. Let n X be the number of vertices in G(X) and i be an integer. If i < n X − q, then (n X − i − d Gi(X) (v i )) 2 > (n X − i + 1 − (n X − i + 1)τ ) 2 from Lemma 7. Hence, T (X) ≥ c 1≤i≤n X −q−1 ((n X − i + 1) − (n X − i + 1)τ ) 2 since ((n X − i + 1) − d Gi(X) (v i )) is non negative for any i. Therefore,
> cn X (n X + 1)(n X + 2)/6q 2 − cq/6 − c holds. Thus, the statement holds.
By using Lemma 8, we can show that by choosing appropriate values for α, β, and T * , any internal iteration of T satisfies the PO condition.
Lemma 9 (*). Suppose that α = 3/2, β = 6, and T * = cq for some positive constant c. Then, any internal iteration X in T satisfies the PO condition, that is, T (X) ≥ αT (X) − β(n X + 1)T * .
Proof. From Lemma 8, there exists c such that T (X) > c(n X (n X + 1)(n X + 2)/6q 2 − q/6 − 1) holds. Hence,
(2) The right hand side of Eq. (2) is minimum when n X = 2q since the side is monotonically increasing for n X ≥ 2q. Hence, n X (n X + 1)(n X + 2)/6q 2 − q/6 − 1 − 3n 2 X /2 + 6qn X + 6q > n X (n X + 1)(n X + 2)/6q 2 − 3n 2 X /2 + 6qn X ≥ n X (n X + 1)(n X + 2)/6q 2 − 3n X /2 + 6q > 2q(2/3 + 3q) > 0.
Therefore, any internal iteration X ∈ T satisfies the PO condition and the statement holds.
Remind that any leaf iteration L receives O (βT (L)/(α − 1)) computation time from the parent. Hence, the following lemma holds. Proof. From Lemma 4, the time complexity of EIS is O (n X ) time in each iteration X on average. From Lemma 10, X receives at most O (T (X)) time from the parent. Hence, if n X ≤ 2q, then from Lemma 4, any descendant iteration of X has O (q) computation time. If n X > 2q, then from Lemma 9 and the distribution rule of the computational cost, any X has O (q) time one average. Note that the difference between S(X) and S(Y ) is exactly one vertex for any iteration X and its child iteration Y . Thus, the total size of what EIS outputs is bounded by the number of iteration of EIS. Therefore, by outputting only the difference between the i-th solution and the i + 1-th solution instead of the i + 1-th solution, the amortized time complexity of EIS is O (q) time and the statement holds.
A linear space implementation of EIS
In this section, we show that we can implement EIS with linear space. The main space bottleneck of EIS is the following two points: The one is the representation of input graphs. If we naively employ an adjacent matrix for graphs, EIS uses O n 2 space. However, if we employ an adjacent list, then the space is linear but it is difficult to obtain the input graph for a child iteration Y of a current iteration X in O n 2 Y from G(X). Note that we can easily obtain G(Y ) in O n 2 X time. The other is for the smallest-last ordering. If each iteration of EIS stores the smallest-last ordering, since the number of iterations between the root iteration and a leaf iteration is at most n, EIS needs O n 2 space.
To solve the above bottleneck, in particular to achieve O (n + m) space, we use run-length encoding for compressing an adjacent matrix and a partial smallest-ordering for storing only the differences between the smallest-last orderings.
First, we consider the compression of input graphs by run-length encoding, which is a lossless data compression. We give the definition of run-length encoding and a run-length encoded adjacency matrix. Let Seq be a sequence consisting of 0 and 1. We define a run-length encoded 0-1 sequence Seq r = (a 1 , b 1 , . . . , a k , b k ) of Seq as follows: Let a 0 = b 0 = 0. For i > 0, a i is the length of the interval of the consecutive 0 sequence starting from the 0≤j≤i−1 (a j + b j ) + 1-th element in Seq. Similarly, b i is the length of the interval of the consecutive 1 sequence starting from the 0≤j≤i−1 (a j + b j ) + a i + 1-th element in Seq. For example, if S = (1, 1, 1, 0, 0, 0, 1, 1, 0), then Seq r = (0, 3, 3, 2, 1, 0). We denote by |Seq r | = 2k and call this the length of Seq r . For the length of Seq r , the following lemma holds.
Lemma 12 (*). Let Seq be a 0-1 sequence and Seq r be a run-length encoded sequence of Seq. Then, the length of Seq r = (a 1 , b 1 , . . . , a k , b k ) is at most min{2x 0 , 2x 1 } + 2, where x 0 = 1≤i≤k a i and x 1 = 1≤i≤k b i is the number of 0 and 1 in Seq, respectively.
Proof. Since a i > 0 for 1 < i ≤ k and b i > 0 for 1 ≤ i < k, k is at most min{x 0 , x 1 } + 1. Hence, the length of Seq r is at most min{2x 0 , 2x 1 } + 2 and the statement holds.
Let M (G) be an adjacency matrix of G and R(G, j) be the j-th row of M (G), and M r (G) = (R r (G, 1), . . . , R r (G, n)) of M (G). We call M r (G) the run-length encoded adjacency matrix of M (G). In Fig. 3 , we show an example of a run-length encoded adjacency matrix. The next lemma shows that the size of M r (G) is linear in the size of G. Since M (G) is a 0-1 matrix, R(G, j) is a 0-1 sequence with the length n for 1 ≤ j ≤ n. 
Generating the input graphs of child iterations
In this subsection, we explain how to generate child iterations with the compressed inputs. This can be done in O n 2 X total time if EIS uses M r (G(X)). To execute Line 5, we first consider how to obtain the smallest-last ordering. If the graph is stored in adjacency list representation, the ordering can be obtained in O (n X + m X ) time. Now, we can obtain an adjacency list from M r (G(X)) in O n 2 X time. Hence, we can compute the smallest-last ordering of G(X) in O n 2 X time. Next, we consider how to obtain M r (G i+1 (X)) and M r (G(Y i )) from M r (G i (X)). Note that Y i is a child iteration of X in Line 6 whose input graph is obtained by removing N [v i ] from G i (X). Generating G i+1 (X) can be obtained in O (n X ) time since run-length encoded sequences are ordered by the smallest-last ordering of G(X).
We consider how to generate M r (G(Y i )) in X. Our goal is O n X + n 2
Yi time for obtaining M r (G(Y i )). If we can achieve this computation time, then the time complexity of X can be bounded by O n 2 X by distributing the O n 2
Yi computation time from X to its child Y i . In the following lemma, we actually give a procedure for obtaining M r (G(Y i )) by using the two pointers technique.
Lemma 14. Let G = (V, E) be a graph and v be the vertex with minimum degree in G. Then, we can obtain
Proof. By simply scanning R r (G, v) from the first element to the last element,
is sorted in the order of their indices. 
Yi , we can push this computation time to Y i . In addition, X can also receive the computation time of O (n X − i) without worsening the computation time of X. Next, we analyse O u∈V (G(Yi)) |R r (G i (X), u)| more precisely. Next lemma shows the length of R r (G, u). 
Hence, O
u∈V (G(Yi)) |R r (G i (X), u)| = O n 2 Yi and we can push this computation time to Y i . From the above discussion, we can compute M r (G(Y i )) from M r (G i (X)) without making the time complexity worse.
Restoring the input graph of the parent iteration
In this subsection, we consider a backtracking from Y to X. The goal of this subsection is a restoration of M r (G i (X)) from M r (G(Y )) in O n X + n 2 Y time and O (n + m) total space. To restore M r (G i (X)), we also need to restore the smallest-last ordering.
Smallest-last orderings
If EIS stores the smallest-last ordering of G i (X) from that of G(Y ) when making a recursive call and discard it when backtracking, then the total space is Ω n 2 since the depth of the search tree is at most n and the number of vertices of input graphs is also at most n. Hence, to achieve O (n + m) space, EIS stores the orderings not entirely but partially. Let SL(X) and SL(Y ) be respectively the smallest-last ordering of G(X) and G(Y ), and v be the vertex such that S(Y ) = S(X) ∪ {v}. SL(X, v) = SL(X) \ N G(X) [v] denotes by the partial smallest-last ordering obtained by removing the vertices in N G(X) [v] from SL(X). Let SL be a smallest-last ordering and SL[i] be the i-th vertex of SL. We say a sequence SL is obtained by shifting u to p positions in SL if SL = (SL[1] , . . . , SL[j − p − 1], SL[j], SL[j − p], . . . , SL[j − 1], SL[j + 1], . . . , SL[n]), and write SL = op(SL, u, p). We call it a shift operation. Let Q( SL(X, v), SL(Y )) be the sequence of pairs of a vertex and a shift value ((u 1 , p 1 ), . . . , (u , p )) with length , such that SL(Y ) = op(op(· · · op( SL(X, v), u 1 , p 1 ) · · · , u −1 , p −1 ), u , p ). We Proof. If a vertex u is shifted, this implies that its incident edge is removed from a graph since each smallest-ordering is obtained by some fixed deterministic procedure. Thus, the number of applying shift operations is at most d G (u) on I. Hence, the total number of applying shift operations is at most the number of edges in the input graph.
In addition, SL(X) is obtained by adding
, EIS stored the position of u in SL(X). This needs O (n) space since each vertex is removed from a graph at most once on the path from a current iteration to the root iteration. Hence, from the above discussion, we can obtain the following lemma:
Lemma 17. Let Y be an iteration and X be the parent iteration of Y . Then, we can compute SL(X) from SL(Y ) in O n X + n 2 Y time when backtracking from Y to X, and O (n + m) space in total.
From Lemma 17, EIS demands O (n + m) space and O n 2 X time for each iteration X on average for restoring smallest-last orderings.
Run-length encoded adjacent matrices
In this subsection, we demonstrate how to restore each row of M r (G i (X)). Let u be a vertex in V (G i (X). Remind that we pick v from V (G i (X)) to add S(Y ). If u / ∈ V (G(Y )), by just adding R r (G i (X), u) to R r (G(Y ), u), we can restore R r (G i (X), u) since EIS keeps R r (G i (X), u) until backtracking. In addition, if once u is removed from G i (X), then u will never appear in the input graph of a descendant iteration of X.
Suppose that u ∈ V (G(Y )). To restore R r (G i (X), u), we use data structures R adj (G i (X), G(Y ), u) and R r adj (G i (X), G(Y ), u) defined as follows: R adj (G i (X), G(Y ), u) is a 0-1 sequence with length n X . Let z be the j-th vertex in G i (X). The j-th element of R adj (G i (X), G(Y ), u) = 1 if z is adjacent to both v and u. Otherwise, R adj (G i (X), G(Y ), u) = 0. R r adj (G i (X), G(Y ), u) is a run-length encoded sequence of R adj (G i (X), G(Y ), u). From Lemma 14, we can easily see that
for u, and O (n + m) space in total. However, if R adj (G i (X), G(Y ), u) does not contain 1, then we do not store R r adj (G i (X), G(Y ), u). If we store such rows, we can not bound total space by O (n + m) since each iteration has O (n Y ) additional space. Hence, we store R r adj (G i (X), G(Y ), u) which contains at least one 1 by using a doubly liked list ordered by the smallest last ordering. To restore rows consisting of only 0s, that is, to restore rows not in the list, we compute the difference between the indices of two consecutive rows in the list. By using the difference, we can obtain R r adj (G i (X), G(Y ), u) by filling rows consisting of only 0s. Thus, we can avoid the additional space.
We assume that for each ancestor iteration Z of X and the parent Z of Z, EIS stores R r adj (G(Z ), G(Z), y) for each y ∈ N G(Z) [x] , where x is a picked vertex on Z . By using the following lemma, we can efficiently restore
, that is, we can restore M r (G i (X)).
Lemma 18. Let X be an iteration and Y be a child iteration of X. Let v be a vertex with the minimum degree in G i (X), and G(Y ) = G i (X) \ N Gi(X) [v] . We assume that we have the following four data:
, the position of a vertex w on the smallest-last ordering of G i (X) for each w ∈ N Gi(X) [v] , and the smallest-last ordering of G(Y ) with the shift operation sequence for the smallest-last ordering of G i (X).
Then, we can restore M r (G i (X)) in O n X + n 2 Y time and O (|V (G i (X))|) space.
Proof. Let u be a vertex in V (G(Y )). From Lemma 17, we can obtain the smallest-last ordering of G i (X) in the claimed time complexity. In addition, by scanning the smallest-last ordering of G i (X) from the head, we can reorder R r (G(Y ), u). This reorder needs O n X + n 2 Y time and O (n Y ) space. Next, we consider how to restore R r (G i (X), u). For decoding R r (G i (X), u), we need O (n X + m X ) space, that is, the space usage exceeds O (n x ). Thus, to achieve the claimed complexity, we have to restore R r (G i (X), u) without decoding.
Let R r (G(Y ), v) = (a 1 , b 1 , . . . , a k , b k ). Then, by the definition, the first a 1 elements of R r (G i (X), u) are equal to the first a 1 elements of R r (G i (X), u). Similarly, (a 1 + 1)-th to (
. This holds for R r (G i (X), u) for any i ∈ [i, k]. Thus, by using this fact, we can restore
. Thus, the statement holds.
We summarize the data which are stored during execution of an iteration X. Let Z be an ancestor iteration of X and Z be the parent of Z. Suppose that a vertex z i is picked on Z .
1. M r (G(X)) and the smallest-last ordering of G(X), 2. Vertices from the first element to i-th element on SL(Z) and the position of a vertex u on SL(Z ) for each u ∈ N [z i ], 3. the shift operation sequence for restoring SL(Z ) for each Z,
In addition, the restoration of G i (X) from G i+1 (X) can be done in O (n X ) time. By combining with the discussion in the previous section, we can obtain the following theorem.
Theorem 19. EIS enumerates all independent sets in O (q) time using O (n + m) space even if we do not know the exact value of q, where n is the number of vertices, m is the number of edges, and q is the minimum number such that G does not contain a clique with q vertices.
Finally, we obtain the following corollary from Theorem 19 since K q contains any graph with q vertices as a subgraph, e.g., the graph class of K 5 -free graphs contains planer graphs.
Corollary 20. Let R be a set of graphs and C be a graph class such that any graph in C does not have a graph R as a subgraph. If R contains a graph with constant size, then EIS enumerates all independent sets in a given graph G ∈ C with in O (1) amortize time and O (n + m) space.
Conclusion
In this paper, we proposed EIS. EIS runs in amortized O (q) time for K q -free graph with linear space even if we do not know the exact value of q. By combining the push out amortization [21] and a kernelization technique on FPT algorithms [17] , we gave a good boundary on a recursion tree according to the size of an input graph of each iteration and demonstrated a sophisticated complexity analysis. As a corollary, EIS is optimal when input graphs are in a graph class with forbidden subgraphs on fixed number of vertices. Future work includes whether we can apply our technique to other enumeration problems or not.
A Inclusion relation of graphs with bounded maximum clique size
In this section, we show the relation between graphs with bounded maximum clique size and other sparse graph classes. To define locally bounded expansion, we first define shallow minor [?,?] . Let π G be a sequence of vertices (v 1 , . . . , v k ). We call π G a path if π G consists of distinct vertices and for each i ∈ {1, . . . , k−1}, v i and v i+1 are adjacent. We denote by the distance dist G (u, v) between v and u the length of a shortest path between u and v. and by the d-neighbor of v N d G (v) {u ∈ V | dist G (u, v) ≤ d}. Let H and G be a graph and r be an integer. We assume that there exists a subset {x 1 , . . . , x p } of G and a family of disjoint subsets {V 1 , . . . , V p } of V (G) which satisfying the following condition. (I) Each induced subgraph G[V i ] is connected and includes x i . (II) In G[V i ], dist(x i , v) is at most r for any v ∈ V i . G be a graph obtained by contracting each V i into x i and removing all self-loops and multiple edges. If H is a subgraph of G , then we call H is a a shallow minor of G at depth r. We denote the set of all shallow minor of G at depth r as G∇r. In particular, G∇0 is equal to the set of all subgraphs in G.
The greatest reduced average density (shortly grad ) with rank r is defined as follows:
∇ We next show a graph with bounded maximum clique size is a superclass of bounded degenerate graphs and locally bounded expansion graphs. Bounded degenerate graphs and locally bounded expansion graphs are known as sparse graph class. Lemma 21. Bounded degenerate graphs are subclass of bounded maximum clique size graphs.
Proof. We show a counter example. The size of a maximum clique of a biclique K n,n is 2. However, the degeneracy of K n,n is n. Therefore, the degeneracy of a graph with bounded maximum clique size is unbounded. On the other hand, a k-degenerate graph has no clique with the size larger than k. Hence, the statement holds.
Lemma 22. Let C be a set of graphs and G be a graph in C. If C is locally bounded expansion, then ω(G) is constant.
Proof. From the definition of locally bounded expansion, there exists a function f : N × N → R + such that ∇ r (G[N d (v)]) ≤ f (r, d) for any G ∈ C, v ∈ V (G), and r, d ∈ N. We assume that r = 0 and d = 1. Note that ∇ 0 (G[N [v]]) is the maximum average degree of any subgraphs in G[N [v]]. Since the average degree of a clique with the size k is k − 1, ω(G) is at most f (0, 1) + 1. Since f (0, 1) is constant, the statement holds.
