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Abstract: For a family of random-cluster models with cluster weights q ≥ 1, we prove that the probability that
0 is connected to x is asymptotically equal to 1qχ(β)
2βJ0,x. The method developed in this article can be applied
to any spin model for which there exists a random-cluster representation which is one-monotonic.
1 Introduction
1.1 Definitions and main result
The random cluster-model (also called FK-percolation) was introduced by Fortuin and Kastelyn in 1969 [6] and
has become a fundamental example of dependent percolation, in particular because of its relation to the Potts
model. Indeed, the spin correlations of Potts models can be linked to the cluster connectivity properties of their
random-cluster representations. This allows the use of geometric techniques developed for percolation to study the
Potts model. We refer to [2, 7] for books on the subject and a recent discussion of existing results.
The model is defined as follows. For a finite subgraph Λ of Zd, a percolation configuration ω = (ω)x,y∈Λ is an
element of {0, 1}P2(Λ), where P2(Λ) = {{x, y} : x, y ∈ Λ, x 6= y}. A configuration ω can be seen as a subgraph of Λ
with vertex-set Λ and edge-set given by {{x, y} ∈ P2(Λ) : ωx,y = 1}. If ωx,y = 1, we say that {x, y} is open. Let
k(ω) be the number of connected components in ω.
Consider J = (Jx,y)x,y∈Λ non-negative coupling constants. Fix β, q > 0. Let µΛ,β,q be a measure defined for
any ω ∈ {0, 1}P2(Λ) by
µΛ,β,q(ω) =
qk(ω)
Z
∏
{x,y}∈P2(Λ)
(1 − e−βJx,y)ωx,y ,
where Z is a normalizing constant introduced in such a way that µΛ,β,q is a probability measure. The measure
µΛ,β,q is called the random-cluster measure on Λ with free boundary conditions. For q ≥ 1, the measures can be
extented to Zd by taking the weak limit of measures defined in finite volume.
We say that x and y are connected in S ⊆ Zd if there exists a finite sequence of vertices (vi)
n
i=0 in S such that
v0 = x, vn = y and {vi, vi+1} is open for every 0 ≤ i < n. We denote this event by x
S
↔ y. If S = Zd, we drop it
from the notation. We write 0↔∞ if for every n ∈ N, there exists x ∈ Zd such that 0↔ x and |x| ≥ n, where | · |
denotes a norm on Zd.
For q ≥ 1, the model undergoes a phase transition: there exists βc ∈ [0,∞] satisfying
µZd,β,q(0↔∞) =
{
= 0 if β < βc,
< 0 if β > βc.
For β < βc, it follows from the definition that µZd,β,q(0 ↔ x) goes to 0 as |x| goes to infinity. In [3], it was
proved that if the coupling constants are finite-range, meaning that there exists R > 0 such that Jx,y = 0 whenever
|x− y| > R, then the probability of two points being connected decays exponentially fast in distance, i.e. for every
β < βc, there exists c(β) > 0 such that for every x in Z
d,
µZd,β,q(0↔ x) ≤ exp(−c|x|). (1.1)
In this article, we consider the random-cluster models with infinite-range non-negative coupling constants
(Jx,y)x,y∈Zd satisfying for every x, y, z ∈ Z
d
1
• H1 There exists c > 0 such that J0,x ≤ cJ0,y if |x| ≥ |y|.
• H2 Jx−z,y−z = Jx,y.
• H3
∑
y∈Zd
J0,y <∞
• H4 For every x ∈ Zd, for every ε > 0, there exists δ > 0 such that for every y ∈ Zd
|x− y| ≤ δ|x| ⇒ |J0,x − J0,y| ≤ εJ0,x.
• H5 There exist 0 < γ < 1, 0 < α < 1 and C1 > 0 such that
∑
y∈Zd
(J0,y)
α <∞ and such that for every x ∈ Zd
log(J0,x)
2J0,uJ0,v ≤ C1J0,x(J0,v)
α
with |v| ≥ |x|/ log(J0,x)
2 and |u| ≥ |x|γ/ log(J0,x)
2.
Remark 1. Important examples of such coupling constants are J0,x = |x|
−c with c > d and J0,x = |x|
− log |x|.
Remark 2. The hypothesis H4 rules out the stretched exponential decay, i.e. J0,x = exp(−|x|
η) with η ∈ (0, 1).
This implies in particular that
lim
|x|→∞
|x|ξ
log(J0,x)
= 0
for every ξ ∈ (0, 1).
The main theorem of this article is the following one.
Theorem 1.1. If (Jx,y)x,y∈Zd satifies H1-H5 then for q ≥ 1, β < βc and for every x ∈ Z
d,
µZd,β,q(0↔ x) =
βχ(β)2
q
J0,x(1 + ox(1)) (1.2)
where χ(β) :=
∑
x∈Zd
µ(0↔ x).
This theorem was already proved for q = 2 (the Ising model) in [11], and a weaker form of this theorem was
proved for q = 1 (Bernoulli percolation) in [1]. They both relied on the Simon-Lieb inequality or its equivalent
version for Bernoulli percolation (see [9] for the Ising model and [5] for the Bernoulli percolation). For q > 2,
this inequality is not available, so those approaches cannot be extended. Instead of that, we are going to use the
exponential decay of the size of the connected component of 0 that was recently proved in [8]. The latter used the
so-called OSSS inequality introduced in [3]. This inequality was already used to prove sharpness in a lot of models
(see [3, 4, 10]) for which there exists a random-cluster type representation which is one-monotonic. Therefore, we
believe that the OSSS inequality coupled with the approach developed in this article has the potential to be applied
to study subcritical phases of long-range spin models for which there exists a random-cluster representation which
is one-monotonic (for instance the Ashkin-Teller model, see [12]).
1.2 Applications to the ferromagnetic q-state Potts model
The Potts model is one of the fundamental examples of a lattice spin model undergoing an ordered/disordered
phase transition. It generalizes the Ising model by allowing spins to take one of q values, where q is an integer
greater than or equal to 2.
The model on Zd is defined as follows. For a subset Λ of Zd, the probability measure is defined for any
σ = (σx)x∈Λ ∈ {1, . . . , q}
Λ by
PΛ,β,q(σ) :=
exp(−βHΛ,q(σ))∑
σ′∈{1,...,q}Λ
exp(−βHΛ,q(σ′))
with HΛ,q(σ) :=
∑
x,y∈Λ
Jxyδσx 6=σy
The model can be defined on Zd by taking the weak limit of measures in finite volume. The measure thus obtained
is called the measure with free boundary conditions and is denoted by PZd,β,q. The Potts model undergoes a phase
transition between the absence and the existence of long-range order at the so-called critical inverse temperature
βc, see [7] for details. Our main theorem from the point of view of the Potts model is the following one.
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Theorem 1.2. If (Jx,y)x,y∈Zd satifies H1-H5, then for q ≥ 1, β < βc and x ∈ Z
d,
PZd,β,q(σ0 = σx)−
1
q = βχ(β)
2qJ0,x(1 + ox(1)) (1.3)
where χ(β) := 1q−1
∑
x∈Zd
PZd,β,q(σ0 = σx)−
1
q .
Since the Potts model and the random-cluster models can be coupled (see [7]) in such a way that
PZd,β,q(σx = σy)−
1
q =
q−1
q µZd,β,q(x↔ y),
Theorem 1.2 is a direct consequence of Theorem 1.1 and we will therefore focus on Theorem 1.1.
1.3 Backround
The following standard properties will be used in the proof of Theorem 1.1.
Finite energy property. For every Λ ⊂ Zd, q ≥ 1, ω′ ∈ {0, 1}P2(Λ) and x, y ∈ Λ,
µΛ,β,q(ωx,y = 1|ωa,b = ω
′
a,b, ∀{a, b} ∈ P2(Λ) \ {x, y}) ≤ βJx,y.
We refer to [2] for more details about this property.
Monotonicity of measures. The following is a standard consequence of the FKG inequality : for q ≥ 1, two
subsets Λ1 ⊂ Λ2 of Z
d and an increasing event A depending on the edges in Λ1 (see [13] for definition of an
increasing event and the proof of this inequality), we have
µΛ1,β,q(A) ≤ µΛ2,β,q(A). (1.4)
Finally, the following non-trivial input will be a key ingredient of the proof.
Theorem 1.3. For q ≥ 1, β < βc, there exists c1 = c1(β, q) > 0 such that for every n ∈ N
µZd,β,q(|C(0)| ≥ n) ≤ exp(−c1n) (1.5)
where C(0) := {x ∈ Zd : 0↔ x}.
This theorem was proved in [8].
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2 Proof of Theorem 1.1
2.1 Upper bound
Fix (Jx,y)x,y∈Zd satisfying H1-H5, β < βc, q ≥ 1 and x ∈ Z
d. If 0 is connected to x, then there are two possibilites:
either there is a big number of ’short’ open edges (i.e. open edges whose endpoints are close) in C(0) or there is a
small number of ’long’ open edges in C(0). In the first case, this implies that the number of vertices in C(0) is big,
which is unlikely to happen by (1.7). In order to make this idea precise, we introduce some notation. From now
on, we will write µ instead of µZd,β,q. Define f(x) := −2 log(J0,x)/c1 where c1 is provided by Theorem 1.3. Denote
by Dy the event that the size of the connected component of y is smaller than f(x). Using the union bound, we
can write
µ(0↔ x) ≤ µ(0↔ x,D0) + µ(0↔ x,D
c
0).
Using (1.5) we easily get that
µ(Dc0) = ox(1)J0,x,
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where we write ox(1) for a function that goes to 0 as |x| goes to infinity. This implies that the size of connected
component of 0 can be assumed to be smaller than f(x). In this case, we are going to prove three lemmas. Lemma
2.1 and 2.2 give terms that are negligible with respect to J0,x and Lemma 2.3 gives the sharp asymptotics.
If 0 is connected x and the size of the connected component of x is smaller than f(x), then there must exist
an open edge in C(0) whose endpoints are separated by a distance at least |x|/f(x). This will be an important
observation in the proof of the next lemma. Before stating the lemma, we introduce some notation. For a
configuration ω, define the random variable L(ω) := sup{|y1−y2| : y1, y2 ∈ C(0), ωy1,y2 = 1} which gives the length
of the biggest open edge in C(0). For y ∈ Zd and Λ ⊂ Zd, define Ry(Λ) := sup{|x−y| : x ∈ Λ∩C(y)}. If Λ = C(y),
we simply write Ry. If L < ∞, then there exists an open edge {y1, y2} ∈ P2(Z
d) such that |y1 − y2| = L. If
there are several such edges, take the one that maximizes Ry(C(y) \ {y1, y2}). If there are several such edges,then
define an order ≺ on P2(Z
d) and choose the one minimal for ≺. In this case, we define Ry := R
y(C˜(y)), where
C˜(y) := {x ∈ Zd : x is connected to y without using the edge {y1, y2}}.
Lemma 2.1. For β < βc and x ∈ Z
d
µ(0↔ x,D0, L ≤
1
2 |x|) = ox(1)J0,x. (2.1)
Remark 3. The value 1/2 doesn’t play any special role and could be replaced by any ρ ∈ (0, 1).
Proof. Remark that if 0 is connected to x and L ≤ 12 |x|, then either R0 ≥
1
4 |x| or Rx ≥
1
4 |x|. Therefore, the union
bound and the symmetry give
µ(0↔ x,D0, L ≤
1
2 |x|) ≤ 2µ(0↔ x,D0, R0 ≥
1
4 |x|) = 2µ(0↔ x,D0, Dx, R0 ≥
1
4 |x|).
The last equality follows from the fact that if 0 is connected to x, then C(0) = C(x). Let us make the following
observation : if 0 is connected to x and |C(0)| ≤ f(x), then there exist y1, y2 ∈ Z
d satisfying
• {y1, y2} is open,
• |y1 − y2| ≥ |x|/f(x),
• y1, y2 ∈ C(0) = C(x).
This implies that L ≥ |x|/f(x). Therefore, there exists an open self-avoiding path (vi)
N
i=0 from 0 to x such that
there exists 0 ≤ l < N such that |vl − vl+1| ≥ |x|/f(x). Take the smallest such l and set y1 = vl and y2 = vl+1.
For y, z ∈ Zd, we will write y ↔1 z if y is connected to z without using the edge {y1, y2}. Set k(x) := ⌊|x|/f(x)⌋.
Finally, for n ∈ N, we set Λn(y) := {x ∈ Z
d : |x− y| < n}. Using the union bound, we get that
µ(0↔ x,D0, Dx, R0 ≥
1
4 |x|) ≤
∑
y1∈Zd
∑
y2∈Λck(y1)
µ(0↔1 y1, ωy1,y2 = 1, y2 ↔1 x,D0, Dx, R0 ≥
1
4 |x|).
Conditioning on {0↔1 y1} ∩ {y2 ↔1 x} ∩D0 ∩Dx ∩ {R0 ≥
1
4 |x|} and using the finite energy property, we get
µ(0↔1 y1, y2 ↔1 x,D0, Dx, R0 ≥
1
4 |x|, ωy1,y2 = 1) ≤ βJy1,y2µ(0↔1 y1, y2 ↔1 x,D0, Dx, R0 ≥
1
4 |x|)
≤ cJ0,k(x)e1µ(0↔1 y1, y2 ↔1 x,D0, Dx, R0 ≥
1
4 |x|).
with c given by H1. Plugging this into the inequality above gives
µ(0↔ x,D0, Dx, R0 ≥
1
4 |x|) ≤ cβJ0,k(x)e1
∑
y1∈Zd
∑
y2∈Λck(y1)
µ(0↔1 y1, y2 ↔1 x,D0, Dx, R0 ≥
1
4 |x|)
≤ cβJ0,k(x)e1
∑
y1∈Zd
∑
y2∈Zd
µ(0↔1 y1, y2 ↔1 x,D0, Dx, R0 ≥
1
4 |x|)
= cβJ0,k(x)e1E(|C(0)||C(x)|1{D0 ,Dx,R0≥14 |x|}
)
≤ βf(x)2J0,k(x)e1µ(D0, R0 ≥
1
4 |x|).
In the last line, we used that |C(0)| ≤ f(x) on D0 and |C(x)| ≤ f(x) on Dx. Observe that if |C(0)| ≤ f(x) and
R0 ≥
1
4 |x|, then there exists a, b ∈ Z
d such that
• 0 is connected to a in P2(Z
d) \ {a, b},
• |a− b| ≥ 14k(x),
• {a, b} is open.
4
Set Ea,b = P2(Z
d) \ {a, b}. Using the union bound, we get
µ(D0, R0 ≥
1
4 |x|) ≤
∑
a∈Zd
∑
b∈Zd
|b−a|≥
1
4k(x)
µ(0
Ea,b
←→ a, ωa,b = 1).
As before, the conditioning and the finite energy property give
µ(0
Ea,b
←→ a, ωa,b = 1) ≤ βJa,bµ(0
Ea,b
←→ a).
Plugging this into the previous inequality gives
µ(D0, R0 ≥
1
4 |x|) ≤
∑
a∈Zd
∑
b∈Zd
|b−a|≥
1
4k(x)
βJa,bµ(0
Ea,b
←→ a)
≤ βχ(β)
∑
b∈Zd
|b|≥
1
4k(x)
J0,b.
In the second line, we used that (Jx,y)x,y∈Zd is invariant under translations. Therefore, combining all the inequalities
we get
µ(0↔ x,D0, L ≤
1
2 |x|) ≤ cχ(β)(βf(x))
2J0,k(x)e1
∑
b∈Zd
|b|≥
1
4k(x)
J0,b ≤ c2J0,x
∑
b∈Zd
|b|≥
1
4k(x)
(J0,b)
α = ox(1)J0,x
with c2 = 4C1c
2χ(β)β2/c1. The second inequality follows from the definition of f(x), H1 and H5. The last
equality follows from
∑
y∈Zd
(J0,y)
α <∞ and Remark 2. This finishes the proof of Lemma 2.1.
Thanks to Lemma 2.1, we only need to estimate µ(0↔ x,C0,x, L ≥
1
2 |x|). Recall the definition of γ from H5.
Using the union bound, we can write
µ(0↔ x,D0, L ≥
1
2 |x|) ≤ µ(0↔ x,D0, L ≥
1
2 |x|, R0 ≥ |x|
γ) + µ(0↔ x,D0, L ≥
1
2 |x|, R0 ≤ |x|
γ).
In the next lemma, we will focus on estimating the first term.
Lemma 2.2. For β < βc, 0 < γ < 1 given by H5 and x ∈ Z
d
µ(0↔ x,D0, L ≥
1
2 |x|, R0 ≥ |x|
γ) = ox(1)J0,x. (2.2)
Proof. If L ≥ 12 |x| and 0 is connected to x, then there exists an open self-avoiding path (vi)
N
i=0 from 0 to x such
that there exists 0 ≤ l < N such that |vl − vl+1| ≥
1
2 |x|. Set r(x) := ⌊
1
2 |x|⌋. Reasoning as before, we get
µ(0↔ x,D0, L ≥
1
2 |x|, R0 ≥ |x|
γ) ≤
∑
y1∈Zd
∑
y2∈Λcr(y1)
µ(0↔1 y1, ωy1,y2 = 1, y2 ↔1 x,D0, Dx, R0 ≥ |x|
γ)
≤ cβf(x)2J0,r(x)e1µ(D0, R0 ≥ |x|
γ).
As in the proof of Lemma 2.1, we can prove can easily prove that
µ(D0, R0 ≥ |x|
γ) ≤ βχ(β)
∑
b∈Zd
|b|≥|x|γ/f(x)
J0,b.
Therefore, it follows from H1, H5 and Remark 2 that
µ(0↔ x,D0, L ≥
1
2 |x|, R0 ≥ |x|
γ) = ox(1)J0,x.
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Lemma 2.2 implies by symmetry that
µ(0↔ x,D0, L ≥
1
2 |x|, Rx ≥ |x|
γ) = ox(1)J0,x. (2.3)
We now focus on the next lemma, which gives the sharp asymptotics of the probability of 0 being connected to x.
Lemma 2.3. For β < βc, 0 < γ < 1 given by H5 and x ∈ Z
d
lim sup
|x|→∞
µ(0↔ x, L ≥ 12 |x|, R0 ≤ |x|
γ , Rx ≤ |x|
γ)
J0,x
≤
χ(β)2β
q
. (2.4)
The upper bound then follows by combining (2.1), (2.2), (2.3) and (2.4).
Proof. Set Λ = Λ|x|γ (0),Λ
′ = Λ|x|γ (x) and P0,x := {R0 ≤ |x|
γ} ∩ {Rx ≤ |x|
γ}. Let Λn be such that Λ,Λ
′ ⊂ Λn. If
0 is connected to x, R0 ≤ |x|
γ and Rx ≤ |x|
γ , then there exists an open self-avoiding path (ui)
M
i=0 from 0 to x such
that there exists a unique 0 ≤ l < N such that |ul − ul+1| ≥ |x| − 2|x|
γ satisfying
• ∀0 ≤ i ≤ l, ui ∈ Λ,
• ∀l < j ≤M , uj ∈ Λ
′.
Set ul = y1, ul+1 = y2. Then, the union bound gives
µΛn(0↔ x, L ≥
1
2 |x|, P0,x) ≤
∑
y1∈Λ
∑
y2∈Λ′
µΛn(0
Λ
↔ y1, ωy1,y2 = 1, y2
Λ′
↔ x, P0,x)
≤
∑
y1∈Λ
∑
y2∈Λ′
1
q
(1 − exp(−βJy1,y2))µΛn(0
Λ
↔ y1, ωy1,y2 = 0, y2
Λ′
↔ x,R0 ≤ |x|γ , Rx ≤ |x|γ)
≤
β
q
∑
y1∈Λ
∑
y2∈Λ′
Jy1,y2µΛn(0
Λ
↔ y1, ωy1,y2 = 0, y2
Λ′
↔ x,R0 ≤ |x|γ , Rx ≤ |x|γ).
In the second inequality, we used the fact that on P0,x, the number of connected components increases by 1 when
ωy1,y2 goes from 1 to 0. In the third inequality, we used that 1 − exp(−βJy1,y2) ≤ βJy1,y2 . Fix ε > 0. It follows
from H4 and the translational invariance that
Jy1,y2 ≤ (1 + ε)J0,x
since |y2 − y1 − x| ≤ δ|x| for |x| big enough. Therefore
µΛn(0↔ x, L ≥
1
2 |x|, P0,x) ≤ (1 + ε)J0,x
∑
y1∈Λ
∑
y2∈Λ′
µΛn(0
Λ
↔ y1, ωy1,y2 = 0, y2
Λ′
↔ x,R0 ≤ |x|γ , Rx ≤ |x|γ).
Now, if we decompose with respect to the possible connected components of x, the union bound gives:
µΛn(0
Λ
↔ y1, y2
Λ′
↔ x,R0 ≤ |x|γ , Rx ≤ |x|γ) =
∑
S
µΛn(0
Λ
↔ y1, R
0 ≤ |x|γ , C(x) = S)
where the summation is over S containing x such that Rx(S) ≤ |x|γ . The conditioning gives∑
S
µΛn(0
Λ
↔ y1, R
0 ≤ |x|γ , C(x) = S) =
∑
S
µΛn(0
Λ
↔ y1, R
0 ≤ |x|γ |C(x) = S)µΛn(C(x) = S)
=
∑
S
µΛn\S(0
Λ
↔ y1, R
0 ≤ |x|γ)µΛn(C(x) = S)
≤
∑
S
µΛn(0
Λ
↔ y1, R
0 ≤ |x|γ)µΛn(C(x) = S)
= µΛn(0
Λ
↔ y1, R
0 ≤ |x|γ)µΛn(y2
Λ′
↔ x,Rx ≤ |x|γ)
In the second inequality, we used the spatial Markov property (see [13, Chapter 3]) as well as the fact that if w ∈ S
and z /∈ S, then {w, z} is closed. In the third inequality, we used (1.4). Plugging this into the inequality above and
taking the limit as n goes to infinity, we get
µ(0↔ x, L ≥
1
2
|x|, P0,x) ≤ (1 + ε)
β
q
J0,x
∑
y1∈Λ
∑
y2∈Λ′
µ(0
Λ
↔ y1, R
0 ≤ |x|γ)µ(y2
Λ′
↔ x,Rx ≤ |x|γ) ≤ (1 + ε)
β
q
χ(β)2J0,x
for |x| big enough. We used the translational invariance in the second inequality. This finishes the proof of Lemma
2.3.
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2.2 Lower bound
We will use the same argument as in [11]. In this part, we don’t use H5. Set δ ∈ (0, 1/2],∆1 = Λ|x|δ(0),∆2 =
Λ|x|δ(x) and ∆ = ∆1 ∪∆2. For our application to Z
d, we can take δ = 1/2, but a smaller value may be needed to
extend the proof to a different graph and to more general coupling constants. Let N be the number of open edges
from ∆1 to ∆2. Then the inclusion of events and the monotonicity of the measure (1.4) give
µ∆(0↔ x,N = 1) ≤ µ∆(0↔ x) ≤ µ(0↔ x).
For y1 ∈ ∆1, y2 ∈ ∆2, let Gy1,y2 be the event that there exists an unique edge {y1, y2} such that
• 0
∆1↔ y1,
• {y1, y2} is open,
• y2
∆2↔ x.
In this case, 0 is connected to x and N = 1. Therefore∑
y1∈∆1
∑
y2∈∆2
µ∆(0
∆1↔ y1, ωy1,y2 = 1, y2
∆2↔ x,N = 1) = µ∆(
⊔
y1∈∆1
y2∈∆2
Gy1,y2) ≤ µ∆(0↔ x,N = 1).
In the first equality, we used the fact that the events Gy1,y2 are disjoint for different edges. Using the fact that on
the event N = 1, the number of connected components increases by 1 when ωy1,y2 goes from 1 to 0, we get that
µ∆(0
∆1↔ y1, ωy1,y2 = 1, y2
∆2↔ x,N = 1) =
1
q
(1− exp(−βJy1,y2))µ∆(0
∆1↔ y1, y2
∆2↔ x,N = 0)
=
1
q
(1− exp(−βJy1,y2))µ∆(0
∆1↔ y1, y2
∆2↔ x|N = 0)µ∆(N = 0).
Finally, on N = 0, all the edges between ∆1 and ∆2 are closed, and therefore we can factorize the measure as
µ∆(0
∆1↔ y1, y2
∆2↔ x|N = 0) = µ∆1(0↔ y1)µ∆2(y2 ↔ x).
Combining all the inequalities we get
µ(0↔ x) ≥
∑
y1∈∆1
∑
y2∈∆2
1
q
(1− exp(−βJy1,y2))µ∆1(0↔ y1)µΛ′(y2 ↔ x)µ∆(N = 0) (2.5)
Fix ε > 0. It follows from H4 and the translational invariance that
Jy1,y2 ≥ (1− ε)J0,x (2.6)
since |y2 − y1 − x| ≤ δ|x| for |x| big enough. Therefore, using (2.5), we get
µ(0↔ x) ≥ (1− exp(−β(1− ε)J0,x))
∑
y1∈∆1
∑
y2∈∆2
1
q
µ∆1(0↔ y1)µ∆2(y2 ↔ x)µ∆(N = 0) (2.7)
By the translational invariance and the monotonicity (1.4), we get
lim
|x|→∞
∑
y1∈∆1
∑
y2∈∆2
µ∆1(0↔ y1)µ∆2(y2 ↔ x) = χ(β)
2.
Now, let us prove that µ∆(N = 0) goes to 1 as |x| goes to infinity. If N ≥ 1, then there exist y1, y2 in Z
d such that
• y1 ∈ ∆1, y2 ∈ ∆2,
• {y1, y2} is open.
Therefore, the union bound gives
µ∆(N ≥ 1) ≤
∑
y1∈∆1
∑
y2∈∆2
µ∆(ωy1,y2 = 1) ≤ β
∑
y1∈∆1
∑
y2∈∆2
Jy1,y2 ≤ (1 + ε)J0,x|∆1|
2.
The second inequality follows from the finite energy property and the third inequality from H4. Since δ ≤ 1/2 and∑
y∈Zd
J0,y <∞ by H3, it follows that
J0,x|∆1|
2 = ox(1)
and therefore lim
|x|→∞
µ∆(N = 0) = 1. The lower bound then follows from (2.7) combined with the fact that
7
lim
|x|→∞
1− exp(−βJ0,x)
βJ0,x
= 1.
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