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一种基于 PSO BP神经网络的企业信用风险评估模型。该模型首先应用主成分分析方法降低输入 BP网络的信用评估指
标维数,并且采用粒子群优化算法优化 BP神经网络的权值。实验表明,新模型采用的算法具有收敛速度快,预测精度高
的优点,是一种有效可靠的企业信用风险评估模型。
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Abstract: C red it r isk assessm ent o f enterprise is a very im po rtant problem in the financ ial fie ld. Its de fic iency is revea led because
of sing ly using BP neura l netwo rk. In th is paper, a new assessm en tm ode l is proposed wh ich is based on an optim ized BP neural
ne tw ork. In th is m ode,l first, d im ensions o f data are reduced by P r incipa lC om ponent Ana lys is ( PCA ); Second, Partic le Sw arm
Optim ization ( PSO ) is used fo r optim izing pa rame ters o f neu ra l ne tw ork. The expe rim ent resu lts show tha t PSO BP a lgo rithm
wo rks w ith qu icker convergence rate and the higher forecast precision, it can con tent w ith the dem and o f credit risk assessm ent o f
enterpr ise.
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基于上述研究基础, 本文从组合优化的角度, 并







































































设信用风险评估指标为 x!= ( x1!, x2!, ∀, xn!),
赋予这些参数一个经验权值 W x = (W x1, W x2, ∀,
W xn ) !,其中 W x1 +W x2 + ∀+W xn = 1。
( 1)求出W的自协差阵: V=
v11 v12 ∀ v1n
∀ ∀ ∀ ∀
vn1 vn2 ∀ vnn
;
( 2)求出 V 的特征值 , 按从大到小的顺序
写出:







i )  90%
时的前 m个特征值,其余舍去;
( 4)求出对应于 j ( j= 1, 2, ∀, m )的特征向量 rj
( j= 1, 2, ∀, m ) ;
( 5)求出 x1 = y1 !wx, x2 = y2 !wx, ∀, xm = ym !wx,






















X1 3. 348 16. 740 16. 740 11 0. 732 3. 660 80. 495
X2 2. 016 10. 080 26. 820 12 0. 765 3. 825 84. 320
X3 2. 004 10. 020 36. 840 13 0. 642 3. 210 87. 530
X
4 1. 928 9. 640 46. 480 14 0. 507 2. 535 90. 065
X5 1. 574 7. 870 54. 350 15 0. 479 2. 395 92. 460
X6 1. 161 5. 805 60. 155 16 0. 402 2. 010 94. 470
X7 0. 881 4. 405 64. 560 17 0. 332 1. 660 96. 130
X8 0. 832 4. 160 68. 720 18 0. 299 1. 495 97. 625
X9 0. 812 4. 060 72. 780 19 0. 274 1. 370 98. 995







i )  
90%,可以看出: 20个指标只要抽取的主成分数目达
到 14时, 抽取的主因子信息累积贡献率为 90.
065%,我们可以用这 14个主成分来作为神经网络的
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输入。这样神经网络的输入结点就由 20个变为 14












网络, 它分为三层, 即输入层、隐含层和输出层。 BP
神经网络训练的本质是通过训练网络连接权值,获得
尽可能小的训练误差。设样本中有 s个企业, 第 r个
企业的输入变量是 X r,结果变量 (即属于好客户还是
坏客户 )是 D r。当 BP神经网络的输入是 Xr时,输出
结果是 Y r,则样本的误差是: E =
r j










: ( 1)由于其计算过程基本上是一个 黑
箱  ,其结果往往难于理解; ( 2)神经网络往往存在着
过度拟合问题,对训练样本而言, 神经网络的预测精












化为一群随机粒子 (随机解 ) , 然后通过迭代找到最








v [ ] = v[ ] + c1* rand( ) * ( pbest[ ] - present[ ] ) + c2*
rand( )* ( gest[ ] - present[ ] ) ( 1)
present[ ] = present[ ] + v[ ] ( 2)
其中 v[ ]是粒子的速度, present[ ]是当前粒子的
位置。 pbest[ ]和 gbest [ ]如前定义, rand ( )是介于
( 0, 1)之间的随机数, c1, c2是学习因子。

























( Y rj - Drj )
2 /2 ( 3)






粒子的维数大小 D可表示为: D= ( I* H ) + ( H* O )
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vmax:最大速度,决定粒子在一个循环中最大的移
动距离,通常设定为粒子的范围宽度, 本文设定粒子
属于 [ 5, 5] ,那么 vmax的大小就是 10。
学习因子: cl和 c2通常等于 2, 不过在文献中也





( 4)初始化: 随机生成 M个粒子, 粒子的位置与
初始速度范围控制在 ( 0, 1)之间, 粒子的位置与速度
矢量的维数等于 D。设每个粒子的 pbest为初始位
置, pbest的最好值为 gbest。




( 6)位置与速度更新: 对每个粒子, 根据式 ( 1 )、
( 2)进行位置与速度的更新。
( 7)算法终止:如果满足精度要求或整个进化已
达到最大迭代次数 (设为 2000), 则终止算法并记录
当前整个群体中的最佳个体。否则, 转至步骤 ( 5)。
3 实验结果分析
在 Matlab 7. 0中实现了本文提出的模型。基于








样本 实际值 预测值 样本 实际值 预测值 样本 实际值 预测值
1 0. 405 0. 404088 2 0. 432 0. 432636 3 0. 456 0. 455812
4 0. 386 0. 386122 5 0. 564 0. 565078 6 0. 129 0. 128917
7 0. 288 0. 287975 8 0. 307 0. 306985 9 0. 367 0. 367368
10 0. 504 0. 503797 11 0. 374 0. 373999 12 0. 389 0. 388956
表 4 检测样本预测结果
样本 实际值 预测值 样本 实际值 预测值 样本 实际值 预测值
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注重线宽的设置, 使图形富有层次而美观。除中心
线、填充线、尺寸标注、说明引出线采用 By layer外, 其
它轮廓线宽设置必须# 0. 3毫米,而且在将 CAD图
形转化为WMF格式图元文件时, 线宽处于显示可见
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