Abstract -In this paper, we study cooperative multi-agent systems in which the target objective and the controls exercised by the agents are dependent on the choices they made at initial system time. Such systems have been investigated in several recently published papers, mainly from the perspective of system analysis on issues such as control communication complexity, control energy cost and the feasibility of realization of target functions. This paper continues this line of research by developing optimal control design methodology for linear systems that are collaboratively manipulated by multiple agents based on their distributed choices. For target matrices that satisfy particular structural constraints, we derive control algorithms that can achieve the specified targets with minimum control cost. We compare state-feedback as well as open-loop control strategies for target realization and extend the optimality result to an arbitrary target matrix. The optimal control solutions are obtained by minimizing the average control cost subject to the set of specified target-state constraints by means of modern variation theory and the Lagrange multiplier method.
Fig. 1. Path planning for two agents
For simplicity, we assume the vertical velocity components of the points are fixed to be 1 in the direction as indicated in the figure while the horizontal motions are controllable and described by the equations: 
where u, v are controls exerted by Alice and Bob respectively. It is assumed that no special communication channels exist between the agents; however, the agents can observe the horizontal coordinate difference:
At initial time, Alice and Bob each choose from two options with equal probability. Depending on the four equally likely choice pairs, they have a prior agreement on the target system outcome described by a twoby-two matrix with its entries describing one of the two possible event outcomes, namely, the points meet or not meet at a terminal time T. The initial choice cannot be changed and are unknown to the other agent.
The mathematical definition for the meeting event is simply 0 ) (  T e , (we do not specify the meeting velocities in general, but in this discussion we further specify that  e(T )  0 ). On the other hand, the definition for the non-meeting event is less straightforward. In this illustrative example we define it to be 5 ) (  T e . Moreover, in order to satisfy the constraint for being realizable we define the target matrix by 
For the stated target matrix, we will show that one can design optimal control laws u 1 (t), u 2 (t)
  for
Alice and v 1 (t), v 2 (t)   for Bob so that if Alice chooses u i (t) and Bob chooses v j (t) , the control laws will drive (4) to end with e(T )  h ij , and hence allowing the target matrix be realized as shown in Fig. 2 . In subsequent sections we will analyze this problem and show how control laws with minimal control cost can be designed for a given target matrix.
From this example, it is clear that unlike traditional control problem it is not sufficient to determine just one control function but a set of control laws for the agents to make selections from based on their choices. Moreover, there can be target matrix that cannot be realized in this choice-based action framework if no agent-to-agent communication is allowed.
B. Problem Setup
Consider a distributed control system with L independent agents , ) (
where A  R nn , B l  R nm l , x(t)  R n is the state, and u l (t)  R 
which can be interpreted as a quadratic cost averaged over the
cases of possible choices, while satisfying the terminal state condition:
Here, 
From simple algebra it follows that for any integers, i l and  i l in the set
These constraints have been first observed in [26] for the case 2.
L 
There is a totality of
equality constraints of the form (8) , of which only
of them are independent as shown in the following propositions. This fact significantly reduces the complexity of solving the problem.
Proposition 1:
Define the terminal state set by
,..., 2 : ,..., 2 : ,..., 2 :
If all entries of a target matrix H satisfy condition (9) , then for all ,
H is spanned by elements in H. Moreover,
Proof: This can be shown by mathematical induction. It is trivial to see that (10) holds for
11
H and 
H
. Given any two integers, m and n, ) that 3  2  1  3  2  1  3  2  1  3  2  1   1  1  1 
Therefore, all entries of the target matrix satisfy (10) . □
Proposition 2:
Suppose all entries of a target matrix H satisfy the constraints stated in (9) . If equation (8) holds when the left-hand-side is an element of H, that is, it is of the form
, it holds for all entries of H.
Proof: According to Proposition 1, a general entry of H satisfies equations (10) . The proposition follows by substituting the right-hand-side entries of equation (10) by equation (8) . □
A target matrix with all its entries satisfying condition (9) is called a compatible target matrix, otherwise it is called an incompatible target matrix. Choice-based controls that drive a system to realize compatible targets are called target-achieving controls. Generally speaking, an arbitrary target matrix does not meet the structural constraint defined by (9) and thus is not realizable. Instead, one can try to find choice-based controls steering the system to terminal states that minimize an extended cost function which includes an averaged terminal state quadratic error penalty as shown in Section V.
III. PRIMARY TARGET-ACHIEVING CONTROL LAWS
The main result for target-achieving controls for compatible target matrices is derived under the following controllability assumption. In the rest of this section we present a two-step optimization approach to the optimal target-achieving control problem described above. In the first step of optimization we derive for each agent the class of admissible control functions that satisfy the necessary conditions for optimality irrespective of choices of the other agents; in the second step, the problem is reduced to an optimization problem over an (L-1)-dimensional Euclidean space for which there is a unique critical point. This critical point is then shown to be the global minimum.
Theorem 1.
Consider an n-dimensional system with L agents defined by (5) that satisfies Assumption 1.
Let l be an integer in the set
The set of target-achieving optimal controls minimizing the average control cost (6) subject to (7) is defined as follows:
) ( , 1 1 0 1 11
with 
Proof. To find the controls that minimize cost function J, adjoin the target conditions to J with real-valued Lagrange multipliers
or, equivalently
Now we can use standard Lagrange method and the fundamental approach to calculus of variations to find the solution to this optimization problem. Consider the variation in J due to variations in the control vectors,
Here we set
since the initial state and the terminal states are specified. For an extremum, J  must be zero for arbitrary 
where
In addition to the necessary condition arising from zero first-order variation of J , the non-negativity of the second-order variation for all values of ) (t (6) . Note that the cost function can now be reformulated as:
For this reduced problem, the equality constraint in (8) 
According to Proposition 2, if equation (18) holds for all elements in H, it holds for an arbitrary
As a result, it is sufficient to summarize (18) by the following set of equalities: 
, and note that:
Based on this and (19), we obtain the following equations for all
Now, combining (16) and (21) with the cost function (17) leads to an equivalent problem of finding
, such that the following function is minimized
14 By means of the equations 0 / 1    l J P for all l l  , one can show that a critical point for this problem must be given by 1 1ˆl l P P  , for all l l  , as defined in (12) . Moreover, this solution is uniquely determined by the system parameters. We next prove that (12) defines the global minimum of (22) .
Denoting the minimum of all the eigenvalues of all the W l 's by  , which is positive since all W l 's are positive definite, we can have
. For any arbitrary positive C p , on the
. Since D and d are just constants related to A, B l , x 0 , H, and T, (12) is the unique critical point derived from the first order necessary condition, therefore it must be the global minimum of (22) .
Hence by setting 1 1ˆl l P P  , for all l l  , and define the remaining P l i l via equations (20) and (21), and define the controls via equation (16), we obtain the set of optimal solutions as given in Theorem 1. This completes the proof. □ Theorem 1 has many interesting implications. We observe some of them below. We first specify the result of Theorem 1 to a scalar system:
Corollary 1.
Consider a scalar system (23) with L agents, and let l be an integer in the set }.
The set of optimal controls is then given by
g  e 2 at dt
where for l=1,2,…,L and 
Remark 2. For the regulatory problem, that is,
, for all i and j, the average control cost obtained under the optimal controls Especially, for the special case of T=1, L=2, b l =1 (l=1, 2), the minimum average control cost becomes 
The average control cost is given by
One can see that the average control cost in (27) is composed of two components: one based on the distances between the given target state and the initial state and the other on the level of asymmetry of the target states in their spatial distribution. Therefore, the cost would be lower if the controller is assigned for a set of terminal states that are closer to the initial state or if the prescribed terminal states are more symmetrically distributed. One could argue that the first criterion is more dominant since the distance separation component consists of two terms both of which have larger weights in comparison with the spatial distribution cost. In fact, we can express the optimal control cost in terms of the distance of the target states from the initial state, since it can be rewritten as 
The average control cost is given by 
It can be shown that, this average control cost is not larger than that obtained in the choice-based action case shown in (27) .
IV. TARGET-ACHIEVING STATE-FEEDBACK CONTROL
The target-achieving controls described in section IV are functions of the initial state and the target states and hence they are essentially open-loop control laws. Since open-loop controller is susceptible to external disturbances, it is preferable to use a feedback configuration for the controller. In this session, we describe a set of target-achieving feedback control laws, which is derived directly from the primary optimal control result presented in the previous section. (See [14] for a corresponding single target problem.)
For the sake of simplicity, we consider systems with two agents here, that is L =2: 
. The following control cost and target states are associated with system (28):
(30)
According to Theorem 1, the optimal control laws are given by, 
Note that the above controls are valid for arbitrary 0 t and ) ( 0 t x , so they must hold for all ) , [ 0 T t t  and x(t). Therefore, we can derive the following result.
Theorem 2.
For the system (28), the target states are realized by the feedback controls given by
for all i  1, 2,N u , j  1, 2,N v , where To address the singularity problem and test the robustness of the feedback system, we propose a hybrid control strategy for linear systems with state disturbances of the form:
where n R t  ) ( n is a noise process. The idea is to use the feedback control obtained in Theorem 2 to handle disturbances until some time T  <T and switch to open-loop control given by (31) and (32) after T  . The threshold time T  can be determined in principle by solving an optimization problem.
As an example, let us consider the two moving particles introduced in Section II. The target states are given by
. Note that (4) is controllable by both agents, so the set of open-loop optimal controls can be solved utilizing Theorem 1 and is given by 
and the feedback controls according to Theorem 2 are
To demonstrate the control result, we performed a simulation study for a two-by-two target matrix:
Note that this target matrix is compatible. The starting points of the two particles are (5, 10) and (0, 0) respectively and thus e(0) = 5. We assume that the terminal time T = 1 second, the switch time T  = 0.6 second, and n(t) is a band-limited white noise.
The motion trajectories of the two agents produced by the primary open-loop control laws derived in Section III along with the said hybrid control laws are shown in Fig. 3 . The horizontal distance variations are depicted in Fig.4 . From these figures, it can be seen that with the feedback control laws being utilized in the first 0.6 seconds, the system could reach given target states at terminal time with small deviations. In contrast, the pure open-loop control laws are much sensitive to external disturbances. Last, Fig. 5 indicates that the hybrid controls significantly reduce the control cost. 
V. TARGET-APPROACHING FEEDBACK CONTROL
In this section, we aim to find controls for general target matrices, including those that are not target compatible. Specifically, our objective is to derive optimal feedback controls that minimize a weighted sum of the quadratic terminal state error and the control cost, averaged over all possible choices.
Again, consider an n-dimensional two-agent system (28 
for some positive weighting parameter, f.
Using similar argument lines as in the proof of Theorem 1 and 2, we obtained the following result.
Theorem 3:
For an n-dimensional two-agent system in (28), the controls minimizing the cost function (40) are given by
where (46)
Proof: Define the following Hamiltonian
in which
According to similar approaches used in the proof of Theorem 1, we obtain the following equalities:
and
We claim that the controls in (49) minimize the Hamiltonian, since the second order partial derivatives of  with respect to u i and v j are easily verified to be positive-definite. Hence, the remaining task is to calculate explicit expressions for P i and Q j . To this end, first by combining (49) and system equation (28) we solve the terminal state at T as follows (51) with W B and W C defined in (33).
According to the transversality condition (refer to [1] ), we have
From (48), we know that
which when compared with (52) yields
Furthermore,
Combining (51) and (55), we obtain 
To obtain the optimal controls, we need to solve for P i and Q j , which are specified by the following calculations: 
Now the only unknown variable in (57) is P i , and can be solved by
Similarly, we get that 

, the optimal controls will be specified by: 
Note that the right hand side of (62), (65) and (66) 
VI. CONCLUSIONS
In the present paper we have investigated the design problem of affine choice-based action systems in which multiple agents cooperatively apply controls based on their independent choices. A systematic design methodology for optimal target-achieving control of general multi-agent affine systems has been established. In the meanwhile, we have derived a set of optimal target-approaching controls, which can be seen as a general solution for targeting arbitrary states in finite time with minimum average control cost. It is shown in these results that the average control cost is closely related to the cardinality of each set of control choices, number of agents, distances between the given target states and the initial state, and the level of asymmetry of the given terminal states in their spatial distribution.
It is worth mentioning that the solution to the stated problem is based on the assumption that the system is controllable by each agent individually. If the system under investigation is not individually controllable but jointly controllable, the problem remains unsolved. What seems apparent in this case is that some level of communication on the choice information would need to be made by the agents. The framework described in [23] , [25] and [26] then become relevant.
