Abstract. This article considers a limit system by passing to the limit in the following Cahn-Hilliard type phase field system related to tumor growth as β ց 0:
in a bounded or an unbounded domain Ω ⊂ R N with smooth bounded boundary. Here N ∈ N, T > 0, α > 0, β > 0, p ≥ 0, B is a maximal monotone graph and π is a Lipschitz continuous function. In the case that Ω is a bounded domain, p and −∆ + 1 are replaced with p(ϕ β ) and −∆, respectively, and p is a Lipschitz continuous function, ColliGilardi-Rocca-Sprekels [7] have proved existence of solutions to the limit problem with this approach by applying the Aubin-Lions lemma for the compact embedding H 1 (Ω) ֒→ L 2 (Ω) and the continuous embedding L 2 (Ω) ֒→ (H 1 (Ω)) * . However, the Aubin-Lions lemma cannot be applied directly when Ω is an unbounded domain. The present work establishes existence of weak solutions to the limit problem both in the case of bounded domains and in the case of unbounded domains. To this end we construct an applicable theory for both of these two cases by noting that the embedding H 1 (Ω) ֒→ L 2 (Ω) is not compact in the case that Ω is an unbounded domain. 
in Ω × (0, T ),
in Ω is a Cahn-Hilliard type phase field system related to a tumor growth model which was produced in [12, 13, 19] (in [5, 6, 10 ] the system was further studied analytically).
Here Ω is a three-dimensional bounded domain with smooth bounded boundary ∂Ω, ∂ ν denotes differentiation with respect to the outward normal of ∂Ω, p is a nonnegative function, G ′ is the first derivative of a nonnegative potential G, α > 0, β > 0, γ > 0, T > 0, and µ 0 , ϕ 0 , σ 0 are given functions. The unknown function ϕ is an order parameter which can be set as follows:
• ϕ ≃ 1 in the tumorous phase.
• ϕ ≃ −1 in the healthy cell phase.
The unknown function µ is the related chemical potential which is specified by the second equation in (P0), depending on whether β > 0 (the viscous Cahn-Hilliard equation) or β = 0 (the Cahn-Hilliard equation) (see [4, 8, 9] ). The unknown function σ represents the nutrient concentration typically fulfills as follows:
• σ ≃ 1 in a nutrient-rich extracellular water phase.
• σ ≃ 0 in a nutrient-poor extracellular water phase.
The function G cl defined by
for r ∈ R is called the classical double well potential which is a typical example of G.
Recently, for a bounded domain Ω ⊂ R 3 Colli-Gilardi-Rocca-Sprekels [7] have proved existence of solutions to the limit system                        α∂ t µ + ∂ t ϕ − ∆µ = p(ϕ)(σ − µ) in Ω × (0, T ), µ = −∆ϕ + ξ + π(ϕ), ξ ∈ B(ϕ) in Ω × (0, T ),
µ(0) = µ 0 , ϕ(0) = ϕ 0 , σ(0) = σ 0 in Ω by passing to the limit in the following Cahn-Hilliard type phase field system as β ց 0:
µ β = β∂ t ϕ β − ∆ϕ β + ξ β + π(ϕ β ), ξ β ∈ B(ϕ β ) in Ω × (0, T ),
in Ω × (0, T ), (J4) The function π := π ′ is Lipschitz continuous, where π ∈ C 1 (R) is a nonnegative function.
In particular, they showed
-estimate for ζ β and by applying the Aubin-Lions lemma for the compact embedding
and the continuous embedding L 2 (Ω) ֒→ (H 1 (Ω)) * . Moreover, they proved that
and hence they could see that {ϕ β } β satisfies Cauchy's criterion in L 2 (0, T ; H) and then could obtain a strong convergence of
2 , that is, G is the classical double well potential, and
)-estimate for ϕ β can be established by using the Poincaré-Wirtinger inequality (see e.g., [6, 7] ). However, in the case that Ω ⊂ R N is an unbounded domain, the inequality and the Aubin-Lions lemma cannot be applied directly. Thus we cannot show (1.1) in the case of unbounded domains. Moreover, the classical double well potential does not satisfy (J5) in the case of unbounded domains.
Motivation of this work
Cahn-Hilliard equations on unbounded domains were studied by a few authors (see e.g., [3, 11, 15, 16] ). In particular, Cahn-Hilliard type field systems related to tumor growth on unbounded domains have not been studied yet. The case of unbounded domains has the difficult mathematical point that compactness methods cannot be applied directly. It would be interesting to construct an applicable theory for the case of unbounded domains and to set assumptions for the case of unbounded domains by trying to keep some typical examples in previous works, that is, in the case of bounded domains as much as possible. By considering the case of unbounded domains, it would be possible to make a new finding which is not made in the case of bounded domains. Also, the new finding would be useful for other studies of partial differential equations. This article considers the initial-boundary value problem on a bounded or an unbounded domain for the limit system (P)
in Ω by passing to the limit in the following system as β ց 0:
where Ω is a bounded or an unbounded domain in R N (N ∈ N) with smooth bounded boundary ∂Ω (e. (C2) π : R → R is a Lipschitz continuous function and π(0) = 0. Moreover, there exists a function π ∈ C 1 (R) such that π = π ′ and π(0) = 0.
In the case that
where
This article puts the Hilbert spaces
with inner products (u 1 , u 2 ) H :
, respectively, and with norms u H := (u, u)
, respectively. Moreover, this paper uses
The notation V * denotes the dual space of V with duality pairing ·, · V * ,V . Moreover, in this paper, a bijective mapping F : V → V * and the inner product in V * are defined as
* is well-defined by the Riesz representation theorem.
Example
This article presents the example:
where C G ∈ (0, 1 4 ) is a constant. These functions satisfy (C1)-(C4). Indeed, we have
which implies (C1). Also, we see that
and hence (C2) and (C4) hold. Therefore (C1)-(C4) hold for the functions G, B, B, π and π in the example.
Main result for (P) β
This paper defines weak solutions of (P) β as follows.
This article has two main theorems. The first main result is concerned with existence and uniqueness of solutions to (P) β . Theorem 1.1. Assume that (C1)-(C4) hold. Then there exists α 0 ∈ (0, 1) such that for all α ∈ (0, α 0 ) and all β ∈ (0, 1) there exists a unique weak solution (µ β , ϕ β , σ β , ξ β ) of (P) β satisfying
Moreover, there exists a constant
for all α ∈ (0, α 0 ) and all β ∈ (0, 1).
Main results for (P) and error estimates
This article defines weak solutions of (P) as follows.
is called a weak solution of (P) if (µ, ϕ, σ, ξ) satisfies
a.e. on Ω × (0, T ), (1.12)
The second main result asserts existence and uniqueness of solutions to (P) and the error estimate between the solution of (P) and the solution of (P) β . Theorem 1.2. Assume (C1)-(C4) and let α 0 be as in Theorem 1.1. Then there exists α 00 ∈ (0, α 0 ] such that for all α ∈ (0, α 00 ) there exists a unique weak solution (µ, ϕ, σ, ξ)
Moreover, for all α ∈ (0, α 00 ) there exists a constant
for all β ∈ (0, 1).
Outline of this paper
Though the main theorems of this work are almost the same as [7, Theorems 2.2, 2.3 and 2.7], we cannot prove Theorems 1.1 and 1.2 in the same way as in the previous work ( [7] ) because the embedding
is not compact in the case that Ω is an unbounded domain. Therefore this paper constructs an applicable theory for not only the case of bounded domains but also the case of unbounded domains. The strategy in the proof of Theorem 1.1 is as follows. To establish existence of solutions to (P) β we consider the approximation
in Ω, where ε > 0, λ > 0, (−∆) λ is the Yosida approximation of the Neumann Laplacian −∆,
by applying the Cauchy-Lipschitz-Picard theorem. The key to the proof of existence of solutions to (P) β,ε (see Definition 3.1) is to prove that
as λ = λ j ց 0 by using the Aubin-Lions lemma for {(1 − λ∆) −1 ϕ β,ε,λ } λ and the compact embedding
, where D ⊂ Ω is a bounded domain with smooth boundary. In particular, the key to showing the initial condition in (P) β,ε is to use the operator (1 − ∆) −1/2 : H → V and the compact embedding
, where E ⊂ Ω is an arbitrary bounded domain with smooth boundary. Indeed, we can obtain that
as λ = λ j ց 0 by applying the Ascoli-Arzela theorem for the compact embedding
, and hence we can verify the initial condition in (P) β,ε . At the moment, we do not know whether the strong convergence
as ε = ε j ց 0, where D ⊂ Ω is a bounded domain with smooth boundary, can be proved as in [7 
appears because of integration by parts on D. However, it would be difficult to estimate this term properly. Therefore, in this paper, noting that
we obtain (1.16) by proving that {ϕ β,ε } ε , {∂ t ϕ β,ε } ε , {−∆ϕ β,ε } ε are bounded in L 2 (0, T ; H) and by using the Aubin-Lions lemma for {(1 − ε∆) −1 ϕ β,ε } ε and the compact embedding
The strategy in the proof of Theorem 1.2 is as follows. The key to the proof of existence of solutions to (P) is to obtain a strong convergence of ϕ β . Indeed, we can confirm Cauchy's criterion for solutions of (P) β in reference to [7, Proof of Theorem 2.3]. The key to verifying (1.14) is to use the operatorJ 1/2 1 : V * → H and the compact embedding
, where E ⊂ Ω is an arbitrary bounded domain with smooth boundary.
we can obtain that
as β = β j ց 0 by applying the Ascoli-Arzela theorem for the compact embedding
Thus we can show (1.14). This paper is organized as follows. In Section 2 we give useful results for proving the main theorems. Sections 3 and 4 are devoted to the proofs of Theorems 1.1 and 1.2, respectively.
Preliminaries
In this section we will provide some results which will be used later for the proofs of Theorems 1.1 and 1.2. 
Lemma 2.2. Let λ > 0 and put
Then we haveJ
for all v ∈ H and all v * ∈ V * , and
Proof. We can show (2.1) by the same argument as in [16, Lemma 3.3] . Also, we can verify (2.2), (2.3) and (2.5) by the same argument as in [14, Lemma 3.2]. Now we confirm (2.4). Noting thatJ 1 = (I +Ã)
and all v ∈ H (see e.g., [17, Lemma 3 .3]), we see from (1.4) and (2.1) that
, that is, we can obtain (2.4).
Lemma 2.3 ([14, Lemma 3.3])
. Let E ⊂ Ω be a bounded domain with smooth boundary and let
Lemma 2.4 ([14, Lemma 3.4])
Lemma 2.5. Let E ⊂ Ω be a bounded domain with smooth boundary and let
as λ = λ j ց 0. We see that (2.6)
It follows from (2.1) and (2.3) that
Thus there exists a constant C 1 > 0 such that
Also, from (2.4) we have that
and hence there exists a constant C 2 > 0 such that
Therefore applying (2.6)-(2.8) and Lemma 2.1 yields that
and will show that (2.10)
We see from (2.1) that
Hence it follows from (2.1) that
as λ = λ j ց 0. Thus combination of (2.9), (2.11) and (2.12) leads to (2.10). Thus we can obtain (2.13)
Therefore we derive from (2.9) and (2.13) that
as λ = λ j ց 0.
Proof of Theorem 1.1
To show existence of solutions to (P) β we consider the approximation
in Ω, where ε > 0, λ > 0, (−∆) λ is the Yosida approximation of the Neumann Laplacian −∆, hold for all r ∈ R (see e.g., [2, Theorem 2.9, p. 48]).
We can prove existence for (P) β,ε,λ .
Lemma 3.1. There exists a unique solution (µ β,ε,λ , ϕ β,ε,λ , σ β,ε,λ ) of (P) β,ε,λ such that
Proof. It is possible to rewrite (P) β,ε,λ as
and the operator L :
Here, noting from Remark 3.1 that
for all φ ∈ H and all ψ ∈ H, we can observe that the operator L : H ×H ×H → H ×H ×H is Lipschitz continuous. Thus, applying the Cauchy-Lipschitz-Picard theorem, we can
show that there exists a unique solution
Therefore we can obtain this lemma.
Lemma 3.2. We have
for all r ∈ R and all ε > 0.
Proof. See [14, (4.8) in the proof of Lemma 4.2].
Lemma 3.3. There exists ε 1 ∈ (0, 1) such that for all α > 0, β > 0 and ε ∈ (0, ε 1 ) there exist constants C = C(α, β) > 0 and
for all t ∈ [0, T ] and all λ > 0.
Proof. Let α, β > 0. Then we derive from the first equation in (P) β,ε,λ that
Here it follows from the second equation in (P) β,ε,λ that (∂ t ϕ β,ε,λ (t), µ β,ε,λ (t)) H (3.6)
Hence from (3.5) and (3.6) we have
On the other hand, we see from the third equation in (P) β,ε,λ that 1 2
Thus we infer from (3.7) and (3.8) that
Here we have from (C4) and Lemma 3.2 that 1 − π ′ L ∞ (R) > 0 and there exists ε 1 ∈ (0, 1) such that
for all t ∈ [0, T ], ε ∈ (0, ε 1 ) and λ > 0. Hence, combining (2.2), (2.5), Remark 3.1, (3.9) and (3.10) leads to the inequality
for all t ∈ [0, T ], ε ∈ (0, ε 1 ) and λ > 0. Thus there exists a constant
for all t ∈ [0, T ], ε ∈ (0, ε 1 ) and λ > 0. The third equation in (P) β,ε,λ and the Young inequality yield that
and then it follows from (2.5) and (3.11) that for all ε ∈ (0, ε 1 ) there exists a constant
for all t ∈ [0, T ] and all λ > 0. On the other hand, we derive from the first equation in (P) β,ε,λ and the Young inequality that
with some constant C 3 = C 3 (α) > 0, and hence from (2.5) and (3.11) we have
for all t ∈ [0, T ], ε ∈ (0, ε 1 ) and λ > 0 with some constant C 4 = C 4 (α, β, ε) > 0.
Therefore we see from (3.11)-(3.13) and each equations in (P) β,ε,λ that Lemma 3.3 holds.
To establish existence of weak solutions to (P) β we consider the approximation
Then this paper defines weak solutions of (P) β,ε as follows.
Definition 3.1. A triplet (µ β,ε , ϕ β,ε , σ β,ε ) with
is called a weak solution of (P) β,ε if (µ β,ε , ϕ β,ε , σ β,ε ) satisfies .14) a.e. on (0, T ) for all v ∈ V,
Lemma 3.4. Let ε 1 be as in Lemma 3.3. Then for all α > 0, β > 0 and ε ∈ (0, ε 1 ) there exists a weak solution (µ β,ε , ϕ β,ε , σ β,ε ) of (P) β,ε .
Proof. Let α, β > 0 and let ε ∈ (0, ε 1 ). Then the estimates (3.1)-(3.4) yield that there exist some functions µ β,ε , ϕ β,ε , σ β,
as λ = λ j ց 0. We can obtain (3.14) by (3.18) , (3.20) , (3.21), (3.23) and (3.24). Now we show (3.15) and (3.16). To verify (3.15) it suffices to confirm that
. From the second equation in (P) β,ε,λ we infer that
Here there exists a bounded domain D ⊂ Ω with smooth boundary such that
It follows from (3.1), (3.4) and Lemma 2.4 that Lemma 3.5. Let ε 1 be as in Lemma 3.3. Then there exists α 1 ∈ (0, 1) such that for all α ∈ (0, α 1 ), β > 0 and ε ∈ (0, ε 1 ) the weak solution (µ β,ε , ϕ β,ε , σ β,ε ) of (P) β,ε is unique.
Proof. We can show this lemma in reference to [7, Proof of Theorem 2.3]. Let (µ j , ϕ j , σ j ), j = 1, 2, be two weak solutions of (P) β,ε . We put µ := µ 1 − µ 2 , ϕ := ϕ 1 − ϕ 2 , σ := σ 1 − σ 2 , θ := αµ + ϕ + σ and R := R 1 − R 2 (R j := p(σ j − µ j ), j = 1, 2). Then we derive from (1.3), (1.4), (3.14) and (3.16) that
and hence we can obtain that
On the other hand, we infer from (3.15) and (3.16) that
Thus, combining (3.32)-(3.34), we have
Here we derive from the Young inequality that for all α > 0 and all δ > 0 there exist constants
Thus it follows from (3.35)-(3.39) that for all α > 0 and all δ > 0 there exists a constant
Therefore, choosing δ > 0 and α > 0 small enough and applying the Gronwall lemma, we can prove that there exists α 1 ∈ (0, 1) such that for all α ∈ (0, α 1 ), β > 0 and ε ∈ (0, ε 1 ) the weak solution of (P) β,ε is unique.
We can establish estimates of solutions for (P) β,ε in reference to [5, 4 A Lemma 3.6. Let ε 1 be as in Lemma 3.3 and let α 1 be as in Lemma 3.5. Then there exists a constant C = C(T ) > 0 such that for all α ∈ (0, α 1 ), β > 0 and ε ∈ (0, ε 1 ) the weak solution (µ β,ε , ϕ β,ε , σ β,ε ) of (P) β,ε satisfies the inequality
Proof. Let α ∈ (0, α 1 ), let β > 0 and let ε ∈ (0, ε 1 ). Then we see from (3.14)-(3.16) that
with some constant C 1 > 0. Here we derive from (3.10) that
Hence, by virtue of (3.40) and (3.41), we can prove that
On the other hand, from (3.16) we have
for all v ∈ L 2 (0, T ; V ) and we infer from (3.14) and (3.16) that
for all v ∈ L 2 (0, T ; V ). Thus, combining (3.42)-(3.44), we can obtain this lemma.
Lemma 3.7. Let ε 1 be as in Lemma 3.3 and let α 1 be as in Lemma 3.5. Then there exists a constant C = C(T ) > 0 such that for all α ∈ (0, α 1 ), β ∈ (0, 1) and ε ∈ (0, ε 1 ) the weak solution (µ β,ε , ϕ β,ε , σ β,ε ) of (P) β,ε satisfies the inequality
Proof. Let α ∈ (0, α 1 ), let β ∈ (0, 1) and let ε ∈ (0, ε 1 ). Then it follows from (3.15) and the Young inequality that
Hence, letting C 1 be a positive constant appearing in the elliptic estimate w W ≤ C 1 (−∆ + 1)w H for all w ∈ W , we have T ;H) ). On the other hand, we see from (3.15) and the Young inequality that
. Therefore we can prove this lemma by Lemma 3.6.
in a similar way to the proof of Lemma 3.4. Now we show (1.6) by proving that ξ β ∈ B(ϕ β ) a.e. on Ω × (0, T ). (3.53) Let E ⊂ Ω be an arbitrary bounded domain with smooth boundary. Then from Lemmas 2.4, 3.6 and 3.7 we have
as ε = ε j ց 0, where 1 E is the characteristic function of E. It follows from (3.50) and (3.54) that
as ε = ε j ց 0, and hence it holds that
. In particular, we see that
Thus, since E ⊂ Ω is arbitrary, we can obtain (3.53). Hence combining (3.52) and (3.53) leads to (1.6).
Next we prove (1.8). Let E ⊂ Ω be an arbitrary bounded domain with smooth boundary. Then from Lemmas 2.5 and 3.6 we have
as ε = ε j ց 0. Thus, since µ β,ε (0) = µ 0ε → µ 0 in H as ε ց 0, (3.55) yields that
Because E ⊂ Ω is arbitrary, we conclude that
Recalling that µ 0 ∈ H, we have
Similarly, we can prove that
Therefore (1.8) holds. We can show (1.9) in a similar way to the proof of Lemma 3.6. Indeed, we infer from (1.5)-(1.8) and (C4) that there exists a constant C 1 > 0 such that
for all v ∈ L 2 (0, T ; V ), and hence (1.9) holds. We can prove (1.10) in the same way as in the proofs of Lemma 3.7. Indeed, we see from (1.6), the Young inequality and the elliptic estimate that
with some constant C 2 > 0. Hence we can obtain (1.10) by (1.9). We let (µ j , ϕ j , σ j ), j = 1, 2, be two weak solutions of (P) β , and put µ :
Thus we can show that for all α > 0 and all δ > 0 there exists a constant
in the same way as in the proof of Lemma 3.5. Therefore, choosing δ > 0 and α > 0 small enough and applying the Gronwall lemma, we see that θ = µ = ϕ = σ = 0, which implies that µ 1 = µ 2 , ϕ 1 = ϕ 2 and σ 1 = σ 2 . Then we have ξ 1 = ξ 2 by (1.6). Hence we can establish uniqueness of weak solutions to (P) β .
Proof of Theorem 1.2
This section proves Theorem 1.2. The following lemma asserts Cauchy's criterion for solutions of (P) β and is the key to the proof of Theorem 1.2.
Lemma 4.1. Let (µ β , ϕ β , σ β , ξ β ) be a weak solution of (P) β and let α 0 be as in Theorem 1.1. Then there exists α 2 ∈ (0, α 0 ] such that for all α ∈ (0, α 2 ) there exists a constant C = C(α, T ) > 0 such that for all β ∈ (0, 1) and all η ∈ (0, 1).
Proof. We let β, η ∈ (0, 1) and put µ := µ β − µ η , ϕ := ϕ β − ϕ η , σ := σ β − σ η , ξ := ξ β − ξ η , θ := αµ + ϕ + σ. Then, since we see from (1.6) that Hence, choosing δ > 0 and α > 0 small enough and applying the Gronwall lemma, we can obtain Lemma 4.1.
Proof of Theorem 1.2. Let α 2 be as in Lemma 4.1 and let α ∈ (0, α 2 ). Then, by (1.9), (1.10) and Lemma 4.1, there exist some functions
such that αµ + ϕ ∈ H 1 (0, T ; V * ) and µ β → µ weakly * in L ∞ (0, T ; H) and weakly * in L 2 (0, T ; V ),
(αµ β + ϕ β ) t → (αµ + ϕ) t weakly in L 2 (0, T ; V * ), as β = β j ց 0. Hence we can show (1.11)-(1.13) and (1.15). Moreover, we can prove (1.14) by (1.9), (1.10) and Lemma 2.5. Thus we can establish existence of weak solutions to (P).
Next we prove uniqueness of weak solutions to (P). We let (µ j , ϕ j , σ j , ξ j ), j = 1, 2, be two weak solutions of (P), and put µ := µ 1 − µ 2 , ϕ := ϕ 1 − ϕ 2 , σ := σ 1 − σ 2 , ξ := ξ 1 − ξ 2 , θ := αµ + ϕ + σ. Then we infer from (1.12) that in the same way as in the proof of Lemma 3.5. Hence, choosing δ > 0 and α > 0 small enough and applying the Gronwall lemma yield that θ = µ = ϕ = σ = 0, which implies that µ 1 = µ 2 , ϕ 1 = ϕ 2 and σ 1 = σ 2 . Then we have ξ 1 = ξ 2 by (1.12). Therefore we can obtain Theorem 1.2.
