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Abstract
This thesis is devoted to the study of quantum vacuum effects in the presence of strong gravitational
fields. We shall see how the quantum vacuum interacts with black hole geometries and how it can
play an important role in the interpretation of the gravitational entropy. In this respect particular
attention will be given to the peculiar role of the extremal black hole solutions. From this branch of our
research we shall try to collect some important hints about the relation between quantum gravity theories
and the semiclassical results. After these investigations we shall move our attention toward possible
experimental tests of particle creation from the quantum vacuum which is an indirect confirmation of the
Hawking effect. This aim will lead us to study acoustic geometries and their way of “simulating” General
Relativity structures, such as horizons and black holes. We shall study the stability of these structures
and the problems related to setting up experimental detection of phonon Hawking flux from acoustic
horizons. This research will naturally lead us to propose a new model for explaining the emission of light
in the phenomenon of Sonoluminescence, based on the dynamical Casimir effect. Possible experimental
tests of this proposal will be discussed. In this way we shall set up one of the few available models
of quantum vacuum radiation amenable to observational test within the next few years. After this
journey in the condensed matter world we shall move to the other arena where our efforts to test the
effects of the quantum vacuum in gravitational fields can find a positive solution in the future: the high
energy phenomena in the early universe. We shall concentrate our attention on inflation and its possible
alternatives for solving the cosmological puzzles. This will lead us to propose a new way to reheat the
universe after inflation via pure gravitational effects. We shall finally show how some known phenomena
related to the vacuum polarization in the Casimir effects, can naturally suggest new ways to replace (or
at least improve) the inflationary scenario.
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Notation
Unless otherwise stated we shall use units for which h¯ = c = 1. We shall make explicit the dependence
on the fundamental constants in the most important formulæ. The Boltzmann constant is kB and the
gravitational constant will be denoted as GN. The Greek indices take values 0 . . . 3 while Latin indices
denote spatial directions and range over 1 . . . 3.
The wide range of problems treated in this thesis has made it impossible to use the same metric
signature through all of the work. Chapters 1 and 4 use the signature common in the literature of
quantum field theory (+,−,−,−) with the Minkowski metric given by ηµν = diag(1,−1,−1,−1). In
chapters 2, 3 and 5 we use the signature commonly used by general relativists (−,+,+,+) with the
Minkowski metric given by ηµν = diag(−1,+1,+1,+1).
These notations are consistent with standard reference books in the subject, which have been used
as references for the review parts of this work. For purely general relativistic issues we have mainly
used references [1, 2, 3], for quantum field theory in external/gravitational fields, the principal sources
are [4, 5, 6]. For the review on black hole thermodynamics we have mainly used [3, 7, 8].
The following special symbols and abbreviations are used throughout
∗ complex conjugate
† or h.c. Hermitian conjugate
∂µ or
∂
∂xµ or ,µ Partial derivative∇µ or ;µ Covariant derivative
≡ gµν∇µ∇ν D’Alambertian operator
ℜ (ℑ) Real (imaginary) part
Tr Trace
[A,B] = AB −BA Commutator
{A,B} = AB +BA Anti-commutator
κ surface gravity
κN = 8πGN rescaled Newton constant
ρ mass density
ε energy density
rh event horizon radius
g⊕ Earth gravity acceleration
iv
Introduction
For most of human history we have searched for our place in the cosmos.
Who are we? What are we?
We find that we inhabit an insignificant planet of a hum-drum star lost in a galaxy
tucked away in some forgotten corner of a universe in which there are far more galaxies than people.
We make our world significant by the courage of our questions, and by the depth of our answers.
Carl Sagan
Among the fundamental forces of nature, gravity still stands in a very particular role. Although the
electromagnetic and weak interactions have been successfully unified in the Glashow–Weinberg–Salam
model, and the strong force is successfully described with a similar quantum theory, we still lack a
quantum description of the gravitational interaction.
The past century has seen a large number of formidable theoretical attacks on the problem of quantum
gravity, nevertheless all of these approaches have so far failed (or at the very least proved inconclusive).
The reason for such a failure could be just due to the lack of imagination of scientists, but it is beyond
doubt that when compared, for example, with quantum electrodynamics, the construction of a quantum
theory of gravity turns out to be extremely complicated.
The difficulties on the way to quantum gravity are of different kinds. First of all, the detection of
quantum gravitational effects is by itself extremely difficult due to the weakness of the gravitational
interaction. In addition one encounters technical problems in quantizing gravity resulting from basic,
and peculiar, properties of General Relativity such as the non-linearity of the Einstein equations and
the invariance of the theory under the group of diffeomorphisms.
Finally the fact that gravity couples via a dimensional coupling constant GN makes the theory in-
trinsically non-renormalizable. For some time it was believed that supergravity theories might overcome
this problem, but detailed calculations, and the fact that they are now viewed as effective theories
induced from a more fundamental superstring theory, has led to the conclusion that they also suffer
with the same problem. Nevertheless one should stress that non-renormalizability of a theory does not
necessarily correspond to a loss of meaning.
Nowadays non-renormalizability can be seen as a natural feature of a theory for which the action is
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not fundamental but arises as an effective action in some energy limit. The Fermi four-fermion model
of weak interactions is certainly a non-renormalizable theory but nevertheless it can still be useful in
giving meaningful predictions at energies well below those of the W±, Z0 gauge bosons.
In the case of gravity, one may ask when the gravitational interaction can no longer be treated
classically. A general dimensional argument is that this happens when the gravitational (Einstein–
Hilbert) action is of the same order as the quantum of action h¯
Sgrav =
c3
16πGN
∫
R
√
g dx ≈ h¯ (1)
If L is the typical length scale of the spacetime, one has that the above equality holds for
L ≈
√
h¯GN
c3
≡ LPl = 10−33 cm (2)
LPl is called the Planck length and it corresponds to an energy EPl = ch¯/LPl =
√
h¯c5/GN = 10
19GeV .
Given the fact that the heaviest particles which we are now able to produce are “just” of the order of
TeV = 103GeV = 10−16EPl (and that the top end of the cosmic ray spectrum is at about 1013GeV =
10−6EPl) it is clear that there is a wide range of energies for which matter can be described quantistically
and gravity classically.
This implies that we can limit ourselves to considering theories where quantum fields are quantized in
curved backgrounds and where we at most consider the linearized gravitational field (gravitons). In this
way the first step of the theory of quantum gravity is naturally the theory of quantum fields (gravitons
included) in curved spaces.
Since its first years, this branch of research has focussed particularly on the central role of the
quantum vacuum. It was soon discovered that zero point modes of quantum fields are not only influenced
by the geometry but are also able to influence gravity in an important way. The theories of black hole
evaporation and inflation are nowadays outstanding examples of this.
In this thesis we shall try to present a panoramic view of the general theory of vacuum effects in
strong fields, paying special attention to the role of gravity. Our approach will be to focus on different
sides of the same physical framework trying to gain new ideas and deeper understanding by a process
of developing cross-connections between apparently different physical problems. Sometimes we shall
try to learn lessons from our models to then be applied for getting further insight into other different
physical phenomena. On other occasions we shall seek experimental tests of theoretical predictions of
semiclassical quantum gravity by looking for their analogs in condensed matter physics. Finally we
shall also try to gain a deeper understanding of the nature of gravity by considering the possibility of
explaining some of its paradoxes by using different paradigms borrowed from our general experience
about the dynamics of the quantum vacuum.
Obviously this work is not going to be conclusive but we hope that the reader will be able to see
some of the subtle links that connect the theory of semiclassical gravity to a much wider theoretical
construction based on the peculiar nature of the quantum vacuum. It is these links which we shall be
trying to use for developing new perspectives in this field of research.
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Plan of the work
This work is divided into five main chapters. Chapter 1 is devoted to presenting a general view of the
main problems and basic ideas of vacuum effects in the presence of external fields with special attention
being focussed on the case of gravity.
In chapter 2 we move on to the study of quantum black holes. The thermodynamical behaviour of
these objects in the presence of the quantum vacuum will be described and investigated. We shall try
to develop the analogy between black hole thermodynamics and the Casimir effect and then we shall
investigate the relationship between black hole entropy and the global topology of spacetime. Finally
we shall study the nature of extremal black holes.
The following two chapters, chapter 3 and chapter 4, can be seen as two possibly interconnected
parallel lines of research, having the common prospect of possibly reproducing some of the most im-
portant aspects of semiclassical gravity. The underlying philosophy of these chapters is to investigate
the possible use of condensed matter techniques or phenomena to generate laboratory analogs of the
phenomenon of particle creation from the quantum vacuum which plays a crucial role in semiclassical
gravity.
We shall see in chapter 3 that it may be possible to build up fluid dynamical analogs of the event
horizons of general relativity. This research is interesting at different levels. It could in fact give us
the possibility to reproduce in the laboratory the most important prediction of semiclassical quantum
gravity, the Hawking–Unruh effect. Moreover it can provide us, on the theoretical side, with a deeper
understanding of the possible interpretation of General Relativity as an effective theory of gravity.
In chapter 4 we pursue an approach which is the reverse of that in the previous chapter. Instead of
trying to build up a condensed matter model reproducing some semiclassical gravity effects, we take a
well-known, but unexplained, phenomenon and propose a model based on the production of particles
from the quantum vacuum for explaining it. The phenomenon discussed is Sonoluminescence: the
emission of visible photons from a pulsating bubble of gas in water.
In chapter 5 we finally move our attention from the realm of condensed matter physics to that of
cosmology. This is another promising regime for testing our knowledge of the effects of the quantum
vacuum in the presence of strong fields and, in particular, of gravity. Actually cosmology and astro-
physics is the only place where we can hope to see the effects of strong gravitational fields in action.
We shall discuss some ways in which the quantum vacuum can influence gravitation and be influenced
by it, and in particular we study in detail the post-inflationary stage of preheating. At the end of the
chapter we discuss the possibility of providing alternatives to the inflationary paradigm and again we
shall show that some quantum vacuum effects can play a prominent role also in this case.
This thesis collects results which have been produced in collaboration with several people and which
are published in the following papers (listed following the order of appearance in this work) [9, 10, 11,
12, 13, 14, 15, 16, 17, 18, 19, 20, 21]. The research in [22] and [23] will not be presented here because
these papers concern issues which are too distant from the main line of this thesis.
Stefano Liberati
Trieste, Italy
April 2000
Chapter 1
Quantum vacuum and Gravitation
If the doors of perception were cleansed
everything would appear as it is,
infinite
William Blake
There is a concept which corrupts and upsets all others.
I refer not to Evil, whose limited realm is that of ethics;
I refer to the infinite.
Jorge Luis Borges
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This chapter is an introduction to the issue of the vacuum effects in strong fields. We shall review
the basic theory of the quantum vacuum and its application in the presence of external fields. We shall
deal with both static and dynamical phenomena and, in connection with the latter, we shall discuss
the phenomenon of particle creation from the quantum vacuum due to a strong, time-varying external
field. Although most of the chapter is devoted to non gravitational effects, we shall see how most of
the concepts introduced here are necessary tools for understanding the physics of a quantum vacuum in
gravitational fields. In particular, at the end of this chapter we shall show how the application of such
a framework has led to fundamental results in modern theoretical astrophysics.
1.1 The nature of the quantum vacuum
According to Aristotle vacuum is “τ o` κǫνo´ν”, “the empty”. The same Latin world which we now use,
“vacuum”, refers to the absence of anything, to a “space bereft of body”. But what actually is this
body?
This apparently easy question has received different answers at different times and these answers often
rely on subtle distinctions like, for example, that between matter and what contains it. It is interesting
to note that in the last two thousand years both of these concepts have undergone a continuous (and
unfinished) evolution in their meaning.
What indeed is matter? The common sense reply (and the one which our ancestors would have
given) is that matter is the real substance of which objects are made, and that mass is the concept that
quantifies the amount of matter in a body. But it is easy to see how this answer has deeply evolved
in time. The famous Einstein formula E = mc2 has definitely broken any barrier between matter and
energy and nowadays physics assumes the existence (at least in a relative sense) of objects which are
never directly subject to our observation.
The concept of space has also changed dramatically. If initially the bodies were located in a Euclidean
space, which had its definition in a set of positioning laws, with Newton, Lorentz and Einstein this
concept has now evolved. Whereas for Newton “absolute space” was something that “in its own nature,
without relation to anything external, remains always similar and immovable”, soon it was recognized
that this sort of “stage”, completely independent of matter, was actually only a metaphysical category
given the fact that no physical reality can be associated with it. As a consequence mechanics in absolute
space and time was replaced in practice by the use of preferred inertial systems e.g. the one defined in
terms of the “fixed stars”.
The development of the theory of electromagnetism led later on to the concept of a special ubiquitous
medium, the “ether”, in which the electromagnetic waves could propagate, and with Lorentz this ether
was described as “the embodiment of a space absolutely at rest”. This concept was also soon rejected
when the consequences of Einstein’s theory of Special Relativity were fully understood. Nevertheless
Einstein was aware of the fact that his theory did not at all imply the rejection of concepts like empty
space; instead he stressed that the main consequence of Special Relativity regarding the ether was to
force the discarding of the last property that Lorentz left to it, the immobility. The ether can exist
but it must be deprived of any a priori mechanical property. This is actually the main feature that
the vacuum (the new name given to the discredited ether) has now in General Relativity. As Einstein
himself said “the ether of General Relativity is a medium which by itself is devoid of any mechanical and
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kinematical property but at the same time determines the mechanical (and electromagnetic) processes”.
In this spirit we now see, via the Einstein equations, not only that the distribution of matter-energy
constrains the spacetime itself but also that solutions described by a vacuum (a null stress-energy tensor)
are endowed with a complex geometrical structure. In a certain sense we can see now that the synthesis
between matter and space, contained and container, is actually achieved in the modern concept of the
vacuum which is both.
Still this evolution in the meaning of “the empty” is possibly far from being ended. The development
of quantum theory has taught us that the vacuum is not just a passive canvas on which action takes place.
It is indeed the most important actor. In modern quantum theories (e.g. string theory) the vacuum
has assumed a central role to such an extent that the identification of the vacuum state is the central
problem which these have to solve. Particles and matter are merely excitations of the fundamental
(vacuum) state and in this sense are just secondary objects.
The phenomena which we are going to discuss are all manifestations of this novel active role of
the vacuum in modern physics. We shall see how the vacuum can indeed manifest itself and how it is
sensitive to external conditions. As a starting point for our investigation we shall review some basic
aspects of the nature of the quantum vacuum in quantum field theory (QFT).
1.1.1 Canonical quantization
Let us consider the standard procedure for second quantization of a scalar field φ(t,x) in Minkowski
spacetime. The basic steps required for the quantization are
• Define the Lagrangian or equivalently the equations of motions of the field
L = 12
(
ηµν∂µφ∂νφ−m2φ2
)
(1.1)
φ+m2φ = 0 (1.2)
• Define a scalar (aka inner) product
(φ1, φ2) = i
∫
Σt
φ∗1
↔
∂ t φ2 d
3x, (1.3)
where Σt denotes a spacelike hyperplane of simultaneity at instant t. The value of the inner
product has the property of being independent of the choice of Σt.
• Find a set of solutions of the field equations {φ(+)
k
(t,x);φ
(−)
k
(t,x)} which is complete and or-
thonormal with respect to the scalar product just defined (φ
(+)
k
, φ
(−)
k
) = 0. The superscript (±)
here denotes solutions with positive and negative energy with respect to t.
• Perform a Fourier expansion of the field using the above set
φ =
∑
k
[
akφ
(+)
k
(t,x) + a†
k
φ
(−)
k
]
(1.4)
The sum is appropriate for discrete momenta; for continuous ones, an integration is assumed.
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• The quantization of the field is carried out by imposing the canonical commutation relations[
φ(t,x), φ˙(t,x′)
]
= ih¯c2δ(x− x′)
[φ(t,x), φ(t,x′)] = [φ˙(t,x), φ˙(t,x′)] = 0
 (1.5)
and these imply the commutation relations for the ak, a
†
k
coefficients.[
ak, a
†
k′
]
= δkk′
[ak, ak′ ] =
[
a†
k
, a†
k′
]
= 0
 (1.6)
• In the Heisenberg picture, the quantum states span a Hilbert space. A convenient basis in this
Hilbert space is the so-called Fock representation. A multiparticle state |nk〉 can be constructed
from the special state |0〉 by the application the coefficients defined above. The coefficients ak, a†k
become, via the relations (1.6), operators respectively of destruction and creation of one particle
of momentum k.
a†
k
|nk〉 =
√
n+ 1 |(n+ 1)k〉 (1.7)
ak |nk〉 = √n |(n− 1)k〉 (1.8)
the vacuum state |0〉 is defined as the state that is annihilated by the destruction operator for any
k
ak|0〉 ≡ 0 ∀k (1.9)
• If we now consider the bilinear operator Nk ≡ a†kak then its expectation value on the vacuum
state and on a multiparticle state are respectively
〈0|Nk|0〉 = 0 ∀k (1.10)
〈n|Nk|n〉 = nk (1.11)
Thus the expectation value of the operator Nk tells us the number of particles with momentum k
in a given state. The vacuum state is in this sense the only state which has no particles for any
value of k.
The above considerations are all based on the definition of some complete orthonormal set of classical
solutions φ
(+)
k
(t,x);φ
(−)
k
(t,x). In the absence of external fields and in Minkowski space the eigenfunc-
tions of the translation in time operator ∂/∂t, which is the generator of the Poincare´ group, form a
privileged set of such solutions (the set associated with inertial observers). In this case the φ(+) and
φ(−) have a clear meaning of positive and negative frequency solutions and the vacuum state |0〉 defined
via Eq. (1.9) is invariant under transformations of the Poincare´ group. So the procedure for constructing
the Fock space turns out to be completely unambiguous.
1.1.2 Canonical quantization in external fields
The situation is completely different when the quantization has to be carried out in the presence of an
external field. By “external” we mean that the field, which interacts with the one which we want to
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quantize, is introduced at a classical level and is not itself a dynamical variable. We shall see that the role
of external field can be played by very different objects such as electromagnetic and gravitational fields,
some geometrical boundary of the spacetime or some non trivial topology of the manifold over which
the quantization is performed. Different phenomenologies are also going to be encountered depending
on whether the external field is stationary or not. If it is stationary, one generically expects vacuum
polarization effects, while if it is not stationary, there can be particle emission from the quantum vacuum.
In the presence of an external field the translation invariance in time or space is broken and it
is hence impossible to uniquely define an orthonormal basis. Different complete orthonormal sets of
solutions become equally valid but they lead to different inequivalent vacua. The basic point is that
in this situation the Poincare´ group is no longer a symmetry group of the spacetime (e.g. because this
is curved or characterized by boundaries) and hence the vacuum state |0〉 defined via Eq. (1.9) is now
generally dependent on the basis used for performing the quantization.
In the case that the external field is a gravitational one, the best thing that one can hope to do is to
look for timelike Killing vectors to use for properly defining the decomposition into positive and negative
energy frequency modes. In some simple cases the global structure of the spacetime is asymptotically
Minkowskian and hence it is possible to have a natural reference vacuum to use in defining the particle
content of the other vacua allowed by the equivalent sets of orthonormal bases. We shall come back to
this issue later on.
In the next section we shall illustrate a useful technique which allows inequivalent vacua to be
related via a conceptually easy formalism. This technique, generally referred to as a “Bogoliubov
transformation”, will be used several times in the body of this thesis.
Bogoliubov transformation
We can start by considering the case of a scalar field which is quantized in the presence of an external
field (which can be gravitational or not, static or dynamically changing in time). Imagine that the
problem admits at least two distinct complete orthonormal sets of modes as solutions of the equations
of motion of the field. In what follows we shall see similar situations in the case of time varying external
fields or in the case of a static spacetime which admits two different global Killing vectors associated
with isometries in time (and hence two distinct ways to define positive frequency modes).
In any case, the above statement implies that it is possible to decompose the field φ in two different
ways
φ(t,x) =
∑
i
(
aiϕi(t,x) + a
†
iϕ
∗
i (t,x)
)
(1.12)
φ(t,x) =
∑
j
(
bjψj(t,x) + b
†
jψ
∗
j (t,x)
)
(1.13)
where i and j schematically represent the sets of quantities necessary to label the modes.
These two decompositions will correspond to two inequivalent vacua defined respectively as
|0〉ϕ ai|0〉ϕ ≡ 0 (1.14)
|0〉ψ bj|0〉ψ ≡ 0 (1.15)
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The completeness of both sets allows one to be expanded as a function of the other
ϕi =
∑
j
(
αijψj + βijψ
∗
j
)
(1.16)
ψj =
∑
i
(
α∗ijϕi − βijϕ∗i
)
(1.17)
These relations are called Bogoliubov transformations and the α and β coefficients are called Bogoliubov
coefficients. The latter are easily calculated via the inner product (1.3) as
αij = −(ψi, ϕj), βij = (ϕ∗i , ψj) (1.18)
From the equivalence of the mode expansions and using (1.16) together with the orthogonality of the
modes, it is possible to relate the creation and destruction coefficients of the two bases:
ai =
∑
j
(
α∗ijbj − β∗ijb†j
)
(1.19)
bj =
∑
i
(
αjiai + β
∗
jia
†
i
)
(1.20)
From the above relations it is easy to show that the Bogoliubov coefficients must satisfy the following
properties ∑
k
(
αikα
∗
jk − βikβ∗jk
)
= δij (1.21)∑
k
(αikβjk − βikαjk) = 0 (1.22)
Now it is clear, from the relation (1.19) between the destruction operators in the two bases, that the two
vacuum states associated with the two choices of the modes ϕi and ψj , are different only if βij 6= 0. In
fact in this case one finds that the vacuum state |0〉ψ will not be annihilated by the destruction operator
of the ϕ related basis
ai|0〉ψ =
∑
j
β∗ij |1j〉ψ 6= 0 (1.23)
Actually, if we look at the expectation value of the operator, Ni = a
†
iai, for the number of ϕi-mode
particles in the vacuum state of the ψj modes, we get
〈0|Ni|0〉ψ =
∑
j
|βji|2 (1.24)
This is equivalent to saying that the vacuum of the ψ modes contains a non null number of particles of
the ϕ mode.
It is then clear that the notion of a particle becomes ambiguous in these situations as a consequence
of the ambiguity in the definition of the vacuum state. To obtain a more objective qualification of the
state of the field one should refer to objects which are covariant locally defined quantities such as the
expectation value of the stress energy tensor.
In this sense it is important to recall that the stress energy tensor (SET) of the field can be cast in a
form where an explicit dependence on β2 appears. Nevertheless one can see the it will generally depend
also on “interference” terms of the kind αβ [53]. This is symptomatic of the looseness of the relation
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between particles and energy-momentum. We shall directly experience this feature in the next chapter
when we discuss particle creation by collapsing extremal black holes in section 2.5.
Another important point which we want to stress here is that the Bogoliubov coefficients are just
telling us the relation between vacuum states. In the case in which the two distinct sets of normal modes
correspond to two asymptotic states in time (for example in the case in which the external field is static,
then changes its value, then is again static) this relation is interpreted as particle creation. If the ψ
modes are appropriate at early times and the ϕ ones are appropriate at late times, then the relation
(1.24) can be interpreted as saying that the |0〉ψ has evolved into the |0〉ϕ plus some particles.
Although the Bogoliubov transformation technique has often been used for describing particle cre-
ation by nonstationary external fields it should be stressed that the information which one can actually
get from the value of the coefficients is limited. The relation (1.24) should more correctly be interpreted
in the sense of a “potential possibility”, it tells us that the ψ state is potentially equivalent to the ϕ state
plus some ϕ-particles. It does not give a priori any information about the actual timing of the emission
(when the particles are effectively produced). This information requires the study of other quantities
such as the stress-energy tensor.
Comment: The inner product (1.3) is by construction independent of the chosen t =
constant hypersurface. This implies that in the case considered above, when one has only
two sets of basis states, also the Bogoliubov coefficients (1.18) will be time independent. It is
nevertheless possible to have more complex situations where one has more, time dependent,
bases of states. In these cases one has to build up the Bogoliubov coefficients by taking the
inner product between some initial basis and a time-dependent “instantaneous” one. It is
clear that in such circumstances the Bogoliubov coefficients will indeed depend on time. We
shall discuss the instantaneous basis formalism in section 1.3.1.
1.1.3 The quantum vacuum
The concept of the vacuum being a dynamical object endowed with an autonomous existence is clearly
shown in the framework discussed above. In fact it is a postulate of QFT that, when a measurement
of a physical quantity is performed, the quantum system is compelled to occupy an eigenstate of the
operator corresponding to the physical quantity concerned. Since non commuting operators do not share
common eigenstates, this implies that if a system is in an eigenstate of a given operator then, in general,
it will not posses the properties described by other operators which do not commute with the given one.
We have seen that the vacuum state is an eigenstate with zero eigenvalue of the particle number
operator Nk so in this state it makes no sense to discuss the properties described by operators which do
not commute with Nk such as the field operator or the current density. Moreover, there cannot exist
any state which is an eigenstate of both Nk and any of the other non commuting operators. In the same
way that in quantum mechanics it is impossible for a particle to have zero values of both the coordinate
and the momentum, also in QFT it is impossible to find a state in which there are simultaneously no
photons and no quantized electromagnetic field (virtual photons) or electrons and no electron-positron
current. There is never a truly “empty” vacuum state.
A crucial feature of the quantum vacuum, which is important for our future discussion, is the fact
that it is not only ubiquitous but at the same time it appears to be endowed with an infinite energy. If
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we consider the stress energy tensor of a free scalar field in flat space
Tµν = ∂µφ∂νφ− 12ηµνηλδ∂λφ∂δφ+ 12m2φ2ηµν (1.25)
then it is easy to calculate the Hamiltonian and the Momentum and express them in terms of the
creation and destruction operators (using the expansion of the field)
H =
∫
t
T00d
3x =
∑
k
ωk
(
a†
k
ak +
1
2
)
(1.26)
P =
∫
t
T0id
3x =
∑
k
a†
k
ak ki (1.27)
We can now look at the vacuum expectation values of these operators. Although the momentum gives
the expected vanishing value
〈0|P|0〉 = 0 (1.28)
the expectation value of the Hamiltonian, the vacuum energy, clearly shows a divergence
〈0|H|0〉 = 1
2
∑
k
ωk =∞ (1.29)
This divergence of the vacuum energy can be shown to be generic; nevertheless in Minkowski spacetime
it can be removed by the introduction of “normal ordering”. This is generally denoted by :: and
demands that in any product of creation and annihilation operators, the latter should be on the right
of the former. Implicitly this is equivalent to setting the energy of the Minkowski vacuum to zero,
the only justification for this assumption being “outside” of QFT actually in the fact that Minkowski
vacuum does not appear to gravitate — flat spacetime is a solution of the Einstein equations where the
expectation value of the stress energy tensor is zero everywhere.
In the case of quantization in curved spacetimes or in the presence of external fields or boundaries,
that is in all the cases where the central role of the Poincare´ group breaks down, we do not have a
general way to specify a privileged vacuum and hence a normal ordering procedure. Although this can
generically lead to an intrinsic ambiguity of the canonical quantization in external fields it is again true
that in a large class of cases an asymptotic symmetry group exists which allows meaningful construction
of a reference vacuum for the specific physical problem which one wants to solve.
The relevance of the identification of such a reference background is again important because it
allows “rescaling” of the energy of the (divergent) vacuum in the presence of some external field λ by
subtracting the (divergent) energy of the asymptotic one (where the external field has an asymptotic,
possibly vanishing, value λ0).
Ephys = E[λ]− E[λ0] (1.30)
One may wonder why we could not always try to rescale the vacuum energy in such a way as to make it
zero. The point is that also in this case we would not be allowed to discard the existence of the vacuum,
in fact the expectation value of the fluctuations of the fields would still be non-zero in the vacuum.
∆(φ2(t,x)) = 〈0|φ2(t,x)|0〉 − 〈0|φ(t,x)|0〉2 (1.31)
Of course the above mentioned removal of divergences generally implies the use of regularization
procedures and renormalizations of the stress energy tensor. In these procedures there are inherent
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pitfalls and difficulties. Most of these are mainly related to the fact that while the renormalization
procedure should obviously be covariant and gauge invariant, at the same time the presence of external
conditions require the use of both a definite coordinate system and a specific gauge for the external field.
We shall not deal with these technical issues here and direct the reader to standard textbooks [4, 5, 6].
We shall see this framework in action several times in this thesis.
As a related remark we would like to make clear why such a heuristic procedure as the one described
above, is generically able to remove the divergences from the vacuum energies. The basic point here is
that the divergences of the kind shown in Eq. (1.29) are clearly of ultraviolet nature. They came from
the behaviour of the quantum field theory at extremely short scales. On the other hand the external
fields generally determine a change in the vacuum structure at a global level. This implies a universal
nature for the vacuum divergences and gives a concrete explanation for the cancellation of the divergent
part of the vacuum energies.
Now that we have sketched how there can be finite differences in vacuum energy it is natural to ask
if such energies are indeed physically relevant and observable. In the next section we shall discuss some
examples in which the “external field” is static and lead just to a change in the vacuum energy and
we shall see how these energy shifts actually lead to observable forces. After this we shall discuss the
influence of nonstationary external fields and their ability to lead to particle creation from the quantum
vacuum. At the end, we shall deal specifically with vacuum effects in gravitational fields.
Comment: Although one can be tempted to link concepts like vacuum energy shifts and
particle creation respectively to effects in static and dynamical external fields, it has to be
stressed that such a sharp distinction cannot exist. For example a static electric field can
create electron-positron pairs and a nonstationary electromagnetic field can polarize the
vacuum without relevant particle production. The very concept of a distinction between
vacuum polarization and particle production can be subtle and needs to be handled with
caution.
1.2 Vacuum effects in static external fields
In this section we consider a special class of quantum vacuum effects induced by static external fields.
This last phrasing is generally used in the literature to cover a wide range of possibilities. It can be used
for vacuum effects in the presence of boundaries but also for those induced by quantization on spaces
with non trivial topologies (in flat as well as in curved backgrounds). Of course there are also cases
in which the external field is truly a classical field, for example it can be a scalar, electromagnetic or
gravitational field.
Here we shall give a brief presentation of only the first two kinds of effect (those induced by boundaries
and topology). Particular attention will be given to the case of the gravitational field in the last section
of this chapter where we shall treat static as well as dynamical cases.
1.2.1 The Casimir effect
In 19th century P.C. Caussee` described in his “L’ Album du Marin” a mysterious phenomenon which
was the cause of maritime disasters [24, 25]. Figure 1.1 shows the situation which he called “Calme
CHAPTER 1. QUANTUM VACUUM AND GRAVITATION 13
avec grosse houle”: no wind but still with a big swell running. In this situation he stressed that if two
ships end up lying parallel at a close distance then often “une certaine force attractive” was appearing,
pulling the two ships towards each other and possibly leading to a collision.
Figure 1.1: From Caussee` “The Mariners Album”, two ships heavily rolling in a situation where there
are still long waves but no wind.
This phenomenon was for many years considered as just another superstition of sailors because it
was far from clear what force should be at work in these situations. It is only recently that this effect
was given the name of the “Maritime Casimir Effect” [25].
We shall not discuss here in detail the explanation proposed in [25] but limit ourselves to a heuristic
explanation that will be useful as an introduction to the real Casimir effect 1.
Following the discussion of the previous section we can start by looking at the configuration charac-
terized by just open sea. In this case the background is characterized by arbitrarily long waves. Let us
concentrate on the direction orthogonal to the alignment of the boats. This is the only direction, say
the x direction, which is affected by the location of the ships.
The waves in the open sea can have wavelengths λ covering the whole range of x, and so their wave
number k = 2π/λ runs over a continuous range of values.
When the ships are introduced, the x direction automatically acquires a scale of length and the
waves between the two boats are now obliged to have wave numbers which are integer multiples of a
fundamental mode inversely proportional to the distance a between the ships, kn = πn/a.
The energy per mode will obviously be changed, nevertheless the total energy will in both cases be
infinite (being given by the sum over the modes). What indeed can be expected is that the regularized
total energy in the case of the two ships is less than the corresponding one for the open sea. In fact
just a discrete (although still infinite) set of waves will be allowed leading to a negative result when
performing the subtraction (1.30).
A negative energy density then automatically leads to an attractive force between the two ships.
Although this maritime Casimir effect can be see as a nice macroscopic example of the quantum effect
1 We shall keep the discussion discursive because an actual calculation will be redundant with the one which we shall
present for the Casimir effect in the next section.
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which we are going to treat in detail, it should be stressed that it cannot be more than an analogy;
actually it is impossible that for two aligned boats in an open sea there could be an accurate description
of their attraction in the above terms: other effects of many sorts will influence the behaviour of the
ships and make any interpretation of the observations obscure. All in all, we are not sure that Mr.
Caussee` was not telling us one of the numerous mariners stories ...
A 1+1 version of the Casimir effect
In 1948 the Dutch physicist H.B.G Casimir predicted that two parallel, neutral, conducting plates in
a vacuum environment should attract each other by a very weak force per unit area that varies as the
inverse forth power of their separation [26],
F = − π
2
240
h¯c
a4
(1.32)
This effect was experimentally confirmed in the Philips laboratories [27] a decade later (see also [28, 29]
for more recent results). For plates of area 1 cm2 and separation of about half a micron the force was
≈ 0.2 · 10−5 N in agreement with the theory.
To be concrete we shall now show a simplified calculation of the Casimir effect made using a massless
scalar field and working in 1+1 dimensions 2.
The 1+1 Klein-Gordon equation takes the form
φ(t, x) = 0 (1.33)
We shall assume the internal product and canonical commutation relations as given in equations (1.3)
and (1.5) and a standard quantization procedure as previously discussed in section 1.1.1. Generically
the solutions of the equation of motion can be expressed in the form of traveling waves:
φ
(±)
k (t, x) =
1√
4πω
exp[±i(ωt− kx)] (1.34)
ω2 = k2, −∞ < k < +∞
We can now consider the one dimensional analogue of the Casimir effect, that is a boundary in the x
direction that imposes Dirichlet boundary conditions on the field.
φ(t, 0) = φ(t, a) = 0 (1.35)
In this case we have again that there is a discrete set of allowed wavenumbers and that the wavefunctions
are of the form
φ
(±)
k (t, x) =
1√
aωn
exp[±i(ωnt)] sin knx (1.36)
ω2 = k2n, kn = πn/a n = 1, 2, . . .
From the above forms of the normal modes it is clear that the creation and destruction coefficients will
be different in the two configurations (free and bounded space) and hence the vacuum states, |0〉Mink
and |0〉, will differ as well.
2 A more detailed discussion can be found in various textbooks and reports [5, 6, 30, 31], in particular for an original
derivation based on pure dimensional analysis see DeWitt in [32].
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Using the fact that the Hamiltonian of the field has the form (1.26) we can find the expectation
value of the field energy in the vacuum state for the two configurations (free and bounded)
Efree = 〈0|H|0〉Mink = 12
∫ +∞
−∞
dk
2π
|k|L (1.37)
Ebound = 〈0|H|0〉 = 12
∞∑
n=1
πn
a
(1.38)
where we have introduced in (1.37) a normalization length L→∞.
Both of the above quantities are divergent so, in order to compute them and correctly execute the
“Casimir subtraction” (1.30) we should adopt some regularization scheme.
This can be done using an exponential cutoff of the kind exp (−αω) and by looking in the Minkowskian
case at the energy in a region of length a. To compute this last quantity we shall look at the energy
density Efree/L times a. The results are then
Eafree =
Efree · a
L
= 12
∫ ∞
−∞
dk|k|a exp (−α|k|) = a
2πα2
(1.39)
Ebound =
1
2
∞∑
n=1
πn
a
exp (−απn/a) = a
2πα2
− π
24a
+O(α2) (1.40)
So we see that in the limit α → ∞ the subtraction Ebound − Eafree gives a finite quantity ECasimir =
−π/(24a) to which corresponds to an attractive force
FCasimir = −∂ECasimir
∂a
= − π
24a2
(1.41)
The true Casimir calculation, performed in three spatial dimensions and with the electromagnetic field,
has the same functional form. It actually differs from the one found above in the value of the numerical
prefactor and in the power of the typical length scale (a clear consequence of the different number of
dimensions).
The calculation just sketched has been performed for different geometrical configurations and notably
it turns out that the value and even the sign of the Casimir energy is a non trivial function of the chosen
geometry. In particular it is interesting to note that the Casimir energy in a cubic cavity is negative
but that in a spherical box turns out to be positive.
There are some important points that have to be stressed before proceeding.
1. The Casimir effect could be interpreted as a manifestation of van der Waals forces of molecular
attraction. However the force (1.32) has the property of being absolutely independent of the
details of the material forming the conducting plates. This is a crucial feature which establishes
the definitive universal nature of the Casimir effect. The independence from the microscopic
structure of the plates proves that the effect is just a byproduct of the nature of the quantum
vacuum and of the global structure of the manifold.
2. The fact that for different geometries also positive energy densities can be obtained implies that
the heuristic interpretation, that the presence of the boundaries “takes away” some modes and
hence leads to a decrement of the total energy density with respect to the unbound vacuum, is
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wrong. What actually happens is that the number of modes allowed between the (ideal) plates
is still infinite, what changes is the distribution of the vacuum field modes. What we see as the
appearance of a repulsive or attractive vacuum pressure is an effect of this (geometry dependent)
redistribution of modes [33].
3. A common terminology used for describing the shift in the vacuum energy appearing in static
Casimir effects is that of “vacuum polarization”. The vacuum is described as a sort of dielectric
material in which at small distances virtual particle-antiparticle pairs are present, analogously to
the bounded charges in dielectrics. The presence of boundaries or external forces “polarizes” the
vacuum by distorting the virtual particle-antiparticle pairs. If the force is strong enough it can
eventually break the pairs and “the bound charges of the vacuum dielectric” become free.
Although this has turned out to be a useful concept, at the same time it should be stressed that
it is strictly speaking incorrect. The vacuum state is an eigenstate of the number operator which
is a global operator (because it is defined by the integral of the particle density over the whole
3-space). On the other hand, the field operator, the current density and the other typical operators
describing the presence of particles are local, so there is a sort of complementarity between the
observation of a (global) vacuum state and (local) particle-antiparticle pairs.
In the following we shall use this standard terminology but keeping in mind the fact that it is a
misuse of language.
Finally I would like to point out an important feature common to a wide class of cases of vacuum
polarization in external fields. We can return to our example of 1 + 1 Casimir effect. Consider the
energy density which in this case is simply given by Eq.(1.38) divided by the interval length a.
ε = 〈0|T00|0〉 = 1
2a
∞∑
n=1
ωn , ωn =
πn
a
(1.42)
In order to compute it we can adopt a slightly different procedure for making the Casimir subtraction.
It is in fact sometimes very useful in two dimensional problems to use (especially for problems much
more complicated that the one at hand) the so called Abel–Plana formula which is generically
∞∑
n=0
F (n)−
∫ ∞
0
F (σ)dσ =
F (0)
2
+ i
∫ ∞
0
dσ
F (iσ) − F (−iσ)
exp (2πσ)− 1 ≡ reg
∞∑
0
F (n) (1.43)
where F (z) is an analytic function at integer points and σ is a dimensionless variable. This formula is a
powerful tool in calculating spectra because the exponentially fast convergence of the integral in F (±iσ)
removes the need for explicitly inserting a cut-off.
In our specific case, F (n) = ωn, and so Eq.(1.43) applied to the former energy density takes the form
εren = − 1
π
∫ ∞
0
ωdω
exp (2aω)− 1 (1.44)
Although it may appear surprising, we have found that the spectral density of the Casimir energy of a
scalar field on a line interval does indeed coincide, apart from the sign, with a thermal spectral density
at temperature T = 1/a.
The appearance of the above “thermality” in the static Casimir effect is not limited to the case of
external fields implemented via boundary conditions and it is not linked to the use of the Abel–Plana
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formula (which is merely a computational tool). As we shall see, it can appear also when quantization
is performed in the presence of a gravitational field (in the case of spacetimes with Killing horizons).
We shall try to give further insight on this point later on in this chapter.
Before considering other examples of vacuum polarization we shall now devote some words to an
interesting effect which is related to the Casimir one.
The Scharnhorst effect
In 1990 K. Scharnhorst and G. Barton [34, 35, 36] showed that the propagation of light between two
parallel plates is anomalous and indeed photons propagating in directions orthonormal to the plates
appear to travel at a speed c⊥ which exceeds the speed of light c. The propagation of photons parallel
to the Casimir plates is instead at speed c‖ = c.
The above results where found starting from the Maxwell Lagrangian modified via a non-linear term
stemming from the energy shifts in the Dirac sea induced by the electromagnetic fields. The action
obtained in this way is the well known Euler–Heisenberg one which in its real part takes the form (me
is the electron mass)
L = E
2 −B2
8π
+
α2
23 · 32 · 5π2m4e
[(
E2 −B2)2 + 7 (E ·B)] (1.45)
One can see here that the correction is proportional to the square of the fine structure constant and so
it is a one-loop effect.
The above action in particular also describes the scattering of light by light and can be read as giving
to the vacuum an effective, intensity-proportional, refractive index n = 1+∆n. The Scharnhorst effect
can be seen as a consequence of the fact that in the Casimir effect the intensity of the zero-point modes
is less than in unbounded space and hence leads to a proportionate drop in the effective refractive index
of the vacuum (∆n < 0).
It should be stressed that the above results are frequency independent for ω ≪ m and so the phase,
group and signal velocities coincide. Moreover using the Kramers–Kronig dispersion relation
ℜ{n(ω)} = ℜ{n(∞)} + 2
π
∫ ∞
0
dω′
ω′ℑ{n(ω′)}
ω′2 − ω2 (1.46)
and assuming that the vacuum always acts a passive medium (ℑ{n(ω)} ≥ 0), it has been shown [36]
that the effective refractive index of the vacuum at high frequencies must be smaller than that at low
frequencies, and so
1 > n⊥(0) ≥ n(∞) (1.47)
Although this anomalous propagation is too small to be experimentally detected (the corrections to
the speed of light are of order α2/(md)4, where d is the distance between the plates) it is nevertheless
an important point that a vacuum which is polarized by an external field can actually behave as a
dispersive medium with refractive index n(ω) less than one. In fact similar effects have been discovered
in the case of vacuum polarization in gravitational fields [37, 38, 39, 40].
This realization has important consequences and deep implications (e.g. about the meaning of Lorentz
invariance and the possible appearance of causal pathologies [41]) which are beyond the scope of the
present discussion. We just limit ourselves to noting the fact that these issues can be dealt with very
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efficiently in a geometric formalism where the modification of the photon propagation can be “encoded”
in an effective photon metric geffµν [42, 43, 44]. In particular, in [43] it is shown that in a general non
linear theory of electrodynamics, this effective metric can be related to the Minkowski metric via the
renormalized stress-energy tensor, in the form
geffµν = Aηµν +B〈Tµν〉 (1.48)
where A and B are constants depending on the specific form of the Lagrangian.
We shall see in chapter 5 (section 5.6) how this relation generalizes in curved spacetimes and what
its possible role can be in modern cosmology. For the moment, we shall return to our general discussion
of vacuum effects in static external fields.
1.2.2 Other cases of vacuum polarization
The Casimir effect which we have been discussing is just a special case of a more general class of phenom-
ena leading to vacuum polarization via some special boundary conditions that makes the quantization
manifold different from the Minkowskian one. Generally speaking, this class is divided into effects due
to physical boundaries (which are strictly the Casimir effects) and those due to nontrivial topology of
the spacetime (which are generally called topological Casimir effects).
We have briefly discussed some cases of the first class: in general they are all variations on the main
theme of the Casimir effect. They are all in Minkowski space with some boundary structure, all that
changes is the kind of field quantized, the geometry of the boundaries (parallel plates, cubes, spheres,
ellipsoids etc.) and the number of spatial dimensions.
In the second class of phenomena, the quantization is performed in flat spacetimes (or curved ones,
as we shall see later) endowed with a non trivial topology (that is with a topology different from the
standard R×R3 of Minkowski spacetime). The topology is generally reflected in periodic or anti-periodic
conditions on the fields. Again the trivial example of the quantization of a scalar field on the interval
(0, a) turns out to be useful.
Let us consider the case of periodic boundary conditions:
φ(t, 0) = φ(t, a) (1.49)
∂xφ(t, 0) = ∂xφ(t, a) (1.50)
This time, in the points x = 0, a we are allowed to have also non-zero modes, and hence we shall have,
as possible solutions, the one in Eq.(1.36) and another one with cos knx replacing the sine. Hence, we
get a doubled number of modes and a different spectrum:
φ
(±)
k (t, x) =
1√
2aωn
exp[±i(ωnt− knx)] (1.51)
ω2 = k2n, kn = 2πn/a −∞ < n <∞
The unbounded space solutions will still be those given by Eq.(1.34). Following the same procedure
as before, the result is now E = −π/6a [6]. Noticeably if one choose instead anti-periodic boundary
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conditions
φ(t, 0) = −φ(t, a) (1.52)
∂xφ(t, 0) = ∂xφ(t, a) (1.53)
then the result changes again to E = π/12a. This can be seen as another proof of the fact that what
matters for the determination of the Casimir energy is a redistribution of the field modes and that it is
not correct to think that the boundary conditions reduce the number of allowed modes and hence lead
to an energy shift.
The topological Casimir effect has been studied also in more complex topologies and in a larger
number of dimensions (see [5, 6, 31] for a comprehensive review). A common feature is that in four
dimensions the energy density is generally inversely proportional to the fourth power of the typical
compactification scale of the manifold3 ǫ ∝ 1/a4. Moreover it is interesting to note that these cases also
often show an effective temperature of the sort which we discussed previously; e.g. in the case of the
periodic boundary conditions on a string this is again inversely proportional to a.
Given the special role that the emergence of the effective thermality has in the case of vacuum effects
in strong gravitational fields, we shall now try to gain further understanding about the nature of this
phenomenon.
1.2.3 Effective vacuum temperature
We have seen how in a number of cases the spectral density, describing the vacuum polarization of
some quantum fields in manifolds which differ from Minkowski spacetime, is formally coincident with
a thermal one. Given that the effective thermality of the vacuum emerges in very different physical
problems, the question arises of whether it is possible to give a general treatment to the problem. In
particular one would like to link the presence of a vacuum temperature to some general feature and if,
possible, to find such a temperature Teff without necessarily computing explicitly the energy density of
the vacuum polarization. Such a treatment indeed exists and it can be instructive for us to review it
here (see [4, 5, 6] and reference therein).
The basic idea is that the effective thermality is a feature of the vacuum polarization which is
induced by the external field. This external field (which can be a real field or some sort of boundary
condition) makes the global properties of the manifold under consideration different from those of
reference background (e.g. unbounded Minkowski spacetime).
Hence, it is natural to assume that also Teff should depend on the same global properties of the
manifolds (boundaries, topologies, curvature etc.) and so information about it should be encoded in
some other object, apart from the stress energy tensor, which is sensitive to the global domain properties.
Good candidates for such an object are obviously the Green functions of the field G(x, x′) 4. Let us
work with the Wightman Green functions,
G+(x, x′) = 〈0|φ(x)φ(x′)|0〉, (1.54)
G−(x, x′) = 〈0|φ(x′)φ(x)|0〉, (1.55)
3 This dependence can be explained by purely dimensional arguments; actually it easy to show that in (d+1) dimensions
the energy density should behaves as ǫ = h¯c/L(d+1) where L is the typical length scale of the problem.
4 Here x = (t,x) is a four-vector
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G(x, x′) = 〈0|{φ(x)φ(x′)}|〉 = G+(x, x′) +G−(x, x′) (1.56)
where |0〉 is the vacuum state of the manifold under consideration and G(x, x′) is the Hadamard Green
function.
What we can do then is to construct a tangent bundle to our manifold by constructing in every point
x a tangent Minkowski space. In this space we can consider the thermal Green functions at a given
temperature Teff = (βkB)
−1. These can be built by making an ensemble average of (1.54)
GMinkβ (φ(x), φ(x
′)) =
Tr e−βH{φ(x)φ(x′)}
Tr e−βH
(1.57)
where H is the field Hamiltonian. In the limit β →∞, GMinkβ coincides with the vacuum Green function
in Minkowski space GMink (the same happens for GMink± ).
From the universality of the local divergences one can assume that the leading singularity in G(x, x′)
for x→ x′ is the same as one encounters for the thermal Green function in the tangent Minkowski space.
If in the limit x→ x′ the Green functions of our manifolds coincide with the thermal ones of the tangent
space for some Teff then we can say that the vacuum |0〉 has an effective thermality at temperature Teff .
So we shall have to look at the condition
lim
x′→x
[
G(x, x′)−GMinkβ (x, x′)
]
= 0 (1.58)
A first very important property of thermal Green functions (for zero chemical potentials) is that
G±β (t,x; t
′x′) = G∓β (t+ iβ,x; t
′,x′) (1.59)
This is a direct consequence of the thermal average exponents in (1.57) being equal to the Heisenberg
evolution operators 5.
The above property allows one to find a very important relationship between the thermal Green
functions and the zero temperature Green functions [4]
Gβ(t,x; t
′x′) =
+∞∑
n=−∞
G(t+ inβ,x; t′,x′) (1.61)
that is, the thermal Green function can be written as an infinite imaginary-time image sum of the
corresponding zero-temperature Green function.
This relation is not only useful for following the present discussion but also has an intrinsic value
for itself. In fact it is the substantial proof that periodicity in the imaginary time τ = it automatically
implies thermality of the Green function in the standard time. This feature is a crucial step, as we shall
see in the next chapter, in order to derive thermality for black holes by purely geometrical considerations.
Turning back to our problem, we can now try to explicitly compute Eq.(1.58). We first note that
the term for n = 0 in the sum of Eq.(1.61) corresponds to the Minkowskian Green function at zero
temperature which is known to have the form
GMink(x, x′) = − 1
2π2d(x, x′)
(1.62)
5 Indeed all that one needs to deduce (1.59) is the definition (1.57) and the Heisenberg equations of motion
φ(t,x) = eiH(t−t0)φ(t0,x)e
−iH(t−t0) (1.60)
See [4] for further details.
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where d(x, x′) = (xµ − xµ′)(xµ − x′µ) is the interval between x and x′ (for the sake of simplicity, I shall
drop the addition of the imaginary term i0 in the denominator above, which is needed to remove the
pole at x = x′).
Using this we can perform the summation in Eq.(1.61) separating the n = 0 term and taking the
limit for x→ x′
lim
x→x′
GMinkβ (x, x
′) = GMink(x, x′) +
1
6β2
(1.63)
We can now use this expression in the condition (1.58) and get in this way an explicit definition for the
vacuum effective temperature
kBTeff =
1
β
=
√
6 lim
x′→x
[
G(x, x′)−GMink(x, x′)]1/2 (1.64)
A final remark is in order before closing this section. The effective temperature which we have
discussed so far is a property related to the spectral distribution of the vacuum state of a field which in
some cases can have a Planck-like appearance.
In general, real thermality is not just a property of two point Green functions, but more deeply
involves conditions on the structure of the nth-order correlation functions. In a general case, the vacuum
state is still a non-thermal state even in the presence of boundaries or non trivial topologies. Hence it
will in general not admit a non-trivial density matrix. In some other cases, such as in spacetimes with
Killing horizons, a non-trivial density matrix arises as a consequence of the information loss associated
with the presence of the horizon. In these cases the effective thermality is “promoted” to a real thermal
interpretation. We shall come back to these topics again in the following parts of this thesis.
1.3 Vacuum effects in dynamical external fields
In the previous section we have always assumed that the boundary condition or field acting on the
quantum vacuum was unchanging in time. If the field is non-stationary, this dramatically changes the
physics described above, in particular rapid changes in the external field (or boundary) can lead to
the important phenomenon of particle production from the quantum vacuum. The variation in time of
the external field perturbs the zero point modes of the vacuum and drives the production of particles.
These are generically produced in pairs because of conservation of momentum and also of other quantum
numbers (e.g. in the case of production of fermions, the pairs will actually be particle-antiparticle pairs).
Given that the energy is provided by the time variation of the external field, then it should be
expected that the intensity and efficiency of this phenomenon is mainly determined by the rapidity of
the changes in time (for a fixed coupling between the quantized field and the external one).
This phenomenon, sometimes called the “dynamical Casimir effect”, has a wide variety of applica-
tions. In particular we shall see that in the case where the time varying external field is a gravitational
one, its manifestation has changed our understanding of the relation between General Relativity and
the quantum world. Unfortunately we are still lacking experimental observations of particle creation
from the quantum vacuum, and part of the work presented in this thesis is devoted to the search for
such observational tests.
CHAPTER 1. QUANTUM VACUUM AND GRAVITATION 22
1.3.1 Particle production in a time-varying external field
To keep the discussion analytically tractable we shall again take the very simple case of a real scalar
field described by the standard equations of motion in flat space. This will interact with another scalar
field which will be described by a (scalar) external potential U , which contributes to the Lagrangian
density (1.1) a term Uφ2. We shall further assume U to be a function of time but homogeneous in space
U = U(t). The equation of motion (1.2) then takes the form
φ(t,x) +
[
m2 + U(t)
]
φ(t,x) = 0 (1.65)
We can imagine that our field is again quantized in a spacetime with zero or periodic (antiperiodic)
boundary conditions such as the cases considered before. The homogeneity of the potential then assures
that the spatial part of the solutions of the equations of motion is unchanged and that a generic
eigenfunction can be factorized as
φn(t,x) = Nngn(t)χn(x) (1.66)
where N is a normalization factor and χn(x) has the form of the space dependent part of the specific
solutions (1.36) or (1.51). The above form allows decoupling of the equation for the time dependent
parts of the wave functions which takes the form of an harmonic oscillator with variable frequency
g¨n + ω
2
n(t)gn = 0 ω
2
n = m
2 + |k|2n + U(t) (1.67)
We shall now see how from this equation one can gain information about the creation of particles. To
see what happens as U varies in time we can consider two limiting cases: the first is the so called sudden
limit, the second one is called the adiabatic limit.
Sudden limit
Let us consider the case of a sharp impulse described by a short time jump in V (t). To make the things
easier we can model this jump via a delta function.
U(t) = νδ(t) (1.68)
At all times except t = 0 the solution of (1.67) has the standard form
gn(t) = g
(+)
n exp(iωnt) + g
(−)
n exp(−iωnt) (1.69)
where g(±) are constant factors and ω2n = k
2
n +m
2.
The basic observation is that the derivatives of g˙n differ as t→ ±0 leading to a discontinuity in the
first derivative [6]
g˙n(0
+)− g˙n(0−) + νgn(0) = 0 (1.70)
We can now suppose that for t < 0 the function gn was characterized by purely positive-frequency modes
so that initially g
(+)
n |t<0 = 1, g(−)n |t<0 = 0. Then we can easily see that after the jump the discontinuity
leads to coefficients
g(+)n |t>0 = 1− ν/2iωn g(−)n |t>0 = ν/2iωn (1.71)
This shows that the variation in time of the potential leads to the appearance of negative frequency
modes which are associated with creation operators and hence with particles. Actually a treatment via
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a Bogoliubov transformation between the solutions before and after the jump confirms this interpreta-
tion of the mode mixing. Indeed the coefficients used g
(±)
n |t>0 are nothing other than the Bogoliubov
coefficients β, α and the square of the absolute value of g
(±)
n |t>0 leads to the particle number density,
ρn = |g(−)n |t>0|2.
Adiabatic limit
We can now consider the opposite limit of slow variation of the potential U(t). In this case Eq. (1.67) is
governed by a slowly varying frequency for which γ = ω˙/ω ≪ 1 and one can apply the quasiclassical ap-
proximation of quantum mechanics. In this approximation the mixing of positive and negative frequency
modes is exponentially suppressed. We can then expect that particle creation will be exponentially small
in γ as well. We shall encounter this behaviour and discuss it in detail in chapter 4.
General cases
In general we shall not be in either of the above regimes and in that case a detailed discussion of the
dynamics of particle creation is a much more complicated problem.
An important fact is the presence or not of stationary regimes for the external potential. In fact in
these cases we can define in a standard way the quantum states asymptotically in the past and in the
future and then define a Bogoliubov transformation that relates them and in which is encoded all of
the information about the way in which the “in” states go into the “out” ones. Even in this framework
there are few known cases where an analytical treatment is possible. We refer the reader to [4] for some
examples; in this category can also be cast the calculations based on the Bogoliubov transformations
that will be shown in this thesis.
In the most general case in which the physical problem does not allow a meaningful definition of
asymptotic states, then a much more complicated approach is required.
Concretely one has to determine somehow an instantaneous basis of solutions for the equations of
motion of the field. This is necessary in order to define a set of time dependent operators b(±) in terms
of which the Hamiltonian of the system can be diagonalized at all times
H(t) =
∑
n
ωn(t)b
(+)
n (t)b
(−)
n (t) (1.72)
The b
(±)
n (t) coefficients can be treated as instantaneous creation and destruction operators for the field.
This obviously implies also a definition of a time dependent vacuum state bn|0〉 ≡ 0. Now we can imagine
that the variation in time of the potential V (t) is switched on at some time t0 at which the vacuum state
is known. One can then relate the above b
(±)
n (t) operators to those corresponding to the wavefunctions
at t0, say a
(±)
n′ , via some Bogoliubov transformations. The instantaneous particle spectrum will be given
again by the Bogoliubov coefficient βn,n′ squared.
The main difficulty in this procedure is the determination of the instantaneous basis. If one decom-
poses the field in the standard way:
φ(t,x) =
∑
n
[
bnϕ(t,x) + b
†
nϕ
∗
n(t,x)
]
(1.73)
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then the commonly used “trick” is to expand the mode function at a given instant in time as
ϕn(t,x) =
∑
k
Qnk(t)uk(t,x) (1.74)
where uk(t,x) is the mode function corresponding to the stationary case while Q(t) includes all of
our ignorance about what happens to the wavefunction as a consequence of the nonstationarity of the
problem. Inserting the above expression into the equations of motion allows an equation for Q(t) to be
found which one should then try to solve at least perturbatively.
A very instructive case is that of a massless scalar field φ quantized in flat space between two walls
at which Dirichlet boundary conditions are implemented. We can imagine that one of the walls is at
x = 0 and the other is at L0 for t ≤ 0 and then starts to move with law L(t) for 0 < t < T . In this case
equations (1.73) and (1.74) hold with
uk(t,x) =
√
2
L(t)
sinωk(t)x (1.75)
where ωk(t) = kπ/L(t).
From the standard wave equation φ = 0 then one gets for Q(t)
Q¨nk + ω
2
k(t)Qnk = 2λ
∑
j
gkjQ˙nj + λ˙
∑
j
gkjQnj + λ˙
2
∑
j,l
gjkgjlQnl (1.76)
where λ = L˙/L and
gkj =
{
(−1)(k−j) 2kjj2−k2 (j 6= k)
0 (j = k)
(1.77)
It is clear that the form of equation (1.76) does not generically allow an easy solution. There is
nevertheless a class of interesting problems where the boundary moves with harmonic motion, L(t) =
L0[1 + ǫ sin(Ωt)]. In the case of small displacements, ǫ ≪ 1 it is in fact possible to solve (1.76) pertur-
batively in ǫ [45, 46, 47, 48, 49, 50].
The special cases where the equations of motion of the form (1.67) or (1.75) admit a periodic time
dependent frequency, all lead to the general phenomenon of parametric resonance.
Parametric Resonance
To be concrete, we can consider the case in which the U(t) is an electric field oscillating in time and
aligned along the x3 axis.
A3 = (E0/K0) cosK0t (1.78)
and scalar particles are created in a plane perpendicular to the direction of the external field. In this
case Eq.(1.67) takes the form
g¨n + ω
2
n(t)gn = 0 ω
2
n = m
2 + k2⊥ + e
2A23 (1.79)
where k⊥ = k21 + k
2
2 , k3 = 0 because of the perpendicularity condition, and e is the coupling constant.
If we redefine the variables by setting z = K0t− π/2:
A = k−20 (m
2 + k2⊥) + 2q, q =
e2E20
4k20
. (1.80)
CHAPTER 1. QUANTUM VACUUM AND GRAVITATION 25
Eq.(1.79) takes the form:
d2gn
dz2
+ (A− 2q cos 2z) gn = 0 (1.81)
This equation is the very well known Mathieu equation. The special feature of the solutions of such
a system is that they show a resonance band structure, determined by the values of A and q. In
Figure 1.2: Band structure of the Mathieu function (1.81). The clearer bands denote the instability re-
gions. The author wishes to thank F. Tamburini for providing the picture and, together with B. Bassett,
for allowing the use of it.
correspondence with some of these bands, called “instability bands”, some modes gn can be exponentially
amplified
g = exp(µNz)u(z, σ) (1.82)
where σ is the value of p2⊥ +m
2 for which the above solution is computed. The interval σ ∈ [−π/2, 0]
determines the width of the instability band. The factor µ is the so called Floquet index for which there
is no general expression. Nevertheless a general form of µ(N) in the N -th instability band in the case of
small q (q ≪ 2N3/2) and positive A, can be given [51]
µ(N) = − 1
2N
sin 2σ
[2N−1(N − 1)!]2 q
N (1.83)
In this case it is also possible estimate the spectral density of the created φ particles as [51]
n(kN ) =
sinh2(2πµ(N))
sin2 2σ
(1.84)
Note that for massive particles the number of the first instability zone which gives a contribution to
the exponential growth is N ≈ m/K0. Unfortunately for π-mesons this number leads to the conclusion
that a time which is a huge multiple of the basic period T = 2π/K0 should pass in order to obtain an
observable effect [5]. We shall see in chapter 5 that perhaps it is not on earth that we should seek for
detection of parametric resonance.
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1.3.2 Moving mirrors
As a last example of particle creation in non-stationary external fields we now turn our attention to a
class of problems which has had a special role in the study of particle creation by incipient black holes,
that is to particle creation by moving mirrors [52, 53] (see also [4, 5, 6] for further references).
We can again consider a massless scalar field and to further simplify the discussion we shall consider
it in a two dimensional flat space time. The action of the moving mirror is modelled by zero boundary
conditions imposed at the moving boundary x = f(t).
φ(t, f(t)) = 0 (1.85)
For concreteness we can assume the mirror to be static until t = 0 and then to start moving with |f˙ | < 1
(in such a way that the world-line of the mirror is always timelike).
Being in two dimensions, it is convenient to work in null coordinates
u = t− x, v = t+ x (1.86)
In this way the equation of motion takes the form
∂2φ/∂u∂v = 0 (1.87)
As usual we have first of all to define a proper basis to be used for building the “reference vacuum”. In
this case a natural reference system is given by the zone where the mirror is at rest. From the above
expression it is easy to see that any function of just u or v is a solution and a complete orthonormal
system is
ϕ(±)ω (t,x) =
±i
2
√
πω
[exp(±iωu)− exp(±iωv)] (1.88)
For t > 0 the boundary condition (1.85) has to be satisfied at a time-dependent point. This implies that
the orthonormal system is now of the form
φ±ω (t,x) =
±i
2
√
πω
[exp(±iωp(u))− exp(±iωv)] (1.89)
where p(u) is given by
p(u) = 2tu − u; tu − u = f(tu) (1.90)
where tu is the time at which the line u = t − x intersects the mirror. When the mirror is static then
tu = u and p(u) = u and so the function (1.89) coincides with (1.89). The situation changes for t > 0;
in fact the function p(u) acquires a much more complicated form as a consequence of the reflection of
the incoming (left moving) modes exp(±iωv) by the moving mirror.
This implies that the vacuum state defined via the destruction operators associated to the modes
(1.88) will not in general be a vacuum state for the modes (1.89) and hence particle production should
be expected. The complicated exponential of p(u) can be seen as representing a Doppler distortion
which excites the modes of the field and causes particles to appear. Physically this can be described as
a flux of particles which are created by the moving mirror and which stream out along u = const null
rays.
The spectrum of these particles can then be determined via the Bogoliubov transformations relating
the modes (1.88) and (1.89). Regarding the renormalized energy density ε = 〈T00〉 associated with the
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emission of particles, this can be found as the difference between the appropriate integrals over modes
for the regions t ≥ 0 and t = 0. The final (finite) result can be shown to be [53]:
ε(u) = − 1
24π
p′′′
p′
− 3
2
(
p
′′
p′
)2 (1.91)
where the quantity appearing in brackets is called the Schwarzian derivative.
It is interesting to note that the condition ε(u) = 0 is satisfied not only in the trivial case of uniform
motion but also in the one associated with constant proper acceleration. We shall discuss further this
last case in the next chapter in relation to particle creation by extremal incipient black holes.
Moreover, it should be stressed that also the above special cases can give a non-zero energy density
in the case where the motion of the mirror is of the kind considered before, that is characterized by an
early static phase and then by a sudden motion from a given instant in time. In fact this leads to a
discontinuity in the derivatives of p(u) localized at the value of u (or t) at which the motion started.
This discontinuity hence generically gives a delta contribution localized at the onset of the motion of
the mirror. Physically this means that there is a burst of radiation emitted at that point.
Finally we want to close this paragraph by considering a special example of mirror motion, that is
the one associated with the asymptotic trajectory
p(u) = B −Ae−κ(u+B) (1.92)
with A,B, κ being some generally chosen constants. We see that this corresponds to a mirror that
accelerates non-uniformly and has a world-line which asymptotically approaches the null ray v = B. In
this case we are not interested in those modes which have v > B because they will never be reflected
by the mirror. The spectrum of the particles created by the mirror can be computed via Bogoliubov
transformations between the appropriate basis for t < 0, Eq. (1.88), and that for t ≥ 0 Eq. (1.89). The
Bogoliubov coefficients take the form [53]
αωω′
βωω′
}
= ∓(2π)−1(ωω′)−1/2[ω′]±iω/κΓ(1∓ iω/κ) (1.93)
e±πω/2κe±iω(κ
−1 lnA−B)−iω′B
From the above coefficients it follows that the particle are created with a Bose-Einstein distribution
|βωω′ |2 = 1
2πκω′
(
1
eω/kBT − 1
)
(1.94)
with kBT = κ/2π.
Note that the particle spectrum
Nω =
∫ ∞
0
|βω′ω|2dω′ (1.95)
diverges logarithmically. This is a generic feature of this sort of calculation and is due to the fact that
if the mirror keeps accelerating for an infinite time, an infinite number of particles for each mode will
accumulate. This unphysical feature can be avoided by using a finite wave packet in place of the plane
waves which we used.
As we said, the example just discussed has a special importance because it enters as a part of the
demonstration that a collapsing body emits particles with a thermal distribution. It can be natural to
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ask how it is possible that a state which is a vacuum one (characterized only by zero point fluctuations)
can suddenly evolve into a thermal-like one. To gain a further understanding of this emergence of
thermal distributions in particle creation from the quantum vacuum we shall now devote some attention
to the quantum properties of the state generated by the dynamical action of external fields.
1.3.3 Squeezed States and Thermality
The clearest understanding of the aforementioned puzzle can be given in terms of squeezing. The
squeezed vacuum is a particular distortion of the the quantum electrodynamic one. Actually the basic
characteristic of squeezed states is to have extremely low variance for some quantum variable and
correspondingly (due to the uncertainty principle) very high variance for the conjugate variable 6.
Squeezed states are of particular interest for our discussion because they are the general byproduct
of particle creation from the quantum vacuum. In particular the vacuum In state is a squeezed vacuum
state in the out-Fock space 7.
A two-mode squeezed-state is defined by
|ζab〉 = e−ζ(a†b†−ba)|0a, 0b〉, (1.96)
where ζ is (for our purposes) a real parameter though more generally it can be chosen to be complex [55].
In quantum optics a two-mode squeezed-state is typically associated with a so-called non-degenerate
parametric amplifier (one of the two photons is called the “signal” and the other is called the “idler”
[55, 56, 57]). Consider the operator algebra
[a, a†] = 1 = [b, b†], [a, b] = 0 = [a†, b†], (1.97)
and the corresponding vacua
|0a〉 : a|0a〉 = 0, |0b〉 : b|0b〉 = 0. (1.98)
The two-mode squeezed vacuum is the state |ζ〉 ≡ |0(ζ)〉 annihilated by the operators
A(ζ) = cosh(ζ) a− sinh(ζ) b†, (1.99)
B(ζ) = cosh(ζ) b− sinh(ζ) a†. (1.100)
A characteristic of two-mode squeezed-states is that if we measure only one photon and “trace away”
the second, a thermal density matrix is obtained [55, 56, 57]. Indeed, if Oa represents an observable
relative to one mode (say mode “a”) its expectation value in the squeezed vacuum is given by
〈ζab|Oa|ζab〉 = 1
cosh2(ζ)
∞∑
n=0
[tanh(ζ)]2n〈na|Oa|na〉. (1.101)
In particular, if we consider Oa = Na, the number operator in mode a, the above reduces to
〈ζab|Na|ζab〉 = sinh2(ζ). (1.102)
6 Here lower and higher variance is intended with respect to the value one would expect on the basis of the equipartition
theorem.
7For a demonstration of this in the case of a one-mode squeezed state see [54].
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These formulae have a strong formal analogy with thermofield dynamics (TFD) [58, 59], where a dou-
bling of the physical Hilbert space of states is invoked in order to be able to rewrite the usual Gibbs
(mixed state) thermal average of an observable as an expectation value with respect to a temperature
dependent “vacuum” state (the thermofield vacuum, a pure state). In the TFD approach, a trace over
the unphysical (fictitious) states of the fictitious Hilbert space gives rise to thermal averages for phys-
ical observables completely analogous to the one in (1.101) except that we must make the following
identification
tanh(ζ) = exp
(
−1
2
h¯ω
kBT
)
, (1.103)
where ω is the mode frequency and T is the temperature. We note that the above identification implies
that the squeezing parameter ζ in TFD is ω-dependent in a very special way.
The formal analogy with TFD allows us to conclude that, if we measure only one photon mode, the
two-mode squeezed-state acts as a thermofield vacuum and the single-mode expectation values acquire
a thermal character corresponding to a “temperature” Tsqueezing related with the squeezing parameter
ζ by [57]
kB Tsqueezing =
h¯ ωi
2 log(coth(ζ))
, (1.104)
where the index i = a, b indicates the signal mode or the idler mode respectively; note that “signal” and
“idler” modes can have different effective temperatures (in general ωsignal 6= ωidler) [57].
It is interesting to note that the squeezing parameter is indeed linked to the Bogoliubov coefficients
via a relation which in the case of a diagonal Bogoliubov transformation takes the form
tanh2(ζ) =
|β|2
|α|2 (1.105)
This in an indication that in special cases where the Bogoliubov coefficients take an exponential form
then a thermal behaviour should be expected. Noticeably this is exactly the case of the coefficients
(1.93) of the “asymptotic moving mirror”.
Finally we wish to emphasize the following points:
1. Squeezed-mode “effective thermality” is only an artifact due to the particular type of measurement
being made. There is no real physical thermal photon distribution in the electromagnetic field.
However, the complete analogy with TFD implies that no measurement involving only single
photons can reveal any discrepancy with respect to real thermal behaviour.
2. A similar thermofield dynamics scheme is also often used in the case of black hole thermodynamics
and in the Unruh effect [60]. We stress that in TFD as applied to black holes and the Unruh effect
there is a physical obstruction to the measurement of both “squeezed photons” because they live in
spacelike separated regions of the spacetime. Thermality associated with event horizons is “real”
in that for an observer measuring a thermal particle spectrum from a single particle detection in
his external portion of the Kruskal diagram the other particle of the pair is unobservable. This
physical hindrance to measuring both of the photons is obviously not present in the case of quantum
optics measurements so that, by measuring both photons of the pair it is (in principle) possible to
find strong correlations that are absent in the true thermal case.
3. Squeezed states of light have been created in the laboratory by non-linear optics techniques [61].
Essentially in these cases a non-linear medium subject to a time-varying classical electromagnetic
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field, behaves like a material with a time dependent dielectric function. As a consequence of
this, photon modes propagating through the medium undergo a mode mixing that is perceived as
particle creation. The observation of such an effect can be considered as a first indirect test of the
general theory which we are dealing with.
1.4 Vacuum Effects in gravitational fields
The theory of quantum vacuum effects in gravitational fields has some special features which make the
problem much harder to solve than for the cases in flat space which we have seen so far. The first
problem which one encounters is that the gravitational fields, unlike the electromagnetic or scalar ones,
cannot be described by an external potential V , but are instead described by the metric of a curved
Riemannian spacetime. In the particular case of a scalar field we can see from the generalization of
equations (1.1,1.2)
L = 12
(∇µφ∇νφ−m2φ2 − ξRφ2) (1.106)
φ+m2φ+ ξRφ = 0 (1.107)
where = gµν∇µ∇ν = 1√−g∂µ (
√−g gµν∂ν)
that gravity couples to the field via the metric and a direct coupling term −ξRφ2 8.
As we said in the Introduction, the main consequence of this is to make the quantization of the fields
extremely subtle and unconventional from the very beginning. One suddenly finds oneself handling
non-linear equations with variable coefficients and problems related to possible non-trivial structures
like event horizons and singularities.
In the particular case of the procedure of second quantization sketched in section 1.1.1 one finds two
correlated problems: the construction of the Hilbert space of quantized field states and obtaining finite
quantities for the physical observables.
The first problem involves the correct definition of the vacuum state and then the interpretation
of the quantized field in terms of particles. As we have seen, the vacuum state of second quantization
is by construction Poincare´ invariant but the presence of external fields generally prevents the Poicare´
group being a symmetry group of the spacetime. In the cases considered so far this was only partially
a problem because it was always possible to define as a reference vacuum the Minkowski one and to
describe vacuum polarization as well as particle creation with respect to it. In curved spaces it is not
always meaningful to take Minkowski as the reference vacuum.
The second problem is strictly related to the former one. In fact the definition of an expectation
value implies as a precondition the construction of a state space. It has to be stressed that in the case
of gravitation, this issue acquires a central role because in the special case of the stress-energy tensor
the correct definition of the expectation value determines the right hand side of the Einstein equations
and acts as the source for the geometry 9.
8 The case ξ = 0 is said to be “minimal coupling” while that with ξ = 1/6 is called “conformal coupling” and it
can in fact be shown [4] that for this value the massless field equations are invariant under conformal transformations
gµν(x)→ g¯µν(x) = Ω2(x)gµν(x). Terms of the kind −ξRφ2 are possible as well for fields of higher spins.
9 Here, we assume that the semiclassical Einstein equations are simply given by Gµν = 8π〈Tµν〉ren [30]. This, however,
might not be a good approximation when φ is in a state with strong correlations (see, e.g., [62] and references therein).
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Actually, different conditions on the stress-energy tensor have in the past been a powerful tool for
various theorems in General Relativity. We just want to recall that the famous singularity theorems of
Hawking and Penrose [2] as well as some the laws of black hole thermodynamics which we shall discuss
in the following chapter, are based on such conditions. We refer to the book by Visser [63] for further
insight into modern applications of them and limit ourselves here to a brief summary.
Energy conditions
Given the fact that we shall need to apply these conditions also in a cosmological framework, we shall
specify them in the particular cases in which the SET has the form “Type I” as defined in [2]:
T µν =

ρ 0 0 0
0 p1 0 0
0 0 p2 0
0 0 0 p3
 . (1.108)
where ρ is the mass density and the pj are the three principal pressures. In the case that p1 = p2 = p3
this reduces to the perfect fluid SET often used in cosmology.
Null energy condition The NEC asserts that for any null vector kµ
Tµνk
µkν ≥ 0 (1.109)
In the case of a SET of the form (1.108) this involves
ρ+ pi ≥ 0 ∀i (1.110)
Weak energy condition The WEC states that for any timelike vector vµ
Tµνv
µvν ≥ 0 (1.111)
Physically one can interpret Tµνv
µvν as the density of energy measured by any timelike observer
with four-velocity vµ: the WEC requires this quantity to be positive. In terms of principal
pressures this gives
ρ ≥ 0 and ρ+ pi ≥ 0 ∀i (1.112)
By continuity, the WEC implies the NEC.
Strong energy condition The SEC asserts that for any timelike vector vµ the following inequality
holds (
Tµν − T
2
)
vµvν ≥ 0 (1.113)
where T is the trace of the SET.
In terms of the special SET (1.108) the SEC reads
ρ+ pi ≥ 0 and ρ+
∑
i
pi ≥ 0 ∀i (1.114)
The SEC implies the NEC (again by continuity) but not necessarily the WEC.
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Dominant energy condition The DEC states that for any timelike vector vµ
Tµνv
µvν ≥ 0 and Tµνvν is not spacelike (1.115)
This implies that not only should the locally observed energy density be positive but also the
energy flux should be timelike or null. The DEC implies the WEC and hence also the NEC but
in general does not force the SEC. In the case of a SET of the form (1.108) one gets
ρ ≥ 0 and pi ∈ [−ρ,+ρ] ∀i (1.116)
Apart from the above discussed “point-wise” EC there are other ones which are the “averaged”
versions (along some null or timelike curves) of those just described. We refer to [63] for further
details.
It is interesting to note that the Casimir effect (resulting from boundaries or topological) is a typical
example in which all of the above conditions are violated. We shall see in the next chapter that this
aspect of quantum vacuum effects is especially important when discussing black hole thermodynamics.
Due to the central role of the SET in semiclassical gravity, an immense effort has been directed to
issues related to its renormalization in the last thirty years and different techniques (analytical as well
as numerical) have been developed for dealing with the connected problems. It is beyond the scope
of this thesis to give a comprehensive description of all of these issues; we shall limit ourselves to an
overview, quoting where necessary possible sources for in-depth analyses.
1.4.1 Renormalization of the stress energy tensor
We have seen how for flat spaces in the presence of boundaries the standard procedure for renormalizing
the stress energy tensor is generally based on the regularization of the ultraviolet divergent quantities
and then to the explicit or implicit subtraction of the corresponding term in free space. The universality
of the local divergences in flat space assures the finiteness of the remaining quantities after the cut-off
removal.
As said previously, in the presence of gravity this whole procedure needs a deep revision. In particular
the SET will be sensitive to the curvature of spacetime and in general will present some additional
divergent terms with respect to the standard one of Minkowski. A simple example of such a failure
of the standard Casimir subtraction is given by the renormalization of the stress energy tensor of
a minimally coupled scalar field in a flat Friedmann–Lemaˆıtre–Robertson–Walker (FLRW) spacetime
described by the metric
ds2 = C(η)(dη2 − dx2) (1.117)
where dη = dt/a(t) and a(t) is the standard scale factor. We shall assume that the scale factor follows
the law C(η) = cos2Aη. In this case the mode solutions uk can easily be found and hence a Fock space
can be constructed. From the vacuum state defined in this way |0〉FLRW one can define the expectation
value of the SET of the field. Introducing into the integral for the evaluation of the energy density an
appropriate cut-off factor exp[−α(ω2 +A2)1/2] (with α and A some constants) one gets [4]
〈0|T 00 |0〉FLRW =
48/α4 + (D2(η)− 8A2)/α2 +A2(D2(η)/2−A2) lnα
32π2C2(η)
+O(α0) (1.118)
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where D(η) = C−1∂C/∂η. We see from the above expression there are three divergent terms in the
limit α → 0. Normally one would expect that these are exactly those appearing also in the case of
quantization in Minkowski spacetime. The latter is recovered in the limit of C = 1 and D = A = 0, but
we see that in this case only the first term in equation (1.118) remains. Hence the subtraction of the
SET of Minkowski would leave the other two divergent terms: we cannot cure the infinities in FLRW
flat space simply discarding a Minkowski-like term!
This example shows how the whole issue of renormalization becomes extremely delicate in curved
spacetimes. Obviously one is committed to finding some extra criteria for the SET in order to uniquely
fix a renormalization procedure. This “axiomatic” approach to the problem was pursued in the 1970s
by Christensen [64], Wald [65] and others, and led to the identification of a few basic properties which
one should require for a well defined SET. These can be summarized in a few points:
1. Covariant conservation: this is required for consistency given that the expectation value of the
SET has to appear on the right-hand side of the Einstein equations.
2. Causality: this implies that the value of 〈Tµν〉 at a point x should depend only on changes in the
metric structure which took place in the causal past of x.
3. Standard forms for the “off-diagonal” elements: this is based on the fact that off-diagonal elements
of the SET are known to be finite for orthonormal states and so the value of these elements should
be the usual, formal, one.
4. Good limit to Minkowski spacetime
Under these conditions it can be proved that 〈Tµν〉 is unique to within a local conserved tensor.
Obviously fixing such a set of criteria is not equal to finding the desired expectation value. An
alternative approach can instead be to treat the calculation of 〈Tµν〉 as part of a more general problem
of solving a dynamical theory of gravity and matter. The basic idea is that one can add appropriate
counterterms to the gravitational action in such a way as to remove the divergent parts by redefinition
of the coupling constants. A superficial account of the idea can be given in the path integral approach
to quantization.
We shall then consider a theory where the total action is S = Sg+Sm, that is the sum of the matter
action Sm and of the gravitational Einstein–Hilbert action (ignoring for the moment boundary terms)
Sg =
∫
1
16πGN
√−g(R− 2Λ)dnx (1.119)
The classical Einstein equations with a cosmological constant are
Rµν − 12Rgµν + Λgµν = −8πGNTµν (1.120)
and are given by the condition:
2√−g
δS
δgµν
= 0 (1.121)
where the variations of the gravitational and matter actions with respect to the metric tensor determine
respectively the left hand side and right hand side of Eq.(1.120).
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In the quantum theory, the generalization of Eq.(1.121) is obtained by using the effective action for
quantum matter W , which by definition satisfies the equation
2√−g
δW
δgµν
= 〈Tµν〉 (1.122)
We shall then have the aim to solve a theory now described by the semiclassical Einstein equations
Rµν − 12Rgµν + Λgµν = −8πGN〈Tµν〉 (1.123)
Notably it can be shown [4] that the effective action can easily be related to the Feynman propagator
GF(x, x
′) = 〈out|T (φ(x)φ(x′)) |in〉. The T (· · ·) symbol here indicates the time ordered product.
W = − 12Tr [ln (−GF)] (1.124)
= − 12
∫
dnx
√
−g(x)〈x| (−GF) |x〉 (1.125)
= − 12
∫
dnx
√
−g(x) lim
x′→x
∫ ∞
m2
dm2GDSF (x, x
′) (1.126)
= − 12
∫ ∞
m2
dm2
∫
dnx
√
−g(x)GDSF (x, x) (1.127)
where we have used the DeWitt–Schwinger representation GDSF of the Feynman Green function [4] and
m2 is the mass of the matter particles. The integral over dnx in (1.127) can be shown to be precisely
the expression for the one-loop Feynman diagrams and so W is called the one-loop effective action.
Moreover having taken the limit of x′ → x the quantity obtained is purely local.
We can now define an effective Lagrangian Leff
W =
∫ √−gLeff(x)dnx (1.128)
and find, via Eq.(1.126), that this depends on GDSF as
Leff(x) = lim
x′→x
∫ ∞
m2
dm2GDSF (x, x
′) (1.129)
The important point is that this effective Lagrangian diverges in the limit x′ → x and in four dimensions
the potentially divergent terms can be isolated in the Schwinger–DeWitt expansion of (1.129)
Ldiv = − lim
x′→x
√
∆(x, x′)
32π2
∫ ∞
0
ds
s3
e−i(m
2s−σ/2s) [a0(x, x′) + isa1(x, x′) + (is)2a2(x, x′)] (1.130)
where σ is half of the square proper distance between x and x′, s is a fictitious integration variable, and
∆(x, x′) = − det [∂µ∂ν′σ(x, x′)] /
√
[g(x)g(x′)] is the van Vleck determinant.
By construction these divergences are the same ones which afflict 〈Tµν〉 and a careful investigation
of the a coefficients shows that these have a completely geometrical nature and are built with the (local)
curvature tensor Rµνστ and its contractions
10. In the limit x′ → x, and in the general case of a
non-minimally coupled scalar field, these take the form
a0(x) = 1
a1(x) =
(
1
6 − ξ
)
R (1.131)
a2(x) =
1
180RαβγδR
αβγδ − 1180RαβRαβ − 16
(
1
5 − ξ
)
R + 12
(
1
6 − ξ
)2
R2.
10 The same will not be true for the finite parts of Leff which will instead probe the large scale structure of the spacetime.
In a certain sense this fact is another manifestation of the typical locality of the ultraviolet divergences which we are dealing
with.
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The purely geometrical nature of Ldiv is the key point that allows it to be regarded as a contribution to
the gravitational part of the action rather than to the matter part. The general idea is then to consider
a new gravitational action which will be given by the sum of Sg and the action built up from Ldiv. Using
(1.131) and putting together (1.119) with (1.130) one obtains [4]
Lg = −
(
A+
Λ
8πGN
)
+
(
B +
1
16πGN
)
R − a2(x)C (1.132)
where A, B and C are three divergent coefficients depending on the particle mass.
We now see that the first term can be interpreted as a renormalization of the cosmological constant
Λ. The second can be absorbed by renormalization of the Newton constant GrenN = GN/(1 + 16πGNB).
The third term is not present in the standard Einstein–Hilbert Lagrangian. This implies that in order
to “renormalize” it we should add a term to the original Einstein–Hilbert gravitational action showing
the same functional dependence on the geometrical tensors appearing in a2. Of course the sum of this
new term and the corresponding one coming from Ldiv can be set equal to zero in order to recover
standard General Relativity, it is nevertheless important to see that QFT apparently indicates that
terms involving higher derivatives of the metric should be expected a priori (this is indeed a result also
confirmed by string theory).
After this brief digression about the problems related to renormalization of the stress energy tensor
in curved spacetimes we can now turn to the important issue of particle creation by gravitational fields.
1.4.2 Particle interpretation and creation in gravitational fields
As we have previously discussed, the main effect of the presence of a gravitational field is to introduce
an intrinsic ambiguity into the construction of the Fock space. This ambiguity is mainly connected with
the absence of a unique separation of the field operator into positive and negative frequency parts. We
have seen that a general consequence of this mode mixing (or parametric amplification of the quantized
field oscillators) is the creation of particles from the quantum vacuum.
Although formally correct, the above statements do not tell us really what is creating particles, that
is in what way the gravitational field acts on the quantum vacuum. In order to provide an answer for
this, we will make a brief heuristic investigation.
We can start by taking a quantum field ϕ(x) on a general curved space characterized, in the neigh-
bourhood of some point, x, by a typical curvature radius ρ. This will be related to the Riemann tensor
by
RµνστR
µνστ ≈ ρ−4 (1.133)
It is always possible to introduce at x a coordinate system which will be locally Gaussian up to a distance
of order ρ. In this coordinate system it will then be possible to construct a complete set of solutions
of the wave equations of the field which for frequencies ω ≫ ρ−1 will be, with exponential accuracy,
divided into positive ϕ
(+)
n and negative frequency parts ϕ
(+)
n via the standard relation of Minkowski
space
∂0ϕ
(±)
n (x) = ±iωnϕ(±)n (x) (1.134)
On the other hand, for frequencies of order ωn ≤ ρ−1 such a division will not be valid because those
modes will start testing the non Euclidean geometry of the manifold. We shall see later on that in some
special cases there is a way to generalize Eq.(1.134).
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If we now want to discuss the condition required for particle creation we can try to apply an analogy
with quantum electrodynamics and qualitatively describe it as a “breakdown of vacuum loops”. Already
at this level we find an important difference between gravity and other external fields. Gravity attracts
all particles in the same way and so only tidal forces can “break” particle-antiparticle pairs. A static
gravitational field can then polarize the vacuum only if it is non-uniform and indeed the presence of an
event horizon is required for actually obtaining particle creation. This particle creation will automatically
lead to a non static geometry so, strictly speaking, particle creation by a static gravitational field is
never truly realized.
A characteristic distance between the particles of a virtual pair is the Compton wavelength λC =
h¯/mc. The relative (tidally generated) acceleration of a pair of virtual particles is given by the geodesic
deviation equation [2]
d2σµ
ds2
= Rµνδγu
νσδuγ (1.135)
where uµ is the 4-velocity vector of one of the particles of a pair and σµ is a spacelike vector connecting
the two virtual particles which, from what we have just said, has norm σµσ
µ ≈ λC.
The condition for the breakdown of the virtual loop and the formation of two “real” particles is now
that the tidal forces are able to do work at a distance of order λC that would exceed 2m. Setting u
0 = 1,
ui = 0, σ0 = 0 and |σi| ≈ λC one then gets the condition∣∣Ri0j0∣∣ ≥ λ−2C (1.136)
So we obtain that in order to get significant particle creation, the curvature of the spacetime must be
at least of order of the inverse Compton wavelength.
In the case of a massless field the above condition is not directly applicable. Nevertheless we have
just seen that the curvature effects are important just for modes with frequencies ωn ≤ ρ−1. Then one
should expect that most of the particle creation will happen at frequencies of order ω ∼ ρ−1 11. So
particle creation will again be relevant only in the presence of large curvatures of the spacetime.
In a strong gravitational field, when the curvature is ρ−1 ≫ λC, the particles will mainly be created
as ultrarelativistic ones with energies of order h¯ω ≫ mc2. Consequently in four dimensions the stress
energy tensor of quantum matter will be
|Tµν | ∼
∫ 1/ρ
ω3dω ∼ ρ−4 (1.138)
It is interesting to note that this result driven by dimensional arguments has also been confirmed by
accurate calculations of the vacuum polarization in strong gravitational fields.
After this qualitative but instructive discussion about particle creation we can now return our at-
tention to the problem of suitably defining particles in curved spacetimes.
We saw how in the most general case, particles could only be uniquely defined for wavelengths
which are short in comparison with the spacetime curvature radius. There are nevertheless special
11 Alternatively one can apply a line of reasoning similar to the one used above by making use of the de Broglie
wavelength λdB = h¯/p (p is the particle momentum). The condition for particle creation again takes the form∣∣Ri0j0∣∣ ≥ λ−2dB (1.137)
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spaces where Eq.(1.134) can be suitably generalized; these spaces are those which admit some preferred
reference system generally associated with a Killing vector field.
A very special and easy to handle situation is that in which the spacetime is static, that is when
it is possible to define a global timelike Killing vector field ξµ which is orthogonal to some family of
hypersurfaces {Σ}. In this case one can take as the time coordinate an arbitrary parameter t along the
integral curves of ξi and consider the family {Σ} as hypersurfaces at t=constant. In this way the metric
can always take the form:
ds2 = g00dt
2 − gijdxidxj (1.139)
with g00 and gij depending only on space coordinates.
Now by definition ξ will be the generator of the symmetry under time translations and so it will be
the behaviour of ξ which determines the positivity or negativity of the particle frequencies. It is then
easy to see that the natural generalization of equation (1.134) will take the form
Lξϕ(±)n (x) = ±iωnϕ(±)n (x) (1.140)
that is, it will now be the Lie derivative along the direction of the Killing field that will be used to
define the signs of the frequencies. A straightforward consequence of the globality of the Killing vector
is that the vacuum state, defined using the mode decomposition given by the above equation, is stable
and hence particle creation will not occur.
A similar derivation (but with more pitfalls and complications) can be made also in the case of non
static but stationary spacetimes (when a global timelike Killing vector exists but is not orthogonal to any
family of spacelike hypersurfaces). In this case one can again choose coordinates where the components
of the metric will not be time dependent but now g0i 6= 0.
Nevertheless static or stationary spacetimes are not necessarily protected against particle creation
from the quantum vacuum. If the metric components have coordinate singularities somewhere (such as,
for example, on the event horizon in Schwarzschild spacetime) the above discussion is not applicable.
In fact, in these cases the Killing vector ceases to be timelike in some regions of the manifold and hence
it is impossible to use it for giving a global description of the vacuum state.
It is exactly this loss of universality of the vacuum state that leads, in spacetimes with Killing
horizons, to the production of particles that goes under the general name of Hawking–Unruh effects.
1.4.3 Hawking radiation for general spacetimes with Killing horizons
In this final part of this introductory chapter we shall rapidly review the basic aspects of particle creation
in some spacetimes with a Killing horizon. The basic idea is that in these cases the presence of the
event horizon (that is a set of fixed points of the Killing vector associated with symmetries under time
translations) prevents any unique definition of a vacuum state. Moreover we shall see that generically the
event horizon leads to a exponential redshift of the outgoing modes which is reflected in an exponential
behaviour of the Bogoliubov coefficient. As we have seen in the previous section about squeezed states
and thermality, this implies a thermal behaviour of the spectrum of produced particles.
We shall now review some well known examples of particle production in the presence of event
horizons. Given the fact that these cases are now discussed in detail in standard textbooks (see for
example [4, 5]) we shall give the basic facts here and refer the reader to the literature for further insight.
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As a first example we shall start with the so called Unruh effect. This is an effect appearing in
Minkowski spacetime but it is nevertheless the simplest example of the effects related to the presence
of a Killing horizon and hence it is often used as an introduction to the more complex cases in curved
spacetimes.
The Unruh effect
The Unruh effect takes place in Minkowski spacetime when one considers the response of a detector
which is uniformly accelerated. What actually happens is that the standard vacuum state of Minkowski
appears as a thermal state to the uniformly accelerated observer. Reintroducing for completeness the
fundamental constants h¯ and c, the temperature of such a state is given by
T =
h¯a
2πckB
(1.141)
where a is the (uniform) acceleration. In order to see how this result arises we can start from the
Minkowski spacetime looking at it in the standard coordinate system (t,x) and in that one appropriate
for a uniformly accelerated observer (η, ξ). Given the fact that the angular variables have no influence,
we can choose to work in two dimensions.
We shall work in null coordinates calling (u¯, v¯) the ones for the Minkowski observer (an observer
at rest in Minkowski spacetime), and (u, v) the ones for the Rindler observer (this is a frequently used
name for an observer in uniform accelerated motion in Minkowski). These coordinates are defined as
Minkowski⇒
{
u¯ = t− x
v¯ = t+ x
Rindler⇒
{
u = η − ξ
v = η + ξ
(1.142)
The relations between the two sets of coordinates are{
t = a−1eaξ sinh aη
x = a−1eaξ coshaη
{
u¯ = −a−1e−au
v¯ = a−1e−av (1.143)
The above transformations map the standard two dimensional Minkowski metric ds2 = du¯dv¯ = dt2−dx2
into a new, conformally related, one ds2 = exp(2aξ) dudv = exp(2aξ)(dη2 − dξ2).
The most important fact is that the new coordinate system (η, ξ) does not cover the whole of
Minkowski spacetime but just a quadrant of it where the condition x > |t| is fulfilled. This implies that
only a portion of Minkowski is accessible to the uniformly accelerated observer. This portion, also called
the Rindler wedge, is delimited by the lines u¯ = 0 and v¯ = 0. This can easily be understood by looking
at the behaviour of the ξ =constant lines which are the hyperbolae x2 − t2 = [exp(aξ)/a]2. This also
shows that the proper acceleration of the observers is
aproper = a · exp(−aξ) (1.144)
Obviously, a wedge for x < |t| can also be constructed by simply taking the mirror image with respect
to the t axis of the just defined Rindler wedge. This is obtained by reversing the signs on the right hand
sides of the transformations for t and v¯. The conformal diagram below shows the global structure of
the spacetime as experienced by the two sets of observers.
Given the two bases, we can perform the mode decomposition for a scalar field satisfying the trivial
wave equation φ = 0. In Minkowski null coordinates (u¯, v¯) one gets the standard orthonormal mode
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Figure 1.3: The conformal (aka Penrose) diagram of the Minkowski spacetime and of the Rindler
wedges (the regions labelled with L and R). Reproduced from [4].
solutions
u¯k =
1√
4πω
eikx−iωt (1.145)
ω = |k|, −∞ < k < +∞
These modes have positive frequency with respect to the standard global Killing vector of Minkowski ∂t
L∂t u¯k = −iωu¯k (1.146)
In the case of the Rindler observers, we shall have that the wave equation is unchanged thanks to its
conformal invariance but we shall have to take into account that two sets of modes (one for the right
wedge and one of the left wedge) are now necessary. Actually it is easy to see that the future-pointing
timelike Killing vector field is +∂η in the right wedge and −∂η in the left wedge and so two different
definitions of positive frequency will exist in the two wedges
R : L+∂ηRuk = −iωRuk and = 0 in the left wedge (1.147)
L : L−∂ηLuk = −iωLuk and = 0 in the right wedge (1.148)
where the superscripts R and L identify the right and left wedge modes respectively. So we shall have
two bases each of which is complete in its respective wedge but not complete over the whole manifold
Ruk =
1√
4πω
eikξ−iωη (1.149)
Luk =
1√
4πω
eikξ+iωη (1.150)
ω = |k|, −∞ < k < +∞
with Ruk = 0 in L and
Luk = 0 in R.
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At this point is easy to see that the field will admit two different mode decompositions
φ =
+∞∑
k=−∞
(
aku¯k + a
†u¯∗k
)
(1.151)
φ =
+∞∑
k=−∞
(
Lbk
Luk +
Lb†k
Lu∗k +
Rbk
Ruk +
Rb†k
Ru∗k
)
(1.152)
The Minkowski vacuum will then be defined as ak|0〉Mink ≡ 0 and the Rindler vacuum will be defined
as Lbk|0〉L = Rbk|0〉R ≡ 0. These two vacua are clearly inequivalent due to the different mode structure
but to actually see how many Rindler particles are present in the Minkowski vacuum one has to find
the Bogoliubov transformations relating the two bases [4, 5]. The net result is that
〈0|(L,R)b†k(L,R)bk|0〉Mink =
e−πω/a
[2 sinh(πω/a)]
=
1
e2πω/a − 1 (1.153)
and so we see that the Minkowski vacuum appears to the Rindler observer as a thermal bath at a
temperature T = a/2πkB.
Before continuing, some remarks are in order
• A general remark that should always be taken into account is that in order to state that “an
observer sees a given vacuum as” one cannot generally rely just on the results from the Bogoliubov
coefficients. As we said in section 1.1.2, the presence of typically quantum interference terms in
the expression of the SET as a function of the Bogoliubov coefficients makes the above statement
unsafe if just based on non-null β coefficients. One should always base this sort of statement on
more reliable tools such as analysis of particle detectors [4].
Nevertheless in the special cases in which one gets a thermal nature for the emitted radiation, the
quantum correlations are lost and the interference terms vanish. It is then possible to limit the
analysis to the Bogoliubov transformations.
• It should be stressed that no real quanta are created. The total SET is covariant under coordinate
transformation and so if it is equal to zero in Minkowski (as it is set by definition), it should be
zero also for accelerated observers. In fact it can be shown that the expectation value of the SET
in the (Rindler) vacuum state of the accelerated observer is non zero but corresponds to a vacuum
polarization which is equivalent to subtracting from the Minkowski vacuum a thermal bath at the
Unruh temperature [66, 67]. This contribution exactly cancels out the other one coming from the
fact that a thermal bath of real particles is actually experienced from the Rindler observer. So in
each wedge
〈0|Tµν |0〉Mink = 0 = 〈0|Tµν |0〉Rindler +Thermal bath (1.154)
Physically this tells us that we can regard the non-equivalence of the Minkowski and Rindler vacua
as an example of vacuum polarization.
• The thermal distribution can be seen as an effect of the apparent horizon at u¯ = v¯ = 0 experienced
by the Rindler observer. This apparent horizon is similar to the event horizon of a black hole
although it has a less objective reality: it is dependent on the state of motion of some observers
and is not observed, for example, by Minkowski observers.
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Moreover this apparent horizon can be globally defined for observers who have undergone a uniform
acceleration for an infinite time. In the case of uniform acceleration for a finite time, the thermal
spectrum is replaced by a more complicated and general distribution.
Having developed a good understanding about the effects linked to the presence of Killing horizons
in flat space, we can now move to the case of particle creation around black holes.
Hawking Radiation
In order to take full advantage of the above results we can concentrate on the case of a two-dimensional
Schwarzschild black hole. The metric in this case is given by
ds2 =
(
1− 2M
r
)
dt2 −
(
1− 2M
r
)−1
dr2 (1.155)
We can start by passing, as we did before, to the convenient null coordinates
u = t− r − 2M ln ∣∣ r2M − 1∣∣
v = t+ r + 2M ln
∣∣ r
2M − 1
∣∣
 (1.156)
In these null coordinates the black hole metric takes the form
ds2 =
(
1− 2M
r
)
dudv (1.157)
Together with this null coordinate system, which is appropriate for static observers at infinity, we shall
consider another set of coordinates, the so called Kruskal coordinates defined as
u¯ = −κ−1e−κu
v¯ = κ−1eκv
}
(1.158)
where κ is the surface gravity of the black hole and in our specific case is 1/4M . The Kruskal coordinates
are appropriate for observers freely falling into the black hole (but still outside it) and we can see that
the metric is perfectly well defined also on the event horizon in this system
ds2 =
(
2M
r
)
e−r/2Mdu¯dv¯ (1.159)
These coordinates allow us to build up the so called maximal analytic extension of the black hole
spacetime to which can be associated the conformal diagram shown in figure 1.4. The regularity of
the Kruskal coordinates also has an important consequence when we look at the two basis modes for
the usual wave equation φ = 0. In fact these bases will be either proportional to e−iωu, e−iωv in the
Schwarzschild observer’s system or to e−iωu¯, e−iωv¯ in the Kruskal one. The regular behaviour of the
Kruskal coordinates on the horizon then implies that while the first set above will oscillate infinitely
rapidly near to the horizon, the second one will be regular over the whole manifold.
This different behaviour of the two mode bases is reminiscent of what we saw in the Rindler case
where the Rindler system of coordinates is indeed badly defined at the (apparent) horizon and does not
cover the whole of Minkowski spacetime. Actually if we now confront the form of the transformation
above with those relating the null coordinates of the Minkowski and Rindler observers, equation (1.143),
it is easy to see that there is a close relation between the Kruskal observers and the Minkowskian ones
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Figure 1.4: Conformal diagram of Schwarzschild spacetime (picture reproduced from [4]).
and between Schwarzschild and Rindler ones. In this case the role of the acceleration is played by the
surface gravity of the black hole.
Also in this case we see that the introduction of two separate sets of Schwarzschild modes will be
needed in order to expand the scalar field on the whole manifold. One set will cover the asymptotically
flat zone I of the conformal diagram 1.4 the other covers the specular zone II.
So, in strict analogy with what we did in the Rindler case, we get the two mode expansion in Kruskal
and Schwarzschild coordinates as
φ =
+∞∑
k=−∞
(
aku¯k + a
†u¯∗k
)
(1.160)
φ =
+∞∑
k=−∞
(
IIbk
IIuk +
IIb†k
IIu∗k +
Ibk
Iuk +
Ib†k
Iu∗k
)
(1.161)
We shall now have two vacuum states ak|0〉S = 0 and (I,II)bk|0〉K = 0 to relate via Bogoliubov transfor-
mations and we can again expect a thermal distribution
〈0|(I,II)b†k(I,II)bk|0〉K =
e−πω/κ
[2 sinh(πω/κ)]
=
1
e2πω/κ − 1 (1.162)
So we see that the Kruskal vacuum appears to the Schwarzschild observers at infinity as a thermal bath
at temperature T = κ/2πkB.
It is interesting to see that the relation between the two vacua can be written in the form [4]
|0〉K = exp
{∑
k
[
− ln cosh(ζω) + tanh(ζω)Ib†kIIb†k
]}
|0〉S
=
∏
k (cosh(ζω))
−1∑∞
nk=0
e−nkπω/κ|Ink〉|IInk〉 (1.163)
where we have defined exp(−πω/κ) ≡ tanh(ζω), and in the last line we have introduced states with Ink
particles in region I and IInk particles in region II. We now see a behaviour which is in strict relation
with what we said about squeezed states and thermality. In fact if we consider the measurement of an
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observable Aˆ by an observer “living” in region I we find that the states of region II will simply factor
out
〈0|Aˆ|0〉K =
∑
nk
∏
k
〈Ink|Aˆ|Ink〉 exp(−2nkπω/κ)× [1− exp(−2πω/κ)]
= Tr
(
Aˆρ
)
(1.164)
where, setting En = nω and β = 2π/κ, ρ can be regarded as density matrix corresponding to a thermal
average
ρ =
∑
n
∏
k
eβEn∑∞
m=0 e
−βEm |
IInk〉〈IInk| (1.165)
In the particular case where Aˆ is the particle number operator then we can easily see that from (1.164)
we get the expected thermal distribution.
The emergence of thermality in black hole is again a particular case of the more general property
of squeezed states. Nevertheless, as we said, the fact that for each pair of particles created from the
vacuum, one gets lost for ever into the black hole is an indication that in this special case the distinction
between the squeezed state and thermal one disappears.
Before ending this section and this chapter we should stress some important issues related to the
Hawking effect.
• In the derivation sketched above, the modes that are associated with purely outgoing particles
with respect to static observers at I+ are exp(−iωu). These can be traced back in time and
appear as outgoing from H− where the appropriate coordinates are those of Kruskal. Now the
Kruskal transformations (1.158) imply that any time interval ∆u on I+ is stretched on H−,
∆u¯ = −κ−1 exp(−κ∆u). Conversely the frequencies will get a blueshift factor exp(κu) when one
traces the modes back from I+ to H−. This in particular implies that the frequencies of the
outgoing modes on I+ in proximity of the future event horizon H+ (that is for u→∞) are going
to be infinitely blueshifted on H−. Actually before arriving at the horizon some modes will get
frequencies larger than the Planck one ωpl = 2π/tpl and so the semiclassical approximation should
break down. Apparently Hawking radiation should be dominated by high frequency modes that
would lead to a failure of the whole framework used to derive the effect. This is called the problem
of transplanckian frequencies. We shall see in chapter 3 how such an unphysical feature can be
interpreted and possibly circumvented.
• We have just seen a very easy example of the Hawking effect in two dimensions and for a confor-
mally invariant wave equation. In four dimensions the calculations are much more difficult and in
particular if we write the generic solution as
φ =
Rωl(r)
r
Ylm(θ, ϕ)e
−iωt (1.166)
then from the radial part of the standard wave equation φ = 0 one gets
d2Rωl
dr∗2
+
{
ω2 − [l(l+ 1)r−2 + 2Mr−3] [1− 2Mr−1]}Rωl = 0 (1.167)
where r∗ = r + 2M ln |(r/2M)− 1| is the so called “tortoise” coordinate.
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Analytical solutions of these equations in terms of simple functions are not available. This has led
to elaborate analytical approximations [68, 69, 70] as well to numerical techniques (see [71] and
reference therein).
• The potential terms appearing in square brackets in Eq.(1.167) lead to backscattering of the
incoming waves by the gravitational field. As a consequence of this the spectrum of particles
reaching future infinity will not be purely thermal but will show an overall grey-body factor.
• The vacuum states |0〉S and |0〉K are not the only ones which can be defined on the eternal black
hole manifold. Different initial conditions on the incoming/outgoing modes will generically corre-
spond to different vacuum states. This subtle issue is not important for the remaining discussion
in this thesis and we refer the reader to fundamental papers on the subject (see e.g. [67]) and
standard textbooks [4, 5, 8].
• We have considered the case of an eternal black hole but also the more realistic case of particle
creation from gravitational collapse can be studied [4, 5, 8]. We shall consider in the next chapter
an example of gravitational collapse which will apply the standard technique for computing particle
production. It should be stressed that the aforementioned ambiguity about the construction of
vacuum states in the eternal case is absent in the case of collapsing bodies.
With these remarks on the Hawking effect we close this introductory chapter concerning the effects
of the quantum vacuum in strong fields. We have seen that the new role that vacuum has in modern
physics automatically leads to the prediction of interesting effects such as polarization and particle
production from the vacuum. Although we have experimental tests of the static Casimir effect we still
lack any test of particle production from nonstationary external fields, the phenomenon which in the
case of gravity takes the name of Hawking radiation.
The next step in our investigation will now be the discussion of the consequences of the results
described above. In particular we shall concentrate our attention on black hole thermodynamics because
of its role as a bridge towards quantum gravity and we shall need to make full use of all of the concepts
learned so far.
Chapter 2
Quantum Black Holes
As far as the laws of mathematics refer to reality
they are not certain;
and as far as they are certain,
they do not refer to reality.
Albert Einstein
45
CHAPTER 2. QUANTUM BLACK HOLES 46
In this chapter we shall deal with the quantum aspects of black hole physics, that is with the most
famous application of the theory of the quantum vacuum in gravitational fields. We shall review the
basic notions of this fascinating field of research and discuss its importance as the key to disclosing the
basic properties that a quantum theory of gravity should have. We shall focus our attention on the
interpretation of black hole entropy and study its relation with the global structure of spacetime. From
this study we shall move towards an interpretative proposal for black hole thermodynamics based on
the zero point modes of the quantum fields. The aim of such a proposal is to unify the Casimir effect
and the early Sakharov idea of induced gravity. We shall finally discuss in detail the special role that
extremal solutions have. The formation of extremal black holes from gravitational collapse will then
be studied to give us further insight into this issue. At the end of the chapter we shall present some
speculations about the framework emerging from the research in this field.
2.1 Black Hole Thermodynamics
Although Hawking’s discovery of quantum radiation from black holes in 1975 [72] was completely un-
expected by most of the experts of that time, it should be stressed that the new paradigm, of a ther-
modynamical behaviour of black holes, was already starting to emerge a few years before.
The first understanding that classical black hole physics was outrageously in conflict with our basic
thermodynamical notions is generally ascribed to Wheeler. In particular a black hole, by engulfing an
object endowed with a given entropy σ, would be able to reduce the total entropy of the universe and
in this way would lead to a violation of the second law of thermodynamics.
This sort of observation led Bekenstein [73, 74] to postulate that a black hole should be endowed
with a proper entropy. Given the fact that the area of a black hole never decreases in a classical
process [75, 76] then he could argue that this quantity plays a role similar to entropy.
From this starting consideration the research on black hole physics achieved a series of theoretical
results that brought an elegant and impressive formulation of some General Relativity theorems as
thermodynamical laws. The full awareness of the existence of a sort of “black hole thermodynamics”
then found its systematic statement in a seminal paper by Bardeen, Carter and Hawking [77].
What was found was that for each classical thermodynamical law it is possible to formulate a
corresponding one for black holes. These results are collected in the table below.
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Law Thermodynamics Black Holes
Zeroth T is constant throughout The surface gravity κ is
bodies at thermal equilibrium constant on the event horizon
of a stationary black hole
First dE = Tds+work terms The mass of a black hole
is related to its area A,
surface gravity κ and
angular momentum J by
the equation dM = κ2πdA+ΩdJ
where Ω is the angular velocity of the black hole
Second δS ≥ 0 in any process δA ≥ 0 in any processes
satisfying the WEC
Third It is impossible to achieve It is impossible to achieve
the T = 0 state by a the κ = 0 state
physical process in a (aka extremal state)
finite number of steps by a physical process in a
finite number of steps
Although these results were very impressive, the new paradigm became fully consistent only with the
discovery of Hawking radiation by the application of quantum field theory in curved space. In fact it
is impossible to define a temperature for classical black holes, thus it is strictly not even reasonable to
talk about entropy in this case. As discussed before, Hawking proved that, due to the polarization of
the vacuum in the vicinity of the black hole horizon, there is a thermal flux of radiation flowing out
towards infinity. By the first law and the Hawking temperature
TH =
h¯κ
2πckB
(2.1)
one finds the entropy of a black hole to be one quarter of its area [72]
SBH =
AkB
4L2Pl
(2.2)
This quantity is the so-called Bekenstein–Hawking entropy. Sometimes it also takes the name of gravi-
tational entropy and we shall use both terminologies in the rest of this work.
At this point it is perhaps worthwhile to say something more about the different status of the above
quoted thermodynamical laws. In fact these do not share the same status or the same robustness.
• The zeroth law is a firm theorem of classical general relativity (which assumes the validity of the
DEC to constrain the matter behaviour).
• The first law is also a general statement of energy conservation when a system incorporating a
black hole switches from one stationary state to another, it can be rigorously proved at least for
all the non-extremal black hole systems.
• The second law, in its classical formulation, follows from the so-called Hawking area theorem
[75, 76]. As noted previously, this is a theorem of General Relativity which assumes the WEC.
Notably the discovery of quantum radiation from black holes led also to a revision of the classical
statement of the second law. In fact, if a black hole can evaporate due to Hawking radiation,
then it is possible to reduce its mass and hence its area, i.e. its entropy. The point is that WEC
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is explicitly violated by Hawking radiation (and in general by all processes of quantum particle
creation from vacuum).
Already before Hawking’s discovery, Bekenstein [73, 78, 79] proposed that the generalized entropy,
defined as the sum of the entropy of the black hole and that of radiation and matter outside the
horizon,
S˜ = SBH + Smatter
is an always increasing quantity
∆S˜ = ∆SBH +∆Smatter ≥ 0
Later, analytical as well numerical results [80, 81] corroborated this analogy which is now generally
stated as the generalized second law. No counter-examples, able to violate this general formulation
of the second law, have so far been found. Nevertheless it is important to stress the intrinsically
conjectural nature of the above relation and its intrinsic assumption of the similar nature of
gravitational entropy and quantum matter entropy.
• The third law stands on a much less firm basis than the other ones. First of all it is impor-
tant to stress that even the standard third law of thermodynamics admits at least two different
formulations both due to Nernst.
The first statement of the third law, aka the Nernst law, states that the zero temperature states
of a system are isentropic. If ∆S is the difference between the entropies of two states of a ther-
modynamical system then limT→0+ ∆S = 0. This implies that the entropy of all of the states at
absolute zero temperature does not depend on any other macroscopic parameter, it is a constant.
Planck’s postulate assumes that this constant is strictly zero.
The second statement, aka the Unattainability law, states the impossibility of reaching the absolute
zero temperature by a finite number of thermodynamical processes.
Although it is generally true that the above two formulations of the third law are equivalent, this
is not always true as stated even in some textbooks of thermodynamics [82]. The black hole case
is, in this sense, a typical example where the Nernst formulation is violated but the unattainability
one holds (this was first recognized by Davies in [83]). In fact the third law as stated above is
exactly a formulation, for black holes, of the unattainability law. Although in [77] this had just the
form of an analogy it was later on reformulated and rigorously proved by Israel [84]. Nowadays the
general statement is: A non-extremal black hole cannot become extremal at a finite advanced time
in any continuous process in which the stress-energy tensor of accelerated matter stays bounded
and satisfies the WEC in the neighborhood of the outer apparent horizon.
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The fact that the Nernst formulation does not follow from the Unattainability one is also a
major cause for being extremely suspicious about some common statements, in the existing
literature, on the failure of the Planck postulate in black hole thermodynamics. In fact it is
generally stated that since the area of extremal black holes is not zero then the entropy as
well cannot be zero. This simple deduction assumes that the Bekenstein–Hawking formula
holds also in the extremal limit. This would be safe if a) there are no multiple branches
in the thermodynamic configuration space, b) there is no discontinuity in thermodynamic
properties of the system near to absolute zero. Both of these assumptions can in principle
be violated if the Unattainability formulation does not imply the Nernst one. This kind of
analysis has been carried out for black hole thermodynamics in [85]. We shall indeed see,
later on in this chapter, how semiclassical calculations seem to actually suggest the break
down of the area law in the extremal limit.
As a final remark it should be said that although the laws of black hole thermodynamics are actually
derived as theorems of General Relativity (and so are substantially encoded at a classical level), the
notion of temperature for a black hole emerges just as a quantum effect on the curved background. How
could General Relativity “be aware” of the role of quantum fields? How deep is the relation between
the Hawking radiation and the thermodynamical properties of black holes? It should be stressed that
this appears nowadays as one of the the key points for the whole understanding of the subject.
We shall see later that concepts like gravitational entropy and Hawking radiation are not necessarily
linked and that the Bekenstein-Hawing formula appears as a general behaviour that emerges in a whole
class of theories of gravitation and is largely independent of whatever quantum theory of gravity is
assumed. Apart from this issue other ones arose rapidly after Hawking’s discovery and are still now the
subject of investigation. We cannot present all of these here, so we shall limit our discussion to the two
other fundamental points that have polarized research in this field in the last twenty years.
The first of these issues deals with the role of Hawking radiation in the final destiny of black holes
and is often quoted as the puzzle of Information loss. Information loss is related to the fact that black
hole evaporation by means of emission of a thermal particle spectrum, appears to produce a destruction
of quantum information by converting a pure state into a mixed one. Hawking suggested that this
should be a starting point for a generalization of quantum mechanics in which non-unitary evolution of
quantum states in the presence of strong gravitational fields is allowed [86, 87].
In disagreement with Hawking’s point of view, several attempts have been made in order to circum-
vent this apparent break down of standard quantum mechanics. We shall limit ourselves here to a brief
sketch of the different proposals (see [8, 88] for a comprehensive review)
• Information is released via Hawking radiation. Although this may appear as a natural
solution, it implies the discovery of some mechanism by which the information hidden inside the
black hole can be fully “encoded” on the horizon and then taken away by the radiation.
• Information is released at the end of evaporation. The idea of a final “burst of information”
assumes that a large amount of energy is still available at the end of the evaporation in order to
allow a huge transmission of information. Unfortunately it appears very difficult to sustain this
assumption.
• The information is simply “stored” in a remnant which is the final outcome of the
CHAPTER 2. QUANTUM BLACK HOLES 50
black hole evaporation. In this framework the information of an arbitrarily massive black hole
should always be storable in a Planck-size object which, in order to do so, should be endowed with
an extremely large number of internal states.
• The information escapes to “baby universes”. The black hole formation does not lead to
the presence of a singularity inside the horizon. The collapsing body will instead form a closed
baby universe to which the information is passed.
• Quantum Hair. The no hair theorem is not true at a quantum level and some black hole hair
can give partial information about the matter that has formed the black hole.
The second issue is related to the statistical origin of the gravitational entropy and this will be the
subject of the next section.
2.2 Alternative derivations of the black hole entropy
After the initial discovery of black hole thermodynamics, other techniques were developed and found
capable of obtaining the same results from rather different approaches. We shall briefly discuss these
alternative formulations of black hole thermodynamics.
2.2.1 Euclidean derivation of black hole Thermodynamics
Semiclassical Euclidean quantum gravity techniques play a key role in the investigation of the thermo-
dynamics of black holes. We shall here summarize the path integral approach procedure following the
steps first delineated by Gibbons and Hawking [89].
Given the classical Einstein–Hilbert action for gravity and the action of classical matter fields, one
formulates the Euclidean path integral by means of a Wick rotation t→ −iτ 1.
In particular if one considers the Einstein–Hilbert action plus a matter contribution in the gener-
ating functional of the Euclidean theory, one finds that the dominant contribution to the Euclidean
path integral is given by gravitational instantons (i.e. non-singular solutions of the Euclidean Einstein
equations).
In spacetimes with event horizons, metrics extremizing the Euclidean action are gravitational in-
stantons only after removal of the conical singularity at the horizon [89]. A period must therefore be
fixed in the imaginary time, τ → τ + β, which becomes a sort of angular coordinate.
To be concrete we can take the standard Schwarzschild metric in Euclidean signature:
ds2E =
(
1− rh
r
)
dτ2 +
(
1− rh
r
)−1
dr2 + r2dΩ2 (2.3)
This solution still shows singularities at r = rh = 2M and r = 0. If we now define a new radial variable,
ρ = 2
√
r − rh, the metric acquires the form
ds2E =
(
ρ2
4
+ rh
)−1
ρ2
4
dτ2 +
(
ρ2
4
+ rh
)
dρ2 +
(
ρ2
4
+ rh
)
dΩ2 (2.4)
1 Working in the Euclidean signature is a standard technique in QFT in flat backgrounds. It has the advantages of
making the path integral “weighted” by a real factor and in general transforms the equation of motion of free fields from
hyperbolic to elliptical, a feature that often leads to just one Green function satisfying the boundary conditions .
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For ρ→ 0 one then gets:
ds2E =
1
rh
ρ2
4
dτ2 + rhdρ
2 + r2hdΩ
2 (2.5)
If one now defines ρ¯ ≡ ρ√rh and τ¯ ≡ τ/(2rh) the metric takes the so called conical form:
ds2E = ρ¯
2dτ¯2 + dρ¯2 + r2hdΩ
2 (2.6)
Smoothness at ρ¯ = 0 requires the previously mentioned periodicity in the imaginary time. The required
period β corresponds exactly to the inverse Hawking–Unruh temperature βH = 2π/κ because of the
relation between the periodicity of the Euclidean Green’s functions and the thermal character of the
corresponding Green’s functions in Lorentzian signature. Hence, in these cases, the effective action is
truly a free energy function βF . In such a way thermodynamics appears as a requirement of consistency
of quantum field theory on spacetimes with Killing horizons, and in this sense we shall define such a
thermodynamics as “intrinsic”.
It is important to stress that the situation changes dramatically in the case of extremal black holes.
In fact the general form of the metric is now
ds2E =
(
1− rh
r
)2
dτ2 +
(
1− rh
r
)−2
dr2 + r2dΩ2 (2.7)
Performing the same transformations as before this can be cast in the form:
ds2E =
(
ρ2
4
+ rh
)−2(
ρ2
4
)2
dτ2 +
(
ρ2
4
+ rh
)2
4
ρ2
dρ2 +
(
ρ2
4
+ rh
)
dΩ2 (2.8)
which in the ρ→ 0 limit gives
ds2E =
(
1
rh
)2
ρ4
16
dτ2 +
4r2h
ρ2
dρ2 + r2hdΩ
2 (2.9)
It is now easy to see that in this case passing to a system of coordinates equivalent to the previous one
given by τ¯ and ρ¯ does not give rise to any “conical-like” metric. This implies that, for extremal black
holes, there is no way to fix the period of the imaginary time and hence the intrinsic temperature. We
shall see later on, in section 2.4, how these considerations are strictly related with the emergence of a
gravitational entropy in spacetimes with event horizons.
Coming back to the issue of the Euclidean formulation of black hole thermodynamics we can now
consider the partition function for solutions where a temperature can be fixed in the way described
above.
The partition function in a canonical ensemble Z can be written in the case that one includes also
the gravitational field
Z = Tr exp [−(βH)] =
∫
D [φ, gµν ] exp [−I (φ, gµν)], (2.10)
Using the fact that a black hole solution is an extremum of the (Euclidean) gravitational action, at the
tree level of the semiclassical expansion one then obtains
Z ∼ exp [−IE] , IE = 1
16π
∫
M
[(−R+ 2Λ) + Lm)] + 1
8π
∫
∂M
[K] , (2.11)
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where IE is the on-shell Euclidean action and [K] = K − K0 is the difference between the extrinsic
curvature of the manifold and that of a reference background. The Euclidean action is related to the
free energy F as IE = βHF and the corresponding entropy is
S ≡ β2 ∂F
∂β
(2.12)
Comment: It has to be stressed here that the procedure just presented has some subtleties
that are well studied in the literature. One of these is that the Schwarzschild solution
is a saddle point of the Euclidean effective action corresponding to an unstable solution.
This is related to the fact that any black hole in vacuum is a thermally unstable object
(as can be seen by the negative value of its heat capacity CBH = −8πM2); but of course
any self-gravitating system shows such a behavior, due to the attractive nature of gravity.
The problem of performing a thermodynamical analysis of black holes, considering a grand-
canonical ensemble, has been studied thoroughly by York [90], who suggested considering a
black hole in a box. Such a choice automatically stabilizes the black hole and enables one to
perform further semiclassical calculations. One can also consider the higher-order corrections
to the action. Unfortunately neither one-loop graviton contributions [91] nor matter ones
[9] seem to be able to stabilize the black hole, since they are small in comparison with the
tree-level term, at least in the regime of negligible back reaction.
An interesting feature of the Euclidean path integral approach, is to show a link between the thermal
properties of the black hole spacetimes and their global, topological structure. This has led Hawking
and collaborators [92, 93] to suggest that black hole entropy has a topological origin. We shall come
back to this issue later on in section 2.4.
2.2.2 Derivation of black hole entropy as a Noether Charge
Among alternative derivations of black hole thermodynamics, the so called Noether charge approach has
attracted growing attention because of the central role that it appears to give to the symmetry under
diffeomorphisms and the “localization” of the black hole entropy on the event horizon. Both of these
features have become part of modern interpretations of black hole thermodynamics as we shall see in
the next section.
Wald and collaborators [94, 95] demonstrated that the first law of black hole thermodynamics can
be reformulated in any diffeomorphism-invariant theory in the presence of bifurcate Killing horizons 2.
From this reformulation one gets that the gravitational entropy can be identified with the Noether
charge associated with the diffeomorphism invariance of the theory [94, 95].
The basic scheme for the derivation of the first law can be summarized in a few steps. Let us
start with a Lagrangian density L(x, φ, φ,α, φ,αβ , ...) invariant under diffeomorphism transformations
xµ → xµ + ξµ(x). Here φ is a complete set of dynamical variables (metric included).
2 A Killing horizon is a null hypersurface whose null generators are orbits of a Killing vector field. In General Relativity
it has been demonstrated that the event horizon of a stationary black hole is always a Killing horizon. If the generators
of the horizon are geodesically complete to the past (and the surface gravity of the black hole is different from zero) then
it contains a 2-dimensional (in four dimensional spacetimes) space-like cross section B on which the Killing vector is null.
B, called “surface of bifurcation”, is a fixed point for the Killing flow and on it the Killing vector vanishes. B lies at the
intersection of the two hypersurfaces (past and future) forming the complete horizon. A bifurcate Killing horizon is a
horizon with a “surface of bifurcation” B.
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The Noether current density associated with this symmetry of the theory, say J α(φ, ξ) is by definition
conserved. This implies that it can be written as:
J α(φ, ξ) = Nαβ,β Nαβ = N [αβ] (2.13)
When the metric is a dynamical variable it is convenient to work with ordinary scalars and tensors
instead of densities:
L = (−g)−1/2L Jα = (−g)−1/2J α Nαβ = (−g)−1/2Nαβ (2.14)
In this notation Eq.(2.13) takes the form
Jα = Nαβ;β (2.15)
The integral of Nαβ over a closed two-dimensional surface σ is called the Noether charge of σ relative
to ξα. It is a local function of the dynamical fields and is linear in ξα and in its derivatives.
N(σ, ξ) =
∫
σ
Nαβdσαβ (2.16)
We now consider a stationary, axisymmetric, asymptotically flat spacetime with a bifurcate Killing
horizon generated by the Killing vector χα = ξα(t) +Ω
hξα(φ). We can reproduce all of the above steps in
the case in which ξα = χα and Σ is chosen to be the three-hypersurface that extends from asymptotic
infinity up to the bifurcation surface.
Considering the variation of the Noether charge at the horizon resulting from the variation of the
fields δφ from the background solution (keeping fixed χα), one finds that it is equal to the difference
between the variations of the mass and the angular momentum of the system measured at infinity in a
way which strictly resembles the first law:
δN(σh, χ) = δM − ΩhδJ (2.17)
Actually it is not difficult to show that, for black holes which are vacuum solutions of the Einstein equa-
tions, the above formula is exactly the first law of black hole thermodynamics which we saw before [95].
In fact for General Relativity one has
L =
1
8π
R
Jα =
1
8π
[
χ
[α;β]
;β +G
α
βχ
β
]
(2.18)
where Gαβ is the Einstein tensor. For vacuum solutions this tensor vanishes and then, using Eq.(2.15)
it easy to recognize that
Nαβ =
1
8π
χ[α;β] (2.19)
Moreover from the fact that χα is the generator of the event horizon it follows that:
N(σh, χ) =
1
8π
∫
σ
dσαβχ
[α;β] =
1
8π
κA (2.20)
So equation (2.17) takes exactly the standard form of the first law with S = A/4.
The most remarkable fact is that this relation is valid for any covariant theory and can then be
interpreted as a generalization of the Einsteinian formula. If a diffeomorphism invariant theory does
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not contain higher than second order derivatives of the dynamical variables, the Noether charge N(σ, χ)
can always be reduced to a linear function of χα and its first derivative. Since the Killing vector is, by
definition, null on the bifurcation surface, χα = 0, then Nαβ ∼ χαβ .
Finally to obtain a value of the Noether charge independent of the normalization of the Killing
vector one can simply divide N(σ, χ) by the surface gravity κ. The normalized quantity N˜(σ, χ) is then
a purely local quantity dependent on the geometry and on the dynamical fields at the horizon. Using it
in the analogue of the first law leads to a natural generalization of the gravitational entropy
S =
2π
κ
N(σ, χ) =
2π
κ
∫
σ
Nαβdσαβ (2.21)
To conclude we just stress that the Noether charge approach has several advantages:
• The strict locality and the geometrical nature of the normalized Noether charge make it insensitive
to any ambiguity in the definition of the Lagrangian (for example to the addition of a total
divergence).
• The method does not require any “Euclideanization”, a step which is still not fully understood
in QFT in curved spaces (see [96] for a discussion of the link between Euclidean methods and
Noether charge approach).
• Although the original Wald derivation relied on the presence of a bifurcation surface, nevertheless
the entropy can be calculated by performing the integral over any arbitrary slice of the horizon of
a stationary black hole [97].
To conclude the section we call attention to a crucial fact which is evident in this derivation of
the gravitational entropy. It is notable that the black hole entropy can be so intimately related to
the symmetry under diffeomorphisms of the theory, and that such a clean geometrical local nature
(localized exactly on the event horizon) can be attached to it. Is there a deep link between symmetries
and gravitational entropy? Is the Noether charge approach suggesting a localization on the horizon of
the entropy? We shall discuss these issues again in the following section where we shall give a panoramic
view of proposals advanced for explaining the origin of gravitational entropy.
2.3 Explanations of Black Hole entropy
As often in the history of science, the discovery of such a complex structure such as black hole thermo-
dynamics opened a whole set of new questions to which complete answers are still lacking.
The problem of finding a dynamical origin for black hole entropy is the effort to achieve a statistical
mechanics explanation of it. This means giving an interpretation of horizon thermodynamics in a
“familiar” way, in the sense that it could be seen as related to dynamical degrees of freedom associated
with black hole structure.
It is interesting to note that the terminology “black hole structure”, used above, is necessarily
imprecise given the fact that there is still quite a heated debate in the literature about the location of
these supposed degrees of freedom giving rise to the gravitational entropy. The enumeration of all of
the proposals for explaining black hole entropy is out of the scope of this thesis. In what follows we
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shall try to present the main present tendencies. In order to make such a classification easier to follow
we shall accumulate different proposals, grouping them in three general classes.
2.3.1 Information based Approaches
The first class of explanations, at least in time, for the black hole entropy is that based on the “sum
over possibilities”. The basic idea is that when a black hole forms we retain just minimal information
about the initial state (for example the star) which produced it. The information about the collapsed
matter is “cut off” by a strong gravitational field and the black hole “forgets” everything about its
initial state except for the charges associated with long range forces: mass M , electrical charge Q and
angular momentum J 3. This is the so-called No Hair Theorem [98]. In close analogy with standard
thermodynamics it is then possible to associate an entropy with the black hole by counting all of the
possible microscopic configurations of the initial system which would lead to the same black hole (that
is to the same values of the macroscopic parameters M,Q, J). In this case the informational entropy
(aka von Neumann entropy) would be
SI = −
∑
n
pn ln pn (2.22)
where pn are the probabilities of different initial states.
This general framework includes the early works of Bekenstein [79] and of Zurek and Thorne [99]. In
this proposal the black hole entropy is related to the “logarithm of the number of quantum-mechanically
distinct ways that the hole could have been made”. In this sense one should also note the proposal by
York [100] who tried to identify the dynamical degrees of freedom at the origin of black hole entropy
with the quasi-normal modes excited by the quantum evaporation process. Since the logarithm of the
number of thermally excited modes at a given time is much less than M2 (in the Schwarzschild solution
S = A/4 = 4πM2) York proposed to define the entropy as the logarithm of the number of distinct
excitation states of these modes in the process of black hole evaporation. More recently Bekenstein and
Mukhanov [101] proposed a slightly different way to explain the gravitational entropy in the context of
a model where the mass (and hence the area) of the black hole is assumed to be quantized. In this sense
one considers the black hole in a similar way to an atomic system, where the absorption/emission of
quanta would correspond to the transition from some energy level to another. The entropy can then be
related to the degeneracy g(n) of the level n in which the black hole is at a given moment: S = ln g(n).
We stress the difference between this approach and the Zurek–Thorne one. While in the latter, the
different initial states of matter (which could have led to the final black hole) are counted, in the
Bekenstein–Mukhanov approach one counts different trajectories in the space of black hole parameters.
2.3.2 Quantum Vacuum Based Approaches
The gravitational field of a black hole induces strong changes in the structure of the quantum vacuum
surrounding it. As discussed in the Introduction, even in flat space the vacuum can be seen as a physical
medium characterized by the zero-point fluctuations of the physical fields. For eternal black holes the
vacuum appears to be polarized by the black hole in such a way as to form a thermal atmosphere. It
3 This is strictly true for solutions of the Einstein-Maxwell equations. For black hole solutions in unified field theories
other conserved charges (aka hair) can emerge.
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is then tempting to relate the modification in the vacuum structure around the black hole with the
vacuum fluctuations around it.
In this direction there was an early paper by Gerlach [102] where the black hole entropy was related to
the logarithm of the total number of vacuum fluctuation modes responsible for the emission of the black
body radiation. Later, ‘t Hooft [103] proposed a toy model, aka the “brick wall model”, in which it was
assumed that field modes vanish, encountering an effective boundary, on the Planck length scale from the
event horizon. It is then possible to consider the thermodynamics associated with the fields restricted
to the exterior of this boundary. The idea of ‘t Hooft was to identify the black hole entropy with those
of the fields left outside the horizon/boundary in thermal equilibrium at the Hawking temperature. An
easy calculation yields the formula:
S ∼ α A
λ2
(2.23)
where A is the surface area of the black hole, λ is the proper distance of the “brick wall” from the horizon.
For λ ∼ LPl the above entropy is of the same order of magnitude as that of Bekenstein–Hawking.
A development of this model was subsequently proposed by Srednicki [104], Bombelli, Koul, Lee,
Sorkin [105], Frolov, Novikov [106] and other works. The black hole entropy would be generated by
dynamical degrees of freedom, excited at a certain time, associated with the matter in the black hole
interior near to the horizon through non-causal correlation (EPR) with external matter. The ignorance
of an observer outside the black hole about the modes inside the horizon is associated with a so-called
entanglement entropy which is identified with the Bekenstein–Hawking one.
Entanglement Entropy
Let us consider a global Hilbert space H composed of two uncorrelated ones H1, H2.
H = H1 ⊗H2 (2.24)
A general state on H can be described as a linear superposition of states on the two Hilbert spaces
|ψ〉 =
∑
a,b
ψ(a, b)|a〉|b〉 (2.25)
One can define a global density matrix
ρ(a, a′, b, b′) = ψ(a, b)ψ∗(a′, b′) (2.26)
The reduced density matrix for the subsystem a is given by
ρ(a, a′) =
∑
b=b′
ψ(a, b)ψ∗(a′, b′) (2.27)
Note that even if the general state (2.25) defined on the global Hilbert space is a pure one, the form of
the reduced density matrix (2.27) shows that the corresponding state defined only in one subspace is a
mixed one. This corresponds to an information loss that can be properly described by von Neumann
entropy (which is zero for a pure state)
S1 = −Tr(ρa ln ρa) (2.28)
Let us now discuss the same issue in the black hole case. We can consider a stationary black hole and
define ρˆ total, the density matrix describing, in Heisenberg representation, the initial state of quantum
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matter propagating on its background. For an external observer the system consists of two parts: the
black hole and the radiation outside it. By defining a spacelike hypersurface we can consider quantum
modes of radiation at a given time so that they can be separated into external ones and ones internal
to the black hole.
The state for external radiation is obtainable from ρˆ total by tracing on all of the states of matter
inside the event horizon and so inaccessible to the external observer
ρˆ rad = Trinsideρˆ total (2.29)
For an isolated black hole alone this density matrix would describe its Hawking radiation at infinity.
We can also define the density matrix for the black hole state
ρˆ BH = Troutsideρˆtotal (2.30)
where one now performs the trace on the external degrees of freedom. From this matrix it is possible
to find the related von Neumann entropy
SBH = −Trinside(ρˆBH ln ρˆBH) (2.31)
This is exactly what is called “entanglement entropy”. It is important to note that this definition is
invariant in the sense that independent changes of definitions of the vacuum for the “external” and
“internal” states do not change the value of SBH [9].
Calculations of entanglement entropy were performed by various authors in a wide range of situa-
tions, in flat spaces as well as in curved ones. There are three common points that appear as proper
characteristics of entanglement entropy:
1. Entanglement entropy is not a never-decreasing quantity. If the internal region is reduced by
shrinking the division surface, the entanglement entropy goes to zero in the limit that all of the
spacetime is again available to the external observer.
2. Entanglement entropy is always proportional to the area of the “division surface” (the event
horizon in the black hole case).
3. Entanglement entropy is always divergent on the division surface due to the presence of modes of
arbitrarily high frequency near to the horizon. The divergence form is general and independent of
the kind of field.
The first point is a deep problem, casting some shadows on what the computation of entanglement
entropy is effectively probing about black hole physics. Actually only in the Thermofield Dynamics
framework which we introduced in section 1.3.3, does it appear possible to safely identify the entangle-
ment entropy with the black hole one [58, 60].
Although the second point was initially one of the motivations for the identification of entanglement
entropy with the Bekenstein–Hawking one, it was soon realized that such a behaviour is too general and
appears to be valid even in flat space [104]. It is commonly felt that the special form of the Einstein
equation and diffeomorphism invariance is at the root of black hole thermodynamics [107, 108]. How
can one reconcile this with a general form of entanglement entropy insensitive to the dynamical content
of the theory?
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The third point is an open subject. The divergence of the entanglement entropy has sometimes
been regulated by introducing a Planckian size cut-off at the horizon (and in this way getting an
“evolved version” of the brick wall approach) [109, 9, 110]. In other cases it has led to a renormalization
procedure for the Newton Gravitational constant but, in the absence of a renormalizable theory of
quantum gravity, this has had a limited development so far [111, 112]. As an alternative to these
procedures one can conjecture a framework where the Newton constant is determined by the matter
fields [113]. This framework is that of Induced Gravity and it will be the next candidate for explaining
the black hole entropy which we shall consider.
Induced Gravity and black Hole entropy
According to Sakharov’s ideas [114, 115], the Einstein–Hilbert gravitational action is induced by vacuum
fluctuations of quantum matter fields and it represents a type of elastic resistance of the spacetime to
being curved (with elastic constant GN). The qualitative basis for this statement [116] is the fact that
the Einstein–Hilbert action density is given by the Ricci scalar R times a huge constant (of the order of
the square of the Planck mass): curvature development requires a large action penalty [116] to be paid,
that is there is a sort of “elastic resistance to curvature deformations”.
The fact that, according to Sakharov, a long–wavelength expansion of quantum matter fields in
curved spacetime contains zero point divergent terms proportional to the curvature invariants, suggests
that zero point fluctuations induce the gravitational action. “Induction” means that no tree level action
is considered: quantum matter fields generate it at a quantum level. Gravitational interaction in this
picture becomes a residual interaction [1] of a more fundamental one existing at high energy scales
(Planck mass).
There are different ways to implement such a fundamental theory [117]. Generically it is assumed
that the fundamental theory is defined by an action I[φi, gµν ] describing the dynamics of some fields on a
curved background described by the metric gµν . As stated, initially no gravitational action is associated
with this metric which is not a dynamical field. The gravitational action arises then from the average
over the fundamental fields (and it is in this sense an “effective action”)
exp (−W [gµν ]) =
∫
D [φi] exp (−I [φi, gµν ]) (2.32)
It appears clear then that in this framework it is natural to relate gravitational entropy to the statistical
mechanics of those high mass fields that induce gravity in the low energy limit of the theory.
This approach has been developed in the past four years by Frolov, Fursaev and Zel’nikov [118, 119,
120, 121, 122] who proposed a model based on some scalar boson fields and fermion ones. They showed
that it is possible to build up an induced gravity model where the (induced) cosmological constant is
zero and the (induced) Newton constant is finite. A surprising condition for this to be possible is the
non-minimal coupling between the scalar fields and curvature. The statistical entropy SSM is computed
again in the entanglement fashion but it should be stressed that this time it counts the degrees of
freedom of the heavy (unobservable) fields instead of the light (observable) fields. The former can be
excited just in a narrow region (of Planck size) near to the horizon.
In principle, since the gravitational action is induced by these heavy constituents, the statistical
entropy associated with the latter should coincide with the Bekenstein–Hawking one. Nevertheless it
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is interesting to note that the above equality is found not to be exact. It is actually necessary to
subtract a quantity Q localized on the event horizon from the (divergent) statistical mechanical entropy
of the heavy fields in order to have equality with the (finite) classical Bekenstein–Hawking entropy. This
quantity can be identified with the Noether charge associated with the invariance under diffeomorphisms
of the non-minimally coupled fields. This seems to indicate some sort of link between the induced gravity
approach and the Wald Noether charge proposal reviewed previously. The nature of this link is still
unclear but it is intriguing that it appears to be linked to the underlying diffeomorphism symmetry
assumed for the theory in the low energy limit. These elements will appear later on in section 2.3.4
where we shall discuss the most recent class of proposals for explaining black hole entropy.
2.3.3 A Casimir approach to black hole thermodynamics
We shall now described another vacuum based framework — developed by the author in collaboration
with F. Belgiorno [10] — in which a close analogy with the Casimir effect is shown in a natural way by
focusing attention on the dynamics of quantum vacuum fluctuations in curved spacetime. We stress that
this approach has mainly a didactic aim and is so far speculative. In particular it is interesting because
it shows how, in an induced gravity approach, the distribution of zero-point modes associated with the
fields located ouside a black hole, can be deformed in such a way to induce a non-trivial thermodynamical
behaviour of the spacetime. In a certain sense we shall interpret the black hole thermal properties as a
special example of the effective thermality of vacuum we discussed in section 1.2.3.
Gravitational action subtraction
The Euclidean path integral approach described schematically in section (2.2.1), contains a step which
is not definitively understood, namely the “reference” action subtraction for the gravitational tree level
contribution.
The action on shell consists of the usual Einstein–Hilbert action (together with a surface term related
to the extrinsic curvature) and a Minkowskian subtraction term (the “reference” action). The latter is
introduced by requiring that in flat spacetime the gravitational action should be zero and it is necessary
in order to obtain a finite value when evaluated on shell. In the following section we will further analyze
this topic.
Hawking and Horowitz [93] have developed this subtraction scheme for the case of non-compact
geometries. They considered the Lorentzian gravitational action for a metric g and matter fields φ on
a manifold M :
I(g, φ) =
∫
M
[
R
16π
+ Lm(g, φ)
]
+
1
8π
∮
∂M
K. (2.33)
The surface term is needed to give rise to the correct equations under the constraint of fixed induced
metric and matter fields on the boundary ∂M . The action is not well-defined for non-compact geometries:
one has in this case to choose a rather arbitrary background g0, φ0. Indeed Hawking and Horowitz chose
a static background solution of the field equations. Their definition of the physical action is then:
Iphys(g, φ) ≡ I(g, φ)− I(g0, φ0). (2.34)
The physical action for the background is thus zero. Further, it is finite for a class of fields (g, φ)
asymptotically equal to (g0, φ0). For asymptotically flat metrics the background is (g0, φ0) ≡ (η, 0); the
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action so obtained is then equal to that of Gibbons and Hawking:
Iphys(g, φ) =
∫
M
[
R
16π
+ Lm(g, φ)
]
+
1
8π
∮
∂M
(K −K0). (2.35)
The last term is just the so-called “Minkowskian subtraction”: K0 is the trace of the extrinsic curvature
of the boundary of the background spacetime. The above subtraction could be physically interpreted
by requiring that it should represent that of a background contribution with respect to which a physical
effect is measured.
There is a nontrivial point to be stressed about (2.34): it is implicitly assumed that the boundary
metrics h on ∂M induced by g0 and g are the same. In general it is not possible to induce a 3–metric
h from a given 4–metric g0; the same problem arises for the induction of a generic h by flat space (See
Hawking in [123]). In the case where the asymptotic behaviour of the 4–metrics g and g0 is the same, one
can assume that the 3–metrics, say h and h0, induced respectively by g and g0, become asymptotically
equal [123]. More generally the requirement to get the same boundary induced metric with g0 and g can
be thought of as a physical constraint on the choice of a reference background for a given spacetime.
So far we have argued that the subtraction procedure is a fundamental step in the path-integral
formulation of semiclassical quantum gravity. In what follows, we will recall some well–known facts
about the Casimir effect [4, 5, 31], in order to suggest a formal similarity between Casimir subtraction
and the above gravitational action subtraction.
Casimir subtraction
We start by recalling the problem of two parallel infinite conducting plates which we met in section
1.2.1; we saw that the energy density is obtained by means of the subtraction of the zero–point mode
energy in the absence of the plates from the zero–point mode energy in the presence of the two plates.
One can in general formally define the Casimir energy as follows [31]:
ECas[∂M ] = E0[∂M ]− E0[0] (2.36)
where E0 is the zero–point energy and ∂M is a boundary
4.
Boundary conditions in the Casimir effect can be considered as idealizations of real conditions in
which matter configurations or external forces act on a field. The most general formula for the vacuum
energy is [31]
ECas[λ] = E0[λ]− E0[λ0] (2.37)
where λ is a set of suitable parameters characterizing the given configuration (for example boundaries,
external fields, nontrivial topology), and λ0 is the same set for the configuration with respect to which
the effect has to be measured. In the case that λ represents an external field A, the vacuum energy
distortion induced by switching on the external field is given by:
ECas[A] = E0[A]− E0[0]. (2.38)
One can also take into account the finite temperature Casimir effects [124, 125]: in this case matter
fields are not in their vacuum state, there are real quanta excited which are statistically distributed
4 In eq. (2.36) and in the following analogous equations concerning the Casimir effect, a regularization of the right
hand side terms is understood.
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according to the Gibbs canonical ensemble. The Casimir free energy is:
FCas[β,λ] = F [β,λ]− F [β,λ0]. (2.39)
The zero–point contribution [124] to the finite temperature effective action is simply proportional to β,
so it does not contribute to the thermodynamics because S = (β∂β − 1)βF .
The formal analogy of (2.34) with, for example, (2.39) consists not just in the fact that in both cases
there is a reference background to be subtracted in order to get the physical result. Indeed it can be
strengthened by making the obvious substitutions, gµν in place of λ and ηµν in place of λ0. Moreover
we should take into account that the Euclidean action I and the gravitational free energy are easily
related via β: I = βF .
We stress that there are still substantial differences between (2.34) and (2.39) due to the fact that
in (2.39) the field A is external whereas in (2.34) the field gµν is the dynamical field itself; moreover, a
deeper link of (2.34) with the Casimir effect would require a quantum field whose zero point modes are
distorted by spacetime curvature. Note that in this case one could naively invoke a Casimir effect with
respect to the background spacetime (M0, g0):
FCasimir[β, g]M = F [β, g]M − F [β, g0]M0 . (2.40)
The above relation is purely formal and requires static manifolds (M, g), (M0, g0). For zero-temperature
the idea underlying the Casimir effect, as seen above, is to compare vacuum energies in two physically
distinct configurations. If the gravitational field plays the role of an external field, one can a priori
compare backgrounds with different manifolds, topology and metric structure. The non triviality found
in defining a gravitational Casimir effect in a meaningful way can be easily understood, for example,
in terms of the related problem of choice of the vacuum state for quantum fields [4]. Moreover, in
the presence of a physical boundary, the subtraction (2.40) is ill-defined in general because the same
embedding problems exist as for (2.34). Despite these problems, we assume that it is possible to give
a physical meaning to (2.40) 5. In this case the aforementioned Sakharov Induced Gravity represents a
conceptual framework in which the analogy can be strongly substantiated.
Induced gravity and Casimir subtraction
From what we have seen earlier it is clear that the induced gravitational action should be given by the
difference between the quantum effective zero-point action for the matter fields in the presence of the
spacetime curvature and the effective action when the curvature is zero6 i.e.
IInduced = Imatter[R]− Imatter[0]. (2.41)
The field gµν actually appears, in this low energy regime, as an external field and not as a dynamical one.
Then the induced gravity framework allows us to identify the Minkowskian subtraction as a Casimir
subtraction.
5 It is at least well-known how to do this in the case of static spacetimes with fixed metrics and topology such as
R ×M3 where the spatial sections M3 are Clifford-Klein space forms of flat, spherical or hyperbolic 3-spaces (M3 =
R3/Γ, S3/Γ, H3/Γ) [126, 127, 128] and where Γ is the group of deck transformations for the given space [129]. We shall
discuss these cases in chapter 5.
6 This subtraction actually appears in one of Sakharov’s seminal papers [115].
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We note that there is a boundary term in (2.34) that is necessary in order to implement a Casimir
interpretation of the subtraction and that is missing in the original idea of Sakharov. But if the manifold
has a boundary it is natural to take into account its effects on vacuum polarization.
This implies that in a renormalization scheme for quantum field theory in curved spacetime it is
necessary to introduce suitable boundary terms in the gravitational action in order to get rid of surface
divergences [130, 4], so there should be boundary terms in the induced gravitational action [131]. Anyway
it is still unknown whether by taking into account boundary terms and suitable boundary conditions it is
possible to produce a self–consistent theory of induced gravity7. The choice of the boundary conditions
should be constrained in such a way as to get an induced gravity action with a boundary term as in the
Hawking approach. Here we shall limit ourselves to a discussion of the case of a scalar field and to the
divergent part of the effective action.
In a curved manifold M with a smooth boundary ∂M , the zero–point effective action for a scalar
field depends on the curvature and is divergent:
Γ[φ = 0, gµν] = Γ[gµν ]. (2.42)
The zero-point effective action (2.42) is composed of divergent terms which, if D is the dimension ofM ,
correspond to the first l ≤ D/2 (l = 0, 1/2, ...) coefficients, cl, in the heat kernel expansion [130, 125].
In our case D = 4 and l ≤ 2. For a smooth boundary, the coefficients cl can be expressed as a volume
part plus a boundary part:
cl = al + bl. (2.43)
The bl depend on the boundary geometry and on the boundary conditions. The al coefficients vanish
if l is half integral and for integral values they are equal to the already discussed Schwinger-DeWitt
coefficients (sometimes called Minakshisundaram coefficients) for the manifold M without boundaries.
If there is a classical gravitational action (not induced but fundamental), the divergent terms in (2.42)
can be renormalized [130] by means of suitable gravitational counter-terms: that is by re-absorbing the
divergences into the bare gravitational constants appearing in the action for the gravitational field:
Sren[gµν ] = Sext[gµν ] + Γdiv[gµν ]. (2.44)
In an induced gravity framework, there is no classical (tree level) term like Sext[gµν ] to be renormalized
and so there should exist a dynamical cut-off which makes finite also the divergent terms. These terms
give rise to the gravitational (effective) action, so we can call Γdiv[gµν ] “the gravitational part” of the
effective action.
We are mainly interested in the case of the Schwarzschild black hole: (2.34) could then be interpreted
as a Casimir free energy contribution relative to the matter field zero-point modes. We consider the
one-loop divergent contribution for a massive scalar field enclosed in a sphere with radius r = Rbox.
We choose the boundary condition by looking at the structure of the boundary terms. For consistency,
one would get in particular the Einstein–Hilbert action term (2.34) at the same order in the heat kernel
expansion, so we direct our attention to the boundary term b1. It is possible to get the right form for
the integrated coefficient [131] ∫
∂M
K (2.45)
7 For a wider discussion of this point see also [132].
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both for Dirichelet and Neumann boundary conditions. The first one is selected on the physical grounds
that for a sufficiently large box (infinite in the limit) the field should be zero on the boundary.
Of course in order to get ordinary gravitational dynamics, i.e. General Relativity, it is necessary that
the couplings and the mass of the fundamental theory fulfill suitable renormalization constraints. In
particular, although generally
a1 = A
∫
M
R b1 = B
∫
∂M
K (2.46)
in order to get the gravitational sector of the action (2.35) one has to further impose that the constants
A and B fulfill the special condition A = B/2.
In our conjecture, the gravitational part of the free energy (2.34) becomes a Casimir free energy
contribution arising because of zero–point modes. What does this mean from a physical point of view?
The most naive answer to this question is that black hole (equilibrium) thermodynamics becomes a
thermal physics of quantum fluctuations that are initially in a spherically symmetric spacetime and
then are thermally distorted by the formation of a black hole. In this view it seems that there is
implicitly an idea of a “physical process” underlying the integral version of the laws of black hole
thermodynamics, i.e. one has to take into account that the vacuum Schwarzschild solution has been
generated by a gravitational collapse drastically deforming the quantum field vacuum.
Also in the general case, we conjecture the same Casimir interpretation for the subtraction relative
to the zero-point terms (gravitational Lagrangian) in the effective action. Outside the induced gravity
framework, if one naively considers a generalized Casimir effect for quantum fields, for example on the
Schwarzschild background with respect to flat space, one gets a zero-point contribution to be renormal-
ized in the gravitational action and, for consistency with (2.40), the gravitational action has to follow
the Casimir subtraction scheme. What one would miss in this case is a microscopic interpretation of
the tree level gravitational contribution.
Boltzmann interpretation in induced gravity
In the following, we will pursue the standard Boltzmann interpretation for black hole entropy and we
will try to justify the fact that black hole entropy can be explained in terms of the statistical mechanical
degrees of freedom by assuming that these are associated with the zero-point fluctuations of quantum
matter fields.
Our attempt consists of finding a link with Casimir physics suggested by the subtraction procedure
in black hole thermodynamics. The subtraction in our view takes into account a physical process of
adiabatic vacuum energy distortion and in a real collapse we expect non-adiabatic contributions. To be
more specific about this point, we briefly summarize the framework which we choose. We have a finite
temperature Casimir scheme in which we subtract from the zero-point Euclidean action, evaluated on
the Euclidean section of a Schwarzschild black hole, the zero-point Euclidean action evaluated for a flat
metric on the same manifold (that is on a variety with exactly the same topology S2×R2 (which is not
the one of Euclideanized Minkowski spacetime). In both cases, a periodicity is required in the Euclidean
time, with the period being given by the inverse of the Hawking temperature.
This means that the Hartle–Hawking state is selected for the black hole, whereas a mixed state at the
Hawking temperature is selected for the flat spacetime contribution. We stress again that the manifold
(and so the topology) is the same in both of the above terms. Only the metric changes. A posteriori,
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we can interpret our induced gravity framework Gibbons–Hawking prescription as the prescription for
a “metric Casimir effect” on the same manifold (i.e. a Casimir effect in which the role of the external
field is played by the metric).
In both cases, to r = rh corresponds a condition of “no boundary”: in the Schwarzschild case because
the horizon is not a boundary of the Euclidean manifold (it is a regular point); in the flat space case
because we do not want to change the topology and so we require a condition of no boundary.
In this way the black hole entropy becomes a Casimir entropy: an entropy associated with a ther-
mal contribution of zero-point modes. Note that in the framework of standard statistical mechanics,
zero-point modes cannot contribute to the entropy, their contribution to the effective action being pro-
portional to β. However, there is no real contradiction: in the case of the horizon’s thermodynamics,
the subtracted gravitational action is not proportional to β but to β2 and so zero-point fluctuations do
contribute to the entropy. Note that this conclusion is independent of the induced gravity framework:
matter fields give a thermal zero-point contribution (that has to be renormalized in the gravitational
action outside of Sakharov’s viewpoint).
About the prescription which one has to follow in order to actually compute such an entropy, our
framework implies a conceptually easy prescription. The gravitational free energy is now the free energy
for the matter field zero-point modes. Once one calculates the latter one can find the corresponding
entropy by applying the usual formula βF = βE − S. In the Schwarzschild case the internal energy E
is the black hole mass M .
Unfortunately the lack of a definite high energy theory from which to “induce” the gravitational
action, precludes any definitive conclusion on the effective correctness of such an assumption.
2.3.4 Symmetry based approaches
We have already seen, in our discussion of the Noether charge approach proposed by Wald, that it is
possible to view the black hole entropy as something emerging from very general symmetries of the the
action. This starting point has recently been developed in the context of superstring theories and has
led to the first successful attempts to achieve a statistical explanation of black hole entropy [133, 134,
135, 136, 137, 138].
Although such results are certainly a major advance in our understanding of the origin of gravitational
entropy it appears nevertheless that the root of this success has to lie in a general behaviour of any
quantum gravity theory when the low energy limit leads to spacetimes with horizon structures. This
point of view recently found its formalization in Carlip’s approach [139, 140].
String theories
The role of the quantum behaviour of black holes has often been compared with the problem of the
hydrogen atom in the early years of the last century. The latter led to the revolutionary ideas of quantum
mechanics and it is a general belief that the former will similarly lead to the development of a theory
of quantum gravity. It is then obvious that one of the main tests of any quantum gravity theory would
be a successful explanation of black hole thermodynamics. Although this has not been fully achieved in
any of the theories of quantum gravity yet to hand, it is nevertheless true that great progress has been
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made in the theory of superstrings.
According to superstring theory all particles can be interpreted as excitations of fundamental one
dimensional objects (the strings) which can be open or closed, and in the latter case have periodic
or anti-periodic matching conditions. They span a two-dimensional surface (called the world-sheet)
inside an initially arbitrary d dimensional space called the target space. The world-sheet is described by
specifying a vector σα = (σ, τ) which defines a point on the string, σ at a given time τ . A point of the
world-sheet in the d-dimensional target space is described by an embedded coordinate Xµ(σ, τ) with
µ = 0, ..., d− 1. On the world-sheet a metric element hαβ can be introduced.
String theory is regulated by two crucial parameters: the string scale
√
α′ (α′ is also known as inverse
string tension) and the string coupling constant gs. The first quantity sets the typical scale of the string
so, for example, in the limit of α′ going to zero the strings become point-like objects and the theory
converges to a quantum field theory (based on particle interactions). The string coupling regulates the
perturbative order in the quantization of the string action which classically takes the general form:
Sstring =
1
2πα′
∫
d2σ
{√
h
[
hαβ gµν(X)∂αX
µ∂βX
ν + T (X)
]
+ ǫαβ∂αX
µ∂βX
νBµν
}
+
1
4π
∫
d2σ
√
hRΦ(X). (2.47)
From the world sheet point of view the gµν , T , Bµν and Φ fields (the graviton, tachyon, antisymmetric
tensor and the dilaton) are coupling constants. From the target space they are instead dynamical fields.
The tachyon field is a “pathology” of the theory that it is removed if supersymmetry (SUSY) is imposed
(and hence for any bosonic field a fermionic partner is provided). The quantization of the above action
has so far been successful only in very special target spaces and then only in a perturbative fashion8.
Noticeably, while the general covariance of the world-sheet (invariance under two-dimensional re-
parametrization) leads to the conservation of the world-sheet energy momentum tensor, the conformal
invariance9 of the action implies the nullity of the β functions of the theory and leads, in the limit
of vanishing α′, to a set of equations of motion for the string massless modes. These can be seen as
obtained from an effective action which is just a generalization of the standard Einstein–Hilbert action
of General Relativity where the Newton constant is a function of both of the string theory fundamental
parameters GN ∼ g2sα′.
In addition to the standard Einstein–Hilbert term, which is linear in the Ricci scalar R, there is also
present an infinite series of corrections which are higher powers of the curvature multiplied by powers
of α′. Obviously this implies that when curvatures approach the inverse of the squared string scale this
low energy approximation breaks down. This effective action will “live” in the target space and will
have a dimension which is fixed by the requirement of conformal invariance. For bosonic strings it is 26,
for superstrings it is 10.
The emergence of four dimensional gravity is expected to come from a process of compactification
of the extra six dimensions [141]. It has to be said that this large scale/low energy regime of the theory,
even after compactification to four dimensions, is not coincident with “standard” Einstein gravity. In
8Although more complex approaches have also been attempted, for example in the case of the sigma-model, these are
still intrinsically perturbative and ordinary four-dimensional gravity is typically treated in the weak-field approximation.
9 As already said in the previous chapter, a conformal transformation is generically obtained by a rescaling of the
metric gµν → g˜µν = Ω2(x)gµν . This sort of transformations preserves the ratio between the length of the infinitesimal
vectors, xµ, yν applied at the same point and also the angle between them xµgµνyν/
√
x2y2 .
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fact what one actually finds is a Supergravity (SUGRA) theory: a theory of gravity plus other bosonic
as well as fermionic fields related by supersymmetry10. Moreover, since they are a class of effective
theories, the SUGRA models are not renormalizable (just like General Relativity) and can be trusted
just for a weak coupling constant (tree level or at most few-loops expansions). Now let us come back to
the full superstring theory and see the basic mechanism by which string theory should give a statistical
explanation to black hole entrtopy.
Besides the massless fields which we talked about, there are, when one quantizes a string in flat
spacetime, an infinite tower of massive string excitations. These can be enumerated by an integer N
and are endowed with masses M2s = N/α
′ (in the limit of zero string coupling). These states have a
huge degeneracy of order expN1/2 for large N , so the “informational entropy” associated with these
states is Ss ∼
√
N . The entropy of the string is then proportional to the string mass (in string units).
This last point can seem to be an unavoidable obstacle if one tries to explain the black hole entropy
with the string one. In fact we know that the Bekenstein–Hawking formula relates the gravitational
entropy to the area of the black hole and hence to its mass squared, not just to its mass.
The key point for the resolution of this apparent paradox is to consider a limiting situation when
a black hole solution starts to be described as some quantum state. This happens when the string
coupling constant goes to zero, in fact in this case the Schwarzschild radius, GNM , being proportional
to the Newton constant shrinks and becomes of the order of the string scale. At this point the geometric
description of General Relativity breaks down (as Hydrodynamics breaks down at atomic scales) and
one has to deal with pure string states. So, when the Schwarzschild radius r0 of the black hole is of
order of the string scale
√
α′, it is reasonable to equate the mass of the string state Ms =
√
N/α′ to
that of the black hole MBH = r0/2GN
It is easy to see that this implies that
√
α′/GN ∼
√
N/α′. From the relation GN ∼ g2sα′ one then
obtains that this is verified if gs ∼ N−1/4. But the latter expression actually implies that the black hole
entropy is S ∼ r20/GN = α′/g2sα′ =
√
N . So the black hole entropy comes out to be proportional to√
N , the same as the statistical entropy associated to the degeneracy of the string states.
We have then found a qualitative argument to relate the standard gravitational entropy SBH to a
purely statistical one Ss. Moreover the fact that one requires just gs ∼ N−1/4 is an indication that the
“transition” from a string state to a black hole one occurs at still small string couplings (and hence
perturbative results are still trustable). Notably the above results also hold in higher dimensions. In
fact the entropy of any Schwarzschild black hole can be written as SBH ∼ r0MBH so whenever r0 ∼
√
α′
the entropy is exactly proportional to the mass in string units as happens for a free string.
Although the above arguments are quite impressive, it should be stressed that a definitive agreement,
up to the factor 1/4GN can be found just in some special cases. In fact, it is the extremely powerful
tool of supersymmetry that allows such cases to be found.
We saw that the equality of the black hole entropy and the string one can generally be obtained just
for special values of the string coupling constant. This implies that the identification is valid just at
given energy scales. There are nevertheless black holes for which the entropy is not a function of the
Newton constant and hence is not dependent on gs. These are the so-called extremally charged black
10 For example N = 8 supergravity in four dimensions is the low energy limit of a so-called type II string theory
compactified on a six-torus
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holes which we already met in relation to the third law of black hole thermodynamics. For these black
holes the relation GNM
2 = Q2 holds and the Bekenstein–Hawking entropy would be:
SBH =
A
4GN
=
π
4
Q2 (2.48)
We have seen that SUGRA theories, obtained as effective actions from superstrings, generically exist
in a ten-dimensional space. The interesting fact is that SUGRA theories generically admit solitonic (non-
perturbative) solutions that correspond to extended objects of p-spatial dimensions called p-branes which
are the carriers of the multiple electric charges present in a SUGRA theory (a 0-brane would be a particle
like, for example, an electron). Suitable combinations of these objects allow, after the compactification
process, for them to be identified as higher dimensional generalizations of the standard extremal black
hole solutions in four or five dimensions. These solutions have the peculiar property of being solitons
which belong to a very special class of states saturating the so-called Bogomol’nyi–Prasad–Sommerfield
(BPS) bound between mass and charge M ≥ γZ (where γ is a theory-dependent constant and Z is the
so-called central charge of a given representation of the SUSY algebra). These states will henceforth be
called BPS-states.
They have the property that if a state is BPS semiclassically it will still be BPS at any value of the
coupling constant. In fact in a supersymmetric theory representations of the algebras do not change
under a smooth variation of the coupling constants. Moreover if the SUSY is strong enough even the
mass M of the state will not renormalize and neither will the state be allowed to decay. The number
of allowed BPS-states is a topological invariant of the moduli space, that is of the space of parameters
defining a solution, and depends only on discrete parameters of the theory (for example the SUSY
charges). So the former number is independent of the string coupling constant and hence for these
states both SBH and Ss are independent of the coupling regime.
Using this property one can then start with a black hole solution (which is a typical non-perturbative
solution of the supergravity theory) and start decreasing the string coupling until one can perform the
count of all the BPS states at weak coupling endowed with the same total charge. Note that in this case
there is no issue about where to match the black hole mass with that of the perturbative string state:
in both of the regimes the mass is completely fixed by the charge.
This appears to be so easy that one may wonder why it was not done well before the mid nineties.
Actually there was an inherent difficulty related to the fact that for a long time there was no description in
string theory of the (BPS) objects corresponding to the low-energy p-branes with which supersymmetric
black holes are constructed. Basically it was not known how to describe in the weak coupling limit the
“solitons” of string theory.
The identification of these objects, called Dp-branes 11 is due to Polchinski [133]. He found that a
Dp-brane has a mass proportional to 1/gs, so at weak coupling they are very massive and hence non
perturbative. Nonetheless, since the Newton constant GN ∼ g2s , one gets that the gravitational field
produced by the Dp-brane is extremely weak and a flat spacetime description is allowed.
The quantized object to which an extremal black hole with nonzero surface area would correspond
(in the limit of small α′ and after compactification) is in this case built with a collection of these
charged Dp-branes and the open strings interacting with them. So in order to actuate the programme
11 D here stands for the Dirichelet boundary condition imposed on open strings on these extended objects .
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described above one has to quantize the Dp-brane state and then count the number of excitations of
these solitons. This has been done and the number of BPS states at weak coupling turned out to be
equal to the exponential of the Bekenstein–Hawking entropy of the black hole at strong coupling [134].
Although this result was first obtained for a five dimensional extremal black hole [134], it has been
generalized to the case of extremal rotating black holes and to that of slightly non-extremal ones. These
results were also re-obtained in the four dimensional case.
This “corpus” of results, although impressive is far from being conclusive. In fact there are still
numerous issues which are unclear and which cast some doubt on the possibility of further generalizing
these results to the most interesting cases such as the Schwarzschild and Kerr black holes. We shall
limit ourselves to a brief summary here.
• The role of SUSY: we have seen that the supersymmetry of the theory appears to be a crucial
step for building up the BPS states and hence giving a coupling-independent meaning to the
identification of the gravitational entropy with the string one. Is it possible to to generalize this
framework when SUSY is broken?
• In string theory there are always several charges. Black holes with just a single charge are not
allowed due to the fact that their horizon becomes singular in the extremal limit. So, for example,
the Reissner–Nordstro¨m solution is present in string theory but its charge Z is always a function
of the several charge parameters present in the theory.
• We have seen that in SUGRA calculations what one actually does is to calculate the area of the
black hole as a function of the charge parameters that extremize the theory in the moduli space.
After this, one generally imposes a quarter of this area to be the gravitational entropy. This is a
priori unjustified because (as explained in Sect.(2.1)) we are not sure at all that the Bekenstein–
Hawking law holds semiclassically in the extremal case. The fact that this identification is justified
by the high energy regime results from Dp-branes, seems to imply that there may be something
non trivial going on in the semiclassical limit. If the semiclassical dichotomy between extremal
and non-extremal black holes is confirmed we shall have to assume that the stability of the BPS
states is not enough for preserving the invariance of the statistical entropy. In particular one can
imagine that, as the statistics for a fermion gas can drastically change due to phase transitions
(for example in the Cooper pair phenomenon), in the same way statistics of string excitations can
dramatically change in the low energy limit leading to a drastic reduction of the actual degeneracy
of a state.
• The string calculations always imply a unitary evolution. It is still unclear how from such a
behavior can emerge the non-unitary evolution associated with black hole evaporation. In relation
to this point we note the interesting proposal made by Amati [142, 143, 144] about the emergence
of semiclassical black hole structure from extended string solutions.
Carlip’s approach
We have just seen how the results of string theory lead to a statistical entropy in agreement with
the Bekenstein–Hawking one even if they are performed in completely different regimes and from rather
different microscopic theories. Moreover recent results from the so-called “quantum geometry” approach
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seem to arrive at quite similar results [145]. In one sense this agreement is not too surprising because any
consistent quantum theory of gravity should be able to give the semiclassical results in the appropriate
limit. Nevertheless the entropy, as a measure of the density of quantum states, is a typical quantum
object. The link to the semiclassical quantities does not explain why the density of quantum states
behaves in such a special way.
It is then natural to ask if such a “generality of the Bekenstein–Hawking entropy” can be understood
in a general way, fixing our attention just on the symmetries of the low energy limit of the full quantum
theory and on the global structure of spacetimes with horizons. Carlip’s proposal [139, 140] is an attempt
in this direction and it is substantially based on the idea that classical symmetries can determine the
density of the quantum states. Although this statement is generally not satisfied, nevertheless it holds
for a large set of theories, that is for the conformal field theories in two dimensions.
To see this let us consider a conformal field theory on the complex plane. The infinitesimal diffeo-
morphism transformation takes the form:
z → z + ǫf(z) (2.49)
z¯ → z¯ + ǫ¯f(z) (2.50)
Actually the total conformal group can be decomposed into two independent ones in z and z¯ respectively
and so we can work with just one kind of coordinate. If we now take a basis fn(z) = z
n of holomorphic
functions and consider the corresponding algebra of generators Ln of the conformal group (the so-called
“Virasoro algebra”), we get:
[Ln, Lm] = (n−m)Ln+m + C
12
n (n2 − 1)δn,m (2.51)
The constant C here is the previously mentioned central charge of the theory (in this case the one
associated with the Virasoro algebra), its non-nullity shows the emergence of a conformal anomaly 12.
As Cardy first showed [146], the central charge C is nearly enough to determine the asymptotic
behaviour of the density of states. Let us consider the Virasoro generator L0 and denote by ∆0 its
lowest eigenvalue (which is identifiable with the “energy” of the ground state). If ρ(∆) is the density of
eigenstates of L0 with eigenvalue ∆ then for large ∆ the following relation (also known as the Cardy’s
formula) holds
ρ(∆) ∼ exp
{
2π
√
Ceff ∆
6
}
(2.52)
where Ceff = C − 24∆0.
A typical example of how this count over states can be related to black hole entropy is the example
of (2+1)-dimensional gravity [147] with a negative cosmological constant Λ = −1/ℓ2. For configurations
which are asymptotically anti-de Sitter, the algebra of diffeomorphism acquires a surface term at infinity,
and the induced algebra at the boundary becomes a pair of Virasoro algebras with central charges:
C = C¯ = 3ℓ
2GN
(2.53)
Strominger [148] made the observation that if one takes the eigenvalues of L0 and L¯0 that correspond
to a black hole, sets M = (L0 + L¯0)/ℓ and J = L0 − L¯0, and takes ∆0 = 0, then the Cardy formula
gives back the standard Bekenstein–Hawking entropy for the black hole.
12 An anomaly in QFT is the breakdown of a classical symmetry of a theory after quantization.
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This example is just suggestive of what one should look for in the case of four dimensional black
holes. In fact it uses very specific features of gravity in two dimensions. Moreover the Virasoro algebra
which it refers to is localized on the two dimensional boundary of the three dimensional AdS spacetime,
so it is in a certain sense independent of whether the configuration at finite radius is a black hole or a
star.
Carlip’s proposal is to concentrate attention on the event horizon as the peculiar feature of black hole
spacetimes. Indeed the obvious generalization would be to look at the Poisson algebra of generators of
diffeomorphism and see whether an appropriate subgroup of transformations acquires a central charge
on the near-horizon geometry of the r − t plane. We shall demonstrate, in the following section 2.4,
that the role of this two dimensional region is indeed crucial in determining the gravitational entropy.
In fact we shall see that the Bekenstein–Hawking formula can always be generalized to S = χA/8,
where χ is the Euler characteristic of the four dimensional manifold. Noticeably the non nullity of the
Euler characteristic is intimately linked to the non-triviality of the r− τ surface topology (in Euclidean
signature) which is, for non-extremal black holes, equal to S2.
This programme has been pursued in refs. [139, 140]. Although conclusive answers have not been
obtained yet, the results appear to be encouraging. The main problem at the moment seems to be
the uncertainty about how to impose boundary conditions at the event horizon. Moreover aside from
technical issues there is also a basic impossibility in this approach of describing any non-equilibrium
thermodynamical issue. In fact if one has to fix boundary conditions on an event horizon then this has
in a certain sense to fix the horizon itself. This is not too dramatic for what regards the explanation of
black hole entropy (which is intrinsically an equilibrium thermodynamics concept) but of course it is a
strong limitation if one wants to achieve a full understanding of the quantum dynamics of a black hole.
In any case this proposal appears to share these sort of problems with most of the above mentioned
approaches13.
After this survey of the proposals for explaining black hole thermodynamics we shall now consider
three different investigations with which we shall try to probe some interesting points in this field. The
contents of the next three sections are original. Section 2.4 will present work done in collaboration with
G. Pollifrone [11]. Section 2.5 is an investigation of incipient extremal black holes done in collaboration
with T. Rothman and S. Sonego [12].
2.4 Gravitational entropy and global structure
We have just seen that most of the explanations of black hole entropy give the horizon a central role.
Both the vacuum based approaches and the symmetry based ones have to rely heavily on the presence
of this special structure in order to justify the “anomalous behaviour” found for spacetimes with event
horizons 14.
A related interesting result can be found in refs. [92, 93]. There it has been shown that the
Bekenstein–Hawking law, S = A/4, for black hole entropy fails for extremal black holes. These ob-
jects were already considered “peculiar”, since their metric does not show any conical structure near to
13 For a thoughtful discussion about the non-equilibrium thermodynamics of black holes, see the seminal paper by
Sciama [149] and following works by Sciama and collaborators [150, 67] and Hu and collaborators [151].
14 The thermodynamical features described for the black holes can be found (with some non trivial differences) in all
spacetimes endowed with event horizons such as, for example, de Sitter and Rindler spacetimes.
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the event horizon, so that no conical singularity removal is required. Again this seems to imply a special
role for the two-dimensional surface r − τ in the vicinity of the horizon.
In this section we shall prove that the Euler characteristic and gravitational entropy can be related
in the same way in almost all known gravitational instantons endowed with event horizons. The non
triviality of the Euler characteristics of these “intrinsically thermal” spacetimes is strictly related to the
nature of the manifold near to the event horizon.
In particular, we shall show that the Euler characteristic and entropy have the same dependence on
the boundaries of the manifold and we will relate them by a general formula. This formulation extends to
a wide class of instantons, and in particular also to the Kerr metric, the known results [152, 153, 154, 155]
about such a dependence.
Finally, it is important to stress that in order to obtain this result one has to consider not only
the manifold M , associated with the Euclidean section describing the instanton, but also the related
manifold V , which is bounded by the sets of fixed points of the Killing vector, associated with isometries
in the imaginary time. This will imply boundary contributions also for cosmological, compact solutions.
2.4.1 Euler characteristic and manifold structure
The Gauss–Bonnet theorem proves that it is possible to obtain the Euler characteristic of a closed
Riemannian manifoldMn without boundary from the volume integral of the four-dimensional curvature:
SGauss−Bonnet =
1
32π2
∫
M
εabcdR
ab ∧Rcd, (2.54)
where the curvature two-form Rab is defined by the spin connection one-forms ω
a
b as
Rab = dω
a
b + ω
a
c ∧ ωcb. (2.55)
In a closed Riemannian manifoldMn, Chern [156, 157] has defined the Gauss–Bonnet differential n-form
Ω (with n even)
Ω =
(−1)n/2
2nπn/2(n2 )!
εa1...an/2R
a1a2 ∧ . . . ∧Ranan+1 , (2.56)
and has then shown that Ω can be defined in a manifold M2n−1 formed by the unit tangent vectors of
Mn. In such a way Ω can be expressed as the exterior derivative of a differential (n−1)-form in M2n−1.
Ω = −dΠ. (2.57)
In this way the original integral of Ω overMn can be performed over a submanifold V n ofM2n−1. This
n-dimensional submanifold is obtained as the image in M2n−1 of a continuous unit tangent vector field
defined over Mn with some isolated singular points. By applying Stokes’ theorem one thus gets
SvolumeGB =
∫
Mn
Ω =
∫
V n
Ω =
∫
∂V n
Π. (2.58)
Since the boundary of V n corresponds exactly to the singular points of the continuous unit tangent
vector field defined overMn, and bearing in mind that the sum of the indices of a vector field is equal to
the Euler characteristic, one finds that the integral of Π over the boundary of V n is equal to the Euler
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number χ. For manifolds with a boundary, this formula can be generalized [158]:
SGauss−Bonnet = SvolumeGB + S
boundary
GB
=
∫
Mn
Ω−
∫
∂Mn
Π =
∫
∂V n
Π−
∫
∂Mn
Π. (2.59)
Thus, the Euler characteristic of a manifold Mn vanishes when its boundary coincides with that of the
submanifold V n of M2n−1.
The four-manifolds which we shall consider can have a boundary formed by two disconnected hyper-
surfaces, say ∂Mn = (rin, rout). As far as V
n is concerned, the above quoted unit tangent vector field
coincides (again for the cases considered here) with the time-like Killing vector field ∂/∂τ . Hence the
boundary will be the set of fixed-points for such a vector field. The event horizon is always such a set;
then the boundaries of V n will be at rh and possibly at one of the actual boundaries of M
n which, for
sake of simplicity, we shall assume to be at rout.
2.4.2 Entropy for manifolds with a boundary
In the framework of Euclidean quantum gravity and following the definition of gravitational entropy
adopted in ref. [159], we consider a thermodynamical system with conserved charges Ci and relative
potentials µi, and we then work in a grand-canonical ensemble. The grand-partition function Z, the
free energy W and the entropy S are:
Z = Tr exp [−(βH− µiCi)] = exp [−W ], (2.60)
W = E − TS − µiCi, (2.61)
S = β(E − µiCi) + lnZ, (2.62)
respectively.
We now evaluate separately the two terms appearing on the right-hand side of Eq. (2.62). At the
tree level of the semiclassical expansion for a manifold M one has:
Z ∼ exp [−IE]
IE =
1
16π
∫
M
[(−R+ 2Λ) + Lm)] + 1
8π
∫
∂M
[K] , (2.63)
where IE is the on-shell Euclidean action and [K] = K − K0 is the difference between the extrinsic
curvature of the manifold and that of a reference background.
In order to compute Z and IE it is important to correctly take into account the boundaries of the
Euclidean manifoldM4 which in black hole spacetimes, after the compactification of the imaginary time,
has just a boundary at infinity. So the logatithm of the grand-partition function is given by
lnZ = − IE|∞ = − IE|∂M (2.64)
To obtain β(E − µiCi) one can consider the probability of transition between two hypersurfaces at τ
equals constant (where τ = it), say τ1 and τ2. In the presence of conserved charges one gets [159]:
〈τ1|τ2〉 = exp [−(τ2 − τ1)(E − µiCi)] ≈ exp [−IE]∂V . (2.65)
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The last equality in this equation is explained by the fact that a hypersurface at τ = const has a
boundary corresponding to the sets of fixed points for the Killing vector ∂/∂τ . Hence its boundary
coincides with that of V n.
β(E − µiCi) = IE|∞rh = IE|∂V (2.66)
Remarkably the above equations 2.64 and 2.66 lead to the conclusion that it is just the boundary term
of the Euclidean action which contributes to the gravitational entropy: the bulk part of the entropy
always cancels also for metrics that are not Ricci-flat. The entropy then depends on boundary values
of the extrinsic curvature only. Thus, one obtains
S = β(E − µiCi) + lnZ = 1
8π
(∫
∂V
[K]−
∫
∂M
[K]
)
. (2.67)
The analogy between Eq. (2.67) and Eq. (2.59) is self-evident. For the boundaries of V and M , the
same considerations as at the end of section 2.4.1 hold.
2.4.3 Gravitational entropy and Euler characteristic for spherically symmet-
ric metrics
We shall now prove, for a given class of Euclidean spherically symmetric metrics, a general relation
between gravitational entropy and the Euler characteristic.
Euler characteristic
In this section we compute the Euler characteristic for Euclidean spherically symmetric metrics of the
form
ds2 = e2U(r)dt2 + e−2U(r)dr2 +R2(r)d2Ω. (2.68)
The associated spin connections are
ω01 =
1
2
(
e2U
)′
dt, ω21 = eUR′dθ,
ω31 = eUR′ sin θdφ, ω32 = cos θdφ, (2.69)
and the Gauss–Bonnet action takes the form [153]
SvolumeGB =
1
32π2
∫
M
εabcdR
ab ∧Rcd = 1
4π2
∫
V
d(ω01 ∧R23)
=
1
4π2
∫
∂V
ω01 ∧R23. (2.70)
The boundary term is [153, 158]
SboundaryGB = −
1
32π2
∫
∂M
εabcd(2θ
ab ∧Rcd − 4
3
θab ∧ θae ∧ θeb)
= − 1
4π2
∫
∂M
ω01 ∧R23. (2.71)
Combining Eqs. (2.70) and (2.71) one eventually gets
SGauss−Bonnet = SvolumeGB + S
boundary
GB
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=
1
4π2
(∫
∂V
−
∫
∂M
)
ω01 ∧R23. (2.72)
where for the metrics (2.68)
R23 = dω23 + ω21 ∧ ω13 = (1− e2U (R′)2)dΩ
ω01 ∧R23 = 1
2
(
e2U
)′ [
1− e2U (R′)2]dΩ dt, (2.73)
and dΩ ≡ sin θdθdφ is the solid angle. As already said, we perform our calculations on Riemannian
manifolds with compactification of imaginary time, 0 ≤ τ ≤ β, which is the generalization of the conical
singularity removal condition for the metrics under consideration. It is easy to see that this corresponds
to choosing 15
β = 4π
[(
e2U
)′
r=rh
]−1
. (2.74)
By expressing Eq. (2.72) as a function of the actual boundaries, which are ∂V 4 = (rh, rout) and
∂M4 = (rin, rout), one gets
SGauss−Bonnet = 2
[
1− (eUR′)2]
rh
−
[(
e2U
)′]
r=rh
[(e2U )′(1− (eUR′)2)]rin
. (2.75)
We can also rewrite Eq. (2.75) in a more suitable form for our next purposes:
χ =
β
2π
[(
2U ′e2U
)(
1− e2UR′2
)]rh
rin
, (2.76)
expressing the Euler characteristic as a function of the inverse temperature β.
Entropy
For the metrics (2.68) one can obviously use the general formula (2.67). It is well known [159] that one
can write
[K] =
∫
∂M
[ωµnµ], (2.77)
where for the metrics (2.68) under investigation, ων and nν are
ωµ =
(
0,−2e2U (∂rU + 2∂r lnR) ,−2 cot θ
r2
, 0
)
,
nµ =
(
0,
1√
g11
, 0, 0
)
, (2.78)
and they lead to
ωµnµ = ω
1n1 = −2eU (∂rU + 2∂r lnR) . (2.79)
By subtracting from Eq. (2.79) the corresponding flat metric term
ds2 = dt2 + dr2 + r2dΩ2, (2.80)
15 Note that condition (2.74) gives an infinite range of time (no period) for extremal black hole metrics (i.e.
(e2U )′
∣∣
r=rh
= 0). This leaves open the question of knowing whether the period of imaginary time remains unfixed
or whether it has to be infinite, in correspondence with a zero temperature [93].
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one obtains
ωµ0 =
(
0,−4
r
,−2 cot θ
r2
, 0
)
,
n0µ = (0, 1, 0, 0), (2.81)
and so
[ωµnµ] = ω
µnµ − ωµ0n0µ = −2eU(∂rU + 2∂r lnR) +
4
r
. (2.82)
Performing the integration of Eq. (2.67) for a spherically symmetric metric, and writing explicitly the
dependence on boundaries, one gets
S = − βR
2
[
(U ′R+ 2R′)eU − 2R
r
]
eU
∣∣∣∣rin
rh
. (2.83)
Entropy and Topology
We can now prove that a relation between the gravitational entropy and the Euler characteristic can be
found for the general case under consideration. For the moment we shall consider only asymptotically flat
solutions with one bifurcate event horizon (more general solutions will be discussed afterwards). So we
can expect to have a boundary at infinity, rout =∞ while the inner boundary of M is generally missing
since the horizon, after removal of the conical singularity, becomes a regular point of the manifold 16.
So for asymptotically flat solutions with no inner boundary one gets
A = 4πR2(rh) (2.84)
S =
βR
2
[
(U ′R + 2R′)eU − 2R
r
]
eU
∣∣∣∣
r=rh
(2.85)
χ =
β
2π
(2U ′e2U )(1 − e2UR′2)
∣∣∣∣
r=rh
(2.86)
hence one can relate S and χ by their common dependence on β
S =
πχR
(2U ′e2U ) (1− e2UR′2)
[
(U ′R+ 2R′)e2U − 2R
r
eU
]∣∣∣∣
r=rh
. (2.87)
By definition, one has e2U
∣∣
r=rh
= 0, and Eq. (2.87) then gives
S = πχR(rh)
[
(e2U )′
]−1∣∣∣
r=rh
=
πχR2(rh)
2
=
χA
8
. (2.88)
Some remarks on Eq. (2.88) are in order.
One can wonder why, from the fact that e2U
∣∣
r=rh
= 0, it does not automatically follow (see equations
(2.85) and (2.86)) that S = 0 and χ = 0. The key point here is that for r → rh one should expect
U ′(r) → ∞ in such a way as to cancel out with e2U . In fact we can generically write U = 12 ln [f(r)]
with f(rh) = 0. In this case one gets
U ′ · e2U = 1
2
f ′(r)
f(r)
· f(r) = 1
2
f ′(r) (2.89)
16 The fact that in extremal geometries such a conical structure is not present — as discussed in section 2.2.1 — can be
seen as a consequence of the fact that the horizon in these cases is infinitely far away along spacelike directions (actually
in Euclidean signature this is so along all of the possible directions): any free falling observer will take an infinite proper
time to fall into the black hole. In this case the horizon can be then treated as an inner boundary of M4 [92]; we shall
soon see the consequences of this.
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So in the above formulae S = χ = 0 only if f ′(rh) = 0, but this is exactly the condition that leads to
zero temperature (infinite period β) in equation (2.74), which is the condition for obtaining extremality.
Actually Eq. (2.67) has been obtained in a grand-canonical ensemble so this formula a priori is valid
only for instantons endowed with non-zero intrinsic temperature. This could not then be extended to
extremal solutions. Nevertheless, in analogy with [92], we can work with an arbitrary (un-fixed) β,
this is all that we need to arrive at equation (2.88). We can then conjecture that Eq. (2.88) is the
general formula, which can be applied to all of the known cases of instantons with horizons. The lack
of intrinsic thermodynamics is simply deducible from Eq. (2.88) by considerations about the topology
of the manifold.
In fact the crucial point is that the boundaries of V and M always coincide for extremal black holes
and this automatically leads to the result χ = S = 0 for this class of solutions 17. So not only does the
topology of the r− τ plane appear to determine the gravitational entropy, but we now clearly see how a
change in the topological nature of the horizon is at the basis of the different thermodynamical behaviour
of extremal black holes. The last conclusion is also in agreement with various other semiclassical
calculations (see [160] for a comprehensive review).
We shall now consider both black hole and cosmological solutions and show how relation (2.88) is
implemented in these cases. As far as the cosmological solutions are concerned, they are compact, and
therefore ∂M = 0. Instead, the boundary of V n is only at the horizon which now is also the maximal
radius for the space; hence the formulae for entropy and Euler characteristic are still applicable, setting
rout = 0 and taking into account a reversal of sign due to the fact that in these instantons the horizon is
an external boundary of V n. Given that these are just special cases of the general procedure described
before, we shall just give the basic formulae and refer to the original paper [11] for detailed derivation.
Schwarzschild instanton: topology R2 × S2, χ = 2
We first consider the Schwarzschild black hole. In this case the elements of the general metric (2.68)
are:
e2U = (1− 2M/r),
R = r (2.90)
and the relations (2.85 and 2.86) take the form
S =
βrh
4
, (2.91)
χ = βrh
1
2πr2h
. (2.92)
Now, combining Eqs. (2.91) and (2.92), one obtains
S =
π
2
χr2h =
χA
8
. (2.93)
17 This can also be interpreted as a change in the global structure of the r − τ plane and hence in the topology of the
manifold. The latter is in fact equal to S1×R×S2 for extremal solutions instead of the standard S2×R2 for non-extremal
black holes.
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Dilaton U(1) black holes: topology R2 × S2, χ = 2
The dilaton U(1) black hole solutions can be parametrized by a parameter a with range 0 ≤ a ≤ 1
(where a = 0 corresponds to the Reissner–Nordstro¨m black hole). One has
e2U =
(
1− r+
r
)(
1− r−
r
) 1−a2
1+a2
R = r
(
1− r−
r
) a2
1+a2
M =
r+
2
+
1− a2
1 + a2
r−
2
Q2 =
r+r−
1 + a2
rh = r+. (2.94)
In this case,
S =
βrh
4
, (2.95)
χ = βrh
1
2πR2h
. (2.96)
Taking into account that for this class of solutions A = 4πR2h, it is again easy to see from Eqs. (2.95)
and (2.96), that
S =
π
2
χR2h =
χA
8
. (2.97)
de Sitter instanton: topology S4, χ = 2
In the de Sitter cosmological case, we can show that the relation in Eq. (2.88) is due to the boundary
structure of the manifold (horizons and “real” boundaries) and not to the presence of a black hole.
There is now only a cosmological horizon and no proper boundary for M , and the topology of the de
Sitter instanton is a four-sphere. One has
e2U =
(
1− Λ
3
r2
)
R = r
rΛ =
√
3
Λ
A =
12π
Λ
β = 2π
√
3
Λ
(2.98)
where rΛ and A are respectively the radius and area of the cosmological horizon. For this sort of compact
manifold no Minkowskian subtraction is needed; hence, by using Eq. (2.79) one straightforwardly gets
S =
1
8π
∫
∂V
K. (2.99)
From Eq. (2.82) it is easy to find
ωµnµ = 2
rΛ
3
1[
1− ( r2Λ3 )]1/2 −
2
r
[
1−
(
r2Λ
3
)]1/2 (2.100)
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Hence, bearing in mind Eq. (2.77), one obtains
S =
1
16π
∫
rΛ
ωµnµe
U r2 sin θ dθ dτ dφ =
β2
4π
. (2.101)
By using Eq. (2.76) with rin = 0 and rh = rΛ, the Euler characteristic is
χ =
β2Λ
6π2
. (2.102)
Then, combining Eqs. (2.101) and (2.102), it is easy to check that Eq. (2.88) also holds in the de Sitter
case.
Nariai instanton: topology S2 × S2, χ = 4
The Nariai instanton is the only non-singular solution of the Euclidean vacuum Einstein equation for a
given massM and cosmological constant Λ. It can be regarded as the limiting case of the Schwarzschild–
de Sitter solution when one equates the surface gravity of the black hole to that of the cosmological
horizon in order to remove all conical singularities. This might seem meaningless since, in Schwarzschild–
de Sitter coordinates, the Euclidean section appears to shrink to zero (the black hole and cosmological
horizons coincide). However this is due just to an inappropriate choice of coordinates and by making
an appropriate change of coordinates [161, 162], the volume of the Euclidean section is well defined and
non vanishing. In this coordinate system, one still deals with a spherically symmetric metric, and the
vierbein forms are
e0 =
1√
Λ
sin ξdψ, e1 =
1√
Λ
dξ, (2.103)
e2 =
1√
Λ
dθ, e3 =
1√
Λ
sin θdφ. (2.104)
Also, one has
R = Λ−1/2,
A =
4π
Λ
,
β =
2π√
Λ
. (2.105)
The ranges of integration are 0 ≤ ψ ≤ β√Λ, 0 ≤ ξ ≤ π, 0 ≤ θ ≤ 2π, 0 ≤ φ ≤ 2π. The extremes of ξ
correspond to the cosmological horizon and to the black hole horizon [162]. It is worth noting that the
period of the imaginary time, ψ, is β
√
Λ, instead of the usual β. This is due to the normalization of the
time-like Killing vector which one is forced to choose in this spacetime18.
The form of the Nariai metric does not enable us to apply Eq. (2.76) and so we compute the Euler
characteristic from the beginning. We obtain
SGB =
1
4π2
∫ π
0
sin ξdξ
∫ β√Λ
0
dψ
∫ π
0
sin θdθ
∫ 2π
0
dφ =
2β
√
Λ
π
. (2.106)
By substituting for β, one can check that Eq. (2.106) gives the correct result. In fact, the Nariai
instanton has topology S2 × S2; hence its Euler number, bearing in mind the product formula, is
χ = 2× 2 = 4.
18 For a wider discussion of this point, see the Appendix of Ref. [162].
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The entropy can be easily calculated from Eq. (2.99). In this case the extrinsic curvature is given
by
K = −
√
Λ
cos ξ
sin ξ
, (2.107)
and one obtains
S = − 1
8π
∫ 2π
0
dφ
∫ π
0
sin θdθ
∫ β√Λ
0
[√
Λ cos ξ
Λ3/2
]π
0
dψ =
β√
Λ
. (2.108)
It is now easy to check that the combination of Eqs. (2.106) and (2.108) gives Eq. (2.88). Remarkably,
this implies that Eq. (2.88) cannot be cast in the form
S =
(χ
2
)α A
4
, (2.109)
where α could in principle be any positive constant. Since Eq. (2.88) holds also for the Nariai instanton,
for which χ/2 6= 1, then α must be fixed to 1.
As a further generalization, we shall now see how these results can be extended to the case of
axisymmetric metrics.
2.4.4 Kerr metric
The Kerr solution describes the stationary axisymmetric asymptotically flat gravitational field outside
a rotating black hole with mass M and angular momentum J . The Kerr black hole can also be viewed
as the final state of a collapsing star, uniquely determined by its mass and rate of rotation. Moreover,
its thermodynamical behaviour is very different from Schwarzschild or Reissner–No¨rdstrom black holes,
because of its much more complicated causal structure 19. Hence studying it is of great interest for
understanding the properties of astrophysical objects, as well as for checking any conjecture about the
thermodynamical properties of black holes.
In terms of Boyer–Lindquist coordinates, the Euclidean Kerr metric is [163]
ds2 =
∆
ρ2
[
dt− asin2θdϕ]2 + ρ2
∆
dr2 + ρ2dθ2 +
sin2 θ
ρ2
[ (
r2 + a2
)
dϕ− adt
]2
, (2.110)
where
ρ = r2 + a2 cos2 θ,
∆ = r2 − 2Mr + a2. (2.111)
Here a is the angular momentum per unit mass as measured from infinity (which vanishes in the
Schwarzschild limit) and ∆ is the Kerr horizon function. The roots of the horizon function ∆ correspond
to two null-like surfaces at
r± =M ±
√
M2 − a2, (2.112)
where r+ is the Kerr black hole event horizon and r− is the Cauchy horizon around the ring singularity
at ρ = 0. The area and the black hole angular velocity are respectively
A = 4π(r2+ + a
2), (2.113)
Ω =
a
(r2+ + a
2)
, (2.114)
19 For instance, Wald pointed out that in a Kerr black hole it is not possible to mimic the Unruh–Rindler case to explain
its thermal behaviour [7].
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In this case, the lack of spherical symmetry forces us to use the general form of the Gauss–Bonnet
integral Eq. (2.54). From the Kerr metric one can calculate the spin connections ωab and the Ricci
tensor (2.55). Using the nilpotency of the exterior derivative operator d, the Gauss–Bonnet action in
Eq. (2.59) takes the form
SGB = − 1
4π2
∫ (
ω01 ∧ dω23 + ω02 ∧ ω21 ∧ ω23 + ω03 ∧ ω31 ∧ ω23 + ω02 ∧ dω31)
rh
, (2.115)
where dω31 can be expressed in terms of a suitable combination (wedge product) of the type ei ∧ ej ,
and rh is the radius of the Kerr horizon (i.e. the larger positive root of ∆ = 0).
At this stage some remarks are in order. In the Euclidean path-integral approach, the Kerr solution
is an instanton (i.e. a non-singular solution of the Euclidean action) only after the identification of the
points (τ, r, θ, ϕ) and (τ +2πκ−11 , r, θ, ϕ+2πκ
−1
1 κ2) [89], where κ1 = κ is the surface gravity of the black
hole and κ2 = ±Ω. With this identification, the Euclidean section has topology R2 × S2 and χ = 2.
The condition of a periodic isometry group implies κ2/κ1 = q [152], where q ∈ Q is a rational number.
By using this relation, it is easy to see that the periods are:
βτ = 2πκ1 = 4π
Mrh√
(M2 − a2) ,
βϕ = 2π
κ2
κ1
= 2πq, (2.116)
If one were to set q 6= 1, Eq. (2.67) for the black hole entropy would acquire a factor q, but this spurious
factor would be absorbed into the change of the period of ϕ implying a redefinition of the black hole
area (2.114), which would become A = 4πq(r2h+a
2). Therefore one still expects S = A/4, and the fixing
of q = 1 will not bring about a loss of generality. Moreover in this way the area will be the “physical”
one, as written in Eq. (2.114). Hence the Euler number is
χ =
Mrh(rh −M)
4π2
∫ β
0
dτ
∫ 2π
0
dϕ
∫ π
0
(
r2h − 3a4 cos4θ
)
(r2h + a
2 cos2θ)
3 sin θdθ
=
2
π
β(rh −M) Mrh
(r2h + a
2)
2 . (2.117)
Bearing in mind Eq. (2.116) and that (r2h + a
2) = 2Mrh, one eventually gets
χ = 8
M2r2h
(r2h + a
2)
2 = 2. (2.118)
As far as the entropy is concerned, we here follow the procedure outlined in Sec. 2.5.2 and 2.5.4.
From Eq. (2.67), writing ωµ as
ωµ = − 2√
g
(
∂
√
g
∂xν
)
gµν − ∂gνµ
∂xν
, (2.119)
and bearing in mind that the Kerr determinant is
√
g = ρ2 sin θ, (2.120)
one finds
ωµ =
(
0,−2r∆
ρ4
,−2(r −M)
ρ2
,−2cot θ
ρ2
, 0
)
,
nµ =
(
0,
ρ√
∆
, 0, 0
)
. (2.121)
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By subtracting the flat Minkowskian term ωµ (see Eq. (2.81)) one easily obtains
[ωµnµ] = − 2
ρ
√
∆
(
r∆
ρ2
+ r −M
)
+
4
r
. (2.122)
One can then evaluate the Kerr black hole entropy:
S = − 1
16π
∫ β
0
dτ
∫ π
0
dϕ
∫ 2π
0
dθρ
√
∆sin θ ·[
− 2
ρ
√
∆
(
r∆
ρ2
+ r −M
)
+
4
r
]
rh
=
β
2
(rh −M), (2.123)
Thus, combining Eqs. (2.117) and (2.123), one has
S =
π
4
(
r2h + a
2
)2
Mrh
χ =
1
2
π
(
r2h + a
2
)
χ =
A
8
χ. (2.124)
2.4.5 Discussion
This investigation into the link between topology and gravitational entropy leads us to two interesting
conclusions. The first one is related to the fact that we have found a very wide class of instantons for
which the same relation between entropy, Euler characteristic and horizon area holds. This relation
is telling us that intrinsic thermodynamical behaviour is common to most of the spacetimes with non
trivial topological structure in the τ − r plane.
The fact that the Euler characteristic is the only non-trivial topological invariant for the instantons
which we have considered suggests that the formula which we have found can eventually be generalized
for solutions with other non null invariants. It would be interesting to consider spacetimes characterized
by horizons with non spherical topology. In General Relativity event horizons are guaranteed to have an
S2 topology [76, 164] and so this proposal would require the study of solutions of more general theories
of gravitation. We leave this as a possible future research field.
The second interesting issue is that this alternative derivation and generalization of the Bekenstein–
Hawking entropy seems to imply that the entropy of extremal solutions is actually zero. So semiclassical
extremal black holes would apparently satisfy Planck’s postulate (S = 0). This is actually not exact.
In fact, we saw that the Nernst formulation of the third law is violated in black hole thermodynamics.
Indeed, even if extremal black holes had a vanishing entropy, zero is not the value to which the entropy
of nearly extremal black holes tends in the κ→ 0 limit.
This lack of a good limit hints at the existence of a discontinuity in thermodynamical behaviour
between non-extremal black holes and extremal ones [165, 166, 160, 85]. In some sense this seems
to imply that one object is not the zero temperature limit of the other20. Our calculation and those
cited above have so far dealt with eternal black holes. It is thus unclear whether the thermodynamic
discontinuity just mentioned applies to the case of black holes formed by collapse.
For this reason we shall now examine particle production by an “incipient” Reissner–Nordstro¨m
(RN) black hole: A spherically symmetric collapsing charged body whose exterior metric is RN 21. This
20 This is apparently in conflict with string theory results. As we said in section 2.3.4, this could be explained via some
non-trivial issue hidden in the procedure for obtaining the semiclassical limit. Unfortunately such an issue is still far from
being understood and we shall not treat it further here.
21 In doing this we shall not address the issue of actually constructing solutions of the Einstein equations that describe
the collapse of charged configurations, because some simple solutions of this kind can already be found in the literature [167,
168, 169]. For the moment we assume that a model can be found in which collapse leads to a black hole with Q2 =M2.
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investigation will lead us to the conclusion that incipient extremal black holes are not thermal objects
and that the notion of zero temperature is ill-defined for them. We shall see that, as a consequence of
this result, one may need to go to a full semiclassical theory of gravity, including backreaction, in order
to make sense of the third law of black hole thermodynamics.
2.5 Incipient Extremal Black Holes
We shall start by approaching the problem in the standard fashion, that is by modelling the collapse by
a mirror moving in two-dimensional Minkowski spacetime [53]. The spectra resulting from the mirror’s
worldline will then be the same as that of the black hole, up to gray-body factors due to the nontrivial
metric coefficients of RN spacetime and to the different dimensionality.
In order to pursue this approach the first problem which one has to face is to determine the appro-
priate worldline to use for the mirror. This requires finding a set of coordinates that are regular on the
event horizon, that is Kruskal-like coordinates for an extremal Reissner–Nordstro¨m black hole.
2.5.1 Kruskal-like coordinates for the extremal RN solution
Several textbooks in General Relativity (see, for example, Refs. [1, 2]) imply that Carter [170] found
the maximal analytical extension of RN spacetime for Q2 = M2. In fact he made a very ingenious
qualitative analysis without actually providing an analog of the Kruskal coordinates for the extremal
case. Nevertheless, for our analysis it is essential to have such a coordinate transformation. For this
reason we are going to retrace the steps leading to the maximal analytic extension of RN, paying close
attention to the difference between the non extremal and extremal situations.
The first step in the procedure is to define the so-called “tortoise” coordinate, which is then used to
construct the Kruskal coordinates. We start with the usual form of the RN geometry,
ds2 = −
(
1− 2M
r
+
Q2
r2
)
dt2 +
(
1− 2M
r
+
Q2
r2
)−1
dr2 + r2 dΩ2 , (2.125)
where dΩ2 is the metric on the unit sphere. The tortoise coordinate r∗(Q,M) is given by
r∗(Q,M) =
∫
dr
(1− 2M/r +Q2/r2) . (2.126)
Carrying out the integration yields, for the non extremal case,
r∗(Q,M) = r +
1
2
√
M2 −Q2
(
r2+ ln(r − r+)− r2− ln(r − r−)
)
+ const, (2.127)
where as usual r± =M ±
√
M2 −Q2.
Now, if we set Q2 =M2 in Eq. (2.126) before integrating, we find the “extremal” r∗:
r∗(M,M) = r + 2M
(
ln(r −M)− M
2(r −M)
)
+ const. (2.128)
Note that the coordinate r∗(M,M) diverges only at r =M , but setting Q2 =M2 in r∗(Q,M) appears
to yield the indeterminate form 0/0. However, if we let Q2 =M2(1− ǫ2), with ǫ≪ 1, and work to first
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order in ǫ, it is straightforward to show that Eq. (2.127) does reduce to Eq. (2.128). Therefore r∗ is
continuous even for the extremal case.
Unfortunately, the Kruskal transformation itself breaks down at that point. The Kruskal transfor-
mation is
U = −e−κu ⇔ u = − 1
κ
ln(−U)
V = eκv ⇔ v = 1
κ
lnV
 , (2.129)
where
u = t− r∗
v = t+ r∗
}
(2.130)
are the retarded and advanced Eddington–Finkelstein coordinates, respectively, and κ is the surface
gravity. The latter is defined as
κ = lim
r→r+
1
2
d
dr
(
1− 2M
r
+
Q2
r2
)
=
√
M2 −Q2
r2+
, (2.131)
and vanishes for Q2 = M2. Therefore the Kruskal coordinates U and V become constant for any value
of u and v and so the transformation (2.129) becomes ill-defined at that point.
We are nonetheless able to remedy this situation. Note that the Eddington-Finkelstein coordinates
are constructed by adding or subtracting r∗ to t, as in equations (2.130) above. Now, for the extremal
case, r∗ is given by Eq. (2.128), which has the extra pole M2/(r − M) with respect to the strictly
logarithmic dependence of the Schwarzschild and non extremal RN cases (compare Eq. (2.127)). The
simplest thing to do is define a function
ψ(ξ) = 4M
(
ln ξ − M
2ξ
)
(2.132)
and guess that a suitable generalization of the Kruskal transformation is
u = −ψ(−U)
v = ψ(V)
}
. (2.133)
Note that ψ′(ξ) = 4M/ξ+2M2/ξ2 > 0, always, and so ψ is monotonic; therefore (2.133) is a well-defined
coordinate transformation. Note also that
r∗(M,M) = r +
1
2
ψ(r −M), (2.134)
which means that near to the horizon22
r∗(M,M) ∼ 1
2
ψ(r −M) . (2.135)
We can give our choice of ψ added motivation by noting that near to the horizon Eq. (2.127) gives
r∗(Q,M) ∼ 1
2κ
ln(r − r+) . (2.136)
Thus we see that the function κ−1 ln(· · ·) which appears in the transformation (2.129) from Kruskal
to the Eddington–Finkelstein coordinates, is just twice the one which gives a singular contribution to
r∗(Q,M) at r = r+. Our extension (2.133) is therefore analogous to the Kruskal transformation (2.129):
22Hereafter, for two functions f and g, we use the notation f ∼ g to mean lim f/g = 1 in some asymptotic regime.
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we choose ψ as the part of r∗ that is singular at r = r+, a procedure that should work in other, similar
situations.
For (2.133) to be a good coordinate extension, the new coordinates U and V must be regular on the
event horizon, H+. This will be the case if after the coordinate transformation the metric is singular
only at r = 0. Fortunately it is possible to explicitly show [12] that this is verified for (2.133) and
consequently, U and V are good Kruskal-like coordinates.
Notice that the coordinates u and v defined by the transformation (2.129) do not tend to those
given by (2.133) as Q2 → M2. This is related to the fact that the maximal analytic extensions of RN
spacetime are qualitatively different in the two cases [2], and is further evidence of the discontinuous
behaviour mentioned before.
2.5.2 Asymptotic worldlines
With the result of the previous section in hand we are now able to construct late-time asymptotic
solutions for the incipient extremal black hole. Our goal is to find an equation for the centre of the
collapsing star (in the coordinates u and v) that is valid at late times. Equation (2.130) gives u and v
outside the collapsing star, but the centre of the star is, of course, in the interior. We must therefore
extend u and v into the interior. Since u and v are null coordinates, representing outgoing and ingoing
light rays respectively, the extension can be accomplished almost trivially by associating any event in
the interior of the star with the u and v values of the light rays that intersect at this event.
The most general form of the metric for the interior of a spherically symmetric star can be written
as
ds2 = γ(τ, χ)2(−dτ2 + dχ2) + ρ(τ, χ)2 dΩ2 , (2.137)
where γ and ρ are functions that can be chosen to be regular on the horizon. From the coordinates τ
and χ we can construct interior null coordinates U = τ − χ and V = τ + χ, which will also be regular
on the horizon. The centre of the star can be taken at χ = 0, in which case V = U and dV = dU there
(see Fig. 2.1). Because the Kruskal coordinates U and V are regular everywhere, they can be matched
to U and V . In particular, if two nearby outgoing rays differ by dU inside the star, then they will also
differ outside by dU = β(U)dU , with β being a regular function. By the same token, since V and v are
regular everywhere, we have dV = ζ(v)dv, where ζ is another regular function. In fact, if we consider
the last ray v = v¯ that passes through the centre of the star before the formation of the horizon, then
to first order dV = ζ(v¯)dv, where ζ(v¯) is now constant.
We can write near the horizon
dU = β(0)
dU
du
du . (2.138)
Since for the centre of the star dU = dV = ζ(v¯)dv, this immediately integrates to
ζ(v¯)(v − v¯) = β(0)U(u) = −β(0)ψ−1 (−u) ∼ −2β(0)M
2
u
. (2.139)
The last approximation follows from Eq. (2.132) where ξ ∼ ψ−1(−2M2/ξ) near the horizon.
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Figure 2.1: A representation of gravitational collapse in null coordinates. The portion of spacetime
beyond the event horizon H+ is not shown.
Thus the late-time worldline for the centre of the star is, finally, represented by the equation 23
v ∼ v¯ − A
u
, u→ +∞ , (2.140)
where A = 2β(0)M2/ζ(v¯) is a positive constant that depends on the details of the internal metric and
consequently on the dynamics of collapse.
We first note that the worldline (2.140) differs from the one resulting from the collapse of a nonex-
tremal object, which would be of the form (see for example [53, 4, 172])
v ∼ v¯ −Be−κu , u→ +∞ . (2.141)
One immediately wonders, then, if our result can be recovered in the case of nonextremal black holes by
simply going to a higher order approximation for the asymptotic worldline of the centre of the collapsing
star. It is easy to see that this is not the case. Recall that in the Kruskal coordinates U and V , the
horizon is located at U = 0. Suppose that the worldline of the centre of the star crosses the horizon at
some V = V . Let us expand V(U) in a Taylor series around U = 0 such that V = V +α1 U +α2 U2. The
term α1 U ∝ e−κu is the usual one found for the thermal case and α2 U2 is the correction. However,
U2 ∝ e−2κu and so this term is also a constant for extremal incipient black holes. In fact the corrections
are constant to arbitrary order. The extremal worldline in no sense, therefore, represents a limit of the
nonextremal case but implies a real discontinuity in the asymptotic behaviour of the collapsing object.
Equations (2.140) and (2.141) contain the constants A and B, which are determined by the dynamics
of collapse. In the non extremal case, it is known that no measurement performed at late times can be
used to infer the value of B, thus enforcing the no-hair theorems. In particular, the spectrum of Hawking
radiation depends only on the surface gravity κ. It is natural to ask whether a similar statement holds
true also for extremal black holes. This point will be analyzed in the following sections.
23 This result was also obtained by Vanzo [171] for a collapsing extremal thin shell, but without considering a coordinate
extension. Our method is completely general and shows that Eq. (2.140) follows only from the kinematics of collapse and
the fact that the external geometry is the extremal RN one.
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2.5.3 Bogoliubov coefficients
Let us now consider a test quantum field in the spacetime of an incipient extremal RN black hole. For the
sake of simplicity, and without loss of generality, we can restrict our analysis to the case of a hermitian,
massless scalar field φ. Instead of dealing with a proper black hole, we consider a two-dimensional
Minkowski spacetime with a timelike boundary [53, 4]. This spacetime is described by null coordinates
(u, v) and the equation governing the boundary is the same that describes the worldline of the centre
of the star, say v = p(u) 24. At the centre of the star the ingoing modes of φ become outgoing, and vice
versa; this translates into the requirement that at the spacetime boundary there is perfect reflection, or
that φ(u, p(u)) ≡ 0. Hence, the idea of a “mirror”: the timelike boundary in Minkowski spacetime is
traced out by a one-dimensional moving mirror for the field φ.
In general, for a worldline v = p(u) one has dτ =
√
p′(u) du, where τ is the proper time along the
worldline. From this and the fact that the acceleration for the trajectory in two-dimensional Minkowski
spacetime is a = 12
√
p′′(u)2/p′(u)3 , one can easily check that Eqs. (2.140) and (2.141) yield a2 = 1/A
and a2 = κeκu/(4B), respectively. Thus we see that an incipient extremal black hole is modeled at
late times by a uniformly accelerated mirror; for nonextremal black holes the acceleration of the mirror
increases exponentially with time. In both cases the worldline of the mirror has a null asymptote v = v¯
in the future, while it starts from the timelike past infinity i− at t = −∞.
Without loss of generality, one can assume that the mirror is static for t < 0. A suitable worldline
is then
p(u) = uΘ(−u) + f(u)Θ(u) , (2.142)
where Θ is the step function, defined as
Θ(ξ) =
{
1 if ξ ≥ 0 ,
0 if ξ < 0 ,
(2.143)
and f(u) is a function with the asymptotic form (2.140). In order for the worldline to be C1, f(u) must
be such that f(0) = 0 and f ′(0) = 1 . To simplify calculations, it is convenient to choose f(u) to be
hyperbolic at all times [4], i.e.,
f(u) =
√
A− A
u+
√
A
, (2.144)
which coincides with the function on the right hand side of Eq. (2.140), up to a (physically irrelevant)
translation of the origin of the coordinates.
Due to the motion of the mirror, one expects that the In and Out vacuum states will differ, leading
to particle production whose spectrum depends on the function p(u). In our case, because the worldline
of the mirror has a null asymptote v = v¯ in the future but no asymptotes in the past, the explicit forms
of the relevant In and Out modes for φ are easily shown to be
φ(in)ω (u, v) =
i√
4πω
(
e−iωv − e−iωp(u)
)
(2.145)
and
φ(out)ω (u, v) =
i√
4πω
(
e−iωu −Θ(v¯ − v) e−iωq(v)
)
, (2.146)
24 In Refs. [53, 4, 173] the function p is defined somewhat differently. For a generic shape x = z(t) of the boundary, one
first defines a quantity τu through the implicit relation τu − z(τu) = u. Then, the function is defined as p(u) = 2τu − u,
which is exactly the phase of the outgoing component of the In modes, and v = p(u) is just the equation for the worldline
of the boundary.
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where q(v) = p−1(v) and ω > 0. The spectrum of particles created in such a scenario is known although,
to our knowledge, no one has pointed out the correspondence with the formation of extremal black holes.
However, since the result is something of a textbook case, we here merely summarize the main steps;
for details, see for example Ref. [4], p 109.
The In and Out states of φ can be related by the Bogoliubov coefficients:
αωω′ =
(
φ(out)ω , φ
(in)
ω′
)
= −i
∫ +∞
0
dx
[
φ(out)ω (u, v)
↔
∂ t φ
(in)
ω′ (u, v)
∗
]
t=0
; (2.147)
βωω′ = −
(
φ(out)ω , φ
(in)∗
ω′
)
= i
∫ +∞
0
dx
[
φ(out)ω (u, v)
↔
∂ t φ
(in)
ω′ (u, v)
]
t=0
. (2.148)
There has been some discussion in the literature [174] about whether the calculation of the Bogoliubov
coefficients by Fulling and Davies [53, 4] is correct. We find that their approximations are valid in the
asymptotic regime of interest to us.
The spectrum of created particles is given by the expectation value of the “out quanta” contained
in the In state, 〈0, in|N (out)ω |0, in〉. In terms of the Bogoliubov coefficients, this spectrum is
〈Nω〉 =
∫ +∞
0
dω′ |βωω′ |2 , (2.149)
where 〈Nω〉 is a shorthand for 〈0, in|N (out)ω |0, in〉.
With the choice (2.144), one can compute the Bogoliubov coefficients which are appropriate in the
asymptotic regime t→ +∞. Performing the integrals in Eqs. (2.147) and (2.148) gives [4]
αωω′ ≈ i
√
A
π
e−i
√
A(ω+ω′)K1(2i(Aωω
′)1/2) , (2.150)
βωω′ ≈
√
A
π
ei
√
A(ω−ω′)K1(2(Aωω′)1/2) , (2.151)
where K1 is a modified Bessel function, shown in Fig. 2. For argument z, K1(z) ∼ 1/z for z → 0, and
K1(z) ∼
√
π/(2z) e−z when z → +∞ [175].
We emphasize that Eqs. (2.150) and (2.151) do not correspond to a full evaluation of the integrals in
Eqs. (2.147) and (2.148), but only take into account the contribution for x ≈ √A, i.e., from the mirror
worldline at u→ +∞. This is the only part of the Bogoliubov coefficients that can be related to particle
creation by an incipient black hole, because any other contribution corresponds to particles created much
earlier, and depends therefore on the arbitrary choice of p(u) in the non-asymptotic regime. Clearly,
since 〈Nω〉 6= 0, there is particle creation by the incipient extremal RN black hole 25.
Due to the 1/(ωω′) in the asymptotic form of |βωω′ |2, the spectrum (2.149) diverges at low frequen-
cies. The divergence in ω′ has the same origin as the one that appears in the case of non extremal black
holes, where
|βωω′ |2 = 1
2πω′
(
1
e2πω/κ − 1
)
. (2.152)
These Bogoliubov coefficients also contain a logarithmic divergence in ω′, which is due to the evaluation
of the mode functions at u = +∞ and for that reason can be interpreted as an accumulation of
25 This result is only apparently in contradiction with the analysis performed in Ref. [171], where it is claimed that there
is no emission of neutral scalar particles. In fact, such a conclusion was derived for a massive field in the ultra-relativistic
limit, and agrees with the exponential behaviour of K1 at large values of ω.
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Figure 2.2: Plot of the modified Bessel function K1(z), squared.
an infinite number of particles after an infinite time. The divergence can be removed, however, as
Hawking suggested [176] by the use of wave packets instead of plane-wave In states; this has the effect
of introducing a frequency cutoff.
Contrary to what happens in the non extremal case, 〈Nω〉 is not a Planckian distribution and
therefore the spectrum of created particles is nonthermal. Thus, the notion of temperature is undefined.
This result supports the view that an extremal black hole is not the zero temperature limit of a non
extremal one. However, it would be premature to base such conclusions only on the basis of Eq. (2.149),
because the Bogoliubov coefficients tell us only that particles are created at some time in the late stages
of collapse, which does not necessarily mean that such creation takes place at a steady rate.
Noticeably equations (2.149) and (2.151) also indicate that an incipient extremal RN black hole
creates particles with a spectrum that depends on the constant A. These results immediately raise two
problems.
First, since particle creation leads to black hole evaporation, it seems that (some version of) the
cosmic censorship conjecture could be violated. Indeed, emission of neutral scalar particles implies a
decrease in M , while Q remains constant; evidently, a transition to a naked singularity (Q2 > M2)
should take place.
Second, the dependence of the spectrum on A, which in turn depends on the details of collapse, raises
the possibility of getting information about the collapsing object through measurements performed at
late times, a contradiction of the no-hair theorems.
In order to clarify these issues, in the next two sections we shall refine our conclusions through an
analysis of the stress-energy tensor of the quantum field.
2.5.4 Preservation of cosmic censorship
We consider here the first of the problems mentioned above. The luminosity of the black hole, the
rate of change of M , is given by the flux of created particles at infinity, or the Tuu component of the
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stress-energy tensor.
We saw in chapter 1 that the expectation value of Tuu for the case of a moving boundary in two-
dimensional Minkowski spacetime is given by the Schwartzian derivative of p(u)
〈:Tuu :〉 = 1
4π
(
1
4
(
p′′
p′
)2
− 1
6
p′′′
p′
)
. (2.153)
where the primes denote derivatives with respect to u.
Inserting the form (2.142) of p, with f given by Eq. (2.144), into Eq. (2.153), one gets
〈:Tuu :〉 = 1
24π
√
A
δ(u) . (2.154)
Thus, the only non-vanishing contribution to 〈:Tuu :〉 is due to the transition from uniform to hyperbolic
motion that takes place at t = 0. For the discussion of incipient black holes, only the behaviour for
u → +∞ is relevant, and so this feature is uninteresting. On the other hand, in the hyperbolic regime
〈: Tuu :〉 vanishes identically. (It is also straightforward to check from Eq. (2.153) that, conversely, a
hyperbolic worldline is the only one with nonzero acceleration that leads to 〈:Tuu :〉 = 0.)
This result shows that the flux due to an incipient extremal black hole vanishes asymptotically at
late times. Consequently, extremal black holes do not lose mass 26, and cosmic censorship is preserved.
However, the nonzero value of βωω′ clearly shows that there is particle creation during collapse. Cosmic
censorship has apparently been rescued only at the price of introducing a paradox, namely: particles
are created and their flux has zero expectation value. How can these two statements be simultaneously
true?
This puzzling situation has been extensively discussed in the context of particle emission from a
uniformly accelerating mirror [53, 4, 52]. Fulling and Davies [53] explain the net zero energy flux in
the presence of nonzero βωω′ by a special cancellation of the created modes via quantum interference,
which is due to contributions from the coefficients αωω′ . In section 2.5.6 we analyze this issue further
by examining the response function of an ideal detector.
2.5.5 Preservation of the no-hair theorems
We now turn to the second of the problems mentioned earlier: given that the spectrum contains the
constant A, do extremal black holes violate the no-hair theorems? The result 〈: Tuu :〉 = 0 suggests
an escape — in spite of the nonzero value of 〈Nω〉, no radiation is actually detected. However, this
resolution raises new questions. If no radiation is detected, how can one claim that the black hole emits
anything at all? Is the radiation observable? How should one then interpret 〈Nω〉?
It is premature to claim that no radiation is detected only on the basis of 〈: Tuu :〉 = 0, because
there could be other nonvanishing observables from which one might infer the presence of quanta. A
straightforward calculation shows that the expectation values of Tvv and Tuv are also zero. However,
let us examine the variance ∆Tuu of the flux. Wu and Ford [173] have also recently given the following
expression for 〈: T 2uu :〉 in the case of a minimally coupled, massless scalar field in two-dimensional
26 Here, we assume that luminosity is simply related to 〈: Tuu :〉, which amounts to assuming the validity of the
semiclassical field equation Gµν = 8π〈:Tµν :〉 [30]. However, as we said in chapter 1, this might not be a good approximation
when φ is in a state with strong correlations.
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Minkowski spacetime with a timelike boundary described by the equation v = p(u):
〈:T 2uu :〉 =
1
(4π)2
(
− 4p
′2
(v − p(u))4 +
3
16
(
p′′
p′
)4
− 1
4
p′′′
p′
(
p′′
p′
)2
+
1
12
(
p′′′
p′
)2)
. (2.155)
If one ignores the so-called cross terms [173], this coincides with the variance ∆Tuu (because in our case
〈:Tuu :〉 = 0). With p given by Eqs. (2.142) and (2.144), Eq. (2.155) gives, for u > 0,
〈:T 2uu :〉 = −
A2
4π2 (A+ (v − v¯)u)4 ∼ −
A2
4π2 (v − v¯)4 u4 . (2.156)
Thus, in spite of the fact that the expectation value of the flux vanishes identically, its statistical
dispersion does not, but its value becomes smaller and smaller and tends to zero in the limit u→ +∞.
Hence, although one could in principle infer the value of the constant A by measuring the quantity ∆Tuu
at late times, such measurements will become more and more difficult as ∆Tuu decreases according to
Eq. (2.156). This damping is of course reminiscent of the familiar damping of perturbations, which
prevents one from detecting by late-time measurements the details of an object that collapses into a
black hole [98]. Therefore, monitoring ∆Tuu does not lead to a violation of the no-hair theorems, because
no trace of A will survive in the limit u→ +∞.
This discussion shows only that no violation of the no-hair theorems can be detected by measuring
the variance in the energy flux. The possibility remains that other types of measurement could allow
one to find out the value of A. If, however, ∆Tµν → 0 for u→ +∞, then the random variable Tµν must
tend to its expectation value, i.e., to zero. This means that, asymptotically, the properties of the field
are those of the vacuum state. Consequently, all local observables will tend to their vacuum value.
Although extremal black holes obey the no-hair theorems, the way in which cosmic baldness is
enforced differs from the non extremal situation. Consider again the variance of the flux. Inserting the
function p for non extremal incipient black holes (see Eq. (2.141)) into Eqs. (2.153) and (2.155), one
gets 〈:Tuu :〉 = κ2/(48π) and
〈:T 2uu :〉 =
1
(4π)2
(
κ4
48
− 4κ
2B2e−2κu
(v − v¯ +Be−κu)4
)
∼ κ
4
768π2
− κ
2B2e−2κu
4π2 (v − v¯)4 . (2.157)
Contrary to the extremal case, the “non extremal” variance ∆Tuu tends not to zero as u → +∞, but
to the value κ2
√
2/(48π), which corresponds to thermal emission; this is sufficient to guarantee that
no information about the details of collapse is conveyed. Furthermore, the approach to this value is
exponentially fast, while for the extremal configuration the decay obeys only a power law.
2.5.6 Detecting radiation from a uniformly accelerated mirror
In Sec. 2.5.4 we mentioned the apparently paradoxical situation in which nonzero particle production
(as shown by non-vanishing Bogoliubov coefficients βωω′) is accompanied by zero energy flux (vanishing
expectation value of the stress-energy-momentum tensor.) Discussions about such issues are often
phrased in terms of ideal detectors [4, 32]. Although our previous arguments are based solely on the
behaviour of the stress-energy-momentum tensor, we can gain some additional insight into the “paradox”
by considering the response of a simple monopole detector on a geodesic worldline v = u + 2x0, with
x0 = const, in two-dimensional Minkowski spacetime.
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We are interested in computing the detector response function per unit time, defined as
R(E) = lim
T→+∞
1
2T
∫ T
−T
dτ
∫ T
−T
dτ ′Θ(E)e−iE(τ−τ
′)D+(u(τ), v(τ);u(τ ′), v(τ ′)) , (2.158)
where D+ is the Wightman function of the scalar field in the In vacuum, u(τ) = τ − x0, v(τ) = τ + x0,
and E is the excitation energy of the detector. (Note that E ≥ 0, which is automatically enforced by
the presence of the step function Θ(E) on the right hand side of Eq. (2.158).) In terms of the In modes,
D+ has the form
D+(u, v;u′, v′) =
∫ +∞
−∞
dωΘ(ω)φ(in)ω (u, v)φ
(in)
ω (u
′, v′)∗ , (2.159)
where we have extended the integration range to −∞, by introducing the step function Θ(ω).
Since the definition of R(E) involves an integration over time from −∞ to +∞, in the case of a
mirror worldline of the type (2.142) it will get contributions corresponding to the nonzero flux (such as,
for example, the one at u = 0 when f(u) is given by Eq. (2.144)). These we regard as spurious, because
we are really interested in clarifying the relationship between zero flux and nonzero spectrum in the
hyperbolic regime. For this reason, let us consider a mirror worldline which is hyperbolic at all times,
say p(u) = −A/u for u > 0, for which there can be no such spurious contributions to R(E).
The worldline p(u) = −A/u has a null asymptote in the past, thus
φ(in)ω (u, v) =
i√
4πω
(
e−iωv −Θ(u)e−iωp(u)
)
. (2.160)
The former expression does not form a complete basis in the presence of a past null asymptote but
it takes into account only those outgoing modes which have been reflected by the moving mirror. On
substituting Eq. (2.160) into Eq. (2.159), we have
D+(u, v;u′, v′) = F1(v, v′) + F2(u, v′) + F3(v, u′) + F4(u, u′) , (2.161)
where:
F1(v, v
′) =
1
4π
∫ +∞
−∞
dω
Θ(ω)
|ω| e
−iω(v−v′) ; (2.162)
F2(u, v
′) = − 1
4π
Θ(u)
∫ +∞
−∞
dω
Θ(ω)
|ω| e
iω(v′−p(u)) ; (2.163)
F3(v, u
′) = − 1
4π
Θ(u′)
∫ +∞
−∞
dω
Θ(ω)
|ω| e
−iω(v−p(u′)) ; (2.164)
F4(u, u
′) =
1
4π
Θ(u)Θ(u′)
∫ +∞
−∞
dω
Θ(ω)
|ω| e
−iω(p(u)−p(u′)) . (2.165)
Correspondingly, R(E) can be split into four parts: R(E) = R1(E) +R2(E) +R3(E) +R4(E).
The terms R1(E), R2(E), and R3(E) can be computed straightforwardly, by using the formal
identities
lim
T→+∞
∫ T
−T
dτ eiξτ = 2πδ(ξ) (2.166)
and
1
|E| Θ(E)Θ(−E) = 2δ(E) , (2.167)
CHAPTER 2. QUANTUM BLACK HOLES 92
the latter being easily established by considering the sequence of functions (|E|+ǫ)−1Θ(E+ǫ)Θ(−E+ǫ)
in the limit ǫ→ 0. We get R1(E) = −2R2(E) = −2R3(E) = δ(E), and so the first three contributions
to R(E) sum to zero.
The computation of R4(E) is cleaner if one works in dimensionless variables, such as E˜ =
√
AE,
ω˜ =
√
Aω, τ˜ = τ/
√
A. The identity∫ +∞
0
dω˜
e−iω˜(ξ−i0)
ω˜
= − ln (ξ − i0) + I − i π
2
, (2.168)
where I is the divergent quantity
I =
∫ +∞
0
dω˜
cos ω˜
ω˜
, (2.169)
together with the properties of the logarithm, allows us to write∫ +∞
−∞
dω˜
Θ(ω˜)
|ω˜| exp
(
−iω˜ τ˜ − τ˜
′
(τ˜ − x˜0) (τ˜ ′ − x˜0)
)
=
∫ +∞
−∞
dω˜
Θ(ω˜)
|ω˜| e
−iω˜(τ˜−τ˜ ′)
−
∫ +∞
−∞
dω˜
Θ(ω˜)
|ω˜| e
−iω˜(τ˜−x˜0) −
∫ +∞
−∞
dω˜
Θ(ω˜)
|ω˜| e
iω˜(τ˜ ′−x˜0) + 2I . (2.170)
In this expression we have replaced one of the quantities I − iπ/2 with its complex conjugate by simul-
taneously changing the sign in one of the exponents. This manipulation is allowed by the fact that,
since τ˜ − x˜0 and τ˜ ′ − x˜0 can never become negative in F4, their logarithms are always real. Note that
the resulting expression agrees with the property of R(E) being a real quantity.
We can thus write R4(E) = R41(E) +R42(E) +R43(E) +R44(E). Using the formal relations
lim
T˜→+∞
∫ T˜
x˜0
dτ˜ eiξτ˜ = πδ(ξ) + iei ξx˜0 P
(
1
ξ
)
, (2.171)
and
lim
T˜→+∞
1
T˜
∫ T˜
x˜0
dτ˜ eiξτ˜ = Θ(ξ)Θ(−ξ) , (2.172)
together with Eq. (2.167), we get R41(E) = δ(E)/4, R42(E) + R43(E) = −δ(E)/2, and R44(E) =
Iδ(E)/4. Finally, since I is divergent we can write
R(E) = I
4
δ(E) . (2.173)
Thus, we have essentially a delta function peaked at zero energy. Now, R(E) is related to a quantum
mechanical probability and so this result means that, for any value E > 0 of the energy, no matter how
small, the detector has probability 1 of making a transition of amplitude smaller that E and probability 0
of detecting particles of higher energy. (Of course, this does not mean that it will never make transitions
with E > 0; only that these take place with probability 0.) The reason for this behaviour is evidently
the divergence in the spectrum as ω → 0. Of course, the detector does not gain energy during such a
“detection” — in fact, one can say that there is no detection at all. This is compatible with the zero
value of the flux and moreover it is also in agreement with what should be expected from the Bogoliubov
coefficient (2.151) which in the low frequency limit loses any dependence on A
lim
ω→0
|β|2 ≈ 1
(4π)2
1
ω
ω′. (2.174)
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Hence one might be tempted to call the particles emitted by a mirror in hyperbolic motion “phantom
radiation”: because only arbitrarily soft particles would be registered by the detector with any nonzero
probability, there would be no chance of determining the spectrum 〈Nω〉. The question arises therefore,
of whether there is any way to screen our detector from this overwhelming flux of soft quanta.
One might think of acting on the selectivity of the detector by using a two level system that requires
at least a minimal energy to switch. Unfortunately, the detection of the infinite tail of soft quanta
corresponds to the “transition” from the ground state to the ground state, and there is obviously no
way to forbid this process. The detector cannot be forbidden not to switch!
Therefore the analysis of the response function of a detector also seems to prove that the radiation
from uniformly accelerated mirrors (and extremal incipient black holes) is in some sense like the apple
in Dante’s purgatory: We can see it with our mind but we shall never have it in our hands ...
2.5.7 Conclusions
We have just seen how, in a subtle way indeed, cosmic censorship and the no hair theorem are preserved
in the formation of an extremal black hole. In fact, although they appear to emit particles, closer
scrutiny reveals that the flux of emitted radiation vanishes identically, and in the limit t → +∞ any
measurement of local observables gives results indistinguishable from those in the vacuum state. This is
not incompatible with a nonzero spectrum, which is not a local quantity and tells us only that particles
are created at some time during collapse (not necessarily at t = +∞). Thus, extremal black holes are
not pathological in this respect.
However, we have seen that there are several clearly defined senses in which non extremal and
extremal black holes differ. In fact the conclusions which we can derive from the above results are even
more radical. Not only do they appear to involve a fundamental difference in the behaviour of the
radiation emitted by non-extremal and extremal black holes but also they converge towards a picture
where our understanding of the third law of black hole thermodynamics is heavily transformed.
A first set of conclusions is related to the nature of the quantum radiation from the incipient extremal
black holes. Information lost to an external observer depends on the rate at which the statistical
dispersion of the flux approaches its value for t → +∞. In the non extremal case, the dispersion goes
to zero exponentially fast, Eq. (2.157), whereas for an incipient extremal black hole it follows a slower
power law, given by Eq. (2.156). More importantly, for Q2 → M2, Eq. (2.156) is not the limit of Eq.
(2.157)27. One cannot therefore, consider quantum emission by an incipient extremal black hole to be
the limiting case of emission by a non extremal black hole.
In particular, although at t = +∞ a black hole with Q2 = M2 is totally quiescent it would be
incorrect to consider it as the thermodynamic limit of a non extremal black hole, that is, an object at
zero temperature. Indeed, the quantum radiation emitted by an incipient extremal black hole is not
characterized by a temperature at any time during collapse. Whereas incipient non extremal black holes
have a well defined thermodynamics, this is not true for extremal holes, and they should be considered
as belonging to a different class. This result suggests that any calculations that implicitly rely on a
27 Since A and B do not depend on u by definition, the only case that admits a continuous limit is the one in which
A = 0. This cannot happen, because it would correspond to a null worldline for the centre of the star. Another apparent
possibility, that B ∝ 1/κ so that κB is constant in the limit κ → 0, is not viable, because the right hand sides of Eqs.
(2.156) and (2.157) would still have different functional dependences on u.
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smooth limit in thermodynamic quantities at Q2 =M2 are suspect, if not incorrect. Our conclusions, of
course, are just pertinent to incipient black holes; extending them to eternal black holes seems plausible,
but requires care. (Even at the classical level, eternal black holes must be regarded as fundamentally
different from those deriving from collapse, because the global structure of spacetime differs in the two
cases.)
Moreover it should be stressed that remarkably our calculations lead to the conclusion that extremal
black holes are substantially impossible to obtain in a semiclassical approach. We have seen in Sec. 2.5.4
that if Q2 = M2 at the onset of the hyperbolic worldline (2.140), it will remain so and the cosmic
censorship conjecture is preserved. However, the fact that mass loss from an incipient extremal black
hole is zero only in the late hyperbolic stage seems to imply that an enormous fine tuning is required
in order to produce an extremal object by means of gravitational collapse. In fact, an object that is
extremal from the start of its collapse might be unstable with respect to transition to a configuration
with Q2 > M2. Such a transition would be triggered by quantum emission in the early phases of
collapse, when p(u) has not yet assumed its hyperbolic form. This raises the question of how, in the
presence of quantum radiation, the formation of a naked singularity is prevented (for example, by the
emission of charged particles) and the cosmic censorship conjecture preserved.
A second set of conclusions has a more strictly thermodynamical relevance. We have seen in section
2.4 how the extremal solution appears to be “totally disconnected” from the thermodynamical behaviour
of the non-extremal one: the different topology puts them in different categories and does not allow
any well defined limit between the two. Adding these facts to our results, one may conjecture that the
unattainability formulation of the third law for black hole thermodynamics is actually implemented in
an unexpected way: the temperature of a black hole cannot be reduced to zero simply because no black
hole zero temperature state exists.
This conjecture, although it might appear very radical, it is not as dramatic as it might seem. In
standard thermodynamics the absence of zero-temperature states is not a pathology. Indeed a well-
defined thermodynamics can be defined without them.
It is alternatively possible that to avoid the above conclusion one should use a more sophisticated
theory. Noticeably the divergence of the particle spectrum 〈Nω〉 is reminiscent of the infrared catas-
trophe typical of QED, which manifests itself, for instance, in the process of Bremsstrahlung (see, for
example, Ref. [177], pp. 165–171). However, the infrared divergence in the Bremsstrahlung cross section
produces no observable effect, because it is canceled by analogous terms coming from radiative correc-
tions. (Thanks to the Bloch–Nordsieck theorem, this cancellation is effective to all orders of perturbation
theory.) One may well wonder whether the ω = 0 singularity in our spectrum is similarly fictitious and
could thus be removed by analogous techniques.
For the mirror this is possible, in principle, if one allows momentum transfer from the field φ to the
mirror, although such a calculation is beyond the scope of the present investigation. (See Ref. [178]
for a model that includes recoil.) However, whatever the answer to the mirror problem might be, it
does not seem that one could transfer it in any straightforward way to the case of an incipient black
hole. Indeed, taking recoil into account would amount to admitting that backreaction is important and
that the test-field approximation is never valid. Thus, the whole subject would have to be reconsidered
within an entirely different framework.
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Nevertheless a recent paper by Anderson, Hiscock and Taylor [179] should be quoted where it is
demonstrated that for static RN geometries, zero-temperature black holes cannot exist if one considers
spacetime perturbations due to the back-reaction of quantum fields. This seems to imply that even the
inclusion of back-reaction is insufficient to impart thermal properties to extremal black holes.
Apparently then, extremal black holes are either physical states which are outside of black hole
thermodynamics or they represent solutions in which the external field approach to the semiclassical
theory of gravity breaks down. In both cases they would be dramatically different objects from their
non-extremal counterparts.
Chapter 3
Toward experimental semiclassical
gravity: Acoustic horizons
L’acqua che tocchi de’ fiumi e` l’ultima di quella che ando`
e la prima di quella che viene.
Cos`ı il tempo presente.1
Leonardo da Vinci
1The water that you touch in the rivers is the last which left and the first which arrives. So it is the present time.
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This chapter is the first of two in which we shall deal with possible experimental tests of particle
production from the quantum vacuum. Here we shall study a hydrodynamical system which can closely
resemble General Relativity and which can lead to indirect tests of Hawking radiation. In particular
we shall devote special attention to the actual realizability of fluid configurations which would be able
to simulate event horizons and hence fluxes of Hawking (phonon) radiation. In the subsequent chapter
we shall present a tentative explanation of the observed emitted radiation of Sonoluminescence as a
manifestation of a dynamical Casimir effect.
3.1 Seeking tests of the dynamical Casimir effect
It is often true that in theoretical physics the elegance and clarity of a formula is judged by its property
of relying on a few fundamental constants of nature and basic numbers. In this sense the formula
describing the temperature in the Hawking–Unruh effect is in an extremely impressive combination of
simplicity and “interdisciplinarity”
T =
h¯
2πckB
· a (3.1)
In this formula we find together a geometrical constant π, the Planck constant of the quantum world,
the Boltzmann constant of thermodynamical laws and the speed of light of Special Relativity. The
acceleration a appearing above is itself a combination of fundamental quantities in the case of a black
hole. In fact it is then equal to the surface gravity κ which is, in the Schwarzschild solution, equal to
a = κ =
c4
4GNM
(3.2)
So even the Newton constant of gravitation enters into the count.
This peculiar concentration of fundamental constants is much more than a curiosity. It is indeed
a sign of the fact that the effects under considerations must arise from some very simple common
background and that this background should be identified in a region of investigation where quantum
effects, thermodynamics and fundamental forces meet.
This is a broad field and hence different lines of investigation can be pursued. The realization of this
is indeed at the basis of the concrete possibility for us to test this class of effects and to improve our
understanding of their role in semiclassical quantum gravity.
In fact it is easy to realize that no “direct” experimental test of the Hawking–Unruh effect will
probably be obtainable in the near future. In the cgs system Eq. (3.1) takes the form
T = 4× 10−23Ks
2
cm
· a (3.3)
This implies that at least an acceleration of order 1023g⊕ is required for obtaining a thermal spectrum
at only one Kelvin!
Similarly, for a black hole to have a Hawking temperature of the order of one Kelvin requires it to
have a mass no greater thanMcritical ≈ 1015g, that is a mass of the order of a common mountain (giving
a hadron-sized black hole). Although it is indeed plausible that such objects might form in the very
early universe, it is extremely unlikely that we shall “meet” them in the near future.
It is then legitimate to ask if we can test these effects indirectly by concentrating our attention on
other possible areas where the production of particles from the quantum vacuum by a time varying
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external field can come into action. In a certain sense we can aim to test the paradigm at the basis of
the Hawking–Unruh effect instead of the effect itself.
We shall see how this research will be not just a useful phenomenological study, but also an extremely
powerful tool for investigating some fundamental questions about the deeper nature of the Hawking–
Unruh effect and its role as a bridge towards quantum gravity.
3.2 Acoustic Manifolds
It is really true that sometimes deep and fundamental physical answers can be gained by apparently
very simple and basic investigations. In this sense few other subjects are comparable to the study of
the acoustic manifolds. As we shall see, the answer to the apparently trivial problem of describing the
propagation of acoustic disturbances in a non-homogeneous flowing fluid has revealed a deep analogy
with Lorentzian differential geometry [180, 181, 182, 183, 184, 185, 186]. This analogy is at the root of
the possibility to conceive experiments to finally test semiclassical quantum gravity effects such as the
Hawking–Unruh one. However, let us take a step back and pursue an ab initio discussion of the subject.
As a first approach to the problem we can start with a hydrodynamical system characterized by a
few fundamental quantities: a density ρ, a velocity field v and a pressure p. This system is characterized
by the standard equations of fluid dynamics, that is
• The continuity equation
∂ρ
∂t
+ ~∇ · (ρv) = 0, (3.4)
• and the Euler equation
ρ a = f , (3.5)
where a is the fluid acceleration,
a =
∂v
∂t
+ (v · ~∇)v, (3.6)
and f stands for the force density, the sum of all forces acting on the fluid per unit volume.
We shall assume that all of the external forces are gradient-derived (possibly time-dependent) body
forces, which for simplicity we collect together in a generic term −ρ~∇Φ. In addition to the external
forces, f contains a contribution from the pressure of the fluid and, possibly, a term coming from the
kinematic viscosity ν 2. Thus, equation (3.5) takes the Navier–Stokes form
ρ
(
∂v
∂t
+ (v · ~∇)v
)
= −~∇p− ρ ~∇Φ+ ρ ν
(
∇2v + 1
3
~∇(~∇ · v)
)
. (3.7)
In our derivation we are going to make a number of technical assumptions in order to have an analytically
tractable system.
1. The first assumption is that we have a vorticity-free flow, i.e., that ~∇ × v = 0. This condition
is generally fulfilled by the superfluid components of physical superfluids. It also implies the
possibility to completely specify the velocity of the fluid via a scalar field ψ defined as v = ~∇ψ.
2For simplicity we are here assuming a null bulk viscosity. This is sometimes called the “Stokes assumption” (see [13]
for further discussion).
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2. The second assumption is that the fluid has a barotropic equation of state, that is, the density ρ
is a function only of the pressure p, so
ρ = ρ(p). (3.8)
We shall consequently define the speed of sound as
c2s =
dp
dρ
. (3.9)
This assumption is crucial because thanks to it the continuity and Euler equations form a complete
set of equations — if p is not just a function of ρ one would need an energy equation as well.
3. A third assumption, often made in the existing literature on acoustic geometries, is that of a
viscosity-free flow. Although this is quite a realistic condition for superfluids 3, we shall find that
viscosity can in general play a prominent role. For the moment we shall take it to be zero but we
shall come back to the issue later.
The system equations (3.4) and (3.7) can be shown to be closed and hence we can always find
an exact solution of them [ρ0(t,x), p0(t,x), ψ0(t,x)]. If we want to describe the propagation of some
acoustic perturbations, we can use such a solution as a background and ask how linearized fluctuations
of it behave. We can then write
ρ(t,x) = ρ0(t,x) + ǫ ρ1(t,x) + · · · , (3.10)
p(t,x) = p0(t,x) + ǫ p1(t,x) + · · · , (3.11)
ψ(t,x) = ψ0(t,x) + ǫ ψ1(t,x) + · · · . (3.12)
Inserting these forms into the equations of motion (3.4) and (3.7), one finds that the equations for these
fluctuations are
∂ρ1
∂t
+∇ · (ρ1∇ψ0 + ρ0∇ψ1) = 0, (3.13)
ρ0
(
∂ψ1
∂t
+∇ψ0 · ∇ψ1
)
= p1, (3.14)
p1 = c
2
sρ1. (3.15)
The same information contained in these three first-order partial differential equations can be assembled
into one second-order partial differential equation which takes the (apparently more unpleasant) form
∂
∂t
[
ρ0
c2s
(
∂ψ1
∂t
+ v0 · ∇ψ1
)]
= ∇ ·
[
ρ0∇ψ1 − v0ρ0
c2s
(
∂ψ1
∂t
+ v0 · ∇ψ1
)]
. (3.16)
This is a partial differential equation just in ψ1(t, x) with coefficients depending on the background field
around which we are studying the perturbations. Once the equation is solved in ψ1 the corresponding
values of ρ1 and p1 follow from the linearized Euler equations and from the equation of state.
So far there is nothing new or strange, but now a surprise appears. If we introduce four-dimensional
coordinates in the usual way xµ ≡ (t,x) and a 4× 4 matrix
gµν(t,x) ≡ 1
ρ0cs
 −1
... −vj0
· · · · · · · · · · · · · · · · · · ·
−vi0
... (c2s δ
ij − vi0vj0)
 (3.17)
3 Superfluids are often considered the most promising candidates to actually reproduce in laboratory the sort of physics
we are going to describe. See section 3.3 for further details.
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Then the rather formidable-looking second-order partial differential equation for ψ1 can be very simply
written as
1√−g
∂
∂xµ
(√−g gµν ∂
∂xν
ψ1
)
= 0. (3.18)
where we have defined
g = [det (gµν)]−1 . (3.19)
It is easy to see that the differential operator appearing in Eq. (3.18) it is just the d’Alembertian built
with the inverse metric gµν(t,x). Therefore Eq. (3.18) is exactly the equation of motion of a minimally
coupled scalar field propagating in a spacetime with inverse metric gµν(t,x) !
It is interesting to note that Eq. (3.16) does not uniquely fix the equation of motion of ψ1. Actually
it identifies a class of conformally related solutions. So we could, in principle, take a metric which is
conformally related to those given in Eq. (3.17), the price to pay for this would be a more complicated
equation for ψ1 which would have the same d’Alembertian and some non-minimal coupling.
Comment: One may wonder whether this “geometrical interpretation” of the propagation
of acoustic perturbations, has just a formal value or is indeed a true built-in property of
hydrodynamics. A first check of this can be to ask whether the equations of motion of v1,
ρ1 and p1 are all of the form X + · · · where X is any one of the above quantities and
is the d’Alembertian appearing in Eq.(3.18) and defined via the metric (3.20). It is actually
possible to check that this is the case. This equality of the d’Alembertians appearing in
the equations of motion of all of the physical perturbations, implies that all investigations
which are based on the study of the Green functions of the fields (such as, for example, the
treatment of Hawking radiation) can be performed using the “trivial” equation for ψ1. The
basic results can be considered valid also for the (easier to detect) perturbations in ρ.
Let us summarise the situation. We have started with a classical hydrodynamical system in flat space and
have found that the equations describing the propagation of perturbations can be cast in a form which
is manifestly the propagation of a scalar field in a (3+ 1)–dimensional Lorentzian (pseudo-Riemannian)
geometry described by what we can call an acoustic metric gµν(t,x).
gµν(t,x) ≡ ρ0
cs
 −(c2s − v20)
... −vj0
· · · · · · · · · · · · · · · · · · ·
−vi0
... δij
 . (3.20)
Note that, although the underlying physics is non-relativistic (one can safely consider c ≈ ∞ in this
sort of problems), we can see that the fluctuations are nevertheless experiencing a full spacetime metric
in which exits a group of Lorentz transformations where the role of the speed of light is played by the
speed of sound cs. On one hand the fluid particles couple only to the physical (flat) spacetime metric
ηµν ≡ (diag[−c2, 1, 1, 1])µν. On the other hand the sound waves do not experience this “physical metric”
and instead couple to the acoustic metric gµν .
In spite of this, it has to be stressed that the hydrodynamical system which we found is far from being
equivalent to General Relativity. In fact the acoustic metric depends algebraically on the distribution of
matter (the density, velocity of the flow and local speed of sound in the fluid) and it is governed by the
fluid equations of motion which constrain the background geometry. In Einstein gravity, the spacetime
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metric is instead related to the distribution of matter by the non-linear Einstein–Hilbert differential
equations.
This difference is also confirmed by looking at the degrees of freedom of these theories. In a completely
general (3 + 1)–dimensional Lorentzian geometry the metric has six degrees of freedom (it is described
by a 4 × 4 symmetric matrix which gives 10 independent components from which one has to subtract
the 4 coordinate conditions). In contrast an acoustic metric is completely specified by the three scalars
ρ0(t,x), ψ0(t,x), cs(t,x) so it has at most 3 degrees of freedom per point in spacetime. Considering also
the continuity equations, these are further reduced to 2 (for ψ0(t,x) and cs(t,x)).
Comment: We want here to suggest the idea that a more complex fluid could actually be
built in order to have six degrees of freedom per point. The most straightforward way to
do this might be to define a “fluid” whose pressure is a tensor pij so that the barotropic
equation has the form:
pij = c
2
s δijρ+ πij (3.21)
where πij is traceless and symmetric.
It is possible to show that also in this case all of the fluid perturbations couple to the same
acoustic metric which now has the form:
gµν(t,x) ≡
 −(c2s − v20)
... −vj0
· · · · · · · · · · · · · · · · · · ·
−vi0
... δij + ∂ρπij
 . (3.22)
This provides a theory which has actually one degree of freedom more than General Relativ-
ity because the metric does not depend on ρ. Indeed it is easily to realize that in this case
one ends up with a scalar-tensor theory which could be linked to a standard Brans–Dicke
one via the redefinition
ρ = eφ/c
2
s (3.23)
Unfortunately this approach is quite difficult to pursue. The equations which one finds for
the perturbations are very complicated and moreover one requires extra equations (with
respect to the continuity and Euler equations) to fix the behaviour of πij .
From now on we shall discuss mainly the structure of the acoustic manifold and so we shall always
deal with the background field quantities. For the sake of simplicity we shall omit the subscript 0 except
when there would be a risk of confusion.
3.2.1 Ergoregions and acoustic horizons
From what we have seen so far, it is not very surprising that acoustic geometries can show all of the
well-known concepts which people are used to in General Relativity including ergo-regions and trapped
surfaces.
We can start by considering the integral curves of the vector field Kµ ≡ (∂/∂t)µ = (1, 0, 0, 0)µ. In
the case of a “steady flow” (what in General Relativity would be called a “stationary” solution) this
coincides with the time translation Killing vector. It is easy to see that
gµν(∂/∂t)
µ(∂/∂t)ν = gtt = −[c2s − v2] (3.24)
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and so the time translation Killing vector becomes spacelike when |v| > cs. Any region of supersonic
flow is then a part of the acoustic manifold where it is impossible for any observer to be at rest with
respect to another one at infinity (because it would require moving faster that the speed of sound). This
is the sonic analogue of the ergoregions of General Relativity generally associated with rotating black
holes. The boundary of these regions, where |v| = cs, are called ergo-surfaces 4.
Another concept which can be translated from General Relativity to acoustic geometries is that of
trapped surfaces. In fact it is easy to see that an outer-trapped surface can easily be built in an acoustic
geometry. Let us consider a closed two-surface. If the fluid flow is everywhere inward-pointing and the
normal component of the fluid velocity is everywhere supersonic then a sound wave, irrespective of its
direction of propagation, will be swept inward by the overwhelming fluid flow and trapped inside the
surface. An inner-trapped surface can similarly be realised by assuming a supersonic outward-pointing
flow.
Such simple definitions can be used in this case because we have the underlying Minkowski geometry
which provides a natural definition of what it means to be “at rest”. The same concepts in General Rel-
ativity require a much more complicated set of additional machinery such as the notions of “expansion”
of bundles of geodesics.
An acoustic trapped region can be similarly defined as a region containing outer trapped surfaces and
the boundary of such a region is the (acoustic) apparent horizon. An acoustic (future) event horizon can
also be defined as the boundary of the region from which the null geodesics (in our case the “phonons”,
in the black hole case the photons) cannot escape. Also in this case the event horizon is a null surface
whose generators are null geodesics.
3.2.2 Acoustic black holes
In the previous sections we have almost always been discussing acoustic horizons without directly re-
ferring to acoustic black holes. The main reason for choosing this generic phrasing is that the above
terminology can be misleading when talking about acoustic manifolds. In fact, if for acoustic black holes
one assumes flows which have acoustic metrics of the kind generally associated with black holes then
this is actually equivalent to considering a very small subset of all of the possible flows which generically
show an acoustic horizon. For a detailed discussion of all these examples see [108].
Nozzle
A particularly easy example of a geometry which shows an acoustic horizon is that of a laminar fluid
flow across a nozzle [180]. Reducing the radius of the nozzle speeds up the fluid flow until a velocity
is reached which exceeds the local speed of sound. The region inside the surface at which |v| = cs is
an ergo-region and in the case of purely spherically symmetric flow the ergo-surface is also an event
horizon.
4 In General Relativity the v→ c surface would be called an “ergosphere”, however proving that this surface generically
has the topology of a sphere is a result special to General Relativity which depends critically on the imposition of the
Einstein equations. In the present fluid dynamics context there is no particular reason to believe that the v → c surface
would generically have the topology of a sphere and it is preferable to use the more general term “ergo-surface” for the
boundary of an acoustic ergo-region.
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Vortex geometry
Another realization of an acoustic horizon is that obtainable from a draining bathtub. In fact the
swirling flow around the drain can provide a useful analogy with a rotating (Kerr) black hole.
In the case of a (2 + 1)-dimensional flow, the continuity and Euler equations, together with the
requirements of absence of vorticity and the conservation of angular momentum are enough for obtaining
the velocity of the fluid flow and the acoustic metric. The former is given by:
v =
(
Arˆ +Bθˆ
)
r
(3.25)
and the metric takes the form
ds2 = −
(
c2s −
A2 +B2
r2
)
dt2 − 2A
r
drdt − 2Bdθdt+ dr2 + r2dθ2 (3.26)
We can clearly see that there is an ergosurface at
rergo =
√
A2 +B2
cs
(3.27)
and from the velocity profile we can deduce that the speed of the fluid equals that of sound for
rhorizon =
|A|
cs
(3.28)
Slab geometry
Another flow model often used in the literature is the stationary one-dimensional slab flow. Here the
fluid velocity is just in the z direction and the velocity profile depends just on z.
In this case the continuity equation implies ρ(z)v(z) = constant and the metric element takes the
form:
ds2 ∝ 1
v(z)cs(z)
[
−cs(z)2dt2 + (dz − v(z)dt)2 + dx2 + dy2
]
(3.29)
Schwarzschild-like flow
Although we have seen that the acoustic metrics associated with horizons are quite different from the
standard black hole ones, it can be interesting to ask what is the flow with a line element like the
Schwarzschild one. If one wants to work with the class of metrics (3.20) which gives the easy to handle
minimally coupled equation (3.18) for ψ1, then the best that one can obtain is a metric element which
is conformal to the Painleve´–Gullstrand (PG) form of the Schwarzschild metric [187, 188, 189, 190].
This PG line element can be obtained from the Schwarzschild one with a quite unusual change of
coordinates and takes the form:
ds2 = −c2sdt2 +
(
dr ± cs
√
2GNM
r
dt
)2
+ r2
(
dθ2 + sin2 θdφ2
)
(3.30)
Although apparently it is enough to assume that ρ and cs are constant and to set v =
√
2GNM/r
to “translate” (3.20) into (3.30), these assumptions are actually not compatible with the continuity
equation (3.4).
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Instead, assuming a constant speed of sound, one can take v =
√
2GNM/r but then impose the
validity of the continuity equation ~∇ · (ρv) = 0 to deduce ρ ∝ r−3/2.
So the final result is
ds2 ∝ r−3/2
−c2sdt2 +
(
dr ± cs
√
2GNM
r
dt
)2
+ r2
(
dθ2 + sin2 θdφ2
) (3.31)
Comment: A point which is often glossed over in the literature is the fact that the above
fluid flow has to be compatible with both of the fundamental hydrodynamical equations and
so a constraint has to come also from the Euler equation (3.7). In our case this implies that
a very special external potential Φ has to be set up in order to sustain a PG flow. In d space
dimensions this is
Φ(r) = c2s
(
d− 3
2
)
ln
(
r
r0
)
− GNM
r
+ const. (3.32)
We shall discuss further in the next section the stability of the acoustic horizon in PG flow.
We just stress here that such a special form for the potential makes the concrete realizability
of the PG geometries quite difficult.
Supersonic cavitation
As a final example of acoustic geometry, we want to discuss the case of a spherically symmetric flow
in a constant density, inviscid fluid. The independence on position of ρ together with the continuity
equation implies in this case that v ∝ 1/r2. The barotropic equation assures that also the pressure and
the speed of sound are position independent. It is then possible to introduce a normalization constant
r0 and set
v = cs
r20
r2
(3.33)
The acoustic metric than takes the form:
ds2 = −c2sdt2 +
(
dr ± cs r
2
0
r2
dt
)2
+ r2
(
dθ2 + sin2 θdφ2
)
(3.34)
This is not at all similar to any black hole-like metric of General Relativity but nevertheless it has the very
interesting property that its time-dependent generalization has an easy experimental realization [191].
In fact it corresponds to the acoustic metric associated with a bubble in a liquid which has an oscillating
radius R(t). In this case r0 = R
√
R˙/cs.
These bubbles have actually been produced in laboratory experiments and are the subject of study in
relation to the still unexplained emission of light in Sonoluminescence. We shall discuss this phenomenon
extensively in the next chapter but we want to stress already now that the analogy with black holes of
sonoluminescent bubbles certainly does not indicate that the way to explain the observed light emission
is as a type of Hawking radiation. In fact one should remember that the sonic analogy deals with phonon
creation and not with photons.
It should nevertheless be said that estimates of the temperature of the Hawking thermal bath of
phonons from such solutions indicate that they could have much better chances of detection than those
from the other acoustic geometries which we considered [191].
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Now that we have seen how concepts like event horizons and black holes can be “exported” into
the acoustic manifold framework one may wonder if also the Hawking radiation, which is generally
associated with horizons, has an acoustic counterpart. The answer to this question is yes and shall now
show how this works.
3.2.3 Phonon Hawking radiation
The existence of phonon Hawking radiation can be deduced easily from Eq. (3.18) if one postulates
the presence of an acoustic horizon. The only real subtlety in this derivation is related to the correct
identification of the “surface gravity” for these horizons. In fact it is important to keep in mind that
in this case that the surface gravity is linked to the Newtonian acceleration of infalling observers at
the horizon. This is again related to the fact that acoustic geometries are able to really mimic General
Relativity only in the kinematical physics of the fields. The physics that depends on the dynamical
equations of motion is instead rather different (because, as we said, the hydrodynamic equations are not
equivalent to the Einstein ones). In particular in the case of acoustic geometries there is a privileged
parameterization of the null geodesics which generate the acoustic horizon in terms of the Newtonian
time coordinate of the underlying physical metric. As a consequence of this the surface gravity can
always (even for non-stationary acoustic geometries) be defined unambiguously. It is nevertheless much
easier to limit the discussion to stationary cases (where moreover the equivalence with the definitions
of General Relativity is clear).
Surface gravity
In his original work, Unruh [180] found the surface gravity to be equal to the acceleration of the fluid
as it passes the event horizon
gh ≡ cs ∂v
∂n
= afluid (3.35)
but it easy to see that this result is valid only for a position independent speed of sound and perpendicular
flow with respect to the horizon.
An elegant generalization of the above formula was found by Visser in [185] who showed that the
surface gravity has two terms, one coming from acceleration of the fluid, the other coming from variations
in the local speed of sound
gh ≡ 12
∣∣∣∣ ∂∂n (c2s − v2⊥)
∣∣∣∣ = ∣∣∣∣ ∂∂n (cs − v⊥)
∣∣∣∣ (3.36)
where v⊥ = v⊥nˆ is the component of the flow speed orthogonal to the horizon and ∂/∂n is the normal
derivative.
As a last remark we just stress that the well known conformal invariance of the surface gravity and
hence of the Hawking temperature [192] prevents any doubt about the validity of the above results
due to the “conformal ambiguity” which we previously pointed out in the determination of the acoustic
geometry. The only way in which a conformal factor can influence the Hawking radiation is by backscat-
tering effects on the metric which contribute only in the grey-body factor. Notably this also implies
that acoustic metrics which are just conformal to the familiar black hole metrics (such as the example
of the Painleve´–Gullstrand geometry discussed above) are perfectly suitable for discussing the radiation
of phonons from acoustic horizons.
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The acoustic Hawking radiation and lessons learned from it
In the first derivation of this effect Unruh [180] postulated just the quantization of the ψ1 field in an
acoustic geometry which was, as we said, spherically symmetric, stationary, convergent and admitting
an ergoregion (which with these assumptions has the event horizon as its boundary). This is a variant
of the nozzle geometry discussed above.
Under these assumptions, the acoustic metric element can be cast in a form which is extremely similar
to the Schwarzschild one close to the horizon and so the standard Bogoliubov coefficient technique [72]
can be applied and the Hawking radiation of quanta of ψ derived.
The final result is that for a stationary acoustic geometry the acoustic horizon will emit phonon
radiation characterized by a quasi-Planckian spectrum with a temperature
kBTH =
h¯gh
2πcs
=
h¯
2π
∣∣∣∣ ∂∂n (cs − v⊥)
∣∣∣∣ (3.37)
As in the black hole case, near to the horizon the spectrum is almost exactly Planckian but it differs
more and more from this as one goes away from the horizon due to phonon back-scattering by the
acoustic geometry.
It should be noted that this investigation has a very interesting didactic side with respect to the
major problems of quantum black holes. In particular we want to stress here a couple of “lessons” which
we have learned so far.
The first issue is related to the problem of trans-Planckian frequencies in the Hawking effect which
we discussed in Chapter 1. In fact, as the black hole event horizon is an infinite redshift surface for the
modes of the quantum field, so the acoustic horizon is a surface of infinite redshift for the sound waves.
In this sense there is a “trans-Bohrian” puzzle. Nevertheless the acoustic case has the “advantage” of
being endowed with a natural rest frame (that of the physical geometry) and a natural short-scale cutoff
(the intermolecular distance below which the fluid-dynamical description breaks down).
Apparently if one imposes such a cutoff, all of the ingoing modes with wavelength less than this, will
not be there and so the corresponding outgoing modes will not be created at all. How then, for acoustic
horizons, can the presence of thermal distributions of the outgoing phonons be compatible with a short
wavelength cutoff? This has led to the idea that a sort of “mode regeneration” is at work [181, 184, 193].
In fact if the modes cannot escape from inside the horizon then somehow the high energy outgoing modes
must be generated from the interaction of lower energy incoming ones.
Since a mode cannot be “reflected” at the horizon, which is not a true boundary, the basic idea is that
the mechanism must rely on a smooth change in the group velocity of the ingoing modes. Substantially,
the dispersion relation of the phonons changes at short wavelengths in such a way as to generate a
reversal of the group velocity and convert ingoing modes into outgoing ones.
This was proved in the case of a free scalar field in a two-dimensional black hole spacetime by
Unruh [184] using the sonic framework. In his theory, the dispersion relation of the field had large
deviations from the massless case only in the short wavelength limit. He proved that in this treatment
the group velocity can reverse close to the acoustic horizon and that some of the ingoing modes can be
converted into outgoing ones in exactly such a way as to preserve the Hawking result. This discussion
has been developed and confirmed in various other works, (see [193] for a comprehensive review).
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Comment: In the absence of a definitive theory of quantum gravity, it is still unclear how
to transport such a framework to the case of the “true” Hawking radiation. In this case one
can assume the cut-off to be the typical length at which the idea of a continuum spacetime
loses its meaning. A natural candidate would then be the Planck scale. After this it is quite
difficult to imagine what the mechanism for changing the dispersion relation for the photon
would be. In a certain sense this would imply a breakdown of Lorentz invariance at high
energies (in such a way as to change the dispersion relation for near Planckian modes). In
this regard we can cite the work of Nielsen and collaborators [194, 195, 196], who have shown
that Lorentz invariance is often a symmetry in the low-energy limit even if the underlying
physics explicitly breaks it.
The second lesson which can be learned from acoustic black holes is similarly deep and important.
We have just seen how Hawking radiation can be discussed very precisely in the sonic framework. One
can then wonder whether we might be able to gain further insight about black hole thermodynamics,
and in particular about the origin of black hole entropy. In this last case the answer turns out to be
clearly negative but nevertheless instructive [108].
The standard derivation of the Hawking radiation does not rely in any step on the Einstein equations.
Similarly in Euclidean quantum gravity the Hawking temperature can be derived from just geometrical
properties (removal of the conical singularity in the τ − r plane; see section 2.2.1). This explains the
fact that Hawking radiation can be “exported” to acoustic geometries so easily.
On the other hand, the nature of black hole thermodynamics is strictly related to the Einstein
equations (see e.g. [107]) and the black hole entropy can be even derived as a general property of
Einstein–Hilbert-like diffeomorphism covariant actions (see chapter 2). Substantially one can say that
entropy equals area (with eventual correction factors) only if the action is the Einstein–Hilbert action
(plus eventual correction factors) [108].
In summary: although the acoustic geometries cannot fully mimic General Relativity dynamics
(and hence black hole thermodynamics) they do teach us that the Hawking radiation is a much more
general (kinematical) phenomenon associated with the quantization of fields in the presence of an event
horizon (or just an apparent horizon) and is independent of the dynamical equations which underlie the
geometry.
3.3 Stability of acoustic horizons
Apart from the general “lessons” about the nature of semiclassical gravity results which we have just
discussed, one of the reasons why acoustic black holes are so popular is that it seems that prospects for
experimentally building an acoustic horizon are much better than for a creating a general relativistic
event horizon. An early estimate can be found in [180], and related comments are to be found in
[185]. Additionally, there is an impressive body of work due to Volovik and collaborators, who have
extensively studied the prospects for building such a system using superfluids such as He3 and He4
[197, 198, 199, 200, 201, 202, 203, 204, 205, 206, 207, 208].
More recently, Garay et al. have investigated the technical requirements for implementing an acoustic
horizon in Bose–Einstein condensates [209], and some of the perils and pitfalls accompanying acoustic
CHAPTER 3. ACOUSTIC HORIZONS 108
black holes have been discussed in Jacobson’s mini-survey [193].
Obviously the main reason for studying acoustic horizons is the possibility of actually detecting the
phonon Hawking radiation and hence indirectly testing semiclassical quantum gravity.
As a first check one can now wonder whether the temperature given in Eq. (3.37) is detectable or
not. It is easy to see that
TH = 1.2× 10−6Kmm
[
cs
103m/sec
] [
1
cs
∂ (cs − v⊥)
∂n
]
(3.38)
Dimensional reasons lead one to assume that
∂v⊥
∂r
≈ cs
R
(3.39)
where R is a typical length scale associated with the flow (a nozzle radius, or the radius of curvature of
the horizon) [180]. Then for supersonic flow through a 1mm nozzle one has TH ≈ 10−6K.
This result is quite disappointing because this temperature is just a little below the present conceiv-
able limits of detection.
Nevertheless we shall now see in the next section that this estimate is quite naive. Our analysis
will suggest that it may in general be misleading because it does not take into account the information
about the dynamics of the flow. In this case we shall see that the effective “surface gravity” could be
considerably larger than previously expected.
The work presented in the following sections has been done in collaboration with Matt Visser and
Sebastiano Sonego and is mainly contained in ref. [13].
3.3.1 Regularity conditions at ergo-surfaces
Let us start by establishing a useful mathematical identity. If we write v = vn, where n is a unit vector
and v ≥ 0, then
~∇ · v = dv
dn
+ vK, (3.40)
where d/dn = n·~∇ andK = ~∇·n. If the Frobenius condition is satisfied,5 then there exist surfaces which
are everywhere orthogonal to the fluid flow. In this situation, K admits a geometrical interpretation as
the trace of the extrinsic curvature of these surfaces. It should be noted that, although zero vorticity is
a sufficient condition for this to happen, it is not a necessary one.
We now focus our attention on the component of the fluid acceleration along the flow direction,
an = a ·n. This can be obtained straightforwardly by projecting the Navier–Stokes equation (3.7) along
n:
ρ an = −c2s
dρ
dn
− ρ dΦ
dn
+ ρν n ·
(
∇2v + 1
3
~∇(~∇ · v)
)
, (3.41)
where we have used the barotropic condition.
Next, we rewrite the continuity equation as
∂ρ
∂t
+ v
dρ
dn
+ ρ
(
dv
dn
+ vK
)
= 0, (3.42)
5 The Frobenius condition is v · ~∇× v = 0, or equivalently n · ~∇× n = 0. This is sometimes phrased as the statement
that the flow has zero “helicity”. The Frobenius condition is satisfied whenever there exist a pair of scalar potentials such
that v = α~∇β, in which case the velocity field is orthogonal to the surfaces of constant β. In view of this fact the velocity
field is said to be a “surface orthogonal vector field”.
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where the identity (3.40) has been used. We can express dv/dn in terms of an noticing that, by the
definition (3.6) of a,
an =
∂v
∂t
+ v
dv
dn
. (3.43)
Thus, equation (3.42) can be rewritten as
ρ an = −v2 dρ
dn
− ρv2K + ρ ∂v
∂t
− v ∂ρ
∂t
. (3.44)
Equations (3.41) and (3.44) can be solved for both an and dρ/dn, obtaining:
an =
1
c2s − v2
{
v2
[
dΦ
dn
− c2sK − ν n ·
(
∇2v + 1
3
~∇(~∇ · v)
)]
+ c2s
(
∂v
∂t
− v
ρ
∂ρ
∂t
)}
; (3.45)
dρ
dn
=
1
c2s − v2
{
−ρ
[
dΦ
dn
− v2K − ν n ·
(
∇2v + 1
3
~∇(~∇ · v)
)]
− ρ ∂v
∂t
+ v
∂ρ
∂t
}
. (3.46)
In general we see that there is risk of a divergence in the acceleration and the density gradient as
v → cs, which indicates that the ergo-surfaces must be treated with some delicacy. The fact that
gradients diverge in this limit is our key observation, and we shall now demonstrate that this has
numerous repercussions throughout the physics of acoustic black holes.
Since v2 = c2s at the ergo-surface it is evident that the acceleration and the density gradient both
diverge, unless the condition
dΦ
dn
∣∣∣∣
h
− c2hKh − ν nh ·
(
∇2v + 1
3
~∇(~∇ · v)
)
h
+
∂v
∂t
∣∣∣∣
h
− cs
ρ
∣∣∣∣
h
∂ρ
∂t
∣∣∣∣
h
= 0 (3.47)
is satisfied. Equation (3.47) is therefore a relationship that the various quantities must satisfy in order
to have a physically acceptable model. Of course, it is only a necessary condition, because an and
dρ/dn may diverge at the ergo-surface even when (3.47) is fulfilled, if the quantities in square brackets
in the right hand sides of (3.45) and (3.46) tend to zero more slowly than c2− v2 as one approaches the
ergo-surface.
For a stationary, non-viscous flow, (3.47) reduces to
dΦ
dn
∣∣∣∣
h
=
[
c2sK
]
h
. (3.48)
Thus, in this case it seems that a special fine-tuning of the external forces is needed in order to keep
the acceleration and density gradient finite at the ergo-surface. If the condition (3.48) is not fulfilled
but still ν = 0, the flow cannot be stationary. Near the ergo-surface, an instability will make the time
derivatives in (3.47) different from zero, so that they could compensate the mismatch between the two
sides of (3.48). More realistically, we shall see later that for a given potential, either no horizon forms,
or the flow assumes a configuration in which (3.48) is automatically satisfied.
3.3.2 Regularity conditions at horizons
If we now look at the “surface gravity” of an acoustic black hole it is most convenient to first restrict
attention to a stationary flow. For additional technical simplicity we shall further assume that at the
acoustic horizon (the boundary of the trapped region) the fluid flow is normal to the horizon. Under
these circumstances the technical distinction between an ergo-surface and an acoustic horizon vanishes
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and we can simply define an acoustic horizon by the condition v → cs. Then the surface gravity is
simply given by Eq.(3.36) taking v⊥ = v.
For us it is useful to work with the general quantity
g = 12
d(c2s − v2)
dn
= 12
dc2s
dn
− an. (3.49)
which, in our framework, coincides at the acoustic horizon with the surface gravity. Now we have, using
equations (3.42) and (3.43),
dc2s
dn
=
dc2s
dρ
dρ
dn
= −d
2p
dρ2
[
ρ
(
K +
1
v
dv
dn
)
+
1
v
∂ρ
∂t
]
= −d
2p
dρ2
[
ρ
(
K +
an
v2
− 1
v2
∂ρ
∂t
)
+
1
v
∂ρ
∂t
]
, (3.50)
and so we find, using (3.45):
g =
{(
c2s +
ρ
2
d2p
dρ2
)(
Kv2 − ∂v
∂t
+ vρ
∂ρ
∂t
)
−
(
v2 +
ρ
2
d2p
dρ2
)[
dΦ
dn
− ν n ·
(
∇2v + 13 ~∇(~∇ · v)
)]}
c2s − v2
.(3.51)
Under the present assumptions, time derivatives vanish and v2 = c2s at the horizon, so it is now
evident that the surface gravity (as well as the acceleration and the density gradient) diverges unless
the condition
dΦ
dn
∣∣∣∣
h
− (c2sK)h − ν nh · (∇2v + 13 ~∇(~∇ · v)
)
h
= 0 (3.52)
is satisfied. For a non-viscous flow (3.52) again reduces to (3.48), and the same considerations made
about the acceleration and density gradient apply.
Now all of this discussion is based on the assumption that acoustic horizons can actually form, and
would be of no use if it were to be shown that something prevents the fluid from reaching the speed of
sound. In order to deal with this possibility we shall now check that at least in some specific examples
it is possible to form acoustic horizons under the current hypotheses. For analyzing these specific cases
it is useful to consider the stationary, spherically symmetric case.
3.4 Spherically symmetric stationary flow
For simplicity, we now deal with the case of a spherically symmetric stationary flow in d space dimensions.
Additionally, for the time being we shall assume the absence of viscosity, ν = 0.
For a spherically symmetric steady inflow, n is minus the radial unit vector. Then dn/dn = 0; also
d
dn
= − d
dr
, (3.53)
and
K = −d− 1
r
. (3.54)
From equation (3.6) it follows that a has only a radial component, which coincides with −an and is
a = −v2 c
2
s (d− 1)/r − dΦ/dr
c2s − v2
. (3.55)
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This result could also be obtained directly, without the general treatment of the previous section. For
a steady flow the continuity equation implies
ρ v rd−1 = J = constant. (3.56)
Taking the logarithmic derivative of the above equation one easily gets
dρ
dr
= −ρ (d− 1)
r
− ρ
v
dv
dr
. (3.57)
On the other hand, in this case the Euler equation (3.7) takes the form
ρ v
dv
dr
= −c2s
dρ
dr
− ρdΦ
dr
, (3.58)
where we have used the barotropic condition. Equations (3.57) and (3.58) can be combined to give the
useful result
v
dv
dr
= c2s
(
(d− 1)
r
+
1
v
dv
dr
)
− dΦ
dr
, (3.59)
which allows one to easily compute the acceleration a = v dv/dr of the fluid for this specific case,
recovering equation (3.55), and to obtain a differential equation for the velocity profile v(r):
dv
dr
= −v c
2
s (d− 1)/r − (dΦ/dr)
c2s − v2
. (3.60)
When it comes to calculating g, the same analysis as previously developed now yields
g =
1
c2s − v2
[(
v2 +
ρ
2
d2p
dρ2
)
dΦ
dr
−
(
c2s +
ρ
2
d2p
dρ2
)
v2(d− 1)
r
]
. (3.61)
Therefore the acceleration at the acoustic horizon, whose location rh is the solution of the equation
v(rh)
2 = cs(rh)
2, formally goes to infinity unless the external body force satisfies the condition[
dΦ
dr
− c2s
(d− 1)
r
]
h
= 0. (3.62)
Any further analysis requires one to integrate the differential equation (3.60). However, this can be
done only by assigning an equation of state p = p(ρ), and integrating simultaneously equation (3.57) in
order to get the dependence of c on r. We consider such a specific model in the next section.
3.4.1 Constant speed of sound
In order to get further insight, let us consider the simple case of a fluid with a constant speed of sound,
d2p
dρ2
= 0. (3.63)
It is easy to see that, in this case, the condition (3.62) is also sufficient in order to keep the physical
quantities finite on the horizon. Consider equation (3.60) and apply the L’Hospital rule in order to
evaluate (dv/dr)h. One gets (
dv
dr
)2
h
= −1
2
(
d2Φ
dr2
∣∣∣∣
h
+
c2s (d− 1)
r2h
)
, (3.64)
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and so (dv/dr)h has a finite value. As a corollary of (3.64), we see that at the horizon one must have
d2Φ
dr2
∣∣∣∣
h
≤ −c
2
s(d− 1)
r2h
; (3.65)
and so, in particular, no potential with a non-negative second derivative can lead to a horizon on which
dv/dr is finite.
With the assumption (3.63), the differential equation (3.60) for the velocity profile can be easily
integrated. Its general solution is
1
2
[
c2s ln
(
v2
v20
)
− v2 + v20
]
= −c2s (d− 1) ln
(
r
r0
)
+Φ(r)− Φ(r0), (3.66)
where r0 is arbitrary and v0 is the speed of the fluid at r0.
6
We now come to a crucial point of our analysis. On rewriting (3.66) as
F (r, v; r0, v0) = 0, (3.67)
we can represent the location rh of the horizon, for a given potential Φ and given boundary data (r0, v0),
as the solution of the equation
F (rh, c; r0, v0) = 0. (3.68)
On the other hand, differentiating (3.67) and comparing with (3.60) we can rewrite the regularity
condition (3.62) as
∂F
∂r
(rh, c; r0, v0) = 0. (3.69)
It is clear that, if we impose the boundary data (r0, v0), then (3.69) expresses a fine-tuning condition
on Φ in order to have dv/dr finite at the horizon. However, we can reverse the argument and consider
the more realistic case in which one looks for a physically acceptable flow compatible with an assigned
Φ, without trying to force the boundary condition v(r0) = v0. In this case, equations (3.68) and (3.69),
when solved simultaneously, give the location of the horizon, rh, and the value v0 of the fluid speed at
r0. Thus, requiring regularity of the flow for a given potential amounts to solving an eigenvalue problem,
while if one insists on assigning a boundary condition for the speed, a careful fine tuning of Φ is needed
in order to avoid infinite gradients. We stress, however, that although from a strictly mathematical
point of view both types of problem can be considered, it is the first one that is relevant in practice.
3.4.2 Examples
We now consider some specific choices of Φ(r), in order to see what happens.
Constant body force
Let us begin with a constant body force, with the linear potential
Φ(r) = kr, (3.70)
6Equation (3.66) simply expresses Bernoulli’s theorem. Indeed, it can be written in the form v2/2 + Φ(r) + h(v, r) =
const, where h =
∫
dp/ρ can be found from (3.57).
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where k is a constant. Equation (3.66) becomes, in this case,
1
2
[
c2s ln
(
v2
v20
)
− v2 + v20
]
= −c2s (d− 1) ln
(
r
r0
)
+ k(r − r0). (3.71)
Following the discussion at the end of section 3.4.1, we can regard (3.62) as the equation for the locations
of rh where dv/dr is finite. We have, in this case, rh = c
2
s (d − 1)/k so, excluding the uninteresting
possibility rh = 0 for d = 1, we see immediately that there can be no regular flow with an acoustic
horizon when k ≤ 0. For k > 0, replacing the value of rh for r in (3.71), one can see that no real solutions
exist for v0. These conclusions are in agreement with equation (3.65), which implies that dv/dr cannot
be finite at rh, because d
2Φ/dr2 ≡ 0 in this case. Thus, either v(r) 6= c for all values of r, or dv/dr
diverges at the horizon. We shall see that the second possibility is the correct one, by examining some
plots of the solution of equation (3.71) with arbitrarily chosen boundary conditions.
Without loss of generality we can rescale the unit of distance to set
k =

+c2s/r0,
0,
−c2s/r0.
(3.72)
Let us treat these three cases separately.
For k > 0 figure 3.1 clearly shows that there is no obstruction to reaching the acoustic horizon. In
addition, if we keep the distance scale fixed and instead vary k we find the curves of figure 3.2.
Figure 3.1: Plot of the solutions of equation (3.66) for several values of d and k > 0. We have first
fixed k = +c2s/r0, and then set c = 1, r0 = 1, and v0 = 1/2.
The four things to emphasize here are that:
1. Velocities equal to the speed of sound are indeed attained;
2. The gradient dv/dr is indeed infinite at the acoustic horizon;
3. These particular solutions break down at the acoustic horizon and cannot be extended beyond it;
4. The particular solutions which we have obtained all exhibit a double-valued behaviour, there is a
branch with subsonic flow that speeds up and reaches v = c at the acoustic horizon; and there is a
second supersonic branch, defined on the same spatial region, that slows down and reaches v = c
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Figure 3.2: Plot of the solutions of equation (3.66) for k = 2, 3, 4 with d = 3, c = 1, r0 = 1, and
v0 = 1/2.
at the acoustic horizon. Mathematically, this happens because the equation x = lnx + k, with k
a constant, has two solutions when k < 1.
If there is no external body force (k = 0), then d = 1 is uninteresting (the velocity is constant). If
we now look at d = 2 and higher then equation (3.55) again easily gives us the acceleration of the fluid
a = v
dv
dr
= −v2 c
2
s (d− 1)/r
c2s − v2
, (3.73)
Explicit integration leads us to the solution
r = r0
(
v
v0
) 1
1−d
exp
(
v2 − v20
2(d− 1)c2s
)
, (3.74)
which is equivalent to equation (3.66) with k = 0. This can easily be plotted for different values of the
dimension d as shown in figure 3.3.
Figure 3.3: Plot of the solution of equation (3.66) for k = 0 with the same initial values. (c = 1, r0 = 1,
and v0 = 1/2.) Note the triviality of the d = 1 solution, which exhibits two branches, with subsonic and
supersonic speeds respectively.
For k < 0 the solutions are plotted in figure 3.4.
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Figure 3.4: Plot of the solution of equation (3.66) for d = 1, 2, 3, and k = −c2s/r0, where we again set
c = 1, r0 = 1, and v0 = 1/2.
Finally it is interesting to compare the different behaviour of the solutions for the different signs of
the body force as shown in figure 3.5.
In all three cases (k > 0, k = 0, k < 0) we see that the acoustic horizon does in fact form as naively
expected, and that the surface gravity and acceleration are indeed infinite at the acoustic horizon.
Naturally, this should be viewed as evidence that some of the technical assumptions usually made are
no longer valid as the horizon is approached. In particular in the next section (section 3.4.3) we shall
discuss the role of viscosity as a regulator for keeping the surface gravity finite.
Figure 3.5: Plot of the solutions of equation (3.66) for k = ±1, 0 and d = 2, with c = 1, r0 = 1, and
v0 = 1/2.
Schwarzschild geometry
So far, the discussion has concerned the attainability of acoustic horizons in general, without focusing on
any particular acoustic geometry. A more specific, and rather attractive possibility is to attempt to build
a flow with an acoustic metric that is as close as possible to one of the standard black hole metrics of
general relativity. We have seen in section 3.2.2 that this is actually conceivable and that the acoustic line
element which one obtains is conformal to the Painleve´–Gullstrand form of the Schwarzschild geometry.
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This possibility has stimulated considerable work concerning the physical realization of an experi-
mental setup that could actually produce such a flow (or, more precisely, a two-dimensional version of
it [207]).
We have seen that for this kind of fluid configuration the potential must be carefully chosen to be
of the form given in Eq. (3.32), which will not be easy to do in a laboratory. If one does manage
to construct such a potential Φ(r) it will automatically fulfill the fine-tuning condition (3.48) at the
acoustic horizon, rh = 2M/c
2
s . This is only to be expected, because dv/dr = −
√
GNM/2r3 diverges
only as r → 0. Also, since we know that the surface gravity of a Schwarzschild black hole is finite,
any fluid flow that reproduces the Schwarzschild geometry must by definition satisfy the fine tuning
condition for a finite surface gravity.
Figure 3.6: Plot of the solutions of equation (3.66) for the potential (3.32), with GNM = 1/2, d = 3,
c = 1, and r0 = 4. The corresponding boundary conditions are v0 = 0.4, v0 = 0.5, and v0 = 0.6.
Looking at the issue from the point of view discussed at the end of section 3.4.1, one expects that,
given the potential (3.32), the value v0 =
√
2GNM/r0 is the solution of equations (3.68) and (3.69), while
v(r) =
√
2GNM/r is the corresponding eigenfunction that is selected by the requirement of having a
regular flow. This is indeed the case: Equation (3.68) now gives rh = 2GNM/c
2
s which, when substituted
into (3.69), leads to the following equation for v0:
c2s
2
ln
(
2GNM
r0v20
)
+
v20
2
=
GNM
r0
. (3.75)
It is trivial to check that v0 =
√
2GNM/r0 is, in fact, a solution of (3.75).
Considering the same potential (3.32), but values of v0 different from
√
2GNM/r0, corresponds to
flows either with no horizon, or in which (dv/dr)h diverges. This is evident in figure 3.6, which confirms
the “eigenvalue character” of the problem of finding a regular flow. Notice that there are two solutions
that are regular at the horizon, with opposite values of (dv/dr)h, in full agreement with the fact that
equation (3.64) only determines the square of (dv/dr)h.
3.4.3 Viscosity
Coming back to the issue of the stability of the acoustic horizon for constant body force (the easiest
sort of potential to set up experimentally), one can ask if there are alternatives to the breakdown of
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stationarity of the flow in order to avoid the divergence of the gradients of physical quantities at the
horizon. We shall now see that a general, alternative, way for the fluid to avoid these divergences is to
develop a viscosity component at the onset of acoustic horizons. This way not only tames the divergences
but can in principle provide the mechanism for the mode regeneration that would allow the presence of
the Hawking radiation.
General equations for viscid flow
In the presence of viscosity, the general situation is governed by the Navier–Stokes equation (3.7), from
which we deduce (again confining attention to stationary spherical symmetry)
a = v
dv
dr
= − v
2
c2s − v2
[
c2s (d− 1)
r
− dΦ
dr
+ ν¯
(
d2v
dr2
+
(d− 1)
r
dv
dr
− (d− 1)v
r2
)]
(3.76)
Here we have rescaled the viscosity coefficient in such a way that ν¯ = 43ν.
The acceleration is then infinite at the horizon unless(
1− ν¯
csrh
)
c2s (d− 1)
rh
− dΦ
dr
∣∣∣∣
h
+ ν¯
[
d2v
dr2
+
(d− 1)
rh
dv
dr
]
h
= 0. (3.77)
Since this involves higher-order derivatives at the horizon, it can no longer be regarded as a fine-tuning
constraint, or as an equation for rh, but merely as a statement about the shape of the velocity profile
near the horizon.
Although it is possible to find the general solutions for v and dv/dr [13], it is unfortunately imprac-
tical to find an analytic form for d2v/dr2 and hence we must resort to the numerical analysis of special
cases.
d = 1, constant body force
Even the case of constant body force is intractable unless d = 1, in which case we get (following the
steps above)
a = v
dv
dr
= −v2 −k+ ν¯(d
2v/dr2)
c2s − v2
. (3.78)
That is
dv
dr
= −v −k+ ν¯(d
2v/dr2)
c2s − v2
. (3.79)
This single second-order differential equation can be turned into an autonomous system of first-order
equations 
dv
dr
= Π,
dΠ
dr
=
k
ν¯
+
v
ν¯
(
1− c
2
s
v2
)
Π.
(3.80)
We can plot the flow of this autonomous system in the usual way and it clearly shows that it is possible
to cross the acoustic horizon v = c at arbitrary accelerations ah and arbitrary surface gravity gh (see
figure 3.7).
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Figure 3.7: Plot of the phase space for d = 1, k = constant > 0, and nonzero viscosity. The transverse
line identifies a separatrix in the integral curves. Note that the integral curves can intersect the acoustic
horizon at arbitrary values of the surface gravity.
d = 1, zero body force
If d = 1 and k = 0 the once-integrated equation for dv(r)/dr reduces to
dv
dr
∣∣∣∣
r
=
dv
dr
∣∣∣∣
r0
− 1
2ν¯
[
c2s ln
(
v2
v20
)
− v2 + v20
]
. (3.81)
In this particular case the analysis is sufficiently simple that we can say something about the acceleration
at the horizon, namely
dv
dr
∣∣∣∣
h
=
dv
dr
∣∣∣∣
r0
− 1
2ν¯
[
c2s ln
(
c2s
v20
)
− c2s + v20
]
. (3.82)
That is
gh = ah = cs
dv
dr
∣∣∣∣
r0
− cs
2ν¯
[
c2s ln
(
c2s
v20
)
− c2s + v20
]
. (3.83)
This is an explicit analytic verification that viscosity regularizes the surface gravity of the acoustic
horizon.
We can plot the flow in the usual way and it again clearly shows that it is possible to cross the
acoustic horizon v = c at arbitrary accelerations ah (see figure 3.8).
d > 1, constant body force
For the case of d > 1 an analytic solution cannot be found even for constant body force. The relevant
equation is The relevant equation is
d2v
dr2
+
(
(d− 1)
r
+
1
ν¯
c2 − v2
v
)
dv
dr
− (d− 1)v
r2
=
1
ν¯
(
k− c
2(d− 1)
r
)
, (3.84)
which can be recast as
dv
dr
= Π
dΠ
dr
=
1
ν¯
(
k− c
2(d− 1)
r
)
+
(d− 1)v
r2
+
(
v
ν¯
(
1− c
2
v2
)
− (d− 1)
r
)
Π.
(3.85)
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Figure 3.8: Plot of the phase space for d = 1, k = 0, and nonzero viscosity. Again note that the
integral curves can intersect the acoustic horizon at arbitrary values of the surface gravity.
This is no longer an autonomous system of differential equations, (there is now an explicit r dependence)
and so a flow diagram is meaningless. Nonetheless the system can be treated numerically and curves
plotted as a function of initial conditions. As an example we plot some curves in the phase space for
d = 2, and verify that at least some of these curves imply formation of an acoustic horizon.
Figure 3.9: Plot of some solutions of the non-autonomous system (3.85) for various initial conditions
for d = 2, k = constant, and nonzero viscosity. Note that at least some of these curves intersect the
acoustic horizon, and do so at various finite values of the surface gravity.
As a final remark it can be useful to discuss briefly the effect of viscosity in relation to the Hawking
radiation. It has been shown that the addition of viscosity to the fluid-dynamical equations is equivalent
to the introduction of an explicit violation of Lorentz invariance at short scales [185]. In this case one
may wonder whether such an explicit breakdown would not lead to a suppression of the Hawking flux as
well. In fact the violation of Lorentz invariance is important for wavelengths of order k ≈ k0 ≈ cs/ν¯ [185],
introducing in this way a sort of cutoff (via a modified dispersion relation) for short wavelengths which,
as we have discussed, can dramatically affect the Hawking flux. In this case the same factor which
removes the unphysical divergences at the acoustic horizons would also “kill” the phenomenon which
we are looking for.
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This problem has been extensively discussed in the literature (see e.g. [193]) and it can be shown that
such a violation of Lorentz invariance is not only harmless but even natural. In particular the viscosity
can be shown to induce [185] those sorts of modification of the phonon dispersion relation which are
actually required for circumventing the problem cited above [181, 182, 184, 193].
The emergence of viscosity appears then to be indeed a crucial factor for allowing the formation of
acoustic horizons and, at the same time, for implementing the mechanism of “mode regeneration” which
should permit Hawking radiation in the presence of a short-distance cutoff.
3.4.4 Discussion
Let us summarize the results that we have obtained for a fluid subjected to a given external potential.
In the viscosity-free, stationary case, we have seen that if the flow possesses an acoustic horizon, the
gradients of physical quantities, as well as the surface gravity and the corresponding Hawking flux,
in general exhibit formal divergences. There are two ways in which a real fluid can circumvent this
physically unpalatable result. For a broad class of potentials, there is one particular flow which is
regular everywhere, even at the horizon. In this case, it is obvious that the fluid itself will “choose” such
a configuration. Mathematically, imposing a regularity condition at the horizon amounts to formulating
an eigenvalue problem. Unfortunately, there are physically interesting potentials — such as a linear one
— for which this is impossible. In such cases, the divergences will be avoided in reality simply because
one or both of the simplifying hypothesis (stationarity, no viscosity), become invalid as v → c.
In conclusion, we view the analytic and numerical results obtained in this section as both a danger
and an opportunity. They are a danger because infinite accelerations are clearly unphysical and indicate
that the idealization of considering an irrotational barotropic inviscid perfect fluid (and this idealization
underlies the standard derivations of the notion of the acoustic metric [180, 183, 185]), is sure to break
down in the neighborhood of any putative acoustic horizon.
On the other hand, this may be viewed as an opportunity: once we regulate the infinite surface
gravity, by adding for instance a finite viscosity, we find that the surface gravity becomes an extra free
parameter, divorced from naive estimates based on the geometry of the fluid flow (3.39). This suggests
that detecting the acoustic Hawking effect could be much easier than expected once one manages to
actually form an acoustic horizon.
3.5 Prospects: condensed matter black holes?
We will end this chapter by discussing a recent development in the study of possible laboratory real-
izations of event horizons. The basic point which makes conceivable their formation in hydrodynamics
is that fluid perturbations in their propagation experience a Lorentzian structure which has a “limit”
velocity equal to the sound speed cs. Since a fluid can in principle flow at supersonic speeds (such as,
for example, in the case of shock waves) then it is possible to conceive the formation of horizons for
phonons.
Another possibility that one can be tempted to explore is to instead work in a regime where light itself
is “slowed down” to such an extent that a fluid flow can be faster than the light velocity. This slowing
down of light is now a concrete reality: in fact, more and more refined techniques now exist to allow us to
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make the refractive index of some materials extremely large. Experimental physicists have now managed
to get refractive indices up to n ≈ 107 giving a light speed of order v = c/n ≈ 10meters/second [210].
This makes the proposal to build optical hydrodynamical black holes extremely appealing.
Recently Leonhardt and Piwnicki [211, 212, 213] have proposed a model of a dielectric fluid where the
propagation of electromagnetic waves is described by an effective metric which is actually an algebraic
combination of the refractive index, the fluid velocity and the background Minkowski metric 7. In
particular, in the case of non-dispersive media light experiences a metric of the form [211]:
gµν(t,x) ≡
 ( 1n2 − u
2
c2 )
... +uc
j
· · · · · · · · · · · · · · · · · · ·
+uc
i ... −δij
 . (3.86)
Here c is the speed of light in vacuum and the above form is valid in the limit of large refractive index
n and low local velocities u (with respect to c) of the medium.
The analogy of this electromagnetic metric with the acoustic metric given in Eq. (3.20) is quite a
strict one. It is then easy to see that most of the structures discussed in acoustic geometry can have a
correspondence in the case of dielectric flows. In the same way, all of the differences between acoustic
manifolds and General Relativity similarly apply in this case.
The most important point is that it is conceivable [215] to build up fluid flows with nozzle or
vortex geometries which accelerate a low-compressibility dielectric fluid to velocities which somewhere
have radial components faster that the phase velocity of light. Once an “optical event horizon” is
built up then a photon Hawking flux should be expected. This will have a near-thermal distribution
characterized by a Hawking temperature proportional to the acceleration of the fluid as it crosses the
horizon. Unfortunately the large values of the refractive index mentioned above have so far been obtained
for very dispersive media (n(ω) has a resonance for some special frequencies). The analogy between
these optical black holes and the acoustic ones is not so strict and so no easy exportation of the results
can be made.
Finally one can wonder whether some analogue of the easily set up supersonic cavitation configuration
which we saw before can be found in the promising case of a dielectric fluid. This introduces us to our
discussion in the next chapter where we shall develop a model based on the dynamics of the refractive
index for explaining the radiation observed in Sonoluminescence which we mentioned before.
Our approach to Sonoluminescence will make use of spatio-temporal changes in refractive index
induced by the fluid dynamics. Though there are some weak formal similarities with the phonon Hawking
radiation of this current chapter, it must be emphasised that the basic physics is rather different.
7 This is actually a development of a formulation of electromagnetism in dispersionless media in terms of an effective
metric proposed by Gordon in 1923 [214]
Chapter 4
Toward experimental semiclassical
gravity: Sonoluminescence
Chi disputa allegando l’autorita` non adopra lo ’ngenio,
ma piu` tosto la memoria.1
Leonardo da Vinci
A belief is like a guillotine,
just as heavy, just as light.
Franz Kafka
1Who discuss using his authority does not use the intelligence but the memory instead.
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In this chapter we shall pursue our study of the possible experimental tests of the dynamical Casimir
effect. In particular we shall focus our attention on the phenomenon of Sonoluminescence. We shall
develop an original model for explaining the origin of the radiation emitted in this process, based on
dynamical particle production from the quantum vacuum driven by a time varying refractive index
(which acts as an external field perturbing the QED vacuum). Although the model developed could
be greatly improved if further information about the realistic dynamics of the refractive index could be
gained from condensed matter studies, it has to be stressed that it is already able to propose some tests
amenable to observations.
The contents of this chapter are original and represent an extract from a “corpus” of works [14, 15,
16, 17, 18, 19] dedicated to the subject. All of these have been done in collaboration with Francesco
Belgiorno, Matt Visser and Dennis Sciama without the enthusiasm and guidance of whom they would
never have appeared.
4.1 Sonoluminescence as a dynamical Casimir Effect
Sonoluminescence (SL) is the phenomenon of light emission by a sound-driven gas bubble in a fluid
[216]. In SL experiments, the intensity of a standing sound wave is increased until the pulsations of a
bubble of gas trapped at a velocity node have sufficient amplitude to emit brief flashes of light having
a “quasi-thermal” spectrum with a “temperature” of several tens of thousands of Kelvin. The basic
mechanism of light production in this phenomenon is still highly controversial. We first present a brief
summary of the main experimental data (as currently understood) and of their sensitivities to external
and internal conditions. For a more detailed discussion see [216].
SL experiments usually deal with bubbles of air in water, with ambient radius Rambient ≈ 4.5 µm.
The bubble is driven by a sound wave of frequency of 20–30 kHz. (Audible frequencies can also be used,
at the cost of inducing deafness in the experimental staff.) During the expansion phase, the bubble
radius reaches a maximum of order Rmax ≈ 45 µm, followed by a rapid collapse down to a minimum
radius of order Rmin ≈ 0.5 µm.
The photons emitted by such a pulsating bubble have typical wavelengths of the order of visible light.
The minimum observed wavelengths range between 200 nm and 100 nm. This light appears distributed
with a broad-band spectrum (no resonance lines, roughly a power-law spectrum with exponent depending
on the gas admixture entrained in the bubble, and with a cutoff in the extreme ultraviolet). For a typical
example, see figures 4.2 and 4.3. If one fits the data to a Planck black-body spectrum, the corresponding
temperature is several tens of thousands of Kelvin (typically 70, 000 K, though estimates varying from
40, 000 K to 100, 000 K are common). There is considerable doubt as to whether or not this temperature
parameter corresponds to any real physical temperature. There are about one million photons emitted
per flash, and the time-averaged total power emitted is between 30 and 100 mW.
The photons appear to be emitted from a very small spatio-temporal region: Estimated flash widths
vary from less than 35 ps to more than 380 ps depending on the gas entrained in the bubble [217, 218].
There are model-dependent (and controversial) claims that the emission times and flash widths do not
depend on wavelength [218]. As for the spatial scale, there are various model-dependent estimates but
no direct measurement is available [218]. Although it is clear that there is a frequency cutoff at about
1 PHz, the physics leading to this is controversial. Standard explanations are
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Figure 4.1: Typical variation of the bubble radius as a function of time and in relation to the sound
wave cycle (dotted line). Note the peculiar oscillatory behaviour after the collapse. The picture is taken
from ref. [216].
1. a thermal cutoff (deprecated because the observed cutoff is much sharper than exponential) , or
2. the opacity of water in the UV (deprecated because of the observed absence of dissociation effects).
Alternatively, Schwinger suggested that the critical issue is that the real part of the refractive index
of water goes to unity in the UV (so that there is no change in the Casimir energy during bubble
collapse). We shall add another possible contribution to the mix:
3. a rapidly changing refractive index causes photon production with an “adiabatic cutoff’ that
depends on the timescale over which the refractive index changes. (Because the observed falloff
above the physical cutoff is super-exponential it is clear that this adiabatic effect is at most part
of the complete picture.)
Any truly successful theory of SL must also explain a whole series of characteristic sensitivities to
different external and internal conditions. Among these dependencies the main one is certainly the
mysterious catalytic role of a noble gas admixture. (Most often, this amounts to a few percent in the
air entrained in the bubble. One can obtain SL from air bubbles with a 1% content of argon, and also
from pure noble gas bubbles, but the phenomenon is practically absent in pure oxygen bubbles.) In
fact, it has been suggested that physical processes concentrate the noble gases inside the bubble to the
extent that the bubble consists of almost pure noble gas [219], and some experimental results seem to
corroborate this suggestion [220].
Other external conditions that influence SL are:
• Magnetic Fields — If the frequency of the driving sound wave is kept fixed, SL disappears above a
pressure-dependent threshold magnetic field: H ≥ H0(p). On the other hand, for a fixed value of
the magnetic field H0, there are both upper and lower bounds on the applied pressure that bracket
the region of SL, and these bounds are increasing functions of the applied magnetic field [221].
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Figure 4.2: Typical experimental spectrum: The data has been taken from figure 51 of reference 1, and
has here been plotted with intensity (in arbitrary units) given as a function of wavelength. Note that
no data has been taken at frequencies below the visible range. The spectrum is a broad-band spectrum
without significant structure. The physical nature of the cutoff (which occurs in the far ultraviolet) is
one of the key issues under debate.
This is often interpreted as suggesting that the primary effect of magnetic fields is to alter the
condition for stable bubble oscillations. See. also [222].
• Temperature of the water— If TH2O decreases then the emitted powerW increases. The position of
the peak of the spectrum depends on TH2O. It has been suggested that the increased light emission
at lower water temperature is associated with an increased stability of the bubble, allowing for
higher driving pressures [223].
These are only the most salient features of the SL phenomenon. In attempting to explain such detailed
and specific behaviour the dynamical Casimir approach (QED vacuum approach) encounters problems
which are equivalent to those in all of the other approaches. Nevertheless we shall argue that SL
explanations using a Casimir-like framework are viable, and merit further investigation.
4.1.1 Casimir models: Schwinger’s approach
The idea of a “Casimir route” to SL is due to Schwinger who several years ago wrote a series of
papers [224, 225, 226, 227, 228, 229, 230] regarding the so-called dynamical Casimir effect. Considerable
confusion has been caused by Schwinger’s choice of the phrase “dynamical Casimir effect” to describe his
particular model. In fact, Schwinger’s original model is not dynamical but is instead quasi-static as the
heart of the model lies in comparing two static Casimir energy calculations: one for an expanded bubble
and the other for a collapsed bubble. One key issue in Schwinger’s model is thus simply that of calculating
Casimir energies for dielectric spheres — and there is already considerable disagreement on this issue.
A second and in some ways more critical question is the extent to which this difference in Casimir
energies may be converted into real photons during the collapse of the bubble. The original quasi-static
incarnation of the Schwinger model had no real way of estimating either photon production efficiency
or timing information (when does the flash occur?). In contrast, the model of Eberlein [231, 232, 233]
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Figure 4.3: Typical experimental spectrum: The data has been taken from figure 51 of reference 1, and
has here been plotted with the number spectrum given as a function of frequency.
(more fully discussed below) is truly dynamical but uses a much more specific physical approximation —
the adiabatic approximation. The two models should not be confused. We shall argue that the observed
features of SL force one to make the sudden approximation. We can then estimate the spectrum of the
emitted photons by calculating an appropriate Bogoliubov coefficient relating two states of the QED
vacuum. The resulting variant of the Schwinger model for SL is then rather tightly constrained, and
should be amenable to experimental verification (or falsification) in the near future.
In his papers on SL, Schwinger showed that the dominant bulk contribution to the Casimir energy of
a bubble (of dielectric constant ǫinside) in a dielectric background (of dielectric constant ǫoutside) is [227]
Ecavity = +2
4π
3
R3
∫ K
0
4πk2dk
(2π)3
1
2
h¯ck
(
1√
ǫinside
− 1√
ǫoutside
)
+ · · ·
= +
1
6π
h¯cR3K4
(
1√
ǫinside
− 1√
ǫoutside
)
+ · · · (4.1)
The corresponding number of emitted photons is
N = +2
4π
3
R3
∫ K
0
4πk2dk
(2π)3
1
2
(√
ǫoutside√
ǫinside
− 1
)
+ · · ·
= +
2
9π
(RK)3
(√
ǫoutside√
ǫinside
− 1
)
+ · · · (4.2)
Here we have inserted an explicit factor of two with respect to Schwinger’s papers to take into account
both photon polarizations. There are additional sub-dominant finite volume effects discussed in [234,
235, 236]. Schwinger’s result can also be rephrased in a clearer and more general form as [234, 235, 236]:
Ecavity = +2V
∫ K
0
d3~k
(2π)3
1
2
h¯ [ωinside(k)− ωoutside(k)] + · · · (4.3)
N = +2V
∫ K
0
d3~k
(2π)3
1
2
[
ωinside(k)
ωoutside(k)
− 1
]
+ · · · (4.4)
Here it is evident that the Casimir energy can be interpreted as a difference in zero point energies due
to the different dispersion relations inside and outside the bubble. The quantity K appearing above is
a high-wavenumber cutoff that characterizes the wavenumber at which the (real part of) the refractive
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indices (n =
√
ǫ) drop to their vacuum values. It is important to stress that this cutoff it is not a
regularization artifact to be removed at the end of the calculation. The cutoff has a true physical
meaning in its own right.
The two main points of strength of models based on zero point fluctuations (e.g., Schwinger’s model
and its variants) are:
1. There is no actual production of far ultraviolet photons (because the refractive index goes to unity
in the far ultraviolet) and so one does not expect the dissociation effects in water that other models
imply. Models based on the quantum vacuum automatically provide a cutoff in the far ultraviolet
because of the behaviour of the refractive index — this observation goes back to Schwinger’s first
papers on the subject.
2. One naturally gets the right energy budget. For noutside ≈ 1.3, ninside ≈ 1, K in the ultra-violet,
and R ≈ Rmax, the change in the static Casimir energy is approximately equal to the energy
emitted during each cycle.
This last issue has been the subject of a heated debate. Milton and collaborators [237, 238, 239, 240],
Brevik et al [241] and Nesterenko and Pirozhenko [242], have strongly criticized Schwinger’s result
claiming that actually the Casimir energy contains at best a surface term, the bulk term being discarded
via (in our opinion) a physically dubious renormalization argument. These points have been discussed
extensively in [234, 235, 236] where it is emphasized that one has to compare two different physical
configurations of the same system, corresponding to two different geometrical configurations of matter,
and thus must compare two different quantum states defined on the same spacetime2. In a situation like
Schwinger’s model for SL one has to subtract from the zero point energy (ZPE) for a vacuum bubble
in water the ZPE for water filling all space. It is clear that in this case the bulk term is physical and
must be taken into account. Surface terms are also present, and eventually other higher order correction
terms, but they prove not to be dominant for sufficiently large cavities [236].
While the contentious issues of how to define the Casimir energy are successfully dealt with in [234,
235, 236], one of the subsidiary aims of the research which we shall present here has been to side-step
this whole argument and provide an independent calculation demonstrating efficient photon production.
After the former works I think that the issue is now completely fixed and Schwinger’s correctness
vindicated.
In contrast to the points of strength outlined above, the main weakness of the original quasi-static
version of Schwinger’s idea is that there is no real way to calculate either timing information or conversion
efficiency. A naive estimate is to simply and directly link power produced to the change in volume
of the bubble. As pointed out by Barber et al. [216], this assumption would imply that the main
production of photons may be expected when the fractional rate of change of the volume is a maximum,
which is experimentally found to occur near to the maximum radius. However, the emission of light is
experimentally found to occur near the point of minimum radius, where the rate of change of area is
maximum. Everything else being equal, this would seem to indicate a surface dependence and might
2 This point of view is also in agreement with the bag model results of Candelas [243]. It is easy to see that in the
bag model one finds a bulk contribution that happens to be zero only because of the particular condition that ǫµ = 1
everywhere. This condition ensures the constancy of the speed of light (and so the invariance of the dispersion relation)
on all space while allowing the dielectric constant to be less than one outside the vacuum bag (as the model for quark
confinement requires).
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be interpreted as a true weakness of the dynamical Casimir explanation of SL. In fact we shall show
that the situation is considerably more complex than might naively be thought, but before this we shall
discuss the other main Casimir model for Sonoluminescence.
4.1.2 Eberlein’s dynamical model for SL
The quantum vacuum approach to SL was developed extensively in the work of Eberlein [231, 232, 233].
The basic mechanism in Eberlein’s approach is a particular implementation of the dynamical Casimir ef-
fect: Photons are assumed to be produced due to an adiabatic change of the refractive index in the region
of space between the minimum and the maximum bubble radius (a related discussion for time-varying
but spatially-constant refractive index can be found in the discussion by Yablonovitch [244]). This phys-
ical framework is actually implemented via a boundary between two dielectric media which accelerates
with respect to the rest frame of the quantum vacuum state. The change in the zero-point modes of the
fields produces a non-zero radiation flux. Eberlein’s contribution was to take the general phenomenon
of photon generation by moving dielectric boundaries and attempt a specific implementation of these
ideas as a candidate for explaining SL.
It is important to realize that this is a second-order effect. Although he was unable to provide a
calculation to demonstrate it, Schwinger’s original discussion is posited on the direct conversion of zero
point fluctuations in the expanded bubble vacuum state into real photons plus zero point fluctuations
in the collapsed bubble vacuum state. Eberlein’s mechanism is a more subtle (and much weaker) effect
involving the response of the atoms in the dielectric medium to acceleration through the zero-point
fluctuations. The two mechanisms are quite distinct and considerable confusion has been engendered
by conflating the two mechanisms. Criticisms of the Eberlein mechanism do not necessarily apply to
the Schwinger mechanism, and vice versa.
In the Eberlein analysis the motion of the bubble boundary is taken into account by introducing a
velocity-dependent perturbation to the usual Hamiltonian of electromagnetism:
Hǫ =
1
2
∫
d3r
(
D2
ǫ
+B2
)
, (4.5)
∆H = β
∫
d3r
ǫ− 1
ǫ
(D ∧B) · rˆ . (4.6)
This is an approximate low-velocity result coming from a power series expansion in the speed of the
bubble wall β = R˙/c. The bubble wall is known to collapse with supersonic velocity, values of Mach 4
are often quoted, but this is still completely non-relativistic with β ≈ 10−5.
The Eberlein calculation consists of a novel mixture of the standard adiabatic approximation with
perturbation theory. In principle, the adiabatic approximation requires the knowledge of the complete
set of eigenfunctions of the Hamiltonian for any allowed value of the parameter β. In the present case
only the eigenfunctions of part of the Hamiltonian, namely those of Hǫ, are known (and these are
known explicitly only in the adiabatic approximation where ǫ is treated as time-independent.) The
calculation consists of initially invoking the standard application of the adiabatic approximation to
the full Hamiltonian, then formally calculating the transition coefficients for the vacuum to two photon
transition to first order in β, and finally in explicitly calculating the radiated energy and spectral density.
In this last step Eberlein used an approximation valid only in the limit kR ≫ 1 which means the limit
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of photon wavelengths much smaller than the bubble radius. This implies that the calculation will
completely miss any resonances that are present.
Eberlein’s final result for the energy radiated over one acoustic cycle is:
W = 1.16 (n
2 − 1)2
n2
1
480π
[
h¯
c3
] ∫ T
0
dτ
∂5R2(τ)
∂τ5
R(τ)β(τ) . (4.7)
Eberlein approximates ninside ≈ nair ≈ 1 and sets noutside = nwater → n. The 1.16 is the result of an
appropriate numerical integration. The precise nature of the semi-analytic approximations made as a
prelude to performing the numerical integration are far from clear.
By a double integration by parts, the above formula can be re-cast as
W = 1.16 (n
2 − 1)2
n2
1
960π
[
h¯
c4
] ∫ T
0
dτ
(
∂3R2(τ)
∂τ3
)2
. (4.8)
Then the energy radiated is also seen to be proportional to∫ T
0
(R˙)2(R¨)2 + ... (4.9)
explicitly showing that the acceleration of the interface (R¨) and the strength of the perturbation (R˙)
both contribute to the radiated energy.
The main advantage of this model over the original Schwinger model is the ability to provide basic
timing information: In this mechanism the massive burst of photons is produced at and near the turn-
around at the minimum radius of the bubble. There the velocity rapidly changes sign, from collapse to
re-expansion. This means that the acceleration is peaked at this moment, and so are higher derivatives
of the velocity. Other main points of strength of the Eberlein model are the same as previously listed
for the Schwinger model plus the ability to explicitly show that one does not need to achieve “real”
temperatures of thousands of Kelvin inside the bubble.
As discussed in section 1.3.3, quasi-thermal behaviour is generated in quantum vacuum models by the
squeezed nature of the two photon states created [232], and the “temperature” parameter is a measure
of the squeezing, not a measure of any real physical temperature 3.
Of course, one should remember that the experimental data merely indicates an approximately
power-law spectrum [N(ω) ∝ ωα] with some sort of cutoff in the ultraviolet, and with an exponent that
depends on the gases entrained in the bubble; the much-quoted “temperature” of the SL radiation is
merely an indication of the scale of this cutoff K.
In spite of these points of strength, Eberlein’s model exhibits significant weaknesses:
1. The calculation is based on an adiabatic approximation which does not seem consistent with
results. The adiabatic approximation would seem to be justified in the SL case by the fact that the
frequency Ω of the driving sound is of the order of tens of kHz, while that of the emitted light is of
the order of 1015 Hz. But if one takes a timescale for bubble collapse of the order of milliseconds, or
3 This “false thermality” must not be confused with the very specific phenomenon of the Unruh temperature. In that
case, valid only for uniformly accelerated observers in flat spacetime, the temperature is proportional to the constant value
of the acceleration. The temperature of the quasi-Planckian spectrum found by Eberlein is not just a function of the first
derivative of the bubble wall speed.
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even microseconds, then photon production is extremely inefficient, being exponentially suppressed
[as we shall soon see] by a factor of exp(−ω/Ω).
In order to compare with the experimental data, the model requires, as external input, the time
dependence of the bubble radius. This is expressed as a function of a parameter γ which describes
the time scale of the collapse and re-expansion process. In order to be compatible with the
experimental values for emitted power W one has to fix γ ≈ 10 fs. This is far too short a
time to be compatible with the adiabatic approximation. Although one may claim that the precise
numerical value of the timescale can ultimately be modified by the eventual inclusion of resonances
it would seem reasonable to take this ten femtosecond figure as a first self-consistent approximation
for the characteristic timescale of the driving system (the pulsating bubble). Unfortunately, the
characteristic timescale of the collapsing bubble then comes out to be of the same order as the
characteristic period of the emitted photons, violating the adiabatic approximation used in deriving
the result. Attempts at bootstrapping the calculation into self-consistency instead bring it to a
regime where the adiabatic approximation underlying the scheme cannot be trusted.
2. The Eberlein calculation cannot deal with any resonances that may be present. Eberlein does
consider resonances to be a possible important correction to her model, but she is considering
“classical” resonances (scale of the cavity of the same order as the wavelength of the photons)
instead of the probably more interesting possibility of parametric resonances.
Finally one should mention a recent calculation that gives qualitatively the same results as the Eberlein
model although leading to different formulae. Schu¨tzhold, Plunien, and Soff [245] adopted a slightly
different decomposition into unperturbed and perturbing Hamiltonians and their result for the total
energy emitted per cycle is given analytically by
W = n
2(n2 − 1)2
1890π
[
h¯
c6
] ∫ T
0
dτ
(
∂4R3(τ)
∂τ4
)2
. (4.10)
The key differences are that this formula is analytic (rather than numerical) and involves fourth deriva-
tives of the volume of the bubble (rather than third derivatives of the surface area). The main reason
for the discrepancy between this and Eberlein’s result can be seen as being due to a different choice of
the dependence on r of β(r, t). In reference [245] they considered the more physical case of a localized
disturbance that yields significant contributions only over a bounded volume. (Eberlein makes the sim-
plifying assumption that β(r, t) is a function of t only, which is incompatible with continuity and the
essentially constant density of water. In contrast, Schu¨tzhold et al. take the radial velocity of the water
outside the bubble to be β(r, t) = f(t)/r2.)
Putting these models aside, and before proposing new routes for developing further research in SL, I
shall give below a more detailed discussion of some important points of Schwinger’s model which seem
to be crucial in order to understand the possibility of a vacuum explanation for SL.
4.1.3 Timescales: The need for a sudden approximation
One of the key features of photon production by a space-dependent and time-dependent refractive index
is that for a change occurring on a timescale τ , the amount of photon production is exponentially
suppressed by an amount exp(−ωτ).
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The importance for SL is that the experimental spectrum is not exponentially suppressed at least
out to the far ultraviolet. Therefore any mechanism of Casimir-induced photon production based on
an adiabatic approximation is destined to failure: Since the exponential suppression is not visible out
to ω ≈ 1015 Hz, it follows that if SL is to be attributed to photon production from a time-dependent
external field (i.e., to a dynamical Casimir effect), then the timescale for change of this field should be
of order a femtosecond.
In the Eberlein model of sonoluminescence the time varying external field is the bubble refractive
index. Its variation (consequential to the change in the bubble radius) perturbs the QED vacuum and
hence leads to the emission of photons. Unfortunately the bubble radius changes on a much longer time
scale than femtoseconds so any Casimir–based model has to take into account that the change in the
refractive index cannot be due just to the change in the bubble radius.
The SL flash is known to occur at or shortly after the point of maximum compression. The light
flash is emitted when the bubble is at or near minimum radius Rmin ≈ 0.5 µm = 500 nm. Note that
to get an order femtosecond change in refractive index over a distance of about 500 nm, the change in
refractive index has to propagate at relativistic speeds. To achieve this, one must adjust basic aspects
of the model: We will move away from the original Schwinger suggestion, in that it is no longer the
collapse from Rmax to Rmin that is important. Instead we will postulate a rapid (order femtosecond)
change in refractive index of the gas bubble when it hits the van der Waals hard core.
It is important to stress that, once one takes into account the refractive index of the final state,
this condition can be somewhat relaxed. We shall ultimately see in section 4.2.3 that we can tolerate
a refractive index that changes as slowly as on a picosecond timescale, but this is still far to rapid to
be associated with physical collapse of the bubble. For the time being we focus on the femtosecond
timescale (which actually makes things more difficult for us) to check the physical plausibility of the
scenario, but keep in mind that eventually things can be relaxed by a few orders of magnitude.
The underlying idea is that there is some physical process that gives rise to a sudden change of the
refractive index inside the bubble when it reaches maximum compression. We have to ensure that the
velocity of mechanical perturbations, that is the sound velocity, can be a significant fraction of the speed
of light in this critical regime. Actually this condition can also be slightly relaxed: one can conceive of
the change in refractive index being driven by a shock wave that appears at the van der Waals hard
core. Now a shock wave is by definition a supersonic phenomenon. If the velocity of sound is itself
already extremely high then the shock wave velocity may be even higher.
Most of the viable models for the gas dynamics during the collapse predict the formation of strong
shock waves; so we are adapting physics already envisaged in the literature. At the same time we are
asking for less extreme conditions (e.g., we can be much more relaxed regarding the focusing of these
shock waves) in that we just need a rapid change of the refractive index of the entrained gas, and do
not need to propose any overheating to “stellar” temperatures. Noticeably dramatic changes in the
refractive index (but that of the surrounding water) due to the huge compression generated by shock
waves have already been considered in the literature [246] (cf. page 5437).
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4.1.4 Bubble at the van der Waals hard core
In support of this proposal I shall first show that the minimum radius experimentally observed is of
the same order as the van der Waals hard core radius Rhc. The latter can be deduced as follows: It is
known that the van der Waals excluded volume for air is b =0.036 l/mol [247]. The minimum possible
value of the volume is then Vhc = b · (ρVambient)/m, where (ρVambient)/m gives the number of moles
and Vambient is the ambient value of the volume. From Rhc = Rambient · (bρ/µ)1/3 and assuming for the
density of air ρ = 10−3 gr/cm3 [1.3 × 10−3 gr/cm3 at STP (standard temperature and pressure)], one
gets Rhc ∼ 0.48 µm. This value compares favorably with the experimentally observed value of Rmin.
Moreover, the role of the van der Waals hard core in limiting the collapse of the bubble is suggested
in [216] (cf. fig. 10, p.78), and a careful hydrodynamic analysis for the case of an Argon bubble [248]
reveals that for Sonoluminescence it is necessary that the bubble undergoes a so called strongly collapsing
phase where its minimum radius is indeed very near the hard core radius4.
It is crucial to realize that a van der Waals gas, when compressed to near its maximum density, has
a speed of sound that goes relativistic. To see this, write the (non-relativistic) van der Waals equation
of state as
p =
nkT
1− nb − an
2 =
ρkT/m
1− ρ/ρmax − a
ρ2
m2
. (4.11)
Here n is the number density of molecules; ρ is mass density; m is average molecular weight (m =
28.96 amu/molecule = 28.96 gr/mol for air).
Now consider the (isothermal) speed of sound for a van der Waals gas
v2sound =
(
∂p
∂ρ
)
T
=
(kT/m)
(1 − ρ/ρmax)2 − 2a
ρ
m2
. (4.12)
Near maximum density this is
vsound ≈
√
kT/m
(1− ρ/ρmax) , (4.13)
and so it will go relativistic (formally infinite) for densities close enough to maximum density 5.
It is only for the sake of simplicity that it has been considered the isothermal speed of sound. One
does not expect the process of bubble collapse and core bounce to be isothermal. Nevertheless, this
calculation is sufficient to demonstrate that in general the sound velocity becomes formally infinite (and
it is reasonable that it goes relativistic) at the incompressibility limit (where it hits the van der Waals
hard core). This conclusion is not limited to the van der Waals equation of state, and is not limited
to isothermal (or even isentropic) sound propagation (see [17] for further details). There is something
of a puzzle in the fact that hydrodynamic simulations of bubble collapse do not see these relativistic
effects. Notably, the simulations by Moss et al [249] seem to suggest collapse, shock wave production,
and re-expansion all without ever running into any van der Waals hard core. The fundamental reason
for this is that the model equation of state they choose does not have any hard core for the bubble to
bounce off. Instead, there are a number of free parameters in their equation of state which are chosen
4 Noticeably, from [248] it is easy to estimate the van der Waals radius for the Argon bubble: Rhc ≈ Rambient/8.86,
with Rambient = 0.4µm. This again gives Rhc(Argon) ≈ 0.45 µm ≈ Rmin.
5 It should be noted that similar unphysical divergences also affect the “shock wave”–based models [216]: Indeed, the
Mach number of the shock formally diverges as the shock implodes towards the origin (cf. page 126 of [216]). One way to
overcome this type of problem is the suggestion that that very near the minimum radius of the bubble there is a breakdown
of the hydrodynamic description [248]. If so, the thermodynamic description in terms of state equations should probably
be considered to be on a heuristic footing at best.
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in such a way as to make their equation of state stiff at intermediate densities, even if their equation of
state is by construction always soft at van der Waals hard core densities. If the equation of state is made
sufficiently stiff at intermediate densities then a bounce can be forced to occur long before hard core
densities are encountered. However, as previously mentioned, the experimental data and hydrodynamic
analysis seem to indicate that hard core densities are achieved at maximum bubble compression.
Given all this, the use of a relativistic sound speed is now physically justifiable, and the possibility
of femtosecond changes in the refractive index is at least physically plausible (even though we cannot
say that femtosecond changes in refractive index are guaranteed).
So our new physical picture is this: The “in state” is a small sphere of gas, radius about 500 nm, with
some refractive index ningas embedded in water of refractive index nliquid. There is a sudden femtosecond
change in refractive index, essentially at constant radius, so the “out state” is gas with refractive index
noutgas embedded in water of refractive index nliquid . In view of this femtosecond change of refractive
index, we would be justified in making the sudden approximation for frequencies less than about a PHz.
4.2 Sonoluminescence as a dynamical Casimir effect: Homoge-
neous model
As a first approach to the problem of estimating the spectrum and efficiency of photon production we
can start by studying in detail the basic mechanism of particle creation and to test the consistency of
the Casimir energy proposals previously described. With this aim in mind we shall look at the effect of
a changing dielectric constant in a homogeneous medium. At this stage of development, we shall not be
concerned with the detailed dynamics of the bubble surface, and confine attention to the bulk effects,
deferring consideration of finite-volume effects to the next section.
Let us consider two different asymptotic configurations. An “in” configuration with refractive index
nin, and an “out” configuration with a refractive index nout. These two configurations will correspond
to two different bases for the quantization of the field. (For the sake of simplicity we take, as Schwinger
did, only the electric part of QED, reducing the problem to a scalar electrodynamics). The two bases
will be related by Bogoliubov coefficients in the usual way. Once we determine these coefficients we
easily get the number of created particles per mode and from this the spectrum. Of course it is evident
that such a model cannot be considered a fully complete and satisfactory model for SL. This present
calculation must still be viewed as a test calculation in which basic features of the Casimir approach to
SL are investigated.
In the original version of the Schwinger model it was usual to simplify calculations by using the fact
that the dielectric constant of air is approximately equal 1 at standard temperature and pressure (STP),
and then dealing only with the dielectric constant of water (nliquid =
√
ǫoutside ≈ 1.3). One should avoid
this temptation on the grounds that the sonoluminescent flash is known to occur within 500 picoseconds
of the bubble achieving minimum radius. Under these conditions the gases trapped in the bubble are
close to the absolute maximum density implied by the hard core repulsion incorporated into the van der
Waals equation of state. Gas densities are approximately one million times atmospheric and conditions
are nowhere near STP. For this reason we shall explicitly keep track of both initial and final refractive
indices.
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I shall now describe a simple analytically tractable model for the conversion of zero point fluctuations
(Casimir energy) into real photons. The model describes the effects of a time-dependent refractive index
in the infinite volume limit. We shall see that for sudden changes in the refractive index the conversion of
zero-point fluctuations is highly efficient, being limited only by phase space, whereas adiabatic changes
of the refractive index lead to exponentially suppressed photon production.
4.2.1 Defining the model
Take an infinite homogeneous dielectric with a permittivity ǫ(t) that depends only on time, not on space.
The homogeneous (dF = 0) Maxwell equations are
B = ∇×A; (4.14)
E = −∇φ− 1
c
∂A
∂t
; (4.15)
while the source-free inhomogeneous (∗d ∗ F = 0) Maxwell equations become
∇ · (ǫE) = 0; (4.16)
∇× B = +1
c
∂
∂t
(ǫE). (4.17)
Substituting into this last equation
∇× (∇×A) = −1
c
∂
∂t
[
ǫ
(
∇φ+ 1
c
∂A
∂t
)]
. (4.18)
Suppose that ǫ(t) depends on time but not space, then
(∇(∇ · A)−∇2A) = −∇1
c
∂
∂t
(ǫφ)− 1
c2
∂
∂t
ǫ
∂A
∂t
. (4.19)
Now adopt a generalized Lorentz gauge
∇ ·A+ 1
c
∂
∂t
(ǫφ) = 0. (4.20)
Then the equations of motion reduce to
1
c2
∂
∂t
ǫ
∂A
∂t
= ∇2A. (4.21)
We now introduce a “pseudo-time” parameter by defining
∂
∂τ
= ǫ(t)
∂
∂t
. (4.22)
That is
τ(t) =
∫
dt
ǫ(t)
. (4.23)
In terms of this pseudo-time parameter the equation of motion is
∂2
∂τ2
A = c2ǫ(τ)∇2A. (4.24)
Compare this with equation (3.86) of Birrell and Davies [4]. Now pick a convenient profile for the
permittivity and permeability as a function of this pseudo-time. (This particular choice of time profile
CHAPTER 4. SONOLUMINESCENCE 135
for the refractive index is only to make the problem analytically tractable, with a little more work it is
possible to consider generic monotonic changes of refractive index and place bounds on the Bogoliubov
coefficients [250].) Let us take
ǫ(τ) = a+ b tanh(τ/τ0) (4.25)
= 12 (n
2
in + n
2
out) +
1
2 (n
2
out − n2in) tanh(τ/τ0). (4.26)
Here τ0 represents the typical timescale of the change of the refractive index in terms of the pseudo-
time we have just defined. We are interested in computing the number of particles that can be created
passing from the “in” state (t→ −∞, that is, τ → −∞) to the “out” state (t→ +∞, that is, τ → +∞).
This means we must determine the Bogoliubov coefficients that relate the “in” and “out” bases of the
quantum Hilbert space. Defining the inner product as:
(φ1, φ2) = i
∫
Στ
φ∗1
↔
∂
∂τ
φ2 d
3x, (4.27)
The Bogoliubov coefficients can now be defined as
αij = −(Aouti , Ainj ), (4.28)
βij = (A
out
i
∗
, Ainj ). (4.29)
Where Aini and A
out
j are solutions of the wave equation (4.24) in the remote past and remote future
respectively. We shall compute the coefficient βij It is this quantity that is linked to the spectrum of
the “out” particles present in the “in” vacuum, and it is this quantity that is related to the total energy
emitted. With a few minor changes of notation we can just write down the answers directly from pages
60–62 of Birrell and Davies [4]. Birrell and Davies were interested in the problem of particle production
engendered by the expansion of the universe in a cosmological context. Although the physical model is
radically different here the mathematical aspects of the analysis carry over with some minor translation
in the details. Equations (3.88) of Birrell–Davies become
ωτin = k
√
a− b = k√ǫin = k nin; (4.30)
ωτout = k
√
a+ b = k
√
ǫout = k nout; (4.31)
ωτ± =
1
2 k |nin ± nout| = 12 |ωτin ± ωτout|. (4.32)
(Here it should be emphasized that these frequencies are those appropriate to the “pseudo-time” τ .)
The Bogoliubov α and β coefficients can be easily deduced from Birrell–Davies (3.92)+(3.93)
α(~kin, ~kout) =
√
ωτout ω
τ
in
ωτ+
Γ(−iωτinτ0) Γ(−iωτoutτ0)
Γ(−iωτ−τ0)2
δ3(~kin − ~kout) (4.33)
β(~kin, ~kout) = −
√
ωτout ω
τ
in
ωτ−
Γ(−iωτinτ0) Γ(iωτoutτ0)
Γ(iωτ−τ0)2
δ3(~kin + ~kout). (4.34)
Now square, using Birrell–Davies (3.95). One obtains6
|β(~kin, ~kout)|2 = sinh
2(πωτ−τ0)
sinh(πωτinτ0) sinh(πω
τ
outτ0)
V
(2π)3
δ3(~kin + ~kout). (4.35)
6 Note that these are the Bogoliubov coefficients for a scalar field theory. For QED in the infinite volume limit the two
photon polarizations decouple into two independent scalar fields and these Bogoliubov coefficients can be applied to each
polarization state independently. Finite volume effects are a little trickier.
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We now need to translate this into physical time, noting that asymptotically, in either the infinite past
or the infinite future, t ≈ ǫτ + (constant), so that for physical frequencies
ωin =
ωτin
ǫin
=
ωτin
n2in
=
k
√
a− b
ǫin
= k
√
1
ǫin
=
k
nin
; (4.36)
ωout =
ωτout
ǫout
=
ωτout
n2out
=
k
√
a+ b
ǫout
= k
√
1
ǫout
=
k
nout
. (4.37)
Note that there is a symmetry in the Bogoliubov coefficients under interchange of “in” and “out”.
We also need to convert the timescale over which the refractive index changes from pseudo-time to
physical time. To do this we define
t0 ≡ τ0 dt
dτ
∣∣∣∣
τ=0
. (4.38)
For the particular temporal profile we have chosen for analytic tractability this evaluates to
t0 =
1
2τ0
(
n2in + n
2
out
)
. (4.39)
After these substitutions, the (squared) Bogoliubov coefficient becomes
|β(~kin, ~kout)|2 = V
(2π)3
δ3(~kin + ~kout)
×
sinh2
(
π
|n2inωin − n2outωout|
n2in + n
2
out
t0
)
sinh
(
2π
n2in
n2in + n
2
out
ωint0
)
sinh
(
2π
n2out
n2in + n
2
out
ωoutt0
) . (4.40)
We now consider two limits, the adiabatic limit and the sudden limit, and investigate the physics.
Sudden limit
Take
max{ωτin, ωτout, ωτ−} τ0 ≪ 1. (4.41)
This corresponds to a rapidly changing refractive index. In terms of physical time this is equivalent to
2π max
{
1,
nin
nout
, 12
∣∣∣∣ ninnout − 1
∣∣∣∣} n2outn2in + n2out ωoutt0 ≪ 1, (4.42)
which can be simplified to yield
2π max{nin, nout} nout
n2in + n
2
out
ωoutt0 ≪ 1. (4.43)
So the sudden approximation is a good approximation for frequencies less than Ωsudden, where we define
Ωsudden =
1
2πt0
n2in + n
2
out
nout max{nin, nout} . (4.44)
This shows that the frequency up to which the sudden approximation holds is not just the reciprocal
of the timescale of the change in the refractive index: there is also a strong dependence on the initial
and final values of the refractive indices. This implies that we can relax, for some ranges of values of
nin and nout, our figure of t0 ∼ O(fs) by up to a few orders of magnitude. Unfortunately the precise
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shape of the spectrum is heavily dependent on all the experimental parameters (K,nin, nout, R). This
discourages us from making any sharp statement regarding the exact value of the timescale required in
order to fit the data.
In the region where the sudden approximation holds the various sinh(x) functions in equation (4.40)
can be replaced by their arguments x. Then
|β|2 ∝ (π[nin − nout])
2
(2πnin) (2πnout)
. (4.45)
More precisely
|β(~kin, ~kout)|2 ≈ 1
4
(nin − nout)2
nin nout
V
(2π)3
δ3(~kin + ~kout), (4.46)
For completeness we also give the unsquared Bogoliubov coefficients evaluated in the sudden approxi-
mation:
α(~kin, ~kout) ≈ 1
2
nin + nout√
nin nout
δ3(~kin − ~kout), (4.47)
β(~kin, ~kout) ≈ 1
2
|nin − nout|√
nin nout
δ3(~kin + ~kout). (4.48)
As expected, for nin → nout, we have α→ δ3(~kin − ~kout) and β → 0.
Adiabatic limit
Now take
min{ωτin, ωτout, ωτ−} τ0 ≫ 1. (4.49)
This corresponds to a slowly changing refractive index. In this limit the sinh(x) functions in the exact
Bogoliubov coefficient can be replaced with exponential functions exp(x). Then
|β|2 ∝ exp(2πω
τ
−τ0)
exp(πωτinτ0) exp(πω
τ
outτ0)
(4.50)
=
exp(π |ωτin − ωτout| τ0)
exp(πωτinτ0) exp(πω
τ
outτ0)
. (4.51)
More precisely
|β(~kin, ~kout)|2 ≈ exp (−2π min{ωτout, ωτin} τ0)
V
(2π)3
δ3(~kin + ~kout). (4.52)
In terms of physical time the condition defining the adiabatic limit reads
2π min
{
1,
nin
nout
, 12
∣∣∣∣ ninnout − 1
∣∣∣∣} n2outn2in + n2out ωoutt0 ≫ 1. (4.53)
The Bogoliubov coefficient then becomes
|β(~kin, ~kout)|2 ≈ exp
(
−4π min{nin, nout} nout
n2in + n
2
out
ωoutt0
)
V
(2π)3
δ3(~kin + ~kout), (4.54)
This implies exponential suppression of photon production for frequencies large compared to
Ωadiabatic ≡ 1
2πt0
n2in + n
2
out
nout min{nin, nout, 12 |nin − nout|}
. (4.55)
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Eberlein’s model [231, 232, 233] for Sonoluminescence explicitly makes the adiabatic approximation
and this effect is the underlying reason why photon production is so small in that model; of course
the technical calculations of Eberlein’s model also include the finite volume effects due to finite bubble
radius which somewhat obscures the underlying physics of the adiabatic approximation.
The transition region
Generally there will be a transition region between Ωsudden and Ωadiabatic over which the Bogoliubov
coefficient has a different structure from either of the asymptotic limits. In this transition region the
Bogoliubov coefficient is well approximated by a monomial in ω multiplied by an exponential suppres-
sion factor, but the e-folding rate in the exponential is different from that in the adiabatic regime.
Fortunately, we will not need any detailed information about this region, beyond the fact that there is
an exponential suppression.
Spectrum
The number spectrum of the emitted photons is
dN(~kout)
d3~kout
=
∫
|β(~kin, ~kout)|2d3~kin. (4.56)
Taking into account that d3~kout = 4πk
2
out dkout this easily yields
dN(ωout)
dωout
=
sinh2
(
π |nin − nout| nout ωoutt0
(n2in + n
2
out)
)
sinh
(
2πnin noutωoutt0
(n2in + n
2
out)
)
sinh
(
2πn2out ωoutt0
(n2in + n
2
out)
) 2V
(2π)3
4πω2out n
3
out. (4.57)
(Here the factor 2 is introduced by hand by taking into account the 2 photon polarizations). For low
frequencies (where the sudden approximation is valid) this is a phase-space limited spectrum with a
prefactor that depends only on the overall change of refractive index. For high frequencies (where the
adiabatic approximation holds sway) the spectrum is cutoff in an exponential manner depending on the
rapidity of the change in refractive index.
A sample spectrum is plotted in figure 4.4. For comparison figure 4.5 shows a Planckian spectrum
with the same exponential falloff at high frequencies, while the two curves are superimposed in figure
4.6.
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Figure 4.4: Number spectrum (photons per unit volume) for nin = 1, nout = 2. The horizontal axis
is ωout and is expressed in PHz. The typical timescale t0 is set equal to one fs. The vertical axis is in
arbitrary units.
0
0.005
0.01
0.015
0.02
dN
0.5 1 1.5 2
Frequency
Figure 4.5: Number spectrum for a Planck blackbody curve with kBT = (n
2
in +
n2out)/(4πt0 nout min{nin, nout, 12 |nin − nout|}). The horizontal axis is ωout and is expressed in PHz.
The typical timescale t0 is set equal to one femtosecond. The vertical axis is in arbitrary units (but
with the same normalization as figure 1).
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Figure 4.6: Superimposed number spectra (the Planck spectrum is the dotted one). This figure
demonstrates the similar high-frequency behaviour although low energy behaviour is different (quadratic
versus linear).
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Lessons from this toy model
1. This is only a toy model, but it adequately confirms what we have seen in chapter 1: efficient photon
production occurs only when the sudden approximation holds, and that photon production is
suppressed in the adiabatic regime. The particular choice of profile ǫ(τ) was merely a convenience,
it allowed us to get analytic exact results, but it is not a critical part of the analysis. One might
worry that the results of this toy model are specific to the choice of profile (4.25). That the results
are more general can be established by analyzing general bounds on the Bogoliubov coefficients,
which is equivalent to studying general bounds on one-dimensional potential scattering [250]. I
shall here quote only the key result that for any monotonic change in the dielectric constant
the sudden approximation provides a strict upper bound on the magnitude of the Bogoliubov
coefficients [250].
2. Eberlein’s model for Sonoluminescence [231, 232, 233] explicitly uses the adiabatic approximation.
For arbitrary adiabatic changes we expect the exponential suppression to still hold with ρ now
being some measure of the timescale over which the refractive index changes.
3. Schwinger’s model for Sonoluminescence [224, 225, 226, 227, 228, 229, 230] implicitly uses the
sudden approximation. It is only for the sudden approximation that we recover Schwinger’s phase-
space limited spectrum. For arbitrary changes the sudden approximation provides a rigorous upper
bound on photon production. It is only in the sudden approximation that efficient conversion of
zero-point fluctuations to real photons takes place. Though this result is derived here only for a
particularly simple toy model one can expect this part of the analysis to be completely generic
and that any mechanism for converting zero-point fluctuations to real photons will exhibit similar
effects.
4.2.2 Extension of the model
The major weaknesses of the toy model are that it currently includes neither dispersive effects nor
finite volume effects. Including dispersive effects amounts to including condensed matter physics by
letting the refractive index itself be a function of frequency. To do this carefully requires a very detailed
understanding of the condensed matter physics, which is quite beyond the scope of the present inves-
tigation. Instead, in this section we shall content ourselves with making order-of-magnitude estimates
using Schwinger’s sharp cutoff for the refractive index and the sudden approximation.
The second issue, that of finite volume effects, is addressed more carefully in section 4.3. Finite
volume effects are expected to be significant but not overwhelmingly large. From estimates of the
available Casimir energy developed in [236], the fractional change in available Casimir energy due to finite
volume effects is expected to be of order 1/(KR) = (cutoff wavelength)/(2π(minimum bubble radius))
which is approximately (300 nm)/(2π 500 nm) ≈ 10% 7. Returning to dispersive issues: if the refractive
indices were completely non-dispersive (frequency-independent), then the sudden approximation would
imply infinite energy production. In the real physical situation nin is a function of ωin and nout is a
function of ωout. Schwinger’s sharp momentum-space cutoff for the refractive index is equivalent, in this
7 Here the cutoff wavelength is estimated from the location of the peak in the SL spectrum. If anything, this causes us
to overestimate the finite volume effects.
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formalism, to the choice
nin(k) = nin Θ(Kin − k) + 1 Θ(k −Kin), (4.58)
nout(k) = nout Θ(Kout − k) + 1 Θ(k −Kout), (4.59)
(More complicated models for the cutoff are of course possible at the cost of obscuring the analytic prop-
erties of the model. See [235] for further discussion.) Although in general the two cutoff wavenumbers
Kin and Kout can be different, generally they will both lie in the UV range. This allows us to assume a
single common cutoff K ≡ min{Kin,Kout}. From equation (4.46), taking into account the two photon
polarizations, one obtains
|β(~kin, ~kout)|2 ≈ 1
2
(nout − nin)2
ninnout
V
(2π)3
Θ(K − kin) Θ(K − kout) δ3(~kin + ~kout). (4.60)
As a consistency check, expression (4.60) has the desirable property that β → 0 as nout → nin: That is,
if there is no change in the refractive index, there is no particle production.
Warning: Equation (4.60) is not the complete Bogoliubov coefficient. We are missing the
contribution coming from the case Kin > Kout or Kin < Kout. Nevertheless the above
cited physical fact, that one can expect Kin ≈ Kout, makes this contribution negligible with
respect to the above one. In any case this approximation amounts to a slight underestimate
of the total number of produced photons.
The computed Bogoliubov coefficient is directly related to the physical quantities one is interested in
dN
dωout
= 4π
n3outω
2
out
c3
∫
|β(ωin, ωout)|2 d3~kin, (4.61)
N =
∫
dN
dωout
dωout, (4.62)
and
E = h¯
∫
dN(ωout)
dωout
ωout dωout. (4.63)
So we can now compute the spectrum, the number, and the total energy of the emitted photons.
dN(ωout)
dωout
=
nout
c
dN(ωout)
dkout
=
nout
c
4πk2out
dN(ωout)
d3~kout
≈ nout
(2 c)
(nout − nin)2
nout nin
V
(2π)3
4π k2out Θ(K − kout) (4.64)
=
1
(2 c3)
n2out
(nout − nin)2
nin
V
(2π)3
4π ω2out Θ
(
K − noutωout
c
)
The number of emitted photons is then approximately
N ≈ 1
12π2
(nout − nin)2
ninnout
V K3. (4.65)
So that for a spherical bubble
N ≈ 1
9π
(nout − nin)2
noutnin
(RK)3. (4.66)
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It is important to note that the wavenumber cutoff K appearing in the above formula is not equal to the
observed wavenumber cutoff Kobserved. The observed wavenumber cutoff is in fact the upper wavelength
measured once the photons have left the bubble and entered the ambient medium (water), so actually
K =
ωmaxnout
c
=
nout
nliquid
Kobserved. (4.67)
Thus
N ≈ 1
9π
(nout − nin)2
noutnin
(
R
nout
nliquid
Kobserved
)3
=
1
9π
(nout − nin)2
nin
n2out
(
Rωmax
c
)3
. (4.68)
The total emitted energy is approximately
E ≈ n
2
out
2c3
(nout − nin)2
nin
V
(2π)3
4π
∫
h¯ωout ω
2
out Θ
(
K − noutωout
c
)
dωout
=
h¯
2
n2out
c3
(nout − nin)2
nin
V
(2π)3
4π
4
(K c/nout)
4
=
1
16π2
(nout − nin)2
ninn2out
h¯ c K V K3
=
3
4
N h¯ωmax. (4.69)
Taking into account that the maximum photon energy is h¯ ωmax ≈ 4 eV, the average energy per emitted
photon is approximately
〈E〉 = 3
4
h¯c K/nout =
3
4
h¯ ωmax ∼ 3 eV. (4.70)
Taking into account this extra factor we can now consider some numerical estimates based on our
results.
4.2.3 Some numerical estimates
In Schwinger’s original model he took ningas ≈ 1, noutgas ≈ nliquid ≈ 1.3, V = (4π/3)R3, with R ≈ Rmax ≈
40 µm and K ≈ 2π/(360 nm) [227]. Then KR ≈ 698. Substitution of these numbers into equation (4.1)
leads to an energy budget suitable for about three million emitted photons.
By direct substitution in equation (4.69) it is easy to check that Schwinger’s results can qualitatively
be recovered also in our formalism: in our case we get about 1.8 million photons for the same numbers
of Schwinger and about 4 million photons using the updated experimental figures Rmax ≈ 45 µm and
K ≈ 2π/(300 nm).
A sudden change in refractive index would indeed convert the most of the energy budget based
on static Casimir energy calculations into real photons. This may be interpreted as an independent
check on Schwinger’s estimate of the Casimir energy of a dielectric sphere. Unfortunately, the sudden
(femtosecond) change in refractive index required to get efficient photon production is also the fly in
the ointment that kills Schwinger’s original choice of parameters: The collapse from Rmax to Rmin is
known to require approximately 10 ns, which is far too long a timescale to allow us to adopt the sudden
approximation.
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In the new version of the model presented here one has R ≈ Rlight−emitting−region ≈ Rmin ≈ 500 nm
and take Kobserved ≈ 2π/(200 nm) so that KobservedR ≈ 5π ≈ 15. To get about one million photons
one now needs, for instance, nin ≈ 1 and nout ≈ 12, or nin ≈ 2 × 104 and nout ≈ 1, or even nout ≈ 25
and nin ≈ 71, though many other possibilities could be envisaged. In particular, the first set of values
could correspond to a change of the refractive index at the van der Waals hard core due to a sudden
compression e.g., generated by a shock wave. In this framework it is obvious that the most favorable
composition for the gas would be a noble gas since this mechanism would be most effective if the gas
could be enormously compressed without being easily ionizable.
Note that the estimated values of noutgas and n
in
gas are extremely sensitive to the precise choice of cutoff,
and the size of the light emitting region, and that the approximations used in taking the infinite volume
limit underlying the use of our homogeneous dielectric model are uncontrolled. We should not put to
much credence in the particular numerical value of noutgas estimated by these means, but should content
ourselves with this qualitative message: one needs the refractive index of the contents of the gas bubble
to change dramatically and rapidly to generate the photons.
As a final remark it is important to stress that equation (4.1) and equation (4.69) are not quite
identical. The volume term for photon production that we have just derived [equation (4.69)] is of
second order in (nin − nout) and not of first order like equation (4.1). This is ultimately due to the
fact that the interaction term responsible for converting the initial energy in photons is a pairwise
squeezing operator (see [19]). Equation (4.69) demonstrates that any argument that attempts to deny
the relevance of volume terms to Sonoluminescence due to their dependence on (nin − nout) has to be
carefully reassessed. In fact what you measure when the refractive index in a given volume of space
changes is not directly the change in the static Casimir energy of the “in” state, but rather the fraction
of this static Casimir energy that is converted into photons. We have just seen that once conversion
efficiencies are taken into account, the volume dependence is conserved, but not the power in the
difference of the refractive index. Indeed the dependence of |β|2 on (nin − nout)2, and the symmetry of
the former under the interchange of “in” and “out” states, also proves that it is the amount of change
in the refractive index and not its “direction” that governs particle production. This apparent paradox
is easily solved by taking into account that the main source of energy is the acoustic field and that the
amount of this energy actually converted in photons during each cycle is a very small fraction of the
total acoustic energy.
Estimate of the number of photons
Using the above as a guide to the appropriate starting point, we can now systematically explore the
relationship between the in and out refractive indexes and the number of photons produced. Using
KobservedR ≈ 15 one gets
N =
119
n3liquid
(nout − nin)2 n
2
out
nin
. (4.71)
This equation can be algebraically solved for nin as a function of nout and N . (It’s a quadratic.)
For N = 106 emitted photons the result is plotted in figure (4.7). For any specified value of nout there
are exactly two values of nin that lead to one million emitted photons. To understand the qualitative
features of this diagram we can consider three sub-regions.
CHAPTER 4. SONOLUMINESCENCE 144
n(in)
n(out)20 40 60 80 100
50
100
150
200
Figure 4.7: The initial refractive index nin plotted as a function of nout when one million photons are
emitted in the sudden approximation.
First, if nin ≪ nout then we can approximate
nin ≈ 119 n
4
out
n3liquid N
. (4.72)
This corresponds to the region near the origin, and one can focus on this region in figure (4.8).
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Figure 4.8: The initial refractive index nin plotted as a function of nout when one million photons are
emitted in the sudden approximation. Here we focus on the branch that approaches the origin.
Second, if nin ≫ nout then one can approximate
nin ≈
n3liquid N
119 n2out
. (4.73)
This corresponds to the region near the y axis, and this region is illustrated in figure (4.9).
Third, if nin ≈ nout then one can approximate
N ≈ 119
n3liquid
(nin − nout)2 nout, (4.74)
so that
nin ≈ nout ±
√
N n3liquid
119 nout
. (4.75)
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Figure 4.9: The initial refractive index nin plotted as a function of nout when one million photons are
emitted in the sudden approximation. Here we focus on the branch that approaches the y axis.
This corresponds to the region near the asymptote nin = nout.
Thus to get a million photons emitted from the van der Waals hard core in the sudden approximation
requires a significant (but not enormous) change in refractive index. There are many possibilities
consistent with the present model and the experimental data.
Estimate of the timescale
We have already seen that the actual physical timescale required for getting a non-adiabatically-
suppressed spectrum up to femtosecond frequencies is given by formula (4.44). This is indeed rather
different from the simple inverse of Ωsudden, being a function of both the sudden cutoff frequency and
the refractive indices: t0 = F (Ωsudden, nin, nout).
Fixing Ωsudden = 1 PHz we can easily plot t0 as a function of nin and nout. From the following
graphs it is easy to see that there is a large range of values for the refractive indices for which t0 ≫ 1 fs.
In particular the case nin ≈ 2 104, nout ≈ 1, would permit a rather relaxed timescale of just t0 ≈ 6.4 ps
in order to get 1 million photons and a spectrum rising up to 1 PHz.
These results, while encouraging, should be taken with some caution. Equation (4.44) is actually
dependent on the temporal profile we choose for the change in the refractive index. Furthermore, the
precise values of the refractive indices depend sensitively on other aspects of the model. To fix these
uncertainties one requires a fully developed condensed matter analysis (either by simulation or direct
measurement) able to provide a detailed dynamics for the refractive index under the rather extreme
conditions encountered at the van der Waals bounce. No such analysis is currently extant, or even
practical.
So far in order to keep that discussion tractable, the technical computations have been limited to
the case of a homogeneous dielectric medium. We shall now investigate the additional complications
introduced by finite-volume effects. The basic physical scenario remains the same, but we shall now
deal with finite spherical bubbles. We shall see how to set up the formalism for calculating Bogoliubov
coefficients in the sudden approximation, and show that one qualitatively retains the results previously
obtained using the homogeneous-dielectric (infinite volume) approximation.
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Figure 4.10: Plot of t0 as a function of nin and nout with Ωsudden = 1PHz. The units on the t0 axis are
femtoseconds. The plotted range is range 1 < nin < 3 10
4 and 1 < nout < 30. The plane underneath
corresponds to t0 ≡ 1 fs.
Figure 4.11: Plot of t0 as a function of nin and nout with Ωsudden = 1PHz. The units on the t0 axis are
femtoseconds. The plotted range is 1 < nin < 10
5 and 1 < nout < 10
4. The horizontal plane corresponds
to t0 ≡ 1 fs.
CHAPTER 4. SONOLUMINESCENCE 147
4.3 Sonoluminescence as a dynamical Casimir effect: Finite
Volume model
In this case our strategy will be analogous the subtraction procedure of the static calculations of
Schwinger [224, 225, 226, 227, 228, 229, 230] or of Carlson et al. [234, 235, 236] we shall consider
two different configurations. An “in” configuration with a bubble of refractive index ningas in a medium
of dielectric constant ǫoutside, and an “out” configuration with a bubble of refractive index n
out
gas in a
medium of dielectric constant ǫoutside. These two configurations will correspond to two different bases
for the quantization of the field. (For the sake of simplicity we can take, as Schwinger did, only the
electric part of QED, reducing the problem to a scalar electrodynamics). The two bases will be related
by Bogoliubov coefficients in the usual way. Once we determine these coefficients we easily get the
number of created particles per mode, and from this the spectrum.
Let us adopt the Schwinger formalism and consider the equations of the electric field in spherical
coordinates and with a time-independent dielectric constant. (We can temporarily set c = 1 for ease of
notation, and shall reintroduce appropriate factors of the speed of light when needed for clarity.) Then in
the asymptotic future and asymptotic past, where the refractive index is taken to be time-independent,
we are interested in solving
ǫ(r) ∂0(∂0E)−∇2E = 0, (4.76)
with ǫ(r) being piecewise constant. We can look for solutions of the form
E = Φ(r, t) Ylm(Ω)
1
r
. (4.77)
Then one finds
ǫ(∂20Φ)− (∂2rΦ) +
1
r2
l(l+ 1)Φ = 0. (4.78)
For both the “in” and “out” solution the field equation in r is given by:
ǫ∂20Φ− ∂2rΦ+
1
r2
l(l + 1)Φ = 0. (4.79)
In both asymptotic regimes (past and future) one has a static situation (a bubble of dielectric ningas in the
dielectric nliquid, or a bubble of dielectric n
out
gas in the dielectric nliquid) so one can in this limit factorize
the time and radius dependence of the modes: Φ(r, t) = eiωtf(r). One gets
f
′′
+
(
ǫω2 − 1
r2
l(l+ 1)
)
f = 0. (4.80)
This is a well known differential equation. To handle it more easily in a standard way we can cast it as
an eigenvalues problem
f
′′ −
(
1
r2
l(l+ 1)
)
f = −̟2f, (4.81)
where ̟2 = ǫω2. With the change of variables f = r1/2G, so that Φ(r, t) = eiωtr1/2G(r), one gets
G
′′
+
1
r
G
′
+
(
̟2 − ν
2
r2
)
G = 0. (4.82)
This is the standard Bessel equation. It admits as solutions the Bessel and Neumann functions of the
first type, Jν(̟r) and Nν(̟r), with ν = l + 1/2. Remember that for those solutions which have to be
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well-defined at the origin, r = 0, regularity implies the absence of the Neumann functions. For both the
“in” and the “out” basis one has to take into account that the dielectric constant changes at the bubble
radius (R). In fact one has
ǫin =

ǫininside = (n
in
gas)
2 = dielectric constant of air-gas mixture if r ≤ R,
ǫinoutside = n
2
liquid = dielectric constant of ambient liquid if r > R.
(4.83)
After the change in refractive index, one gets
ǫout =

ǫoutinside = (n
out
gas)
2 = dielectric constant of air-gas mixture if r ≤ R,
ǫoutoutside = n
2
liquid = dielectric constant of ambient liquid if r > R.
(4.84)
Defining the “in” and “out” frequencies, ωin and ωout respectively, one has
Ginν (n
in
gas, nliquid, ωin, r) =

Ξinν A
in
ν Jν(n
in
gas ωinr) if r ≤ R,
Ξinν
[
Binν Jν(nliquid ωinr) + C
in
ν Nν(nliquid ωinr)
]
if r > R.
(4.85)
Here Ξinν is an overall normalization. The A
in
ν , B
in
ν , and C
in
ν coefficients are determined by the matching
conditions at R
Ainν Jν(n
in
gas ωinR) = B
in
ν Jν(nliquid ωinR) + C
in
ν Nν(nliquid ωinR),
Ainν Jν
′(ningas ωinR) = B
in
ν Jν
′(nliquid ωinR) + C inν Nν
′(nliquid ωinR),
(4.86)
(the primes above denote derivatives with respect to r), together with the convention that
|B|2 + |C|2 = 1 (4.87)
The “out” basis is easily obtained solving the same equations but systematically replacing ningas by n
out
gas .
There will be additional coefficients, Ξoutν , A
out
ν , B
out
ν , and C
out
ν , corresponding to the “out” basis.
To proceed further we now need to spend some words about the way the inner product must be
generalized in the case of time-dependent and space-dependent refractive index. This will allow us to
impose the normalization conditions on the Φ functions and fix the Ξν coefficients.
4.3.1 Generalizing the inner product
For the differential equation
ǫ ∂0(∂0E)−∇2E = 0, (4.88)
it is a standard exercise to write down a density and flux,
ρ = ǫ (E∗1 ∂tE2 − E2 ∂tE∗1 ) , (4.89)
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j = E∗1∇E2 − E2∇E∗1 , (4.90)
and to then show that, by virtue of the differential equation (4.88), these quantities satisfy a continuity
equation
∂tρ−∇ · j = 0. (4.91)
Suppose now one has two solutions of the differential equation (4.88), one can then define an inner
product
(E1, E2) = −i ǫ
∫
t
(E∗1∂tE2 − E2∂tE∗1 ) , (4.92)
where the integral is taken over a constant-time spacelike hypersurface. By virtue of the above, this
inner product is independent of the time t at which it is evaluated.
Now what happens if the dielectric is allowed to depend on both space and time? First the differential
equation of interest is generalized to
∂0(ǫ(x, t)∂0E)−∇2E = 0. (4.93)
Second, the density and flux become,
ρ = ǫ(r, t) (E∗1∂tE2 − E2∂tE∗1 ) , (4.94)
j = E∗1∇E2 − E2∇E∗1 . (4.95)
By virtue of the differential equation (4.93),
∂tρ ≡ E∗1 ∂t (ǫ(x, t)∂tE2)− E2 ∂t (ǫ(x, t)∂tE∗1 ) (4.96)
= E∗1∇2E2 − E2∇2E∗1 (4.97)
= ∇ · (E∗1∇E2 − E2∇E∗1 ) (4.98)
= ∇ · j. (4.99)
Which implies that these generalized quantities satisfy a continuity equation
∂tρ−∇ · j = 0. (4.100)
This implies that the generalized inner-product [for two solutions E1 and E2 of the equation (4.93) for
time-dependent and space-dependent dielectric constants] must be
(E1, E2) = −i
∫
t
ǫ(x, t) (E∗1∂tE2 − E2∂tE∗1 ) . (4.101)
By the continuity equation this inner product is independent of the time t at which the integral is
evaluated [provided of course, that E1 and E2 both satisfy (4.93)]. This construction can be made
completely relativistic. Define a four-vector Jµ by
Jµ ≡ (ρ; ji). (4.102)
Then for any edgeless achronal spacelike hypersurface Σ there is a conserved inner product
(E1, E2) = −i
∫
Σ
ǫ(x, t) Jµ dΣµ. (4.103)
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4.3.2 Fixing the normalization constants
One can now demand the existence of a normalized scalar product such that one can define orthonormal
eigenfunctions (
Φi,Φj
)
= δij . (4.104)
For the special case ngas = nliquid, (corresponding to a completely homogeneous space, in which case
A = 1 = B, C = 0), Eq. 4.101 takes the trivial form (which was implicitly in Eq. 4.27)
(φ1, φ2) = in
2
∫
Σt
φ∗1
↔
∂ 0 φ2 d
3x, (4.105)
If we now take the scalar product of two eigenfunctions, we expect to obtain a normalization condition
which can be written as (
Φi[ngas=nliquid],Φ
j
[ngas=nliquid]
)
= δij . (4.106)
Inserting the explicit form of the Φ functions one gets 8(
Φi[ngas=nliquid],Φ
j
[ngas=nliquid]
)
= 2 Ξ∗i Ξj δll′ δmm′ n δ(̟i −̟j), (4.108)
One can now compare this to the behaviour of the three-dimensional delta function in momentum space
δ3( ~̟ i − ~̟ j) = δ(̟i −̟j)
̟i ̟j
δ2( ˆ̟ i − ˆ̟ j) (4.109)
=
δ(̟i −̟j)
̟i ̟j
∑
lm
Y ∗lm(θi, φi) Ylm(θj , φj) (4.110)
→ δ(̟i −̟j)
̟i ̟j
δll′ δmm′ , (4.111)
to deduce that for homogeneous spaces the most useful normalization is
2 Ξ∗i Ξj n =
1
̟i ̟j
. (4.112)
This strongly suggests that even for static but non-homogeneous dielectric configurations it will be
advantageous to set ∣∣Ξi∣∣ = 1√
2n ̟i
. (4.113)
where n is now the refractive index at spatial infinity 9
To confirm that this is still the most appropriate normalization for non-homogeneous dielectrics
requires a careful discussion which can be found in [18]. The central result is that it is indeed the
refractive index at spatial infinity the relevant one for this overall normalization. So, if one adopts the
convention that
|B|2 + |C|2 = 1, (4.114)
8 Here we used the inversion formula for Hankel Integral transforms [251, 252], which can be written as∫
∞
0
rdr Jν(̟1r) Jν(̟2r) =
δ(̟1 −̟2)√
̟1 ̟2
= 2
δ(̟1 −̟2)
(̟1 +̟2)
= 2 δ(̟21 −̟22), (4.107)
this result being valid for Re(ν) > − 1
2
, and ̟(1,2) > 0.
9 In our calculations the phase of Ξ is never physically important. If desired it can be fixed [18] by using the well-known
decomposition of the plane-waves into spherical harmonics and Bessel functions. See, e.g. Jackson [252] pages 767 and
740, equations (16.127) and (16.9).
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then proper normalization of the wavefunctions demands∣∣Ξi∣∣ = 1√
2nliquid ̟i
, (4.115)
4.3.3 Finite volume calculation
We are now ready to ask what happens if we change the refractive index by making ǫ(r, t) a function
of both position and time. We are interested in solving the equation (4.93) and from the previous
discussion it should now be clear that the inner product must now be modified (in what is now a rather
obvious fashion).
(φ1, φ2) = i
∫
Σt
ǫ(r, t) φ∗1
↔
∂ 0 φ2 d
3x, (4.116)
The Bogoliubov coefficients (relative to this inner product) can now be defined as
αij = −
(
Eouti , E
in
j
)
, (4.117)
βij =
(
Eouti
∗
, Einj
)
. (4.118)
Where Einj now denotes an exact solution of the time-dependent equation (4.93) that in the infinite past
approaches a solution of the static equation (4.76) with ǫ → ǫin(r) and eigen-frequency ωj . Similarly
Eouti now denotes an exact solution of the time-dependent equation (4.93) that in the infinite future
approaches a solution of the static equation (4.76) with ǫ → ǫout(r) and eigen-frequency ωi. The
inner product used to define the Bogoliubov coefficients has been carefully arranged to correspond to
a “conserved charge”. With the conventions we have in place the absolute values of the Bogoliubov
coefficient are independent of the choice of time-slice Σt on which the spatial integral is evaluated. With
minor modifications, as explained in section 4.3.1, the inner product can further be generalized to enable
it to be defined for any arbitrary edgeless achronal spacelike hypersurface, not just the constant time
time-slices. (This whole formalism is very closely related to the S-matrix formalism of quantum field
theories, where the S-matrix relates asymptotic “in” and “out” states.)
Of course, evaluating the Bogoliubov coefficients involves solving the exact time-dependent problem
(4.93), subject to the specified boundary conditions, a task that is in general very difficult. It is at this
stage that we shall explicitly invoke the sudden approximation by choosing the dielectric constant to be
ǫ(r, t) = ǫin(r) Θ(−t) + ǫout(r) Θ(t). (4.119)
This is a simple step-function transition from ǫin(r) to ǫout(r) at time t = 0. For t < 0 the exact
eigenstates are given in terms of the static problem with ǫ = ǫin(r), and for t > 0 the exact eigenstates
are given in terms of the static problem with ǫ = ǫout(r). To evaluate the Bogoliubov coefficients in
the simplest manner, we can chose the spacelike hypersurface to be the t = 0 hyperplane. The inner
product then reduces to
(φ1, φ2) = i
∫
t=0
ǫ(r, t = 0) φ∗1
↔
∂ 0 φ2 d
3x, (4.120)
with the relevant eigenmodes being those of the static “in” and “out” problems. (At a fundamental
level, this formalism is just a slight modification of the standard machinery of the sudden approximation
in quantum mechanical perturbation theory.)
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There is actually a serious ambiguity hiding here: What value are we to assign to ǫ(r, t = 0)? One
particularly simple candidate is
ǫ(r, t = 0)→ 12 [ǫin(r) + ǫout(r)] = 12
[
nin(r)
2 + nout(r)
2
]
, (4.121)
but this candidate is far from unique. For instance, we could rewrite (4.119) as
ǫ(r, t) = exp
(
ln{ǫin(r)} Θ(−t) + ln{ǫout(r)} Θ(t)
)
. (4.122)
For t 6= 0 this is identical to (4.119), but for t = 0 this would more naturally lead to the prescription
ǫ(r, t = 0)→
√
ǫin(r)ǫout(r) = nin(r)nout(r). (4.123)
By making a comparison with the analytic calculation for homogeneous media presented in section 4.2
it is in fact possible to show that this is the correct prescription [18]. For the moment it is nevertheless
convenient to adopt the notation
ǫ(r, t = 0) = γ (nin(r);nout(r)) , (4.124)
where the only property of γ(n1;n2) that we really need to use at this stage is that when n1 = n2
γ(n;n) = n2. (4.125)
(This property follows automatically from considering the static time-independent case.)
We are mainly interested in the Bogoliubov coefficient β, since it is |β|2 that is linked to the total
number of particles created. By a direct substitution it is easy to find the expression:
βll′,mm′(ωin, ωout) =
= i
∫ ∞
0
γ (nin(r), nout(r))
(
Φout(r, t) Ylm(Ω)
1
r
)
↔
∂ 0
(
Φin(r, t) Yl′m′(Ω)
1
r
)
r2drdΩ,
= −(ωin − ωout) ei(ωout+ωin)tδll′ δm,−m′
×
∫ ∞
0
γ (nin(r);nout(r)) G
out
l (n
out
gas , nliquid, ωout, r) G
in
l′ (n
in
gas, nliquid, ωin, r) rdr. (4.126)
(The δm,−m′ arises because of the absence of a relative complex conjugation in the angular integrals
for β or alternatively can be seen as a consequence of the conservation of angular momentum. On the
other hand, the α coefficient will be proportional to δmm′ .) To compute the radial integral one needs
some ingenuity, let us write the equations of motion for two different values of the eigenvalues, ̟1 and
̟2.
G
′′
̟1 +
1
r
G
′
̟1 +
(
̟21 −
1
r2
(l + 12 )
2
)
G̟1 = 0, (4.127)
G
′′
̟2 +
1
r
G
′
̟2 +
(
̟22 −
1
r2
(l + 12 )
2
)
G̟2 = 0. (4.128)
By multiplying the first by G̟2 and the second by G̟1 one gets
G
′′
̟1G̟2 +
1
r
G
′
̟1G̟2 +
(
̟21 −
1
r2
(l + 12 )
2
)
G̟1G̟2 = 0, (4.129)
G
′′
̟2G̟1 +
1
r
G
′
̟2G̟1 +
(
̟22 −
1
r2
(l + 12 )
2
)
G̟1G̟1 = 0. (4.130)
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Subtracting the second from the first we then obtain(
G
′′
̟1G̟2 −G
′′
̟2G̟1
)
+
1
r
(
G
′
̟1G̟2 −G
′
̟2G̟1
)
+ (̟22 −̟21)G̟1G̟2 = 0. (4.131)
The second term on the left hand side is a pseudo–Wronskian determinant
W̟1̟2(r) = G
′
̟1(r)G̟2 (r) −G
′
̟2(r)G̟1 (r), (4.132)
and the first term is its total derivative dW̟1̟2/dr. (This is a pseudo-Wronskian, not a true Wronskian,
since the two functions G̟1 and G̟2 correspond to different eigenvalues and so solve different differential
equations.) The derivatives are all with respect to the variable r. Using this definition we can cast the
integral over r of the product of two given solutions into a simple form. Generically:
(
̟22 −̟21
) ∫ b
a
rdr G̟1G̟2 =
∫ b
a
rdr
dW̟1̟2
dr
+
∫ b
a
dr W̟1̟2 . (4.133)
That is ∫ b
a
rdr G̟1G̟2 =
1
̟22 −̟21
[
W̟1̟2 r|ba −
∫ b
a
dr W̟1̟2 +
∫ b
a
dr W̟1̟2 .
]
(4.134)
So the final result is ∫ b
a
rdr G̟1G̟2 =
1
̟22 −̟21
(W̟1̟2 r)
∣∣∣∣b
a
. (4.135)
This expression can be applied (piecewise) in our specific case [equation (4.126)]. We obtain:∫ ∞
0
rdr γ (nin(r);nout(r)) G
out
ν (n
out
gas , nliquid, ω
out, r) Ginν (n
in
gas, nliquid, ω
in, r)
=
∫ R
0
rdr γ
(
ningas;n
out
gas
)
Goutν (n
out
gas ωoutr)G
in
ν (n
in
gas ωinr)
+
∫ ∞
R
r dr (nliquid)
2 Goutν (nliquid ωoutr)G
in
ν (nliquid ωinr)
= γ
(
ningas;n
out
gas
) {rW [Goutν (noutgas ωoutr), Ginν (ningas ωinr)]}R0
(noutgas ωout)
2 − (ningas ωin)2
+(nliquid)
2
{
rW [Goutν (nliquid ωoutr), G
in
ν (nliquid ωinr)]
}∞
R
(nliquid ωout)2 − (nliquid ωin)2
= R
[
γ
(
ningas;n
out
gas
) W [Goutν (noutgas ωoutr), Ginν (ningas ωinr)]R−
(noutgas ωout)
2 − (ningas ωin)2
−W [G
out
ν (nliquid ωoutr), G
in
ν (nliquid ωinr)]R+
(ωout)2 − (ωin)2
]
, (4.136)
where it is used the fact that the above forms are well behaved (and equal to 0) for r = 0. There is an
additional delta-function contribution, proportional to δ(ωin−ωout), arising from spatial infinity r =∞.
In the case of the β Bogoliubov coefficient this can quietly be discarded because of the explicit (ωin−ωout)
prefactor. For the α Bogoliubov coefficient we would need to explicitly keep track of this delta-function
contribution, since it is ultimately responsible for the correct normalization of the eigenmodes if we were
to take noutgas → ningas. (Here and henceforth I shall automatically give the same l value to the “in” and
“out” solutions by using the fact that equation (4.126) contains a Kronecker delta in l and l′.) Finally
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the two pseudo-Wronskians above are actually equal (by the junction condition (4.86)). This equality
allows to rewrite integral in equation (4.126) in a more compact form∫ ∞
0
r dr γ (nin(r);nout(r)) G
out
ν (n
out
gas , nliquid, ωout, r) G
in
ν (n
in
gas, nliquid, ωin, r)
= Ξin Ξout A
in
ν A
out
ν R
[
γ
(
ningas;n
out
gas
)
(noutgas ωout)
2 − (ningas ωin)2
− 1
(ωout)2 − (ωin)2
]
×W [Jν(noutgas ωoutr), Jν (ningas ωinr)]R
= Ξin Ξout A
in
ν A
out
ν R
[{γ (ningas;noutgas)− (noutgas)2}ω2out − {γ (ningas;noutgas)− (ningas)2}ω2in]
[ω2out − ω2in]
×W [Jν(n
out
gas ωoutr), Jν(n
in
gas ωinr)]R
[(noutgas ωout)
2 − (ningas ωin)2]
. (4.137)
Inserting this expression into equation (4.126) one gets
βlm,l′m′(ωin, ωout) = Ξin Ξout A
in
ν A
out
ν R δll′ δm,−m′
×
[{γ (ningas;noutgas)− (noutgas)2}ω2out − {γ (ningas;noutgas)− (ningas)2}ω2in]
ωout + ωin
(4.138)
×W [Jν(n
out
gas ωoutr), Jν(n
in
gas ωinr)]R
[(noutgas ωout)
2 − (ningas ωin)2]
ei(ωout+ωin)t
As a consistency check, this expression has the desirable property that β → 0 as noutgas → ningas: That is,
if there is no change in the refractive index, there is no particle production. We are mainly interested
in the square of this coefficient summed over l and m. It is in fact this quantity that is linked to the
spectrum of the “out” particles present in the “in” vacuum, and it is this quantity that is related to
the total energy emitted. Including all appropriate dimensional factors (c, h¯) we would have (in a plane
wave basis)
dN( ~̟ liquidout )
d3 ~̟ liquidout
=
∫
|β( ~̟ liquidin , ~̟ liquidout )|2 d3 ~̟ liquidin . (4.139)
Here, since are are interested in the asymptotic behaviour of the photons after they escape from the
bubble and move to spatial infinity, we have been careful to express the wave-vectors in terms of the
refractive index of the ambient liquid. This is equivalent to10
dN( ~̟ liquidout )
d̟liquidout
=
∫ ∣∣∣β( ~̟ liquidin , ~̟ liquidout )∣∣∣2 (̟liquidin )2 (̟liquidout )2 d̟liquidin d2Ωind2Ωout. (4.140)
If we now convert this to a spherical harmonic basis the angular integrals must be replaced by sums
over l, l′ and m,m′. Furthermore we can also replace the d̟in and d̟out by the associated frequencies
dωin and dωout to obtain
dN(ωout)
dωout
=
∫ ∑
ll′
∑
mm′
|βll′,mm′(ωin, ωout)|2 n2liquid
(
̟liquidin
)2 (
̟liquidout
)2
dωin . (4.141)
In view of our previous definition of the Ξ factors this implies
dN(ωout)
dωout
= 14
∫ |β(ωin, ωout)|2
|Ξin|2 |Ξout|2 dωin, (4.142)
10Remember that when the photons cross the gas-liquid interface their frequency, though not their wave-number, is
conserved. So we do not need to distinguish ωgas from ωliquid.
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where we have now defined
|β(ωin, ωout)|2 =
∑
lm
∑
l′m′
[βlm,l′m′(ωin, ωout)]
2
. (4.143)
Note that the normalization factors Ξ quietly cancel out of the physically observable number spectrum.
Other quantities of physical interest are
N =
∫
dN(ωout)
dωout
dωout, (4.144)
and
E = h¯
∫
dN(ωout)
dωout
ωout dωout. (4.145)
Hence we shall concentrate on the computation of:
|β(ωin, ωout)|2 =
∑
lm
∑
l′m′
[βlm,l′m′(ωin, ωout)]
2 (4.146)
= R2
(
[{γ (ningas;noutgas)− (noutgas)2}ω2out − {γ (ningas;noutgas)− (ningas)2}ω2in]
ωout + ωin
)2
×
∞∑
l=1
(2l + 1) |Ξin|2|Ξout|2
∣∣Ainν ∣∣2 ∣∣Aoutν ∣∣2
[
W [Jν(n
out
gas ωoutr/c), Jν(n
in
gas ωinr/c)]R
(noutgas ωout)
2 − (ningas ωin)2
]2
(Note the symmetry under interchange of “in” and “out”; moreover l = 0 is excluded since there is no
monopole radiation for electromagnetism. Also, note that the refractive index of the liquid in which
the bubble is embedded shows up only indirectly: in the A and Ξ coefficients.) The above is a general
result applicable to any dielectric sphere that undergoes sudden change in refractive index. However,
this expression is far too complex to allow a practical analytical resolution of the general case. For the
specific case of Sonoluminescence, using our variant of the dynamical Casimir effect, we can show that
the terms appearing in it can be suitably approximated in such a way as to obtain a tractable form that
yields useful information about the main predictions of this model.
4.3.4 Behaviour for finite radius: Numerical analysis
We shall now turn to the study of the predictions of the model in the case of finite radius. Unfortunately
this cannot be done analytically due to the wild behaviour of the pseudo–Wronskian of the Bessel
functions. Nevertheless with some ingenuity, and a detailed study of the different parts of the Bogoliubov
coefficient, we shall be led to some reasonable approximations that allow a clear description of the photon
spectrum predicted by the model.
The A factor
The Aν , Bν , and Cν factors can be obtained by a two step calculation. First one must solve the system
(4.86) by expressing B and C as functions of A. Then one can fix A by requiring B2 + C2 = 1, a
condition which comes from the asymptotic behaviour of the Bessel functions. Following this procedure,
and again suppressing factors of c for notational convenience, one finds that for the “in” coefficients
Ainν =
W [Jν(nliquid ωinr), Nν(nliquid ωinr)]√
W [Jν(ningas ωinr), Nν(nliquid ωinr)]
2 +W [Jν(ningas ωinr), Jν(nliquid ωinr)]
2
∣∣∣∣∣∣
R
,
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Binν = A
in
ν
W [Jν(n
in
gas ωinr), Nν(nliquid ωinr)]
W [Jν(nliquid ωinr), Nν(nliquid ωinr)]
∣∣∣∣∣
R
, (4.147)
C inν = A
in
ν
W [Jν(nliquid ωinr), Jν (n
in
gas ωinr)]
W [Jν(nliquid ωinr), Nν(nliquid ωinr)]
∣∣∣∣∣
R
.
We are mostly interested in the coefficient Aν . This can be simplified by using a well known formula
(cf. [175], page 360 formula 9.1.16) for the (true) Wronskian of Bessel functions of the first and second
kind.
Wtrue[Jν(z), Nν(z)] =
2
πz
. (4.148)
In our case, taking into account that for our pseudo–Wronskian the derivatives are with respect to r
(not with respect to z), one gets for the numerator of Aν :
W [Jν(nliquid ωinr), Nν(nliquid ωinr)]R = nliquid ωin
2
π(nliquid ωinR)
=
2
πR
. (4.149)
Moreover adopting the notation y = ningas ωinR/c and yliquid = nliquid ωinR/c = (nliquid/n
in
gas)y and
Nin = nliquid/ningas. Then
|Ainν (y,Nin)|2 =
4/π2∣∣∣∣ Jν(y) Nν(Niny)y Jν−1(y) Niny Nν−1(Niny)
∣∣∣∣2 + ∣∣∣∣ Jν(y) Jν(Niny)y Jν−1(y) Niny Jν−1(Niny)
∣∣∣∣2
. (4.150)
where we have used the standard identities xJ ′ν(x) = xJν−1(x) − νJν(x) and xN ′ν(x) = xNν−1(x) −
νNν(x), and applied properties of the determinant. A similar formula holds of course for A
out
ν in terms
of x and xliquid.
Now, by considering the small argument expansions for the Bessel functions, it is relatively easy to
see that for small y (holding Nin fixed)
|Ainν (y → 0,Nin)|2 → (Nin)2ν +O(y). (4.151)
On the other hand, for large values of the argument y the asymptotic forms of the Bessel functions can
be used to demonstrate that
|Ainν (y →∞,Nin)|2 ∼
2ningas nliquid
(ningas)
2 + n2liquid + [n
2
liquid − (ningas)2] sin(2y − νπ)
. (4.152)
Numerical plots of |Aν |2 show that it is an oscillating function of y which rapidly reaches this asymptotic
form. The mean value for large arguments is simply:
|Ainν (y →∞,Nin)|2 ≈
1
2π
∫ 2π
0
dz
2ningas nliquid
(ningas)
2 + n2liquid + [n
2
liquid − (ningas)2] sin(z)
= 1. (4.153)
While these results are general, for our particular application to SL it is the small y behaviour that is
most relevant. Also, keep in mind that this large y asymptotic formula holds for y large but ignoring
dispersive effects (that is, assuming a frequency independent index of refraction). If we model dispersive
effects by a Schwinger-like cutoff where the refractive index drops to unity (see below) then above the
cutoff we will have Aν ≡ 1 holding as an identity.
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The Pseudo–Wronskian
Use the simplified notation in which x = noutgas ωoutR/c, y = n
in
gas ωinR/c. In these dimensionless quanti-
ties, after making explicit the dependence on R and c, and inserting the particular choice of γ motivated
by the large-R limit, equation (4.147) takes the form:
|β(x, y)|2 = R
2
c2
(
noutgas − ningas
)2 |Ξin|2 |Ξout|2
(
ningas x
2 + noutgas y
2
ningas x+ n
out
gas y
)2
F (x, y). (4.154)
Here F (x, y) is shorthand for the function
F (x, y) =
∞∑
l=1
(2l+ 1) |Alin|2 |Alout|2
∣∣∣∣ Jν(x) Jν(y)x J ′ν(x) y J ′ν(y)
∣∣∣∣2
(x2 − y2)2 , (4.155)
where in this equation the primes now signify derivatives with respect to the full arguments (x or y). It
is convenient to define a dimensionless Bogoliubov coefficient, and a dimensionless spectrum, by taking
|β(x, y)|2 = R
2
c2
|β0(x, y)|2, (4.156)
so that
dN(x)
dx
=
1
4 ningasn
out
gas
∫ ∞
0
dy
|β0(x, y)|2
|Ξin|2 |Ξout|2 . (4.157)
The total number of photons is then
N =
1
4 ningasn
out
gas
∫ ∞
0
dx
∫ ∞
0
dy
|β0(x, y)|2
|Ξin|2 |Ξout|2 . (4.158)
The total energy emitted is given by a very similar formula11
E =
h¯c
Rnoutgas
1
4 ningasn
out
gas
∫ ∞
0
dx
∫ ∞
0
dy x
|β0(x, y)|2
|Ξin|2 |Ξout|2 . (4.159)
In order to proceed in our analysis we need now to perform the summation over angular momentum.
Although the infinite sum is analytically intractable, one can easily demonstrate that it is convergent
and can physically argue that the lowest angular momentum modes will dominate the sum. Consider
the large order expansion (ν ≫ x at fixed x) of the Bessel functions. In this limit one gets [253]:
Jν(x) ∼ 1√
2πν
(ex
2ν
)ν
(4.160)
This can be used to obtain the asymptotic form of the pseudo–Wronskian appearing in equation (4.155).
W˜ν(x, y) ≡
∣∣∣∣ Jν(x) Jν(y)x J ′ν(x) y J ′ν(y)
∣∣∣∣ (4.161)
= −
∣∣∣∣ Jν(x) Jν(y)x Jν+1(x) y Jν+1(y)
∣∣∣∣ (4.162)
∼ (x
2 − y2)
2π(ν)1/2(ν + 1)3/2
(
xy
ν(ν + 1)
)ν (e
2
)2ν+1
. (4.163)
where we have used the standard recursion relation for the Bessel functions zJ ′ν(z) = νJν(z)−zJν+1(z).
This indicates that the sum over ν is convergent: the terms for which (xy/ν2) ≤ 1 are suppressed. What-
ever the values of x and y are, for sufficiently large angular momenta this asymptotic form guarantees
the convergence of the sum over angular momenta.
11For a flash occurring at minimum radius h¯c/R ≈ 0.4 eV.
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4.3.5 Implementation of the cutoff
Everything so far has been predicated on the absence of dispersion: the refractive index is independent of
frequency. In real physical materials the refractive index is known to fall to unity at high enough energies.
(Sufficiently high energy photons “see” a vacuum inhabited by effectively-free isolated charged particles.
The manner in which the refractive index approaches unity is governed by the plasma frequency, and
the location of this physical cutoff is governed by the resonances present in the atomic structure of
the atoms.) This situation is far too complex to be modelled in detail, but it is easy to see that an
upper bound on emitted photon energies implies an upper bound on the allowed angular momentum
modes: Basically, if one supposes the photons to be produced inside or at most on the surface of the
light emitting region, then the upper limit for the angular momentum (as seen at spatial infinity) will
be attained by photons emitted tangentially from the edge of the light emitting region: this maximal
angular momentum is the product of the radius of the light emitting region times the maximum observed
“out” momentum. Then one gets:
loutsidemax =
(h¯Kobserved)×R
h¯
= RKobserved. (4.164)
For Sonoluminescence Kobserved is of order 2π/(200 nm). Since the light emitting region is known to be
approximately 500 nm wide we shall be most interested in the case KR ≈ 5π ≈ 15, with a corresponding
maximum angular momentum lmax approximately 15. Under these conditions, the bulk of the radiation
will be into the lowest allowed angular momentum modes. The precise value of the angular momentum
cutoff lmax is sensitive to the details of both the frequency cutoff in refractive index, and the size of the
light emitting region. For instance, in some of Schwinger’s papers he took K ≈ 2π/(400 nm) in which
case (taking again R ≈ 400 nm) lmax ≈ 5π/2 ≈ 7. Whatever ones views as to the precise value of this
cutoff it is clear that the emitted radiation is limited to low angular momenta.
A subtlety is that this is the angular momentum as measured at spatial infinity (in the ambient
liquid—water). This is not the same as the angular momentum the photons have while they are inside
the bubble (since it is frequency, not wavenumber, that is conserved when photons cross a timelike
interface [spacelike normal]).12 Taking this into account
linsidemax ≈
noutgas
nliquid
loutsidemax ≈
noutgas
nliquid
RKobserved ≈
noutgas
nliquid
15. (4.165)
If one adopts a Schwinger-like momentum-space cutoff in the refractive index, then because we have
defined the variables x and y partly in terms of the refractive index, we must carefully assess the meaning
of these variables. In terms of momenta, Schwinger’s cutoff is
nin(̟) = nin Θ(Kin −̟) + 1 Θ(̟ −Kin), (4.166)
nout(̟) = nout Θ(Kout −̟) + 1 Θ(̟ −Kout), (4.167)
This implies that the photon dispersion relation ω(̟) has a kink at ̟ = K, and that one can write
ωin(̟) =
c̟
nin
Θ(Kin −̟) +
(
cKin
nin
+ c(̟ −Kin)
)
Θ(̟ −Kin), (4.168)
12Contrast this to a spacelike interface (timelike normal; sudden temporal change in the refractive index) for which it is
the wavenumber, not the frequency, that is conserved across the interface. During photon production one is dealing with
a spacelike interface, whereas when the photons escape from the gas bubble one is dealing with a timelike interface.
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ωout(̟) =
c̟
nout
Θ(Kout −̟) +
(
cKout
nout
+ c(̟ −Kout)
)
Θ(̟ −Kout). (4.169)
Finally, the variables x and y generalize (actually, simplify) to
x = ̟outR/c; y = ̟inR/c, (4.170)
so that
nin(y) = nin Θ(y∗ − y) + 1 Θ(y − y∗), (4.171)
nout(x) = nout Θ(x∗ − x) + 1 Θ(x− x∗), (4.172)
where x∗ ≡ KoutR/c; y∗ ≡ KinR/c. Now all these changes do not affect F (x, y), which is why we defined
it the way we did, but they do affect the prefactors appearing in equation (4.154). An immediate
consequence is that the (x, y) plane naturally separates into four regions and that |β(x, y)|2 = 0 in
the region x > x∗ and y > y∗. We shall soon see that the two “tail” regions (x < x∗, y > y∗) and
(x > x∗, y < y∗) are relatively uninteresting, and that the bulk of the contribution to the emission
spectrum comes from the region (x < x∗, y < y∗).13
Finally, when it comes to choosing specific values for x∗ and y∗, we use the fact that the variables x
and y are related to the angular momentum cutoff discussed in the previous subsection to set
x∗ = y∗ =
noutgas
nliquid
15. (4.173)
4.3.6 Analytical approximations
To study in more detail the behaviour of the function F (x, y) when higher angular momentum modes
are retained one can perform a Taylor expansion of F (x, y) around x = y.
It can be shown that, as expected, each term of F (x, x) is finite along the diagonal and equal to zero
at x = y = 0. Moreover
D(x) ≡ F (x, x) =
∞∑
l=1
(2l + 1)
{
(2l + 1)Jl+1/2(x)Jl−1/2(x)− x
[
J2l+1/2(x) + J
2
l−1/2(x)
]}2
4x2
(4.174)
This sum can easily be checked to be convergent for fixed x. [Use equation (4.160).] With a little more
work it can be shown that
lim
x→∞
D(x) =
1
2π2
.
The truncated function obtained after summation over the first few terms (say the first ten or so terms)
is a long and messy combination of trigonometric functions that can however be easily plotted and
approximated in the range of interest. A semi-analytical study led us to the approximate form of D(x)
D(x) ≈ 1
2π2
x6
250 + x6
. (4.175)
13If one is too enthusiastic about adopting the sudden approximation then the integral over these tail regions will be
divergent. This, however, is not a physical divergence, but is instead a purely mathematical artifact of taking the sudden
approximation all the way out to infinite frequency. The integral over these two tail regions is in fact cut off by the fact
that for high enough frequency the sudden approximation breaks down. As a practical matter we have found that the
numerical contribution from these tail regions are small.
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To numerically perform the integrals needed to do obtain the spectrum it is useful to note the
approximate factorization property
F (x, y) ≈ F
(
x+ y
2
,
x+ y
2
)
G
(
x− y
2
)
. (4.176)
That is: to a good approximation F (x, y) is given by its value along the nearest part of the diagonal,
multiplied by a universal function of the distance away from the diagonal. A little experimental curve
fitting is actually enough to show that to a good approximation
F (x, y) ≈ D
(
x+ y
2
)
sin2(3[x− y]/4)
(3[x− y]/4)2 . (4.177)
It is important to stress that this approximation is based on numerical experimentation, and is not an
analytically-driven approximation. (In the infinite volume case we know that F (x, y) → (constant) ×
δ(x−y). The effect of finite volume is to “smear out” the delta function. In this regard, it is interesting to
observe that the combination sin2(x)/(πx2) is one of the standard approximations to the delta function.)
Our approximation is quite good everywhere except for values of x and y near the origin (less than 1)
where the contribution of the function to the integral is very small.
4.3.7 The spectrum: numerical evaluation
We have now transformed the function F (x, y) into an easy to handle product of two functions
F (x, y) ≈ 1
2π2
(x+ y)6
16000 + (x+ y)6
sin2(3[x− y]/4)
(3[x− y]/4)2 . (4.178)
One can draw tri-dimensional graphs for both the exact (apart from the approximation of truncating
the sum at a finite l) and approximate forms of the function F (x, y). It has been chosen the case of
R = 500 nm (corresponding to y∗ = 15 noutgas/nliquid as previously explained). The dimensionless
Figure 4.12: Plot of the exact F (x, y) in the range 0 < x < 12, 0 < y < 12. The jagged behaviour along
the diagonal is a numerical artifact, as the function is known to be smooth there.
spectrum, based on equations (4.147) and (4.154), is
dN
dx
=
(ningas − noutgas)2
2 ningasn
out
gas
∫ ∞
0
(
ningas x
2 + noutgas y
2
ningas x+ n
out
gas y
)2
D
(
x+ y
2
)
sin2(3[x− y]/4)
(3[x− y]/4)2 dy, (4.179)
CHAPTER 4. SONOLUMINESCENCE 161
Figure 4.13: Plot of the approximated F (x, y) in the range 0 < x < 12, 0 < y < 12
where noutgas(x) and n
in
gas(y) are now the appropriate functions of x and y (See equations (4.172) and
(4.171)). A factor 2 has been manually inserted to account for the photon polarizations.
As a consistency check, the infinite volume limit is equivalent to making the formal replacements 14
sin2(3[x− y]/4)
(3[x− y]/4)2 →
4π
3
δ(x− y), (4.183)
and
D
(
x+ y
2
)
→ 1
2π2
. (4.184)
Doing so, equation (4.179) reduces to the spectrum obtained for homogeneous dielectrics in [17].
Indeed
dN
dx
=
1
3π
(ningas − noutgas)2
ningasn
out
gas
x2 Θ(x∗ − x). (4.185)
With these consistency checks out of the way, it is now possible to perform the integral with respect
to y to estimate the spectrum for finite volume, and similarly to perform appropriate double integrals
with respect to x and y to estimate both total photon production and average photon energy. In the
previous section we have seen that in the infinite volume limit there were two continuous branches of
values for ningas and n
out
gas that led to approximately one million emitted photons with an average photon
energy of 3/4 the cutoff energy. If we now place the same values of refractive index into the formula
(4.179) derived above, numerical integration again yields approximately one million photons with an
14 This replacement can be formally justified as follows. It is known that a sequence of smooth functions approximating
the delta function is given by
fs(x) =
1
s π
sin2(s x)
x2
; (4.180)
indeed, one get
lim
s→∞
fs(x) = δ(x). (4.181)
Then, it is straightforward to show that
sin2(3[x− y]/4)
(3[x− y]/4)2 =
sin2(R 3[ningasωin − noutgasωout]/(4c))
(R 3[ningasωin − noutgasωout]/(4c))2
→ π
R
δ(π[ningasωin − noutgasωout]/(4c))
=
4π
3
δ(x − y). (4.182)
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average photon energy of 3/4 times the cutoff energy. The total number of photons is changed by at
worst a few percent, while the average photon energy is almost unaffected. (Some specific sample values
are reported in Table I.) The basic result is this: as expected, finite volume effects do not greatly modify
the results estimated by using the infinite volume limit. Note that h¯Ωmax is approximately 4 eV, so
that average photon energy in this crude model is about 3 eV.
ningas n
out
gas Number of photons 〈E〉/h¯Ωmax
2× 104 1 1.06× 106 0.803
71 25 1.00× 106 0.750
68 34 1.06× 106 0.751
9 25 0.955× 106 0.750
1 12 0.98× 106 0.765
Table I: Some typical cases.
In addition, for the specific case ningas = 2 × 104, noutgas = 1, we have calculated and plotted the
form of the spectrum. We find that the major result of including finite volume effects is to smear
out the otherwise sharp cutoff coming from Schwinger’s step-function model for the refractive index.
Other choices of refractive index lead to qualitatively similar spectra. These results are in reasonable
agreement (given the simplicity of the present model) with experimental data.
Figure 4.14: Spectrum dN/dx obtained by integrating the approximated Bogoliubov coefficient. We
integrate from y = 0 to y∗ = 11.5 and plot the resulting spectrum from x = 0 to x = 14.5. For
nout = 1 and R = 500nm the relation between the non-dimensional quantity x and the frequency ν is
x ∼ ν · 10.5 · 10−15s. So x ≈ 11.5 corresponds to ν ≈ 1.1 PHz. The curve with the sharp cutoff is the
infinite volume approximation. Finite volume effects tend to smear out the sharp discontinuity, but do
not greatly affect the total number of photons emitted.
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4.4 Experimental features and possible tests
Our proposal shares with other proposals based on the dynamical Casimir effect the main points of
strength previously sketched. On the other hand it is important to stress that the above model implies
a much more complex and rich collection of physical effects due to the fact that photon production from
vacuum is no longer due to the simple motion of the bubble boundary. The model indicates that a
viable Casimir route to SL cannot avoid a “fierce marriage” with features related to condensed matter
physics. As a consequence our proposal is endowed both with general characteristics, coming from its
Casimir nature, and with particular ones coming from the details underlying the sudden change in the
refractive index.
Although the calculation presented above is just a “probe”, we can see that it is already able to
make some general predictions that one can expect to see confirmed in a more complete approach. First
of all the photon number spectrum the model predicts is not a black body. It is polynomial at low
frequencies (ω2 in the infinite volume approximation we used), and in principle this difference can be
experimentally detected. (The same qualitative prediction can be found in Schu¨tzhold et al. [245].)
Moreover the spectrum is expected to be a power law dramatically ending at frequencies corresponding
to the physical wave-number cutoff K (at which the refractive indices go to 1). This cutoff implies the
absence of hard UV photons and hence, in accordance with experiments, the absence of dissociation
phenomena in the water surrounding the bubble.
In this type of model, the flash of photons is predicted to occur at the end of the collapse, the scale
of emission zone is of the order of 500 nm, and the timescale of emission is very short, with a rise-time
of the order of femtoseconds, though the flash duration may conceivably be somewhat longer 15. These
are points in substantial agreement with observations. In the infinite volume limit the photons emerge
in strictly back-to-back fashion. In contrast, for a finite volume bubble we have seen that the size of the
emitting region constrains the model to low angular momentum for the out states. This is a very sharp
prediction that is in principle testable with a suitable experiment devoted to the study of the angular
momentum decomposition of the outgoing radiation.
Regarding other experimental dependencies, such as the temperature of the water or the role of noble
gases, we can give general arguments but a truly predictive analysis can be done only after focusing on
a specific mechanism for changing the refractive index.
For instance, the presence of noble gas is likely to change solubilities of gas in the bubble, and this
can vary both bubble dynamics and the sharpness of the boundary. Alternatively, a small percentage of
noble gas in air can be very important in the behavior of its dielectric constant at high pressure. Indeed,
while small admixtures of noble gas will not significantly alter the zero-frequency refractive index, from
the Casimir point of view the behaviour of the refractive index over the entire frequency range up to
the cutoff is important.
Finally, the temperature of water can instead affect the dynamics of the bubble boundary by influenc-
ing the stability of the bubble, changing either the solubility of air in water or the surface tension of the
15 It would be far too naive to assume that femtosecond changes in the refractive index lead to pulse widths limited to
the femtosecond range. There are many condensed matter processes that can broaden the pulse width however rapidly it
is generated. Indeed, the very experiments that seek to measure the pulse width [217, 218] also prove that when calibrated
with laser pulses that are known to be of femtosecond timescale, the SL system responds with light pulses on the picosecond
timescale.
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latter. As observed by Schwinger, temperature can also affect the dielectric cutoff, and so temperature
dependence of SL is quite natural in Schwinger-like approaches.
The above discussion should make clear that an actual experimental test of the proposed explanation
of Sonoluminescence would require as an unavoidable precondition a much more detailed understanding
of the dynamics of the refractive indices of the gas and of the surrounding water. Nevertheless one may
wonder if a general signature of the quantum particle creation from the vacuum can be found.
As we said the quasi-thermal nature of the emitted photons can be explained by the squeezed nature
of the photon pairs that are generically created via the dynamical Casimir effect. In this case the core of
the bubble is not required to achieve the tremendous physical temperatures envisaged by other models.
We have seen in chapter 1 how this apparent thermality can emerge, in what follow we shall try to
investigate this aspect of the photon emission for our specific models and to find an univocal signature
of the squeezed nature of the photons pair produced by an eventual dynamical Casimir effect.
4.4.1 Squeezed states as a test of Sonoluminescence
From what we said, thermal characteristics in single photon measurements in Sonoluminescence can be
associated with at least two hypotheses: (a) real physical thermalization of the photon environment;
(b) pseudo-thermal single photon statistics due to tracing over the unobserved member of a photon
pair that is actually produced in a two-mode squeezed state. We shall call case (a) real thermality;
while case (b) will be denoted effective thermality. Of course, case (b) has no relation with any concept
of thermodynamic temperature, though to any such squeezed state one may assign a (possibly mode-
dependent) effective temperature.
Our aim is to find a class of measurements able to discriminate between cases (a) and (b), and to
understand the origin of the roughly thermal spectrum for Sonoluminescence in the visible frequency
range. In principle, the thermal character of the experimental spectrum could disappear at higher
frequencies, but for such frequencies the water medium is opaque, and it is not clear how we could
detect them. (Except through heating effects.)
To treat Sonoluminescence, we introduce a quantum field theory characterized by an infinite set
of bosonic oscillators (as in bosonic Thermofield Dynamics; not just two oscillators as in the case of
“signal-idler” systems studied in quantum optics). The simple two-mode squeezed vacuum discussed in
section 1.3.3 is then replaced by
|Ω[ζ(k, k′)]〉 ≡ exp
[
−
∫
d3k d3k′ ζ(k, k′)
(
akbk′ − a†kb†k′
)]
|0〉, (4.186)
where the function ζ(k, k′) is peaked near k + k′ = 0, and becomes proportional to a delta function in
the case of infinite volume [ζ(k, k′)→ ζ(k)δ(k+k′)] when the photons are emitted strictly back-to-back.
To be concrete, let us refer to the homogeneous dielectric model presented in Sec. 4.2. In this limit
there is no “mixing” and everything reduces to a sum of two-mode squeezed-states, where each pair of
back-to-back modes is decoupled from the other. The frequency ω is the same for each photon in the
couple, in such a way that we are sure to get the same “temperature” for both. The two-mode squeezed
vacuum then simplifies to
|Ω(ζk)〉 ≡ exp
[
−
∫
d3k ζk
(
aka−k − a†ka†−k
)]
|0〉. (4.187)
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It is interesting to note that, if photons are pair produced in two-mode squeezed-states by a suitable pair
production interaction term, then Tsqueezing is a function of both frequency and squeezing parameter,
and in general only a special “fine tuning” would allow us to get the same effective temperature for all
couples. If we consider the expectation value on the state |Ω(ζk)〉 of Nk ≡ a†kak we get
〈Ω(ζk)|Nk|Ω(ζk)〉 = sinh2(ζk), (4.188)
so we again find a “thermal” distribution for each value of k with temperature
kBTk ≡ h¯ωk
2 log(coth(ζk))
. (4.189)
The point is that for k 6= k¯ we generally get Tk 6= Tk¯ unless a fine tuning condition holds. This condition
is implicitly made in the definition of the thermofield vacuum and it is possible only if we have
coth(ζk) = e
κωk , (4.190)
with κ some constant, so that the frequency dependence in Tk is canceled and the same Tsqueezing is
obtained for all couples.
For models of Sonoluminescence based on the dynamical Casimir effect (i.e. squeezing the QED
vacuum) we cannot rely on a definition to provide the fine tuning, but must perform an actual calculation.
The model of Sec. 4.2 is again a useful tool for a quantitative analysis. We have (omitting indices for
notational simplicity; our Bogoliubov transformation is diagonal) the following relation between the
squeezing parameter and the Bogoliubov coefficient β
〈N〉 = sinh2(ζ) = |β|2, (4.191)
where, by defining ϕ ≡ π t0/(n2in + n2out), (here t0 is the timescale on which the refractive index changes)
one has from Eq. (4.40)
|β|2 ∝ sinh
2
(|n2inωin − n2outωout| ϕ)
sinh
(
2 n2in ωinϕ
)
sinh
(
2 n2out ωoutϕ
) . (4.192)
In the adiabatic limit (large frequencies) we get a Boltzmann factor (4.54)
|β|2 ≈ exp (−4 min{nin, nout}nout ωoutϕ) . (4.193)
Since |β| is small, sinh(ζ) ≈ tanh(ζ), so that in this adiabatic limit
| tanh(ζ)|2 ≈ exp (−4 min{nin, nout}nout ωoutϕ) , (4.194)
kBTeffective ≈ h¯
8πt0
n2in + n
2
out
noutmin{nin, nout} (4.195)
Thus for the entire adiabatic region we can assign a single frequency-independent effective tempera-
ture which is really a measure of the speed with which the refractive index changes. Physically, in
Sonoluminescence this observation applies only to the high-frequency tail of the photon spectrum.
In contrast, in the low frequency region, where the bulk of the photons emitted in Sonoluminescence
are to be found, the sudden approximation holds and the spectrum is phase space limited (a power law
spectrum), not Planckian. It is nevertheless still possible to assign a different effective temperature for
each frequency.
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Finite volume effects smear the momentum space delta function so we no longer get exactly back-
to-back photons. This represents a further problem because we have to return to the general squeezed
vacuum of equation (4.186). It is still true that photons are emitted in pairs, pairs that are now
approximately back-to-back and of approximately equal frequency. We can again define an effective
temperature for each photon in the couple as in the “signal-idler” systems of quantum optics. Such
temperature is no longer the same for the two photons belonging to the same couple and no “special
condition” for getting the same temperature for all the couples exists. We have seen how analyzing
these finite volume distortions is not easy.
In summary: The photons produced in a dynamical Casimir effect are not truly thermal but can be
cast in the framework of “effective thermality”. The spectrum is Planckian or not depending on whether
the adiabatic regime or sudden regime holds sway, but even in the sudden regime a frequency-dependent
effective temperature can be assigned to each photon mode. Finite volume effects are difficult to deal with
quantitatively, but the qualitative result that in any dynamic Casimir effect model of Sonoluminescence
there should be strong correlations between approximately back-to-back photons is robust. It is this
last observation that leads us to the following proposal.
Two photon observables
Define the observable
Nab ≡ Na −Nb, (4.196)
and its variance
∆(Nab)
2 = ∆N2a +∆N
2
b − 2〈NaNb〉+ 2〈Na〉〈Nb〉. (4.197)
These number operators Na, Nb are intended to be relative to photons measured, e.g., back to back
photons. In the case of true thermal light we get
∆N2a = 〈Na〉(〈Na〉+ 1), (4.198)
〈NaNb〉 = 〈Na〉〈Nb〉, (4.199)
so that
∆(Nab)
2
thermal light = 〈Na〉(〈Na〉+ 1) + 〈Nb〉(〈Nb〉+ 1). (4.200)
For a two-mode squeezed-state
∆(Nab)
2
two mode squeezed light = 0. (4.201)
Due to correlations, 〈NaNb〉 6= 〈Na〉〈Nb〉. Note also, that if you measure only a single photon in the
couple, you get (as expected) a thermal variance ∆N2a = 〈Na〉(〈Na〉+ 1). Therefore a measurement of
the variance ∆(Nab)
2 can be decisive in discriminating if the photons are really thermal or if nonclassical
correlations between the photons occur [56]. If the “thermality” in the Sonoluminescence spectrum is
of this squeezed-mode type, one will ultimately desire a more detailed model of the dynamical Casimir
effect involving an interaction term that produces pairs of photons in two-mode squeezed-states.
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4.5 Discussion and Conclusions
We have verified by explicit computation that photons are produced by rapid changes in the refractive
index, and are in principle able to explain the observed photons of Sonoluminescence.
Based largely on the fact that efficient photon production requires timescales of the order of fem-
toseconds, we were led to consider rapid changes in the refractive index as the gas bubble bounces off
the van der Waals hard core. It is important to realize that the speed of sound in the gas bubble can
become relativistic at this stage.
A key lesson learned from this investigation is that in order for the conversion of zero-point fluctua-
tions to real photons to be relevant for Sonoluminescence, we would want the sudden approximation to
hold for photons all the way out to the cutoff (200 nm; corresponding to a period of 0.66×10−15 seconds),
a femtosecond timescale. This implies that if conversion of zero-point fluctuations to real photons is a
significant part of the physics of Sonoluminescence then the refractive index must be changing signifi-
cantly on femtosecond timescales. Thus the changes in refractive index cannot be only due to the motion
of the bubble wall. (The bubble wall is moving at most at Mach 4 [216]; for a 1 µm bubble this gives a
collapse timescale of 10−10 seconds, about 100 picoseconds.)
We have thus suggested that one should not be focusing on the actual collapse of the bubble, but
rather on the way in which the refractive index changes as a function of space and time. As the
bubble collapses the gases inside are compressed, and although the refractive index for air (plus noble
gas contaminants) is 1 at STP it should be no surprise to see the refractive index of the trapped
gas undergoing major changes during the collapse process — especially near the moment of maximum
compression when the molecules in the gas bounce off the van der Waals’ hard core repulsive potential.
Thus attempts at using the dynamical Casimir effect to explain SL are now much more tightly
constrained than previously. We have shown that any plausible model using the dynamical Casimir effect
to explain SL must use the sudden approximation, and must have very rapid changes in the refractive
index. Our model shows that this timescale is a non-trivial function of the sudden approximation cut-off
frequency, Ωsudden, and of the initial and final values of the refractive index (nin, nout). For this reason
a million photons can be obtained for values of the typical timescale up to some picoseconds.
A complete theory of SL will need to address much more specific timing information and this will
require a fully dynamical approach (from the QFT point of view) and a deeper understanding (from the
condensed matter side) of the precise spatio-temporal dependence of the refractive index as the bubble
collapses. Moreover also theoretically our model could be improved by taking into account a multicycle
process. In this case the periodicity in the change of the refractive index should lead to a parametric-
resonance behaviour. Such sorts of regime are very important (as we shall see) in the discussion of
the preheating phase in inflationary scenarios. In analogy, a parametric resonance regime could greatly
improve the efficiency of the production of photons.
In the absence of such a more detailed description, the present calculation is a useful first step. More-
over it allows us to specify certain basic “signatures” of the effect that may be amenable to experimental
test.
We have proposed the possibility of discriminating between real thermal photons and dynamical
Casimir photons by means of a careful analysis of two-photon correlation statistics. Let us start by
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making the ansatz that thermality in the spectrum is either real or “effective” in the sense described
above. In the former case, adiabatic heating models are not compatible with some recent experimental
data showing that there is no time delay between different emitted frequencies [217, 218]. However there
remains the possibility for nonadiabatic heating (Bremsstrahlung or shock wave models). For thermal
light one should find thermal variance for photon pairs. On the other hand, thermofield-like photons
should show zero variance in appropriate pair correlations. So we propose to not deal directly with the
issue of thermality by looking at the spectrum, on the contrary we propose to deal with correlations of
photons approximately emitted back to back.
In conclusion we believe that the present calculation (limited though it may be) represents an im-
portant advance: there can now be no doubt that changes in the refractive index of the gas inside the
bubble lead to the production of real photons — the controversial issues now move to quantitative ones of
precise fitting of the observed experimental data. Casimir models are now driven into a relatively small
region of parameter space, and one can be hopeful of having experimental verification (or falsification)
of them in the not too distant future.
Chapter 5
Quantum vacuum effects in the
early universe
As a working hypothesis to explain the riddle of our existence,
I propose that our universe is the most interesting of all possible universes,
and our fate as human beings is to make it so.
Freeman Dyson
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In this chapter we shall deal with some quantum vacuum effects in the very early universe. After
discussing the influence of the topological Casimir effect in cosmology, we shall review the inflationary
paradigm, paying particular attention to the theory of preheating via parametric resonance. In this
framework we shall propose a new channel of particle creation which we shall call “geometric preheating”.
We shall show that this effect can lead to the production of extremely heavy particles as required by
baryogenesis theory. After this investigation we shall consider the possibility of developing an alternative
scenario to inflation for solving the cosmological puzzles. In particular we shall focus our attention on
the recently proposed variable speed of light cosmologies (VSL). A critical discussion concerning the
foundations of such scenarios will lead us to propose a new class of such models, the χ–Variable–Speed–
of–Light cosmologies. Their value as possible alternatives to inflation or as a “partner” for this, nowadays
standard, framework, will be investigated in detail.
5.1 The role of the quantum vacuum in modern cosmology
Although theoretical speculation about the meaning and the structure of the universe has characterized
almost all of the civilizations which have appeared on earth it is nevertheless true that cosmology has
become a true science only with the advent of General Relativity. It is true, in fact, that it is just
with the full understanding of the Einstein equations that the basis for the development of predictive
cosmological models arose.
A quite outstanding fact of this research is that it has led to a dramatic revolution in our under-
standing of the place that we have in the universe and to the final realization that the “cosmos” is not
a never-changing place, quiet and peaceful. It appears to us instead as a dynamical ensemble of matter
and energy, a place where huge forces are in action and can finally lead to unexpected results.
Among the “surprises” which General Relativity had in store for us, mention should be made of the
discovery of space-time singularities. In the particular case of cosmology it was realized that singularities
are unavoidable in General Relativity if matter satisfies some of the energy conditions which we discussed
in chapter 1. The realization that quantum vacuum effects in strong fields generally violate most of
these energy conditions, soon led to a great interest in the application of these effects to cosmology and
now this has grown into a well-established branch of research.
The quantum vacuum can influence cosmological models in two general ways. The renormalized SET
can be such as to strongly modify the evolution of the universe (via the semiclassical Einstein equations).
Alternatively one can have situations in which the vacuum effects are manifested via dynamical particle
production; in these cases the gravitational field or a matter field drives the emission of quanta of some
quantum fields, sometimes with relevant effects for the late-time appearance of the universe.
Two typical examples for the first class of phenomena are the topological Casimir effect and the
inflationary phase of an FLRW universe. The second class has instead its major realizations in the
generation of perturbations in the inflationary framework and in the theory of formation and evaporation
of primordial black holes.
We shall not study in detail this second class of phenomena although we shall discuss the role of the
quantum vacuum in the production of the primordial spectrum of perturbations. Regarding primordial
black holes, they may affect the outcome of Big Bang nucleosynthesis [254] and be of astrophysical
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interest through their evaporative production of very high energy cosmic rays [255] and as promising
candidates for explaining the Massive Compact Halo Objects (MACHOs) detected in the halo of our
galaxy (these objects would have masses of about 0.2 to 0.8 M⊙) [256]. Also, considerations of the
possible formation of primordial black holes during cosmic phase transitions (e.g., the electroweak and
quantum chromodynamic (QCD) transitions) may be helpful for improving our understanding of the
related particle physics.
In the following we shall concentrate our attention on the topological Casimir effect in cosmology
and its possible role in the evolution of our universe.
5.2 The topology of the universe and the quantum vacuum
The information which we can get about a cosmological solution by using the Einstein equations is not
complete. In fact these are partial differential equations and are hence able to describe just the local
properties of spacetime. These properties are indeed completely encoded in the infinitesimal distance
element ds2 = gµνdx
µdxν .
The global structure — the topology — of the spacetime is instead out of the domain of the Einstein
equations, actually several distinct topologies can be associated with the same local metric element.
This realization has important consequences for modern cosmology.
According to the standard cosmological framework, the requirement of spatial homogeneity and
isotropy has led to the so-called Friedmann-Lemaˆıtre-Robertson-Walker metrics
ds2 = −c2 dt2 + a2(t) hij dxi dxj , (5.1)
hijdx
idxj =
dr2
1−Kr2 + r
2
(
dθ2 + sin2 θdϕ2
)
where K = 0,±1 denotes the space curvature. For generic a(t), the above metric describes Friedmann
models; for a(t) described by hyperbolic laws we get the maximally symmetric de Sitter solution, an
exponentially expanding 3-space. More precisely one gets
a(t) = H−1 cosh(Ht) for K = +1 (5.2)
a(t) = a0 exp(Ht) for K = 0 (5.3)
a(t) = H−1 sinh(Ht) for K = −1 (5.4)
where H = a˙/a is the Hubble parameter and a0 is the value of a(t) at t = 0. In dealing with FLRW
models it is generally assumed that the global structure of space is that of the infinite Euclidean space
R3, or that of the finite hypersphere S3 or that of the infinite hyperbolic space H3. The choice depends
on whether the constant spatial curvature is respectively zero, positive or negative (K = 0,±1).
The above considerations instead lead to the possibility that the above spatial topologies are not the
only ones compatible with the FLRW metric. Indeed a large number of topologies obtained from the
former ones by opportune identifications of some set of points, are compatible with (5.1). The standard
spatial topologies associated with R3, S3 and H3 describe simply connected manifolds, that is manifolds
for which, at any point x, a loop can be continuously shrunk to a point. The identifications of some
points of these manifolds leads to their corresponding “non-simply connected” or “multiply-connected”
versions. In particular, this implies that even for zero or negative spatial curvatures, the FLRW models
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could nevertheless correspond to compact space topologies. For spaces of constant curvature (such as
the FLRW models) these compact manifolds can be expressed as the quotient M ≡ M˜/Γ where M˜ is
one of the three simply connected topologies mentioned above and Γ is a subgroup of isometries of M˜
acting freely and discontinuously (Γ can also be interpreted as the holonomy group in M˜, see [257] for
an extensive review of these issues).
Although some important work has been done in the last few decades on the possibility that the
topology of our universe could be non-simply connected, cosmologists have often ignored this important
possibility which is moreover apparently favoured by quantum cosmology predictions (see for exam-
ple [258, 259]).
For what concerns the spirit of our research, the possibility of having non-trivial topologies for the
spatial sections of FLRW spacetimes can certainly be considered as being among the most promising
testing fields for the theory of quantum vacuum effects in strong fields.
We have seen in chapter 1 how the non-trivial topology of flat space can lead to a vacuum polarization,
a topological Casimir effect. In cosmological models with non simply connected spaces, the same sort
of effects can be expected and indeed predicted [126, 127, 128]. In these cases the Casimir effect will
be calculated using as the reference vacuum state — with respect to which the Casimir subtraction is
performed — the appropriate one in the simply connected manifold M.
In this way it is possible to obtain a finite Casimir contribution to the total quantum field vacuum
SET, 〈Tµν〉tot, and hence a semiclassical backreaction effect on the spacetime metric, via the semiclassical
Einstein equations:
Gµν + Λgµν = 8πGN〈Tµν〉tot (5.5)
We note that this is indeed a nice example of how the global configuration can influence the local
structure of the universe via the quantum vacuum.
In connection with the problem of backreaction, particular attention should be devoted to the so-
called self-consistent models of the universe. These are cosmological solutions which do not contain any
classical matter field but are instead completely governed by vacuum quantum effects. Consistency is
achieved when the SET for a given class of metrics gives a metric of the same form if it is re-inserted
into the semiclassical Einstein equations (5.5).
Comment: Self-consistency is not generic. This can be understood from the simple fact
that even the choice between periodic and anti-periodic conditions on the quantized fields,
can lead to different signs for the renormalized SET. Moreover in [126] it is shown that
the tensorial structure of the SET obtained by the topological Casimir effect in Clifford-
Klein spaces of the form M˜ = S3/Γ is generally different from that of the Einstein tensor
Gµν = Rµν − gµνR/2 because the former contains additional geometrical structure. It is
perhaps conceivable to impose constraints on the admitted non-simply connected realizations
of FLRW cosmologies exactly by looking at the compatibility of the tensorial structure of
the renormalized SET with the Einstein equations.
As an example of a self-consistent model we can consider the topological Casimir effect associated with
a non-simply connected version of the flat FLRW cosmological model, taking M˜ = R3/Γ and K = 0
in Eq. (5.1). For our purposes is convenient to use Cartesian coordinates (t, x, y, z), and the metric
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element (5.1) is then
ds2 = −dt2 + a2(t) (dx2 + dy2 + dz2) (5.6)
All of the possible non-simply connected versions of such a space have been described by Wolf [129]
and there are 18 variants (including the simply connected topology R3).
We shall now focus on the very simple case in which the space sections have a toroidal topology of
characteristic length L. This topological structure corresponds to some natural periodic conditions
x = x+ kL
y = y +mL
z = z + nL
k,m, n = ±1,±2, . . . (5.7)
In this model, the three-dimensional volume of the universe is always finite and is given by V = a3(t)L3.
The topological Casimir effect in compact three-dimensional spaces with flat geometry is a some-
what trivial generalization of the one-dimensional example discussed in chapter 1. In particular, the
renormalized energy density for a massless scalar field in a torus with typical scales b, c, d can be shown
to be [6]
ǫ = − π
2
90b4
− ζ(3)
2πbc3
− π
6bcd2
(5.8)
where ζ is the so called Riemann ζ-function and ζ(3) ≈ 1.202. We stress that we have here lost the
symmetry under permutations of a, b and c because some terms are dropped making the assumption
b ≤ c ≤ d.
The pressures along the spatial axes can also be obtained by using their relation with the total energy
E = bcdǫ say
Px = − 1
cd
∂E
∂b
Py = − 1
db
∂E
∂c
Pz = − 1
bc
∂E
∂d
(5.9)
In our case b = c = d = a(t)L and so the Casimir SET for a massless, conformally coupled field, takes
the form (taking into account the terms previously ignored in Eq.(5.8)) [6]
〈T 00 〉 = −
0.8375
a4(t)L4
, 〈T ii 〉 = −
1
3
〈T 00 〉 (5.10)
The inclusion of fields with anti-periodic conditions changes, in this case, just the numerical coefficient
in the above formula [6] and for generality we can replace the 0.8375 by a positive constant A. Inserting
now the above SET in the Einstein equations (5.5) for the flat FLRW metric, one gets
3a˙2 − Λa2 = −8πGNA
a2L4
(5.11)
which admits the solution [260]
a(t) =
1
L
(
8πGNA
Λ
)1/4 [
cosh
(
2
√
Λ
3
t
)]1/2
(5.12)
This implies that, for the case being considered, the topological Casimir SET induced by the compactifi-
cation of flat R3 spatial sections leads to a non-singular universe with accelerated expansion, a de Sitter
spacetime. This was the sort of solution to be expected just because of the presence of a non-zero
cosmological constant Λ and hence the result is a nice example of a self-consistent model 1.
1 It is nevertheless important to note that the scale factor a(t) which we found, is the one appropriate for compact
spatial sections, although we started by assuming that K = 0. The presence of Λ in a simply connected flat FLRW
spacetime would have led to an exponential growth of the scale factor.
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The property of de Sitter spacetime which we have just found is a good starting point for our next
topic. In fact this spacetime has some other peculiar characteristics which play a crucial role in modern
cosmology.
5.3 Inflation
As we said at the start of this chapter, modern cosmology is based on the equations of General Relativity
and on the Copernican principle of isotropy and homogeneity of our universe. The SET of matter is
assumed to be that of a perfect fluid 2.
T µν =

ρc2 0 0 0
0 p 0 0
0 0 p 0
0 0 0 p
 . (5.13)
where ρ and p are respectively the total density and the total pressure of all of the different kinds of
matter considered in the model.
By these basic elements, it is straightforward to arrive at the FLRW cosmologies. These are char-
acterized by the class of metrics determined by (5.1) and are governed by the so-called Friedmann
equations (
a˙
a
)2
=
8πGN
3
ρ− Kc
2
a2
+
Λc2
3
, (5.14)
a¨
a
= −4πGN
3c2
(ε+ 3p) . (5.15)
where, again, K = 0,±1.
This framework nowadays takes the name of “the standard model of cosmology” (SM), and the wide
consensus which it has managed to obtain in the scientific community is based mainly on three confirmed
experimental predictions:
1. The Hubble law
2. The Cosmic Microwave Background Radiation (CMBR)
3. The abundances of light elements
The third observation, which is a direct test of the more general nucleosynthesis theory, represents the
earliest-time probe of the SM to have been developed so far. In fact, the light element production
is supposed to have taken place between a second and a few minutes after the Big Bang (the initial
singularity predicted by the Hawking–Penrose theorem which we cited in chapter 1). For times between
that one and the Planck time tPl = 10
−44s (where quantum gravity should come onto the stage) we
have no direct proof of the validity of the SM. It is exactly from this “no-man’s land” that the main
trouble for the standard model arises.
2 Due to the special importance that it will have in the rest of this chapter, from here on we shall always make explicit
any dependence on the speed of light.
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5.3.1 The cosmological Puzzles
In spite of its remarkable success, the SM has proved to be unable to explain some striking observational
features of our universe. All of these features seem to have an extremely remote origin (before the first
second after the Big Bang).
These “failures” of the standard model are generally called the “cosmological puzzles”. These are
substantially things that the framework is unable to justify and about which it cannot give to us any
satisfactory response without appealing to very special initial conditions for the cosmological evolu-
tion. Here we shall limit ourselves to a rapid survey of these puzzles, directing the reader to standard
cosmology textbooks for further information.
The horizon problem
The CMBR is isotropic to 1 part in 105 (after excluding the dipole due to our peculiar velocity). The
horizon problem arises from the fact that regions at the antipodes of our horizon have never had the
chance to get in causal contact according to the SM. More concretely, one finds that the particle horizon
at the time of photon decoupling (redshift z ≈ 1200) subtends just one degree in the sky and so, at
the time when the photons were emitted, two nowadays antipodal points were separated by very many
particle horizons of that time and were hence causally disconnected. How then is it possible that regions
which had never exchanged information appear to be at the same temperature with such high precision?
Comment: We would like to make clear a point related to the definition of horizons in
cosmology. Speaking about regions in causal contact, the pertinent horizon which one should
consider is the so-called particle horizon
ℓh(t) = a(t)
∫ t
0
c dt
′
a(t′)
(5.16)
This is telling us the distance covered by light in a time t and hence the largest region which
can be in causal contact at that time. As clearly explained in [261], this quantity should not
be confused with the length scale given by
RH =
c
H
. (5.17)
The above quantity (known as the Hubble radius) is often mistakenly confused with the
particle horizon. The Hubble scale evolves in the same way as the particle horizon in simple
FLRW models and hence measures the domain of future influence of an event in these
models [262]. If fields interact only through gravity, then the Hubble scale is useful as a
measure of the minimum spatial wavelength of those modes that are effectively “frozen in”
by the expansion of the universe. A mode is said to be “frozen in” if its frequency is smaller
than the Hubble parameter, since then there is not enough time for it to oscillate before
the universe changes substantially and so the evolution of that mode is governed by the
expansion of the universe. Therefore, for modes traveling at the speed c, if the “freeze out”
occurs at ω < H , this implies that λ > c/H , as claimed above.
So while the particle horizon is truly the extension of a region potentially causally connected
via microphysics, the Hubble scale has more the meaning of a “dynamical” scale. This is
not surprising if one realizes that the Hubble time H−1 ≈ 1/√GNρ is exactly the dynamical
time which characterizes all of the gravitational phenomena.
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As a final remark it is useful to stress that, even if regions at the antipodes of our universe would have
somehow been in causal contact, this is still just a necessary, but not sufficient, condition in order to
get isotropization. As shown in [263], the solutions which achieve a permanent isotropization represent
a subset of measure zero in the set of all possible SM solutions.
The flatness problem
The standard model predicts that the universe can be flat, closed or open depending on its content
of matter. The Friedmann equations show that there is a critical value for the mass density, which
determines which regime the universe is in. Actually, imposing Λ = K = 0 in Eq. (5.14), one finds that
an FLRW model admits Euclidean spatial sections if
ρc =
3H2
8πGN
(5.18)
Current observations seem to indicate that the ratio between the present density ρ0 and the critical one
is Ω0 = ρ0/ρc ≈ 1. More precisely the observations bound Ω0 in the range [0.1, 1].
The flatness problem arises from the fact that in FLRW cosmologies the solutions with Ω ≈ 1 are
not at all attractors. On the contrary they represent unstable solutions given the fact that Ω(t)→ 0 or
∞ in time.
The entropy problem
It is interesting to note that (at least in the usual framework) the two major cosmological puzzles
described above (isotropy/horizon and flatness) can be reduced to a single problem related to the huge
total amount of entropy that our universe appears to have today [264, 265, 266]. If we define s ∝ T 3
the entropy density associated with relativistic particles and S = a3(t)s the total entropy per comoving
volume, then it is easy to see from the Friedmann equation (5.108) that
a2 =
Kc2gravity
H2(Ω− 1) , (5.19)
and so
S =
[
Kc2gravity
H2 (Ω− 1)
]3/2
s. (5.20)
The value of the total entropy can be evaluated at the present time and comes out to be S > 1087.
One can then see that explaining why Ω ≈ 1 (the flatness problem) is equivalent to explaining why the
entropy of our universe is so huge.
In a similar way one can argue (at least in the usual framework) that the horizon problem can be
related to the entropy problem [264, 265, 266]. In order to see how large the causally connected region
of the universe was at the time of decoupling with respect to our present horizon, we can compare the
particle horizon at time t for a signal emitted at t = 0, ℓh(t), with the radius at same time, L(t), of
the region which now corresponds to our observed universe of radius Lpresent. The fact that (assuming
insignificant entropy production between decoupling and the present epoch) (ℓh/L)
3|tdecoupling ≪ 1 is
argued to be equivalent to the horizon problem.
Once again, a mechanism able to greatly increase S via a non-adiabatic evolution would also auto-
matically lead to the resolution of the puzzle.
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The monopole problem
Another interesting problem arises when one tries to take into account particle physics knowledge within
the SM framework. It is in fact a general prediction of Grand Unified Theories (GUTs) — the set of
theories that try to unify the electro-weak and strong interaction — that monopoles should form as a
consequence of the SU(2) subgroup structure inherited from electroweak interactions. These monopoles
are topologically stable knots in the Higgs field expectation value and are expected to have masses of
order mm ≈ 1016GeV .
In particular, the Kibble mechanism [267] predicts a number density of topological defects nm which
is inversely proportional to the third power of the correlation length ξ of the Higgs field
nm ≈ 1
ξ3
(5.21)
In the standard model the natural upper bound for the monopole density is given by the particle horizon
at the moment of their formation. In fact causality constrains the correlation length of the Higgs field
to be less that the particle horizon ℓh. In GUTs, the phase transition which generates these monopoles
is generally predicted to occur at TGUT ≈ 1014GeV and this temperature is achieved at approximately
tGUT ≈ 10−35s after the big bang. In standard cosmology, one has that in the radiation dominated era
a(t) ∝ √t so ℓh = 2t and so
nm ≈ 1
ξ3
≥ 1
8t3GUT
(5.22)
From the fact that the monopole mass density should be ρm = nmmm, one can derive the present
monopole contribution to the mass density of the universe. The problem arises from the fact that this
turns out to be
Ωm =
ρm
ρc
≥ 1011 (5.23)
which is an outrageously high energy density and is totally incompatible with the observational limits
on the present value of Ω.
The creation of primordial perturbations
This issue, although it is not strictly a cosmological puzzle, nevertheless represents an intrinsic lack of
predictive power of the SM for observational facts, in this case the existence of large scale structures in
our universe such as clusters and galaxies.
The standard model does not provide any mechanism for the production of the primordial fluctuations
which should, later on, have evolved into the present inhomogeneities. Moreover mass perturbations
are naturally gravitationally unstable and tend to grow with time. This implies that if, for example,
one traces back the magnitude of the perturbation which should have given rise to galaxies, then the
result is that at times of order of the GUT symmetry breaking tGUT ≈ 10−35s the density perturbations
should have been extremely small. Guth estimated in [265] that
δρ
ρ
(galaxy scale) ≈ 10−49 at t = tGUT (5.24)
This is a really tiny figure if one takes into account that it corresponds to perturbations several orders
of magnitude smaller than the Poissonian fluctuations typical of microscopic systems. Such small fluc-
tuations are instead typical of strongly correlated (causally connected) systems (such as a degenerate
Fermi gas or a crystal) which require some form of interaction in order to exist.
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Unfortunately, the SM also predicts that any perturbation which now has a scale of cosmological
interest had to be created on a scale larger than the causal horizon at that time [265] and so microphysical
interactions are apparently excluded.
5.3.2 General Framework
The inflationary framework resolves (or more correctly mitigates) the above described puzzles by as-
suming a period of anomalous, non-adiabatic, evolution of our universe at a time near to that of the
GUT symmetry breaking. The basic “ingredients” of inflation can be summarized in a few points
• Some QFT effect led to cosmological evolution equations dominated by a vacuum energy which
violates the SEC (ρ+ 3p < 0)
• The violation of the strong energy condition leads to accelerated expansion for the universe [268,
269, 270]. This can be easily seen from Eq. (5.15). In fact for ρ + 3p < 0 one gets a¨/a > 0.
In the case of constant energy density of the vacuum (and in a flat FLRW spacetime) one gets
an exponential increment in the scale factor, a(t) ∝ exp (Ht) with H = constant and the FLRW
metrics acquire a quasi-de Sitter form (exact de Sitter is invariant under time translations so it
cannot have a start or an end).
• The expansion leads to a stretching of the particle horizon due to the hyperbolic increment in
the scale factor. For a sufficiently long inflationary phase one can then solve the horizon and
monopole problems, in the latter case the huge increase of the particle horizon dilutes the density
of monopoles. Similarly the flatness problem can be solved. From the Friedmann equation we can
write
ǫ ≡ Ω− 1 = K c
2
H2 a2
=
K c2
a˙2
, (5.25)
and by differentiating the above equation, we can see that on purely kinematic grounds
ǫ˙ = −2K c2
(
a¨
a˙3
)
= −2ǫ
(
a¨
a˙
)
. (5.26)
If during the inflationary phase one has a¨/a > 0 then ǫ˙/ǫ < 0 and so Ω → 1. Note that the
violation of the SEC is not strictly necessary in order to deal with the horizon and monopole
problems but it is crucial for solving the flatness one.
• The accelerated expansion corresponds to a non-adiabatic change of the gravitational fields, this
leads to quantum particle production and so to causal generation of primordial perturbations. In
the case of de Sitter space, the particle spectrum is thermal at a “Hawking temperature” given
by TdS = H/2π [271, 272]. This leads to a scale-invariant, Harrison–Zel’dovich (HZ), spectrum of
perturbations (so far experimentally confirmed over a wide wavelength range). In addition, the
huge increase in the scale factor at almost constant Hubble scale, rapidly makes the perturbations
larger than the latter scale. As we said, this implies them being “frozen in” and stopping their
evolution. Only after inflation, when the Hubble scale starts to grow again and the perturbation
scale becomes smaller than H−1 will they “freeze out” and start evolving again. In this way much
larger initial values for the primordial perturbations can be allowed in inflationary scenarios.
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Warning: The HZ spectrum is really exact just in the case of a precise exponential expan-
sion for an arbitrary long time. In the case of quasi-de Sitter evolution for a finite time it
should be considered as just a zero-order approximation.
• The huge expansion “supercools” the universe and hence leads to a decrement in the entropy
density. This implies that inflation should admit a graceful exit in which the universe should be
“reheated”. This process breaks the adiabatic evolution of the universe and solves the entropy
problem by enormously increasing the total entropy of the universe S = s(t)a3(t) (at the end of
inflation the temperature is approximately the same as before but the volume is increased by an
exponential factor). This reheating phase is crucial not only for raising up the temperature but
also because it can lead to further effects on the spectrum of primordial perturbations.
As a final remark it should be stressed that inflation is generally able to mitigate the cosmological
paradoxes but it is never able to exactly solve them. The parameter ǫ is indeed driven towards zero
during the inflationary stage but after that it will still be at an unstable point in the solution phase
space. Similar discussions can be made for the other puzzles. One can say that inflation enlarges the
region of initial conditions which lead to the observed universe but it does not make it infinite.
5.3.3 Possible implementations of the framework
From the above summary of the key features of inflation it should be clear that the basic requirements
for a successful inflationary framework are quite general (SEC violation, huge increment of the particle
horizon, non adiabatic evolution). Actually what one deals with is a sort of paradigm which admits a
large number of possible implementations.
As we have seen above, the basic requirement which one has to satisfy in order to get a successful
inflationary model, is to have a vacuum dominated phase of evolution of the universe and to have this
for a sufficient time.
The standard mechanism for obtaining this effect is to assume the presence of some primordial scalar
field φ(t,x), generally called “the inflaton”, that suddenly finds itself in a false vacuum state due to
the form of its effective potential V (φ). Generally the emergence of a false vacuum can be due to
temperature induced spontaneous symmetry breaking but, as we shall see, one can also assume that the
field is just created with 〈V (φ)〉 6= 0 3. This means that most of the work on the inflationary model has
been mainly a fine tuning exercise on the inflaton potential. Since the seminal paper by Alan Guth [264]
several models have been proposed and the detailed discussion of all of them is out of the scope of
the present work. In what follows we shall present the basic characteristics of the most widely applied
frameworks.
3 Although they do not share the same success as the frameworks described above, it is worthwhile to say that in the past
several other ways for inducing a de Sitter phase in the early universe have been proposed. Among these proposals a special
mention is due to the one by Starobinski [273]. In Starobinski inflation, the high-order curvature terms, appearing in the
renormalized SET of a massless conformally coupled scalar field in FLRW spacetime, can remain approximately constant.
So once this SET is used in the semiclassical Einstein equations (1.123) it can be used to start a de Sitter inflationary
phase. This model is now abandoned because it was shown in [274] that when the effective action of semiclassical gravity
is derived as a perturbative approximation to the full (non-perturbative) effective action, then the Starobinski inflation is
no longer an allowed solution.
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Old inflation
The basic idea in the old inflationary scenario [264, 265] is the presence of a Higgs field φ(t,x) governed by
an effective potential V (φ, T ) (due to some GUT external fields or to gravity itself) with a pair of minima.
Nowadays at T ≈ 0, it is assumed that one has a global minimum, say for φ = φtrue, V (φtrue, 0) ≈ 0, a
local minimum at φ = φfalse, V (φfalse, 0) 6= 0.
Now, if the dependence of the effective potential on temperature is such that, for temperature T
greater than some Tcrit, V (φtrue, T ) > V (φfalse, T ) then one gets that in the early universe the field would
have preferably been in the false vacuum characterized by a constant energy density ε0 (determined by
the shape of the potential near the false minimum).
In GUTs this constant energy density is proportional to the fourth power of the mass scale of the
theory (MGUT ≈ 1014GeV ) and hence it is huge. It is easy to see that if the Friedmann equation (5.14)
is dominated by a constant energy density then one gets a scale factor evolution
a(t) ∼ ainiteH(t−tinit) with H =
√
8πGN
3
ρ0 (5.27)
which is a de Sitter phase of exponential expansion.
Unfortunately this model is affected by two main flaws. The first one is related to the fact that the
de Sitter phase should end, when T becomes less than Tcrit, via a first order phase transition from the
false vacuum to the true one. The field has to do a quantum tunneling from one region to the other.
This implies that there will be coexistence of regions of true vacuum in an environment still in the false
vacuum state. The problem arises from the fact that the latter is still expanding exponentially and so
the bubble of true vacuum will never manage to percolate and dominate the universe.
Even in the case that an effective percolation of a true vacuum bubble happens and it manages to
form a bubble able to contain our universe, one has another problem related to the fact that bubble
collisions are highly non-linear phenomena which would destroy the homogeneity and isotropy obtained
via inflation.
To overcome these problems the new inflation scenario was proposed.
New inflation
The so called “new model” of inflation (which actually dates back to 1982 [275, 276, 277]) involves a quite
similar scenario to that described above but with the difference that, in this case, one has a potential
which for some T < Tcrit, goes from a shape having a single global minimum, generally assumed to be
at φ = 0, (think for example of a paraboloid profile) to a shape in which the former global minimum
becomes a local maximum and a new global minimum arises (think for example of the standard Mexican
hat shape).
In this case one has a second order phase transition. The field, which at T > Tcrit was in its global
minimum at φ = 0, finds itself at a local maximum on the top of the potential and hence naturally (by
quantum fluctuations) tends to “roll down” towards the true minimum.
If the potential shape is flat enough, one would get V (φ) ≈ constant for a sufficient time, and enough
inflationary expansion to solve the cosmological puzzles. The inflationary epoch ends when the slow
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rolling phase breaks down and the field rapidly moves towards its true minimum where it should decay
into lighter fields.
This proposal, although more robust than the previous one, was also soon found to be plagued by
several problems.
Firstly, it is clear that the model requires an extreme fine tuning of the potential. Potentials with
long and flat regions are not generic in QFT and in the absence of any definitive indication by some
GUT, they appear as a technical artifact.
A second problem is linked to the fact that the initial condition φ = 0 is also non generic in QFT.
Moreover in a semiclassical approach one should deal with 〈φ〉 which, for a potential invariant under
the transformation φ → −φ, is zero at all times [278]. This problem can be overcome by assuming
that 〈φ〉 6= 0 in different large regions of our universe but its value is still zero when one takes a global
average.
Finally, it should be stressed that this model of inflation is based on having a symmetry breaking
mechanism which comes into action when temperature gets low enough. Typically this is equivalent
to roughly saying that inflation can start only for t ≫ tPl. The problem is that FLRW universes are
generally extremely unstable and most of them would have already re-collapsed, or undergone a large
expansion, so that few of them would “survive” until well after tPl. We see then that in these models
the fine tuning issues of the SM are mainly moved to the Planck epoch but are still present.
Chaotic inflation
The so called “chaotic scenario” [279] was proposed as a way to overcome the above difficulties. In
this class of models one assumes no spontaneous symmetry breaking for inducing a phase transition in
the inflaton potential. It is instead assumed that the initial value of the field takes random values in
different parts of the universe and the values of curvature and of the inflaton potential are of the order
expected for them at the end of the Planck epoch (V (φ) ≤M4Pl).
A standard potential considered in this framework is V (φ) = λφ4/4. For reasonable values of λ
(from the point of view of QFT) this implies super-Planckian initial values for the mass of the field.
This may appear paradoxical but one can check that the actual energy stored in the field is “just” of
Planck order (because the latter is determined by the gradients of the field and not by its expectation
value). If the field starts at a very high value, it will then naturally “roll” towards the minimum of the
potential. For special forms of the potential, the kinetic energy is constant and large for a long enough
time to be sufficient for starting inflation. In the end, the field will decay to the global minimum and
reheat the universe.
Although chaotic inflation was more successful than the previous proposals, it also has several prob-
lems among which one should note that it is necessary to suppose sufficiently homogeneous initial
conditions for the field at the Planck epoch in order to get large enough regions to go to the inflationary
era at the same time. Finally it is still unclear how quantum corrections to the potential can influence
the framework. The exact form of the curvature of the effective potential is a crucial feature in order
to get sufficient inflation but at the same time it is extremely sensitive to the details of the quantum
theory being considered.
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As we have said, the models discussed above are not the only ones which have been proposed. For
example there are recent, more realistic, implementations of inflation based on supersymmetric models.
Nevertheless what is important for us is that they mainly differ in the way in which they induce the
vacuum dominated phase of evolution of the universe. The basic points which we summarized before
are generally all still valid for whatever framework one chooses.
Comment: We have seen at the start of this chapter how the topological Casimir effect can
sometimes lead to an inflationary evolution of the universe. Therefore it can be natural to
ask whether these sorts of vacuum effect can be used as well in order to drive an inflationary
scenario. Although the example which we showed may appear to be promising, it should
be emphasized that the vacuum stress energy tensor which we got does satisfy the SEC and
hence it cannot by itself help in solving the flatness paradox. The possibility of finding an
inflationary solution was just due to the presence of the positive cosmological constant Λ,
which violates the SEC. It is easy to check that in the case Λ = 0 one would get from the
SET (5.10) just a power law expansion for the scale factor.
Although more complex examples of the topological Casimir effect in non-trivial spacetimes
can be considered it is an open issue whether or not they would be able to lead to inflationary
scenarios.
5.3.4 Reheating
The general foundations of inflation which we have just been discussing are a typical example of how
a vacuum effect can influence the dynamical evolution of our universe. It is nevertheless an amusing
characteristic of this paradigm that the particle production from quantum vacuum also comes into
action. As we said, the De-Sitter like phase of the FLRW universe can be shown to drive a production
of particles [271, 272] but this is not the end of the story.
We have seen that the universe underwent a rapid cooling due to the exponential expansion. As a
consequence of this, a very efficient process is needed for releasing the energy “stored” in the inflaton in
order to then reheat the universe sufficiently. Such a process was only recently developed into a complex
theory, the theory of preheating.
The current general theory of reheating can be summarized in three fundamental steps
• The classical inflaton field, coherently oscillating at the true minimum, decays via parametric
resonance into massive bosons. These bosons are generally very far from thermal equilibrium and
are characterized by very large occupation numbers. This is the “preheating phase”.
• After some (model-dependent) time, the backreaction of the particle production and the cosmo-
logical expansion shuts off the inflaton oscillations in such a way that parametric resonance is no
longer efficient. At this stage the standard channels for the decay of the massive bosons start to
be relevant. This is what used to be the “old reheating phase”.
• Finally a “thermalization phase” occurs and determines the final temperature at which the universe
stabilizes after inflation.
We shall not deal here with the last two of the above stages but we shall discuss the basic aspects
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of parametric resonance in preheating and propose a possible way to implement this via gravitational
effects.
5.3.5 Basic Preheating
In this section we shall present some basic features of the theory of inflationary preheating via parametric
resonance.
To start our investigation we can consider the simple case of an inflation model where an inflaton
field has the effective potential
V (φ) =
m2φφ
2
2
(5.28)
and is coupled to a massive scalar field χ(t,x) via the coupling term
− 1
2
g2φ2χ2 (5.29)
For the moment we shall suppose χ(t,x) to be minimally coupled.
The inflaton field is described by the Klein-Gordon equation in FLRW[
∂2t + 3
a˙
a
∂t − 1
a2
∇2
]
φ(t,x) = −V ′(φ) (5.30)
We can now restrict our attention to some domain of the universe where the inflaton can be considered
homogeneous. At the end of the inflationary era the expectation value of the field will start oscillat-
ing around the minimum of the effective potential. Under the above assumptions, and ignoring the
backreaction of quantum fluctuations, the equation of motion of the field (5.30) becomes
φ¨+ 3Hφ˙+ V
′
(φ) = 0 (5.31)
where the prime denotes derivatives with respect to the inflaton field.
The solution of this equation asymptotically approaches the form of decaying oscillations φ(t) =
Φ(t) sin(mφt), where Φ stands for the amplitude of the oscillations and, in the absence of particle
production from the vacuum, behaves like [280]
Φ ∼ Mpl
mφt
∼ Mpl
2πN
(5.32)
where N is the number of oscillations.
If we assume, for the moment, the scalar field χ(t,x) to be minimally coupled to gravity (ξ = 0), then
the equation of motion for the modes (quantum fluctuations) of the field χ with physical momentum
k/a(t) takes the form [280]
χ¨k + 3Hχ˙k +
(
k2
a2(t)
+m2χ + g
2Φ2 sin2(mφt)
)
χk = 0 (5.33)
where k =
√
k.
As a first approximation we can consider what happens to modes for which the expansion is an
adiabatic effect, that is those modes for which ωH−1 ≫ 1. In this frequency range one can safely
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neglect the effect of expansion and for the moment set it to zero (H = 0). In this case Eq.(5.33)
describes a harmonic oscillator with a variable frequency Ω2k(t) = (k/a)
2 +m2χ + g
2Φ2 sin2(mφt).
It is now easy to check that, by defining the dimensionless constants
Aχ =
k2
m2φa
2
+
m2χ
m2φ
+ 2q , q =
g2Φ2
4m2φ
(5.34)
Eq. (5.33) can be cast in the familiar Mathieu form
χ
′′
k + [A(k)− 2q cos(2z)]χk = 0 (5.35)
where z = mφt and the primes stand for derivatives with respect to z.
We met the above equation in chapter 1 (see Eq. (1.81)) when we discussed the phenomenon of
parametric resonance. As explained, an important property of the solutions of Eq. (5.35) is that for
some values of the parameters A and q an exponential instability appears. Generically one should expect
that some modes χk will be exponentially amplified
χk = pke
(µ
(n)
k
mφt) (5.36)
where pk are periodic functions (with the same period as that of the oscillations of the inflaton field)
and µ
(n)
k is the Floquet index corresponding to the n-instability band (see Eq. (1.83)). This can be
interpreted as a very efficient process of particle production. Before proceeding with this introduction
Figure 5.1: Band structure of the Mathieu function (5.35). The white and grey bands corresponds
respectively to instability and stability regions. The line A = 2q shows the values of A and q for k = 0
and mχ/mφ ≈ 0. This picture is taken from [280].
to the theory of preheating we want to stress that we shall deal here only with bosonic reheating.
Fermionic preheating is also conceivable although in this case the Pauli exclusion principle puts strong
constraints on the production of particles from the quantum vacuum. Nevertheless it was soon realized
that coherent oscillations of the inflaton can indeed lead to parametric production of fermions. We shall
not treat this theory here but direct the reader to some seminal papers in the subject [281].
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Parametric regimes
It should be stressed that very different regimes can be envisaged for the production of particles at
different values of the relevant parameter q. For simplicity we shall describe them in a Minkowski
spacetime (a(t) = 1) discussing later the effects of expansion. We shall also consider a massless χ field.
Narrow resonance A first possible regime corresponds to very small values of q (q ≪ 1 that is
gΦ < m) and takes the name of “narrow resonance”. In this case the particle production can be treated
perturbatively and is concentrated in the first instability band for modes with k2 ∼ m2φ(1−2q±q) [282].
Here the Floquet index takes the form [283]
µk =
√(q
2
)2
−
(
2k
mφ
− 1
)2
(5.37)
The modes χk with k ∼ m grow as exp(qz/2) ∼ exp(g2Φ2t/8mφ) and the number of χ particles goes
like nk(t) ∼ exp(2µ(n)k z) ∼ exp(g2Φ2t/4mφ). This process can be interpreted as the conversion of two φ
particles into a pair of χ particles with momenta k ∼ m.
Figure 5.2: Mode and particle number amplification for the narrow resonance regime with q ≈ 1.
The time is in units of mφ/2π and is hence equal to the number of oscillations of the inflaton field φ.
From [282].
Broad resonance A second important regime comes into action for wide oscillations of the inflaton,
that is for q ≫ 1 (gΦ ≫ m). This is the so-called “broad resonance” regime. It is a typically non-
perturbative process and leads rapidly to non-negligible backreaction by the created particles on the
inflaton field. The resonance occurs not just in the first instability band but generically for modes above
the A = 2q line in the Mathieu plot, Fig. 5.1, which have momenta k2/m2 = A − 2q. In the broad
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resonance regime the occupation numbers of the particles produced are extremely large, typically of
order nk ∼ 1/g2.
It is interesting to note that, due to the interaction term (5.29), the χ field acquires an effective mass
mχ(t) = gφ(t) which, in this special regime, can be much larger that the inflaton mass. As a result,
the typical frequency of oscillation of the χ field ω(t) =
√
k2 +m2χ(t) becomes larger than that of the
inflaton. This also implies that during most of the period of oscillation of φ the mass of the χ field
changes adiabatically. Only for φ(t) ≈ 0, where the effective mass of the χ field is almost zero, is there
violation of the adiabatic condition
dω
dt
≤ ω2 (5.38)
and efficient production of particles as shown in Fig. 5.3.
Figure 5.3: Mode and particle number amplification for the broad resonance regime with q ≫ 1. The
time is in units of mφ/2π. Note the rapid oscillations in χk and the “stair-like” behaviour of the particle
number. From [282].
A final comment is in order. One should not think that arbitrarily high values for q would lead to
higher and higher bursts of particle creation. In fact, for q ≥ 103, generally non-perturbative effects
(like backreaction and rescattering) soon become crucial for determining the duration of the resonance
regime and the final variance of both the χ and φ fields. We direct the reader to [282] for further insight
into this subject.
Stochastic resonance To conclude this short introduction to the post-inflationary preheating phase,
we shall now briefly discuss the role of expansion which we have neglected so far. We can start by
noticing that if expansion is included, then the modes suffer a redshift k → k/a(t) and the amplitude
of the inflaton oscillations decreases in time as t−1. This drives the parameters A and q towards zero
and hence kills the parametric amplification.
Moreover it should be noted that Eq. (5.32) also tells us that the amplitude of the φ oscillations
decreases very rapidly if their number is increased. Since q ∼ Φ2 ∼ 1/N2, only a few oscillations will
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be enough to greatly deplete q. This means that in the case of narrow resonance (when q ≪ 1 from the
beginning) the amplification is not able to start at all.
The former point is nevertheless an important one. In fact if we assume to start in a broad resonance
regime then one can easily show that the field χ moves through several bands after a few oscillations. In
fact in Mathieu theory the band number is given by n =
√
A and so if the resonance happens mostly for
A ∼ 2q one gets n ∼ √2q ∼ gΦ/(mφ
√
2). If we take mφ ≈ 10−6MPl, g ≈ 10−1 then, by using Eq. (5.32)
and Eq. (5.34), one finds that after the first oscillation n ≈ 104 but n ≈ 5 · 103 after the second.
Therefore we see that even during a single oscillation the field does not remain in one instability
band but moves through a thousand of them. The standard method for looking at particle production in
a chosen instability band then fails completely here. It is nevertheless still possible to make a numerical
analysis under suitable approximations. In [282] such an analysis is performed and shows a behaviour
in which the particle number generally increases (discontinuously) but sometimes even decreases. The
Xk modes are defined via rescaling of the χk ones, Xk = χk(t/t0) where t0 is the starting time. The
occupation number of particles per mode can be constructed as
nk =
ωk
2
(
|X˙k|2
ω2k
+ |Xk|2
)
− 1
2
(5.39)
Figure 5.4: Mode and particle number amplification for the stochastic resonance regime with q ∼ 3·103.
Note the rapid oscillations in χk and the “stair-like” behaviour of the particle number but this time
including several drops in the particle number. This is a purely quantum mechanical effect which would
be impossible if these particles were in a classical state. From [282].
After this brief overview of the basic elements of the the theory of inflationary preheating we shall now
discuss a different “channel” for parametric resonance to occur, the so-called “geometric preheating”.
This original investigation has been made in collaboration with B.A. Bassett and most of the material
presented here has been published in reference [20].
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5.4 Geometric Reheating
The preheating theory which we have seen so far is based on the direct coupling between the inflaton
and the quantum field to be produced. Although we have worked with the simple coupling term (5.29)
other forms of coupling can be considered and other fields (such as fermions or vector bosons) can
be coupled to the inflaton and eventually amplified by its oscillations. Obviously weak coupling will
strongly depress any reheating mechanism (from (5.34) it is easy to see that small values of g end up
depressing the value of q).
One can nevertheless wonder whether there is the possibility, for some generic coupling, for this
process to play an important role and whether gravity should not play a more active part in the process
of preheating. In particular we have considered so far a minimally coupled scalar field χ(t,x) excluding
any direct action of gravity.
Our starting point is that this last assumption is far from being generic. Renormalization group
studies in curved spacetime [284, 285, 286] have shown that even if the bare coupling ξ0 is minimal,
after renormalization one should generically expect ξ 6= 0. In particular, while in the infrared limit fixed
points may correspond to a conformally invariant field (m = 0, ξ = 16 )
4, in different GUT models the
coupling may also diverge, |ξ| → ∞, in the UV limit [284, 288]. In both cases the nature of the preheating
is very different from the standard models based on explicit self-interactions or particle-physics couplings
between fields (see e.g. [282]).
Since we are particularly interested in the preheating regime which occurs when inflation ends, we are
interested in the ultra-violet (UV) fixed points of the renormalization group equations. As a consequence
of this we can assume a general non minimal coupling with possibly large values of the parameter ξ.
To be concrete, consider a generic FLRW universe described by the metric element (5.1) and a
minimally coupled scalar field φ which is governed by the evolution equation (5.31).
Let us restrict ourselves to the quadratic potential (5.28) which we know to give, for K = 0, an
oscillatory behaviour of the field: φ = Φsin(mφt), with Φ ∼ 1/mφt. In the following we shall try to
preserve maximal generality but when results are derived specifically for the potential (5.28) we shall
denote them with
.
=.
The energy density and pressure for a minimally coupled scalar field, treated as a perfect fluid, are
µ = κN
(
1
2
φ˙2 + V (φ)
)
, p = κN
(
1
2
φ˙2 − V (φ)
)
, (5.40)
where κN = 8πGN. This breaks down if the field is non-minimally coupled (an imperfect fluid treatment
must be used), if the effective potential is not adequate [289], or if large density gradients exist. The
FLRW Ricci tensor is [290]
R00 = 3
a¨
a
Rij =
[
a¨
a
+ 2
(
a˙
a
)2
+
2K
a2
]
δij , (5.41)
4 Note that the relevance of conformal coupling in the low energy limit of the theory can be indirectly confirmed by
the requirement that the equivalence principle holds also at the semiclassical level [287].
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where as usual i, j = 1..3. The Ricci scalar is 5:
R = 6
(
a¨
a
+
(
a˙
a
)2
+
K
a2
)
. (5.42)
We now see that the curvature scalar can be expressed in terms of a combination of the derivatives
of the FLRW scale factor. In order to express it directly as a function of the inflaton field and of its
effective potential — we are assuming that at the onset of preheating the inflaton is still the dominant
matter in the universe — we can look at the Raychaudhuri equation for the evolution of the expansion
factor Θ = 3a˙/a 6
Θ˙ = −3κN
2
φ˙2 +
3K
a2
, (5.43)
We can also get information from the Friedmann equation (5.14) which takes the form
Θ2 +
9K
a2
= 3κNµ = 3κN
(
1
2
φ˙2 + V (φ)
)
. (5.44)
Using equations (5.43) and (5.44), one can systematically replace in (5.42) all factors of a˙, a¨ with factors
of φ˙ and V (φ).
As an example, taking the usual quadratic potential, K = 0 and a˙/(amφ) ≪ 1, one may solve Eq.
(5.44) perturbatively [292] obtaining
Θ
.
=
2
t
[
1− sin 2mφt
2mφt
]
, (5.45)
to first order in a˙/(amφ). This is only valid after preheating when Φ≪ 1 but shows that the expansion
oscillates about the mean Einstein-de Sitter (eds) pressure-free solution. Eq. (5.45) can be integrated
to give the scale factor:
a(t)
.
= a exp
(
sin 2mφt
3mφt
− 2ci(2mφt)
3
)
(5.46)
where a = t2/3 is the background eds evolution, and ci(mφt) = −
∫∞
t
cos(mφz)/zdz. This example
explicitly demonstrates how by just temporal averaging (which yields a) one would completely miss
the oscillatory behaviour of the expansion factor. It is instead this feature that we shall use to get
parametric resonance.
The basic idea which we shall follow is that the oscillations in the inflaton field induce an oscillatory
behaviour in the expansion factor and hence in the Ricci scalar. It then follows that any field which
is non-minimally coupled to gravity will be potentially subject to parametric amplification without the
need for a direct coupling to the inflaton. In this sense this preheating channel, which can be called
geometric reheating can be considered as a typical example of the dynamical Casimir effect in a periodic
external field where the latter is the gravitational one.
In the following, we shall apply this simple idea to the case of scalar, vector and tensor fields.
5Note: we are assuming that at the onset of preheating the inflaton φ is the dominant matter field. For this reason we
are neglecting the contribution of the χ field.
6 The expansion is generally defined as Θ ≡ ua;a where ua is the 4-velocity and ; denotes a covariant derivative [291].
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5.4.1 Scalar fields
We start by considering the easiest case when N massive scalar fields χ(ν)(t,x), ν = 1 . . .N , are non-
minimally coupled to gravity
L(x) = 1
2
N∑
ν
[
gαβ∇αχ(ν)∇βχ(ν) +
(
m(ν)χ χ
(ν)
)2
+ ξ(ν)
(
χ(ν)
)2
R
]
(5.47)
so we now have the inflaton, with potential V (φ), coupled only via gravity to the other scalar fields,
which have no self-interactions, masses m
(ν)
χ and non-minimal couplings ξ(ν). The equation of motion
for modes of the ν-th field is:
χ¨
(ν)
k +Θχ˙
(ν)
k +
(
k2
a2
+
(
m(ν)χ
)2
+ ξ(ν)R
)
χ
(ν)
k = 0 , (5.48)
From Eq (5.42,5.43,5.44) the Ricci scalar is given by
R = −κNφ˙2 + 4κNV (φ) (K = 0) . (5.49)
We can now treat separately the cases of minimally and non-minimally coupled fields and investigate
the different behaviour of the parametric amplification.
The minimally coupled case
Consider ξν = 0. We can manipulate Eq. (5.48) by changing variables from χ
(ν)
k to χ¯
(ν)
k = a
3/2χ
(ν)
k in
order to remove the first derivative term. Then by making use of equations (5.43,5.44), we can reduce
it to:
d2χ¯
(ν)
k
dt2
+
[
k2
a2
+
(
m(ν)χ
)2
+ κN
3
8
φ˙2 − κN 3
4
V (φ) +
3
4
K
a2
]
χ¯
(ν)
k = 0 (5.50)
where we have used the useful identity: Θ2 + Θ˙ = 3(a˙2/a2 + 2a¨/a).
We can now see that there is parametric resonance just because the expansion Θ oscillates. In fact if
we take the potential (5.28) then we can recover the Mathieu equation (5.35) by defining z = mφt+π/2,
and introducing the time-dependent parameters
A(k, t)
.
=
4k2 + 3K
4a2m2φ
+
(
m
(ν)
χ
)2
m2φ
(5.51)
q
.
=
3
16
κNΦ
2 (5.52)
From this we see that the production of particles is reduced as m
(ν)
χ increases. Indeed, since A →
m2χ/m
2
φ, q → 0 due to the expansion, production of minimally coupled bosons is rather weak and shuts
off quickly due to horizontal motion on the stability chart. We stress that the production is, however,
much stronger than that obtained in previous studies where the scale factor evolves monotonically [293].
This mild situation changes dramatically when a non-minimal coupling is introduced.
Non-minimal preheating
We now include the arbitrary non-minimal coupling ξν . Using Eq. (5.49) one can reduce Eq. (5.48) to:
d2χ¯
(ν)
k
dt2
+
[
4k2 + 3K
4a2
+
(
m(ν)χ
)2
+ κN
(
3
8
− ξν
)
φ˙2 − κN
(
3
4
− 4ξν
)
V (φ)
]
χ¯
(ν)
k = 0 (5.53)
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Adopting again the new variable z = mφt + π/2, we can also express Eq. (5.53) in the Mathieu form
(5.35). The time-dependent parameters are now
A(k, t)
.
=
4k2 + 3K
4a2m2φ
+
m2χ
m2φ
+
κNξν
2
Φ2 (5.54)
q(t)
.
=
3
4
κN
(
1
4
− ξν
)
Φ2 (5.55)
The crucial observation is that since ξν is initially free to take on any value
7, A(k) is not restricted
to be either positive or small. From Eq. (5.55) it is clear that A(k) < 0 for sufficiently negative
ξν . The possibility of a negative A was the suggestion of the work by Greene et al [294]. However, in
their model, this powerful negative coupling instability was only partially effective due to the non-zero
vacuum expectation value acquired by the χ field due to its coupling, g, with the inflaton. Here we only
have gravitational couplings and this constraint is removed.
Actually if we assume that ξν < 0, then it is easy to see that for the k = 0 mode and for mχ/mφ ≈ 0
the relation between A and q is no longer, as in Eq. (5.34), A ≈ 2q. Instead we now have that, in the
same limits
A(k, t) ≈ −2
3
|q|+ κN
8
Φ2 (5.56)
and so a negative A (induced when ξν < 0) implies that the properties of resonance are quite different
in the ξν > 0 case. As shown in Fig. 5.5, the regions with A < 0 of the (A, q) plane possess a new
Figure 5.5: Band structure for ξν < 0, from [295].
instability band (sometimes called the zeroth instability band) which extends below some critical curve
7 The only constraints that one might impose are that the effective potential should be bounded from below and that
the strong energy condition be satisfied. The first is difficult to impose since R oscillates and the second is difficult since
one should use the renormalized stress-tensor, 〈Tab〉.
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located approximately at A ≈ −q2/2 for small |q|. The line A = −2q/3 crosses this curve for q ≈ 1.4
and so since q drops below unity because of the cosmological expansion, there are still some modes in
the zeroth band [295].
When 2|q|/3 > |A| ≫ 1 we have µk ∼ |q|1/2 ≃ (6πGN|ξν |)1/2Φ along the physical separatrix
A = κNΦ
2/8 − 2|q|/3. Since the renormalized |ξν | may have very large values, this opens the way to
exceptionally efficient reheating - see Figs. (5.6,5.7) - via resonant production of highly non-minimally
coupled fields with important consequences for GUT baryogenesis [294] and non-thermal symmetry
restoration.
For example, let us consider mφ ≃ 2 × 1013GeV as required to match CMB anisotropies ∆T/T ∼
10−5. Then GUT baryogenesis with massive bosons χ with mχ > 1014GeV simply requires that geo-
metric preheating with A < 0 happens with ξν < −(κNΦ2)−1102. Instead if one requires the production
of GUT-scale gauge bosons with masses mgb ∼ 1016GeV this is still possible if the associated non-
minimal coupling is of order ξν ∼ −(κNΦ2)−1106. Such coupling values have been considered in, for
example [296]. The massive bosons with mχ ∼ 1014GeV can be produced in the usual manner via
parametric resonance if ξν > 0, but this process is weaker (c.f. [297, 295]).
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Figure 5.6: The evolution of the k = 0 mode (with m2ν/m
2
φ ≃ 1), as a function of time and of the
non-minimal coupling parameter ξν . For positive ξν the evolution is qualitatively that of the standard
preheating with resonance bands. However, for negative A (negative ξν) the solution changes qualita-
tively and there is a negative coupling instability. There are generically no stable bands and the Floquet
index corresponding to −|ξν | is much larger, scaling as µk ∼ |ξν |1/2.
Since the coupling between φ and χ is purely gravitational, backreaction effects in the standard sense
(see [282, 289]) cannot shut off the resonance (they are generally based on direct coupling terms like
(5.29)). The inflaton continues to oscillate and produce non-minimally coupled particles, receiving no
corrections to m2φ,eff from 〈χ2〉 (as is instead the case if one has, for example, a coupling term of the
form gχ2φ2/2). Understanding when the parametric resonance is shut down in geometric preheating is
therefore rather difficult.
The standard method is to establish the time when the resonance is stopped by the growth of A(k)
which pushes the k = 0 mode out of the dominant first resonance band. In our case we must understand
how A(k) changes as the χ-field gains energy and alters the Ricci curvature. In fact the basic mechanism
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Figure 5.7: A slice of the spectrum in fig. 5.6 at t = 5 as a function of the non-minimal coupling ξν .
The qualitative differences between ξν < 0 and ξν > 0 are clear.
which one can expect is that at some time the energy transferred into the χ field will be enough so that
it is no longer possible to neglect its backreaction on the Ricci scalar.
If one assumes that most of the energy goes into the χ0 mode, then the change to the Ricci curvature
can be expressed as δRχ = 8π(E − S), where [298]:
E =
Geff
GN
[
χ˙20
2
+
m2χχ
2
0
2
− 12ξνχ0χ˙0 a˙
a
]
(5.57)
is the T 00 component of the χ stress tensor, and
S =
3Geff
1 + 192πGeffGNξ2νχ
2
0
[
χ˙20
2
− m
2
χχ
2
0
2
+ 4ξν
(
a˙2
a2
− χ0χ˙0 a˙
a
−m2χχ20
)
+ 64πGNξ
2
νχ
2
0E
]
(5.58)
is the spatial trace of the stress tensor T ii corresponding to 3p in the perfect fluid case. (In the above
formulae Geff = GN/(1 + 16πGNξνχ
2) is the effective gravitational constant.)
Since χ0 is rapidly growing, the major contribution of δRχ will be to A(k), causing a rapid vertical
movement on the instability chart. Once δA + A > 2|q| + |q|1/2, the resonance is shut off. If ξν < 0,
most of the decaying φ energy is pumped into the small k modes (see Fig. 5.7). Subsequently we expect
the oscillations in χ0 to produce a secondary resonance due to the self-interaction and non-linearity of
Eqs (5.57,5.58).
5.4.2 Vector fields
Until now, reheating studies have been limited to minimally-coupled scalar fields, fermions and gauge
bosons [299]. In the case of vector fields the minimum one can do to preserve gauge-invariance is to
couple to a complex scalar field via the current since real scalar fields carry no quantum numbers. We
consider here only vacuum vector resonances, however.
A massive spin–1 vector field in curved spacetime satisfies the equations:
(−∇a∇a +m2A)Ab +RbaAa = 0 (5.59)
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These equations are equivalent to the Maxwell–Proca equations for the vector potential Aa only after
an appropriate gauge choice which removes one unphysical polarization. In our case we shall use the
so-called tridimensional transversal constraint:
A0 = 0, ∇iAi = 0 (5.60)
This set is equivalent to the Lorentz gauge, although it does not conserve the covariant form of the
latter. Nonetheless, in either case, gauge-invariant quantities such as the radiation energy density, are
unaffected.
In a FLRW background, the Ricci tensor is diagonal, which together with the gauge choice (5.60)
and expansion over eigenfunctions, ensures the decoupling of the set of equations (5.59). We can reduce
the system to a set of decoupled Mathieu equations. For K = 0 the Ricci tensor is (see Eq. 5.41)
Rab = κNV (φ)δ
a
b − κNφ˙2δa0δ0b , (5.61)
which leads to the Mathieu parameters for the spatial components (a3/2Ai)
A(k)
.
=
k2
a2m2φ
+
m2A
m2φ
+ 2q , q
.
=
κNΦ
2
8
(5.62)
showing that vector fields are also parametrically amplified (albeit weakly) during reheating as in the
scalar case.
5.4.3 The graviton case
It has been shown using the electric and magnetic parts of the Weyl tensor [300] that there exists a
formal analogy between the scalar field and graviton cases during resonant reheating. Here we will
show that the correspondence also holds in the Bardeen formalism. The gauge-invariant (at first order)
transverse-traceless (TT) metric perturbations hij describe gravitational waves in the classical limit. In
the Heisenberg picture one expands over eigenfunctions, Yab of the tensor Laplace–Beltrami operator
with scalar mode functions hk, which satisfy the equation of motion:
h¨k +Θh˙k +
(
k2 + 2K
a2
)
hk = 0 , (5.63)
or equivalently
(a3/2hk )¨ +
(
k2 + 2K
a2
+
3
4
p
)
(a3/2hk) = 0 , (5.64)
where p = κN(φ˙
2/2− V ) is the pressure. This gives a time-dependent Mathieu equation (c.f. Eq. 5.52)
with parameters:
A(k)
.
=
k2 + 2K
a2m2φ
, q
.
= −3κNΦ
2
16
. (5.65)
In this case, a negative coupling instability is impossible and only for Φ ∼ MPl is there significant
graviton production. Note, however, that if temporal averaging is used, the average equation of state
is that of dust, p = 0. Eq. (5.64) then predicts (falsely) that there is no resonant amplification of
gravitational waves since the value of q corresponding to the temporarily averaged evolution vanishes.
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5.4.4 Discussion
We have described a new — geometric — reheating channel after inflation, one which occurs solely
due to gravitational couplings. While this is not very strong in the gravitational wave and minimally
coupled scalar field cases, it can be very powerful in the non-minimally coupled case, either due to
broad-resonance (ξ ≫ 1) or negative coupling (ξ < 0) instabilities. Particularly in the latter case, it is
possible to produce large numbers of bosons which are significantly more massive than the inflaton, as
required for GUT baryogenesis. It further gives rise to the possibility that the post-inflationary universe
may be dominated by non-minimally coupled fields. These must be treated as imperfect fluids which
would thus alter both density perturbation and background spacetime evolution, which are known to be
significantly different [301] than in the simple perfect fluid case. We have further seen a unified approach
to resonant production of vector and tensor fields during reheating in analogy to the scalar case.
With the study of this nice example of parametric resonance due to a non-stationary gravitational
field, we close our discussion about inflation. In what follows we shall move our attention to a class of
models that try to present an alternative to this paradigm. In particular we shall propose a particular
implementation of the varying speed of light cosmologies. This investigation is mainly included in [21]
and was done in collaboration with Bruce A. Bassett, Carmen Molina–Par´ıs and Matt Visser.
5.5 Alternatives to inflation?
High-energy cosmology is flourishing into a subject of observational riches but theoretical poverty. In-
flation stands as the only well-explored paradigm for solving the puzzles of the early universe. This
monopoly is reason enough to explore alternative scenarios and new angles of attack. Variable–Speed–
of–Light (VSL) cosmologies have recently generated considerable interest as alternatives to cosmo-
logical inflation which serve both to sharpen our ideas regarding falsifiability of the standard infla-
tionary paradigm, and also to provide a contrasting scenario that is hopefully amenable to observa-
tional test. The major variants of VSL cosmology under consideration are those of Clayton–Moffat
[302, 303, 304, 305, 306] and Albrecht–Barrow–Magueijo [307, 308, 309, 310, 311], plus recent contribu-
tions by Avelino–Martins [312], Drummond [313], Kiritsis [314], and Alexander [315]. The last two are
higher-dimensional, brane-inspired implementations.
Given this wide variety of implementations of the VSL idea it is difficult to present it as a paradigm.
Roughly speaking one can cast the basic ideas behind these models in the following way. The covariance
of General Relativity means that the set of cosmological models consistent with the existence of the
apparently universal class of preferred rest frames defined by the CMBR, is very small and non-generic.
Inflation alleviates this problem by making the flat FLRW model an attractor within the set of almost–
FLRW models, at the cost of violating the strong energy condition. Most of the above quoted VSL
cosmologies, by contrast, sacrifice (or at the very least, grossly modify) Lorentz invariance at high
energies, by allowing the speed of light to vary in time (and hence setting up a preferred reference
system) in order to mitigate the cosmological puzzles discussed above. This is not strictly true for all of
the conceivable VSL models. We shall see how it is possible to build up VSL frameworks where Lorentz
invariance is not explicitly violated.
In the following we shall discuss how a general VSL model can be built up and justified and consider
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the internal consistency of cosmological models characterized by a variable speed of light.
5.5.1 Varying–Speed–of–Light Cosmologies
As a starting point for our investigation we want to assess the internal consistency of the VSL idea
and ask to what extent it is compatible with Einstein gravity. This is not a trivial issue: Ordinary
Einstein gravity has the constancy of the speed of light built into it at a fundamental level; c is the
“conversion constant” that relates time to space. We need to use c to relate the zeroth coordinate to
time: dx0 = c dt. Thus, simply replacing the constant c by a position-dependent variable c(t,x), and
writing dx0 = c(t,x) dt is a suspect proposition.
Indeed, the choice dx0 = c(t,x) dt is a coordinate dependent statement. It depends on how one
slices up the spacetime with spacelike hypersurfaces. Different slicings would lead to different metrics,
and so one has destroyed the coordinate invariance of the theory right at step one. This is not a good
start for the VSL programme, as one has performed an act of extreme violence to the mathematical and
logical structure of General Relativistic cosmology.
Another way of viewing the same problem is this. Start with the ordinary FLRW metric
ds2 = −c2 dt2 + a(t)2 hij dxi dxj , (5.66)
and compute the Einstein tensor. In the natural orthonormal basis one can write
Gtˆtˆ =
3
a(t)2
[
a˙(t)2
c2
+K
]
, (5.67)
Gıˆˆ = − δıˆˆ
a(t)2
[
2
a(t) a¨(t)
c2
+
a˙(t)2
c2
+K
]
, (5.68)
with the spatial curvature K = 0,±1. If one replaces c→ c(t) in the metric, then the physics does not
change since this particular “variable speed of light” can be undone by a coordinate transformation:
c dtnew = c(t) dt. While a coordinate change of this type will affect the (coordinate) components of the
metric and the (coordinate) components of the Einstein tensor, the orthonormal components and (by
extension) all physical observables (which are coordinate invariants) will be unaffected. Superficially
more attractive, (because it has observable consequences), is the possibility of replacing c→ c(t) directly
in the Einstein tensor. (This is the route chosen by Barrow et al.[308, 309, 310], by Albrecht et al.
[307, 311], and by Avelino and Martins [312].) Then
Gmodified
tˆtˆ
=
3
a(t)2
[
a˙(t)2
c(t)2
+K
]
, (5.69)
Gmodifiedıˆˆ = −
δıˆˆ
a(t)2
[
2
a(t) a¨(t)
c(t)2
+
a˙(t)2
c(t)2
+K
]
. (5.70)
Unfortunately, if one does so, the modified “Einstein tensor” is not covariantly conserved (it does not
satisfy the contracted Bianchi identities), and this modified “Einstein tensor” is not obtainable from
the curvature tensor of any spacetime metric. Indeed, if we define a timelike vector V µ = (∂/∂t)µ =
(1, 0, 0, 0) a brief computation yields
∇µGµνmodified ∝ c˙(t) V ν . (5.71)
Thus, violations of the Bianchi identities for this modified “Einstein tensor” are an integral part of this
particular way of trying to make the speed of light variable. (In the Barrow et al. approach they prefer
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to define modified Bianchi identities by moving the RHS above over to the LHS. They then speak of
these modified Bianchi identities as being satisfied. Nevertheless the usual Bianchi identities are violated
in their formalism.)
If one couples this modified “Einstein tensor” to the stress-energy via the Einstein equation
Gµν =
8π GN
c4
Tµν , (5.72)
then the stress-energy tensor divided by c4 cannot be covariantly conserved either (here we do not
need to specify just yet if we are talking about a variable c or a fixed c), and so T µν/c4 cannot be
variationally obtained from any action. [The factor of c4 is introduced to make sure that all components
of the stress-energy tensor have the dimensions of energy density, ε (the same dimensions as pressure,
p.) When needed, mass density will be represented by ρ.] This is an enormous amount of physics to
sacrifice before even properly getting started, and we do not wish to pursue this particular avenue any
further — it is offered as an example of the sort of fundamental things that can go wrong if one is not
careful when setting up a VSL cosmology.
Apart from the mathematical consistency of the VSL approach, there is another fundamental issue
to be addressed. If c → c(t) everywhere in the theory, how could we tell? Since our rulers and clocks
are all affected by the change, why does not everything cancel out, relegating VSL-type approaches to
being physically meaningless changes in the system of units? In [307] it is properly pointed out that
it is only through changes in dimensionless numbers that any physical effect could be detected. It is
common to phrase the discussion in terms of the fine structure constant α
α =
e2
4π ǫ0 h¯ c
≈ 1
137
. (5.73)
Unfortunately, if one chooses α as the relevant probe, it is difficult, if not impossible, to distinguish a
variable speed of light from a variable Planck constant, a variable electric charge, or a variation in the
permeability of the vacuum.
Proposal From the former discussion it should now be clear that if one wants to uniquely specify that
it is the speed of light that is varying, then one should seek a theory that contains two natural speed
parameters, call them cphoton and cgravity ( cgravity is the speed at which small gravitational disturbances
propagate), and then ask that the ratio of these two speeds is a time dependent quantity. Naturally,
once we go beyond idealized FLRW cosmologies, to include perturbations, we will let this ratio depend
on space as well as time. Thus we would focus attention on the dimensionless ratio
ζ ≡ cphoton
cgravity
. (5.74)
With this idea in mind, it is simplest to take cgravity to be fixed and position-independent and to
set up the mathematical structure of differential geometry needed in implementing Einstein gravity:
dx0 = cgravity dt, the Einstein–Hilbert action, the Einstein tensor, etc.. One can reserve cphoton for
photons, and give an objective meaning to the VSL concept. (Observationally, as recently emphasized
by Carlip [316], direct experimental evidence tells us that in the current epoch cgravity ≈ cphoton to
within about one percent tolerance. This limit is perhaps a little more relaxed than one would have
naively expected, but the looseness of this limit is a reflection of the fact that direct tests of General
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Relativity are difficult due to the weakness of the gravitational coupling GN.) This approach naturally
leads us into the realm of two-metric theories, and the next section will be devoted to discussing the
origin of our proposal. In brief, we will advocate using at least two metrics: a spacetime metric gαβ
describing gravity, and a second “effective metric” [gem]αβ describing the propagation of photons. Other
particle species could, depending on the specific details of the model we envisage, couple either to their
own “effective metric”, to g, or to gem.
Precursors We have seen in chapter 1 (in section 1.2) that the basic idea of a quantum-induced
effective metric, which affects only photons and differs from the gravitational metric, is actually far
from radical. As we said, “anomalous” (larger than cgravity) photon speeds have been calculated in
relation to the propagation of light in the Casimir vacuum [34, 35, 36], as well as in gravitational fields
[37, 38, 39, 40]. Moreover we also noted that in recent papers [42, 43] it has been stressed that such
behaviour can be described in a geometrical way by the introduction of an effective metric which is
related to the spacetime metric and the renormalized stress-energy tensor. In curved spaces the natural
generalization of Eq. (1.48) takes the form
[g−1em]
µν = A gµν +B 〈ψ|T µν |ψ〉, (5.75)
where A andB depend on the detailed form of the effective (one-loop) Lagrangian for the electromagnetic
field.
Warning: We will always raise and lower indices using the spacetime metric g. This has
the side-effect that one can no longer use index placement to distinguish the matrix [gem]
from its matrix inverse [g−1em ]. (Since [gem]
µν ≡ gµσ gνρ [gem]σρ 6= [g−1em ]µν .) Accordingly,
whenever we deal with the EM metric, we will always explicitly distinguish [gem] from its
matrix inverse [g−1em ].
It is important to note that such effects can safely be described without needing to take the gravi-
tational back reaction into account. The spacetime metric g is only minimally affected by the vacuum
polarization, because the formula determining [gem] is governed by the fine structure constant, while
backreaction on the geometry is regulated by Newton’s constant.
Although these deviations from standard propagation are extremely small for the cases quoted above
(black holes and the Casimir vacuum) we can ask ourselves if a similar sort of physics could have been
important in the early evolution of our universe. Drummond and Hathrell [37] have, for example,
computed one-loop vacuum polarization corrections to QED in the presence of a gravitational field.
They show that at low momenta the effective Lagrangian is
L = −1
4
Fµν F
µν − 1
4m2e
(β1 R Fµν F
µν + β2 Rµν F
µα F να)− β3
4m2e
Rµναβ F
µα F νβ . (5.76)
They were able to compute the low momentum coefficients βi, i = 1 . . . 3, but their results are probably
not applicable to the case R/me ≫ 1 of primary interest here. It is the qualitative structure of their
results that should be compared with our prescriptions as developed in the next section.
Lorentz invariance Actually our approach can be seen as a development of the above results. We
shall use some classical (external) field to polarize the vacuum of some quantum fields and hence split
CHAPTER 5. QUANTUM VACUUM EFFECTS IN THE EARLY UNIVERSE 199
the degeneracy (in the sense described above) between the (effective) null cones of various species of
particles.
It is important to understand that in these two-metric models the Lorentz symmetry is broken in a
“soft” manner, rather than in a “hard” manner. This “soft” breaking of Lorentz invariance, due to the
nature of the ground state or initial conditions, is qualitatively similar to the notion of spontaneous sym-
metry breaking in particle physics, whereas “hard” breaking, implemented by explicitly non-invariant
terms in the Lagrangian, is qualitatively similar to the notion of explicit symmetry breaking in particle
physics.
In particular it can be illuminating to consider the Euler–Heisenber Lagrangian (1.45) that induces
the Scharnhorst effect (we write it again here for the convenience of the reader)
L = E
2 −B2
8π
+
α2
23 · 32 · 5π2m4e
[(
E2 −B2)2 + 7 (E ·B)] (5.77)
It is easy to see that the second term on the right hand side (the one that induces the non-linearity
and the anomalous propagation of the photons) is, by itself, Lorentz invariant. The anisotropic speed
of propagation of light is due to the fact that the Lorentz symmetry breaking is induced by the external
conditions (the parallel plates) which reflects in a non-Lorentz invariant (Casimir) ground state.
As a final remark it has to be pointed out that the VSL implementations based on two-metric theories,
which we shall pursue in the next section, are certainly closer in spirit to the approaches of Moffat et
al. [302, 303, 304, 305, 306] and Drummond [313], than to the Barrow et al. [308, 309, 310, 307, 311]
and Avelino–Martins [312] prescriptions. In this sense parts of this investigation can be viewed as an
extension (and criticism) of those models.
5.6 The χVSL framework
Based on the preceding discussion, we shall write, as the first step towards making a VSL cosmology
“geometrically sensible”, a two-metric theory in the form
SI =
∫
d4x
√−g {R(g) + Lmatter(g)}+
∫
d4x
√−gem
{
[g−1em ]
αβ Fβγ [g
−1
em]
γδ Fδα
}
(5.78)
Note that here we have just made the first of many choices. In fact we chose the volume element for
the electromagnetic Lagrangian to be
√−gem rather than, say √−g. This has been done to do minimal
damage to the electromagnetic sector of the theory. As long as we confine ourselves to making only
electromagnetic measurements this theory is completely equivalent to ordinary curved space electromag-
netism in the spacetime described by the metric gem. As long as we only look at the “matter” fields it
is only the “gravity metric” g that is relevant.
Since the photons couple to a second, separate metric, distinct from the spacetime metric that
describes the gravitational field, we can now give a precise physical meaning to VSL. If the two null-
cones (defined by g and gem, respectively) do not coincide one has a VSL cosmology. Gravitons and
all matter except for photons, couple to g. Photons couple to the electromagnetic metric gem. A more
subtle model is provided by coupling all of the gauge bosons to gem, but everything else to g.
SII =
∫
d4x
√−g {R(g) + Lferm(g, ψ)}+
∫
d4x
√−gem Tr
{
[g−1em ]
αβ F gaugeβγ [g
−1
em ]
γδ F gaugeδα
}
(5.79)
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For yet a third possibility: couple all the matter fields to gem, keeping gravity as the only field coupled
to g. That is
SIII =
∫
d4x
√−g R(g) +
∫
d4x
√−gem {Lferm(gem, ψ)}
+
∫
d4x
√−gem Tr
{
[g−1em]
αβ F gaugeβγ [g
−1
em ]
γδ F gaugeδα
}
(5.80)
Note that we have used dx0 = c dt, with the c in question being cgravity. It is this cgravity that should
be considered fundamental, as it appears in the local Lorentz transformations that are the symmetry
group of all the non-electromagnetic interactions. It is just that cgravity is no longer the speed of “light”.
Most of the following discussion will focus on the first model SI , but it is important to realize that
VSL cosmologies can be implemented in many different ways, of which the models I, II, and III are
the cleanest exemplars. We will see later that there are good reasons to suspect that model III is more
plausible than models I or II, but we concentrate on model I for its pedagogical clarity. If one wants a
model with even more complexity, one could give a different effective metric to each particle species. A
model of this type would be so unwieldy as to be almost useless.
If there is no relationship connecting the EM metric to the gravity metric, then the theory has too
much freedom to be useful, and the equations of motion are under-determined. To have a useful theory
we need to postulate some relationship between g and gem, which in the interest of simplicity we take
to be algebraic. A particularly simple electromagnetic (EM) metric which one can consider is
[gem]αβ = gαβ − (A M−4) ∇αχ ∇βχ, (5.81)
with the inverse metric
[g−1em ]
αβ = gαβ + (A M−4)
∇αχ ∇βχ
1− (A M−4) (∇αχ)2 . (5.82)
Here we have introduced a dimensionless coupling A and taken h¯ = cgravity = 1, in order to give the
scalar field χ its canonical dimensions of mass-energy.8 The normalization energy scale, M , is defined
in terms of h¯, GN, and cgravity. The EM lightcones can be much wider than the standard (gravity)
ones without inducing a large backreaction on the spacetime geometry from the scalar field χ, provided
M satisfies MElectroweak < M < MPl. The presence of this dimensional coupling constant implies that
when viewed as a quantum field theory, χVSL cosmologies will be non-renormalizable. In this sense
the energy scale M is the energy at which the non-renormalizability of the χ field becomes important.
(This is analogous to the Fermi scale in the Fermi model for weak interactions, although in our case M
could be as high as the GUT scale). Thus, χVSL models should be viewed as “effective field theories”
valid for sub-M energies. In this regard χVSL models are certainly no worse behaved than many of the
current models of cosmological inflation and/or particle physics.
The evolution of the scalar field χ will be assumed to be governed by some VSL action
SVSL =
∫
d4x
√−g LVSL(χ). (5.83)
We can then write the complete action for model I as
SI =
∫
d4x
√−g {R(g) + Lmatter}+
∫
d4x
√
−gem(χ)
{
[g−1em ]
αβ(χ) Fβγ [g
−1
em ]
γδ(χ) Fδα
}
8 Remember that indices are always raised and/or lowered by using the gravity metric g. Similarly, contractions always
use the gravity metric g. If we ever need to use the EM metric to contract indices we will exhibit it explicitly.
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+
∫
d4x
√−g LVSL(χ) +
∫
d4x
√−g LNR(χ, ψ), (5.84)
where LNR(χ, ψ) denotes the non-renormalizable interactions of χ with the standard model.
Let us suppose the potential in this VSL action has a global minimum, but the χ field is displaced
from this minimum in the early universe: either trapped in a metastable state by high-temperature
effects or displaced due to chaotic initial conditions. The transition to the global minimum may be
either of first or second order and during it ∇αχ 6= 0, so that gem 6= g. Once the true global minimum
is achieved, gem = g again. Since one can arrange χ today to have settled to the true global minimum,
current laboratory experiments would automatically give gem = g.
It is only via observational cosmology, with the possibility of observing the region where gem 6= g
that we would expect VSL effects to manifest themselves. We will assume the variation of the speed of
light to be confined to very early times, of order of the GUT scale, and hence none of the low-redshift
physics can be directly affected by this transition. We will see in section 5.6.3 how indirect tests for the
presence of the χ field are indeed possible.
Note that in the metastable minimum V (χ) ≥ 0, thus the scalar field χ can mimic a cosmological
constant, as long as the kinetic terms of the VSL action are negligible when compared to the potential
contribution. If the lifetime of the metastable state is too long, a de Sitter phase of exponential expansion
will ensue. Thus, the VSL scalar has the possibility of driving an inflationary phase in its own right,
over and above anything it does to the causal structure of the spacetime (by modifying the speed of
light). While this direct connection between VSL and inflation is certainly interesting for its own sake,
we prefer to stress the more interesting possibility that, by coupling an independent inflaton field φ to
gem, χVSL models can be used to improve the inflationary framework by enhancing its ability to solve
the cosmological puzzles. We will discuss this issue in detail in section 71.
During the transition, (adopting FLRW coordinates on the spacetime), we see
[gem]tt = −1− (A M−4) (∂tχ)2 ≤ −1. (5.85)
This means that the speed of light for photons will be larger than the “speed of light” for everything
else — the photon null cone will be wider than the null cone for all other forms of matter.9 Actually
one has
c2photon = c
2
gravity
[
1 + (A M−4) (∂tχ)2
] ≥ c2gravity. (5.86)
The fact that the photon null cone is wider implies that “causal contact” occurs over a larger region
than previously thought — and this is what helps to smear out inhomogeneities and solve the horizon
problem.
The most useful feature of this model is that it gives a precise geometrical meaning to VSL cosmolo-
gies: something that is difficult to discern in the existing literature.
Note that this model is by no means unique: (1) the VSL potential is freely specifiable, (2) one could
try to do similar things to the Fermi fields and/or the non-Abelian gauge fields — use one metric for
gravity and gem for the other fields. We wish to emphasize some features and pitfalls of two-metric VSL
cosmologies:
9 For other massless fields the situation depends on whether we use model I, II, or III. In model I it is only the photon
that sees the anomalous light cones, and neutrinos for example are unaffected. In model II all gauge bosons (photons,
W±, Z0, and gluons) see the anomalous light cones. Finally, in model III everything except gravity sees the anomalous
light cones.
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• The causal structure of spacetime is now “divorced” from the null geodesics of the metric g. Signals
(in the form of photons) can travel at a speed cphoton ≥ cgravity.
•We must be extremely careful whenever we need to assign a specific meaning to the symbol c. We
are working with a variable cphoton, which has a larger value than the standard one, and a constant
cgravity which describes the speed of propagation of all the other massless particles. In considering the
cosmological puzzles and other features of our theory (including the “standard” physics) we will always
have to specify if the quantities we are dealing with depend on cphoton or cgravity.
• Stable causality: If the gravity metric g is stably causal 10, if the coupling A ≥ 0, and if ∂µχ
is a timelike vector with respect to the gravity metric, then the photon metric is also causally stable.
This eliminates the risk of unpleasant causal problems such as closed timelike loops. This observation
is important since with two metrics (and two sets of null cones), one must be careful to not introduce
causality violations — and if the two sets of null cones are completely free to tip over with respect to
each other it is very easy to generate causality paradoxes in the theory.
• If χ is displaced from its global minimum we expect it to oscillate around this minimum, causing
cphoton to have periodic oscillations. This would lead to dynamics very similar to that of preheating in
inflationary scenarios [317].
• During the phase in which cphoton ≫ cgravity one would expect photons to emit gravitons in an
analogue of the Cherenkov radiation. We will call this effect Gravitational Cherenkov Radiation. This
will cause the frequency of photons to decrease and will give rise to an additional stochastic background
of gravitons.
• Other particles moving faster than cgravity (i.e., models II and III) would slow down and become
subluminal relative to cgravity on a characteristic time-scale associated to the emission rate of gravitons.
There will therefore be a natural mechanism for slowing down massive particles to below cgravity.
• In analogy to photon Cherenkov emission [318], longitudinal graviton modes may be excited due
to the non-vacuum background [319].
5.6.1 Stress-energy tensor, equation of state, and equations of motion
The definition of the stress-energy tensor in a VSL cosmology is somewhat subtle since there are two
distinct ways in which one could think of constructing it. If one takes gravity as being the primary
interaction, it is natural to define
T µν =
2√−g
δS
δgµν
, (5.87)
where the metric variation has been defined with respect to the gravity metric. This stress-energy
tensor is the one that most naturally appears in the Einstein equation. One could also think of defining
a different stress-energy tensor for the photon field (or in fact any form of matter that couples to the
photon metric) by varying with respect to the photon metric, that is
T˜ µν =
2√−gem
δS
δgemµν
. (5.88)
10 Let tµ be a timelike Killing vector at some point p of a manifold M . If we define a new metric g˜µν = gµν − tµtν
then this will have a light cone strictly larger than that of gµν . Therefore if the spacetime (M, gµν) was on the verge of
allowing closed causal curves, the spacetime (M, g˜µν) could actually admit them.
A spacetime (M, gµν) is said to be stably causal if there exists a continuous non vanishing timelike vector tµ such that
the spacetime (M, g˜µν) possesses no closed timelike curves.
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This definition is most natural when one is interested in non-gravitational features of the physics.
In the formalism which we have set up, by using the chain rule and the relationship that we have
assumed between gem and g, it is easy to see that
T µνem =
√
gem
g
T˜ µνem =
√
1− (A M−4)[(∇αχ)2] T˜ µνem . (5.89)
Thus, these two stress-energy tensors are very closely related. When considering the way in which
the photons couple to gravity, the use of T µνem is strongly recommended. Note that T
µν
em is covariantly
conserved with respect to ∇g, whereas T˜ µνem is conserved with respect to ∇gem . It should be noted that
T˜ µνem is most useful when discussing the non-gravitational behaviour of matter that couples to gem rather
than g. (Thus in type I models this means we should only use it for photons.) For matter that couples to
g (rather than to gem), we have not found it to be indispensable, or even useful, and wish to discourage
its use on the grounds that it is dangerously confusing.
An explicit calculation, assuming for definiteness a type I model and restricting attention to the
electromagnetic field, yields
T µνem =
√
1− (A M−4)[(∇αχ)2]
{
[g−1em ]
µσ Fσρ [g
−1
em ]
ρλ Fλπ [g
−1
em ]
πν − 1
4
[g−1em]
µν (F 2)
}
, (5.90)
with
(F 2) = [g−1em]
αβ Fβγ [g
−1
em ]
γδ Fδα. (5.91)
(In particular, note that both T˜ µνem and T
µν
em are traceless with respect to gem, not with respect to g.
This observation proves to be very useful.)
Energy density and pressure: the photon equation–of–state
In an FLRW universe the high degree of symmetry implies that the stress-energy tensor is completely
defined in terms of energy density and pressure. We will define the physical energy density and pressure
as the appropriate components of the stress-energy tensor when referred to an orthonormal basis of the
metric that enters the Einstein equation (from here on denoted by single-hatted indices)
ε = T tˆtˆ = T tt/|gtt| = |gtt| T tt, (5.92)
p =
1
3
δıˆˆ T
ıˆˆ =
1
3
gij T
ij. (5.93)
It is this ε and this p that will enter the Friedmann equations governing the expansion and evolution of
the universe.
On the other hand, if one defines the stress-energy tensor in terms of a variational derivative with
respect to the electromagnetic metric, then when viewed from an orthonormal frame adapted to the
electromagnetic metric (denoted by double hats), one will naturally define different quantities for the
energy density ε˜ and pressure p˜. We can then write
ε˜ = T˜
ˆˆtˆtˆ = T˜ tt/|gttem| = |gemtt | T˜ tt, (5.94)
p˜ =
1
3
δˆˆıˆˆ T˜
ˆˆıˆˆ =
1
3
gemij T˜
ij . (5.95)
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From our previous discussion [equation (5.89)] we know that the two definitions of stress-energy are
related, and using the symmetry of the FLRW geometry we can write
T µν =
cphoton
cgravity
T˜ µν . (5.96)
If we combine this equation with the previous definitions, we have
ε =
cgravity
cphoton
ε˜, (5.97)
p =
cphoton
cgravity
p˜. (5.98)
(Note that the prefactors are reciprocals of each other.) From a gravitational point of view any matter
that couples to the photon metric has its energy density depressed and its pressure enhanced by a factor
of cgravity/cphoton relative to the energy density and pressure determined by “electromagnetic means”.
This “leverage” will subsequently be seen to have implications for SEC violations and inflation.
In order to investigate the equation of state for the photon field, our starting point will be the
standard result that the stress-energy tensor of photons is traceless. By making use of the tracelessness
and symmetry arguments one can (in one-metric theories) deduce the relationship between the energy
density and the pressure ε = 3p. However, in two-metric theories (of the type presented here) the photon
stress-energy tensor is traceless with respect to gem, but not with respect to g. Thus in this bi-metric
theory we have
ε˜ = 3p˜. (5.99)
When translated into ε and p, (quantities that will enter the Friedmann equations governing the expan-
sion and evolution of the universe), this implies
pphotons =
1
3
εphotons
c2photon
c2gravity
. (5.100)
As a final remark, it is interesting to consider the speed of sound encoded in the photon equation of
state. If we use the relationship ρphotons = εphotons/c
2
gravity, we can write
ρphotons =
3 pphotons
c2photon
(5.101)
and therefore
(csound)photons =
√
∂pphotons
∂ρphotons
=
cphoton√
3
. (5.102)
That is, oscillations in the density of the photon fluid propagate at a relativistic speed of sound which
is 1/
√
3 times the speed of “light” as seen by the photons.
More generally, for highly relativistic particles we expect
εi = 3 pi
c2gravity
c2i
, (5.103)
and
(csound)i =
ci√
3
. (5.104)
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Note that we could define the mass density (as measured by electromagnetic means) in terms of
ρ˜photons = ε˜photons/c
2
photon. This definition yields the following identity
ρphotons =
cphoton
cgravity
ρ˜photons. (5.105)
If the speed of sound is now calculated in terms of p˜photons and ρ˜photons we get the same result as above.
Equations of motion
The general equations of motion based on model I can be written as
Gµν =
8π GN
c4gravity
(
TVSLµν + T
em
µν + T
matter
µν
)
. (5.106)
All of these stress-energy tensors have been defined with the “gravity prescription”
T µνi =
2√−g
δSi
δgµν
. (5.107)
If we make the dependence on the speed of light explicit (and sum over all particles present), the
Friedmann equations (5.14,5.15) for a χVSL cosmology read as follows(
a˙
a
)2
=
8πG
3c2gravity
∑
i
εi −
Kc2gravity
a2
, (5.108)
a¨
a
= − 4πG
3c2gravity
∑
i
(εi + 3pi). (5.109)
The constant “geometric” speed of light implies that we get from the Friedmann equation separate
conservation equations valid for each species individually (provided, as is usually assumed for at least
certain portions of the universe’s history, that there is no significant energy exchange between species)
ε˙i + 3
a˙
a
(εi + pi) = 0. (5.110)
In the relativistic limit we have already seen, from equation (5.100), that pi =
1
3εi (c
2
i /c
2
gravity). [We
are generalizing slightly to allow each particle species to possess its own “speed-of-light”.] So we can
conclude that
ε˙i +
(
3 +
c2i
c2gravity
)
a˙
a
εi = 0. (5.111)
Provided that ci is slowly changing with respect to the expansion of the universe (and it is not at all
clear whether such an epoch ever exists), we can write for each relativistic species
εi a
3+(c2i/c
2
gravity) ≈ constant. (5.112)
This is the generalization of the usual equation (εia
4 ≈ constant) for relativistic particles in a constant-
speed-of-light model. This implies that energy densities will fall much more rapidly than naively expected
in this bi-metric VSL formalism, provided ci > cgravity.
5.6.2 Cosmological puzzles and Primordial Seeds
In what follows we will deal with the main cosmological puzzles showing how they are mitigated (if not
completely solved) by the χVSL models.
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Isotropy
As discussed in section 5.3.1, one of the major puzzles of the standard cosmological model is the apparent
conflict between the isotropy of the CMB and the best estimates of the size of causal contact at last
scattering. In VSL cosmologies the formula for the (coordinate) size of the particle horizon at the time
of last scattering t∗ is
Rparticle−horizon =
ℓH(t)
a(t)
=
∫ t∗
0
cgravity dt
a(t)
. (5.113)
For photons this should now be modified to
Rphoton−horizon =
∫ t∗
0
cphoton dt
a(t)
≥ Rparticle−horizon. (5.114)
The quantity Rphoton−horizon sets the distance scale over which photons can transport energy and ther-
malize the primordial fireball. On the other hand, the coordinate distance to the surface of last scattering
is
Rlast−scattering =
∫ t0
t∗
cphoton dt
a(t)
. (5.115)
The observed large-scale homogeneity of the CMB implies (without any artificial fine-tuning)
Rphoton−horizon ≥ Rlast−scattering, (5.116)
which can be achieved by having cphoton ≫ cgravity early in the expansion. (In order not to change
late-time cosmology too much it is reasonable to expect cphoton ≈ cgravity between last scattering and
the present epoch.) Instead of viewing our observable universe as an inflated small portion of the early
universe (standard inflationary cosmology), we can say that in a VSL framework the region of early
causal contact is underestimated by a factor that is roughly approximated by the ratio of the maximum
photon speed to the speed with which gravitational perturbations propagate.
Flatness
We have seen that the flatness problem is related to the fact that in FLRW cosmologies the Ω = 1
solution appears as an unstable point in the evolution of the universe. Nevertheless observations seem
to be in favour of such a value. In this section we will show that any two-metric implementation of the
kind given in equation (5.81) does not by itself solve the flatness problem, let alone the quasi-flatness
problem [308]. In spite of this we shall show that χVSL can nevertheless enhance any mild SEC violation
originated by an inflaton field coupled to gem.
Flatness in “pure” χVSL cosmologies The question “Which c are we dealing with?” arises once
more when we address the flatness problem. We can start by taking again Eq. (5.25). We already know
that one cannot simply replace c→ cphoton in the above equation. The Friedmann equation is obtained
by varying the Einstein–Hilbert action. Therefore, the c appearing here must be the fixed cgravity,
otherwise the Bianchi identities are violated and Einstein gravity loses its geometrical interpretation.
Thus, we have
ǫ =
K c2gravity
a˙2
. (5.117)
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So in our framework Eq. (5.26) takes the form
ǫ˙ = −2K c2gravity
(
a¨
a˙3
)
= −2ǫ
(
a¨
a˙
)
. (5.118)
From the way in which we have implemented VSL cosmology (two-metric model), it is easy to see that
this equation is independent of the photon sector; it is unaffected if cphoton 6= cgravity. The only way that
VSL effects could enter this discussion is indirectly. When cphoton 6= cgravity the photon contribution to
ρ and p is altered.
In particular, if we want to solve the flatness problem by making ǫ = 0 a stable fixed point of the
evolution (at least for some portion of the history of the universe), then we must have a¨ > 0, and the
expansion of the universe must be accelerating (for the same portion in the history of the universe).
We have seen in section 5.3.2 that the condition a¨ > 0 leads to violations of the SEC. Namely,
violations of the SEC are directly linked to solving the flatness problem. By making use of the Friedmann
equations (5.108, 5.109), this can be rephrased as
ǫ˙ = 2ǫ
[
4π GN
∑
i(εi + 3pi)
3Hc2gravity
]
. (5.119)
In our bi-metric formalism the photon energy density ε and photon pressure p are both positive, and
from equation (5.100) it is then clear that also ε + 3p will be positive. This is enough to guarantee
no violations of the SEC. This means that bi-metric VSL theories are no better at solving the flatness
problem than standard cosmological (non-inflationary) FLRW models. To “solve” the flatness problem
by making ǫ = 0 a stable fixed point will require some SEC violations and cosmological inflation from
other non-photon sectors of the theory.
As a final remark we stress that Clayton and Moffat, in their vector scenario 11 as discussed in [305],
claim to be able to solve the flatness problem. It can be shown that this claim is induced by a premature
conclusion. Their model does not lead to any SEC violation and no real contradiction with our results
is indeed present. We direct the reader to [21] for a more detailed discussion on this point.
Flatness in Heterotic (Inflaton+χVSL) models. Although the conclusions above may appear
to be disappointing for the VSL framework, it is interesting to note that nevertheless two-metric VSL
cosmologies enhance any inflationary tendencies in the matter sector.
Let us suppose that we have an inflaton field coupled to the electromagnetic metric. We know that
during the inflationary phase we can write approximately
T µνinflaton ∝ gµνem. (5.120)
We have repeatedly emphasized that it is important to define the physical energy density and pressure
(ε, p) as the appropriate components of the stress-energy tensor when referred to an orthonormal basis
11 Moffat [305] introduces a somewhat similar model for an effective metric which in our notation could be written as
[gem]αβ = gαβ − (A M−2) Vα Vβ ,
with the inverse metric
[g−1em ]
αβ = gαβ + (A M−2)
V α V β
1 + (A M−2) (V α)2
.
In the more recent paper [306] a scalar scenario more similar to our own is discussed.
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of the metric that enters the Einstein equation. The condition T µνinflaton ∝ gµνem, when expressed in terms
of an orthonormal basis of the metric g gives
pinflaton = −
c2photon
c2gravity
εinflaton. (5.121)
That is
(ε+ 3p)inflaton =
(
1− 3 c
2
photon
c2gravity
)
εinflaton. (5.122)
Thus, any “normal” inflation will be amplified during a VSL epoch. It is in this sense that VSL
cosmologies heterotically improve standard inflationary models.
We can generalize this argument. Suppose that the “normal” matter, when viewed from an or-
thonormal frame adapted to the electromagnetic metric, has energy density ε˜ and pressure p˜. From our
previous discussion [equations (5.96)—(5.98)] we deduce
ε+ 3p =
cgravity
cphoton
ε˜+ 3
cphoton
cgravity
p˜. (5.123)
In particular, if p˜ is slightly negative, VSL effects can magnify this to the point of violating the SEC
(defined with respect to the gravity metric). It is in this sense that two-metric VSL cosmologies provide
a natural enhancing effect for negative pressures (possibly leading to SEC violations), even if they do
not provide the seed for a negative pressure.
We point out that this same effect makes it easy to violate all of the energy conditions. If (ε˜, p˜)
satisfy all of the energy conditions with respect to the photon metric, and provided p˜ is only slightly
negative, then VSL effects make it easy for (ε, p) to violate all of the energy conditions with respect to
the gravity metric — and it is the energy conditions with respect to the gravity metric which are relevant
for the singularity theorems, the positive mass theorem, and the topological censorship theorem.
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Comment: We have shown, in section 5.3.1, that one can reformulate both the horizon and
flatness problems as entropy problems and so it can appear to be a contradiction that this
equivalence seems to break down in the case of χVSL cosmologies. To understand how this
may happen is indeed very instructive.
First of all, we can try to understand what happens to the entropy per comoving volume S =
a3(t)s. In the case of inflation we saw that the non-adiabatic evolution S˙ 6= 0 was due to the
fact that although the entropy densities do not significantly change, sbefore ≈ safter thanks
to reheating, nevertheless the enormous change in scale factor a(tafter) = exp[H(tafter −
tbefore)] ·a(tbefore) drives an enormous increase in total entropy per comoving volume. (Here
“before” and “after” are intended with respect to the inflationary phase.)
In our case (bimetric VSL models) the scale factor is unaffected by the transition in the
speed of light if the χ field is not the dominant energy component of the universe. Instead
what changes is the entropy density s. As we have seen, a sudden phase transition affecting
the speed of light induces particle creation and raises both the number and the average
temperature of relativistic particles. Therefore one should expect that s grows as cphoton →
cgravity.
From equation (5.116) it is clear that the increased speed of light is enough to ensure a
resolution of the horizon problem, regardless of what happens to the entropy. At the same
time one can instead see that the flatness problem is not solved at all. Equation (5.20)
tells us that it is the ratio S H3/s ≈ a˙3 which determines the possibility of stretching the
universe. Unfortunately this is not a growing quantity in the standard model as well as in
pure bi-metric VSL theory. Once again only violations of the SEC (a¨ > 0) can lead to a
resolution of the flatness problem.
Monopoles and Relics
The Kibble mechanism predicts topological defect densities that are inversely proportional to powers
of the correlation length ξΦ of the Higgs fields. We saw that causality constrains this length to be less
than the particle horizon ℓh. In our case we can use the fact that ℓh ≈ RH in FLRW models to consider
the Hubble distance (5.17) as an indicator of the typical correlation scale of the field.
If we now suppose a good thermal coupling between the photons and the Higgs field to justify using
the photon horizon scale in the Kibble freeze-out argument 12
RH =
cphoton
H
. (5.124)
then we can conclude that a transition from a “fast photon” regime to a “standard photon” regime
corresponds to a reduction of the Hubble distance.
While inflation solves the relics puzzle by diluting the density of defects to an acceptable degree,
χVSL models deal with it by varying c in such a way as to make sure that the Hubble scale is large
when the defects form. Thus, we need the transition in the speed of light to happen after the SSB that
leads to monopole production.
So far the discussion assumes thermal equilibrium, but one should develop a formalism which takes
into account the non-equilibrium effects and the characteristic time scales (quench and critical slowing
down scales). As a general remark one can note that the larger is the Higgs correlation length ξΦ,
13
12Alternatively, we could arrange a model where both photons and the Higgs field couple directly to gem, along the lines
of SIII above.
13 This correlation length characterizes the period before the variation of the speed of light, when we suppose that the
creation of topological defects has taken place.
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the lower the density of defects will be (with respect to the standard estimates). For example in
the Zurek mechanism ρdefects ∼ ξ−nΦ with n = 1, 2, and 3, for domain walls, strings, and monopoles,
respectively [320].
Λ and the Planck problem
In this χVSL approach we are not affecting the cosmological constant Λ, except indirectly via LVSL.
The vacuum energy density is given by
ρΛ =
Λ c2
8π GN
. (5.125)
But which is the c appearing here? Is it the speed of light cphoton? Or is it the speed of gravitons
cgravity? In our two-metric approach it is clear that one should use cgravity.
14
While we do nothing to mitigate the cosmological constant problem we also do not encounter the
“Planck problem” considered by Coule [321]. He stressed the fact that in earlier VSL formulations
[304, 307, 310] a varying speed of light also affects the definition of the Planck scale. In fact, in the
standard VSL one gets two different Planck scales (determined by the values of c before and after the
transition). The number of Planck times separating the two Planck scales turns out to be larger than
the number of Planck times separating us from the standard Planck era. Therefore, in principle, the
standard fine-tuning problems are even worse in these models.
In contrast, in our two-metric formulation one has to decide from the start which c is referred to
in the definition of the Planck length. The definition of the Planck epoch is the scale at which the
gravitational action becomes of the order of h¯. This process involves gravity and does not refer to
photons. Therefore, the c appearing there is the speed of propagation of gravitons, which is unaffected
in our model. Hence we have a VSL cosmology without a “Planck problem”, simply because we have
not made any alterations to the gravity part of the theory.
Primordial fluctuations
As previously explained, the inflationary scenario owes its popularity not just to its ability to solve
the main problems of the background cosmology. It is also important because it provides a plausible,
causal, micro-physics explanation for the origin of the primordial perturbations which may have seeded
large-scale structure. The phase of quasi-de Sitter expansion excites the quantum vacuum and leads
to particle creation in squeezed states. As the expansion is almost exactly exponential, these particles
have an (almost exactly) scale-invariant spectrum with amplitude given by the “Hawking temperature”
H/2π [322].
In the case of χVSL the creation of primordial fluctuations is again generic. The basic mechanism
can be understood by modelling the change in the speed of light as a changing “effective refractive index
of the EM vacuum”. In an FLRW background
nem =
cgravity
cphoton
=
1√
1 + (AM−4)(∂tχ)2
. (5.126)
14 On the other hand, for any contribution to the total cosmological constant from quantum zero-point fluctuations
(ZPF) the situation is more complex. If the quantum field in question couples to the metric gem, one would expect cphoton
in the previous equation, not least in the relationship between ρzpf and pzpf .
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Particle creation from a time-varying refractive index is a well-known effect [244, 17, 19, 15] 15 and shares
many of the features calculated for its inflationary counterpart (e.g., the particles are also produced as
squeezed pairs). We point out at this stage that these mechanisms are not identical. In particular,
in χVSL cosmologies it is only the fields coupled to the EM metric that will primarily be excited. Of
course, it is conceivable, and even likely, that perturbations in these fields will spread to the others
whenever some coupling exists. Gravitational perturbations could be efficiently excited if the χ field is
non-minimally coupled to gravity.
A second, and perhaps more fundamental, point is that a scale-invariant spectrum of metric fluctu-
ations on large scales is by no means guaranteed. The spectrum may have a nearly thermal distribution
over those modes for which the adiabatic limit holds (τω > 1, where τ is the typical time scale of the
transition in the refractive index). If we assume that τ is approximately constant in time during the
phase transition, then it is reasonable to expect an approximately Harrison–Zel’dovich spectrum over
the frequencies for which the adiabatic approximation holds. Extremely small values of τ , or very rapid
changes of τ during the transition, would be hard to make compatible with the present observations.
Since a detailed discussion of the final spectrum of perturbations in χVSL cosmologies would force us
to take into account the precise form of the χ-potential V (χ), (being very model dependent), we will
not discuss these issues further here.
As final remarks we want to mention two generic features of the creation of primordial fluctuations
in χVSL cosmologies. Since we require inflation to solve the flatness problem, the χVSL spectrum
must be folded into the inflationary spectrum as occurs in standard inflation with phase transitions (see
e.g., [323]). In addition to this, also a preheating phase is conceivable in χVSL models if χ oscillates
coherently. This would lead to production of primordial magnetic fields due to the breaking of the
conformal invariance of the Maxwell equations.
5.6.3 Observational tests and the low-redshift χVSL universe
At this point, it is important to note that due to the nature of the interaction (5.78), the χ field appears
unable to decay completely. Decay of the χ field proceeds via 2χ→ 2γ and hence, once the density of χ
bosons drops considerably, “freeze-out” will occur and the χ field will stop decaying. This implies that
the χ field may be dynamically important at low-redshift if its potential is such that its energy density
drops less rapidly than that of radiation.
However, the χ correction to gem corresponds to a dimension eight operator, which is non-renormalizable.
The vector model of Moffat [305] is a dimension six operator. Nevertheless, for energies below M it is
difficult to argue why either of these operators should not be negligibly small relative to dimension five
operators, which would cause single body decays of the χ field. While it is possible that these dimension
five operators are absent through a global symmetry [324], or the lifetime of the χ bosons is extremely
long, we will see later that such non-renormalizable interactions with the standard model give rise to
serious constraints. For the time being we neglect single-body decays, and we can imagine two natural
dark-matter candidates, with the added advantage that they are distinguishable and detectable, at least
15 It is important to stress that in the quoted papers the change of refractive index happens in a flat static spacetime.
It is conceivable and natural that in an FLRW spacetime the expansion rate could play an important additional role. The
results of [244, 17, 19, 15] should then be considered as precise in the limit of a rapid (n˙/n≫ a˙/a) transition in the speed
of light.
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in principle.
(i) If V (χ) has a quadratic minimum, the χ field will oscillate about this minimum and its average
equation of state will be that of dust. This implies that the χ field will behave like axions or cold dark
matter. Similarly if the potential is quartic, the average equation of state will be that of radiation.
(ii) If V (χ) has quintessence form, with no local minimum but a global minimum at χ → ∞: a
typical candidate is a potential which decays to zero at large χ (less rapidly than an exponential) with
V (χ) > Ae−λχ for λ > 0.
These two potentials lead to interesting observational implications for the low-redshift universe which
we now proceed to analyze and constrain.
Clustering and gravitational lensing
It is interesting to note that the effective refractive index which we introduced in equation (5.126)
may depend, not just on time, but also on space and have an anisotropic structure. In particular the
dispersion relation of photons in an anisotropic medium is
ω2 = [n−2]ij ki kj , (5.127)
and from the above expression it is easy to see that the generalization of equation (5.126) then takes
the form
[n−2]ij = gijem/|gttem|. (5.128)
Scalar fields do not support small scale density inhomogeneities (largely irrespective of the potential).
This implies that the transfer function tends to unity at small scales and the scalar field is locally identical
to a cosmological constant.
However, on scales larger than 100Mpc, the scalar field can cluster [325]. During such evolution both
χ˙ 6= 0 and ∂iχ 6= 0 will hold. This would lead to deviations from equation (5.126), as the ratio between
the two speeds of light will not only be a function of time.
For instance, let us suppose we are in a regime where time derivatives of χ can be neglected with
respect to spatial derivatives. Under these conditions the EM metric reduces to
gemtt = gtt = −|gtt|, (5.129)
gemij = gij − (AM−4) ∂iχ ∂jχ. (5.130)
From equation (5.128) this is equivalent to a tensor refractive index nij , with
[n2]ij =
gij − (AM−4) ∂iχ ∂jχ
|gtt| . (5.131)
This tensor refractive index may lead to additional lensing by large-scale structure, over and above the
usual contribution from gravitational lensing [326].
Quintessence and long-range forces
Another natural application is to attempt to use the χ field as the source of the “dark energy” of the
universe, the putative source of cosmic acceleration. This is attractive for its potential to unify a large
number of disparate ideas, but is severely constrained as well.
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Constraints arising from variation of the fine-structure constant
As noted in the introduction, a change of cphoton will cause a variation in the fine-structure constant.
Such a variation is very constrained. We point out two particularly interesting constraints. The first,
arising from nucleosynthesis [327], is powerful due to the extreme sensitivity of nucleosynthesis to vari-
ations in the proton-neutron mass difference, which in turn is sensitive to α. This places the tight
constraint that |α˙/α| ≤ 10−14yr−1. However, this is only a constraint on c˙photon/cphoton if no other
constants appearing in α are allowed to vary. Further we have assumed α˙ was constant through nucle-
osynthesis.
A similar caveat applies to other constraints which one derives for variations of cphoton through
variations of α. Other tests are only sensitive to integrated changes in α over long time scales. At
redshifts z ≤ 1 constraints exist that |∆α/α| < 3×10−6 (quasar absorption spectra [328]) and |∆α/α| <
10−7 (Oklo natural reactor [329]).
Binary pulsar constraints
Unless we choose the unattractive solution that χ lies at the minimum of its potential but has non-zero
energy (i.e., an explicit Λ term), we are forced to suggest that χ˙ 6= 0 today and V (χ) is of the form e−λχ
or χ−n [330]. In this case, gravitons and photons do not travel at the same speed today. The difference
between the two velocities is rather constrained by binary pulsar data to be less than 1% [316]; i.e.,
|nem − 1| < 0.01.
High-energy tests of VSL
Constraints on our various actions SI − SIII also come from high energy experiments. In model I,
photons travel faster than any other fields. This would lead to perturbations in the spectrum of nuclear
energy levels [331].
Similarly, high energy phenomena will be sensitive to such speed differences. For example, if cphoton >
ce− , the process γ → e− + e+ becomes kinematically possible for sufficiently energetic photons. The
observation of primary cosmic ray photons with energies up to 20 TeV implies that today cphoton−ce− <
10−15 [332]. The reverse possibility – which is impossible in our model I if A > 0 in equation (5.86) – is
less constrained, but the absence of vacuum Cherenkov radiation with electrons up to 500 GeV implies
that ce− − cphoton < 5× 10−13. Similar constraints exist which place upper limits on the differences in
speeds between other charged leptons and hadrons [332, 333]. These will generally allow one to constrain
models I – III, but we will not consider such constraints further.
Non-renormalizable interactions with the standard model
Our χVSL model is non-renormalizable and hence one expects an infinite number ofM -scale suppressed,
dimension five and higher, interactions of the form
βi
χn
Mn
Li, (5.132)
where βi are dimensionless couplings of order unity and Li is any dimension-four operator such as
FµνFµν .
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For sub-Planckian χ-field values, the tightest constraints typically come from n = 1 (dimension five
operators) and we focus on this case. The non-renormalizable couplings will cause time variation of
fundamental constants and rotation of the plane of polarization of distant sources [334]. For example,
with LQCD = Tr(GµνGµν), where Gµν is the QCD field strength, one finds the strict limit [335]
|βG2 | ≤ 10−4(M/MPlanck) (5.133)
which, importantly, is χ independent.
If one expects that |βi| = O(1) on general grounds, then this already provides as strong a constraint
on our model as it does on general quintessence models. This constraint is not a problem if there exist
exact or approximate global symmetries [324]. Nevertheless, without good reason for adopting such
symmetries this option seems unappealing.
Another dimension five coupling is given by equation (5.132) with LF 2 = FµνFµν which causes
time-variation in α. Although there is some evidence for this [336], other tests have been negative as
discussed earlier. These yield the constraint [324]
|βF 2 | ≤ 10−6(MH/〈χ˙〉). (5.134)
Clearly this does not provide a constraint on χVSL unless we envisage that χ˙ 6= 0 today as required
for quintessence. If χ has been at the minimum of its effective potential since around z < 5, then
neither this, nor the binary pulsar, constrain χVSL models. The CMB provides a more powerful probe
of variation of fundamental constants and hence provides a test of χVSL if χ did not reach its minimum
before z ≃ 1100 [337].
Another interesting coupling is LF∗F = Fµν∗Fµν , where ∗F is the dual of F . As has been noted [324],
this term is not suppressed by the exact global symmetry χ → χ + constant, since it is proportional
to (∇µχ) Aν ∗Fµν . A non-zero χ˙ leads to a polarization-dependent (±) deformation of the dispersion
relation for light
ω2 = k2 ± βF∗F (χ˙k/M) . (5.135)
If χ˙ 6= 0 today, the resulting rotation of the plane of polarization of light traveling over cosmological
distances is potentially observable. Indeed claims of such detection exist [338]. However, more recent
data is consistent with no rotation [339, 340]. Ruling out of this effect by high-resolution observations
of large numbers of sources would be rather damning for quintessence but would simply restrict the χ
field to lie at its minimum, i.e., ∆χ ≃ 0 for z < 2.
On the other hand, a similar and very interesting effect arises not from χ˙ but from spatial gradients
of χ at low redshifts due to the tensor effective refractive index of spacetime.
5.7 Discussion
In this investigation we have tried to set out a mathematically consistent and physically coherent formal-
ism for discussing Variable Speed of Light (VSL) cosmologies. An important observation is that taking
the usual theory and replacing c→ c(t) is not reasonable. One either ends up with a coordinate change
which does not affect the physics, or a mathematical inconsistency. In particular, replacing c→ c(t) in
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the Einstein tensor of an FLRW universe violates the Bianchi identities and destroys the geometrical
interpretation of Einstein gravity as arising from spacetime curvature. 16
We have instead argued for the usefulness of a two-metric approach. We have sketched a number of
two-metric scenarios that are compatible with laboratory particle physics, and have indicated how they
relate to the cosmological puzzles. We emphasize that there is considerable freedom in these models, and
that a detailed confrontation with experimental data will require the development of an equally detailed
VSL model. In this regard VSL cosmologies are no different from inflationary cosmologies. Since the
models which we have discussed are non-renormalizable however, there may be interesting implications
for the low-redshift universe through gravitational lensing and birefringence.
VSL cosmologies should be seen as a general scheme for attacking cosmological problems. This
scheme has some points in common with inflationary scenarios, but also has some very strange pecu-
liarities of its own. In particular, once cphoton 6= cgravity complications may appear in rather unexpected
places. Moreover it should now be clear that in their “purest” form these models cannot induce viola-
tions of the SEC and hence mitigate the flatness paradox. This result can lead to the development of
different strategies
1. One can consider VSL models as “auxiliary effects” with respect to inflation. As we have seen, the
variation in the speed of photons can actually enhance any violation of the SEC in fields coupled
to gem and so we can imagine this sort of effect acting together with an inflaton field φ(t,x) and
improving its efficiency in solving the cosmological puzzles.
2. Another possibility is that the same field χ(t,x), which induces the variation in the speed of light,
acts as an inflaton. This is equivalent to assuming that V (χ) is such as to lead to violations of the
SEC at some stage in the evolution of the field. It is still unclear whether or not this would weaken
the requirement of fine tuning of the potential that plagues standard inflationary scenarios.
3. Finally one can try to implement a bi-metric framework by invoking not a scalar field but rather
some special boundary conditions (such as, for example, spacetime topology) to get anomalous
propagation of light and at the same time violations of the SEC.
In any case it should be stressed that these “hybrid” models (VSL+SEC violations) could have several
advantages with respect to inflationary ones. In particular the requirement of violation of the SEC
is weaker than the requirement for a suitably stable quasi-de Sitter phase 17. The latter is generally
necessary for “successful” inflation — it allows the main cosmological puzzles to be solved and also for
the generation of an approximately Harrison–Zel’dovich spectrum of primordial perturbations — but it
also the source of most of the fine-tuning problems.
In VSL cosmologies it is not the expansion of the universe which leads to particle production from
the quantum vacuum, and so no special form of a(t) are required. For this reason it is conceivable that
in this framework (which requires just weak violation of the SEC in order to be able to deal will all of
the cosmologically puzzles) a less high degree of fine tuning is necessary. This subject certainly deserves
further investigation.
16 In the χVSL cosmologies presented here a “geometrical interpretation” is instead preserved given the fact that the
Bianchi identities are satisfied.
17 Violations of the SEC enforce accelerated expansions, they are not equivalent to getting a quasi-de Sitter phase.
Conclusions
There is no intellectual exercise
which is not ultimately useless.
Jorge Luis Borges
This thesis has dealt with a broad area of research developed around the general theory of vacuum
effects in strong external fields. In particular we have focussed attention on the peculiar role which these
effects have in the presence of gravitational fields.
Perhaps the most remarkable fact is that although these effects can be described in a similar way to
ones in the presence of other external fields, nevertheless the quantum vacuum appears to have an un-
expectedly central role for gravitational phenomena. Black hole thermodynamics would be inconsistent
without Hawking radiation, and cosmological puzzles apparently require some sort of quantum vacuum
effects in order to be explained.
This deep link between gravity and the quantum vacuum is the main reason for pursuing the present
research. In fact the study of semiclassical quantum gravity and of its related phenomena is a possible
way to gain further understanding about the peculiar nature of gravitational interactions. Hopefully
this research will provide a bridge towards a full quantum gravity theory. In this respect, the possibility
of submitting some of these ideas to direct experimental test is obviously extremely desirable. For doing
this we have at hand two alternative ways to proceed.
Firstly we can try to observationally search for the strong gravitational fields necessary for giving
relevant vacuum effects (polarization or particle production). The natural realm of such extreme regimes
is cosmology and astrophysics. The early universe was probably dominated by quantum vacuum effects
and signatures of these will probably be amenable to observational test in the not too distant future (e.g.
with the forthcoming Planck satellite). Moreover micro black holes are among the possible by-products
of the chaotic youth of our universe. Their observation would certainly allow us to test the prediction
of Hawking radiation but, unfortunately, this appears to be a task far beyond present-day capabilities.
Secondly we can try to reproduce on earth the sort of physics which we want to study. We are not
able (for the moment) to reproduce event horizons in a laboratory, nor to locally generate inflationary
bubbles. We can nevertheless circumvent this by concentrating on condensed matter phenomena which
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share at least some kinematical aspects with the semiclassical gravity effects which we want to study
(bearing in mind that dynamical aspects cannot be studied in this way since they are linked to the exact
form of the equations of motion).
All of the above problems have been touched on this thesis. In writing these conclusions we shall
summarize the main results, and just at the very end try to extract some general lessons from our
research.
In chapter 2 we have discussed the thermodynamical properties of black holes. This is one of
the central issues of our investigation because it clearly shows the special role of vacuum effects in
gravitational fields. We have shown that black hole thermodynamics is amenable to a Casimir-inspired
interpretation, where the zero-point modes of the quantum fields are the dynamical degrees of freedom
responsible for the gravitational entropy. For consistency, this approach seems to require an induced
gravity framework as a necessary pre-condition.
This picture is actually compatible with the fact that black hole entropy appears to be induced by
the special global properties of spacetime manifolds with event horizons. We have learned in chapter 1
that the quantum vacuum is a globally defined object and that topological properties of the quantization
manifold can indeed influence the zero-point modes.
All of these investigations seem to converge towards a framework where gravity emerges as an effective
theory, a mesoscopic interaction whose geometrical interpretation and whose symmetries are probably
valid only at energies which are low compared with the Planck energy.
In particular this interpretation is corroborated by recent results in string theory and supergravity.
The latter is no more that the supersymmetric generalization of General Relativity and is an effective
theory. We have seen how black hole entropy can be interpreted in this framework as a count on string
degrees of freedom. In particular this sort of interpretation can be taken as a special realization of the
general framework discussed above.
In this investigation, extremal black holes have been shown to play a special role. They are gen-
erally considered to be the zero temperature states of black hole thermodynamics, but they are also
problematic objects for which the the superstring results do not agree with semiclassical expectations
(the gravitational entropy of these objects is expected to be A/4 in superstring-based approaches and 0
in semiclassical ones).
The apparently critical role of extremal solutions has been the main motivation for a study concerning
the behaviour of an incipient extremal black hole. In this case one has a well-defined past history
which allows for a non-ambiguous definition of the vacuum state and a straightforward discussion.
From the apparent paradoxes which we have encountered in this investigation we can draw two main
conclusions. The first is that extremal solutions require an incredible fine tuning in order to be generated
via gravitational collapse if semiclassical picture is correct. Secondly we have found that these incipient
black holes do not behave at any time as thermodynamical objects.
The speculative conclusion is that these objects are of a rather different nature from non-extremal
black holes. It is not inconceivable that no macroscopic extremal black holes exist at all in nature,
and that such black holes should be considered only as microscopic objects, possibly solitons of the
microscopic theory which are preserved as solutions of the semiclassical theory. These aspects certainly
deserve further investigation because they could tell us a lot about the way in which gravity may emerge
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as a low-energy theory and find out what the fundamental properties of its microscopic counterparts
should be.
After this investigation about the very nature of gravity and its relation to the quantum vacuum
we have moved to the exciting research of earth-based experimental tests of the general class of phe-
nomena associated with this sort of physics. In particular we have started by discussing the possibility
of reproducing event horizons in hydrodynamical models and studying their stability under realistic
conditions.
We have seen that acoustic geometries are promising testing grounds for studying the kinematical
aspects of black hole thermodynamics (Hawking radiation), but are sufficiently different in their funda-
mental equations that they differ substantially in dynamical aspects (e.g. the gravitational entropy).
They are nevertheless extremely useful tools because they can give us hints about the mechanisms in
action in crucial phenomena like Hawking radiation.
After this study we have moved to the puzzling phenomenon of Sonoluminescence. We have proposed
a new variant of the dynamical Casimir effect model for explaining the experimental observations. This
model is based on the dynamical production of particles from the quantum vacuum due to a rapidly
varying external field. In our approach the latter is identified in the bubble refractive index.
Although simple from a theoretical point of view, this model requires a complex mathematical
analysis (analytical as well as numerical). We have found strict constraints for our proposal which are
amenable to experimental test. The general picture emerging is nonetheless very strongly influenced
by condensed matter physics issues which deserve further investigation by experts in the field. This is
the main reason that has pushed us to search for a general “signature” of the Casimir nature of the
photons detected in Sonoluminescence. Such a signature has been identified in the squeezed nature
of the particle pairs produced. If this property were to be confirmed experimentally, this would be a
definitive proof of the vacuum origin of the sonoluminescence photons.
Finally we have again shifted our attention back to a general relativistic context, considering cos-
mology as another arena for the general framework of vacuum effects in strong fields. In particular we
have described an application of the general theory of parametric resonance to the case of reheating
after inflation. We have proposed a new mechanism, that of geometric preheating, where gravity plays
a prominent role.
Parallel to this study we have also searched for applications in cosmology of some striking features
of Casimir-like effects, such as the Scharnhorst effect. We have found that this branch of research can
be used to improve the recently proposed varying speed of light scenarios, which have been suggested
as possible alternatives to the inflationary paradigm.
We have seen that these models in their purest form do not automatically lead to violation of the SEC.
This implies that although they can be very effective in dealing with most of the well-known cosmological
puzzles addressed by inflation, they cannot solve the flatness problem. This is not necessarily a deficiency
of this framework however. Violations of the strong energy condition are actually very easy to obtain
via scalar fields or a cosmological constant and we have seen that variations in the speed of light can
then be very efficient in amplifying them. Our discussion has been so far very speculative and mainly
devoted to the correct implementation of the VSL idea. It is nevertheless possible that these models
will have further development in the coming years.
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As a final remark about the future prospects for this whole area of research we want to stress a few
points that we see as being crucial.
• Black hole thermodynamics still stands as a major crossroads of different branches of physics.
Recent developments in string theory have shed some light on how these roads meet each other,
but we are still lacking a clear understanding of how the semiclassical limit should be interpreted in
this framework. A better comprehension of the nature of gravity is a precondition for any further
development in understanding the theory which should substitute it in the high energy regime.
• The recent achievements in the hydrodynamical description of event horizons is a promising de-
velopment. It hints at the possibility that in the not-too-distant future we might be able to test
at least some form of Hawking radiation. In particular the proposal for building optical horizons
in dispersive media appears to be very promising given the very powerful technology so far devel-
oped for controlling refractive indices. This research certainly deserves further efforts because of
its possible consequences on the theoretical side as well on the technological one.
• Also the cosmological aspects will probably be an area of further advances in the coming years.
The advent of more and more precise observations (which will hopefully lead to the promised
“precision cosmology”) will probably open the way to definitive judgments about the plethora of
models proposed for the evolution of the very early universe. Present theories make predictions
but often we do not have instruments sensitive enough to test them. It is conceivable that this
situation will change in the near future.
• Finally we have seen that semiclassical calculations often become analytically intractable. How-
ever, problems such as the self-consistency of the solutions of the semiclassical Einstein equations
are of crucial importance for our understanding of cosmology, or for example, of the stability of
General Relativity structures like black holes and wormholes. It is conceivable that the modern
numerical techniques which are now used for studying classical phenomena around black holes and
other compact objects will soon be applied to the realm of semiclassical quantum gravity as well.
In conclusion we can say that this interdisciplinary field of research is now entering a new era. After
a youth based on conjectures and theoretical speculations, it is now time to confront our knowledge with
direct answers from nature. Whatever these answers will be, they will help us to make another step on
the stairway leading to quantum gravity.
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