Abstract This paper continues studies of non-intersection properties of finite collections of sets initiated 40 years ago by the extremal principle. We study elementary non-intersection properties of collections of sets, making the core of the conventional definitions of extremality and stationarity. In the setting of general Banach/Asplund spaces, we establish nonlinear primal (slope) and dual (generalized separation) characterizations of these non-intersection properties. As an application, some new (even in the linear setting) characterizations of the conventional extremality/stationarity properties are obtained. Realizations of the obtained characterizations in the Hölder setting are formulated.
This paper continues studies of geometric non-intersection properties of finite collections of sets initiated by the extremal principle [37] [38] [39] . Models involving collections of sets have proved their usefulness in analysis and optimization, with non-intersection properties (or their absence) being at the core of many applications: recall the ubiquitous convex separation theorem, Dubovitskii-Milyutin formalism [16] and various transversality/regularity properties [3, 15, 19, 20, 28-30, 32, 35, 36, 49] .
The classical separation theorem states that two convex sets such that one of the sets does not meet the interior of the other set, can be separated by a hyperplane determined by a nonzero dual space vector. Similarly, the extremal principle provides a dual space generalized separation characterization of a certain extremal property of a pair of sets without assuming any set to be convex or have nonempty interior. This extremal property (extremality) provides a very general model that embraces many optimality notions. Thus, the extremal principle can substitute the conventional separation theorem in the nonconvex settings, e.g., when proving necessary optimality conditions, subdifferential, normal cone and coderivative calculus rules [4, 5, 18, 21, 22, 26, [37] [38] [39] 43] .
The extremality assumption in the conventional extremal principle was successively relaxed to (see Definition 8) local extremality [21] , stationarity and approximate stationarity [23, 25] , while preserving the conclusion, and without significant changes in the original proof. We refer the readers to [43, Section 2.6] and [7] for historical comments.
The approximate stationarity, being the weakest of the four mentioned properties, is in fact equivalent to the dual generalized separation in the conclusion of the conventional extremal principle (in Asplund spaces). This result is known as the extended extremal principle [23, 25, 26] ; see Theorem 11.
The negation of approximate stationarity happens to be another important property, currently called transversality. Along with other (weaker) transversality properties, it is frequently used in constraint qualifications, qualification conditions in subdifferential, normal cone and coderivative calculus, and convergence analysis of computational algorithms [15, 36, 42, 43] . Thus, the extended extremal principle automatically provides an equivalent dual characterization of transversality. In its turn, transversality is closely related (in a sense equivalent) to the fundamental property of metric regularity of set-valued mappings. Many primal and dual characterizations of transversality properties have been established recently [6, 32, 35, 36, 40, 41, 49] , mostly in the linear setting. Studies of nonlinear versions of these properties have only started [10] [11] [12] .
The proof of the conventional extremal principle and all its subsequent extensions is based on the two fundamental results of variational analysis:
-Ekeland variational principle, -a sum rule for the appropriate subdifferential.
The definitions of all four extremality/stationarity properties involve non-intersection of certain collections of sets being small (in some sense) translations of the original sets (see Definition 8) , and the Ekeland variational principle and the subdifferential sum rule in the proof of each version of the extremal principle are applied to certain functions constructed on these non-intersecting sets. Motivated by applications, it was first observed by Zheng and Ng [50] that the dual generalized separation characterizations of such non-intersecting sets, making the core of the proof of the extremal principle, can be of independent interest and can be used in situations when the conventional extremal principle fails. The generalized separation statements from [50] have been further refined and strengthened in [51] and [52] . Another observation of this kind was made independently in [33] when attempting to extend the extremal principle to infinite collections of sets, and another generalized separation result was established.
Refining again the original proof of the conventional extremal principle, a systematic study of the non-intersection properties involved in all four parts of Definition 8 was conducted recently in [7, 8] , producing a series of elementary generalized separation statements, clarifying the relationships between them and, particularly, unifying the statements from [50] [51] [52] and [33] .
The conventional extremal principle and all its subsequent extensions, including the recent dual generalized separation characterizations of the elementary non-intersection properties in [7, 8, 33, [50] [51] [52] , use only 'linear' estimates. Motivated partially by the very recent developments in [10] [11] [12] , where nonlinear transversality properties are studied, in this paper, we target nonlinear primal and dual characterizations of the elementary non-intersection properties involved in Definition 8. Note that, unlike the corresponding transversality properties, the properties in Definition 8 do not contain explicitly any nonlinearity. Nevertheless, nonlinear estimates can be added naturally to their characterizations. As discussed above, when proving dual generalized separation statements, non-intersection properties of sets are first reformulated in terms of functions, which admit application of the Ekeland variational principle. Starting from [37] [38] [39] , distance-type functions are normally used for that purpose. It is elementary to observe that more general nonlinear functions can be used as well. The functions do not even have to be continuous (the Ekeland variational principle only requires the function to be lower semicontinuous), but we do not go that far in this paper.
We consider compositions of the conventional distance-type functions and continuous strictly increasing functions from R + to R + . The estimates are successively further specified for the cases when the outer function is (continuously) differentiable, and when it is a power function (Hölder estimates). Besides adding another degree of freedom to the extremality/stationarity characterizations for finite collections of sets and potentially corresponding optimality conditions, the nonlinear estimates in this paper are going to improve the conditions involving infinite collections in [33, 34] . When applied to transversality properties, they are going to improve and unify some statements in [10] [11] [12] . Other elements of novelty, which are valid also in the linear setting, include:
-Primal space (slope) characterizations of the extremality/stationarity properties are exposed in a number of statements. This type of estimates are rather common, e.g., in the closely related area of error bounds [1, 2, 20, 31, 45] , but with regards to extremality/stationarity/transversality properties of collections of sets, their importance has been underestimated, and the estimates (naturally coming from the application of the Ekeland variational principle) have been hidden in numerous proofs of dual characterizations. We believe that the primal space (slope) characterizations can be of importance by themselves, particularly because they are usually stronger and sometimes easier to check than the corresponding dual characterizations. Besides, formulating such estimates as separate statements makes the proofs of the dual characterizations simpler. -For the first time the difference between the four extremality/stationarity properties in Definition 8 is explored in depth, and different primal and dual necessary characterizations are established, which make it possible to distinguish between the properties. -An additional condition relating primal and dual vectors is added to all dual characterizations of extremality/stationarity properties. The importance of such a condition (coming from the application of a subdifferential sum rule) was first observed and justified by Zheng and Ng [51] when formulating their unified separation theorem. -Another additional condition on the choice of points in the given sets at which either slopes or normal cones are computed is added to all primal and dual characterizations of extremal-ity/stationarity properties. Together with the slope characterizations this condition comes from the application of the Ekeland variational principle.
The structure of the paper is as follows. Section 2 recalls some definitions and facts used throughout the paper, particularly, the Ekeland variational principle and three types of subdifferential sum rules, the definitions of the extremality/stationarity properties, and extended extremal principle. In Section 3, we establish nonlinear slope and dual characterizations of the elementary non-intersection properties of collections of sets contained in all parts of Definition 8 In Section 4, we illustrate the general necessary slope and dual characterizations of non-intersection properties established in Section 3 by applying them to characterizing each of the properties in Definition 8, and formulate a series of necessary conditions for each of the properties. Some new (even in the linear setting) characterizations of the conventional extremality/stationarity properties are obtained. In the last Section 5, we formulate realizations of the necessary conditions of the extremality/stationarity properties from Section 4 in the Hölder setting and briefly discuss simplifications in the necessary characterizations of the extremality/stationarity properties in the linear case.
Preliminaries {Pre}
Our basic notation is standard, see, e.g., [14, 43, 48] . Throughout the paper, X is either a metric or, more often, a normed vector space. The open unit ball in any space is denoted by B, while B δ (x) and B δ (x) stand, respectively, for the open and closed balls with center x and radius δ > 0. If not explicitly stated otherwise, products of normed vector spaces are assumed to be equipped with the maximum norm (x, y) := max{ x , y }, (x, y) ∈ X ×Y . R and R + denote the real line (with the usual norm) and the set of all nonnegative real numbers. The distance from a point x to a set Ω is defined by d(x, Ω ) := inf u∈Ω u − x , and we use the convention d(x, / 0) = +∞. For an extended-real-valued function f : X → R ∪ {+∞} on a normed vector space X, its domain is defined, by dom f := {x ∈ X | f (x) < +∞} The key tool in the proof of the main slope characterization of a non-intersection property is the celebrated Ekeland variational principle; cf., e.g., [14, 26, 43] .
Lemma 1 (Ekeland variational principle) Suppose X is a complete metric space, f : X → {evp} R ∪ {+∞} is lower semicontinuous,x ∈ X and ε > 0. If
then, for any λ > 0, there exists anx ∈ X such that
Slopes
Let ψ : X → R ∪ {+∞} be an extended-real-valued function on a metric space. The slope [13] (cf. [1, 20] ) of ψ at x ∈ dom ψ is defined by
where α + := max{0, α} for any α ∈ R. If ψ(x) ≥ 0, one can define the nonlocal slope [31] (cf. [45] ) of ψ at x:
When x / ∈ dom ψ, we set |∇ψ|(x) := |∇ψ| ⋄ (x) := +∞. Obviously, 0 ≤ |∇ψ|(x) ≤ |∇ψ| ⋄ (x) for all x ∈ X (with ψ(x) ≥ 0), and both quantities can be infinite.
The next lemma from [12] provides a chain rule for slopes. It slightly improves [2, Lemma 4.1], where ψ and ϕ were assumed lower semicontinuous and continuously differentiable, respectively. The composition ϕ • ψ of a function ψ : X → R ∪ {+∞} on a metric space and a function ϕ : R → R ∪ {+∞} is understood in the usual sense with the natural convention that
Lemma 2 (Slope chain rule) Let X be a metric space, ψ : X → R∪{+∞}, ϕ : R → R ∪ {+∞}, {L2} x ∈ dom ψ and ψ(x) ∈ dom ϕ. Suppose ϕ is nondecreasing on R and differentiable at ψ(x), and either ϕ ′ (ψ(x)) > 0 or |∇ψ|(x) < +∞. Then
Remark 3 The chain rule in Lemma 2 is a local result. Instead of assuming that ϕ is defined on the whole real line, one can assume that ϕ is defined and finite on a closed interval [α, β ] around the point ψ(x): α < ψ(x) < β . It is sufficient to redefine the composition ϕ • ψ for x with ψ(x) / ∈ [α, β ] as follows: (ϕ•ψ)(x) := ϕ(α) if ψ(x) < α, and (ϕ•ψ)(x) := ϕ(β ) if ψ(x) > β . This does not affect the conclusion of the lemma.
Normal Cones and Subdifferentials
Dual characterizations of extremality/stationarity properties require dual tools -normal cones and subdifferentials. In this paper, we use Clarke and Fréchet ones for characterizations in general Banach and Asplund spaces, respectively.
Given a subset Ω of a normed vector space X and a pointx ∈ Ω , the sets (cf. [9, 26] )
are the Fréchet and Clarke normal cones to Ω atx. In the last definition, T C Ω (x) stands for the Clarke tangent cone [9] to Ω atx. The sets (1) and (2) are nonempty closed convex cones
If Ω is a convex set, they reduce to the normal cone in the sense of convex analysis:
Given a function f : X → R ∪ {+∞} and a pointx ∈ X with f (x) < +∞, the Fréchet and Clarke subdifferentials of f atx are defined as (cf. [9, 26] )
where f • (x, z) is the Clarke-Rockafellar directional derivative [47] of f atx in the direction z ∈ X. The sets (3) and (4) are closed and convex, and satisfy
If f is convex, they reduce to the subdifferential in the sense of convex analysis (cf., e.g., [9, 26] ):
∈ Ω (cf., e.g., [9, 26] ). We often use the generic notations N and ∂ for both Fréchet and Clarke objects, specifying wherever necessary that either N := N F and ∂ := ∂ F , or N := N C and ∂ := ∂ C .
The proofs of the main results in this paper rely on several subdifferential sum rules. Below we provide these rules for completeness; cf. [17, 26, 43, 47] .
Lemma 4 (Subdifferential sum rules) Suppose X is a normed vector space,
(i) Convex sum rule. Suppose f 1 and f 2 are convex and f 1 is continuous at a point in dom f 2 .
Then
(ii) Clarke-Rockafellar sum rule. Suppose f 1 is Lipschitz continuous and f 2 is lower semicontinuous in a neighbourhood ofx. Then
(iii) Fuzzy sum rule. Suppose X is Asplund, f 1 is Lipschitz continuous and f 2 is lower semicontinuous in a neighbourhood ofx. Then, for any ε > 0, there exist
The first two rules in the above lemma are examples of exact sum rules as all subdifferentials are computed at the reference point. Another important subdifferential possessing an exact sum rule in general Banach spaces is the approximate G-subdifferential of Ioffe [20] . In contrast, the sum rule in part (iii) is a fuzzy or approximate sum rule. Unlike the classical convex sum rule in part (i), the sum rules in parts (ii) and (iii) are valid in general only as inclusions.
Recall that a Banach space is Asplund if every continuous convex function on an open convex set is Fréchet differentiable on a dense subset [46] , or equivalently, if the dual of each its separable subspace is separable. We refer the reader to [43, 46] for discussions about and characterizations of Asplund spaces. All reflexive, particularly, all finite dimensional Banach spaces are Asplund.
The following simple fact is an immediate consequence of the definitions of the Fréchet and Clarke subdifferentials and normal cones (cf., e.g., [9, 26, 43] ).
{L2.4}
Lemma 5 Let Ω 1 , Ω 2 be subsets of a normed vector space X and We are going to use a representation of the subdifferential of a special convex function on X n given in the next lemma; cf. [11, 35] .
{L6}
Lemma 6 Let X be a normed vector space and
where a i ∈ X (i = 1, . . . , n − 1). Let x 1 , . . ., x n ∈ X and max 1≤i≤n−1 x i − a i − x n > 0. Then
Remark 7 (i) It is easy to notice that in the representation (6) , for any i = 1, . . . , n − 1, either
The maximum norm on X n−1 used in (5) and (6) is a composition of the given norm on X and the maximum norm on R n−1 . The corresponding dual norm produces the sum of the norms in (6) . Any other finite dimensional norm can replace the maximum norm in (5) and (6) as long as the corresponding dual norm is used to replace the sum in (6).
AK 8/09/19. Is this remark sufficient? Could it make sense to indeed replace the maximum norm in (5) and all the other statements by an arbitrary finite dimensional norm (also on R n )? This would probably make many expressions in the statements shorter, and also allow us to fully cover the statements by Zheng and Ng. Would this change improve or damage the clarity of presentation?
Extremality/Stationarity Properties

{EP}
We recall conventional definitions of extremality/stationarity properties of a collection of n ≥ 2 arbitrary subsets Ω 1 , . . ., Ω n of a normed vector space, having a common point. We write {Ω 1 , . . . , Ω n } to denote the collection of sets as a single object.
{D8}
Definition 8 Let Ω 1 , . . ., Ω n be subsets of a normed vector space
(ii) locally extremal atx if there exists a number ρ ∈]0, +∞] such that, for any ε > 0, there are vectors a i ∈ X (i = 1, . . . , n) satisfying (8) and
(iii) stationary atx if for any ε > 0, there exist a number ρ ∈]0, ε[ and vectors a i ∈ X (i = 1, . . ., n) satisfying (9) and max 1≤i≤n a i < ερ; (10) {D1-4} {D1-4}
(iv) approximately stationary atx if for any ε > 0, there exist a number ρ ∈]0, ε[, points ω i ∈ Ω i ∩ B ε (x) and vectors a i ∈ X (i = 1, . . . , n) satisfying (10) and
The extremality properties in parts (i) and (ii) of Definition 8 were introduced in [38] and [21] , respectively; see also [26, 43] . A slightly stronger version of the property in part (i) was considered a bit earlier in [37, 39] . The stationarity properties in parts (iii) and (iv) first appeared in [27] and [23] , respectively; see also [7, 29] . Property (iv) was referred to in [23] as extremality nearx. The name approximate stationarity was suggested in [30] .
The relationships between the properties in Definition 8 are straightforward. The equivalences in part (ii) of the proposition below (cf. [ 
If the sets are convex, then the implications in the previous item hold as equivalences:
The properties in Definition 8 involve translations of all the sets. In all the properties it is sufficient to consider translations of all but one sets. This simple observation leads to asymmetric conditions (cf. [8, Proposition 3.1]) which can be useful, especially in the case n = 2. 
(ii) locally extremal atx if and only if there exists a number ρ ∈]0, +∞] such that, for any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n − 1) satisfying (13) and 
. . , n) and vectors a i ∈ X (i = 1, . . . , n − 1) satisfying (15) and
Proof The properties above imply the corresponding ones in Definition 8 with a n = 0. For the opposite implication, given vectors a i ∈ X (i = 1, . . . , n), it is natural to consider vectors a ′ i := a i − a n (i = 1, . . . , n − 1). Then
Hence, condition (7) implies condition (12) with the collection of vectors a ′ i 's in place of a i 's. Given an ε > 0, if one of the conditions (8) or (10) is satisfied with some ε ′ ∈]0, ε/2] in place of ε, then the corresponding condition (13) or (15) is satisfied with the collection a ′ i 's in place of a i 's. Given a ρ ∈]0, +∞] and a ρ ′ ∈]0, ρ[, one can take a smaller ε ′ > 0 to ensure that ρ ′ + ε ′ < ρ. Then, in view of (17) and assuming (8) with ε ′ in place of ε, we have
The above inclusion obviously holds also with ρ ′ = ρ = +∞. Thus, condition (9) implies condition (14) with a ′ i 's and ρ ′ in place of a i 's and ρ, respectively. Observe that conditions (11) and (16) are actually conditions (9) and (14), respectively, with the sets
, n). Hence, condition (11) implies condition (16) with a ′
i 's and ρ ′ in place of a i 's and ρ, respectively. It follows that the properties in Definition 8 imply the corresponding ones in the proposition with a ′ i 's in place of a i 's, as well as the 'moreover' part in item (ii). ⊓ ⊔ The next theorem provides complete dual characterizations of the approximate stationarity property in Definition 8(iv) in the Asplund space setting; cf. [7, Theorem 2] . It can be considered as a generalization of the classical convex separation theorem to finite collections of nonconvex sets.
The following conditions are equivalent:
The equivalent conditions (ii) and (iii) in Theorem 11 have been used interchangeably (together with several their modifications) since 1979 in the concluding part of the extremal principle and its extensions [5, [21] [22] [23] [24] 26, [37] [38] [39] 43, 44] . The full proof of the extended extremal principle was given in [25] , while the name Extended extremal principle was suggested in [26] . The necessity of conditions (ii) and (iii) for the approximate stationarity can be easily extended to general Banach spaces if Fréchet normal cones are replaced by Clarke or G-normal cones; cf. [8, Remark 2.1(iii)].
Nonlinear Characterizations of Non-Intersection Properties {ext}
In this section, we establish nonlinear primal (slope) and dual (normal cone) characterizations of the key non-intersection properties (7), (9), (12) and (14), with fixed vectors a i 's. These ubiquitous properties are present in one form or another in all four parts of Definition 8 and Proposition 10, as well as in all known extensions of the extremality/stationarity properties. Thus, any necessary characterizations of these properties translate into the corresponding characterizations of the properties in Definition 8. In particular, their dual characterizations lie at the heart of the conventional extremal principle. Besides, examining the elementary non-intersection properties independently of the containing them four conventional properties in Definition 8 opens a way for studying other related properties, e.g., in the important for applications setting when all the sets lie in a subspace of X.
(Linear) metric and dual characterizations of (7) and (12) have been studied in [8] . Here we aim at establishing more general nonlinear characterizations (also in the slope form). The nonlinearity in our model is determined by a continuous strictly increasing function ϕ : R + → R + satisfying ϕ(0) = 0. The family of all such functions is denoted by C . We denote by C 1 the subfamily of functions ϕ ∈ C which are continuously differentiable on ]0, +∞[ with
Along with the conventional maximum norm, we are going to consider on the product X n of n > 1 copies of the space X the following parametric norm depending on a number γ > 0:
where the parameter is always associated with the last component.
Slope Characterizations {Slope}
The next statement gives slope characterizations for the non-intersection property (12) , where the vectors a 1 , . . . , a n−1 ∈ X are fixed. If ∩ n i=1 Ω i = / 0, then condition (12) implies that max 1≤i≤n−1 a i > 0. Note that condition (12) is not symmetric: the role of the set Ω n differs from that of the other sets Ω 1 , . . ., Ω n−1 . This difference is exploited in the subsequent statements.
To quantify non-intersection properties, we are going to use the following asymmetric distance-like quantity (nonintersect index [51] ): (12) is satisfied, and
(or simply ϕ (max 1≤i≤n−1 a i ) < ε). Then, for any λ > 0 and η > 0, there exist points
where γ := λ η . As a consequence, lim sup
with the convention 0 · (+∞) = 0.
, and a number ε ′ satisfy
Consider a continuous function f : X n → R + :
It follows from (12) and (25) that
Applying the Ekeland Variational Principle (Lemma 1) to the restriction of the function f to the complete metric space Ω 1 × . . . × Ω n with the metric induced by the norm (18), we find points
In view of the monotonicity of ϕ, the last two inequalities imply conditions (21) and (22) . Condition (21) obviously yields (23) . If ϕ is differentiable at max 1≤i≤n−1 ω n + a i − ω i , then condition (23) implies (24) thanks to Lemma 2. ⊓ ⊔
{R13}
Remark 13 (i) The expressions in the left-hand sides of the inequalities (21) and (23) are the main ingredients of the, respectively, global and local slopes of the restriction of the function f given by (26) to the complete metric space Ω 1 ×. . .×Ω n with the metric induced by the norm (18) (γ-slopes [31] ), and can be equivalently replaced in these inequalities by the respective slopes. This observation justifies the name 'slope characterizations' adopted in the current paper for this type of estimates as well as the reference to Lemma 2 in the proof of Theorem 12.
(ii) The functions in the left-hand sides of the inequalities (21), (23) and (24) are computed at some points ω i ∈ Ω i (i = 1, . . . , n) in a neighbourhood of the reference pointx. The size of the neighbourhoods is controlled by the parameters λ and η, which can be chosen arbitrarily small. Note that both the left and the right-hand sides of (21), (23) and (24) also depend on λ and η, and decreasing their values weakens these conditions. Note also that the neighbourhoods for ω i (i = 1, . . . , n − 1) on one hand, and ω n on the other hand are controlled by different parameters. This reflects the fact that condition (12) is not symmetric. (iii) It is easy to see that the conditions under sup in (21) and under lim sup in (23) and (24) can be complemented by the inequality
with the convention that supremum over the empty set equals 0. (iv) Condition (22) relates points ω 1 , . . ., ω n to the given vectors a 1 , . . ., a n and complements the other conditions in Theorem 12 on the choice of these points. The smaller the norms of these vectors are, the more binding condition (22) is; for instance, it follows from conditions (22) gives an alternative estimate: ω n − ω i < 2 max 1≤i≤n−1 a i , which obviously 'outperforms' the first one when max 1≤i≤n−1 a i < (λ + η)/2. (v) Condition (20) in Theorem 12 can obviously be replaced by a simpler (though stronger!) condition ϕ (max 1≤i≤n−1 a i ) < ε. This weakened version of Theorem 12 is sufficient for characterizing the conventional extremality/stationarity properties in Definition 8. One can go even further and require simply that max 1≤i≤n−1 a i < ε. Of course, in this case ε in the inequalities (21), (23) and (24) must be replaced by ϕ(ε). This creates an interesting phenomenon: ϕ disappears completely from the assumptions of Theorem 12 and remains only in its conclusions (which must hold true for any ϕ ∈ C !) The importance of the full version of a condition of the type (20) for some applications was demonstrated in [50, 51] . Theorem 12 gives nonlinear primal (slope) characterizations of the asymmetric nonintersection property (12) , which is a special case of the key non-intersection property (7) in the definition of extremality. Now observe that characterizations of even more general than (7) symmetric 'local' non-intersection property (9) can be straightforwardly deduced from Theorem 12. It is sufficient to add to the given collection of n sets a closed ball B η (x) ⊂ B ρ (x) and apply Theorem 12.
Suppose that condition (9) is satisfied with some ρ ∈]0, +∞], and
(or simply ϕ (max 1≤i≤n a i ) < ε). Then, for any λ > 0 and η ∈]0, ρ[, there exist points
Moreover, if ϕ is differentiable at max 1≤i≤n x + a i − ω i , then
Remark 15
The comments concerning Theorem 12 made in Remark 13 are, with obvious modifications, applicable to Theorem 14 and the subsequent statements in this paper.
All the properties in Definition 8 as well as the nonlinear primal characterizations of the non-intersection properties in Theorems 12 and 14 presume that the sets have a common point. Fortunately Theorem 12 is rich enough to characterize a non-intersection property without this
Thus, Theorem 12 is applicable and we immediately arrive at the next statement. Note that
Dual Characterization
In this subsection, we require the function ϕ to be continuously differentiable. The dual norm on (X * ) n+1 corresponding to (18) has the following form:
The next theorem is a dual counterpart of Theorem 12, providing dual characterizations of the non-intersection property (12) . It generalizes and improves [8, Theorem 6.1].
{T17}
Theorem 17
Let Ω 1 , . . . , Ω n be closed subsets of a Banach space X,x ∈ ∩ n i=1 Ω i , a i ∈ X (i = 1, . . . , n − 1), ε > 0 and ϕ ∈ C 1 . Suppose that conditions (12) and (20) (or simply ϕ (max 1≤i≤n−1 a i ) < ε) are satisfied. Then, for any λ > 0 and η > 0,
where N stands for the Clarke normal 
and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34), (35) , with N standing for the Fréchet normal cone (N = N F ), and
Proof Choose a number ε ′ satisfying condition (25) . By Theorem 12, there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n − 1) and ω n ∈ Ω n ∩ B η (x) satisfying condition (22) such that condition (24) holds with γ := η λ and ε ′ in place of ε. The last condition yields
where, for all u 1 , . . . , u n ∈ X,
Functions g and g 1 are convex and Lipschitz continuous, and g 2 is lower semicontinuous.
From this point we split the proof into two cases.
(i) X is a general Banach space. Condition (39) obviously implies 0 ∈ ∂ C (g + g 1 + g 2 )(ω 1 , . . . , ω n ). By the Clarke-Rockafellar subdifferential sum rule (Lemma 4(ii)), there exist three subgradients:
Observe that g(ω 1 , . . . , ω n ) > 0 (thanks to (22)), and g 2 is the indicator function of the set Ω 1 × . . . × Ω n . Hence, by Lemmas 5 and 6,
. . , n), we immediately get conditions (34) and (36) . Moreover,
and condition (35) is a consequence of (43).
(ii) Let X be Asplund, and τ ∈]0, 1[. In view of (39), we can apply the fuzzy sum rule (Lemma 4(iii)) to the sum of g + g 1 and g 2 followed by the convex sum rule (Lemma 4(i)) applied to the sum of g and g 1 : for any ξ > 0, there are points x i ∈ X and ω ′ i ∈ Ω i (i = 1, . . ., n) and
The number ξ can be chosen small enough so that (37) and (38) are satisfied with ω ′ i in place of ω i (i = 1, . . . , n), and, taking into account the continuity of g and ϕ ′ ,
. 
Remark 18 (i) Inequality (35) together with the first equality in (34) play the key role in asymmetric dual characterizations of extremality/stationarity properties. The inequality ensures that the dual vectors x * 1 , . . ., x * n , whose sum is zero, are close to the corresponding normal cones. The second equality in (34) is the normalization condition for the collection of dual vectors; it ensures that the conditions are nontrivial.
(ii) Note that, when ϕ is linear, the left-hand side of (35) is independent of the vectors a 1 , . . . , a n−1 . (iii) Conditions (36) and (38) first appeared explicitly in [50] and were explored further in [8, 51] . Conditions of this type relate dual vectors x * i and primal space vectors ω n + a i − ω i (i = 1, . . . , n − 1), and allow to reduce the number of dual vectors involved in checking dual characterizations of extremality/stationarity properties. Such conditions also play an important role in characterizations of intrinsic transversality [49] . As before, characterizations of the more general than (12) symmetric local non-intersection property (9) can be straightforwardly deduced from Theorem 17 by using the same simple trick: adding to the given collection of n sets a closed ball B η (x) ⊂ B ρ (x). The next statement generalizes and improves [8, Theorem 6.3] .
{T19}
Theorem 19
Let Ω 1 , . . . , Ω n be closed subsets of a Banach space X,x ∈ ∩ n i=1 Ω i , a i ∈ X (i = 1, . . . , n), ρ ∈]0, +∞], ε > 0 and ϕ ∈ C . Suppose that conditions (9) and (27) (or simply ϕ (max 1≤i≤n a i ) < ε) are satisfied. Then, for any λ > 0 and η ∈]0, ρ[,
and vectors
and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (44) , (45) , with N standing for the Fréchet normal cone (N = N F ), and
Proof The statement is a direct consequence of Theorem 17 applied to the collection of n + 1 closed sets Ω 1 , . . . , Ω n , B η (x). It is sufficient to notice that, once x ∈ B η (x), we have N B η (x) (x) = {0}, and
Remark 20
The comments concerning Theorem 17 made in Remark 18 are with obvious modifications applicable to Theorem 19 and the subsequent statements in this paper.
The single common pointx ∈ ∩ n i=1 Ω i in Theorems 17 and 19 can be replaced by a collection of individual points ω i ∈ Ω i (i = 1, . . . , n) (which always exist as long as the sets are nonempty). The next statement is a consequence of Theorem 17 applied to the collection of sets Ω ′ i := Ω i − ω i (i = 1, . . . , n), which obviously have a common point 0 ∈ ∩ n i=1 Ω ′ i . It generalizes and improves [8, Corollary 6.1].
{P21}
Proposition 21
Let Ω 1 , . . ., Ω n be closed subsets of a Banach space X, ω i ∈ Ω i (i = 1, . . . , n), a i ∈ X (i = 1, . . ., n − 1), ε > 0 and ϕ ∈ C 1 . Suppose that
and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34) and
where N stands for the Clarke normal cone (N = N C ); (ii) if X is Asplund, then, for any
and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34) , (50) , with N standing for the Fréchet normal cone (N = N F ), and 
Remark 22 (i) In the particular case when all the points
Then, for any λ > 0 and η > 0, (33) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34) and
where N stands for the Clarke normal cone (N = N C );
and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34), (52) , with N standing for the Fréchet normal cone (N = N F ), and
Proof It is sufficient to notice that the sets 
e. the distance-like quantity (19) is attained at the points ω i ∈ Ω i (i = 1, . . ., n), then, thanks to (33), the points ω ′ i ∈ Ω i (i = 1, . . . , n) in part (i) of Proposition 23 also possess this property.
In [51] , instead of the distance-like quantity (19) in condition (51), a slightly more general p-weighted nonintersect index was used with the corresponding q-weighted sums replacing the usual ones in (34) and (52) . This corresponds to considering l p norms on product spaces and the corresponding l q dual norms; cf. Remark 7(ii). In the current paper, for simplicity only the maximum norm on product spaces is considered together with the corresponding sum norm in the dual space.
Nonlinear Characterizations of Extremality/Stationarity Properties
{NLS}
In this section, we illustrate the general necessary slope and dual characterizations of nonintersection properties established in Section 3 by applying them to characterizing each of the properties in Definition 8.
Below we formulate a series of necessary conditions for each of the properties. They all follow straightforwardly from the definitions and corresponding statements in Section 3.
Let Ω 1 , . . . , Ω n be closed subsets of a Banach space X andx ∈ ∩ n i=1 Ω i .
Extremality {key}
Suppose that the collection {Ω 1 , . . ., Ω n } is extremal atx. Then the conditions below hold true. We start with primal space (slope) necessary extremality conditions.
{E1}
Condition E1 For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n) satisfying condition (8) and such that, for any λ > 0, η > 0 and ϕ ∈ C , there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n) and x ∈ B η (x) satisfying condition (29) and 
Proof The necessity follows from Definition 8(i) and Theorem 14 (with ρ = +∞). ⊓ ⊔
{E2}
Condition E2 For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (13) and such that, for any λ > 0, η > 0 and ϕ ∈ C , there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n − 1) and ω n ∈ Ω n ∩ B η (x) satisfying condition (22) and
Proof The necessity follows from Proposition 10(i) and Theorem 12. ⊓ ⊔
{R25}
Remark 25 (i) Condition E1 is symmetric. It corresponds to the original Definition 8(i) of extremality; all the sets Ω 1 , . . ., Ω n play the same role; apart from the points ω i ∈ Ω i (i = 1, . . ., n), the condition involves an additional point x not belonging to any set. On the other hand, Condition E2 corresponds to the amended asymmetric characterization of extremality in Proposition 10(i) with the last set (it can be any set) playing a special role; the condition does not involve additional points. (ii) The necessity of Condition E1 can also be deduced from Condition E2 applied to the extremal collection of n + 1 sets {Ω 1 , . . . , Ω n , X}. Now we formulate dual space (normal cone) necessary extremality conditions. The next two conditions are for the case of a general Banach space. They employ Clarke normal cones. {E3} Condition E3 For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n) satisfying condition (8) and such that, for any λ > 0, η > 0 and ϕ ∈ C 1 , there exist points ω i ∈ Ω i ∩B λ (x) (i = 1, . . . , n) and x ∈ B η (x) satisfying condition (29) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (44) , (46) and
Proof The necessity follows from Definition 8(i) and Theorem 19(i) (with ρ = +∞).
⊓ ⊔ {E4}
Condition E4 For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (13) and such that, for any λ > 0, η > 0 and ϕ ∈ C 1 , there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n − 1) and ω n ∈ Ω n ∩ B η (x) satisfying condition (22) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34) , (36) and
Proof The necessity follows from Proposition 10(i) and Theorem 17(i).
⊓ ⊔
The next two conditions are versions of, respectively, Conditions E3 and E4 for the case when X is an Asplund space. They employ Fréchet normal cones.
{E3-A}
Condition E3-A For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n) satisfying condition (8) and such that, for any λ > 0, η > 0, τ ∈]0, 1[ and ϕ ∈ C 1 , there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n) and x ∈ B η (x) satisfying condition (47) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (44) , (48) (35) and (45) plays no role when ϕ is linear. Otherwise, in view of conditions (22), (29), (37) and (47), the behaviour of ϕ ′ near 0 becomes important, e.g., when ϕ is a power function, i.e. ϕ(t) = t q , the cases 0 < q < 1 and q > 1 are strongly different. (v) Conditions (36), (38) , (46) and (48) (22), (29), (37) and (47), provide additional characterizations of non-intersection properties. They have not been used in this context before.
The comments concerning the necessary extremality conditions made in Remark 26 are with obvious modifications applicable to the formulated below necessary conditions for the other extremality/stationarity properties.
Local Extremality
{LE}
Suppose that the collection {Ω 1 , . . . , Ω n } is locally extremal atx with some ρ ∈]0, +∞]. Then the conditions below hold true.
We start with primal space (slope) necessary local extremality conditions.
{LE1}
Condition LE1 For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n) satisfying condition (8) and such that, for any λ > 0, η ∈]0, ρ[ and ϕ ∈ C , there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n) and x ∈ B η (x) satisfying conditions (29) and ( Proof The necessity follows from Proposition 10(ii) and Theorem 12 applied to the collection of n closed sets {Ω 1 , . . . ,
Now we formulate dual space (normal cone) necessary local extremality conditions. The next two conditions are for the case of a general Banach space. They employ Clarke normal cones.
{LE3}
Condition LE3 For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n) satisfying condition (8) and such that, for any λ > 0, η ∈]0, ρ[ and ϕ ∈ C 1 , there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n) and x ∈ B η (x) satisfying condition (29) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (44) , (46) and (60).
Proof The necessity follows from Definition 8(ii) and Theorem 19(i).
⊓ ⊔ {LE4}
Condition LE4 For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (13) and such that, for any λ > 0, η ∈]0, ρ[ and ϕ ∈ C 1 , there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n − 1) and ω n ∈ Ω n ∩ B η (x) satisfying condition (22) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34) , (36) and (61).
Proof The necessity follows from Proposition 10(ii) and Theorem 17(i).
⊓ ⊔
The next two conditions are versions of, respectively, Conditions LE3 and LE4 for the case when X is an Asplund space. They employ Fréchet normal cones.
{LE3-A}
Condition LE3-A For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n) satisfying condition (8) and such that, for any λ > 0, η ∈]0, ρ[, τ ∈]0, 1[ and ϕ ∈ C 1 , there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n) and x ∈ B η (x) satisfying condition (47) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (44) , (48) and (60).
Proof The necessity follows from Definition 8(ii) and Theorem 19(ii).
⊓ ⊔ {LE4-A} Condition LE4-A For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (13) and such that, for any λ > 0, η ∈]0, ρ[, τ ∈]0, 1[ and ϕ ∈ C 1 , there exist points
. . , n − 1) and ω n ∈ Ω n ∩ B η (x) satisfying condition (37), and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34) , (38) and (61). Proof The necessity follows from Proposition 10(ii) and Theorem 17(ii).
⊓ ⊔
Remark 27 Conditions LE1-LE4-A are weaker than the corresponding Conditions E1-E4-A for the extremality because of the additional requirement η < ρ. Note that η not only controls the choice of x and ω n , but is also involved in conditions (21), (28), (35) and (45).
Stationarity
{ST}
Suppose that the collection {Ω 1 , . . . , Ω n } is stationary atx. Then the conditions below hold true.
We start with primal space (slope) necessary stationarity conditions.
{S1}
Condition S1 For any ε > 0, there exist a number ρ ∈]0, ε[ and vectors a i ∈ X (i = 1, . . . , n) satisfying condition (10) and such that, for any λ > 0, η ∈]0, ρ] and ϕ ∈ C , there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n) and x ∈ B η (x) satisfying conditions (29) and (54), where γ := Proof The necessity follows from Proposition 10(iii) and Theorem 12.
⊓ ⊔ Now we formulate dual space (normal cone) necessary stationary conditions. The next two conditions are for the case of a general Banach space. They employ Clarke normal cones.
{S3}
Condition S3 For any ε > 0, there exist a number ρ ∈]0, ε[ and vectors a i ∈ X (i = 1, . . . , n) satisfying condition (10) and such that, for any λ > 0, η ∈]0, ρ] and ϕ ∈ C 1 , there exist points (29) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (44) , (46) and (60).
Proof The necessity follows from Definition 8(iii) and Theorem 19(i).
{S4}
Condition S4 For any ε > 0, there exist a number ρ ∈]0, ε[ and vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (15) and such that, for any λ > 0, η ∈]0, ρ] and ϕ ∈ C 1 , there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . ., n − 1) and ω n ∈ Ω n ∩ B η (x) satisfying condition (22) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34) , (36) and (61). Proof The necessity follows from Proposition 10(iii) and Theorem 17(i).
⊓ ⊔
The next two conditions are versions of, respectively, Conditions S3 and S4 for the case when X is an Asplund space. They employ Fréchet normal cones.
{S3-A}
Condition SA3-A For any ε > 0, there exist a number ρ ∈]0, ε[ and vectors a i ∈ X (i = 1, . . . , n) satisfying condition (10) and such that, for any
and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (44) , (48) and (60). Proof The necessity follows from Definition 8(iii) and Theorem 19(ii).
{S4-A}
Condition SA4-A For any ε > 0, there exist a number ρ ∈]0, ε[ and vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (15) and such that, for any
and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34) , (38) and (61).
Proof The necessity follows from Proposition 10(iii) and Theorem 17(ii). ⊓ ⊔
Remark 28 Conditions S1-SA4-A are weaker than the corresponding Conditions LE1-LE4-A for the local extremality because of the additional requirement ρ < ε.
Approximate Stationarity
{AP}
Suppose that the collection {Ω 1 , . . ., Ω n } is approximately stationary atx. Then the conditions below hold true. We start with primal space (slope) necessary approximate stationarity conditions.
{AS1}
Condition AS1 For any ε > 0, there exist a number ρ ∈]0, ε[, points ω i ∈ Ω i ∩ B ε (x) and vectors a i ∈ X (i = 1, . . . , n) satisfying condition (10) and such that, for any λ > 0, η ∈]0, ρ] and ϕ ∈ C , there exist points
where γ := λ η and a ′ i := a i + ω i (i = 1, . . . , n). As a consequence lim sup
Proof The necessity follows from Definition 8(iv) and Theorem 14 applied to the collection of closed sets {Ω 1 − ω 1 , . . . , Ω n − ω n } and their common point 0.
. . , n) and vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (15) and such that, for any
where γ := λ η and a ′ i := a i + ω i − ω n (i = 1, . . . , n − 1). As a consequence, lim sup
Proof The necessity follows from Proposition 10(iv) and Theorem 12 applied to the collection of closed sets {Ω 1 − ω 1 , . . ., Ω n−1 − ω n−1 , (Ω n − ω n ) ∩ (ρB)} and their common point 0. ⊓ ⊔ Now we formulate dual space (normal cone) necessary approximate stationary conditions. The next two conditions are for the case of a general Banach space. They employ Clarke normal cones.
{AS3}
Condition AS3 For any ε > 0, there exist a number ρ ∈]0, ε[, points ω i ∈ Ω i ∩ B ε (x) and vectors a i ∈ X (i = 1, . . . , n) satisfying condition (10) and such that, for any λ > 0, η ∈]0, ρ] and ϕ ∈ C , there exist points
. . , n) and x ∈ ηB satisfying condition (64), and vectors x * i ∈ X * (i = 1, . . . , n) satisfying condition (44) and
where a ′ i := a i + ω i (i = 1, . . . , n). Proof The necessity follows from Definition 8(iv) and Theorem 19(i) applied to the collection of closed sets {Ω 1 − ω 1 , . . ., Ω n − ω n } and their common point 0.
{AS4}
Condition AS4 For any ε > 0, there exist a number ρ ∈]0, ε[, points ω i ∈ Ω i ∩ B ε (x) (i = 1, . . . , n) and vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (15) and such that, for any λ > 0, η ∈]0, ρ] and ϕ ∈ C 1 , there exist points (49) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying condition (34) and
where a ′ i := a i + ω i − ω n (i = 1, . . . , n − 1). Proof The necessity follows from Proposition 10(iv) and Theorem 17(i).
⊓ ⊔
The next two conditions are versions of, respectively, Conditions AS3 and AS4 for the case when X is an Asplund space. They employ Fréchet normal cones.
{AS3-A}
Condition AS3-A For any ε > 0, there exist a number ρ ∈]0, ε[, points ω i ∈ Ω i ∩ B ε (x) and vectors a i ∈ X (i = 1, . . . , n) satisfying condition (10) and such that, for any λ > 0, η ∈]0, ρ], τ ∈]0, 1[ and ϕ ∈ C , there exist points ω ′ i ∈ Ω i ∩ B λ (ω i ) (i = 1, . . . , n) and x ∈ ηB satisfying
where a ′ i := a i + ω i (i = 1, . . . , n), and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (44), (65) and
Proof The necessity follows from Definition 8(iv) and Theorem 19(ii) applied to the collection of closed sets {Ω 1 − ω 1 , . . ., Ω n − ω n } and their common point 0.
and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34) , (67) and
where a
Proof The necessity follows from Proposition 10(iv) and Theorem 17(ii).
⊓ ⊔
Remark 29 Conditions AS1-AS4-A are weaker than the corresponding Conditions S1-SA4-A for the stationarity because of the additional collection of points ω i ∈ Ω i (i = 1, . . . , n) present in all of them. Conditions S1-SA4-A correspond to setting ω i :=x (i = 1, . . ., n) in Conditions AS1-AS4-A. Note that the other collection ω ′ i ∈ Ω i (i = 1, . . . , n) in Conditions AS1-AS4-A corresponds to ω i ∈ Ω i (i = 1, . . . , n) in Conditions S1-SA4-A.
Hölder Characterizations
{S5}
In this section, we formulate realizations of the necessary conditions of the extremality/stationarity properties from Section 4 in the Hölder setting.
Let Ω 1 , . . . , Ω n be closed subsets of a Banach space X,x ∈ ∩ n i=1 Ω i and q > 0. The conditions below correspond to setting ϕ(t) := αt q (t > 0) with some α > 0 in the corresponding conditions from Section 4. 'H' in the labels of the conditions stands for 'Hölder'.
Extremality
Suppose that the collection {Ω 1 , . . ., Ω n } is extremal atx. Then the conditions below hold true.
{HE1}
Condition HE1 For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n) satisfying condition (8) and such that, for any λ > 0 and η > 0, there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . ., n) and x ∈ B η (x) satisfying condition (29) and 
Condition HE2 For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (13) and such that, for any λ > 0 and η > 0, there exist points ω i ∈ Ω i ∩B λ (x) (i = 1, . . . , n − 1) and ω n ∈ Ω n ∩ B η (x) satisfying condition (22) and
where γ := λ η . As a consequence,
The next two conditions are for the case of a general Banach space. They employ Clarke normal cones.
{HE3}
Condition HE3 For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n) satisfying condition (8) and such that, for any λ > 0 and η > 0, there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n) and x ∈ B η (x) satisfying condition (29) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (44) , (46) and
Condition HE4 For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (13) and such that, for any λ > 0 and η > 0, there exist points ω i ∈ Ω i ∩B λ (x) (i = 1, . . . , n − 1) and ω n ∈ Ω n ∩ B η (x) satisfying condition (22) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34) , (36) and
The next two conditions are versions of, respectively, Conditions HE3 and HE4 for the case when X is an Asplund space. They employ Fréchet normal cones.
{HE3-A}
Condition HE3-A For any ε > 0, there exist vectors a i ∈ X (i = 1, . . ., n) satisfying condition (8) and such that, for any λ > 0, η > 0 and τ ∈]0, 1[, there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n) and x ∈ B η (x) satisfying condition (47) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (44) , (48) and (77).
{HE4-A}
Condition HE4-A For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (13) and such that, for any λ > 0, η > 0 and τ ∈]0, 1[, there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n − 1) and ω n ∈ Ω n ∩ B η (x) satisfying condition (37) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34) , (38) and (78).
Local Extremality
{HLE1}
Condition HLE1 For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n) satisfying condition (8) and such that, for any λ > 0 and η ∈]0, ρ[, there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n) and x ∈ B η (x) satisfying conditions (29) and (73). As a consequence, condition (74) is satisfied.
{HLE2}
Condition HLE2 For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (13) and such that, for any λ > 0 and η ∈]0, ρ[, there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n − 1) and ω n ∈ Ω n ∩ B η (x) satisfying condition (22) and
As a consequence, condition (76) is satisfied.
{HLE3}
Condition HLE3 For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n) satisfying condition (8) and such that, for any λ > 0 and η ∈]0, ρ[, there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n) and x ∈ B η (x) satisfying condition (29) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (44) , (46) and (77).
{HLE4}
Condition HLE4 For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (13) and such that, for any λ > 0 and η ∈]0, ρ[, there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n − 1) and ω n ∈ Ω n ∩ B η (x) satisfying condition (22) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34) , (36) and (78).
The next two conditions are versions of, respectively, Conditions HLE3 and HLE4 for the case when X is an Asplund space. They employ Fréchet normal cones.
{HLE3-A-1}
Condition HLE3-A For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n) satisfying condition (8) and such that, for any λ > 0, η ∈]0, ρ[ and τ ∈]0, 1[, there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n) and x ∈ B η (x) satisfying condition (47) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (44) , (48) and (77).
{HLE4-A-1}
Condition HLE4-A For any ε > 0, there exist vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (13) and such that, for any λ > 0, η ∈]0, ρ[ and τ ∈]0, 1[ , there exist points (37) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34) , (38) and (78).
Stationarity
{HS1}
Condition HS1 For any ε > 0, there exist a number ρ ∈]0, ε[ and vectors a i ∈ X (i = 1, . . . , n) satisfying condition (10) and such that, for any λ > 0 and η ∈]0, ρ], there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n) and x ∈ B η (x) satisfying conditions (29) and (73), where γ := λ η . As a consequence, condition (74) is satisfied.
{HS2}
Condition HS2 For any ε > 0, there exist a number ρ ∈]0, ε[ and vectors a i ∈ X (i = 1, . . . , n − 1), satisfying condition (15) and such that, for any λ > 0 and η ∈]0, ρ], there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n − 1) and ω n ∈ Ω n ∩ B η (x) satisfying conditions (22) and (75), where γ := λ η . As a consequence, condition (76) is satisfied.
{HS3}
Condition HS3 For any ε > 0, there exist a number ρ ∈]0, ε[ and vectors a i ∈ X (i = 1, . . . , n) satisfying condition (10) and such that, for any λ > 0 and η ∈]0, ρ], there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n) and x ∈ B η (x) satisfying condition (29) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (44) , (46) and (77).
{HS4}
Condition HS4 For any ε > 0, there exist a number ρ ∈]0, ε[ and vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (15) and such that, for any λ > 0 and η ∈]0, ρ], there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n − 1) and ω n ∈ Ω n ∩ B η (x) satisfying condition (22) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34) , (36) and (78).
The next two conditions are versions of, respectively, Conditions HS3 and HS4 for the case when X is an Asplund space. They employ Fréchet normal cones.
{HS3-A}
Condition HS3-A For any ε > 0, there exist a number ρ ∈]0, ε[ and vectors a i ∈ X (i = 1, . . . , n) satisfying condition (10) and such that, for any λ > 0, η ∈]0, ρ] and τ ∈]0, 1[, there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n) and x ∈ B η (x) satisfying condition (62), and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (44) , (48) and (77).
{HS4-A}
Condition HS4-A For any ε > 0, there exist a number ρ ∈]0, ε[ and vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (15) and such that, for any λ > 0, η ∈]0, ρ] and τ ∈]0, 1[, there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n − 1) and ω n ∈ Ω n ∩ B η (x) satisfying condition (63), and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34) , (38) and (78).
Approximate Stationarity
Suppose that the collection {Ω 1 , . . ., Ω n } is approximately stationary atx. Then the conditions below hold true.
{HAS1}
Condition HAS1 For any ε > 0, there exist a number ρ ∈]0, ε[, points ω i ∈ Ω i ∩ B ε (x) and vectors a i ∈ X (i = 1, . . . , n) satisfying condition (10) and such that, for any λ > 0 and η ∈]0, ρ], there exist points
. . , n) and x ∈ ηB satisfying condition (64) and
where γ := λ η , and a ′ i := a i + ω i (i = 1, . . . , n). As a consequence,
. . , n) and vectors a i ∈ X (i = 1, . . . , n − 1) satisfying (15) and such that, for any λ > 0 and η ∈]0, ρ], there exist points
where γ := λ η and a ′ i := a i + ω i − ω n (i = 1, . . . , n − 1). As a consequence,
{HAS3}
Condition HAS3 For any ε > 0, there exist a number ρ ∈]0, ε[, points ω i ∈ Ω i ∩B ε (x) and vectors a i ∈ X (i = 1, . . . , n) satisfying condition (10) and such that, for any λ > 0 and η ∈]0, ρ], there exist points ω ′ i ∈ Ω i ∩ B λ (ω i ) (i = 1, . . . , n) and x ∈ ηB satisfying condition (64), and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (44) , (66) and
where a ′ i := a i + ω i (i = 1, . . . , n).
{HAS4}
Condition HAS4 For any ε > 0, there exist a number ρ ∈]0, ε[, points ω i ∈ Ω i ∩ B ε (x) (i = 1, . . . , n) and vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (15) and such that, for any λ > 0 and η ∈]0, ρ], there exist points ω ′ i ∈ Ω i ∩ B λ (ω i ) (i = 1, . . . , n − 1) and ω ′ n ∈ Ω n ∩ B η (ω n ) satisfying condition (49) , and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34), (68) and
where a ′ i := a i + ω i − ω n (i = 1, . . . , n − 1). The next two conditions are versions of, respectively, Conditions HAS3 and HAS4 for the case when X is an Asplund space. They employ Fréchet normal cones.
{HAS3-A}
Condition HAS3-A For any ε > 0, there exist a number ρ ∈]0, ε[, points ω i ∈ Ω i ∩ B ε (x) and vectors a i ∈ X (i = 1, . . ., n) satisfying condition (10) and such that, for any λ > 0, η ∈]0, ρ] and τ ∈]0, 1[, there exist points ω ′ i ∈ Ω i ∩B λ (ω i ) (i = 1, . . . , n) and x ∈ ηB satisfying condition (69), and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (44) , (70) and (79), where a ′ i := a i + ω i (i = 1, . . . , n).
{HAS4-A}
Condition HAS4-A For any ε > 0, there exist a number ρ ∈]0, ε[, points ω i ∈ Ω i ∩ B ε (x) (i = 1, . . . , n) and vectors a i ∈ X (i = 1, . . . , n − 1) satisfying condition (15) and such that, for any λ > 0, η ∈]0, ρ] and τ ∈]0, 1[, there exist points ω ′ i ∈ Ω i ∩ B λ (ω i ) (i = 1, . . . , n − 1) and ω ′ n ∈ Ω n ∩ B η (ω n ) satisfying condition (71), and vectors x * i ∈ X * (i = 1, . . ., n) satisfying conditions (34) , (72) and (80), where a ′ i := a i + ω i − ω n (i = 1, . . ., n − 1).
Linear Dual Characterizations
{S5.5}
In this subsection, we briefly discuss simplifications in the above necessary characterizations of the extremality/stationarity properties in the linear case, i.e. when q = 1. We limit ourselves to the dual necessary characterizations, where the most important simplifications appear. 1. In each of the dual necessary characterizations of extremality/stationarity properties, the Hölder parameter q is only involved in a single condition: see the key normal cone conditions (77)-(80). In the linear case, all these conditions get much simpler as the terms containing expressions to the power q − 1 in the left-hand sides of the inequalities disappear. As a result, four different expressions reduce to just two forms. Specifically, inequalities (77) and (79) take the form while inequalities (78) and (80) take the form
{5.5-2} {5. 5-2} with N in both cases standing for either the Clarke or the Fréchet normal cone. Thus, inequalities (77)-(80) become independent on the vectors a i 's.
The other simplifications in the necessary characterizations of extremality/stationarity properties discussed below come at the expense of weakening the conditions. 2. The vectors a i 's (coming from the original definitions of the respective properties) remain in two conditions in each of the dual necessary characterizations: conditions (22) , (29), (37) , (47) , (49) , (62), (63) or (64) on the choice of points ω i ∈ Ω i (or ω ′ i ∈ Ω i ) (i = 1, . . . , n), and conditions (36) , (38) , (46) , (48) , (66), (68), (70) or (72) coupling the primal and dual vectors involved in the characterizations. Both groups of conditions are important for detecting the respective properties. At the same time, finding the vectors a i 's is not easy in general, which makes checking these conditions difficult. Removing the conditions listed above (together with the number τ involved in the characterizations employing Fréchet normal cones) from the corresponding necessary characterizations makes them simpler and more practical, though weaker in general. For instance, the dual necessary characterizations of extremality HE3 and HE4, and their Asplund space versions HE3-A and HE4-A reduce to the following two conditions, where N stands for either the Clarke normal cone (N = N C ) in the case of a general Banach space, or the Fréchet normal cone (N = N F ) if the space is Asplund.
{EL1}
Condition E3 • For any ε > 0, λ > 0 and η > 0, there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n) and x ∈ B η (x), and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (44) and (81).
{EL2}
Condition E4 • For any ε > 0, λ > 0 and η > 0, there exist points ω i ∈ Ω i ∩ B λ (x) (i = 1, . . . , n − 1) and ω n ∈ Ω n ∩ B η (x), and vectors x * i ∈ X * (i = 1, . . . , n) satisfying conditions (34) and (82).
The corresponding simplified versions of the necessary characterizations of local extremality, stationarity and approximate stationarity contain the same dual conditions (81) and (82).
3. Unlike condition (82), which basically requires the dual vectors x * i ∈ X * (i = 1, . . . , n) to be close to the respective normal cones, condition (81) combines two different types of constraints on theses vectors: they must be close to the respective normal cones and their sum must be small. Within Condition E4 • , the second constraint is taken care of by condition (34) , which requires even more: the sum of the vectors must equal 0.
Fortunately, the two types of constraints combined in condition (81) can be easily separated and, using elementary arguments hidden in multiple proofs of 'generalized separation' statements and formulated explicitly in [7, Lemma 1] , the collection of dual vectors x * i ∈ X * (i = 1, . . . , n) satisfying (81) can be replaced in Condition E3 • and its analogues by another collection of vectors belonging to the respective normal cones: x * i ′ ∈ N Ω i (ω i ) (i = 1, . . . , n), satisfying (44) and with n i=1 x * i ′ arbitrarily small. 4. Finally, it is not difficult to observe that the parameters λ and η in Conditions E3 • and E4 • are redundant. They both can be replaced in conditions ω i ∈ B λ (x) (i = 1, . . . , n), x ∈ B η (x) in E3 • and ω i ∈ B λ (x) (i = 1, . . . , n − 1), ω n ∈ B η (x) in E4 • by ε. Moreover, taking into account the observations in item 3, condition (81) can be replaced by x * i ∈ N Ω i (ω i ) (i = 1, . . . , n) and n i=1 x * i < ε, while condition (82) can be replaced by
Thus, Conditions E3 • and E4 • reduce, respectively, to the well known conditions (ii) and (iii) in Theorem 11.
Similar observations apply to the necessary characterizations of local extremality, stationarity and approximate stationarity. The auxiliary points ω i ∈ Ω i (i = 1, . . . , n) in the characterizations of approximate stationarity can be disregarded. As a result, the respective analogues of Conditions E3 • and E4 • reduce to the same conventional conditions (ii) and (iii) in Theorem 11.
Thus, the equivalent conditions (ii) and (iii) in Theorem 11 represent universal dual necessary characterizations of all four properties: extremality, local extremality, stationarity and approximate stationarity in the linear setting. In fact, as it follows from Theorem 11, these conditions are indeed good for characterizing approximate stationarity. For the other three properties, which are stronger, in some cases these characterizations can be too weak. In such cases, one has an option of employing the original (not simplified) characterizations, involving the vectors a i 's.
