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Abstract
We provide a classification of Λ > 0-vacuum spacetimes which admit a
Killing vector field with respect to which the associated “Mars-Simon ten-
sor” (MST) vanishes and having a conformally flat I− (or I+). To that
end, we also give a complete classification of conformal Killing vector fields
on the 3-sphere S3 up to Mo¨bius transformations shedding light on the
two fundamental constants that characterize the family of Kerr-de Sitter-
like spacetimes, which turn out to be well-defined geometrical invariants.
The topology of I is determined in every case, and a characterization
result at I of the Kerr-de Sitter family presented.
Contents
1 Introduction 2
2 Background 4
2.1 Conformal completion, I and reduced KID equations . . . . . . 5
2.2 Alignment condition: Mars-Simon tensors . . . . . . . . . . . . . 7
2.3 Conformal group and the conformal rescaling freedom . . . . . . 8
3 Geometrically invariant properties of asymptotic KID at con-
formally flat I 10
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1 Introduction
Understanding the asymptotic properties of spacetimes with a positive cosmo-
logical constant Λ is indispensable but at the same time has revealed as more
involved than in the absence of Λ —no matter how small this constant may be.
It is necessary because there is little doubt at present that the cosmological con-
stant is strictly positive, e.g. [33]; but also more complex because, even though
the conformal completion [34] of spacetimes can be equally built, the positivity
of Λ implies the existence of particle horizons [37] or, put simply, that null in-
finity —denoted by I— is spacelike, leading to a series of notable difficulties,
see e.g. [2].
An advantageous fact, though, is the existence of the conformal field equa-
tions [11, 12] which allow for the definition of a well-posed “asymptotic Cauchy
2
problem” by giving appropriate asymptotic initial data at infinity. This was
used in the companion paper [26] where we analyzed a class of solutions of
Einstein’s vacuum field equations with positive Λ which admit a Killing vector
field (KVF) as well as a smooth conformal completion at infinity a` la Penrose.
The Kerr-de Sitter family is the most prominent example of an explicitly known
solution belonging to this class, and it happens to have the additional prop-
erty that the so-called “Mars-Simon tensor” (MST) associated to a particular
KVF vanishes. Thus, in [26] we characterized spacetimes with vanishing MST
in terms of their asymptotic Cauchy data prescribed at past —or future— null
infinity.
The aim of this paper is to provide a classification of Λ > 0-vacuum space-
times with vanishing MST in terms of those asymptotic Cauchy data. The
classification is partial for we will impose the additional hypothesis that null
infinity is locally conformally flat. In such a case asymptotic Cauchy data com-
prise a locally conformally flat Riemannian 3-manifold (the conformal gauge
freedom allows one to take a domain of the round 3-sphere S3) together with
a “mass”-parameter and a conformal Killing vector field (CKVF). Taking the
remaining conformal gauge freedom into account, the classification is reduced
to the classification of CKVFs on S3 up to Mo¨bius transformations. Apart from
a certain degenerate case, such CKVFs are completely determined by two in-
variants ĉ and k̂, so that asymptotic Cauchy data for the class of spacetimes
described above consists of three parameters in the generic cases, plus another
invariant r¯ ∈ {1, 2} which distinguishes two possibilities in the degenerate case.
These asymptotic data need to be related to the Λ > 0-vacuum spacetimes
they generate. For this one simply guesses all the spacetimes in this class and
shows that all parameter ranges are covered. Interestingly, proceeding this way
we come upon a Λ > 0-vacuum spacetime which does not seem to have been dis-
cussed in the literature hitherto, despite the fact that it can be shown to belong
to the well-known Pleban´ski family. Actually, this solution can be obtained as a
particular limit of the Kerr-de Sitter family, has one free parameter and seems
to describe a inhomogeneization of de Sitter spacetime, facts indicating that it
might be of physical relevance. The analysis of this unanticipated solution will
be given elsewhere.
The paper is organized as follows: In Section 2 we will review the notion
of a smooth conformal completion at infinity and the definition of the Mars-
Simon tensor. We will further recall some results concerning the asymptotic
Cauchy problem, crucial for our analysis, and discuss a conformal gauge freedom
contained in asymptotic Cauchy data sets.
In Section 3 we introduce the invariants which are used to accomplish the
classification of CKVFs and provide a summary of the most relevant results,
which are derived in detail in the Appendices A-C. Specifically, in Appendix A
we relate the class of CKVFs on the n-dimensional unit sphere Sn to the set of
two-forms at the origin in the Minkowski spacetime M1,n+1 by exploiting the
relation between the conformal group of Sn and the isometry group of hyperbolic
space Hn+1 viewed as a spacelike hyperboloid in flat spacetime. We then study
the relation between the action of the conformal group of the n-sphere on CKVFs
with the action of the orthochronous Lorentz group on two-forms at the origin.
In Appendix B we classify algebraically equivalence classes of two-forms related
by orthochronous Lorentzian transformations on the tangent space of any point
in a Lorentzian d-dimensional manifold. The classification is achieved in terms
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of a set of [d/2] polynomial invariants Ia constructed from (a representative) of
the two-form and a rank parameter r¯. In Appendix C we particularize to the
case of S3, or equivalently E3, and obtain the relation between the invariants
I1, I2 —as now d = 5— and the constants k̂(Y ) and ĉ(Y ) associated to the
CKVF Y on S3 which were shown [26] to be the traces on I of geometrically
defined scalar quantities associated to KVFs in Λ > 0-vacuum spacetimes. The
domain of variation for k̂(Y ) and ĉ(Y ) is determined explicitly, and we show that
except for the values k̂ = 0, ĉ < 0, these two constants suffice to label univocally
the equivalence classes of CKVFs under the action of the conformal group of S3.
When k̂ = 0, ĉ < 0 there are two equivalence classes which are distinguised by
the value of the rank parameter r¯ = 1 or r¯ = 2. For each equivalence class, we
give a canonical representative in the E3 conformal representation of S3 \ {p}.
We also include a further Appendix D which contains a characterization
of asymptotic KIDs ensuring that the KVF of the emerging Λ > 0-vacuum
spacetime is hypersurface orthogonal. This shows e.g. that the Schwarzschild-
de Sitter spacetime admits a hypersurface orthogonal KVF just by checking the
data given at I .
The classification of Λ > 0-vacuum spacetimes with vanishing MST and
locally conformally flat I is completed in Section 4. Our main result is formu-
lated in Section 5, Theorem 5.1, where we also discuss the topology of the I ’s
of those spacetimes which arise in our classification.
In [27, 28] a complete classification (from a spacetime perspective) of Λ-
vacuum spacetimes with vanishing MST has been provided in terms of explicit
solutions. Given a solution of Einstein’s field equations it is usually a non-
trivial issue to analyze whether or not it admits a smooth conformal completion
at infinity. Our approach straightforwardly distinguishes those spacetimes in
[27] with Λ > 0 which admit a (locally conformally flat) null infinity. This is
the contents of Section 7.
While most of our characterization is of a local nature, we provide in Sec-
tion 6 a global characterization of the Kerr-de Sitter family at null infinity,
or, more precisely, of the domain of dependence of a connected component
I − ∼= S3 \ {p1, p2} of I . In addition to the requirement that I − be locally
conformally flat, one merely needs to impose certain conditions near one of the
poles p1 or p2. This is achieved by employing the “Killing initial data” (KID)
equation [32] that the CKVF needs to satisfy on I .
2 Background
We consider a 4-dimensional connected, oriented and time-oriented spacetime
(M , g), where the metric tensor field g is a smooth solution of Einstein’s vacuum
field equations
Rµν = Λgµν (2.1)
with a positive cosmological constant Λ > 0. Here Rµν is the Ricci tensor of
(M , g), and the corresponding Weyl tensor will be denoted by Cµναβ (our sign
conventions follow e.g. [37]). We will use both abstract index and index-free
notations. Boldface letters denote differential forms. Greek indices are space-
time indices while Latin indices will be used for spatial indices corresponding
to I , to be defined presently.
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2.1 Conformal completion, I and reduced KID equations
A convenient and useful tool to analyze asymptotic properties of spacetimes,
and even properties “at infinity”, is Penrose’s conformal technique [34]:
Definition 2.1 (Conformal completion and I ) A spacetime (M , g) admits a
smooth conformal compactification at infinity if there exists a spacetime (M˜ , g˜)
—called “unphysical”—and a conformal embedding
M
φ
↪→ M˜ , φ∗(Θ−2g˜) = g , Θ ∈ C∞(M˜ ,R), Θ|φ(M ) > 0 , (2.2)
such that I = ∂φ(M )∩{Θ = 0 , dΘ 6= 0} is a smooth hypersurface called null
infinity.
We will implicitly identifyM with its image φ(M ) ⊂ M˜ and sometimes simply
write g˜ = Θ2g. Indices of physical and unphysical fields are raised and lowered
with g and g˜, respectively.
Null infinity I is not necessarily connected. One defines past null infinity
as the subset of I that contains no endpoint of a future-directed causal curve
defined within (M , g), and analogously for future null infinity. These sets, them-
selves, are not connected in general either. If the Einstein equations (2.1) hold
with Λ > 0 then I is spacelike. This leads to the idea of defining a spacetime
by providing an appropriate initial data set at a given connected component of
past null infinity, say I − (everything remains valid by defining a final data set
given at a connected component I + of future null infinity). Such an “asymp-
totic Cauchy problem” was proven to be well posed by Friedrich [10, 11]. More
precisely, the Einstein field equations (2.1) were shown to be equivalent to a
set of hyperbolic differential equations on (M˜ , g˜), called the Conformal Field
Equations, with the important property that they remain regular across Θ = 0.
The required initial data are just the conformal properties of the hypersurface,
that is a 3-manifold with a conformal class of Riemannian metrics —which plays
the role of I − once the equations are solved and the spacetime is built—, sup-
plemented with a 2-covariant, symmetric, traceless and divergence-free tensor
field D on that hypersurface.
In this paper, in addition to (2.1) and the existence of a conformal completion
in the above sense, we will assume the existence of a Killing vector field X.
Obviously, φ∗X is a conformal Killing vector field (CKVF) of (M , g˜) and it
happens to extend smoothly as a tangential vector to I . We will denote by Y
the restriction of φ∗X to I . Then, Y is a CKVF of I and furthermore the
data D satisfy a transport equation along the flow lines of Y . As shown by
Paetz [32], these conditions are also sufficient.
We collect and combine these results in the following fundamental theorem,
which is one of the basis for our analysis.
Theorem 2.2 ([10, 32]) Let (Σ, h) be a connected Riemannian 3-dimensional
manifold endowed with a symmetric 2-covariant tensor field D and let Λ > 0 be
a positive constant.
(i) The triple (Σ, h,D) defines a unique —up to isometries— maximal glob-
ally hyperbolic development (M , g) of the field equations (2.1) admitting a
conformal completion (2.2) with isometric embedding ι : (Σ, h) ↪→ (M˜ , g˜)
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such that ι(Σ) = I − and ι?(Θ−1C˜(n, ·, n, ·)) = D (n is the unit normal
to I − and C˜ is the Weyl tensor of (M˜ , g˜)) if and only if D is traceless
with vanishing divergence.
(ii) The unphysical spacetime (M˜ , g˜) admits a CKVF X which is tangential to
I − as well as a Killing vector field of (M , g) if and only if, in addition,
the vector field Y defined by X|I := ι?Y is a CKVF of (Σ, h) which
satisfies the “reduced KID equations”:
LYD +
1
3
(divhY )D = 0 . (2.3)
A tensor with the above properties of D is said to be a “traceless and
transversal” tensor, or just a “TT tensor” for short. A triple (Σ, h,D) with
the properties of the previous theorem is called asymptotic Cauchy data. The
quadruple (Σ, h,D, Y ) where Y is a CKVF of (Σ, h) satisfying (2.3) is called
“asymptotic Killing initial data”, or simply asymptotic KID.
Remark 2.3 Some remarks concerning gauges freedom are in order:
a) Given any diffeomorphism Ψ : Σ 7→ Σ, the covariance of the field equa-
tions imply that the asymptotic Cauchy data (Σ,Ψ?(h),Ψ?(D)) are ge-
ometrically equivalent to (Σ, h,D). Standard properties of local groups
of transformations imply that Ψ−1? (Y ) is a CKVF of (Σ,Ψ
?(h)). There-
fore, it is clear that (Σ,Ψ?(h),Ψ?(D),Ψ−1? (Y )) defines asymptotic KID
geometrically equivalent to (Σ, h,D, Y ). We call this diffeomorphism
invariance of the data.
b) Given the conformal invariance of the conformal field equations, only the
conformal class of the initial data (Σ, h,D) matters geometrically [10], i.e.
replacing h by Ω−2h and D by ΩD, with Ω any positive smooth func-
tion, yields the same physical spacetime. We call this gauge freedom the
conformal rescaling freedom. It will play an important role in our
classification below.
c) Applying the gauge transformation Θ 7→ −Θ would imply h 7→ h and
D 7→ −D, so that the sign of D is a matter of gauge. However, we assume
the conformal factor Θ to be positive on the physical spacetime (M , g)
whence the freedom to choose sign(D) is lost. This will have implications
on the allowed range of the physical parameters of the resulting spacetimes.
We will implicitly identify ι(Σ) and I − when there is no risk of confu-
sion. As mentioned above, tensors in (I −, h) carry Latin indices i, j, k, · · · .
Norms in (I −, h) will be denoted by | · |2 and ∇̂ will refer to the Levi-Civita
covariant derivative of h. We will also need the Cotton-York tensor of the
three-dimensional metric h, defined by
Ĉij = −1
2
η̂ kli
(
∇̂lL̂jk − ∇̂kL̂jl
)
, L̂ij := R̂ij − 1
4
R̂hij
where η̂ is the volume form of h and R̂ij , R̂ are the Ricci tensor and scalar
curvature of h respectively. Hats will be placed on objects defined on (Σ, h)
—except for h, D and Y .
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2.2 Alignment condition: Mars-Simon tensors
The non-trivial Killing vector field X of (M , g) satisfies by definition
(LXg)µν ≡ 2∇(µXν) = 0
and thus Fµν := ∇µXν is a two-form F(µν) = 0. Using the volume 4-form ηµνσρ
of g one defines the Hodge dual operation ? in the standard way, in particular
2F ?µν := ηµνσρF
σρ and the Killing self-dual 2-form is defined as
Fµν := Fµν + iF ?µν
and satisfies F?µν = −iFµν . We set by definition F2 := FµνFµν .
The space of self-dual two-forms can be naturally endowed with a metric,
described by the symmetric double two-form
Iµνσρ := 1
4
(gµσgνρ − gµρgνσ + iηµνσρ),
in the sense that IµνσρWσρ =Wµν for any self-dual two-formWµν . Then, using
only the Killing vector field X (and g) we can define
Uµνσρ := −FµνFσρ + 1
3
F2Iµνσρ
which is a symmetric double two-form with all the properties [20, 23] of the
Weyl tensor (Uµ[νσρ] = 0, Uσνσρ = 0). It is also self-dual in the sense that
U?µνσρ = −iUµνσρ (recall that for traceless double symmetric two-forms the left
and right Hodge duals coincide, see e.g. [35, 36]) . Hence, it seems natural to
compare Uµνσρ with the self-dual Weyl tensor
Cµνσρ :=Cµνσρ + iC?µνσρ,
the simplest case arising when Uµνσρ and Cµνσρ are proportional to each other.
This was the crucial condition used in [23, 24] to characterize the Kerr-NUT
metrics among vacuum solutions with a Killing vector, and has since been used
successfully in a number of interesting programs, e.g. [14, 15, 20, 26]. The
very same “alignment” condition permits to characterize an important number
of distinguished spacetimes in the general case with a non-zero Λ [27, 28]. A
summary with all possible Λ-vacuum (i.e. satisfying (2.1)) metrics subject to
this alignment condition can be found in the recent [28].
An equivalent way of stating that the two tensors Uµνσρ and Cµνσρ are pro-
portional to each other is the existence of a function Q such that the self-dual
double symmetric two-form
Sµνσρ := Cµνσρ +QUµνσρ , (2.4)
vanishes, i.e.
Cµνρσ = Q
(
FµνFρσ − 1
3
F2Iµνρσ
)
. (2.5)
The tensors (2.4) have come to be known in the literature as Mars-Simon tensors
(MST) (cf. e.g. [14, 20, 26]). Observe that the function Q has so far been left
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undefined. We want, however, to analyze the situation where Sµνσρ vanishes
for some choice of Q. In that case we will necessarily have
SµνσρFµνFσρ = 0 ⇐⇒ QF4 = 3
2
FµνFσρCµνσρ , (2.6)
which determines Q as long as F2 has no zeros. But the results in [27, 28] inform
us that Λ-vacuum spacetimes with F2 vanishing somewhere (and vanishing MST
S) necessarily satisfy F2 = 0 everywhere and furthermore Λ ≤ 0.
Therefore, we can assume without loss generality that F2 has no zeros and
that (2.6) determines Q. This choice of Q is denoted by Q0 [26],
Q0 :=
3
2
F−4FµνFσρCµνσρ (2.7)
and, from now on, MST will mean S as in (2.4) with Q = Q0.
(In some situations, in particular if evolution equations for the MST are
needed, it is convenient to take a different choice of the function Q. We refer
the reader to [26] for a discussion of this issue).
In [26] we have introduced the notion of Kerr-de Sitter-like spacetimes:
Definition 2.4 Let (M , g) be a Λ > 0-vacuum spacetime admitting a smooth
conformal compactification and a corresponding null infinity I . (M , g) is called
“Kerr-de Sitter-like” at a connected component I − of I if it admits a KVF
X in the domain of dependence (DoD) of I − such that the associated MST
vanishes.
We will actually say that the spacetime is “Kerr-de Sitter like” in the entire
DoD of I −. In [26] we have proven the following result:
Theorem 2.5 Let (Σ, h) be a Riemannian 3-manifold which admits a CKVF Y
with |Y |2 > 0, complemented by a TT-tensor D to asymptotic KID. Then there
exists a Kerr-de Sitter-like spacetime (M , g) such that Σ can be identified with
I − if and only if, with Y := h(Y, ·)
(i) The Cotton-York tensor of h takes the form Ĉ = Cmag|Y |−5(Y ⊗ Y −
1
3 |Y |2h) for some constant Cmag ∈ R, and
(ii) D = Cel|Y |−5(Y ⊗ Y − 13 |Y |2h) for some constant Cel ∈ R.
From point c) in Remark 2.3 we will have to keep the whole real line as the
range of the constant Cel. The reader should keep in mind that the range of
the mass-parameter of e.g. the Kerr-de Sitter spacetime which will be generated
by asymptotic Cauchy data in our choice of gauge will then happen to be the
whole real line as well.
2.3 Conformal group and the conformal rescaling freedom
Our aim is to provide a classification of the Kerr-de Sitter like spacetimes ac-
cording to Theorem 2.5, and in this paper this will be done under the additional
hypothesis Cmag = 0. To that end, and independently of any assumption on Ĉ,
our starting point is an analysis of the consequences of the conformal rescaling
freedom introduced in point b) of Remark 2.3.
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Assume therefore that Ψ is an element of the conformal group of (Σ, h), i.e.
a diffeomorphism Ψ : Σ 7→ Σ satisfying Ψ?(h) = Ω2h for a smooth positive
function Ω. Combining the diffeomorphism invariance (point a) in Remark 2.3
and the conformal rescaling freedom we find (we denote by ≈ the geometric
equivalence of the data, i.e. the fact that both sets of data generate the same
spacetime up to diffeomorphism):
(Σ, h,D,Ψ?(Y )) ≈ (Σ,Ψ?(h),Ψ?(D), Y ) = (Σ,Ω2h,Ψ?(D), Y )
≈ (Σ, h,ΩΨ?(D), Y ). (2.8)
Thus, under any element of the conformal group we can replace the CKVF
Y by the CKVF Ψ?(Y ), provided we also transform D as dictated in (2.8). We
are going to apply this to the case when D = CelDY , with
DY := |Y |−5(Y ⊗ Y − 1
3
|Y |2h). (2.9)
Lemma 2.6 Let (Σ̂, h) be Riemannian, three-dimensional and admitting a CKVF
Y with no zeros. Then the asymptotic KID (Σ, h, CelDY , Y ) is geometrically
equivalent to (Σ, h, CelDΨ?(Y ),Ψ?(Y )), where Ψ is any element of the confor-
mal group of (Σ, h).
Remark 2.7 Observe that, as remarked in [26], given any three-dimensional
Riemannian space (Σ, h) admitting a non-trivial CKVF Y and letting Σ̂ be any
connected component of Σ \ {p ∈ Σ, Y (p) = 0}, the quadruple (Σ̂, h, CelDY , Y )
defines asymptotic KID.
Proof: The lemma will follow from (2.8) applied to D = CelDΨ?(Y ) provided
we can show
ΩΨ?(DΨ?(Y )) = DY . (2.10)
Notice that DΨ?(Y ) is defined with respect to the metric h (cf. (2.8)). Since Σ
now has two metrics, we distinguish norms by a subscript.
|Ψ?(Y )|2h = h(Ψ?(Y ),Ψ?(Y )) = Ψ?(h)(Y, Y ) = |Y |2Ψ?(h).
Let V1, V2 be arbitrary vector fields on Σ. The definition of DΨ?(Y ) gives
Ψ?(DΨ?(Y ))(V1, V2) = DΨ?(Y )(Ψ?(V1),Ψ?(V2))
=
1
|Ψ?(Y )|5h
[
h(Ψ?(V1),Ψ?(Y ))h(Ψ?(V2),Ψ?(Y ))− 1
3
|Ψ?(Y )|2hh(Ψ?(V1),Ψ?(V2))
]
=
1
|Y |5Ψ?(h)
(
Ψ?(h)(V1, Y )Ψ
?(h)(V2, Y )− 1
3
|Y |2Ψ?(h)Ψ?(h)(V1, V2)
)
=
1
Ω|Y |2h
(
h(V1, Y )h(V2, Y )− 1
3
|Y |2hh(V1, V2)
)
=
1
Ω
DY (V1, V2),
where in the third equality we used Ψ?(h) = Ω2h. Thus (2.10) is established
and the lemma follows. 2
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On any Riemannian space (Σ, h), let Conf(Σ) be the conformal group. We
introduce an equivalence relation between CKVFs of (Σ, h) defined by Y1 ≈ Y2 iff
there exists an element Ψ ∈ Conf(Σ) such that Ψ?(Y1) = Y2. The corresponding
equivalence classes are denoted by [Y ]. Lemma 2.6 states that the geometric
KID (Σ, h, CelDY , Y ) depends only on the equivalence class and not on the
representative. Obviously, this property is interesting as long as the conformal
group of Σ is non-trivial, and it is more relevant the larger the conformal group
is. In this paper we are interested in (Σ, h) being locally conformally flat, so
that (Σ, h) is locally conformally isometric to an open subset of Euclidean space
(R3, gE), or also conformally isometric to an open subset of the standard 3-
sphere (S3, γS3). The conformal group of (S3, γS3) is large (in fact of maximal
dimension) so in order to classify the KID data (Σ, h, CelDY , Y ) we need to
understand the equivalence classes [Y ] in (S3, γS3) —and/or in (R3, gE).
3 Geometrically invariant properties of asymp-
totic KID at conformally flat I
In this paper we are going to provide a classification of all spacetimes which can
be constructed by “Kerr-de Sitter like” asymptotic KID, that is, according to
Theorem 2.5,
Ĉij = Cmag|Y |−5
(
YiYj − 1
3
|Y |2hij
)
, (3.1)
Dij = Cel|Y |−5
(
YiYj − 1
3
|Y |2hij
)
, (3.2)
where Y is a CKVF of (I −, h), by making the additional hypothesis that
(I −, h) is locally conformally flat.
In particular, we are interested in a characterization of the Kerr-de Sitter metric
which is well-known (cf. e.g. [2]) to admit a locally conformally flat I −.
A 3-dimensional Riemannian manifold is locally conformally flat if and only
if its Cotton-York tensor Ĉij vanishes. In our setting this will be the case if and
only if
Cmag = 0 , (3.3)
which we assume from now on. Decisive advantages of the assumption (3.3)
are that the CKVF Y and other quantities can be computed fully explicitly on
a locally conformally flat I , and that we can exploit the conformal rescaling
freedom as explained in the previous section.
Assume, for the time being, that the constant Cel vanished as well. Then
Dij = 0, and the reduced KID equations (2.3) would be automatically satisfied,
whence any CKVF of (I −, h) would extend to a Killing vector field of (M , g).
If (I −, h) is locally conformally flat it admits 10 independent CKVFs, so the
emerging spacetime would be maximally symmetric and we recover the well-
known fact [10] that a locally conformally flat I with D = 0 generates a
spacetime which is locally the de Sitter spacetime. Let us therefore assume
henceforth that
Cel 6= 0 . (3.4)
10
We stress that our classification herein is completely independent of the one
given in [27] as our analysis will be carried out completely at I −. It is an open
issue to do a corresponding analysis without the assumption (3.3) of a locally
conformally flat I .
3.1 The constants ĉ and k̂ and the equivalence classes [Y ]
in (S3, γS3)
Two functions ĉ(Y ) and k̂(Y ) —which end up, in our setting, being constants—
defined in [26] and associated to [Y ] on (I , h) turn out to be a key ingredient
in our analysis. They are the remnants of two other functions introduced in [27]
for spacetimes (M , g) satisfying (2.1) and with a Killing vector field X with
F2 6= 0 and Q0F2 − 4Λ 6= 0.
More precisely, define four real functions b1, b2, c and k by [26, 27]
b2 − ib1 = − 36Q0(F
2)5/2
(Q0F2 − 4Λ)3 , (3.5)
c = −g(X,X)− Re
(6F2(Q0F2 + 2Λ)
(Q0F2 − 4Λ)2
)
, (3.6)
k =
∣∣∣ 36F2
(Q0F2 − 4Λ)2
∣∣∣∇µZ∇µZ − b2Z + cZ2 + Λ
3
Z4 , (3.7)
where
Z = 6 Re
( √F2
Q0F2 − 4Λ
)
. (3.8)
For spacetimes with vanishing MST they turn out to be constant [27, Theorem
4 & 6]. In [26] we computed their traces left over on I when Λ > 0:
(b2 − ib1)|I = 6CmagΛ−2 + 2iCelΛ−1
√
3
Λ
, (3.9)
ĉ(Y ) :=
Λ
3
c|I = −1
4
(
|N |2 − 4
9
f2 +
8
3
Y i∇̂if + 8Y iY jL̂ij
)
, (3.10)
k̂(Y ) :=
(Λ
3
)3
k|I = 1
18
|Y |−2(YkNk)2
(
f2 − 3Y i∇̂if − 9Y iY jL̂ij
)
+
1
2
ĈijY
iY j(YkN
k)− 1
8
∇̂i log |Y |2∇̂i(YkNk)2
+
1
4
∇̂i(YjN j)∇̂i(YkNk) , (3.11)
where we have set
N := curlh Y , (3.12)
f := divh Y . (3.13)
Hence, the constants b1 and b2 are essentially Cel and Cmag, respectively. In
particular, in our case b2 vanishes.
On the other hand, the quantities ĉ(Y ), k̂(Y ) can be defined on any Rie-
mannian 3-manifold (Σ, h) and for any vector field Y (k̂(Y ) only away from the
zero set of Y ). As a consequence of Theorem 2.5 and the fact that c and k are
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spacetime constants in the case of vanishing MST, it follows that ĉ(Y ) and k̂(Y )
are constant on (Σ, h) satisfying (3.1) provided Y is a CKVF. This holds, in
particular, in the case of (Σ, h) being locally conformally flat we study in this
paper.
Since any such (Σ, h) can always be viewed (locally) as a subset of the
standard three-sphere, it becomes relevant to study ĉ(Y ) and k̂(Y ) for Y a
CKVF on (S3, γS3). It turns out that understanding these constants is closely
related to classifying the equivalence classes {[Y ]} on the standard three-sphere.
We devote Appendices A, B and C to study the classification of CKVFs of
(S3, γS3) up to conformal diffeomorphisms, and to discuss the relation between
[Y ] and the constants ĉ(Y ) and k̂(Y ). A (partial) summary of the results in
Appendices A, B and C is given in the following theorem.
Theorem 3.1 Let Y denote a CKVF in (S3, γS3). The following properties
hold:
1. The constants ĉ(Y ) and k̂(Y ) depend only on the conformal class [Y ].
2. The range of (ĉ(Y ), k̂(Y )) is
A := {k̂ ≥ 0, ĉ ≥ 0} ∪ {ĉ < 0, 4k̂ + ĉ2 ≥ 0} ⊂ R2.
3. Given constants (ĉ1, k̂1) ∈ A there exists precisely one equivalence class
[Y ] with ĉ([Y ]) = ĉ1, k̂([Y ]) = k̂1 unless ĉ1 < 0 and k̂1 = 0.
4. If ĉ1 < 0 and k̂1 = 0 there are precisely two equivalence classes [Y ]r¯
distinguished by a constant r¯ ∈ {1, 2} (cf. Appendix B for its definition).
5. Let Ψ := S3 \ {p} 7→ R3 be the stereographic projection centered at p.
A canonical representative Y for each class [Y ] exists and, in Cartesian
coordinates {x, y, z} of R3, is given by:
Case 1 (a): k̂ < 0, ĉ ≤ −2|k̂| 12 . With µ0 ∈ (0, 1] defined uniquely by
ĉ = −|k̂| 12 (µ20 + 1µ20 );
Ψ?(Y ) = |k̂| 14
[(
− µ0 + µ0
4
(
y2 + z2 − x2))∂x + (− µ0
2
xy +
1
µ0
z
)
∂y
+
(
− µ0
2
xz − 1
µ0
y
)
∂z
]
,
Case 1 (b): k̂ = 0, ĉ < 0, r¯ = 1 :
Ψ?(Y ) = |ĉ| 12 (z∂y − y∂z)
Case 2 (a): k̂ > 0. With λ > 0 defined uniquely by ĉ = |k̂| 12 (λ2 − 1λ2 ):
Ψ?(Y ) = (k̂)
1
4
[(
λx+
1
λ
y
)
∂x +
(
λy − 1
λ
x
)
∂y + λz∂z
]
Case 2 (b): k̂ = 0, ĉ > 0:
Ψ?(Y ) = (ĉ)
1
2 (x∂x + y∂y + z∂z).
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Case 3 (a): k̂ = 0, ĉ < 0, r¯ = 2:
Ψ?(Y ) = |ĉ| 12 (∂x + z∂y − y∂z).
Case 3 (b): k̂ = 0, ĉ = 0:
Ψ?(Y ) = ∂x.
The subset A ⊂ R2 where the constants k̂ and ĉ can take values is depicted
in Figure 3.1.
Figure 3.1: Range of the invariants k̂ and ĉ. The boundary is included in the
set.
Remark 3.2 The rank parameter r¯ in this theorem is used to distinguish Cases
1(b) and 3(a). However, this parameter is defined for all cases (see Appendix
B) and takes the value r¯ = 2 for all (a) cases and r¯ = 1 for all (b) cases.
Remark 3.3 The CKVF Y in (Σ, h) comes from a Killing vector field X in
the spacetime (M , g) generated by the data (Σ, h, CelDY , Y ). The freedom in
rescaling X translates into the scaling freedom Y ′ = αY , with α ∈ R\{0}. The
spacetime will not change if the constant Cel is also transformed to C
′
el = α
3Cel.
For the quantities ĉ(Y ), k̂(Y ) this scaling takes the form (cf. (3.10)-(3.11))
k̂(αY ) = α4k̂(Y ) , ĉ(αY ) = α2ĉ(Y ) .
Choosing an appropriate scale α we may always achieve k̂(Y ) ∈ {−1, 0,+1}.
If k̂(Y ) = 0 the scaling freedom remains and we may achieve ĉ(Y ) ∈ {−1, 0,+1}.
This freedom is used in Appendix C to simplify the expressions. Nevertheless,
in the statement of Theorem 3.1 we have restored the general values of k̂(Y )
and ĉ(Y ) for the sake of completeness.
Recall that the set of CKVFs in Euclidean 3-space can be parametrized by
one constant v ∈ R and three constant vector fields ~a,~b, ~w ∈ R3 —this is also
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shown in the Appendices, see formulas (A.15) and (C.2). The corresponding
CKVF Y is given by (we often identify Y and Ψ?(Y ) under the stereographic
projection Ψ when no confusion arises),
Y = ~b+ ~w × ~x+ v ~x+ (~a · ~x)~x− 1
2
|~x|2~a . (3.14)
This yields, as a by-product, explicit expressions for the constants k̂(Y ) and ĉ(Y )
in terms of the parametrization of the CKVFs in R3 given by (3.14) Specifically,
it is proven in (C.3)-(C.4) that these constants are given by
ĉ(Y ) = v2 − |~w|2 − 2~b · ~a , (3.15)
k̂(Y ) = v2|~w|2 + 2v~a · (~w ×~b) + |~a×~b|2 − 2(~a · ~w)(~b · ~w) . (3.16)
Obviously, these expressions can also be computed directly from their definitions
(3.10)-(3.11) after using
N = curlY = 2~w + 2~a× ~x , (3.17)
f = div Y = 3v + 3~a · ~x , (3.18)
YkN
k = 2~b · ~w + 2v ~w · ~x+ 2(~b× ~a) · ~x+ |~x|2(~w · ~a) . (3.19)
The computation turns out to be remarkably long, specially for k̂(Y ), but serves
as a useful check for the validity of the expressions.
The constant ĉ can be identified with the norm of the CKVF Y w.r.t. the
“Killing metric” Gij = −Γ̂kilΓ̂ljk considered e.g. in [16].
Concerning the rank parameter r¯ ∈ {1, 2} that distinguishes between cases
1(b) and 3(a) in Theorem 3.1, and as shown in Appendix C, r¯ = 1 if and only
if the following condition holds
v ~w +~b× ~a = ~0, ~w · ~a = ~w ·~b = 0. (3.20)
It should be stressed that this condition as well as expressions (3.15) and (3.16)
are independent of the representative of the class [Y ]. Notice also that (3.20)
implies YkN
k = 0 as follows from (3.19).
3.2 The classes [Y ] according to their fixed points.
An interesting property of the classification scheme presented in Theorem 3.1 is
that the different classes can also be (partially) distinguished by the set of zeros
of the CKVF Y .
Note first that the set {q ∈ S3, Y (q) = 0} ⊂ S3 is transformed diffeomorphi-
cally under an element of the conformal group Conf(S3). Thus, the structure
of the zero set of a CKVF depends only on the equivalence class, and not on
the representative chosen. In order to analyze this structure we need to find
the zero set for each one of the canonical representatives in Theorem 3.1. Using
the stereographic projection of S3 based at a pole p, the zeros outside p can be
directly computed from the explicit expression (3.14). The question about when
the pole p can be also a fixed point of Y is discussed and solved in Appendix
A.3. The Lemma A.1 there has an immediate translation to the case of n = 3
as follows
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Lemma 3.4 Let Y be a CKVF in (S3, γS3) and Ψ : S3 \ {p} 7→ R3 the stereo-
graphic projection centered at p. Define v,~a,~b, ~w as the constants corresponding
to the CKVF Ψ?(Y ) in Euclidean 3-space as in (3.14). Then Y (p) = 0 if and
only if ~a = 0.
Therefore, only ~a in (3.14) plays a role to determine whether this vector field
vanishes “at infinity” or not. Then we have the following interesting result.
Proposition 3.5 Let Y be a CKVF on (S3, γS3). The zeros of Y depend on
the conformal class [Y ] as follows:
(i) If [Y ] belongs to Case 1 (a) then Y has no zeros.
(ii) If [Y ] belongs to Case 1 (b) then Y vanishes on a closed, embedded curve.
(iii) If [Y ] belongs to Cases 2 then Y vanishes at precisely two isolated points.
(iv) If [Y ] belongs to Cases 3 then Y vanishes at precisely one isolated point.
Proof: As discussed above, the zero set of Y is, up to diffeomorphism, inde-
pendent of the representative. We thus use the canonical representative in each
equivalence class as given in Theorem 3.1.
In Case 1 (a), the CKVF Ψ?(Y ) vanishes nowhere in R3. Indeed, setting
the coefficient in ∂z to zero requires y = −µ
2
0
2 xz which inserted into the ∂y
component yields (1 + (µ40/4)x
2)z = 0. Hence {z = 0, y = 0} and then the
coefficient in ∂x vanishes nowhere. Since ~a 6= 0 is non-zero for this CKVF, it
follows from Lemma 3.4 that Ψ?(Y ) is also non-zero “at infinity”, and claim (i)
follows. In Case 1 (b), it is clear that the CKVF vanishes at the line {z = y = 0}.
Since ~a = 0, it also vanishes “at infinity”, and the canonical representative
vanishes on an S1 embedded in S3. This proves (ii). In Cases 2, both (a) and
(b), Ψ?(Y ) vanishes at the single point x = y = z = 0 in R3. Since in both
cases ~a = 0, it follows that the canonical representative vanishes precisely at
two isolated points, proving (iii). In Cases 3, either (a) or (b), Ψ?(Y ) does not
vanish anywhere on R3, but it vanishes “at infinity” given that ~a = 0, and item
(iv) follows. 2
3.3 Existence of a second CKVF ς̂ and the dimension of
span{Y, ς̂}
From the results in [27] we know that any Λ-vacuum spacetime which admits a
Killing vector field X whose associated MST vanishes, possesses a second Killing
vector field ς (not necessarily, but generally, independent from the original one),
which can be expressed in terms of the first one [27] as
ςµ =
4
|Q0F2 − 4Λ|2X
σFσρFρµ + Re
( F2
(Q0F2 − 4Λ)2
)
Xµ . (3.21)
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Assuming that the spacetime has a I , this second KVF induces there a second
CKVF ς̂ [26],1
ς̂i(Y ) := 2Λ2ςi|I = 1
4
YkN
kN i + Y i
(
Y kY lL̂kl +
1
3
Y k∇̂kf
)
−|Y |2
(
L̂ikY
k +
1
3
∇̂if
)
+
1
6
f ̂iklYkNl . (3.22)
A computer algebra calculation shows that in Euclidean space, where Y is given
by (3.14), we have
ς̂(Y ) = ~B + ~W × ~x+ U ~x+ ( ~A · ~x)~x− 1
2
|~x|2 ~A , (3.23)
with
~B = v~b× ~w + (~b · ~w)~w + (~a ·~b)~b− |~b|2~a , (3.24)
~W = (~b · ~w)~a+ (~a · ~w)~b− v2 ~w + v(~a×~b) , (3.25)
U = v|w|2 + ~a · (~w ×~b) , (3.26)
~A = v(~w × ~a) + (~a ·~b)~a− |~a|2~b+ (~a · ~w)~w . (3.27)
This second KVF will be associated to a 2-form G in flat spacetime M1,4,
in accordance with the discussion in the Appendices, whose decomposition of
type (A.17) is denoted using capitals (and WA = ABCΩBC):
G = Udt ∧ dx1 + dt ∧ (A−B/2)− dx1 ∧ (A+B/2)−Ω.
Relations (3.24)-(3.27) suggest that the endomorphism G is related to F 3,
and thereby that the second KVF involves ζ(1) = ζF 3 in the notation of section
B.2. A direct computation gives
(F 3)01 = F
0
ρF
ρ
σF
σ
1 = −v3 + 2v~b · ~a+ ~a · (~w ×~b)
and using here (3.15) and (3.26)
(F 3)01 − ĉF 01 = −v|w|2 − ~a · (~w ×~b) = −U.
This identifies G as being
G = F 3 − ĉF = F 3 − I1F
where I1 = tr(F
2)/2 = ĉ is the first invariant of F as defined in (B.3). Comput-
ing the endomorphism F 3 − I1F with F as in (A.16) and reading off the cor-
responding coefficients {V, ~A, ~B, ~W} one recovers precisely (3.24)-(3.27) which
confirms that indeed ς̂ = ζG. Since G obviously commutes with F we find, as a
consequence of (B.6) in Appendix B, that the CKVF ς̂ commutes with Y . This
recovers, at I , the commutation of Y and ς proven in [27] for spacetimes with
vanishing MST.
An alternative expression for G can be obtained by using I1 = tr(F
2)/2 =
− 12FαβFαβ ,
Gµν =
1
2
F ρσ(F ∧ F )µνρσ = 3
2
F ρσFµ[νFρσ].
1 Note that the vector field ς̂ differs from the corresponding one in [26] by a factor of 9.
The advantage of the current definition is that (3.24)-(3.27) take a simpler form.
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From here one immediately sees that the second CKVF is trivial in all cases
with r¯ = 1 (because then F ∧ F = 0). This corresponds — see Remark 3.2—
to all cases (b) in point 5 of Theorem 3.1
Concerning the other possibility r¯ = 2, that is cases (a) in Theorem 3.1,
by computing G with the above formula and using the canonical expressions
provided, one easily checks that
• if [Y ] belongs to case 3(a), then the CKVF ς̂ belongs to case 1(b), so that
dim(span{ς̂ , Y }) = 2.
• if [Y ] belongs to case 2(a) (setting k = 1), then the CKVF ς̂ also belongs
to the same case 2(a) with V = 1/λ while ~W = −λ(0, 0, 1), so that again
dim(span{ς̂ , Y }) = 2.
• finally, if [Y ] belongs to case 1(a) (setting k = −1), then the CKVF
ς̂ belongs to the same case 1(a) with µ0 → 1/µ0, so that once more
dim(span{ς̂ , Y }) = 2 except in the case µ0 = 1, where G and F are pro-
portional and thus, Y is parallel to ς̂. This corresponds to the exceptional
case with k = −1 and c = −2.
We have thus proven
Lemma 3.6 If I is conformally flat, dim(span{Y, ς̂}) = 1 in Cases (b) of The-
orem 3.1 while dim(span{Y, ς̂}) = 2 in Cases (a) of that theorem with the ex-
ception of the particular subcase of 1(a) with k̂ + 4ĉ2 = 0 and ĉ < 0, where also
dim(span{Y, ς̂}) = 1.
In other words, the two CKVFs are co-linear in all cases (b) of Theorem 3.1 plus
the exceptional case of 1(a) with k̂+ 4ĉ2 = 0 and ĉ < 0 (these correspond to the
generalized Kottler spacetimes and to the Taub-NUT-de Sitter spacetime with
NUT-parameter ` = 12
√
3
Λ , respectively, cf. below).
Remark 3.7 Apart from the special case just mentioned, that means that Λ >
0-vacuum spacetimes with vanishing MST and conformally flat I belonging to
Cases (a) (r¯ = 2) also belong to the class (B.i) in [27, Theorem 4].
4 Classification of Kerr-dS-like spacetimes with
conformally flat I
The aim of this section is to provide a complete classification of Λ > 0-vacuum
spacetimes with vanishing MST and conformally flat I from the point of view
of an asymptotic Cauchy problem with data on I . In doing so we shall re-
derive and extend some of the results in [27], but our analysis is to a large
extent independent of the results established in [26, 27]. We merely need the
“only if”-part of Theorem 2.5 that provides necessary conditions at I to end
up with a Kerr-dS-like spacetime.
Based on that result, the idea to classify Kerr-dS-like spacetimes which ad-
mit a conformally flat I − now goes as follows (recall that a conformally flat I −
corresponds to asymptotic Cauchy data with Cmag = 0): Since (I −, h) is con-
formally flat and only the conformal class matters geometrically (cf. Remark 2.3
b)), (I −, h) can locally be represented by Euclidean 3-space. Then the Killing
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vector field X induces on I − a CKVF Y of the form (3.14). Theorem 2.5 states
that the data for the rescaled Weyl tensor need to be of the form
Dij = Cel|Y |−5(YiYj − 1
3
|Y |2hij) , (4.1)
in order to end up with a spacetime with vanishing MST. The Cauchy data are
thus fully determined by the CKVF Y and the parameter Cel.
It was shown in Section 3.1 that the spacetime functions k and c defined
by (3.7) and (3.6), respectively, induce the invariants k̂(Y ) and ĉ(Y ) on I as
given by (3.16) and (3.15), respectively.2 There remains the gauge freedom to
perform conformal transformations (i.e. Mo¨bius transformations) of Euclidean
3-space. It follows from Theorem 3.1 that given k̂ and ĉ there exist either none,
one, or two equivalence classes of CKVFs which induce these values of k̂ and
ĉ, the latter case happening when k̂ = 0 and ĉ < 0. In this situation with two
classes of CKVFs, one can distinguish between them by checking whether or not
the Mo¨bius invariant condition (3.20) holds. Well-possedness of the asymptotic
Cauchy problem with data on I −, cf. Theorem 2.2, implies that for given {k̂, ĉ}
and Cel ∈ R there exist, up to isometries, either none, a unique, or precisely
two, Λ > 0-vacuum spacetimes which induce these values on I .
Taking further into account that a scaling factor in Y can be absorbed by the
constant Cel, the CKVF Y can be assumed to adopt one of the “standard forms”
presented in Theorem 3.1 with appropriately normalized values of the constants
k̂ and ĉ in accordance with Remark 3.3. In the case of a conformally flat
I −, Kerr-de Sitter-like spacetimes are therefore generated by asymptotic KID
which can be parametrized by k̂ ∈ {1, 0,−1}, ĉ ∈ R and r¯ ∈ {1, 2} according to
Theorem 3.1 plus Cel ∈ R.
Subsequently, we shall show that letting aside de Sitter (dS) spacetime which,
as explained above, corresponds to Cel = 0, the Kerr-de Sitter family (4.13),
the generalized Kottler spacetimes (4.7), the Taub-NUT-de Sitter spacetime
(4.44) with ` = 12
√
3
Λ , the Wick-rotated Kerr-anti-de Sitter family (4.28) and
the a → ∞-KdS-limit-spacetime (4.24) exhaust all possible values of k̂, ĉ, r¯
and Cel ∈ R \ {0}. Since we know that these spacetimes can be generated by a
Cauchy problem with asymptotic KID, we then conclude that these are the only
Λ > 0-vacuum spacetimes with vanishing MST and conformally flat I −. We
further express their mass and angular momentum in terms of the asymptotic
data.
The following lemma will be useful to classify the possible geometries of
I of Λ > 0-vacuum spacetimes with vanishing MST and admitting a smooth
conformal compactification.
Lemma 4.1 Let (Σ, h) be a three-dimensional Riemannian manifold with metric
h = (dt+A(θ)dφ)
2
+H2(θ)dθ2 +W 2(θ)dφ2
where H(θ) and W (θ) are positive. With Y = ∂t, the functions ĉ(Y ) and k̂(Y )
2For the argument presented here the fact [27] that, in the setting where the MST vanishes,
k and c are constants in spacetime is not needed.
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defined by (3.15) and (3.16), respectively, are
ĉ(Y ) = − 1
H2
W ′′
W
+
H ′W ′
H3W
− 3
2
s2, (4.2)
k̂(Y ) =
s
2
Ĉt t +
1
4
( s′2
H2
+ s2ĉ(Y ) +
1
4
s4
)
, (4.3)
where s = s(θ) is defined as s(θ) := H−1W−1A′, prime denotes derivative
with respect to θ and Ĉij is the Cotton-York tensor of (Σ, h). (Σ, h) is locally
conformally flat if and only if the following three conditions hold:
ĉ(Y ) = constant,
s′
HW
= constant,
1
2
H2s
(
2ĉ(Y ) + s2
)
+
W ′s′
W
= 0.
Proof: By direct computation one checks that the following equalities hold
Ĉt t = −2Ĉθ θ
H2
− W
2H
∂
∂θ
( s′
HW
)
, Ĉt θ = 0, (4.4)
Ĉt φ = AĈt t +
W
2H
∂Γ
∂θ
, Ĉθ φ = 0, (4.5)
Ĉφφ = −W
2
H2
Ĉθ θ − (A2 +W 2)Ĉt t + 2AĈtφ, (4.6)
where Γ is just a shorthand for the right-hand side of (4.2) and the last identity
corresponds to the fact that the Cotton-York tensor is trace-free. From (4.4)-
(4.6) it follows that Ĉij = 0 iff Ĉθ θ = 0 and Γ, H
−1W−1s′ are both constant.
The explicit form of Ĉθ θ is
Ĉθ θ =
1
4
H2s
(
2Γ + s2
)
+
1
2
W ′s′
W
,
and the second part of the lemma is proven, as long as we can show that Γ =
ĉ(Y ). Concerning the expressions for ĉ(Y ) and k̂(Y ) note that Y is a Killing
vector so that f := divY = 0. Moreover, given that Y = dt+ Adφ, the curl of
Y is (we take the orientation {t, θ, φ} positive, but the result is independent of
this choice)
Nk = ηijkh ∇̂iYj = δkt
A′
HW
=⇒ N = s Y,
where in the second equality we used that det(h) = HW and the definition of
s has been inserted in the last step. For Killing vectors, the definitions of ĉ, k̂
(3.10)-(3.11) simplify to
ĉ(Y ) =− 1
4
|N |2 − 2Y iY jL̂ij ,
k̂(Y ) =− (YkN
k)2
2|Y |2 L̂ijY
iY j +
1
2
(YkN
k)ĈijY
iY j − 1
8
|Y |−2∇̂i|Y |2∇̂i(YkNk)2
+
1
4
∇̂i(YkNk)∇̂i(YjN j).
The result then follows from |Y |2 = 1, YkNk = s, |N |2 = s2 and the fact that
the {t t} component of the Schouten tensor of h turns out to be
L̂t t =
1
2H2
W ′′
W
− 1
2
H ′W ′
H3W
+
5
8
s2.
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2We are now ready to start our classification.
4.1 Cases (b): Generalized Kottler spacetimes
Consider first the so-called generalized Kottler metrics (cf. e.g. [9]),
g = −
(
ε− 2m
r
− Λ
3
r2
)
dt2 +
(
ε− 2m
r
− Λ
3
r2
)−1
dr2 + r2dΩ2ε , (4.7)
with
Λ > 0 , m ∈ R \ {0} , (4.8)
and where ε = 0,±1 and dΩ2ε denotes a metric of constant Gauß curvature ε. A
direct computation shows that the MST associated to the Killing vector X = ∂t
vanishes.
In the conformally rescaled spacetime with conformal factor Θ =
√
3
Λr
−1
one obtains as induced metric on I −, defined by {Θ = 0},3
h = dt2 +
3
Λ
dΩ2ε . (4.9)
The CKVF induced on I − is Y = ∂t. Writing
dΩ2ε = dθ
2 + Σ2(θ, ε)dφ2, ∂2θθΣ = −εΣ
we can apply Lemma 4.1 with H =
√
3
Λ , W = HΣ and A = 0 (so that s = 0).
It follows that h is locally conformally flat and (we drop the reference to Y )
k̂ = 0 , ĉ =
Λ
3
ε .
In terms of the rescaled Ynorm =
√
3
ΛY we have
k̂ = 0 , ĉ = ε . (4.10)
This corresponds to cases 2(b) and 3(b) whenever ε = 1 or 0, respectively. Con-
cerning ε = −1, there still are two possibilities depending on the value of r¯. We
can identify the conformal class [Y ] in this case by simply checking that (3.20)
holds for Ynorm, implying that r¯ = 1 and thus we are in case 1(b). (An alterna-
tive way of seeing this is by noting that this spacetime admits four independent
commuting Killing vector fields, so that I − must admit four independent com-
muting CKVFs: Only the class k˜ = 0, c˜ < 0 and r¯ = 1 has this property —see
the discussion after (C.12)).
We further find that (we always use the spacetime Killing vector associated
to Ynorm to compute b1 and Cel).
b1 = 36 Im
( Q0F5
(Q0F2 − 4Λ)3
)
= 2m
( 3
Λ
)3/2
, (4.11)
3 Here and in the subsequent sections we stick to the standard notation of Boyer-Lindquist-
type coordinates. That means the coordinate normal to I− is denoted by r, while t is used
as a coordinate to parametrize I−.
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hence
Cel = −1
6
Λ2
√
3
Λ
b1 = −3m . (4.12)
In summary, the generalized Kottler spacetimes correspond to the three cases
characterized by r¯ = 1, that is, Cases 1(b), 2(b) and 3(b) in Theorem 3.1 (see
Remark 3.2).
4.2 Case 2(a): Kerr-de Sitter spacetimes
Consider now the Kerr-de Sitter metric in Boyer-Lindquist-type coordinates, cf.
e.g. [2, 31],
g = − ∆r
ρ2Ξ2
(
dt− a sin2 θdφ
)2
+
∆θ sin
2 θ
ρ2Ξ2
(
adt− (r2 + a2)dφ
)2
+
ρ2
∆r
dr2 +
ρ2
∆θ
dθ2 , (4.13)
where
ρ2 := r2 + a2 cos2 θ , (4.14)
Ξ := 1 +
Λ
3
a2 , (4.15)
∆θ := 1 +
Λ
3
a2 cos2 θ , (4.16)
∆r := (a
2 + r2)
(
1− Λ
3
r2
)
− 2mr , (4.17)
and furthermore
Λ > 0 , a ∈ R \ {0} , m ∈ R \ {0} . (4.18)
Redefining t and φ one can eliminate Ξ, whence (4.13) becomes
g = −∆r
ρ2
(
dt− a sin2 θdφ
)2
+
∆θ sin
2 θ
ρ2
(
adt− (r2 + a2)dφ
)2
+
ρ2
∆r
dr2 +
ρ2
∆θ
dθ2 . (4.19)
The solutions with a < 0 or m < 0 can be transformed into those with
a > 0 and m > 0 by appropriate coordinate transformations (cf. e.g. [31]). Our
gauge will be such that a > 0. As explained in Remark 2.3 point c) and after
Theorem 2.5, we have no gauge freedom left to arrange that m is positive. In
the limit where m = 0 one obtains the de Sitter metric while for a = 0 one ends
up with the Schwarzschild-de Sitter metric.
A computer algebra calculation shows that the MST associated to the Killing
vector field X = ∂t vanishes. In the conformally rescaled spacetime with con-
formal factor Θ =
√
3
Λr
−1 one obtains for the induced metric on I −, compare
[2, 31]
h = dt2 − 2a sin2 θdtdφ+ 3
Λ
1
∆θ
dθ2 +
3
Λ
Ξ sin2 θdφ2 ,
= (dt− a sin2 θdφ)2 + 3
Λ
(
dθ2
∆θ
+ ∆θ sin
2 θdφ2
)
.
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The CKVF Y induced by X on I − is Y = ∂t. We need to compute k̂(Y ), ĉ(Y )
and Cel. Applying Lemma (4.1) with H = (3/(Λ∆θ))
1/2
, W = ∆θH sin θ and
A = −a sin2 θ (which implies s = −(2/3)Λa cos θ) it follows immediately that h
is locally conformally flat and that
k̂ =
(Λ
3
)3
a2 , ĉ =
Λ
3
(
1− Λ
3
a2
)
. (4.20)
With Y appropriately normalized, i.e. Ynorm =
(
3
Λ
)3/4
a−1/2Y these constants
become
k̂ = 1 , ĉ =
(√Λ
3
a
)−1
−
√
Λ
3
a ,
and thus we are in the Case 2(a) of Theorem 3.1. Observe that
a =
1
2
√
3
Λ
(
√
ĉ2 + 4− ĉ) , (4.21)
so that the function a 7→ ĉ defines a bijection from (0,∞) onto R. It remains to
compute Cel. A computer algebra calculation shows that
b1 = 36 Im
( Q0F5
(Q0F2 − 4Λ)3
)
= 2
( 3
Λ
)9/4 m
a3/2
(4.22)
and therefore
Cel = −Λ
2
6
√
3
Λ
b1 = −3 m
a3/2
( 3
Λ
)3/4
. (4.23)
For ĉ = 0 we have a2 = 3Λ which is an important value for a
2 since the
conformal diagrams for 0 < a2 < 3Λ and a
2 ≥ 3Λ look completely different
due to the fact that their horizon structure differs significantly (cf. e.g. [31]).
The impact of the parameter ĉ on the global structure of the associated KdS-
spacetime is not visible at all from our analysis at I . It would be interesting to
know whether it can be detected by an analysis of the poles where the horizons
“touch” I .
4.3 Case 3(a): a→∞-KdS-limit-spacetime
Case 3(a) is defined by the properties that k̂ = 0, ĉ < 0 and rank parameter r¯ =
2. Contrarily to all other cases, where we had available candidates of spacetime
metrics admitting a smooth conformal compactification and potentially fulfilling
all our requirements on k̂, ĉ and r¯, in the present case no such candidate was
known to us. Nevertheless, from Theorem 3.1 and the Cauchy well-possedness
Theorem 2.2 one knows a priori that such spacetime must exist. This a priori
knowledge was in fact crucial in our efforts to find the appropriate metric.
Observe that Case 3(a) lies in the closure of Case 2(a) in the {k̂, ĉ} parameter
space, in the sense that the former can be viewed as a limit k̂ → 0 along a curve
with k̂ > 0 and ĉ < 0 (i.e. a curve fully contained in Case 2(a)). Note that
the situation is different for all other cases with k̂ = 0, because they all have
r¯ = 1. Only in Case 3(a) the rank parameter remains unchanged at the limit.
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These considerations indicate that perhaps the spacetime we are seeking may
be obtainable as a limit of the Kerr-de Sitter family. To gain further insight
on how this limit might go, consider the rescaled CKVF Y ′ = 3Λ
1
aY in the
Kerr-de Sitter spacetime. According to the results in Section 4.2, the constants
associated to this CKVF are
k̂(Y ′) =
3
Λ
1
a2
, ĉ(Y ′) =
3
Λ
1
a2
− 1,
which have the property that their limit as a → +∞ approach the desired
values k̂ = 0, ĉ = −1. Thus, the possibility arises that the sought metric may
obtainable as a limit as a→ +∞ of the Kerr-de Sitter metric. With these hints
at hand, we can proceed as follows.
Let us consider the Kerr-de Sitter spacetime (4.19), and perform the coor-
dinate change
t′ = at , r′ = a−1r , φ′ = a2φ ,
which combined with the parameter redefinition m′ := a−3m brings the Kerr-
dS line element (4.19) into the form
g = −∆
′
r
ρ′2
(
dt′ − sin2 θdφ′
)2
+
∆′θ sin
2 θ
ρ′2
(
dt′ − (r′2 + 1)dφ′
)2
+
ρ′2
∆′r
dr′2 +
ρ′2
∆′θ
dθ2 ,
with
ρ′2 := r′2 + cos2 θ ,
∆′θ :=
1
a2
+
Λ
3
cos2 θ ,
∆′r := (1 + r
′2)
(
a−2 − Λ
3
r′2
)
− 2m′r′ .
The limit a → ∞ in this spacetime leads to a regular metric —dropping the
primes—
g = ∆∞
(
dt− sin2 θdφ
)2
+ Σ∞ sin2 θ
(
dt− (r2 + 1)dφ
)2
− dr
2
∆∞
+
dθ2
Σ∞
, (4.24)
with
Σ∞ :=
Λ
3 cos
2 θ
r2 + cos2 θ
,
∆∞ :=
Λ
3 r
2(1 + r2) + 2mr
r2 + cos2 θ
.
We call the metric (4.24), the a → ∞-KdS-limit-spacetime. As far as we are
aware, this metric has not been discussed before in the literature, and we em-
phasize that the process of finding it involved in a crucial way the general
classification scheme developed in this paper. Observe that the subcase with
m = 0 is locally de Sitter spacetime —in a peculiar coordinate system—, and
that the spacetime possesses a group G2 of motions. Since furthermore this
spacetime appears as a limit of the KdS-family, it may represent a model of
physical relevance. It is therefore of interest to study its properties, an issue
which is to be accomplished elsewhere.
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By direct computation one shows that (4.24) solves the Λ > 0-vacuum Ein-
stein equations (2.1), and that the MST associated to the Killing vector field
X = ∂t vanishes.
Concerning I −, we use the rescaled metric with the conformal factor Θ =√
3
Λr
−1 and send r →∞ to obtain the following induced metric on I −,
h = dt2 − 2 sin2 θdtdφ+
( 3
Λ
)2 1
cos2 θ
dθ2 + sin2 θdφ2
=
(
dt− sin2 θdφ)2 + ( 3
Λ
)2
1
cos2 θ
dθ2 + sin2 θ cos2 θ dφ2 ,
The induced CKVF is Y = ∂t. Applying Lemma (4.1) with H =
3
Λ cos θ ,
W = sin θ cos θ and A = − sin2 θ (from which s = −(2/3)Λ sin θ) it follows
immediately that h is locally conformally flat and
k̂ = 0, ĉ = −
(Λ
3
)2
.
In terms of Ynorm =
3
ΛY the constants are
k̂ = 0 , ĉ = −1 .
One can now easily see that (3.20) does not hold for Ynorm (for instance by
noting that YkN
k 6= 0 as s 6= 0), and thus the conformal class [Y ] has r¯ = 2 and
this corresponds to Case 3(a) in Theorem 3.1. (Another way of seeing this is
to realize that the a → ∞-KdS-limit-spacetime has precisely two independent
Killing vector fields, whence it is generated by the CKVF Y (1) of (C.12)).
As before, we compute b1 and Cel using the spacetime expressions (3.5) and
(3.9) to get
b1 = 2m
( 3
Λ
)3
, Cel = −3m
( 3
Λ
)3/2
. (4.25)
4.4 Case 1(a): Wick-rotated Kerr-AdS and Taub-NUT-dS
with ` = 1
2
√
3
Λ
spacetimes
It remains to identify spacetimes in the parameter range where k̂ = −1 and
ĉ ≤ −2. We are going to see that the subcase ĉ = −2 is somehow special, but
that anyway it can be included in a general expression for this set of spacetimes
as a limit. We start with the generic case, leading to the Wick-rotated Kerr-
anti-de Sitter (AdS) spacetime
4.4.1 Wick-rotated Kerr-anti-de Sitter spacetime
In [21] a Wick rotation
t 7→ it , r 7→ ir , θ 7→ iθ , φ 7→ φ , (4.26)
Λ 7→ −Λ , m 7→ −im , a 7→ ia , (4.27)
has been performed to the Kerr-de Sitter spacetime to construct black-hole
solutions with negative cosmological constant. In fact, the whole procedure is
24
independent of the sign of the cosmological constant (as long as one makes sure
that the Lorentzian signature of the metric is preserved), and one is led to a
2-parameter family of solutions with positive cosmological constant by a Wick
rotation of the Kerr-AdS metric. In Boyer-Lindquist-type coordinates it reads
g = − ∆̂r
ρ̂2Ξ̂2
(
dt+ a sinh2 θdφ
)2
+
∆̂θ sinh
2 θ
ρ̂2Ξ̂2
(
adt− (r2 + a2)dφ
)2
+
ρ̂2
∆̂r
dr2 +
ρ̂2
∆̂θ
dθ2 , (4.28)
where
ρ̂2 := r2 + a2 cosh2 θ , (4.29)
Ξ̂ := 1− Λ
3
a2 , (4.30)
∆̂θ := 1− Λ
3
a2 cosh2 θ , (4.31)
∆̂r := −(a2 + r2)
(
1 +
Λ
3
r2
)
− 2mr , (4.32)
and with
Λ > 0 , a ∈ R \ {0} , m ∈ R \ {0} . (4.33)
The Wick-rotated Kerr-AdS spacetime is a generalization of the Kottler
spacetime with ε = −1 just as the Kerr-de Sitter spacetime generalizes the
Kottler spacetime with ε = +1, which is the Schwarzschild-de Sitter metric.
However, (4.28) defines a Lorentzian metric of signature {−,+,+,+} if and
only if
a2 <
3
Λ
, (4.34)
namely for (note that det g|θ=0 = 0)
0 < θ < arcosh
(√ 3
Λ
a−1
)
. (4.35)
One checks that this is indeed a solution of Einstein’s field equations (2.1). As
in the Kerr-dS-case the sign of a and m is a matter of gauge. In our gauge a
will be positive while m will have both signs.
As in the Kerr-de Sitter case, we can get rid of Ξ̂ by a simple rescaling of t
and φ, whence (4.28) becomes
g = −∆̂r
ρ̂2
(
dt+ a sinh2 θdφ
)2
+
∆̂θ sinh
2 θ
ρ̂2
(
adt− (r2 + a2)dφ
)2
+
ρ̂2
∆̂r
dr2 +
ρ̂2
∆̂θ
dθ2 . (4.36)
This metric has vanishing MST with respect to the Killing vector field X = ∂t.
Performing the conformal rescaling with conformal factor Θ =
√
3
Λr
−1 and
sending r →∞, the induced metric on I − turns out to be
h = dt2 + 2a sinh2 θdtdφ+
3
Λ
1
∆̂θ
dθ2 +
3
Λ
Ξ̂ sinh2 θdφ2
=
(
dt+ a sinh2 θdφ
)2
+
3
Λ
( 1
∆̂θ
dθ2 + ∆̂θ sinh
2 θdφ2
)
,
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and the CKVF associated to X is Y = ∂t. With H = (3/(Λ∆̂θ))
1/2, W =
∆̂θH sinh θ and A = a sinh
2 θ (which gives s = (2/3)Λa cosh θ), Lemma 4.1
implies that h is locally conformally flat and that
k̂ = −
(Λ
3
)3
a2 , ĉ = −Λ
3
(
1 +
Λ
3
a2
)
.
Normalizing Ynorm =
(
3
Λ
)3/4
a−1/2Y we are led to
k̂ = −1 , ĉ = −
(√Λ
3
a
)−1
−
√
Λ
3
a . (4.37)
Recall that 0 <
√
Λ
3 a < 1. The function
√
Λ
3 a 7→ ĉ defines a bijection from
(0, 1) onto (−∞,−2) and we have
a2 =
3
4Λ
(
√
ĉ2 − 4 + ĉ)2 . (4.38)
Therefore, this metric corresponds to Case 1(a) in Theorem 3.1 but with ĉ < −2,
with the strict inequality. The value ĉ = −2 is not included here (in other words,
the constant µ0 in Theorem 3.1 is such that µ0 ∈ (0, 1), excluding the right end
of this interval).
For the constants b1 and Cel we find
b1 = 2
( 3
Λ
)9/4 m
a3/2
, Cel = −3 m
a3/2
( 3
Λ
)3/4
. (4.39)
4.4.2 Taub-NUT-dS with ` = 12
√
3
Λ
Consider now the Taub-NUT-de Sitter metric (cf. e.g. [18]),
g = −Vr
(
dt− 4` sin2 θ
2
dφ
)2
+
1
Vr
dr2 + (r2 + `2)(dθ2 + sin2 θdφ2) , (4.40)
where
Vr =
1
r2 + `2
(
r2 − `2 − 2mr − Λ
3
(r4 + 6`2r2 − 3`4)
)
, (4.41)
and with
Λ > 0 , m ∈ R \ {0} , ` ∈ R \ {0} . (4.42)
This spacetime also has vanishing MST with respect to the Killing vector field
X = ∂t . With the conformal factor Θ =
√
3
Λr
−1 the induced metric at I −
(i.e. in the limit r →∞) is
h = dt2 − 8` sin2 θ
2
dtdφ+
3
Λ
dθ2 +
(
16`2 sin4
θ
2
+
3
Λ
sin2 θ
)
dφ2
=
(
dt− 4` sin2 θ
2
dφ
)2
+
3
Λ
(
dθ2 + sin2 θdφ2
)
,
and the induced CKVF is Y = ∂t. Lemma (4.1) with H = (3/Λ)
1/2, W =
H sin θ and A = −4` sin2(θ/2) (so that s = −(2/3)Λ`) gives
Ĉθ θ =
`Λ
3
(4
3
Λ`2 − 1
)
.
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Thus, h can be locally conformally flat only if either ` = 0, which is the
Schwarzschild-de Sitter case already discussed, or
` =
1
2
√
3
Λ
, (4.43)
which we assume henceforth. For later reference we quote the spacetime metric
in this case
g = −Vr
(
dt−2
√
3
Λ
sin2
θ
2
dφ
)2
+
1
Vr
dr2 +
(
r2 +
3
4Λ
)
(dθ2 + sin2 θdφ2) , (4.44)
where
Vr = −Λ
3
(
r2 +
3
4Λ
)
− 2mr
(
r2 +
3
4Λ
)−1
. (4.45)
The expressions of k̂ and ĉ as given in (4.2)-(4.3) yield
k̂ = − Λ
2
144
, ĉ = −Λ
6
.
After rescaling Ynorm = 2
√
3
ΛY , the constants become
k̂ = −1 , ĉ = −2 .
Hence, this is the special Case 1(a) of Theorem 3.1 left over before (correspond-
ing to µ0 = 1 in that theorem). Observe that this is also the exceptional case
identified in Lemma 3.6.
The constants b1, Cel can be computed from the spacetime metric to be
b1 = 16m
( 3
Λ
)3/2
, Cel = −24m . (4.46)
4.4.3 Taub-NUT-dS as a limit of the Wick-rotated Kerr-AdS
Theorem 3.1 and the two previous subsections clearly indicate that the Taub-
NUT-dS spacetime with ` = 12
√
Λ
3 and the Wick-rotated Kerr-AdS spacetimes
belong to the same single class, Case 1(a), characterized by the property kˆ < 0
—within the allowed set A ⊂ R2 of that theorem. The values of cˆ in Taub-
NUT-dS (cˆ = −2
√
|kˆ|) and in the Wick rotated spacetime (4.37) suggest that
the former should be obtainable as the limit Λ3 a
2 → 1 of the latter. In this
section we show that this is indeed the case.
Given that the value Λ3 a
2 = 1 is not allowed by the metric (4.28) we need to
perform a coordinate transformation which is singular when Ξ̂ = 1 − Λ3 a2 → 0
and take the limit of the resulting metric as Ξ̂→ 0. The appropriate coordinate
change is suggested by the range (4.35) of the coordinate θ. Assume Ξ̂ > 0 and
define a coordinate θˆ by
θ = β(Ξ̂) sin
θˆ
2
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where
β(Ξ̂) := arcosh
(
1√
1− Ξ̂
)
.
Note that the range of θ corresponds to the range θˆ ∈ [0, pi). Expanding β(Ξ̂)
near Ξ̂ = 0, a function U(Ξ̂), vanishing at Ξ̂ = 0 and smooth in a neighbourhood
of this point, can be defined by β(Ξ̂) =
√
Ξ̂(1 + U(Ξ̂)). We can also expand
∆̂θ(θ) = 1− (1− Ξ̂) cosh2 θ in terms of the new coordinate, to obtain
∆̂θ = Ξ̂
(
1− (1− Ξ̂)(1 + U(Ξ̂))2 sin2 θˆ
2
+O(Ξ̂)
)
,
from which the term dθ
2
∆̂θ
in the metric is immediately seen to become, in terms
of the new variable,
dθ2
∆̂θ
=
Ξ̂
(
(1 + U(Ξ̂))2 cos2 θˆ2
)
dθˆ2
4Ξ̂
(
1− (1− Ξ̂)(1 + U(Ξ̂))2 sin2 θˆ2 +O(Ξ̂)
) = cos2 θˆ2 dθˆ2
4
(
1− sin2 θˆ2
) +O(Ξ̂)
=
dθˆ2
4
+O(Ξ̂).
Note also that
sin2 θ
Ξ̂
= sin2
θˆ
2
+O(Ξ̂) ,
and that both ρ̂2 and ∆̂r have smooth limits at Ξ̂ = 0, which we denote re-
spectively as ρ̂20 and ∆̂
0
r. Observe in particular that ρ̂
2
0 = r
2 + 3/Λ. With the
coordinate transformation t = Ξ̂2 tˆ, the Wick rotated metric (4.28) takes the form
gΞ̂ = −
∆̂0r
ρ̂20
(1
2
dtˆ+
√
3
Λ
sin2
θˆ
2
dφ
)2
+ ρ̂20 sin
2 θˆ
2
cos2
θˆ
2
dφ2 +
ρ̂20
∆̂0r
dr2 +
1
4
ρ̂20dθˆ
2 +O(Ξ̂)
= − ∆̂
0
r
4ρ̂20
(
dtˆ− 4`0 sin2 θˆ
2
dφˆ
)2
+
1
4
ρ̂20
(
dθˆ2 + sin2 θˆdφˆ2
)
+
4ρ̂20
∆̂0r
drˆ2 +O(Ξ̂) ,
where in the second equality we have defined new coordinates r = 2rˆ, φ = −φˆ
and introduced the quantity `0 =
1
2
√
3
Λ . It is immediate to check that
∆̂0r
4ρ̂20
∣∣∣∣∣
r=2rˆ
−rˆ4`−20 − 2rˆ2 −mrˆ − `20
4(rˆ2 + `20)
:= Vrˆ.
Note that Vrˆ is defined exactly as in (4.41) with the value of m replaced by
m
8 .
So, we conclude
gΞ̂ = −Vrˆ
(
dtˆ− 4`0 sin2 θˆ
2
dφˆ
)2
+
1
Vrˆ
drˆ2 + (rˆ2 + `20)
(
dθˆ2 + sin2 θˆdφˆ2
)
+O(Ξ̂) ,
which indeed shows that the Taub-NUT-dS spacetime with 2` =
√
3
Λ and the
Wick-rotated Kerr-AdS spacetimes belong to a single class with parameter range
1− Λ3 a2 ≥ 0, with the equality case corresponding to the Taub-NUT-dS space-
time with 2` =
√
3
Λ .
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5 Main results
We are now able to state our main results. As indicated at the beginning of
Section 4 they combine a reconsideration of [27, Theorem 4 & 6] with some
important refinements, under the additional assumptions that the cosmological
constant is positive and that the spacetime admits a conformally flat I . In
addition, our results provide a clear identification of the KID needed atI for the
different spacetimes, and inform us of the underlying topology of the connected
components of I −. In summary, it becomes possible to give a clearer statement
on which spacetimes emerge under which conditions, and, moreover, to achieve
a classification in terms of the initial data of an asymptotic Cauchy problem.
The various possibilities appearing in [27, Theorem 4], cf. also Section 6.1 of
that reference, are restricted in such a way that only the spacetimes in (i), (ii),
(iv) and (v) of Theorem 5.1 below remain.
Theorem 5.1 Consider a spacetime (M , g), solution of Einstein’s vacuum field
equations (2.1) with Λ > 0, which admits a smooth conformally flat I − and
which contains a Killing vector field X w.r.t. which the MST vanishes. Then
the restrictions (3.9), (3.16) and (3.15) of the functions b1, k and c, as given
by (3.5)-(3.7), on I − are constant.4
Assuming that b1 6= 0 (equivalently Cel 6= 0; if b1 = 0, (M , g) is locally given
by the de Sitter spacetime in the DoD of I −), we have furthermore:
(i) If k̂ > 0, (M , g) belongs locally to the Kerr-de Sitter family (4.13) in the
DoD of I −. For k̂ normalized to 1, the parameters m 6= 0 and a are
given by (4.21) and (4.23), respectively. This corresponds to Case 2(a) in
Theorem 3.1.
(ii.1) If k̂ = 0 and ĉ ≥ 0, (M , g) is locally a generalized Kottler spacetime (4.7)
with ε = sign(ĉ). For ĉ normalized to 1 or 0, respectively, its mass is
given by (4.12). These correspond to Cases 2(b) and 3(b) in Theorem 3.1,
respectively.
(ii.2) If k̂ = 0 and ĉ < 0 there are two possibilities:
(a) Either (I −, h) admits four CKVFs, then (M , g) is locally given by
the generalized Kottler spacetime (4.7) with ε = −1, its mass (in
ĉ = −1-gauge) is given by (4.12). This corresponds to Case 1(b) in
Theorem 3.1.;
(b) or, (I −, h) admits merely two CKVFs, then (M , g) is locally given
by the a → ∞-KdS-limit-spacetime (4.24); the parameter m 6= 0 is
given, again for ĉ = −1, by (4.25). This corresponds to Case 3(a) in
Theorem 3.1.
(iii) A spacetime which satisfies the above assumptions with k̂ < 0 and ĉ >
−2
√
|k̂| does not exist.
(iv) If k̂ < 0 and ĉ = −2
√
|k̂|, (M , g) is locally the Taub-NUT-de Sitter
spacetime (4.44) with NUT-parameter ` = 12
√
3
Λ in the DoD of I
−. For
4Recall that ĉ = (Λ/3)c|I− and k̂ = (Λ/3)3k|I− .
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Table 5.1: All Kerr-dS-like spacetimes with conformally flat I − according to
the values of the constants k̂ and ĉ
ĉ < −2 ĉ = −2 −2 < ĉ < 0 ĉ = 0 ĉ > 0
k̂ = +1
KdS, a >
√
3
Λ KdS, a ≤
√
3
Λ
Case 2(a) Case 2(a)
k̂ = 0
Kottler, ε = −1 or a→∞-KdS-limit Kottler, ε = 0 SdS
Case 1(b) Case 3(a) Case 3(b) Case 2(b)
k̂ = −1 Wick-KAdS T-NUT-dS, ` =
√
3
4Λ no solution
Case 1(a) Case 1(a)
k̂ normalized to −1 its mass is given by (4.46). This corresponds to Case
1(a) in Theorem 3.1 with µ0 = 1, and coincides with the exceptional case
identified in Lemma 3.6.
(v) If k̂ < 0 and ĉ < −2
√
|k̂|, (M , g) belongs locally to the Wick-rotated Kerr-
anti-de Sitter family (4.28) in the DoD of I −. For k̂ normalized to −1
the parameters m 6= 0 and a are given by (4.38) and (4.39), respectively.
This corresponds to Case 1(a) in Theorem 3.1 with µ0 ∈ (0, 1).
Remark 5.2 In fact, it follows from the results in [27] that b1, k and c are
constant in the whole spacetime, whence their values can be computed at any
point, not necessarily on I −.
Remark 5.3 Recall that the ε = +1-Kottler spacetime and the a → ∞-KdS-
limit-spacetime are limits of the Kerr-de Sitter spacetime, while the ε = −1-
Kottler spacetime and the ` = 12
√
3
Λ -Taub-NUT-de Sitter spacetime are limits
of the Wick-rotated Kerr-anti-de Sitter spacetime. The ε = 0-Kottler space-
time, in turn, can be obtained as limit of the ε 6= 0-Kottler spacetimes if the
Gauß curvature is not normalized to ±1 and one passes to the limit ε → 0.
Theorem 5.1 therefore tells us that a Λ > 0-vacuum spacetime which admits a
conformally flat I − and a Killing vector field w.r.t. which the MST vanishes is
locally given by the Kerr-de Sitter spacetime, or the Wick-rotated Kerr-anti-de
Sitter spacetime, or certain limits thereof. This is summarized in Table 5.1.
5.1 Global considerations: topology of I −
Let us complement our classification results based at I with some global con-
siderations of the Kerr-dS-like spacetimes with a locally conformally flat I , i.e.
those which appear in Theorem 5.1, concerning in particular the topology of I .
A convenient way to set up the asymptotic Cauchy problem for spacetimes
with vanishing MST is to take as initial Riemannian manifold the standard
3-sphere (S3, γS3), which takes cares of the assumption that I is locally con-
formally flat. The asymptotic Cauchy KID are completed by the choice of a
CKVF Y on S3 and some constant Cel. In general, though, Y will have zeros
on S3 and, letting aside the de Sitter spacetime, these points do not belong to
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the null infinity of the so-emerging Λ > 0-vacuum spacetime [26]. Its topology
will therefore not be S3 but rather
I − ∼= S3 \ {p ∈ S3||Y (p)|2 = 0}
(or a connected component thereof if the zero set of Y separates the 3-sphere).
The zeros of Y were presented in Proposition 3.5 for the different possibilities,
and thus we have all we need to perform the analysis of the I −-topology. In
the following we provide such a global structure for each Kerr-dS-like spacetime
and discuss briefly their 4-dimensional global structure.
A particularly interesting situation arises if Y has no zeros on S3. If then
the emerging spacetime is asymptotically simple (note that a compact I − is
a prerequisite for that [1]), an argument analogous to the one which was used
to prove the non-linear stability of the de Sitter spacetime [11, 12] applies and
shows that the corresponding spacetime is stable as well.
De Sitter spacetime The de Sitter spacetime is asymptotically simple with
I − ∼= S3, M ∼= R × S3 and M˜ ∼= [0, 1] × S3. Its global structure is discussed
e.g. in [17].
Kerr-de Sitter spacetime and Schwarzschild-de Sitter spacetime From
Theorem 5.1 these are Cases 2(a) and 2(b) in Theorem 3.1 and then Proposi-
tion 3.5 tells us that the CKVF Y has two zeros p1 and p2, representing the poles
where the event horizon and the cosmological horizon “touch” I −. Therefore,
I − ∼= S3 \ {p1, p2} ∼= S2 × R. None of its members is asymptotically simple.
Their global structure is discussed e.g. in [17, 31].
Kottler spacetime with ε = 0,−1 The topology of past null infinity is
known to be I − ∼= R3 [29]. This can also be seen from the fact that Y vanishes
on a closed embedded curve in Case 1(b) of Theorem 3.1, or at one isolated
point in Case 3(b) of that Theorem, and as then follows from Proposition 3.5.
Observe that in the first case the relevant part of the initial manifold S3 is
merely a hemisphere. The spacetimes are not asymptotically simple.
a→∞-KdS-limit-spacetime This is Case 3(a) in Theorem 3.1, so that from
Proposition 3.5 the CKVF Y vanishes at precisely one isolated point whence
the topology of past null infinity is again I − ∼= R3 and the spacetime is not
asymptotically simple.
Wick-rotated Kerr-AdS and Taub-NUT-dS spacetimes These corre-
spond to Case 1(a) in Theorem 3.1. From Proposition 3.5 all its members
admit a I − which is topologically S3. Actually, this is true also for the general
Taub-NUT-dS metric, independently of having a conformally flat I or not. Its
global structure is determined by the function Vr given in (4.41) and appearing
in (4.40). More precisely, by the (real) zeros of the function f(r) = −(r2 +`2)Vr
[4, 5]. If f has no zeros the spacetime is asymptotically simple withM ∼= R×S3
and M˜ ∼= [0, 1]×S3. If the function f has zeros the spacetime will be extendible
and causally geodesically incomplete (with an extension which is not globally
hyperbolic).
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• Let us start then with the exceptional situation in Case 1(a), given by
Taub-NUT-dS spacetime with ` = 12
√
3
Λ , so that I is conformally flat.
To analyze the zeros of f(r) observe that in the case with ` = 12
√
3
Λ
f(r) =
Λ
3
(
r2 +
3
4Λ
)2
+ 2mr . (5.1)
Hence, if m is positive, the roots must be negative and vice versa. Without
loss of information, we can assume that m ≥ 0. Equation (5.1) can be
written as
f(r) =
(
2r +
1√
Λ
)2 ( Λ
12
r2 −
√
Λ
12
r +
3
16
)
︸ ︷︷ ︸
>0
+2
(
m− 1
3
√
Λ
)
r . (5.2)
We deduce that f cannot have zeros for 0 ≤ m < 1
3
√
Λ
. For m = 1
3
√
Λ
we
have a double root at r = − 1
2
√
Λ
. For m > 1
3
√
Λ
we have f(− 1
2
√
Λ
) < 0
and therefore f must have zeros.
Consequently, the ` = 12
√
3
Λ -Taub-NUT-de Sitter spacetime is asymptot-
ically simple if and only if
|m| < 1
3
√
Λ
. (5.3)
This is in accordance with the stability of de Sitter. In particular, the
Taub-NUT-dS spacetime with ` = 12
√
3
Λ is stable in this parameter range.
• Consider now the generic situation in Case 1(a), the Wick-rotated Kerr-
anti-de Sitter spacetime. Again, the corresponding CKVFs do not have
zeros whence I − ∼= S3. The metric is given by (4.36) and, by analogy
with the previous case, one might expect that the global structure of the
spacetime (in particular whether it is asymptotically simple) may depend
on the zeroes of the function ∆̂r in (4.32). With this hypothesis, it makes
sense to determine under which conditions on m and a this function has
no zeros on R, which we do next. Recall that
∆̂r = −(a2 + r2)
(
1 +
Λ
3
r2
)
− 2mr , 0 < a <
√
3
Λ
.
Without restriction we can assume m ≥ 0 when we analyze the roots of
this function. Note that, as before, m ≥ 0 implies that the roots (if any)
must be negative. It is convenient to set
fˆ(rˆ) := (aˆ2 + rˆ2)(1 + rˆ2) + 2mˆrˆ = rˆ4 + (aˆ2 + 1)rˆ2 + 2mˆrˆ + aˆ2 ,
rˆ :=
√
Λ
3
r , aˆ :=
√
Λ
3
a (0 < aˆ < 1) , mˆ :=
√
Λ
3
m (mˆ ≥ 0).
Note that fˆ(rˆ) = −Λ3 ∆̂r(r(rˆ)) so that its zeroes determine those of ∆̂r.
The function fˆ has a double root at
rˆ0 = −
√
−1− aˆ2 +√1 + 14aˆ2 + aˆ4
6
< 0 , (5.4)
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for the following specific value of mˆ
mˆ = mˆ0 :=
−1− aˆ4 + 10aˆ2 + (1 + aˆ2)√1 + 14aˆ2 + aˆ4
3
√
6
√
−1− aˆ2 +√1 + 14aˆ2 + aˆ4
∈ (0, 3−3/28) .
(5.5)
We write fˆ as
fˆ(rˆ) = rˆ4 + (aˆ2 + 1)rˆ2 + aˆ2 + 2mˆ0rˆ + 2(mˆ− mˆ0)rˆ
= (rˆ − rˆ0)2 (rˆ2 + 2rˆ0rˆ + aˆ2rˆ−20 )︸ ︷︷ ︸
>0
+2(mˆ− mˆ0)rˆ ,
(the second factor of the first term is positive since it is clearly positive
for rˆ → ±∞ and its discriminant is negative for 0 < aˆ < 1).
As above, we conclude from this representation that fˆ cannot have zeros
for 0 ≤ mˆ < mˆ0. For mˆ = mˆ0 it has a double root at rˆ = rˆ0. For mˆ > mˆ0
we have fˆ(rˆ0) < 0 and therefore fˆ must have zeros. It follows that ∆̂r has
no zeros on R if and only if |mˆ| < mˆ0, or, equivalently,
|m| <
−1− (Λ3 )2a4 + 10Λ3 a2 + (1 + Λ3 a2)√1 + 14Λ3 a2 + (Λ3 )2a4
√
18Λ
√
−1− Λ3 a2 +
√
1 + 14Λ3 a
2 +
(
Λ
3
)2
a4
. (5.6)
It is an interesting problem to determine for which values of m and a, the
spacetime (4.28) is asymptotically simple. From the preliminary analysis
above, and by comparison with the simpler Taub-NUT-dS case, we put
forward the following conjecture.
Conjecture 5.4 The Wick-rotated Kerr-anti-de Sitter spacetime (4.28)-
(4.32) is asymptotically simple and M ∼= R × S3, M˜ ∼= [0, 1] × S3 if and
only if m satisfies the bound (5.6). In particular the spacetime is stable
under the same bound.
Note that for a → √3/Λ (5.6) becomes |m| < 8
3
√
Λ
, which recovers (5.3)
when taking into account that the “m”-parameters differ by a factor of 8,
cf. Section 4.4.3.
6 A characterization result for Kerr-de Sitter
Let us consider one more time the Kerr-de Sitter family of spacetimes, which
we want to characterize asymptotically at null infinity. However, in this section
we pay attention to a full connected component of the Kerr-dS I and not
just some local subset thereof as in the previous parts. Our goal is to weaken
the asymptotic conditions on a given Λ > 0-vacuum spacetime to represent a
Kerr-de Sitter spacetime as much as possible.
Let us recall once again that, as proven in [26], for spacetimes which admit
a smooth I − the requirement on the MST to vanish can be replaced by the
conditions (i) and (ii) of Theorem 2.5. If, in addition, we assume that I − is
conformally flat (ergo Cmag = 0), there only remains condition (ii) relating the
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I −-trace D of the rescaled Weyl tensor with the CKVF Y induced on I − by
the spacetime KVF according to (4.1).
However, D and Y are not independent of each other. They satisfy the
reduced KID equations (2.3). Given Y , these equations provide transport equa-
tions for the TT-tensor D. One therefore merely needs to impose certain con-
ditions on some appropriate hypersurface in I − to make sure that (4.1) holds.
That is what we intend to work out in detail to establish a characterization
result for the Kerr-de Sitter spacetime, or rather for the domain of dependence
of its I −. In fact, as “degenerate hypersurface” we shall use one of the poles
in S3 not belonging to I − where the Kerr-dS-metric becomes singular.
The key to the following discussion is the next result, which is valid for
any symmetric and trace-free tensor satisfying the transport equation (2.3),
independently of whether it is transverse or not.
Proposition 6.1 Let (Σ, h) be a Riemannian 3-dimensional manifold admit-
ting a conformal Killing vector field Y and assume the existence of a point
p ∈ Σ which is a limit point for all the integral lines of Y .
Let D be a symmetric, trace-free C1 tensor field defined on the open set
U := {p ∈ Σ, Y (p) 6= 0} and satisfying the transport equation (2.3). Assume
that the functions |Y |D(Y, Y ) and |Y |6|D|2 have finite limits at p and satisfy
lim
q→p |Y |D(Y, Y ) :=
2
3
α, lim
q→p |Y |
6|D|2 = 2
3
α2 (6.1)
Then
D =
α
|Y |5 (Y ⊗ Y −
|Y |2
3
h)
on all of U .
Proof: We work on U . We start by showing that |Y |D(Y, Y ), |Y |6|D|2
are constant along the integral lines of Y . The conformal Killing equations
LY hij =
2
3 (∇̂lY l)hij imply LY |Y | = 13 |Y |∇̂lY l, from which the constancy of|Y |D(Y, Y ) follows as a consequence of (2.3). The constancy of |Y |6|D|2 follows
from LY |D|2 = −2(∇̂lY l)|D|2, which in turn is a direct consequence of (2.3)
and LY hij = − 23 (∇̂lY l)hij .
Recalling the definition (2.9) of DY set
W := |Y |6 (D ⊗DY −DY ⊗D)
which, except for a global factor |Y |6, is the wedge product of the symmetric
tensors D and DY (that is, W is symmetric in the first and last pair of indices
and antisymmetric under interchange of pairs). Given that DY is nowhere zero
on U , W vanishes if and only if D = fDY for some C
1 function. Now, an
immediate computation shows
|W |2 = 4
3
|Y |6|D|2 − 2|Y |2D(Y, Y )2
which implies that |W |2 is constant along the integral lines of Y . Given that p
lies in the closure of all integral lines of Y and that limq→p |W |2 = 0 from (6.1),
it follows that |W |2 vanishes everywhere on U . Therefore, W = 0 and D = fDY .
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Thus |Y |D(Y, Y ) = 23f and since this is constant along the integral lines of Y
with limit 23α, we conclude f = α and the proposition is proven. 2
Now recall that, as discussed in section 5.1, the Kerr-de Sitter I − (including
the Schwarzschild-dS case) is topologically a 3-sphere with two poles removed,
see also [2],
I − ∼= S3 \ {p1, p2} ∼= S2 × R . (6.2)
The conformally rescaled “unphysical” spacetime metric is singular at these
two points on the sphere, whereas the Riemannian metric h which is induced
on I − remains regular there. Let us therefore consider an asymptotic initial
3-manifold Σ which is topologically S3, Σ := I − ∪ {p1, p2}. The Riemannian
manifold (Σ, h) is compact, simply connected and locally conformally flat. We
can thus apply a classical theorem due to Kuipers (cf. e.g. [22]) according to
which there exists a conformal diffeomorphism onto the standard sphere S3.
Since only the conformal class of the initial manifold matters, we may assume
(Σ, h) to be the standard 3-sphere from the outset, which we shall do henceforth.
The Kerr-de Sitter family (including the Schwarzschild-dS case) corresponds
to Cases 2 in Theorem 3.1, or in other words to the choice of CKVF equivalence
class [Y ] in (Σ, h) satisfying k̂ > 0 (or k̂ = 0, ĉ > 0 for the Schwarzschild-dS
case). The canonical representatives of Y in E3 according to Theorem 3.1 are
given by
Y = λ(x∂x + y∂y + z∂z) + λ
−1(y∂x − x∂y) if k̂ > 0,
Y = x∂x + y∂y + z∂z if k̂ = 0, ĉ > 0.
E3 and S3 are conformally related by the stereographic projection. Selecting (in
accordance with Appendix A.2) the plane z1 = 1 and the point p = (−1, 0, 0, 0)
to define this projection and choosing standard spherical coordinates {ψ, θ, φ}
on S3 centered at the poles p and −p (with ψ = 0 at −p and ψ = pi at p), the
CKVF Y on S3 becomes
Y = λ sinψ∂ψ − 1
λ
∂φ if k̂ > 0, (6.3)
Y = sinψ∂ψ if k̂ = 0, ĉ > 0. (6.4)
Our aim here is to show that, in order to characterize the Kerr-de Sitter
family at infinity, we may replace the specific form (4.1) for D by very mild
conditions on one of the excluded poles, say p1.
Theorem 6.2 Consider a maximal globally hyperbolic Λ > 0-vacuum space-
time (M , g) which admits a smooth I − and a Killing vector field X. Let the
asymptotic KID be (I −, h,D, Y ) and suppose that the following conditions are
satisfied:
(i) I − ∼= S3 \ {p1, p2},
(ii) (I −, h) is conformally flat,
(iii) k̂(Y ) as given by (3.11) is either positive (in fact it suffices to be positive
at one point) or vanishes, in which case we assume that ĉ(Y ) (as given by
(3.10) ) is positive.
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(iv) p1 is a fixed point of Y and the functions |Y |D(Y, Y ) and |Y |6|D|2 have
finite limits at p1 satisfying(
lim
q→p1
|Y |D(Y, Y )
)2
=
2
3
lim
q→p1
|Y |6|D|2
Then (M , g) is isometric to the domain of dependence of a connected com-
ponent of past null infinity of a Kerr-de Sitter spacetime (belonging to the
Schwarzschild-de Sitter case if and only if k̂(Y ) = 0).
Proof: By uniqueness of the maximal Cauchy development of asymptotic KID
data, it suffices to show that the data (I −, h,D, Y ) are isometric to the Kerr-dS
(or Schwarzschild-dS) data. Since k̂ > 0 (or k̂ = 0 and ĉ > 0) we may assume
(possibly after applying a conformal diffeomorphism that leaves p1 fixed) that
Y is of the form (6.3) (or (6.4)) in standard spherical coordinates {ψ, θ, φ} with
ψ(p1) = 0. All integral lines of Y except the fixed points at the north pole p1
and the south pole pS (given by ψ = pi) have p1 in their closure. This is because
ψ is a strictly monotonic quantity along Y on U (LY (ψ) = λ sinψ > 0) and the
integral lines of Y are complete. If p2 is not the south pole of S3, then Y |p2 6= 0
and there exist precisely one integral line s(τ) of Y in I − connecting p2 and
pS . In this case we define U := S3 \ {p1, p2, s(τ)} ⊂ I −. If p2 is the south
pole we let U := I − = S3 \ {p1, p2}. In either case, U is dense in I −. Thus,
we can apply Proposition 6.1 to conclude that D = CelDY for some constant
Cel := limq→p1 |Y |D(Y, Y ) on U , and hence also in S3 \ {p1, pS}. Given that
DY is singular at the south pole, it follows that the excluded point p2 must in
fact be pS (otherwise pS would be an interior point of I − and D would not
be smooth everywhere at past null infinity). Thus (Σ, h,D, Y ) agrees with the
data for Kerr-dS (or Schwarzschild-dS) and the theorem is proven. 2
7 Comparison with known results and existence
of conformally flat I
A complete classification of Λ-vacuum spacetimes satisfying the alignment con-
dition (2.5) has been obtained in [27] (F2 6≡ 0) and [28] (F2 = 0). In the latter
case Λ ≤ 0 necessarily and thus this is of no relevance here. Concerning [27],
and as already emphasized, the results in this paper are largely independent of
those in [27]. However, having accomplished here a complete classification of
Λ > 0-vacuum spacetimes satisfying the alignment condition (2.5) and admit-
ting a conformally flat (or conformally spherical) I , we can now combine both
sets of results and find, as an interesting by-product, which specific spacetimes
in the general class do admit a conformally flat I and which do not. Even
more, the analysis reveals which subset of spacetimes satisfying b2 = 0 (defined
in (3.5)) do not admit a smooth conformal compactification at all.
The starting point is Theorem 4 in [27], where it is shown that any Λ-vacuum
spacetime satisfying (2.5) and QF2 not identically zero belongs to one of three
explicit classes, labeled (A), (B.i) and (B.ii) in [27]. Class (A) corresponds to
the situation with QF2 − 4Λ = 0 at some point (and hence everywhere [27]),
while classes (B) correspond to QF2 − 4Λ 6= 0 everywhere. In the latter case,
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the metric depends on a number of parameters in addition to Λ: b1, b2, c, k ∈
R for class (B.i) and β, n ∈ R,  ∈ {−1, 1}, κ ∈ {−1, 0, 1} for class (B.ii).
All these constants are defined geometrically in terms of the choice of Killing
vector ξ under which (2.5) holds. It is clear from the results in [27] that any
two spacetimes either belonging to different classes, or to the same class but
with different parameters, cannot be locally isometrically transformed to each
other while at the same time transforming the chosen Killing vectors ξ into one
another. However, in order to make use of Theorem 4 in [27] to draw general
conclusions, we need to know under which conditions two given spacetimes in
the family are locally isometric to each other independently of whether the
Killing vectors satisfying (2.5) get transformed into one another. One way of
addressing this issue is to fix the spacetime metric under consideration and ask
what is the most general Killing vector ξ for which (2.5) holds. This question
is analyzed in the following Lemma.
Lemma 7.1 Let (M , g) be a Λ-vacuum spacetime satisfying the alignment con-
dition (2.5) with QF2 not identically zero for a choice of Killing vector ξ. If
QF2−4Λ = 0 for ξ, then QF2−4Λ = 0 for any other Killing vector ξ′ for which
(2.5) holds. On the other hand, if QF2 − 4Λ 6= 0 then any other Killing vector
satisfying (2.5) must be of the form ξ′ = αξ where α is a non-zero constant.
Proof: Let p ∈M be chosen so that Q|p 6= 0 and F2|p 6= 0. We work on an
open connected neighbourhood Up of p where QF2 vanishes nowhere. From the
assumption
Cαβµν = Q
(
FαβFµν − 1
3
F2Iαβµν
)
= Q′
(
F ′αβF ′µν −
1
3
F ′2Iαβµν
)
where Q′, F ′αβ are the quantities associated to ξ′, it follows that Q′ and F ′αβ
are nowhere zero on Up. Moreover, since I is of rank 3 (in the complex three-
dimensional vector space of self-dual two-forms at a point), while span{F ⊗
F ,F ′ ⊗F ′} is at most of rank two, we conclude that QF2 = Q′F ′2 and F ′αβ =
uFαβ for some non-zero smooth complex function u. The first equality proves
the first claim in the Lemma.
For the second statement we assume QF2 − 4Λ 6= 0 and show first that u is
in fact constant. Indeed, expression (3.5) can be written in the form
(F2)3 = (b2 − ib1)
2(QF2 − 4Λ)6
362(QF2)2 .
Denoting by b′1, b
′
2 the constants corresponding to ξ
′ we find, using the invariance
QF2 = Q′F ′2,
u6 =
(F ′2
F2
)3
=
(b′2 − ib′1)2
(b2 − ib1)2
and u is constant as claimed. We now recall the definition of the Ernst-one form
σα := 2ξ
βFβα and use the fact [27, Theorem 4] that
σα = 6∇α
(
F2 QF
2 + 2Λ
(QF2 − 4Λ)2
)
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which readily implies σ′α = u
2σα. The Killing vector can be reconstructed out
of σα by means of the general identity
σβF βµ = 2ξαFαβF βµ =
1
2
F2ξµ, (7.1)
the last equality following from the standard algebraic property of self-dual two
forms FαβF βµ = 14F2gαµ. Inserting the transformation law for Fαβ and σα it
follows
ξ′µ = uξµ
which automatically implies that u is in fact a real constant α. 2
As an immediate Corollary, two given metrics in Class (B), either belonging
to different subclasses (i) and (ii) or to the same subclass but with constants
not related to each other by a rescaling of ξ, are automatically not locally
isometric to each other. When dealing with spacetimes admitting a smooth I ,
this normalization freedom will be fixed as described in Remark 3.3.
We can now proceed with the identifications of the spacetimes within classes
(A) and (B) admitting a conformally flat smooth I . Class (A) is very simple
because the corresponding metric is the so-called Nariai metric, which is known
not to admit a smooth I [6]. This result also follows from the considerations
in [26], where we showed that any Λ > 0-vacuum spacetime satisfying (2.5) and
admitting a smooth I necessarily satisfies that both F2 and QF2− 4Λ are not
identically zero near I .
In order to deal with class (B) we recall that the splitting into (B.i) and (B.ii)
depends on whether dim(span{ξ, ς}) is 2 or 1 respectively, where ς is the KVF
(3.21) commuting with ξ. In [26] we have shown that, whenever the spacetime
admits a smooth I , one has dim(span{ξ, ς}) = dim(span{Y, ς̂}). As a conse-
quence of Lemma 3.6, class (B.ii) admitting a conformally flat I corresponds
to all Cases (b) (which have k̂ = 0 and 4 CKVFs) plus the exceptional Case
1(a) with the specific values (k̂, ĉ) = (−1,−2).
We have proven in Section 4 that Cases (b) correspond to the generalized
Kottler spacetimes and that Case 1(a) with (k̂, ĉ) = (−1,−2) corresponds to
the Taub-NUT-dS spacetime. On the other hand, the metrics in case (B.ii) are
[27, Theorem4]
g =
{ −V (dv − wˆ)2 + 2dx (dv − wˆ) + (β2 + x2)h+ if  = 1
V −1dx2 + V (dv − wˆ)2 + (β2 + x2)h− if  = −1 (7.2)
V = (β2 + x2)−1
(
−Λ
3
(
x4 + 6β2x2 − 3β4)− κ (β2 − x2)+ nx) ,
ξ = ∂v, dˆwˆ = 2βη
where β, n ∈ R, κ ∈ {−1, 0, 1} and h is a metric of constant curvature κ,
signature {, 1} and volume form η. It follows from the results in [27] (also
by direct computation) that the constant b2 for the metric (7.2) reads b2 =
2β(κ− 43Λβ2) when  = +1 and b2 = n when  = −1.
Restricting ourselves to  = +1, the condition b2 = 0 (necessary for the
metric to admit a conformally flat I , cf. (3.9)) is equivalent to either β = 0 and
κ unrestricted, or β = 12
√
3
Λ and κ = 1. The metric (7.2) with  = +1, β = 0 is
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isometric to the Kottler spacetime. Indeed, the equation dˆwˆ = 0 shows that wˆ
is locally exact. The coordinate change dv = dt+ dyV + wˆ brings the metric into
the generalized Kottler metric (4.7) after identifying n = −2m and κ = ε. When
 = +1 and κ = 1, the metric (7.2) is locally isometric to Taub-NUT-dS [27]
with the identification β = `, and we recover the fact that this metric admits a
conformally flat I if and only if β = ` = 0 or β = ` = 12
√
3
Λ . Since we have
exhausted all spacetimes within Cases (b) or Case 1(a) with (k̂, ĉ) = (−1,−2),
the following Proposition holds
Proposition 7.2 Consider the class of Λ > 0-vacuum spacetimes (M , g) sat-
isfying the alignment (2.5) with QF2|p 6= 0 at some point p ∈M and QF2−4Λ
not identically zero. The subclass (B.ii) defined by dim(span{ξ, ς}) = 1, and
given explicitly in (7.2), admits a conformally flat I if and only if  = 1, and
either β = 0 or (κ = 1, β = 12
√
3
Λ ). Moreover, the metrics with  = −1 and
n = 0 do not admit a smooth conformal compactification.
Note that the last statement of the theorem holds because  = −1, n = 0 has
b2 = 0. Hence, if the spacetime admitted a smooth conformal compactification,
I would have to be locally conformally flat, but this is excluded by our results
and the fact that all cases with dim(span{ξ, ς}) = 1 have been exhausted.
One also knows that the metrics (7.2) with  = 1, κ = 1 (being the Taub-
NUT-dS metric with arbitrary NUT parameter) admit a smooth I , so it is
tempting to conjecture that the class with  = 1 admits a smoothI for all values
of κ and β, while the class with  = −1 does not admit a smooth conformal
compactification irrespective of the value of the parameters. One way to address
this question would be to classify the asymptotic Killing initial data arising in
Theorem 2.5 with Cmag 6= 0, similarly as we have done here in the case Cmag = 0.
It remains to understand how Class (B.i) fits into the present framework.
This corresponds to the situation when dim(span{ξ, ς}) = 2 and the metric can
be written locally as [27]
g =−N (dv − Z2dx)2 + 2 (dy + V dx) (dv − Z2dx)
+ (y2 + Z2)
(
dZ2
V
+ V dx2
)
(7.3)
ξ =∂v, N := c− Λ
3
(
y2 − Z2)− b1y + b2Z
y2 + Z2
, V := k + b2Z − cZ2 − Λ
3
Z4.
or, away from the hypersurfaces {y = y0} where W (y) := k − b1y + cy2 − Λ3 y4
has zeroes, in the alternative Pleban´ski form
g =
1
y2 + Z2
(
V (Z)
(
dτ + y2dσ
)2 −W (y) (dτ − Z2dσ)2)
+ (y2 + Z2)
(
dZ2
V (Z)
+
dy2
W (y)
)
. (7.4)
It is convenient to make the redefinitions W =
(
3
Λ
)3
Ŵ , V =
(
3
Λ
)3
V̂ , Z = 3Λ Ẑ,
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y = 3Λ ŷ, σ =
(
Λ
3
)2
σ̂, b1 =
(
3
Λ
)2
b̂1 and b2 =
(
3
Λ
)2
b̂2, which brings (7.4) into
g =
3
Λ
1
ŷ2 + Ẑ2
(
V̂ (Ẑ)(dτ + ŷ2dσ̂)2 − Ŵ (ŷ)(dτ − Ẑ2dσ̂)2
)
+
3
Λ
(ŷ2 + Ẑ2)
( dẐ2
V̂ (Ẑ)
+
dŷ2
Ŵ (ŷ)
)
, (7.5)
Ŵ (ŷ) = k̂ − b̂1ŷ + ĉŷ2 − ŷ4 , V̂ (Ẑ) = k̂ + b̂2Ẑ − ĉẐ2 − Ẑ4 .
We emphasize that the constants k̂ and ĉ here agree with the constants k̂ and
ĉ used elsewhere in the paper (more precisely, when the spacetime admits a
smooth I , the traces of these constants on I agree with those in the rest of
the paper).
Given that our classification has been restricted to the conformally flat case,
we need to set b2 = 0 (or b̂2 = 0), which we assume henceforth. We have
proven in Section 4 that the values of (k̂, ĉ) compatible with a smooth conformal
compactification are (using the normalization in Remark 3.3): Case 1(a) with
k̂ = −1, ĉ < −2, Case 2(a) (defined by k̂ > 0), and Case 3(a) where k̂ = 0 and
(3.20) fails to hold so that there are just two CKVFs.
By simply combining all the results, the following Proposition holds.
Proposition 7.3 Consider the class of Λ > 0-vacuum spacetimes (M , g) sat-
isfying the alignment (2.5) with QF2|p 6= 0 at some point p ∈M and QF2−4Λ
not identically zero. The subclass (B.i) defined by dim(span{ξ, ς}) = 2 and given
explicitly by (7.3) (or (7.4)) admits a conformally flat I if and only if b2 = 0
and (k, c) lie in the subset
{k < 0, c < −2
√
|k|} ∪ {k = 0, c < 0} ∪ {k > 0}.
Moreover, the metrics with b2 = 0 and (k, c) not lying in this set do not admit
a smooth conformal compactification.
Nothing can be said from our results here concerning the general case b2 6= 0.
As already indicated, a complete classification of asymptotic KIDs satisfying (i)
and (ii) in Theorem 2.5 would determine, as a Corollary, which spacetimes in
Class (B.i) do admit a smooth conformal compactification.
It is however, of interest to see how exactly the metric (7.4) with b2 = 0
fits with the results in Section 4 for each allowed value of (k̂, ĉ). We devote the
following subsections to address this.
7.1 Wick-rotated Kerr-anti-de Sitter spacetime: Case 1(a)
We restrict ourselves to k̂ = −1, ĉ < −2, so that
Ŵ (ŷ) = −1− b̂1ŷ + ĉŷ2 − ŷ4 , V̂ (Ẑ) = −1− ĉẐ2 − Ẑ4 , (7.6)
The metric (7.5) is Lorentzian iff V̂ > 0, which will be the case if and only if
â < Ẑ2 < â+
√
ĉ2 − 4 = â−1 , â := −1
2
(
√
ĉ2 − 4 + ĉ) > 0 . (7.7)
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Since the line element (7.5) is invariant under the transformation Ẑ 7→ −Ẑ we
may assume that Ẑ > 0. We define new coordinates (compare [21]),
Ẑ =
√
â cosh θ , ŷ =
√
Λ
3â
r , σ̂ = −
√
â φ , τ =
√
Λâ
3
t− â3/2φ , (7.8)
which transform (7.5) to the line element (4.28) of the Wick-rotated Kerr-anti-de
Sitter metric in Boyer-Lindquist-type coordinates. We note that the coordinate
transformation reveals that
a =
√
3
Λ
â ,
(Λ
3
)2
b1 = b̂1 = 2
( 3
Λ
)1/4
ma−3/2 , (7.9)
which recovers (4.39).
7.2 a→∞-KdS-limit-spacetime: Case 3(a)
Consider next the case k̂ = 0, ĉ = −1, so that now
Ŵ (ŷ) = −b̂1ŷ − ŷ2 − ŷ4 , V̂ (Ẑ) = Ẑ2 − Ẑ4 . (7.10)
The condition of V̂ > 0 holds iff
Ẑ2 ∈ (0, 1) . (7.11)
As before, the invariance Ẑ 7→ −Ẑ of the metric allows us to assume that Ẑ > 0,
i.e. Ẑ ∈ (0, 1). We define new coordinates (t, r, θ, φ),
Ẑ = cos θ , ŷ = r , σ̂ = −Λ
3
φ , τ =
Λ
3
(t− φ) (7.12)
and together with
m =
1
2
Λ
3
b̂1 =
1
2
(Λ
3
)3
b1 , (7.13)
which recovers (4.25), the line element (7.5) indeed takes the form (4.24).
7.3 The Kerr-de Sitter family: Case 2(a)
It only remains the Case 2(a), corresponding to the Kerr-dS family. Given
the importance of this family we make a deeper analysis in this section, in
particular comparing with [27, Theorem 1] and [27, Theorem 6]. Our first goal
is to analyze under which conditions all the hypotheses for the application of
[27, Theorem 1] are fulfilled in our setting, namely when attention is restricted
to Kerr-dS-like spacetimes. Apart from those metrics belonging to case 2(a)
this analysis will also include the limiting case 2(b), i.e. the Schwarzschild-de
Sitter family. In particular, we are going to show that, assuming a conformally
flat I , the positivity of k̂ ensures that all the assumptions of [27, Theorem 6]
are satisfied, where it is shown how the Kerr-dS metric can be brought to the
Pleban´ski form given in (B.i) of [27, Theorem 4]. This will then complete our
comparison with [27, Theorem 4].
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It is shown in [27] that, among spacetimes with vanishing MST and satisfying
QF2 andQF2−4Λ both not identically zero, the Kerr-de Sitter family (including
Schwarzschild-de Sitter) corresponds exactly to the case when the polynomial
V (ζ) = k + b2ζ − cζ2 − Λ
3
ζ4 (7.14)
can be factored as
V (ζ) = Vˇ (ζ)(ζ21 − ζ2) , (7.15)
with ζ1 ≥ 0, Vˆ (ζ) strictly positive in [−ζ1, ζ1] and, in addition, Image(Z) ∈
[−ζ1, ζ1]. These conditions require necessarily that b2 = 0 which recovers the
fact that I needs to be conformally flat, cf. (3.9).
For b2 = 0 the polynomial V (ζ) happens to be closely related to the char-
acteristic polynomial P used in (C.1) of Appendix C to classify the different
equivalence classes [Y ] of CKVFs in Euclidean space up to Mo¨bius transforma-
tions, the relation being given simply by
V (ζ) = k − cζ2 − Λ
3
ζ4 =
i
ζ
(
3
Λ
)4
P
(
Λ
3
iζ
)
.
Therefore, the restrictions posed by the requirement that V (ζ) be factored as
k − cζ2 − Λ
3
ζ4 = Vˇ (ζ)(ζ21 − ζ2) (7.16)
with Vˇ (ζ) > 0 on [−ζ1, ζ1] easily follows from the analysis in Appendix C, as P
must have a couple of complex conjugate eigenvalues ±iµ1 = ±i(Λ/3)ζ1 and a
couple of non-vanishing opposite real eigenvalues ±λ. This can only happen in
Cases 2 of Theorem 3.1 that is to say, whenever
k̂ > 0 or (7.17)
k̂ = 0 , ĉ > 0 (7.18)
where the following relations hold
λ2 =
1
2
(√
ĉ2 + 4k̂ + ĉ
)
, µ21 =
k̂
λ2
, µ21 =
1
2
(√
ĉ2 + 4k̂ − ĉ
)
and furthermore the factor Vˇ (ζ) takes the simple form
Vˇ (ζ) =
Λ
3
ζ2 +
3
Λ
λ2 , (7.19)
which is obviously positive on [−ζ1, ζ1], and in fact everywhere. Hence the
inequality V (Z) ≥ 0 is equivalent to Z ∈ [−ζ1, ζ1]. One of the consequences of
the analysis in [27] is that V (Z) ≥ 0 everywhere on any Λ-vacuum spacetime
satisfying the alignment condition (2.5) with QF2 and QF2−4Λ not identically
zero. As a consequence, the condition Image(Z) ∈ [−ζ1, ζ1] becomes redundant
when b2 = 0.
It is, however, an interesting consistency check to analyze the range of Z at
I and show that indeed satisfies Image(Z) ∈ [−ζ1, ζ1]. Let us therefore analyze
whether
Z2 ≤ ζ21 =
( 3
Λ
)2
µ21 =
( 3
Λ
)2 1
2
(√
ĉ2 + 4k̂ − ĉ
)
. (7.20)
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holds. It has been shown in [26] that the function Z satisfies
Z|I = −1
2
3
Λ
|Y |−1YkNk . (7.21)
Thus, (7.20) becomes
(YkN
k)2 ≤ 2|Y |2
(√
ĉ2 + 4k̂ − ĉ
)
= 4k̂|Y |2λ−2. (7.22)
To check whether the inequality (7.22) is satisfied we exploit again the con-
formal symmetries of Euclidean 3-space, as well as the gauge scaling freedom
explained in Remark 3.3. From Theorem 3.1 we know that Y can be represented
by “standard forms”, with k̂ and ĉ being appropriately normalized, as follows
Y = λ
xy
z
+ λ−1
 y−x
0
 , λ > 0 , for k̂ = +1 , (7.23)
Y =
xy
z
 , for k̂ = 0 and ĉ = +1 . (7.24)
Let us first study the case k̂ = +1 (i.e. ζ1 > 0). It is easily found from the
expression (7.23) that
YkN
k = 2z, |Y |2 = λ2z2 + (λ2 + λ−2)(y2 + x2) , (7.25)
and (7.22) becomes
(1 + λ−4)(x2 + y2) ≥ 0
which is obviously true. We therefore have Image(Z2) ∈ [0, ζ21 ] on I −, as
required.
Knowing that (7.23) generates a KdS-spacetime we compute its mass m and
its angular momentum a in terms of the parameters ĉ and Cel from the results
in [27]. From (7.20) together with
b1 = −6CelΛ−2
√
Λ
3
,
Vˇ (0) =
3
Λ
λ2 =
1
2
3
Λ
(
√
ĉ2 + 4 + ĉ) ,
we deduce that
a2 =
ζ21
Vˇ (0)
=
3
4Λ
(
√
ĉ2 + 4− ĉ)2
m =
b1
2(Vˇ (0))3/2
=
1
2
(Λ
3
)9/4
a3/2b1 = −1
3
(Λ
3
)3/4
a3/2Cel = −Cel
3
λ−3 .
in agreement with (4.21) and (4.23).
Let us pass to the case k̂ = 0 and ĉ = 1, which is equivalent to ζ1 = 0. Now
the image of Z is simply {0} everywhere, in particular at I . We again check
the latter for consistency using our results in this paper. Indeed, Z = 0 at I
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will hold if and only if YkN
k = 0, which is automatically satisfied by the CKVF
(7.24) because Y is a gradient and hence its curl, Nk, vanishes.
When Z = 0, the results in [27] show that the spacetime is locally isometric
to the Schwarzschild-de-Sitter case with mass
m =
b1
2(Vˇ (0))3/2
=
(Λ
3
)3/2 b1
2
= −Cel
3
in full agreement with (4.12) (note that Vˇ (0) = c = (3/Λ)ĉ = 3/Λ).
Remark 7.4 Due to the relation YkN
k = 0 the restriction of X˜ to I − is
hypersurface orthogonal. In Schwarzschild-dS this is true also off I , i.e. the
KVF whose associated MST vanishes is hypersurface orthogonal in the physical
spacetime (M , g). Indeed, this follows from Proposition D.2, as in Kerr-dS-like
spacetimes the hypothesis (ii) imposed there holds.
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Appendices
A Relation between CKVFs in Sn (and En) with
2-forms in flat spacetime M1,n+1
For our analysis, we need to classify the conformal Killing vector fields (CKVF)
in the 3-dimensional round sphere S3 up to conformal transformations. Thus,
we devote this Appendix to that end, without restricting the dimension of the
sphere, by presenting a classification of the CKVF in the n-dimensional sphere
Sn —up to conformal transformations— via its direct relation with 2-forms in
Minkowski spacetime. The companion Appendix B deals with the algebraic
classification of these 2-forms and its implications concerning canonical forms
of the CKVF, which are then fully detailed in Appendix C.
Let Conf(Sn) denote the conformal group of Sn with the standard round
metric γS
n
, that is to say, Conf(Sn) is the set of diffeomorphisms Φ : Sn 7→ Sn
satisfying
Φ?(γS
n
) = Ω2γS
n
for some positive Ω ∈ F(Sn). Let CKill(Sn) be the conformal Killing algebra,
i.e. the set of (smooth) vector fields ξ satisfying
Lξγ
Sn = 2ΨγS
n
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for some Ψ ∈ F(Sn). It is well-known that Φ?(ξ) ∈ CKill(Sn) for Φ ∈ Conf(Sn)
and ξ ∈ CKill(Sn). This defines an equivalence relation ∼ in CKill(Sn): ξ1 ∼ ξ2
if there exists Φ ∈ Conf(Sn) such that ξ1 = Φ?(ξ2). We wish to classify the
corresponding equivalence classes.
The conformal group of Sn is also called the Mo¨bius group and is well-known
to be isomorphic to the isometry group Iso(Hn+1) of the hyperbolic space Hn+1.
Moreover, Hn+1 can be viewed as the hyperboloid
H := {ηαβxαxβ = −1, t := x0 > 0}
of the Minkowski spacetimeM1,n+1, where {xα} is a fixed choice of Minkowskian
coordinates. The embedding of the hyperboloid H leading to the disk model
representation of hyperbolic space is given by
ϕ : B1 := {|y| < 1} ⊂ Rn+1 −→M1,n+1
y −→ ϕ(y) :=
{
t = 1+|y|
2
1−|y|2
x = 2y1−|y|2
where | · | denotes the Euclidean norm in Rn+1 and we have written xα = (t, x),
x ∈ Rn+1. The induced metric is immediately found to be
γH
n+1
=
4|dy|2
(1− |y|2)2
which is indeed the hyperbolic metric in the disk model representation.
The isometry group of Hn+1 is thus isomorphic to the orthochronous Lorentz
group Lor+ := O+(1, n+ 1), i.e. the subset of the Lorentz group preserving the
time orientation of causal vector fields. It follows that there exists a Lie-algebra
isomorphism between the set of conformal Killing vectors CKill(Sn) and the
set of Killing vectors Kill(M1,n+1) generating the connected component of the
identity of Lor+. The latter are those Killing vectors ofM1,n+1 leaving the origin
o = {xα = 0} invariant. Elements in Kill(M1,n+1) are thefore characterized by
a 2-form F over ToM1,n+1 via the expression
ζF := F
µ
νx
ν∂µ. (A.1)
These Killing vectors are obviously tangent to H (because the hyperboloid re-
mains invariant under the isometries generated by ζF ). Hence, there exists a
vector field ζˆF ∈ X(Hn+1) such that ϕ?(ζˆF |p) = ζF |ϕ(p) for all p ∈ Hn+1, and
the following must hold
ζˆaF |y
∂ϕα
∂ya
= ζαF |ϕ(y) = Fαβ ϕβ(y) =
1 + |y|2
1− |y|2F
α
t +
2ya
1− |y|2F
α
a
where Latin indices a, b, · · · take values in {1, · · · , n+ 1}. Computing the Jabo-
bian of the embedding ϕ, it is easy to check that ζˆF is given by
ζˆF =
(1
2
F bt(1 + |y|2) + F baya − F tayayb
) ∂
∂yb
. (A.2)
The conformal metric gE :=
(1−|y|2)2
4 γ
Hn+1 is the flat metric in B1 and can
be smoothly extended to the boundary ∂B1 in an obvious way. The space ∂B1
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with the metric induced from gE is the n-sphere Sn. Any vector field ζˆF is a
Killing vector in (B1, γ
Hn+1) and hence a conformal Killing vector in (B1, gE).
It also extends smoothly to ∂B1 as a tangential vector. Indeed, |y|2 = 1 defines
the boundary ∂B1 and using (A.2) (Latin indices are raised and lowered with
the Euclidean metric gE) one has
ζˆF (|y|2) = Fbt(1 + |y|2)yb + 2Fbaybya − 2F taya|y|2 =
(
1− |y|2)Fatya |y|2=1= 0
where the antisymmetry of Fαβ has been used.
Thus, the restriction of ζˆF to ∂B1 is a conformal Killing vector of Sn which
we denote by ζ¯F . The Mo¨bius group of Sn is precisely the extension to the
boundary ∂B1 of the isometry group Iso(Hn+1). At the level of generators, the
isomorphism between the Mo¨bius group and Iso(Hn+1) is translated into the
map
T : Kill(M1,n+1)→ Conf(Sn)
ζF 7→ T (ζF ) = ζ¯F
defined by using the procedure just explained. It follows that T is necessarily
a Lie-algebra isomorphism (this can also be checked directly). In summary,
classifying the set of conformal Killing vectors Conf(Sn) up to the Mo¨bius group
amounts to classifying the vectors fields ζF up to the orthochronous Lorentz
group. For this reason, we devote next section to the action of the Lorentz
group on ζF and on the underlying 2-form F .
A.1 Lorentz transformations
Recall that a Lorentz transformations Lµα (at any point x ∈M ) is defined by
gµνL
µ
αL
ν
β = gαβ
so that, as usual,
LναL
ν
β = gαβ , Lν
αLνβ = δ
α
β
which provides the formula for the inverse Lorentz transformation
(L−1)αν = Lνα .
Recall also that, as is obvious
det(L) = ±1, gµν(L−1)µα(L−1)νβ = LαµLβνgµν = gαβ .
Under Lorentz transformations, the different tensorial objects transform as
follows:
ω′µ = Lµ
νων , v
′µ = Lµνvν , F ′αβ = Lα
µLβ
νFµν , F
′α
β = L
α
νF
ν
µLβ
µ .
Therefore, under a Lorentz transformation the vector fields ζF in (A.1) trans-
form according to the previous rules as
ζ ′F
α = Lαµζ
µ = LαµF
µ
νx
ν = LαµF
µ
ν(Lρ
νLρσ)x
σ = F ′αρ(Lρσxσ) = ζF ′α
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and therefore, in order to classify the set {ζF } up to the orthochronous Lorentz
group Lor+, it is enough to classify 2-forms over ToM1,n+1 up to Lor+.
Denoting simply by F the endomorphism Fµν associated to Fµν , one can
define the following set of invariants associated to F
Is :=
1
2
tr(F 2s), s = 1, . . . , [n/2 + 1]. (A.3)
Notice that the odd powers of F have identically zero traces, thus zero invariants.
One immediately notices that all 2-forms F ′ which are Lorentz transformed
of F have exactly the same set of invariants Ia. This follows from
2I1(F
′) = F ′αβF ′βα = LανF νµLβµLβρF ρσLασ = LανF νµFµσLασ = F νµFµν
= 2I1(F )
and so on. However, as discussed in detail in the companion Appendix B, the
converse does not hold, and the set of invariants Ia(F ) does not determine the
algebraic type of F , and thus it does not permit to characterize the required
classes of 2-forms. The full classification requires, in addition to the invariants,
the rank 2r¯ of the 2-form F , see Section B.1
A.2 CKVF in Sn versus En
For many purposes, it is often useful to consider the set of conformal transfor-
mations of Euclidean space En instead of the conformal group of the sphere Sn.
This requires some care because En is conformal to Sn \ {q} where q ∈ Sn is a
point on the sphere. Thus, the conformal group of (En, gE) is, strictly speaking,
the subset of the conformal group of Sn leaving q invariant, which is a proper
subset of the Mo¨bius group.
For this reason, one considers maps
Φ : En \ {q1} → En \ {q2}
satisfying Φ?(gE) = Ω
2gE where Ω ∈ F(En \ {q1}) is positive and the points
q1, q2 ∈ En may depend on Φ. In this extended sense, the set of conformal maps
of En is the same as the Mo¨bius group. It follows that the conformal Killing
algebra of En is isomorphic to the conformal Killing algebra of Sn. Hence, the
arguments above allow one to classify the conformal Killing vectors of Euclidean
space up to the Mo¨bius group (understood in the sense above). We are going to
do this explicitly in what follows by constructing the map that sends any confor-
mal Killing vector Y ∈ CKill(En) to the corresponding 2-form F ∈ ToM1,n+1.
To that aim, it is convenient to use the half-space representation of hyper-
bolic space Hn+1 because then the boundary is indeed diffeomorphic to Rn. The
relationship betweem the disk and the half-space models of Hn+1 is as follows.
Fix a point p ∈ ∂B1 ⊂ Rn+1. The circle inversion of radius 2 centered at this
point is the map
χ : Rn+1 \ {p} → Rn+1 \ {p}
y 7→ χ(y) := z = p+ 4|y − p|2 (y − p) (A.4)
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which has inverse
y = χ−1(z) = p+
4
|z − p|2 (z − p). (A.5)
Observe that |z−p|2 = 16|y−p|−2. The n-sphere outside p, ∂B1\{p} is mapped
onto the hyperplane 〈z − p, p〉 = −2 or, equivalently, given that |p| = 1
χ(∂B1 \ {p}) := P = {〈z, p〉 = −1} (A.6)
and the (open) ball B1 is mapped diffeomorphically to the half-space {〈z, p〉 <
−1}. The pull-back of the hyperbolic metric γHn+1 reads
(χ−1)?(γH
n+1
) =
|dz|2
(〈z, p〉+ 1)2 . (A.7)
We have to compute the vector fields ζˆF as defined in (A.2) and extend them
to the boundary (A.6). As before, this defines a Lie algebra isomorphism be-
tween the Killing vectors of Hn+1 and the conformal Killing vectors of Euclidean
space En. We first transform the vector field (A.2) into the z coordinates or,
more precisely, compute χ?(ζˆF ). This is given by
χ?(ζˆF )|z = ζˆbF (y)
∂χc
∂yb
∣∣∣∣
y=χ−1(z)
∂zc . (A.8)
The Jacobian is
∂χc
∂yb
∣∣∣∣
y=χ−1(z)
=
|z − p|2
4
δcb −
1
2
(z − p)c(z − p)b (A.9)
which implies, taking (A.5) into account,
∂χc
∂yb
∣∣∣∣
y=χ−1(z)
pb =
|z − p|2
4
pc − 1
2
〈z − p, p〉(z − p)c,
∂χ(y)c
∂yb
yb
∣∣∣∣
y=χ−1(z)
= −1
2
(z − p)c (1 + 〈z, p〉) + |z − p|
2
4
pc. (A.10)
Moreover, using |p|2 = 1 and the explicit form of χ−1 given in (A.5) it follows
|χ−1(z)|2 = 1 + 8|z − p|2 (1 + 〈z, p〉) . (A.11)
Let us define F t as the constant covector in Rn+1 with components F ta. Insert-
ing (A.9),(A.10) and (A.11) into (A.8), a straightforward calculation yields
ζ˜cF := χ?(ζˆF )
c =
( |z − p|2
4
+ 1 + 〈z, p〉
)
F ct + F
c
a
(
pa
|z − p|2
4
+ (z − p)a
)
+
1
2
(z − p)c [−Fb azbpa − 〈F t, z − p〉+ 〈F t, p〉 (1 + 〈z, p〉)]
− pc
(
1
4
|z − p|2〈F t, p〉+ 〈F t, z − p〉
)
. (A.12)
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This vector field extends regularly at the boundary hyperplane P. Moreover,
the normal vector to P is p and hence the normal component of ζ˜F is
〈ζ˜F , p〉 =
(
1 +
1
2
〈z − p, p〉
)(
〈F t, p〉 (2 + 〈z − p, p〉) + Fbapb(z − p)a − 〈F t, z − p〉
)
which vanishes at P. Thus ζ˜F is tangent to this hyperplane.
If we let p be the point p = (−1, 0, · · · 0) and define Cartesian coordinates
x := z + p, the domain of x is simply x1 > 0 and the metric (A.7) takes the
form
(χ−1)?(γH
n+1
) =
|dx|2
(x1)2
which is indeed the half-space model of hyperbolic space. P is now {x1 = 0}, so
its inclusion map i is simply i(xA) = (x1 = 0, xA), where indices A,B, · · · take
values in {2, · · · , n+1}. From (A.6), there exists a map Ψ : Sn \{p} 7→ Rn such
that the restriction of χ to Sn \ {p} satisfies χ|Sn\{p} = i ◦ Ψ (after identifying
Sn with ∂B1 ⊂ Rn+1). Ψ is the standard stereographic projection centered at
p. The tangency of ζ˜F to P implies that for any CKVF Y in Sn arising as the
restriction of ζˆF to Sn, the vector field Ψ?(Y ) ∈ X(Rn) satisfies i?(Ψ?(Y |x)) =
χ?(Y |x) = ζ˜F |χ(x). To find the expression of Ψ?(Y ) we simply need to evaluate
the A-components of ζ˜F (A.12) at x
1 = 0. From (z − p)A = (x − 2p)A = xA,
(z − p)1 = (x− 2p)1 x
1=0
= 2 and
1
4
|z − p|2 = 1
4
|x− 2p|2 = 1
4
|x|2 + 1− 〈x, p〉 x
1=0
=
1
4
δABx
AxB + 1 :=
1
4
|x|2δ + 1
〈F t, z − p〉 x
1=0
= 2F t1 + F
t
Bx
B
we find
Ψ?(Y )
A = FAt + F
A
1 +
|x|2δ
4
(
FAt − FA1
)
+ FABx
B − F t1xA + 1
2
xA
(
FC1 − FCt
)
xC .
(A.13)
Defining a (constant) scalar v, vectors a, b and two-form ω in Rn by means of
v := −F t1 = Ft1, 2aB := −FBt + FB1 = −F tB − F 1B ,
(A.14)
bB := FBt + FB1 = F
t
B − F 1B , ωAB := −FAB
the conformal Killing vector Ψ?(Y ) on Euclidean space associated to ζF is writ-
ten as
Ψ?(Y ) =
(
bB + vxB + (aAx
A)xB − 1
2
(xAx
A)aB − ωBAxA
)
∂B (A.15)
and we recover the well-known expression for conformal Killing vectors in Rn.
In terms of v, a, b,ω the 2-form F over To(M1,n+1) that generates Y is given,
in matrix form, by
F = (Fµν) =
 0 v a− b/2−v 0 −a− b/2
−a+ b/2 a+ b/2 −ω
 (A.16)
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or equivalently by
F = vdt ∧ dx1 + dt ∧ (a− b/2)− dx1 ∧ (a+ b/2)− ω. (A.17)
A.3 Fixed points of the CKVFs in Sn
In the main text we will need to know the fixed points of the CKVFs in Sn. Since
these CKVFs are given explicitly in (A.15) in terms of Cartesian coordinates in
the stereographic projection of Sn, the zeros outside the pole p can be identified
directly. However, some argument is needed to determine whether Y vanishes
at the pole p. There are several ways of doing this. Here we exploit the above
discussion to find under which conditions Y vanishes at p.
Lemma A.1 Let Y be a CKVF in (Sn, γSn) and Ψ : Sn \ {p} 7→ Rn the stere-
ographic projection centered at p. Then Y (p) = 0 if and only if aB in (A.15)
vanishes, with aB given as in (A.14).
Proof: Following the previous section A.2, Y is the restriction to Sn = ∂B1
of a vector field ζˆF in (A.2). As just described above, the CKVF Ψ?(Y ) is given
by (A.15) provided the two sets of constants in the respective expressions are
related by (A.14). Since ζˆF is tangential to the sphere Sn, Y vanishes at p if
and only if ζˆF |y=p = 0. Evaluating (A.2) at p = (−1, 0, . . . , 0) yields
ζˆF |p =
(
F bt − F b1 − F t1δb1
) ∂
∂yb
=
(
FBt − FB1
)
∂yB = −aB∂yB ,
where in the last equality we have used the second in (A.14). Thus this vector
vanishes at p if and only aB = 0, as claimed. 2
From the considerations in this Appendix, in order to classify the classes of
CKVFs on En (or Sn), we need to classify the 2-forms on M1,n+1 up to Lor+,
and thus we need results from the algebraic classification of such 2-forms. This
is performed in the next Appendix B.
B Algebraic classification of 2-forms in Lorentzian
manifolds
Let (M, g) be a causally oriented d-dimensional Lorentzian manifold with metric
tensor g (for the case of our interest, d = n+ 2). Let Fµν = F[µν] be a 2-form at
any point x ∈ V. In order to classify the set Λ2x of 2-forms up to orthochronous
Lorentz transformations, we need to describe the algebraic classification of Fµν ,
that is to say, the possible Segre types, eigenvalues and eigenvectors with respect
to the metric gµν . This is, of course, equivalent to the algebraic classification of
the endomorphism Fµν acting on TxM . Possible references are [3, 19, 30].
First of all, from the anti-symmetry of Fµν it is easily checked [3] that any
possible (real) eigenvector vν
Fµνv
ν = λvµ
either has a vanishing eigenvalue λ = 0, or is null. In other words, all spacelike
or timelike eigenvectors have necessarily a vanishing eigenvalue.
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From a classical result, one also knows that any 2-form admits a decompo-
sition of the form
F = ω1 ∧ ω2 + ω3 ∧ ω4 + · · ·+ ω2r−1 ∧ ω2r¯, (B.1)
where ω1, . . . ,ω2r¯ are a set of linearly independent 1-forms. This decomposition
is non-unique, but the number 2r¯ ≤ d depends only on F and is called its rank.
The rank is invariantly defined by
F ∧ · · · ∧ F︸ ︷︷ ︸
r¯
6= 0, F ∧ · · · ∧ F︸ ︷︷ ︸
r¯+1
= 0.
Therefore, any 2-form F falls into one of the following three algebraic classes:
1. There is a timelike eigenvector. In this case, all real eigenvalues vanish
and all the one-forms in (B.1) can be chosen to belong to an orthogonal
co-basis and be spacelike. The Segre type is
{(1, 1 . . . 1)zz¯ . . . zz¯}
where round brackets (here and below) indicate the degeneracy of the zero
eigenvalue. A canonical form for this type of 2-form is
F =
r¯−1∑
j=0
µj θ
2j+1 ∧ θ2j+2, µj 6= 0,
where {θα} (α = 0, 1, . . . , d−1) is an orthonormal (ON) co-basis in (M, g).
Observe that λj = ±iµj are a pair of complex conjugate eigenvalues for
each j, with eigen-directions given by θ2j+1± iθ2j+2. Of course, there can
also be degeneracies in these complex eigenvalues.
2. There is a real non-zero eigenvalue λ 6= 0. In this case, −λ is also an
eigenvalue and the two corresponding eigenvectors are null. The Segre
type is
{11(1 . . . 1)zz¯ . . . zz¯}
In the ON co-basis the canonical form is
F = λθ0 ∧ θ1 +
r¯−1∑
j=1
µj θ
2j ∧ θ2j+1, µj 6= 0 6= λ
so that k± = θ0 ∓ θ1 are the pair of null eigendirections with eigenvalues
±λ, respectively. The same comments as above apply here concerning µj .
3. There is no timelike eigenvector and no non-zero eigenvalue. Equivalently,
there is a triple vanishing eigenvalue with corresponding null eigenvector,
say k− in the notation above. The Segre type is now
{(31 . . . 1)zz¯ . . . zz¯}
and the canonical form reads
F = −1
2
k− ∧ θ2 +
r¯−1∑
j=1
µj θ
2j+1 ∧ θ2j+2, µj 6= 0
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Again, the same comments as above apply here. The null 2-forms are
included here (for r¯ = 1, that is to say, all possible eigenvalues vanish
but F 6= 0). The Segre type for null 2-forms is {(31 . . . 1)} and they are
invariantly characterized by the existence of a null vector ~k such that
k ∧ F = 0, i~kF = 0
where i~k denotes interior product with
~k.
The characteristic polynomial of F , whose roots are the eigenvalues of F , is
P(λ) = det(λ1− F )
and, in terms of the invariants introduced in (A.3), explicitly reads
P(λ) = λd − I1λd−2 + 1
2
(
I21 − I2
)
λd−4 + · · ·+ c[d/2]λd−2[d/2]
= λd +
[d/2]∑
b=1
cbλ
d−2b
where only odd (even) powers of λ appear for d odd (even), and the different
coefficients cb (b = 1, . . . , [d/2]) are known polynomials of the invariants Ia:
each cb is linear in Ib and only involves the Ia with a ≤ b at the appropriate
power. The explicit form of these coefficients cb is complicated for large d,
but a convenient way to have them all explicitly in a nutshell is to recall the
Cayley-Hamilton theorem, that is to say,
P(F ) = 0
which can always be expressed in the following succinct form
Fµ1 [µ1 . . . F
µd
µdδ
τ
ρ] = 0
providing explicit expressions for cb. There is also a recursive method, known
as the Le Verrier-Faddeev algorithm, to compute all the cb [13].
One sees that the invariants Ia determine fully the characteristic polynomial
and thereby the eigenvalues (with all degeneracies) of the 2-form F . However,
they do not determine its algebraic type. To prove this, we now provide an
explicit counterexample. Consider the following two 2-forms:
F 1 = µθ
3 ∧ θ4, F 2 = k+ ∧ θ2 + µθ3 ∧ θ4 (B.2)
where k+ is null and orthogonal to θ2, θ3, θ4 as above. They clearly have the
same invariants (Ia = (−1)aµ2a), but they have different ranks. The first has
rank 2, and the second has rank 4. In general, if a 2-form F is spacelike and has
rank 2r¯ < d− 2, then one can always add a null 2-form of the above type while
keeping the same set of invariants. However, the rank is a property invariant
under Lorentz transformations. Indeed, recall that the rank 2r¯ of any 2-form F
is precisely the rank of the matrix (Fµν). But given that
F ′αβ = Lα
µLβ
νFµν =⇒ detF ′ = (detL)2 detF = detF
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and similarly for the minors (or directly from the defining formula (B.1)), one
deduces that the rank remains unchanged under Lorentz transformations. It
follows then that the 2-forms in (B.2) cannot be related by any Lorentz trans-
formation at all, and they must belong to different algebraic types, despite the
fact that they have the same set of invariants. Thus, the algebraic type of a
2-form depends not only on the invariants, but also on the number r¯ which
determines its rank.
We want to show that the knowledge of r¯ and of the invariants is sufficient
to determine the algebraic type of F . To that aim, we start by providing an
explicit formula for the invariants Ia in terms of the canonical forms presented
above. To do that, let {~eα} be the basis dual to {θα} and observe that, for each
pair {θj ,θj+1} and letting Gj = θj ∧ θj+1 one has G2j = −Πj , where Πj is the
projector to the 2-plane spanned by 〈~ej , ~ej+1〉. Then, it is easy to derive:
Ia = (−1)a
r¯−1∑
j=
µ2aj + 
′λ2a, ∀a = 1, . . . , [d/2] (B.3)
where  = 0 (respectively  = 1) in case 1 (resp. cases 2 and 3) and ′ = 0 (resp.
′ = 1) in cases 1 and 3, (resp. case 2). Notice the signs, as (−1)aIa > 0 in cases
1 and 3, and Ia > 0 for even a in all cases.
Given a fixed set of invariants Ia, formulas (B.3) allow us to find the µ
2
j (and
λ2 in case it exists) and to determine the ’s as long as we know the rank 2r¯.
B.1 How to characterize 2-forms up to Lor+
As proven after the formula (A.3) defining the invariants, we know that all
2-forms F ′ which are Lorentz transformed of F have exactly the same set of
invariants {Ia}. We have also shown that the converse does not hold, and the
set of invariants {Ia(F )} is not enough to characterize the required classes of
2-forms. In order to classify non-trivial 2-forms up to Lor+ one must provide
the following set of numbers:
{r¯, Ia}, a, r¯ ∈ {1, . . . [d/2]}, Ia ∈ R, (B.4)
where Ia is the set of invariants (A.3) and 2r¯ is the rank. Equivalently, we can
provide the set
{r¯, cb}, b, r¯ ∈ {1, . . . [d/2]}, cb ∈ R, (B.5)
where cb are the coefficients of the characteristic polynomials:
c1 = −I1, c2 = 1
2
(I21 − I2), c3 = −
1
6
(2I3 − 3I1I2 + I31 ), . . .
This relies on the fact that one can then obtain the canonical expression of the
2-form by solving the system of equations (B.3). To perform this, we need to
know whether or not F has a non-zero real eigenvalue, which is equivalent to
saying that F ‘contains a timelike plane’. But this is provided by the sign of
cr¯, according to
cr¯ =
 > 0 Case 1  = 
′ = 0
< 0 Case 2  = ′ = 1
= 0 Case 3  = 1, ′ = 0
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Hence, once we are given the numbers (B.5), which are Lorentz invariant, the
classes of 2-forms inequivalent under Lor+ are fully determined by those with a
different set of such numbers. This follows because, if this set is the same for two
different 2-forms, we can always write them in their canonical form by solving
(B.3), which is necessarily one of the cases 1, 2 or 3 listed at the beginning, with
a fixed r¯ and the same degeneracies in the complex eigenvalues — and up to
the signs of the µj and λ involved. But one can always connect any such two
2-forms, that belong to a fixed algebraic class, by means of the orthochronous
Lorentz transformation which sends the orthonormal co-basis used for any one
of the 2-forms to the orthonormal co-basis of the other one —composed with
the necessary space inversions to fit the signs.
We conclude that the equivalence classes of conformal Killing vectors of Sn
is uniquely characterized by the Mo¨bius-invariant constants {cb} together with
the number r¯.
B.2 Relation between different Killings ζF
Let ζF and ζG be any two Killing vectors of the form (A.1) for given two-forms
F and G. One can easily compute its commutator
[ζF , ζG] = ζ[G,F ] (B.6)
where [G,F ] denotes the commutator of endomorphisms, that is to say
[G,F ]µν = G
µ
ρF
ρ
ν − FµρGρν
which represents indeed a new 2-form (indices down). In particular, one can
compute different odd powers F 2j+1 of F for j = 1, . . . , r¯− 1, all of them being
2-forms (when indices are down), and the corresponding Killing vectors are all
mutually commuting
ζ(j) := ζF 2j+1 ,
[
ζ(j), ζ(j
′)
]
= 0.
This is used in section 3.3.
C CKVFs in conformal Euclidean 3-space
In this Appendix we provide the classification of conformal Killing vector fields
(CKVFs) in conformal Euclidean 3-space up to Mo¨bius transformations. This
corrresponds to the case d = 5, n = 3, of the previous Appendices: S3 or E3,
H4 and M1,4. From the discussion above, in this situation r¯ ∈ {1, 2} and, to
achieve a complete classification of the CKVF on E3, one only has to provide
three numbers {r¯, ĉ, k̂} according to (B.5), that is to say:
• 2r¯ is the rank of the underlying 2-form F 6= 0, and r¯ ∈ {1, 2}
• ĉ := I1 = −c1 = tr(F 2)/2 is the first invariant
• and k̂ := −c2 = (I2−I21 )/2 is the remaining coefficient of the characteristic
polynomial of F , given now by
P(λ) = λ(λ4 + c1λ2 + c2) = λ(λ4 − ĉλ2 − k̂). (C.1)
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Using classical vector notation, the CKVF found in (A.15) can be written
as
Y = ~b+ ~w × ~x+ v ~x+ (~a · ~x)~x− 1
2
|~x|2~a (C.2)
where we have defined a third vector ~w by means of
~w := ?ω, wC :=
1
2
ABCωAB
and ABC is the Levi-Civita skew-symmetric symbol. Then, by using (A.17)
it is straightforward to find, for each Y in (C.2), explicit expressions for the
constants ĉ, k̂:
k̂(Y ) = v2|~w|2 + 2 v~a · (~w ×~b) + |~a×~b|2 − 2(~a · ~w)(~b · ~w) , (C.3)
ĉ(Y ) = v2 − |~w|2 − 2~a ·~b . (C.4)
From the construction in the previous Appendices we know that
Lemma C.1 The constants k̂ and ĉ, as defined in (C.3) and (C.4), are invariant
under Mo¨bius transformations.
We have shown in remark 3.3 that the scalars k̂ and ĉ come along with some
gauge freedom: Rescaling Y by some constant factor α ∈ R \ {0} gives another
CKVF. Under such a rescaling we have
k̂ 7→ α4k̂ , ĉ 7→ α2ĉ . (C.5)
We thus may always achieve k̂ ∈ {−1, 0,+1}; if k̂ = 0 we may further assume
ĉ ∈ {−1, 0,+1}, which we will do henceforth. (Indeed, in spacetimes with
vanishing MST the CKVF Y enters the asymptotic Cauchy problem only via
(3.1), (3.2), the factor α can thus be absorbed in the parameters Cel and Cmag.)
Concerning r¯, and given that the rank can only be 2 or 4 in our situation, we
just need to distinguish the case with r¯ = 1. But this is invariantly characterized
by F ∧ F = 0, and thus using (A.17) by
1
2
F ∧F = −dt∧dx1∧ (vω + b ∧ a)−dt∧ (a− b/2)∧ω+dx1∧ (a+ b/2)∧ω = 0
which immediately leads, in the used vector notation, to
v ~w +~b× ~a = ~0, ~w · ~a = ~w ·~b = 0. (C.6)
Again, this set of conditions is Mo¨bius invariant. Hence, one only needs to check
if (C.6) hold: if yes, then r¯ = 1, otherwise r¯ = 2. It is easily checked from (C.3)
that (C.6) implies k̂(Y ) = 0. We are going to see presently that the value of r¯
turns out to be relevant only in the case k̂ = 0 with ĉ < 0.
Arrived at this point, the classification of the CKVFs is as follows, depending
on the different algebraic classes for F . A canonical form for the CKVF (A.15)
(or (C.2)) is provided for each case using the corresponding canonical algebraic
form of F provided in Appendix B (and with {θ2,θ3,θ4} = {dx, dy, dz}):
1. Case 1: The canonical form for the underlying 2-form is F = µ0dx
1∧dx+
µ1dy ∧ dz so that, in this case, using (B.3) we get k̂ = −µ20µ21 ≤ 0 and
ĉ = −µ20 − µ21. Thus, one has in general ĉ < 0, and k̂ < 0 if r¯ = 2 while
k̂ = 0 if r¯ = 1.
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(a) If r¯ = 2 we can set, without loss of generality, k̂ = −1. This means
µ21 = 1/µ
2
0 6= 0 and thus ĉ = −(µ20 + 1/µ20). Observe that, by re-
ordering the basis, one can assume without loss of generality that
µ0 ∈ (0, 1] and µ1 = 1/µ0 . The last expression for ĉ has a global
maximum at µ20 = 1, and therefore ĉ ≤ −2. The particular extreme
case with ĉ = −2 is characterized by the degeneracy of the complex
eigenvalues ±i.
The decomposition of the canonical form of F is
v = 0, ~a = −µ0
2
(1, 0, 0), ~b = −µ0(1, 0, 0), ~w = − 1
µ0
(1, 0, 0)
and thus (C.2) becomes
Y =
 −µ0 + µ04 (y2 + z2 − x2)−µ02 xy + 1µ0 z
−µ02 xz − 1µ0 y
 . (C.7)
In the generic case with µ0 ∈ (0, 1), there exists a 2-parameter family
of CKVFs that commutes with Y : X = λ1(0,−z, y) + λ2Y with
λi ∈ R.
The exceptional case with ĉ = −2 is achieved by setting µ0 = 1 in
(C.7), and then there exists a 4-parameter family of CKVFs that
commutes with Y . This family is characterized by the conditions
{v = 0,~b = 2~a, ~w = −2~a+λ1(1, 0, 0)}, ~a = R3, λ1 ∈ R, in the general
CKVF (C.2), or after a suitable redefinition of parameters,
X = λ1
 0−z
y
+λ2
 2(xy − 2z)4− x2 + y2 − z2
2(yz + 2x)
+λ3
 2(xz + 2y)2(yz − 2x)
4− x2 − y2 + z2
+λ4Y .
(b) If r¯ = 1, so that k̂ = 0, one can set ĉ = −1. Without loss of generality
we thus choose µ0 = 0 and µ1 = 1, and one has
v = 0, ~a = 0, ~b = 0, ~w = (−1, 0, 0)
so that (C.2) reads
Y =
 0z
−y
 .
The most general CKVF commuting with this Y depends on four parame-
ters and is given by the family {v = λ1,~a = λ2(1, 0, 0),~b = λ3(1, 0, 0), ~w =
λ4(1, 0, 0)}, λi ∈ R4. Explictly
X = λ1
xy
z
+ λ2
 12 (x2 − y2 − z2)xy
xz
+ λ3
10
0
+ λ4
 0−z
y
 . (C.8)
2. Case 2: Now the canonical form is F = λdt ∧ dx1 + µ1dx ∧ dy, so that
(B.3) implies ĉ = λ2 − µ21 and k̂ = λ2µ21 ≥ 0 with strict inequality if r¯ = 2
(µ1 6= 0) and equality if r¯ = 1 (µ1 = 0).
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(a) When r¯ = 2 we set, without loss of generality, k̂ = 1. Using (B.3)
this implies µ21 = 1/λ
2 and
ĉ = λ2 − 1
λ2
(λ > 0) (C.9)
so that ĉ can have any sign depending on whether λ2 is greater,
equal or smaller than 1. We can assume without loss of generality
that µ1 = 1/λ.
The decomposition of the canonical form of F is
v = λ, ~a = 0, ~b = 0, ~w = − 1
λ
(0, 0, 1)
and thus (C.2) becomes
Y =
 λx+ 1λyλy − 1λx
λz
 . (C.10)
There exists a 2-parameter family of CKVFs that commutes with Y :
X = λ1(x, y, z)+λ2(−y, x, 0), where λi ∈ R. This family is generated
by {v = λ1,~a = 0,~b = 0, ~w = λ2(0, 0, 1)} in (C.2).
(b) When r¯ = 1 we must set µ1 = 0 so that k̂ = 0. Without loss of
generality we can set λ = 1 (ĉ = 1) and then
v = 1, ~a = 0, ~b = 0, ~w = 0
so that
Y =
 xy
z
 . (C.11)
There exists a 4-parameter family of CKVFs that commutes with Y :
X = ~w × ~x+ v~x, where ~w ∈ R3, v ∈ R.
3. Case 3: Now the canonical form is F = − 12 (dt + dx1) ∧ dx + µ1dy ∧ dz
so that (B.3) gives k̂ = 0 and ĉ = −µ21 ≤ 0, the strict inequality holds if
r¯ = 2 (µ1 6= 0), while ĉ = 0 if r¯ = 1 (µ1 = 0).
(a) When r¯ = 2 one can achieve ĉ = −1 by setting µ1 = 1. The decom-
position of the canonical form of F is
v = 0, ~a = 0, ~b = (1, 0, 0), ~w = (−1, 0, 0)
and then
Y =
 1z
−y
 .
The CKVFs that commute with this Y are given by thw two-dimensional
family generated by {v = 0,~a = 0,~b = λ1(1, 0, 0), ~w = λ2(1, 0, 0)} in
(C.2), i.e. X = λ1(1, 0, 0) + λ2(0,−z, y).
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(b) If r¯ = 1, so that µ1 = 0 and k̂ = ĉ = 0,
v = 0, ~a = 0, ~b = (1, 0, 0), ~w = 0
and then
Y =
 10
0
 .
There exists a 4-parameter family of CKVFs that commutes with Y :
X = ~b+λ1(0,−z, y), where ~b ∈ R3, λ1 ∈ R. This family is generated
by {v = 0,~a = 0,~b, ~w = λ1(1, 0, 0)} in (C.2).
From the explicit solution we see that k̂ = 0 and ĉ = −1 is the only case in
our setting where Y is not uniquely determined up to Mo¨bius transformations
by the two invariants k̂ and ĉ, and one needs to know r¯. Note that (C.6) is not
satisfied in case 3(a). As we have seen, Y can be brought to one of the following
two alternative forms, corresponding to r¯ = 2 and r¯ = 1, respectively
Y (1) =
 1z
−y
 , Y (2) =
 0z
−y
 . (C.12)
The two cases can be distinguised not only by the rank of F , but also from
the fact that the family of CKVF that commutes with Y (1) depends on two-
parameters: X(1) = λ1(1, 0, 0) + λ2(0,−z, y), λi ∈ R, while there exists a 4-
parameter family of CKVFs that commutes with Y (2) given by (C.8).
Taking the behavior (C.5) of k̂ and ĉ under rescaling of the CKVF into
account we have shown:
Proposition C.2 On Euclidean space E3:
1. There is no CKVF whose invariants (C.3-C.4) satisfy k̂ < 0 and ĉ >
−2
√
|k̂|.
2. If the invariant (C.3) vanishes k̂ = 0 and the invariant (C.4) is negative
ĉ < 0, there exist precisely two CKVFs Y (1) and Y (2) —cf. (C.12)— up
to conformal symmetries (i.e. Mo¨bius transformations). They are distin-
guished according to whether or not the Mo¨bius-invariant condition (C.6)
holds.
3. In all other possibilities for the invariants (C.3-C.4), there exists a unique
CKVF up to Mo¨bius transformations.
D Hypersurface orthogonal KVFs
In this Appendix we will derive conditions which ensure that hypersurface-
orthogonality of a KVF is preserved under evolution from I −. For this purpose
we consider the Ernst 1-form
σµ := 2X
αFαµ . (D.1)
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It is well-known that this covector field has an “Ernst”-potential σ (at least
locally), which is defined up to some additive complex constant a, the so-called
“σ-constant”. We decompose σ into its real and imaginary part,
σ = λ+ iω , (D.2)
where ω is called the twist potential. A KVF X is hypersurface-orthogonal
provided that
αβµνX
β∇µXν = 0 ⇐⇒ Im(σµ) = 0 ⇐⇒ ω = const. (D.3)
In fact, the “hypersurface-orthogonal”-property of a KVF is preserved under
conformal rescalings of the metric.
We want to derive a homogeneous wave equation for the twist potential ω.
In the physical spacetime the Ernst 1-form satisfies the following set of relations
(cf. [27])
∇ασα = −F2 + 2RαβXαXβ = −F2 + 2Λ|X|2 , (D.4)
σασ
α = |X|2F2 . (D.5)
That yields a wave equation for the Ernst potential,
2gσ = −|X|−2∇µσ∇µσ + 2Λ|X|2 . (D.6)
supposing that
|X|2 > 0 . (D.7)
In Λ > 0-vacuum spacetimes which admit a smooth I and which are not de
Sitter this will be automatically the case near I for KVFs whose associated
MST vanishes [26], in particular
|X˜|2|I = |Y |2 > 0 . (D.8)
Taking the imaginary part of (D.6) yields
2gω = −2|X|−2∇αλ∇αω . (D.9)
We want to express this equation in terms of the unphysical metric. To do
that we need the asymptotic expansion of the Ernst potential, which has been
computed in [26] (for our purposes here it suffices to present the expansion up
to and including the next-to-next-to-leading order):
Proposition D.1 Consider a Λ > 0-vacuum spacetime which admits a KVF
and a smooth I . Then the Ernst potential σ admits the following asymptotic
expansion
σ = −|Y |2Θ−2 + i
√
3
Λ
YiN
iΘ−1 +
1
3Λ
f2 − 3
Λ
Y i∇˜t∇˜tX˜i
+ip(xj)− a+O(Θ) , (D.10)
∂tσ = 2
√
Λ
3
|Y |2Θ−3 − iYiN iΘ−2 − 1
2
√
3
Λ
R̂|Y |2Θ−1 +O(1) , (D.11)
where a is the complex σ-constant and p(xj) is an (at least locally defined)
potential of the closed 1-form
Pi := −6
√
Λ
3
̂ij
kDklY
jY l . (D.12)
59
We have
2gω = g
αβ(∂α∂βω − Γµαβ∂µω) = Θ22g˜ω − 2Θ∇˜αΘ∇˜αω , (D.13)
and thus
Θ2g˜ω − 2∇˜αΘ∇˜αω = −2Θ3|X˜|−2∇˜αλ∇˜αω . (D.14)
Equivalently (off I where Θ > 0),
2g˜ω˜ = −4Θ−2∇˜αΘ∇˜αΘ(1 + λ˜|X˜|−2)ω˜ + 4Θ−1(1 + λ˜|X˜|−2)∇˜αΘ∇˜αω˜
+Θ−1
(
2g˜Θ + 2|X˜|−2∇˜αλ˜∇˜αΘ
)
ω˜ − 2|X˜|−2∇˜αλ˜∇˜αω˜ , (D.15)
where we have set ω˜ := Θω and λ˜ := Θ2λ. It follows from (D.10) that these
functions are regular near I . We need to make sure that the equation (D.15)
is regular near I , i.e. that the coefficients in parentheses have an appropriate
fall-off behavior at infinity. For this, we employ the relations at I derived in
[26, Section 2] as well as the asymptotic expansions (D.10)-(D.11) of the Ernst
potential, to conclude that
1 + λ˜|X˜|−2 = O(Θ2) , (D.16)
2g˜Θ + 2|X˜|−2∇˜αλ˜∇˜αΘ = −4Λ
3
|Y |−2λΘ− 2
√
Λ
3
|Y |−2∂tλΘ2 +O(Θ)
= O(Θ) . (D.17)
It follows that the rescaled twist potential ω˜ satisfies a regular, homogeneous
wave equation,
2g˜ω˜ = O(1)ω˜ +O(1)∇˜ω˜ . (D.18)
Recall that the Ernst potential is defined only up to the σ-constant. This is
reflected in the wave equation (D.9) for the twist potential: If ω is a solution,
then ω + c, c ∈ R, is a solution, as well. Consequently, (D.15) has the property
that if ω˜ is a solution, then ω˜+ cΘ is also a solution, which, though, defines the
same twist 1-form (indeed, ω˜ = Θ solves (D.15)).
It follows from (D.10)-(D.11) that
ω˜|I− =
√
3
Λ
YiN
i , ∇˜tω˜|I− =
√
Λ
3
(
p(xi)− Im(a)
)
. (D.19)
The rescaled twist potential ω˜ will be proportional to Θ (equivalently, the twist
potential ω will be constant) in the DoD of I − if and only if ω˜|I− = 0 and
∇˜tω˜|I− = const., i.e. if and only if
YiN
i = 0 and ̂ij
kDklY
jY l = 0 . (D.20)
Note that the former condition states that X˜ needs to be hypersurface orthog-
onal on I −. This result shows that hypersurface orthogonality on the initial
manifold together with the KID equations are not sufficient to make sure that
this property is preserved under evolution.
Proposition D.2 Let (M , g) be a Λ > 0-vacuum spacetime which admits a
smooth I − and a KVF X. Then, the KVF X is hypersurface orthogonal in the
DoD of I − if and only if
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(i) X˜ = φ∗X has this property on I −, equivalently, if Y · curlY = 0, and
(ii) ̂ij
kDklY
jY l = 0.
Remark D.3 By definition, condition (ii) is satisfied in the asymptotically
Kerr-de Sitter-like spacetimes of [26].
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