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Abstract
Integrated energy-economic modelling is needed to
support the development of energy and climate
policies. This study asserts that it is important to
consider a system dynamics modelling approach
that includes dynamics, endogenous treatment of
uncertainty and risks, and both aggregate economic
and disaggregate technical or engineering levels of
analysis. The study examined the economic growth
and the factors of production, elasticities, macro-
and technical substitutability; energy cost shares,
heat engine efficiencies and energy services efficien-
cies. Emphasis was laid on the support of the future
development of integrated energy-economic mod-
els covering (a) the key factors or components; (b)
the relationships among these components; (c) a
quantification of parameters; and (d) the implica-
tions for the development of an integrated energy-
economic system dynamics model. The study sug-
gested the following: a non-linear relationship in
production and consumption; large variations
among price and income elasticity values across
time frames, across countries and regions, and
across energy goods; a far from perfect substitution
among factors of production and among energy
goods on a macro-level; technical/engineering limits
to substitution on a micro-level; and engineering
and behavioural limits on what can be achieved
with increased efficiencies. The study argues that
integrated energy-economic modelling intensifies
the accounting for the factors, relationships, quan-
tifications, and implications, and that this practice
allows for such models to describe a complex,
emergent energy-economic reality that informs bet-
ter energy policy.
Keywords: energy-economic modelling; elastici-
ties; technical substitution; energy efficiency; energy
cost share
Highlights
• Integrated energy-economic modelling needs to
include physical and economic aspects.
• Such models need to build on empirically veri-
fiable relationships among key factors.
• The main factors and interrelationships for
energy-economic systems were developed.
• Key factors identified are production, elastici-
ties, substitutability (macro- and technical),
energy cost share, heat engine efficiency, and
energy services efficiency.
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1. Introduction
Academic and policy debates on how energy and
carbon emission limits are influencing real
economies worldwide are once again demanding
serious attention. Tverberg (2012) pointed out an
inevitable recessionary feedback effect and a rein-
forcement of financial crises from rising fossil fuel,
notably oil, prices. Dolan (2001), on the other
hand, highlighted the ability of the market mecha-
nism, price incentives and the protection of proper-
ty as superior mechanisms to circumvent fossil fuel
depletion and rising prices.
It is becoming clear that, with rising public policy
stakes on an increasingly complex and risky topic,
partial analysis will not be sufficient. The
International Monetary Fund emphasised the need
for combining both geological and economic/tech-
nological analyses in one integrated model (Benes
et al., 2012; Kumhof & Muir, 2012). Kumhof and
Muir (2012) indicated how oil supply shocks could
lead to large variations in simulated outcomes if cer-
tain modelling assumptions, such as elasticities,
substitutability, and production functions, were
changed. The study recommended that future
research focuses on ‘a multidisciplinary approach to
modelling, which better represents the dependence
of production technologies on physical processes’.
Much research focused on the review and devel-
opment of integrated energy-economy models
(Bashmakov, 2007; Kümmel, et al., 2010; Stern,
2011a). Brandt (2010) reviewed 45 mathematical
models of oil depletion in four categories: Hubbert-
method; other curve-fitting methods (exponential
and Gaussian); simulation models of resource
extraction and discovery; and economics (focused
on investment and prices). None of these models
bridged the energy-economy gap and Brandt
(2010) concluded that they ‘have fared poorly in
predicting global oil production, [and] the greatest
promise … lies in simulation models that combine
both physical and economic aspects of oil produc-
tion’. 
Clearly, research and modelling work are need-
ed in the field of integrated economic-energy mod-
elling and the present study’s objective was to con-
tribute to identifying the salient factors, relationships
and values that could support integrated energy-
economic modelling with a focus on South Africa.
Section 2 presents the systems methodology taken.
Section 3 reviews the salient components and rela-
tionships in integrated energy-economic modelling.
Section 4 gives a brief outline of the proposed mod-
elling framework for South Africa, and conclusions
are drawn in Section 5.
2. Methodology
It is imperative to have a system dynamics mod-
elling approach that includes dynamics, endoge-
nous treatment of uncertainty and risks, and both
aggregate economic and disaggregate technical or
engineering levels of analysis. This modelling
approach is a well-established technique (Sterman,
2000) characterised by non-linearities and feedback
between the components in the model and is well
suited to modelling complex socio-economic phe-
nomena (Crookes et al., 2013). Its application in
the energy field is substantial, with the focus on
energy inputs through biodiesel (Musango et al.,
2012), coal (Nkambule & Blignaut, 2017), invasive
alien plants (Mudavanhu et al., 2016; Vundla et al.,
2016; Nkambule et al., 2017) as well as labour
inputs to the electricity sector (Ogano & Pretorius,
2017). 
The present study considered several factors that
had not yet been included in integrated energy-eco-
nomic system dynamics models. The nomenclature
of systems thinking was followed in terms of func-
tion, components and the relationships among
these components to indicate a framework by
which future modelling efforts could be informed
(Meadows, 2008). A dynamic process unfolds out
of the interactions among system components,
often with feedback loops reinforcing or counteract-
ing original changes in the system (Deaton &
Winebrake, 2000). It is crucial that models are built
on the basis of best available science on cause-
effect relationships because complex system pat-
terns can emerge over time from very simple inter-
actions. This study organised surveys on energy-
economy interactions into subsections covering (a)
the key factors or components; (b) the relationships
among these components; (c) a quantification of
parameters; and (d) implications for the develop-
ment of an integrated energy-economic system
dynamics model. A synopsis of the most important
model features is presented with additional infor-
mation available in the supplementary file.1
3. Components and relationships in energy-
economy interactions
3.1 Economic growth and the factors of
production
Factors and components
In economic growth theory, changes in output (Q)
are explained by a set of input factors: capital (k),
labour (l), land (n), energy (e), materials (m), and
knowledge (h). The selection of input factors is
guided by economic growth theory. There are two
primary types of growth theories: exogenous and
endogenous; a discussion of these is included in the
supplementary file (Section 1). The advantage of
the system dynamics modelling approach is that it
provides a means of modelling all these different
types of growth theories for neoclassical models
(Crookes & De Wit, 2014), Schumpeterian growth
models (Castellacci, 2018), and the economic long-
wave (Sterman, 1985, 1986). However, although
the use of these growth theories in system dynamics
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models is recognised in literature, it is not fully
realised in energy-economic systems modelling.
Relationships
Not only the production factors differ in economic
growth theory, but also the functional forms (equa-
tions) used in modelling (Ayres & Warr, 2005;
Mishra, 2007). The functional relationships
between the input factors (and in certain cases the
dis-utilities of environmental pollution and waste)
and output have been of the form Constant elastic-
ity of substitution (CES) (with special cases Linear,
Cobb-Douglas, and Leontief), Translog, Quadratic,
or Linear exponential (Linex). In most cases of
mainstream neo-classical economic growth mod-
elling, CES or the special form Cobb-Douglas are
used. Functional forms are described in detail else-
where (Ayres & Warr, 2005; Mishra, 2007). Implicit
in the selection of functional form is substitutability
among inputs, a deeply contentious issue among
economists. One’s view of the role of thermody-
namics in economic growth (Daly, 1997) informs
assumptions about substitutability. The substi-
tutability from both macro-economic and technical
or engineering substitutability points of view are dis-
cussed in Sections 3.3 and 3.4.
Quantification
Quantification of economic growth models is
accomplished by fitting unknown parameters in the
functional relationships as discussed above (elastic-
ities of substitution, for an example) to achieve the
best possible agreement with historical economic
data. Quantified values therefore depend largely
upon the economic growth theory employed and
the functional form of the growth equation (Heun et
al., 2017). The fitting process itself, is fraught with
fitted parameters subject to much uncertainty. 
Implications
Earlier debates in economics concentrated on the
theoretical validity of production functions, mainly
focusing on how aggregate capital is measured
(Robinson, 1953), a debate that has not been
resolved yet (Cohen & Harcourt, 2003). Shaikh
(2005) further asserts that even if aggregate produc-
tion functions ‘appear to work on an empirical level,
they provide no support for the neo-classical theory
of aggregate production and distribution’. The
important point for integrated system dynamics
modelling approach is that the levels and rates of
change in the factors of production and limitations
on output in the economy are both dependent on
the functional form selected. It would be wrong to
assume that macro-level aggregates are rooted in
micro-foundations – specific micro-level, engineer-
ing limitations need to be specified and included in
the modelling effort. Section 3.4 elaborates. 
3.2 Elasticities
Factors and components
Elasticity refers to the sensitivity of one economic
variable to another variable expressed as the ratio
of percentage rates of change. Important economic
variables for calculating elasticities for energy goods
are the demand for an energy good, the price of the
energy good, the income of the consumers
demanding the good, the price of complements to
and substitutes for the energy good, the supply of
the energy good, the output of an energy good. and
the inputs used in the production of the energy
good (Varian, 1992). 
Relationships.
The relationships among these variables, namely
price elasticity of demand, price elasticity of supply,
income elasticity of demand, cross-price elasticity of
demand, and output elasticity are congruent with
standard economic theory; modelling equations
(Equation 1-6) are included in the supplementary
file (Section 2). Elasticities are expressed over the
short run and the long run, where ‘long’ and ‘short’
do not refer to time scales. In the short run, the
quantity of at least one input is fixed, while in the
long run, quantities of all inputs may vary. 
Quantification
Most of the studies dealing with energy elasticities
date from the 1970s and 1980s and more work is
needed in deriving elasticities for contemporary
energy regimes. Output elasticities should not be
reported without clarity on the production function
chosen, for reasons discussed in Section 3.1. For an
example, production functions that include physical
work as a factor of production will have larger out-
put elasticities for energy than those that denote pri-
mary energy inputs by cost shares (Lindenberger &
Kümmel, 2011). Each energy carrier can be anal-
ysed independently. The price elasticity of demand
for crude oil, kerosene, and gasoline are the most
inelastic compared to other forms of energy, while
the income elasticity of demand signal luxury goods
for natural gas and crude oil and necessity goods
for gasoline, diesel, and petroleum. Price elasticity
of supply is inelastic for all energy sources, with the
notable exception of countries not part of the
Organisation of Petroleum Exporting Countries in
the short run (Ramcharran, 2002).
Implications
The choice of values for elasticities to be used in an
integrated system dynamics model is not as straight-
forward as it may seem at first. When large varia-
tions among elasticity values occur across time-
frames, across countries and regions, and across
energy goods, an empirical approach is suggested
specific to the research question at hand and the
economic theory being employed. Ultimately, we
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desire a system dynamics model from which elastic-
ities are a result rather than an input parameter.
With such a model, the resulting elasticities can be
compared to the above observations to validate




The elasticity of substitution measures how easily
one input (in production) or good (in consumption)
may be substituted for another. In an integrated
energy-economy system dynamics model, the elas-
ticity of substitution could indicate the substitution
possible among the input factors of production (k, l,
e, m, h) or among different energy types or energy
carriers. 
Relationships 
Elasticity of substitution between two factor inputs
or goods is measured as the percentage response of
the relative marginal products of the two factors to
the percentage change in the ratio of their quanti-
ties; Equation 7–8 are included in Section 3 of the
supplementary file. The closer that the elasticity of
substitution comes to unity, the higher the possibili-
ty of substitution between the two input factors.
Conversely, the closer the elasticity of substitution
comes to zero, the more complementary the input
factors are to one another. The Cobb-Douglas pro-
duction function assumes unitary factor substitution
elasticity. Constant elasticities of substitution are
assumed between factors of production when work-
ing with production functions specified as CES
(Arrow et al., 1961). A very relevant variation of the
elasticity of substitution is the elasticity of substitu-
tion between energy inputs that are environmental-
ly benign and those that are not. Pelli (2011) esti-
mated that clean and dirty inputs to the production
of electricity in 21 countries are complementary.
Another variation is interfuel substitutability. Stern
and Kander (2012) published a meta-analysis on
the topic and concluded that both the level of anal-
ysis and the type of fuel matter, and that substitu-
tion among energy sources is relatively easy at the
industrial level; but that substitution of gas for elec-
tricity (and vice versa) or coal for electricity (and
vice versa) at the industrial level are more difficult.
Section 3.4 elaborates. Stern (2011b) also found
that energy substitutability is practically more diffi-
cult to achieve at a macro-level. These findings
imply that energy transitions at a macro-level is
more difficult to achieve.
Quantification
Elasticities of substitution differ substantially among
sectors and among type of inputs and goods
(Koesler & Schymura, 2012). Empirical work so far
has demonstrated much lower than unitary substi-
tution elasticities between capital and labour, capital
and energy, and between combinations of
capital/labour and energy as well as capital/energy
and labour (Balistreri, et al., 2003; Okagawa &
Ban, 2008; Van der Werf, 2008; Koesler &
Schymura, 2012). Therefore, Koesler and
Schymura contended that Cobb-Douglas and
Leontief production functions, which assume uni-
tary elasticity of substitution, must be rejected for
most economic sectors.
Implications
Because the above reviews show elasticity of substi-
tution below unity, none of the factor inputs are per-
fectly substitutable at the macro-level and all tend
toward complementarity in varying degrees. Such
results suggest that transitions from one production
or consumption structure to another can be disrup-
tive and that the transitions need to be modelled
dynamically to the fullest extent possible. As Stern
(2011b) pointed out, there are considerable differ-
ences among different definitions for substitutions
and complementarity, and clarification is needed
when stating modelling assumptions.
3.4 Technical substitutability
Factors or components
While the previous section covered macroeconomic
substitutability among economic factors of produc-
tion and among forms of energy, this section
addresses technical substitutability from one type of
energy to another, focusing on technical and physi-
cal constraints. There are capital and time horizon
dependencies to primary and final energy substitu-
tions; see Section 4 of the supplementary file for a
list of factors. For an example, in the short run, elec-
tricity cannot be substituted for coal if the desired
form of useful energy is heat and a coal-burning
boiler is in place. In the long run, electricity could
replace coal if electrical resistance heaters are pur-
chased and installed. If mechanical drive on a fac-
tory assembly line is desired, electricity cannot be
substituted for coal as a fuel for an in-place steam
engine, but in the long-run, electricity could replace
coal if an electric motor is emplaced. At the point of
use, substitution among energy types (heat,
mechanical work and light) is almost impossible.
For an example, the human need for heat will not
be satisfied by a spinning shaft (mechanical drive)
or illumination (light). Neither heat nor light will
move a vehicle whose wheels are connected to a
driveshaft. And offices cannot be illuminated by a
spinning shaft or a furnace. 
Relationships
A complete world energy substitution to wind,
water, and solar (WWS) primary energy sources
and a fully-electric energy carrier system, is, with
some exceptions, technically achievable today but
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requires massive infrastructure investments and
comes with significant cost. From a technical point
of view, key quantifiable measures and relationships
for WWS energy substitutions include:
• capacity factors of WWS energy generating
machines (ratio of actual energy production to
energy production that would have occurred if
the machine were operating continuously at
rated capacity);
• various measures of electricity supply intermit-
tency from WWS machines;
• marginal cost increases (or decreases) to con-
sumers (and therefore the economy as a whole)
for energy source and carrier substitutions,
including both the incremental cost of WWS
electricity and the cost for replacing obsoleted
consumption machines (e.g. vehicles with inter-
nal combustion engines replaced by electric
vehicles); and
• energy cost share in the economy (see Section
3.5).
Quantification
Although energy substitutions are technically possi-
ble, they must be bought at a price. Jacobson and
Delucchi (2009) estimated the total cost for emplac-
ing a WWS energy system to be USD 100 trillion
over 20 years, or USD 5 trillion per year. The 2011
world’s gross domestic product (GDP) at purchas-
ing power parity (PPP) is estimated at USD 69 tril-
lion per year (CIA, 2012), so the WWS plan would
cost an additional approximately 7% of world’s
GDP for the following 20 years, just to emplace.
Cost projections are difficult in the short-term and
nearly impossible over a 20–40-year timeframe, but
the WWS cost figure, in particular, is likely to be an
underestimate for reasons outlined in Section 4 of
the supplementary file. Both Moriarty (2011) and
Tverberg (2009) placed the cost estimate at about
USD 200 trillion or more over 20 years, or at least
14% of world’s GDP over 20 years for emplacing
the WWS system.
Implications
Understanding the technical aspects of energy sub-
stitutions leads to a conclusion that a worldwide
transition away from fossil fuels and other non-
renewable energy sources toward renewable energy
sources will be costly in terms of both money and
time. Integrated energy-economy system dynamics
models must account for both the cost to the econ-
omy of such a transition and the time to execute the
transition. Additionally, marginal price changes that
will accompany energy transitions should be includ-
ed in such a model. 
3.5 Energy cost share
Factors or components
Recently, the impact on economic growth of an
economy’s energy cost share has received attention
in the literature. The components of energy cost
share in a given time are energy type, energy price
for each type, energy consumption rate for each
type, and GDP. Equation 9 in Section 5 of the sup-
plementary file calculates the energy cost share for
an economy.
Relationships
Bashmakov (2007) showed that developed
economies can sustain high total energy cost share
above a threshold for a short period, of possibly two
to three years, before recessionary pressures
depress energy demand, stimulate energy efficien-
cy, reduce energy prices, and return total energy
cost share to its long-term sustainable range. On the
other hand, reduction of total energy cost share
below a lower bound provides economic stimulus,
increases energy demand, provides upward pres-
sure on energy prices and returns the energy cost
share to its long-term sustainable range.
Bashmakov (2007) speculated that ‘energy afford-
ability thresholds and behavioural constants’ are
responsible for the stable range of energy cost share
over many decades. Embarking on a modern
growth path appears to reduce the energy cost
share in an economy from very high values, (indi-
cating that nearly all economic activity is focused on
procuring energy) to small values that remain within
a stable range (Stern & Kander, 2012).
Quantification
According to Bashmakov (2007), the stable range
for economy-wide energy cost share is 8–10% for
the United States and 9–11% for the Organisation
for Economic Co-operation and Development. The
stable and narrow range of energy cost share for
final consumers in the United States is 4–5% and in
the OECD is 4.5–5.5% (Bashmakov, 2007). The oil
cost share threshold that correlates with United
States recessions is approximately 5.5% (Murphy &
Hall, 2011). Sweden’s energy cost share has sta-
bilised at 12% since 1970, although it was nearly
100% in 1800 (Stern & Kander, 2012). King et al.
(2015) showed that the United Kingdom’s cost
share is now in the single digit percentages, but it
was around 30% in the pre-industrial-revolution
years between 1300 and 1600. The South African
case study is illuminating, for it shows the effects of
energy cost share threshold as well as regional
effects are important. South Africa has a very high
dependence on oil imports: 95% of crude oil and
70% of liquid oil requirements are imported
(Wakeford, 2012). Wakeford showed that a 1979
oil cost share spike to just below 5% did not corre-
late with a recession, because a simultaneous gold
price spike offset the negative effect of the oil price
spike. However, a 1985 South African oil cost share
spike to 5% correlated with a recession. The 1990
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Gulf War oil price spike was mitigated in South
Africa by domestic coal-to-liquids (CTL) production
capabilities. Since the end of apartheid in 1994,
global oil price spikes have led to increased energy
cost share in South Africa’s economy because, first-
ly, the country is now integrated with the world
economy and, secondly, the share of CTL in total
consumed petroleum is declining because of
increasing reliance on imported oil. Thus, the coun-
try’s economy today may be more vulnerable to
global oil price spikes than in the past. An oil cost
share spike to nearly 7% preceded the 2009 reces-
sion. The present study shows that it is not energy
price, per se, that impacts the economy. Rather, the
energy cost share (and, perhaps more narrowly, oil
cost share) is a likely key factor. The Swedish and
United Kingdom examples show that energy cost
shares evolve over time along a development path.
The South African case study shows that regional
and local considerations can be significant. It can be
expected that a successful dynamic energy-econo-
my model will exhibit a stable range for energy cost
share of around 10% or less.
Implications
The dynamics of energy cost share should be a
result of an integrated energy-economy system
dynamics model rather than an input to that model.
Thus, a successful integrated energy-economy sys-
tem dynamics model should exhibit an energy cost
share range above which recessionary pressures
may limit economic growth or induce further inno-
vation and below which economic growth is stimu-
lated.
3.6 Power plant efficiency
Factors or components
Electric power plants are important generators of
electricity, the most flexible energy carrier. Power
plant operators pay for high temperature heat (typ-
ically in the form of coal or natural gas) and receive
revenue from work. Many factors affect the prof-
itability of power plants, including revenue rate, fuel
price, operations and maintenance costs, and capi-
tal loan repayment costs. An integrated energy-eco-
nomic understanding of power plants provides
insight into the treatment of power plants in inte-
grated energy-economy models.
Relationships
From a thermodynamic point of view, power plants
are heat engines that take in high-temperature heat
at a given rate and reject low-temperature heat at a
different rate as they produce a rate of final energy,
namely work in the form of electricity. Equation 10–
13 for the thermal efficiency of a power plant’s heat
engine and its maximum efficiency are included in
Section 6 of the supplementary file.
Quantification
The difference in efficiency for power plants operat-
ing at maximum power and maximum efficiency for
the same high and low temperature is significant: a
hypothetical coal-fired power plant operating with a
high temperature of 565 °C and a low temperature
of 25 °C would have a Carnot efficiency of 0.64
and efficiency at maximum power output of only
0.40. There is, therefore, an economic incentive to
operate heat engines with an efficiency that is signif-
icantly lower than the thermodynamic limit (in this
case 38% lower).
Implications
Looking ahead, options for increasing the efficiency
of power plants are constrained. Increasing a plant’s
high temperature, reducing its low temperature, or
both, will improve the efficiency of heat engines
operating at their maximum power point.
Awkwardly, the lower bound on a plant’s low tem-
perature is given by the nearby water or ambient air
temperature, thus offering no realistic possibility for
efficiency improvement. Increasing a plant’s maxi-
mum temperature is feasible only by employing
higher-temperature (and, presumably, higher-cost)
materials within power plant boilers, requiring tech-
nological breakthroughs in material science.
Through many decades of similar power plant eco-
nomics, no such important breakthroughs have
been forthcoming. The present study suggests that
any energy–economy system dynamics model
assumes a fixed value of power plant efficiency that
is roughly equivalent to today’s value.
3.7 Energy services efficiency
Factors or components
The efficiency of converting raw energy carriers or
intermediate energy products into energy services
(such as light, motion, lifting, cutting and bending)
is another important consideration for developing a
dynamic energy-economy model. Improvements in
energy services efficiency can have unexpected
effects. Jevons (1866) was the first to suggest what
has become known as the rebound effect, wherein
an energy services efficiency intervention results in
less energy savings than expected. Both direct,
(usually behavioural) and indirect (usually econom-
ic) feedbacks can contribute to the rebound effect.
An example of a direct (behavioural) feedback is
that a light emitting diode bulb may be left ‘on’
longer when it is known that it consumes energy at
a lower rate. An example of indirect (economic)
feedback occurs when improved energy services
efficiency reduces energy costs, thereby increasing
cash in hand that is spent on other products and
services that require energy to produce, distribute,
and consume. Equations 14–16 for energy intensity
and the rebound effect are included in Section 7 of
the supplementary file.
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Relationships
Typically, increasing energy services efficiency is
thought to decrease both energy consumption and
energy intensity. However, an energy services effi-
ciency intervention coupled with a strong rebound
effect can increase total energy consumption of an
economy, a phenomenon known as backfire.
Jevons (1866) contended that increasing steam
engine efficiency in early-industrial England led to
an increasing rather than decreasing rate of coal use
for the economy as a whole: Jevons’ Paradox. For
Warr et al. (2010:1914), the rebound effect (with
backfire!) is what drives economic growth as it is
known. This study’s assertion was that:
energy efficiency improvements drive econom-
ic growth through [an effect similar to the]
rebound effect. Ceteris paribus efficiency
improvements provide more useful work per
unit of energy purchased and hence drive
down the costs of products and services. Lower
prices stimulate demand enabling economies
of scale and R&D. The resultant product, pro-
cess, and price improvements increase rev-
enues and further stimulate growth.
Quantification
Economists are divided on both the existence and
magnitude of the rebound effect at both the micro-
and macro-levels. Sorrell (2009) admitted that the
rebound effect is difficult to test empirically because
of the many interacting factors at play in the feed-
back loops. It was noted that the evidence for
Jevons’ Paradox (backfire) is inconclusive at this
time, and that perceptions of the magnitude of the
rebound effect are coloured by assumptions about
the role of energy in economic growth. Economists
who contend that energy’s role in economic growth
is commensurate with its small cost share have typ-
ically found little evidence of the rebound effect
(Berkhout et al., 2000; Schipper & Grubb, 2000).
In contrast, economists who believe that energy’s
role in economic growth far exceeds its cost share
have tended to find that rebound effects are signifi-
cant (Sorrell, 2007; Sorrell, 2009). 
Implications
The present study recommends that a rebound
effect be included in energy-economy system
dynamics models as an adjustable exogenous
parameter that can be used for sensitivity studies.
Further, it is postulated that energy intensity should
be an outcome of (not an input to) an energy-econ-
omy system dynamics model. A successful integrat-
ed energy-economy system dynamics model will
predict energy intensity that is in line with today’s
values.
4. Some implications for the South African
context
An analysis of energy efficiencies, costs and factors
is important in the southern African context. For
example, 66% of households in southern Africa
depend on cheap fuel sources such as fuelwood
(Makonese et al., 2018). Although electrification
has increased, most households cannot afford the
appliances or the monthly electricity costs and con-
tinue to use cheaper fuels (Davis, 1998; Howells et
al., 2005). Madubansi and Shackelton (2006)
found that electricity accounted for 60% of expen-
diture on fuel sources in rural communities in South
Africa, thus making those people highly vulnerable
to price shocks. At the same time, 25% of house-
holds in southern Africa do not have access to elec-
tricity (Makonese et al., 2018). Bazilian et al. (2012)
estimated that a tenfold increase in power genera-
tion would be required in sub-Saharan Africa for full
access to be achieved by 2030.
There has been much discussion around the
need to transition to green energy uses (Swilling &
Annecke, 2012; Baker, et al., 2014), and the use of
system dynamics models of energy use in South
Africa to reflect this reality (Musango, et al., 2014).
However, as Heun and De Wit (2012) contended,
such transitions cannot be expected to be smooth.
The present study points out that the situation in
South Africa is exacerbated by decisions around
energy mixes that are based on cost factors rather
than efficiency and environmental considerations.
South Africa historically had access to cheap but
dirty fuel sources and the recent constructions of
Kusile and Medupi power stations highlight the fact
that South Africa is still heavily reliant on coal, albeit
premised on clean coal technology. 
The proposed system dynamics modelling
framework in the present study provides a means of
incorporating these factors into an energy-econom-
ic model for South Africa. For an example, elastici-
ties may be estimated from system dynamics mod-
els to provide a better understanding of the effect of
the fuel mix on demand. In other cases, functional
relationships presented in the present study from
the energy-economic literature may be incorporat-
ed into energy-economic system dynamics models
to better understand factors driving demand and
energy transitions. This is important in South Africa
given the vulnerabilities of the economy to oil price
shocks. Ultimately, system dynamics modelling is a
tool to support decision-making and the review in
the present study provides suggestions on how
some of the challenges faced in the South African
economy may be modelled in such a framework.
5. Conclusions
In response to both policy literature and academic
literature calling for greater integration and multi-
disciplinary modelling approaches, this study pro-
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vided an overview of the main factors and interre-
lationships for energy-economic systems. The study
found:
• non-linear relationships in production and con-
sumption; 
• large variations among price and income elas-
ticity values across timeframes, across countries
and regions, and across energy goods;
• far from perfect substitution among factors of
production and among energy goods on a
macro-level; 
• engineering limits to fuel substitution on a
micro-level; and
• engineering limits on efficiency and behavioural
limits on what can be achieved with increased
efficiencies.
The study considered the research call to contin-
ue to develop integrated energy-economic models.
Yet, non-linearity, large variations and the existence
of engineering and behavioural limits in the energy-
economy space all indicated a need for a specific
focus on the nature of transitions as informed by a
modelling approach that is able to capture complex
dynamics, feedback loops and an endogenous
modelling of risk. Integrated energy-economic mod-
ellers are encouraged to deepen their work to
account for the factors, relationships, quantifica-
tions and implications outlined in this study. As
complex system patterns can emerge over time
from very simple interactions, there is a strong belief
that such a modelling approach will assist in (i)
accurately describing a complex, emergent energy-
economic reality, and in (ii) supporting better
informed energy policy.
Note
1. Supplementary material can be found at https://jour-
nals.assaf.org.za/jesa/article/view/3417.
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