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Abstract
In this paper we state the “oblique extension principle” as a problem of semi-definite programming.
Using this optimization technique we show that the existence of a tight frame is equivalent to the existence of
a certain matrix from a cone of positive semi-definite matrices, whose entries satisfy linear constraints. We
also discuss how to use the optimization techniques to reduce the number of frame generators in univariate
and multivariate cases. We apply our results for constructing tight frames for several subdivision schemes.
c© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
Wavelets and frames provide efficient tools for separating data, be it functions, images, or
surfaces etc., into different frequency components and processing each component at its scale.
In comparison with other families of functions, wavelets and frames allow for more economical
and informative mathematical representations and for efficient and fast implementations. These
properties ensure their success in a vast number of applications.
In [3] we demonstrate that the time-domain characterization [7,8] of tight wavelet frames on
uniform or irregular triangulations of bounded or unbounded domains in Rd provides a unified
framework generalizing the shift-invariant case considered in [27]. This was also observed in [10]
in the univariate case. The time-domain frame constructions, regardless of the spatial dimension
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and geometry of the domain, boil down to symmetric factorizations of certain “global” positive
semi-definite matrices. We succeeded in [3], in the case of non-negative masks, in splitting the
global problem into small local factorization problems, achieving two goals at once: drastic
reduction of the size of the matrices to be factorized and explicit frame constructions even for
MRAs based on subdivision algorithms on meshes with extraordinary vertices and at the domain
boundaries. The latter demonstrates the advantage of redundancy, as it still remains unknown
how to obtain efficient wavelet decomposition algorithms [22] in the vicinity of extraordinary
vertices.
In this paper, we deal with multivariate tight MRA frames in the shift-invariant setting, where
the frame generators ψ j ∈ L2(Rd), 1 ≤ j ≤ N , are defined by their Fourier transforms
ψˆ j (ATω) = Q j (ω)φˆ(ω), ω ∈ Rd .
Here, A is an integer dilation matrix, Q j is a trigonometric polynomial and φ ∈ L2(Rd)
is a compactly supported refinable function. Our results are based on the characterization of
multivariate tight frames with maximal number of vanishing moments in the shift-invariant
setting, called the “oblique extension principle” (OEP) in [6,12].
The main contribution of our article is that it provides the first algorithmic approach for
checking the existence of frame generators ψ j of prescribed support. This approach also leads
to a new constructive method for computing these frame generators. We start by showing, in
Theorem 2.4, that the OEP conditions on the unknown Q j , 1 ≤ j ≤ N , are equivalent to a set of
linear constraints (18) on the unknown entries of a positive semi-definite matrixR. This result is
inspired by the work of Powers and Wo¨rmann [25], McLean and Woerdemann [24] on the “sum
of squares” problem for algebraic and Laurent polynomials. In our main result, Theorem 3.2, we
connect the existence of Q j of prescribed coordinate degree, i.e. ψ j of prescribed support, with
the value of the minimizer t of the problem
minimize t
subject to linear constraints (18) and t · I +R  0.
This problem is a standard problem of semi-definite programming (SDP); see [1]. In particular,
if the minimizer is t = 0, the existence of a tight frame is ensured. The case t < 0 cannot occur
(see Remark 2.6), and if t > 0, then the frame generators ψ j of prescribed support do not exist.
Compared with our previous work in [3], the optimization approach makes the assumption of
the non-negativity of the mask of the refinable function φ obsolete. This allows us to present the
first construction of a tight frame in Example 3.5 for the standard butterfly scheme [20], whose
mask is non-positive.
Another practical question that we address, in Sections 4 and 5, is that of how to reduce
the number of frame generators. This question is related to finding solutions (R, t = 0) of the
aforementioned SDP minimization problem, where R has smaller rank. In the univariate case
(with integer A = a ≥ 2), the direct application of [24, Proposition 2.3] yields a matrix R with
rank(R) ≤ a and, hereby, confirms the result of [21] concerning the existence of tight frames
with a generators. The technique in [24] also suggests an algorithm for reducing the number of
frame generators, which we illustrate with simple examples in the univariate and multivariate
cases. We emphasize, however, that the results of Sections 4 and 5 are by no means complete,
but suggest a possible approach to this difficult problem. Related constructive results for tight
box-spline frames are given in [5,23]. Note, however, that the application of OEP in [23] forces
the Q j to be rational trigonometric functions and, thus, the supports of ψ j are unbounded.
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2. Fourier-domain characterization of tight MRA frames
In this section, we first recall the oblique extension principle (OEP) introduced in [6,12].
The main result of this section, Theorem 2.4, shows that the OEP conditions on the unknown
trigonometric polynomials Q j , 1 ≤ j ≤ N , are equivalent to a set of linear constraints (18) on
the unknown entries of a positive semi-definite matrix R.
We use the following notation for our discussion of the shift-invariant setting. We denote by
Sn the set of all n×n real symmetric matrices. We also denote by Sn+ the set of all n×n positive
semi-definite matrices, i.e. the set of all X ∈ Sn for which yTX y ≥ 0 for all y ∈ Rn . Then we
say that X  0.
The Fourier transform on Rd is given by
fˆ (ω) =
∫
Rd
f (x)e−iω·x dx, ω ∈ Rd .
We work with a general expansive matrix A ∈ Zd×d and let B = AT , a := |det A|. Let
Γ = {γ0, . . . , γa−1}, γ0 = 0, and Γ˜ = {γ˜0, . . . , γ˜a−1}, γ˜0 = 0, be the sets of representatives of
the quotient group Zd/AZd and its dual group B−1Zd/Zd , respectively. It is a well-known fact
that ∑
γ∈Γ
e2pi iγ ·γ˜ = a δγ˜ ,0, γ˜ ∈ Γ˜ , (1)
and, analogously,∑
γ˜∈Γ˜
e2pi iγ ·γ˜ = a δγ,0, γ ∈ Γ . (2)
For a fixed n ∈ N, define the trigonometric polynomial
P(ω) = a−1
∑
β∈Zd∩[0,n]d
p(β)e−iβ·ω. (3)
The polyphase components of P are defined by the trigonometric polynomials
Pγ (ω) = a−1
∑
β∈Zd
p(γ +Aβ)e−iβ·ω, γ ∈ Γ .
Note that
P(ω) =
∑
γ∈Γ
Pγ (Bω)e−iγ ·ω (4)
and, by (1),
e−iγ ·ωPγ (Bω) = a−1
∑
γ˜∈Γ˜
e2pi iγ ·γ˜ P(ω + 2piγ˜ ). (5)
We proceed by describing the Fourier-domain formulation of the OEP introduced in [6,12].
Let φ ∈ L2(Rd) be a compactly supported refinable function,
φˆ(ω) = P(B−1ω)φˆ(B−1ω), ω ∈ Rd , φˆ(0) = 1,
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with P as in (3) and P(0) = 1. Let S be a trigonometric polynomial with real coefficients such
that S(0) = 1 and S(ω) ≥ 0 for all ω ∈ Rd . Throughout this section, we assume that P satisfies
the condition∑
γ˜∈Γ˜
|P(ω + 2piγ˜ )|2 · 1
S(ω + 2piγ˜ ) ≤
1
S(Bω), ω ∈ R
d , (6)
which is a necessary condition for the OEP; see [9, Theorem 4.1] for the univariate case. The
necessity of (6) in the multivariate case follows by the same arguments. As a consequence of (6)
together with P(0) = S(0) = 1 and the non-negativity of S, we have
P(2piγ˜ ) = 0, for all γ˜ 6= 0.
Hence, by (5), the polyphase components of P satisfy
Pγ (0) = a−1, γ ∈ Γ . (7)
This is equivalent to saying that P satisfies the sum rules of order 1.
For the univariate case, the following result was obtained in [6] for A = 2, and in [9], for
general A ≥ 2. For the multivariate case, an analogous result for tight frames and for bi-frames
is presented in [12].
Theorem 2.1. If there exist a trigonometric polynomial S with real coefficients, S(0) = 1, S
non-negative for all ω ∈ Rd , and trigonometric polynomials
Q j (ω) = a−1
∑
β∈Zd
q j (β)e−iβ·ω, j = 1, . . . , N ,
satisfying
S(Bω)P(ω)P(ω + 2piγ˜ )+
N∑
j=1
Q j (ω)Q j (ω + 2piγ˜ ) = δγ˜ ,0S(ω), γ˜ ∈ Γ˜ , (8)
then, for ψˆ j := Q j (B−1·)φˆ(B−1·), j = 1, . . . , N, the family
Ψ := {ψ j (A` · −k) : j = 1, . . . , N , ` ∈ Z, k ∈ Zd} (9)
generates a tight frame of L2(Rd).
The functions ψ j are called frame generators or framelets.
Remark 2.2. A method for determining the trigonometric polynomial S is sketched in [10].
Even if φ is a limit basic function of a subdivision scheme, and is not given explicitly, its Fourier
transform
φˆ(ω) =
∞∏
k=1
P(B−kω)
is known. Since φ has compact support, the function
Φ(ω) :=
∑
k∈Zd
〈φ, φ(· − k)〉eikω
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is a trigonometric polynomial. Assume that φ also satisfies
Φ(ω) = |φˆ(ω)|2 + O
(
|ω|2m
)
;
this is related to the Strang–Fix conditions of order m (see [2]). In order to obtain frame
generators with L vanishing moments, i.e.
Q j (ω) = O
(
|ω|L
)
, j = 1, . . . , N ,
one chooses S as an approximation
S(ω)− 1
Φ(ω)
= O
(
|ω|2L
)
near zero.
Note that, by (6),
R(ω) =
∑
α∈Zd
c(α)e−iα·ω := S(ω)− S(Bω)|P(ω)|2 (10)
is a non-negative trigonometric polynomial. Thus, the problem of finding Q j , j = 1, . . . , N ,
satisfying the identity (8), just for γ˜ = 0, amounts to decomposing R(ω) into a finite sum of
squares (sos) of absolute values of some trigonometric polynomials
R(ω) =
∑
α∈Zd
c(α)e−iα·ω =
N∑
j=1
Q j (ω)Q j (ω), ω ∈ Rd . (11)
Let us fix the maximal coordinate degree of the Q j to be n˜ ≥ n, i.e.
Q j (ω) = a−1
∑
β∈Zd∩[0,˜n]d
q j (β)e−iβ·ω = a−1x(ω)q j , j = 1, . . . , N , (12)
where
x(ω) := [e−iβ·ω : β ∈ [0, n˜]d ∩ Zd ]
is a row vector and q j ∈ R(˜n+1)d is a column vector. Then, by [23, Theorem 4.4], finding
the decomposition in (11) is equivalent to first finding a positive semi-definite matrix R =(
rα,β
)
α,β∈Zd∩[0,˜n]d satisfying
R(ω) =
∑
α∈Zd∩[−n˜,˜n]d
c(α)e−iα·ω = x(ω)Rx∗(ω), (13)
and, then, using the methods of elementary linear algebra to determine a matrix decomposition
R = a−2QQT , Q = [q1 . . . qN ] ∈ R(˜n+1)d×N . (14)
Note that the identity in (13) is equivalent to the linear constraints
c(α) =
∑
β∈Zd
rα+β,β , α ∈ Zd ∩ [−n˜, n˜]d , (15)
where we let
rα,β = 0 if α 6∈ [0, n˜]d or β 6∈ [0, n˜]d . (16)
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The existence of the decomposition in (11) is related to a difficult algebraic problem concern-
ing real non-negative polynomials on Rd . See [26] for a survey of the relevant results. In the
Laurent polynomial case, we refer to the recent surveys [15,17]. If one requires the coordinate
degrees of all the Q j to be less or equal to the maximal coordinate degree of R, then the repre-
sentation (11) does not always exist; see for example [28]. For factorizations of strictly positive
multivariate Laurent polynomials see [14,18,19]. It has been investigated in [16] which non-
negative Laurent polynomials are single squares, i.e. N = 1 in (11). According to [15, p. 19],
a result of Scheiderer [29] implies that, for three or more variables, there exist non-negative
trigonometric polynomials which are not sos regardless of the coordinate degree n˜.
Note that the linear constraints in (15) and the factorization R = a−2QQT in (14) can only
guarantee that the identity (8) holds for γ˜ = 0. Even for the OEP with S ≡ 1 and d = 1 (e.g. the
univariate unitary extension principle), finding the factorization R = a−2QQT does not ensure
that the identities (8) are satisfied for all γ˜ ∈ Γ˜ ; see [3, Remark 2.6]. In order to include all
conditions in (8), we specify more restrictive linear constraints than (15). For this purpose, we
define coefficient sequences cγ via∑
α∈Zd
cγ (α)e−iα·ω := a−1S(ω)− S(Bω)P(ω)eiγ ·ωPγ (Bω), (17)
where the polyphase component Pγ for γ ∈ Γ appears. We show in Theorem 2.4 that the
appropriate linear constraints on R in the OEP context are
cγ (α) =
∑
β∈Zd
rα+γ+Aβ,γ+Aβ , γ ∈ Γ , α ∈ Zd . (18)
Note that, in contrast to the case for (15), the summation in (18) extends over a proper subset of
the column indices of R.
Remark 2.3. The constraints (18) imply the constraints (15), but not vice versa: As a conse-
quence of the constraints (18), we find that, for every α ∈ Zd ,∑
β∈Zd
rα+β,β =
∑
γ∈Γ
∑
β∈Zd
rα+γ+Aβ,γ+Aβ =
∑
γ∈Γ
cγ (α). (19)
Furthermore, identities (4) and (17) give∑
α∈Zd
∑
γ∈Γ
cγ (α)e−iα·ω = S(ω)− S(Bω)P(ω)P(ω) = R(ω).
Therefore, with (c(α)) the sequence of Fourier coefficients of R, the constraints (18) imply that∑
β∈Zd
rα+β,β = c(α),
and this is (15). A counterexample for the converse is given in [3, Remark 2.6].
Theorem 2.4. Let n˜ ∈ N. There exists a positive semi-definite matrix R =
(
rα,β
)
α,β∈Zd∩[0,˜n]d
satisfying (18) if and only if there exist trigonometric polynomials Q j , 1 ≤ j ≤ N,
satisfying (8) and whose coordinate degrees are less than or equal to n˜.
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Proof. First, we rewrite (8) as
e−2pi iγ ·γ˜
a
(
S(Bω)P(ω)P(ω + 2piγ˜ )+
N∑
j=1
Q j (ω)Q j (ω + 2piγ˜ )
)
= a−1δγ˜ ,0S(ω).
If we take the sum over all γ˜ ∈ Γ˜ , for fixed γ ∈ Γ , we obtain the equivalent system of equations
a−1S(ω)− S(Bω)P(ω)eiγ ·ωPγ (Bω) =
N∑
j=1
Q j (ω)eiγ ·ωQ j,γ (Bω), γ ∈ Γ , (20)
where Pγ is given in (5) and, analogously, Q j,γ are the polyphase components of Q j defined by
e−iγ ·ωQ j,γ (Bω) = a−1
∑
γ˜∈Γ˜
e2pi iγ ·γ˜ Q j (ω + 2piγ˜ ), γ ∈ Γ .
Instead of identity (8) we now refer to (20) in our proof.
Let R =
(
rα,β
)
α,β∈Zd∩[0,˜n]d be a positive semi-definite matrix satisfying (18). From
elementary results in linear algebra, we know that there exists a factorization
R = a−2QQT with Q = [q1, . . . , qN ] ∈ R(n˜+1)d×N .
We define the matrixRγ which results from setting all columns ofR whose column index is not
in γ +AZd to zero; i.e.
(Rγ )α,β = {rα,β for β ∈ γ +AZd ∩ [0, n˜]d ,0 otherwise, α ∈ [0, n˜]d ∩ Zd . (21)
For QT , we define (QT )γ accordingly. Then we have Rγ = a−2Q(QT )γ and, by (18),∑
α
cγ (α)e−iα·ω = x(ω)Rγ x∗(ω). (22)
We define the trigonometric polynomials
[Q1(ω), . . . , QN (ω)] = a−1x(ω)Q.
Their polyphase components Q j,γ in (20) are
eiγ ·ω
[
Q1,γ (Bω), . . . , QN ,γ (Bω)
]∗ = a−1(QT )γ x∗(ω).
Therefore, we conclude that
x(ω)Rγ x∗(ω) = a−2x(ω) Q(QT )γ x∗(ω) = eiγ ·ω
N∑
j=1
Q j (ω)Q j,γ (Bω).
The definition of cγ and (22) imply that the trigonometric polynomials Q j satisfy (20).
Conversely, if some given trigonometric polynomials Q j , 1 ≤ j ≤ N , satisfy (20), then we
have
eiγ ·ω
N∑
j=1
Q j (ω)Q j,γ (Bω) =
∑
α
cγ (α)e−iα·ω.
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The coefficients of Q j define the matrix Q as above. We let R = a−2QQT . It is a positive
semi-definite matrix, and, with the same notation as above, we have
x(ω)Rγ x∗(ω) =
∑
α
cγ (α)e−iα·ω.
This implies that R satisfies (18). 
The proof of Theorem 2.4 yields a way of determining the framelets explicitly, if the matrix
R is given.
Corollary 2.5. Given a positive semi-definite matrix R satisfying the constraints (18) and a
factorization
R = a−2QQT with Q = [q1, . . . , qN ] ∈ R(n˜+1)d×N ,
then the trigonometric polynomials Q j (ω) = a−1x(ω)q j , 1 ≤ j ≤ N, satisfy (8).
Remark 2.6. There exists no strictly positive definite matrix R which satisfies the constraints
(18): This follows from (17), (7) and S(0) = P(0) = 1. Indeed, if we set ω = 0 in (17), we
obtain∑
α∈Zd
cγ (α) = 0, γ ∈ Γ ,
and, by (19), this gives
1TR1 =
∑
α,β∈Zd
rα+β,β =
∑
γ∈Γ
∑
α∈Zd
cγ (α) = 0.
This implies that the vector 1T := [1 · · · 1] is in the kernel of R.
3. Finding the matrixR by semi-definite programming
The difficult remaining task, due to Theorem 2.4, is to find a positive semi-definite matrix
R which satisfies the constraints (18). In order to do so, we use the techniques of semi-
definite programming [1]. Such programs deal with the minimization of linear objectives
over the intersection of the cone of positive semi-definite matrices and an affine plane. Of
special interest is that semi-definite programming allows us to use optimization techniques
for manipulating certain functions of the eigenvalues of symmetric matrices—so-called semi-
definite-representable functions; see [1, page 144]. The following example of such a function
(see [1, page 146]) is of importance for our study.
Example 3.1. The largest eigenvalue λmax (X ), regarded as a function of X ∈ Sn , is semi-
definite-representable, i.e. it is a convex function on Sn (see [1]), and its epigraph
{(X , t) ∈ Sn × R : λmax (X ) ≤ t}
is a semi-definite-representable set as it is described by the linear matrix inequality
t · I − X  0.
Now we are ready for the main result of this section. For convenience, we construct−R. This
allows us to deal with a minimization instead of a maximization problem.
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Theorem 3.2. Let the sequences
(
cγ (α)
)
α∈Zd , γ ∈ Γ , be as in (17). Then the following
statements are equivalent:
(i) There exist trigonometric polynomials Q j , j = 1, . . . , N, satisfying (8) and whose
coordinate degrees are less than or equal to n˜.
(ii) There exists R = (rα,β)α,β∈[0,˜n]d∩Zd ∈ S (˜n+1)d such that (−R, t = 0) solves the
optimization problem
minimize t
subject to linear constraints(18) and t · I − (−R)  0. (23)
Proof. (ii)⇒ (i): Assume that, for some n˜ ∈ N, the pair (−R, 0) ∈ S (˜n+1)d×R solves (23). The
second constraint in (23) impliesR  0; henceR is positive semi-definite. The linear constraints
(18) imply that any factorization R = a−2QQT yields the corresponding trigonometric
polynomials Q j ; see Corollary 2.5.
(i)⇒ (ii): Let the trigonometric polynomials Q j , j = 1, . . . , N , be such that (8) is satisfied.
The corresponding matrix R = a−2QQT , which is defined via the coefficient sequences of
the Q j , is positive semi-definite. By Theorem 2.4, it satisfies the constraints (18). Since it has
a non-trivial kernel (see Remark 2.6), the minimal t in the second constraint in (23), for this
particular R, is t = 0. Hence, the point (−R, 0) is in the feasible set of the optimization
problem (23). No other matrix R exists which satisfies the linear constraints (18) and is strictly
positive definite. Therefore, there exists no feasible point of the form (−R, t) with t < 0. 
Remark 3.3. (1) For software on semi-definite programming, see, for example, http://plato.asu.
edu/guide.html. If the program in (23) does not yield t = 0, then there exists no positive semi-
definite solution R of size (˜n + 1)d × (˜n + 1)d . One should try a larger n˜.
(2) In the case when the number of parameters, i.e. the entries of R in (23), is small (say M),
one can replace (23) by the modification of the algorithm presented in [25]: Let m := (˜n + 1)d
and consider an m × m symmetric matrix R with variable entries, depending on the parameters
k1, . . . , kM , M ≤ m2, which satisfies the linear constraints (18). The characteristic polynomial
of R
p(λ) = det(λ · I −R) = λm + bm−1λm−1 + · · · + b0
has coefficients which are polynomials in the parameters k1, . . . , kM . By Descartes’ rule of signs,
all roots of p(λ) are non-negative if and only if
(−1)i+mbi ≥ 0 for i = 0, . . . ,m − 1.
Consequently, a solution R of (23) of the chosen form exists if and only if the so-called semi-
algebraic set{
(k1, . . . , kM ) | (−1)i+mbi (k1, . . . , kN ) ≥ 0 for i = 0, . . . ,m − 1
}
is not empty. However, there are no efficient algorithms that can determine whether the above
set is empty or not, but in some cases this approach leads to an analytic solution of (23). See
Example 3.4.
(3) When constructing framelets from subdivision schemes, it is of importance that these have
certain symmetries. The symmetries ensure that the corresponding detail filters can be applied
for geometry processing of meshes of general geometries, for example, spatial triangulations
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with triangles of different sizes. We would like to stress that imposing symmetries is simple by
means of our algorithm. Accounting for symmetries corresponds to extra linear constraints in the
program (23).
Let us first consider a one-dimensional example of a refinable function φ some of whose
refinement coefficients are negative. Refinable functions of this type cannot be treated by the
method in [3].
Example 3.4. Consider the four-point scheme introduced in [13] for A = 2 and given by its
mask symbol
P(ω) = a
−1
16
(
−e3iω + 9eiω + 16+ 9e−iω − e−3iω
)
, a = 2, ω ∈ R.
We let S ≡ 1 and consider tight frames with one vanishing moment (the UEP case). One of the
possible tight frames with two generators, one symmetric and one non-symmetric, is given in [4,
Example 4]. We have
R(ω) = 1− |P(ω)|2
= 1
512
(302− 288 cosω − 63 cos 2ω + 32 cos 3ω + 18 cos 4ω − cos 6ω) .
By making use of the local construction method in [3], we first obtain the indefinite matrix
R = a
−2
256

−33 0 9 16 9 0 −1
0 0 0 0 0 0 0
9 0 207 −144 −81 0 9
16 0 −144 256 −144 0 16
9 0 −81 −144 207 0 9
0 0 0 0 0 0 0
−1 0 9 16 9 0 −33

,
satisfying the linear constraints (18), but having two negative eigenvalues. Such an R does not
yet lead to a tight frame. As it is typical for interpolatory schemes (see [4]), we let
Q1(ω) = 1− P(ω), thus qT1 =
1
16
[1, 0,−9, 16,−9, 0, 1]. (24)
This simplifies our factorization task considerably, since
R1 = R− a−2q1qT1 =
a−2
128

−17 0 9 0 9 0 −1
0 0 0 0 0 0 0
9 0 63 0 −81 0 9
0 0 0 0 0 0 0
9 0 −81 0 63 0 9
0 0 0 0 0 0 0
−1 0 9 0 9 0 −17

and all of the non-zero entries of R1 appear in the linear constraints (18) only for γ = 1.
Therefore, we can condense the matrix (leave out the zero rows and columns) and consider the
matrices
T = (tα,β)0≤α,β≤3 ∈ S4 (25)
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satisfying the constraints (18) of the form
3∑
β=0
tα+β,β = c1(α), −3 ≤ α ≤ 3, (26)
and c1 = [−1, 18,−63, 92,−63, 18,−1]/512. Symmetry of T and the constraints (26) leave us
with six free parameters. Additionally, if we require symmetry or anti-symmetry of the framelets,
the matrix T must be persymmetric (i.e., symmetric about its anti-diagonal) as well. Thus, it takes
the form
T = 1
512

46− f −63
2
− g
2
9 −1
−63
2
− g
2
f g 9
9 g f −63
2
− g
2
−1 9 −63
2
− g
2
46− f

with only two free parameters f, g. The characteristic polynomial of 512T is given by
p(λ) = λ4 − 92λ3 + (92 f − 63g − 2 f 2 − 3/2g2 − 63/2)λ2
+ (−4230 f − 2 f g2 + 4014g + 92 f 2 + 133g2 + 97605)λ
+ 1
16
(2 f + g − 45)2(4 f 2 + g2 − 4 f g − 188 f + 350g + 6561).
Due to the fact that [1 . . . 1]T ∈ kern(T ), i.e. the framelets have at least one vanishing
moment, we have
16b0 = (2 f + g − 45)2(4 f 2 + g2 − 4 f g − 188 f + 350g + 6561) = 0.
The remaining coefficients of p(λ) must satisfy
92 f − 63g − 2 f 2 − 3/2g2 − 63/2 ≥ 0,
−4230 f − 2 f g2 + 4014g + 92 f 2 + 133g2 + 97605 ≤ 0.
The unique solution is f = 39 and g = −33, and we obtain
T = 1
512

7 −15 9 −1
−15 39 −33 9
9 −33 39 −15
−1 9 −15 7
 (27)
= 3
512

1
−1
−1
1
 [1 −1 −1 1] + 1128

1
−3
3
−1
 [1 −3 3 −1].
Thus, in addition to q1 in (24), we obtain one symmetric framelet with coefficient vector
qT2 =
√
6
16 [1, 0,−1, 0,−1, 0, 1] and one anti-symmetric framelet with coefficient vector qT3 =√
2
8 [1, 0,−3, 0, 3, 0,−1]. These three framelets can also be derived from [4, Example 4] by
splitting the non-symmetric frameletψ2 into its even and odd parts. These framelets have slightly
smaller support than those in [4, Example 9].
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The next example is a lot more challenging and gives the first construction of a tight frame for
the standard butterfly scheme.
Example 3.5. The standard interpolatory butterfly scheme in R2 with the tension parameter
t = 1/16 was introduced in [20] for A = 2I . Its mask is given by the symbol
P(ω) = a
−1
2
(
e−iω1 + 1
) (
e−iω2 + 1
) (
e−i(ω1+ω2) + 1
) (
e−i(2ω1+2ω2) − t · C(ω)
)
,
where a = detA = 4 and
C(ω) = 2e−iω2 + 2e−iω1 − 4e−i(ω1+ω2) − 4e−i(ω1+2ω2) − 4e−i(2ω1+ω2) + 2e−i(ω1+3ω2)
+ 2e−i(3ω1+ω2) + 12e−i(2ω1+2ω2) − 4e−i(3ω1+2ω2) − 4e−i(2ω1+3ω2)
− 4e−i(3ω1+3ω2) + 2e−i(4ω1+3ω2) + 2e−i(3ω1+4ω2). (28)
As in the previous example, we let
Q1(ω) = 1− P(ω)
and consider the trigonometric polynomial R1(ω) = 1−|P(ω)|2−|Q1(ω)|2. Since it is still non-
negative, we factorize R1 and, thus, reduce the number of parameters to be determined by (23).
We also make use of the symmetry of the matrixR1, R1 = xR1x∗, and the remaining constraints
in (18) for γ ∈ {(0, 1), (1, 0), (1, 1)}. Moreover, the number of the parameters k1, . . . , kM in
R1 is further reduced by requiring symmetry of the coefficient vectors q1, . . . , qN along the
rings around the central vertex. Thus, we get a 24 × 24 matrix R with variable entries, which
depend linearly on 16 parameters. The matrix is given in Fig. 1, where its structure, for simplicity
of representation, incorporates the corresponding linear constraints. The semi-definite program
leads to a positive semi-definite matrix of rank 18. Thus, combining with Q1, we obtain a total
of 19 tight frame generators.
4. Reducing the number of frame generators: the univariate case
The set of all matrices in Sm , with m = (˜n + 1)d , that solve the program (23) is convex [1].
Naturally, we would like to address the issue of finding a matrix in this set with the smallest
possible rank, i.e. minimize the number of the frame generators. For the one-dimensional case,
this issue has been treated, for example, in [21, Theorem 4.1] which gives a constructive proof
of the fact that there exists a tight frame with a = |Γ | generators. The proof requires a
generalization of the Riesz–Feje´r lemma (see for example [11]), to matrix-valued trigonometric
polynomials.
Recently, an alternative constructive proof of the matrix-valued Riesz–Feje´r lemma, which
makes use of the concept of Schur complements, was given in [24, Proposition 2.3]. This
motivates us to use the techniques of [24] in order to present an alternative proof of the
aforementioned fact, that there exists a tight frame with |Γ | generators. Our proof again employs
optimization techniques which, starting from a solution (−R, t = 0) of (23), lead to a new
minimizer (−R̂, t = 0) with rank R̂ ≤ |Γ |. They also suggest a way for dealing with the rank
minimization problem in the multivariate case.
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To demonstrate the main idea of our one-dimensional result, we first reorder the entries of
R = (rα,β)0≤α,β≤n˜ ∈ S n˜+1 and obtain the block matrix
R˜ =
 R00 · · · R0m˜... ...
Rm˜0 · · · Rm˜m˜
 ∈ Sa(m˜+1), Rαβ = (rγ+Aα,γ ′+Aβ)γ,γ ′∈Γ , (29)
where m˜ ≤ n˜ is chosen such that all non-zero entries rγ+Aα,γ ′+Aβ of R are present in R˜. The
corresponding permutation of the vector x is defined by
x˜(ω) =
[[
e−i(γ+Aα)ω : γ ∈ Γ
]
: α ∈ [0, m˜] ∩ Z
]
,
and yields
R(ω) = x(ω)Rx∗(ω) = x˜(ω)R˜x˜∗(ω).
Moreover, the OEP constraints (18) can now be written as∑
β
Rα+β,β = Cα, α ∈ [−m˜, m˜] ∩ Z, (30)
where
Cα =
(
cγ ′(γ − γ ′ + Aα)
)
γ,γ ′∈Γ ,
and cγ ′ is defined in (17). Note that the constraints (30) remain satisfied if we shift any
block Rαβ of R˜ along the main diagonal. Due to (30), the matrix R˜ satisfies the assumptions
of [24, Proposition 2.3]. We present this result as Theorem 4.1, and include its proof for the
convenience of the reader and as a motivation for Algorithm 4.3 and its multivariate version used
in Example 4.5 and Section 5.
Our main tool is the concept of the Schur complement for positive semi-definite matrices
R˜ =
[
A B
BT C
]
. Let us briefly recall its definition. For a semi-definite matrix R˜ as above, there
exists a unique contraction G : ran(A) → ran(C) such that BT = C1/2G A1/2. The Schur
complement of A in R˜ is the positive semi-definite matrix D = C1/2(I − GGT )C1/2. In other
words, it is the largest positive semi-definite matrix D that may be subtracted from C such that
the resulting matrix
[
A B
BT C − D
]
is still positive semi-definite; see [14].
Theorem 4.1 ([24, Proposition 2.3]). Let Tm˜ ⊂ Sa(m˜+1)+ denote the set of all positive semi-
definite matrices in (29) satisfying the constraints (30). If Tm˜ is non-empty, then there exists an
element R˜ ∈ Tm˜ such that the trace of R00 is maximal, and
rank R˜ = rank R00 ≤ a = |Γ |.
Proof. Assume Tm˜ is non-empty. By (30) we have that
trace R˜ = trace C0 =: τ, R˜ ∈ Tm˜,
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is constant. Therefore, Tm˜ is a closed and bounded subset of Sa(m˜+1)+ , and hence, compact. The
function
f (R˜) := trace R00, R˜ ∈ Tm˜,
is continuous and attains its maximum at some R˜ ∈ Tm˜ .
Next we show that rank R˜ = rank R00. Assume, to the contrary, that rank R˜ > rank R00. Let
D := (Dα,β)α,β∈[1,m˜]∩Z ∈ Sam˜+
be the Schur complement of R00 in R˜, with blocks Dα,β ∈ Ra×a . By our assumption, D is non-
zero and positive semi-definite. Therefore, at least one of the diagonal blocks Dα,α is non-zero.
Moreover, Dβ,β = 0 implies Dβ,σ = Dσ,β = 0 for all 1 ≤ σ ≤ m˜. Let α ∈ [1, m˜] be the
minimal index such that Dα,α 6= 0; i.e. D has the form
D =

0 0 · · · 0
0 Dα,α · · · Dα,m˜
...
...
...
0 Dm˜,α · · · Dm˜,m˜
 .
By the definition of the Schur complement, the matrices
X1 := R˜−
[
0 0
0 D
]
, X2 :=

Dα,α · · · Dα,m˜ 0
...
...
...
Dm˜,α · · · Dm˜,m˜ 0
0 · · · 0 0
 ∈ Sa(m˜+1)
are positive semi-definite. Their sumX := X1+X2 satisfies the constraints (30), since the blocks
of D are shifted along the main diagonal and this does not change the sums in (30). Therefore,
X is an element of Tm˜ . Its first diagonal block X00 satisfies
trace X00 = trace R00 + trace Dα,α > trace R00.
Thus, we arrive at a contradiction to our assumption that R˜ is the maximizer for f . 
Remark 4.2. If the matrix R˜ in (29) is such that its principle minor R00 is invertible, then, by [1,
Lemma 4.2.1], the Schur complement D of R00 in
R˜ =
[
R00 B
BT C
]
is given by
D = C − BT R−100 B.
This illustrates nicely that D = 0 implies rank R˜ = rank R00.
The method of proof of Theorem 4.1 suggests an iterative algorithm for finding R˜ ∈ Tm˜ with
maximal trace R00.
Algorithm 4.3. Let R˜ ∈ Tm˜ in (29) be given by a solution (−R, t = 0) of (23).
In each step: (i) Compute the Schur complement D of R00 in R˜.
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(ii) If D = 0, terminate; otherwise replace R˜ by
R˜−
[
0 0
0 D
]
+

Dα,α · · · Dα,m˜ 0
...
...
...
Dm˜,α · · · Dm˜,m˜ 0
0 · · · 0 0
 ,
where Dα,α ∈ Ra×a is the first non-zero diagonal block of D.
Remark 4.4. Since Tm˜ ⊂ Sa(m˜+1)+ is convex and the objective function f (R˜) = trace R00 is
linear, other methods of optimization may be applied in order to maximize f . We have not yet
compared Algorithm 4.3 with other optimization techniques.
Let us again consider the example of the four-point scheme and show how, by our approach,
we can obtain a tight frame with two framelets as in [4, Example 4].
Example 4.5. We use the same notation as in Example 3.4. For the first framelet, we define the
symbol Q1(ω) = 1− P(ω), as before. The condensed matrix
T = 1
512

7 −15 9 −1
−15 39 −33 9
9 −33 39 −15
−1 9 −15 7

in (27) has rank 2. The linear constraints in (30), for this reduced matrix, are given by∑
β
tα+β,β = c1(α), −3 ≤ α ≤ 3,
where c1 = [−1, 18,−63, 92,−63, 18,−1]/512; see (26). Therefore, the entries of T need not
be reordered into blocks as in (29). After five iterations in Algorithm 4.3, all entries are within
10−9 of the limit
T̂ = 1
512

7+ 4√3 −15− 8√3 9+ 4√3 −1
−15− 8√3 39+ 12√3 −33 9− 4√3
9+ 4√3 −33 39− 12√3 −15+ 8√3
−1 9− 4√3 −15+ 8√3 7− 4√3

= 1
512

2+√3
−6−√3
6−√3
−2+√3
[2+√3,−6−√3, 6−√3,−2+√3]
which satisfies the linear constraints (26), is positive semi-definite and has rank 1. The coefficient
vector qT2 =
√
2
16 [2+
√
3,−6−√3, 6−√3,−2+√3] for the second framelet was also constructed
in [4, Example 4] by a different method employing Householder matrices.
Notice that the linear constraints (26) already determine the bottom left and the top
right entries of the matrix T . Therefore, these entries remain fixed during the iteration of
Algorithm 4.3.
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5. Reducing the number of frame generators: the multivariate case
The first steps of the reduction of the rank of
R = (rα,β)α,β∈[0,˜n]d∩Zd
are the same in the multivariate case. The reordering of the entries of R according to the cosets
of Γ is done as in (29); hence, we define
R˜ = (Rα,β)α,β∈[0,m˜]d∩Zd , Rα,β = (rγ+Aα,γ ′+Aβ)γ,γ ′∈Γ . (31)
The OEP constraints (18) become∑
β
Rα+β,β = Cα, α ∈ [−m˜, m˜]d ∩ Zd , (32)
where Cα =
(
cγ ′(γ − γ ′ + Aα)
)
γ,γ ′∈Γ and cγ ′ is defined in (17).
In contrast to the univariate case, however, the shifting strategy of step (ii) of Algorithm 4.3
becomes much more intricate. To explain the difficulty that arises, let us, for simplicity, consider
the bivariate case. We choose some linear ordering (e.g. the lexicographical ordering of α, β ∈
[0, m˜]2 ∩ Z2) in which the blocks Rα,β appear in the matrix R˜. Then a small portion of R˜ looks
as follows:
R(0,0),(0,0) R(0,0),(0,1) · · · R(0,0),(0,m˜) | R(0,0),(1,0) R(0,0),(1,1) · · ·
R(0,1),(0,0) R(0,1),(0,1) · · · R(0,1),(0,m˜) | R(0,1),(1,0) R(0,1),(1,1) · · ·
...
...
... | ... ...
R(0,m˜),(0,0) R(0,m˜),(0,1) · · · R(0,m˜),(0,m˜) | R(0,m˜),(1,0) R(0,m˜),(1,1) · · ·
R(1,0),(0,0) R(1,0),(0,1) · · · R(1,0),(0,m˜) | R(1,0),(1,0) R(1,0),(1,1) · · ·
R(1,1),(0,0) R(1,1),(0,1) · · · R(1,1),(0,m˜) | R(1,1),(1,0) R(1,1),(1,1) · · ·
...
...
...
...
...

where each block is in Ra×a . The Schur complement of the first diagonal block R(0,0),(0,0) ∈ Sa
can no longer be shifted along the main diagonal, as in step (ii) of Algorithm 4.3. This is caused
by the blocks R(0,m˜),(0,0) and R(1,0)(0,1), for example, not belonging to the same sum in (32). For
these two blocks we have α = (0, m˜), β = (0, 0) and α = (1,−1), β = (0, 1), respectively.
Therefore, if we shift the Schur complement of R(0,0),(0,0) to the upper left corner, the constraints
(32) are no longer satisfied.
On the other hand, the Schur complement of the larger block
R(0,0),(0,0) R(0,0),(0,1) · · · R(0,0),(0,m˜)
R(0,1),(0,0) R(0,1),(0,1) · · · R(0,1),(0,m˜)
...
...
...
R(0,m˜),(0,0) R(0,m˜),(0,1) · · · R(0,m˜),(0,m˜)
 ∈ Sa(m˜+1)
can be shifted along the main diagonal by a multiple of a(m˜+1) rows, since such a shift combines
blocks Rα,β and Rα−k(1,0),β−k(1,0) for k ∈ N. With this “macro-shift”, Algorithm 4.3 can be
reformulated and produces a matrix R̂ ∈ Sa(m˜+1)2 of rank at most a(m˜ + 1), which satisfies the
OEP constraints (32). This is illustrated by the following example.
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Example 5.1. Let
P(ω) = 1
8
(
1+ e−iω1 + e−iω2 + 2 · e−i(ω1+ω2) + e−i(2ω1+ω2) + e−i(ω1+2ω2)
+ e−i(2ω1+2ω2)
)
(33)
be the trigonometric polynomial associated with the piecewise linear box-spline (hat-function).
By defining the set Tm˜ analogously to Theorem 4.1 and using the construction in [3] combined
with the reordering in (31), we get one element of Tm˜ of the form

7 −1 −1 −2 | 0 0 −1 0 || 0 −1 0 0 | −1 0 0 0
−1 7 −1 −2 | 0 0 −1 0 || 0 −1 0 0 | −1 0 0 0
−1 −1 7 −2 | 0 0 −1 0 || 0 −1 0 0 | −1 0 0 0
−2 −2 −2 12 | 0 0 −2 0 || 0 −2 0 0 | −2 0 0 0
− − − − − − − − − − − − − − − −
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
−1 −1 −1 −2 | 0 0 7 0 || 0 −1 0 0 | −1 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
= = = = = = = = = = = 0 = = = =
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
−1 −1 −1 −2 | 0 0 −1 0 || 0 7 0 0 | −1 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
− − − − − − − − − − − − − − − −
−1 −1 −1 −2 | 0 0 −1 0 || 0 −1 0 0 | 7 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0

,
where, in each block, the rows and columns are ordered by cosets γ = (0, 0), (1, 0), (0, 1), (1, 1),
and, instead of the lexicographical ordering, the blocks are ordered by the values of α =
(0, 0), (1, 0), (0, 1), (1, 1). This matrix has rank 6. Like in step (ii) of Algorithm 4.3, we first
shift the Schur complement of the upper left 8× 8 diagonal block and obtain

7 −1 −1 −2 | 0 0 −1 0 || 0 −1 0 0 | −1 0 0 0
−1 11 −1 −2 | −4 0 −1 0 || 0 −1 0 0 | −1 0 0 0
−1 −1 7 −2 | 0 0 −1 0 || 0 −1 0 0 | −1 0 0 0
−2 −2 −2 12 | 0 0 −2 0 || 0 −2 0 0 | −2 0 0 0
− − − − − − − − − − − − − − − −
0 −4 0 0 | 4 0 0 0 || 0 0 0 0 | 0 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
−1 −1 −1 −2 | 0 0 7 0 || 0 −1 0 0 | −1 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
= = = = = = = = = = = = = = = =
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
−1 −1 −1 −2 | 0 0 −1 0 || 0 3 0 0 | 3 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
− − − − − − − − − − − − − − − −
−1 −1 −1 −2 | 0 0 −1 0 || 0 3 0 0 | 3 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0

.
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This matrix still has the same rank. In the second step, we switch to lexicographical ordering
of the blocks. This means that we make use of the Schur complement of the matrix minor
of rows (1 . . . 4, 9 . . . 12) which is shifted to the upper left by four rows. We obtain the new
matrix

9 −1 −3 −2 | 0 0 −1 0 || 0 −1 0 0 | −1 0 0 0
−1 11 −1 −2 | −4 0 −1 0 || 0 −1 0 0 | −1 0 0 0
−3 −1 9 −2 | 0 0 −1 0 || 0 −1 0 0 | −1 0 0 0
−2 −2 −2 12 | 0 0 −2 0 || 0 −2 0 0 | −2 0 0 0
− − − − − − − − − − − − − − − −
0 −4 0 0 | 2 0 2 0 || 0 0 0 0 | 0 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
−1 −1 −1 −2 | 2 0 5 0 || 0 −1 0 0 | −1 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
= = = = = = = = = = = = = = = =
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
−1 −1 −1 −2 | 0 0 −1 0 || 0 3 0 0 | 3 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
− − − − − − − − − − − − − − − −
−1 −1 −1 −2 | 0 0 −1 0 || 0 3 0 0 | 3 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0
0 0 0 0 | 0 0 0 0 || 0 0 0 0 | 0 0 0 0

which is an element of T4 and has rank 5. Thus, we have reduced the solution R˜ with six
framelets to a new tight frame with only five framelets. The rank cannot be further reduced
using this strategy as the corresponding Schur complements are zero. Note, however, that
these manipulations lead to the enlargement of the support of the framelets as some of the
zero elements of the original matrix R˜ become non-zero, as indicated by bold entries of the
matrix. We are still working on possible improvements of this algorithm. Using the Kronecker
product technique as in [5] one obtains seven tight frame generators with slightly smaller
supports.
Example 5.2. Let P be as in (33) and
S(ω) = 1
12
(
18− e−iω1 − eiω1 − e−iω2 − eiω2 − e−i(ω1+ω2) − ei(ω1+ω2)
)
, ω ∈ R2,
be a trigonometric polynomial satisfying S(0) = 1 and being obtained as indicated in Remark 2.2
in the case of OEP with two vanishing moments. Setting up the linear constraints in (30)
with n˜ = 4 leads to a 25 × 25 symmetric matrix with 155 variable entries. Imposing extra
symmetry constraints on the frame generators we reduce the number of variable entries to 62.
The semi-definite programming algorithm finds a solution – a 25 × 25 positive semi-definite
matrix of rank 22 – in both cases. Applying the Schur complement technique, described
at the beginning of this section, we should get a 25 × 25 symmetric positive semi-definite
matrix of rank 10. This is not satisfactory as there exists the tight frame with eight frame
generators given by
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Q1(ω). . .
Q8(ω)
T =

1
exp(−iω1)
exp(−i2ω1)
exp(−i3ω1)
exp(−i4ω1)
exp(−iω2)
exp(−i(ω1 + ω2))
exp(−i(2ω1 + ω2))
.
.
.
exp(−i(4ω1 + 4ω2))

T

1 1 1 −1 1 0 1 1
1 1 1 −1 −1 1 0 −1
0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 1 1 −1 −1 −1 −1 0
2 2 2 6 0 0 0 0
1 −14 1 −1 1 −1 −1 0
0 2 0 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
−14 1 1 −1 1 1 0 −1
1 1 −14 −1 −1 0 1 1
0 1 1 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0
0 0 2 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 1 0 0 0 0 0

D−1
and D = 14 diag
[
4
√
3 4
√
3 4
√
3 3
√
6 3 3 3
]
.
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