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Abstract

For this dissertation I studied flow and transport in low gradient Florida streams. Chapter
2 is a statewide analysis of long-term variations in stream discharge. The results from Chapter 2
suggest that changes in mean annual stream discharge are controlled by the Atlantic MultiDecadal Oscillation (AMO). During the warm phase, mean annual discharge decreases in central
Florida and increases in north Florida. The opposite is true during the cool phase, with mean
annual discharge increasing in central Florida and decreasing in north Florida. This pattern is
observed for both components of stream discharge, base flow and runoff.
The following two chapters are part of an analysis of particle transport in low gradient
mangrove estuaries. Chapter 3 describes the use of a numerical model to simulate the
hydrodynamics of a coastal reach of the Shark River, Florida Everglades and the development of
a Lagrangian particle tracking model. The particle tracking model uses the output from the
hydrodynamic model to simulate the movement of particles released within the model domain. In
Chapter 4, the hydrodynamic and particle tracking models are used to estimate the historical
particle residence time in the Shark River Slough Estuary (SRSE) and determine the key factors
controlling particle residence time and fate in mangrove estuaries. The mean and median
residence times in the model domain are 16 and 8 hours, respectively, and 60% of all particles
exit the model domain downstream, towards the Gulf of Mexico. Particle residence time varies
greatly depending on the particle release location and timing. The residence time is significantly
vii

lower for particles released in the middle of the channel and for particles released during the wet
season, spring tides or during upstream flows. Additionally, there is a decreasing trend in mean
particle residence time from 1997 through 2017, mirroring an increasing trend in mean annual
water levels in the SRSE. The combined results of this dissertation show the impact that a
variable climate can have on stream flow and particle transport.

viii

Chapter 1: Introduction

Florida Stream Flow
Stream flow is a significant source of fresh water in the United States (Maupin et al.
2014). It shapes landscapes (Wolman and Miller 1960), provides habitat (Meyer et al. 2007) and
is an important mechanism by which mass, energy and organisms are transported through
watersheds (EPA, U.S. 2015). Stream flow naturally varies seasonally and inter-annually (Poff et
al. 1997). Inter-annual variations are influenced by both climatic changes and anthropogenic
alterations (Olden and Poff 2003). The complex, non-linear nature of hydrologic systems
(Rouge 2011) makes it difficult to distinguish natural stream flow variations from those of
anthropogenic forcings.
Numerous streams in Florida saw significant flow declines after 1970 (Kelly and Gore
2008). These flow declines were possibly linked to changes in precipitation related to the
Atlantic Multidecadal Oscillation (AMO) (Goly and Teegavarapu 2014), which transitioned
from a warm to cool phase around 1970 (Figure 1.1). However, they may also have been related
to other changes, like increases in groundwater use. Groundwater accounts for 64 percent of the
total fresh water withdrawn per day in Florida (Maupin et al. 2014). It also provides sustained
flow to streams during periods of little rain and is a significant source of discharge during major
storm events (Sklash and Farvolden 1979).
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Figure 1.1 The mean annual AMO index is shown in blue. The black dotted line is placed at
1970.

Base Flow
Stream flow is composed of base flow and runoff. Base flow includes all groundwater
flow contributing to stream flow, as opposed to runoff, which includes subsurface quick flow,
overland flow and direct precipitation contributing to stream flow (Kish et al., 2010). As water
infiltrates and passes through predominantly low-permeability flow paths, it is subjected to a
low-pass filter that smooths high-frequency variability and preserves low-frequency variability.
This allows base flow to act as a smoothed representation of a stream response to hydrologic
perturbation. Consequently, paradigm shifts in hydrologic forcings can be easier to recognize in
base flow than in total stream flow.
The amount of base flow in a stream can be estimated using the conductivity massbalance (CMB) method (Stewart et al. 2007). The CMB method uses stream discharge, stream
conductivity, and the maximum and minimum conductivities measured for that stream to
estimate the base flow proportion of total stream flow. In Chapter 2, the CMB method is used to
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determine the base flow proportion of stream flow in Florida streams in order to analyze trends
in mean annual base flow.

Florida Coastal Everglades
The Everglades is an oligotrophic wetland covering the majority of South Florida
(Childers et al. 2006). Chapters 3 and 4 are focused on a mangrove dominated estuary along the
coast of South Florida, where the phosphorous limited freshwater of the wetlands meets marine
water (Childers et al. 2006). This area, referred to as the Everglades Mangrove Ecotone Region
(EMER), provides regional services as a hurricane buffer, natural fishery and source of
biodiversity (Rivera-Monroy et al. 2011). The ecotone is also an important source of organic
matter because of the phosphorous provided by the marine water (Castañeda-Moya 2011).
Mangrove ecosystems store large amounts of carbon in peat and have a significant impact on the
global carbon budget (Barr et al. 2009; Breithaupt et al. 2014; Feliciano et al. 2014). Organic
matter plays an important role in ecosystem function and biogeochemical processes (Maie et al.
2006; Yamashita et al. 2013).
Mangrove estuaries are threatened by climate change and human activities (Troxler et al.
2013), and preservation efforts will depend on our understanding of this complex system. The
fluxes of carbon in mangrove systems are poorly understood (Bouillon et al. 2008) and the
ultimate fate of carbon produced in mangrove forests is unknown (Ho et al. 2014). Carbon enters
and leaves the ecotone in multiple forms (i.e. dissolved organic carbon, particulate organic
carbon, and dissolved inorganic carbon) and continuously undergoes transformations between
forms while in the ecotone (Shank et al. 2011). Microbial communities mediate organic carbon
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stability in the estuarine detritus and control the highly variable rates of carbon fluxes and
transformations (Weston et al. 2011).

Hydrodynamics and Particle Transport
Water level, residence time, and salinity patterns have a large impact on microbial
community structure (Ikenaga et al. 2010) and the carbon dynamics of the ecotone (He et al.
2014). Hydrodynamics and water residence time also control primary production and ecosystem
respiration in the ecotone (Schedlbauer et al. 2010; Lovelock et al. 2011). In coastal streams, the
transport and ultimate fate of carbon is controlled by the hydrodynamics of the system.
A system of coupled numerical models can be used to simulate the transport of
constituents in mangrove estuaries. Hydrodynamic models simulate stream flow and stage using
simplified versions of the Navier-Stokes equations. Particle transport models use the velocity
flow field output from the hydrodynamic model to simulate the movement of particles within the
model domain. This coupling of numerical models can be used to estimate particle residence
time in mangrove estuaries and to increase the understanding of the influences of variable
freshwater flows and tides on the system.

Objectives
The overall objective of this dissertation is to investigate the causes of spatial and
temporal variations in Florida stream flow and estuarine particle transport. Chapter 2 examines
the link between the AMO and long term trends in stream flow in north and central Florida. The
objectives of Chapter 2 are to: 1) confirm the findings of Kelly and Gore (2008) that central
Florida stream flow decreased after the AMO switched from cool to warm phase around 1970; 2)
4

determine if the same trends are also found in base flow; and 3) determine if the same pattern is
also found after the AMO switched back from warm to cool phase in the 1990s.
Chapters 3 and 4 examine the hydrodynamics and particle transport in the Shark River
Slough Estuary (SRSE), part of the largest natural drainage system of the Florida Everglades,
using numerical models. The objectives of Chapter 3 are to: 1) use existing software to model the
hydrodynamics of the SRSE; 2) develop our own numerical model to track the movement of
simulated particles within the SRSE; and 3) determine initial estimates of the mean particle
residence time and fate within the SRSE. The objectives of Chapter 4 are to determine: 1) the
historical particle residence time in the SRSE; and 2) the key factors controlling particle
residence time and fate in mangrove estuaries.
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Chapter 2: Florida Stream Flow and the Atlantic Multi-Decadal Oscillation

Note to reader
Portions of this chapter are in preparation for submission for publication. The author of
this dissertation is the first author on this paper, and the other authors are Dr. Mark Stewart
(contribution: initial idea and guidance) and Dr. Mark Rains (contribution: guidance). All coauthors assisted in the revision process.

Abstract
Understanding the influence of the Atlantic Multi-Decadal Oscillation (AMO) on stream
flow in north and central Florida is the focus of this study. There is evidence that during the
warm phase, stream flow decreases in central Florida and increases in north Florida. The
opposite is observed during the cool phase, with stream flow increasing in central Florida and
decreasing in north Florida. Stream flow at 37 US Geological Survey (USGS) stream gauges
located in north (n = 20) and central (n = 17) Florida was separated into two components: base
flow (groundwater contributions to stream flow) and runoff (surface-water contributions to
stream flow). The Wilcoxon Rank Sum test was used to look for statistically significant changes
in stream flow and base flow that are consistent with AMO phase changes between 1960 and
2000. Likely influenced by an AMO shift from warm to cool phase occurring around 1970,
stream flow increased at 7 of the sites in north Florida after 1964 and decreased at 12 of the sites
9

in central Florida after 1970. Similarly, stream flow increased at 7 of the sites in central Florida
after 1991 and decreased at 9 of the sites in north Florida after 1999, which corresponds with an
AMO change from cool to warm phase during the 1990s. Changes in base flow followed the
same pattern. These results suggest that the long term variability of Florida stream flow is
influenced by the AMO. However, not all sites showed significant changes, implying that the
variability of other mechanisms, including local changes in water use, may outweigh the effects
of the AMO in some situations.

Introduction
The maintenance of environmental flows is an important part of managing riverine
ecosystems for ecological and societal benefits. In the State of Florida, the establishment of
minimum flows and levels is legislatively mandated, with water management districts being
required to establish minimum flows and levels for priority water bodies using the best-available
data and science and to use those minimum flows and levels to prevent harm to aquatic resources
(F.S. 373.042, Minimum Flows and Levels). The establishment of such minimum flows and
levels presumes the existence of a static baseline, from which change can be detected. However,
there is evidence that many Florida streams underwent relatively large and abrupt declines in
stream flows in the early 1970s, the reasons for which remain unclear (Hammett 1990,
Stoker et al. 1996).
Kelly and Gore (2008) analyzed trends in stream flow at 73 locations throughout north
and central Florida. They found evidence for a shift in annual stream flow occurring around
1970, with declines at 26 locations and increases at two locations. All of the locations showing a
decrease in stream flow were located in central Florida, while both of the locations showing an
10

increase in stream flow were located in north Florida. Kelly and Gore (2008) showed that these
changes were correlated to some measures of the multi-decadal shifts in sea-surface temperatures
in the North Atlantic Ocean, also known as the Atlantic Multidecadal Oscillation (AMO).
The AMO has been linked to changes in precipitation (Sutton and Hudson 2005, Goly
and Teegavarapu 2014, Kirtman et al. 2017) and variations in stream flows, including inflow to
Lake Okeechobee in south Florida (Enfield et al. 2001). The AMO index oscillates between
phases of relatively warmer and cooler temperatures every 20 to 40 years, but the exact periods
of each phase are difficult to classify. Sometime around 1970, the AMO shifted from warm to
cool phase, and then shifted from cool back to warm phase sometime in the 1990s. The AMO
may have shifted back to a cool phase around 2015, but this cannot yet be confirmed.
Stream flow declines in central Florida are likely also influenced by anthropogenic
factors (e.g., groundwater withdrawals), especially where streams receive substantive discharge
from springs (Kish et al. 2010) and/or the regional water-supply aquifer outcrops and therefore
strongly controls surface-water and shallow groundwater levels (Lee et al. 2009). A significant
increase in groundwater use could cause the regional groundwater table to fall, decreasing the
amount of groundwater flowing into streams, or base flow, and might be manifest as a stepfunction in the event hydraulic heads fell below a threshold, resulting in either flow reversals
(i.e., springs becoming sinks) or simply a drop in water levels below the ground surfaces.
However, it is difficult to determine what proportion of the flow declines are caused by climatic
effects versus anthropogenic effects, all the more so if the declines in stream flow are known
only from total stream flow and are not partitioned into base flow and runoff components.
To better understand the hydrologic budget of a stream, it is useful to separate stream
flow into its fundamental components, analyzing them separately (Stewart et al. 2007). Stream
11

flow (Q) can be separated into two components, base flow (BF) and runoff (RO), by the
following equation:
𝑄 = 𝐵𝐹 + 𝑅𝑂

(1)

where base flow includes all groundwater flow contributing to stream flow and runoff includes
all interflow, overland flow, and direct precipitation contributing to stream flow. Base flow often
provides sustained flow to streams during periods of little rain, but can also be a significant
source of discharge during major storm events (Sklash and Farvolden 1979). Though often small
in magnitude, base flows are nevertheless important, with large changes in base flow often
related to the cessation of stream flow altogether (Rains et al. 2004, Hammersmark et al. 2008).
Opposite of base flow, runoff typically occurs during and immediately following storm events.
Here we use the conductivity mass-balance (CMB) method (Stewart et al. 2007) to
determine if the stream discharge patterns found by Kelly and Gore (2008) are reflected in base
flow, runoff, or both. The CMB method estimates the amount of base flow in a stream from
stream flow and stream conductivity data, with the amount of runoff then being calculated as the
difference between total stream flow and calculated base flow. We are motivated by the
hypothesis that changes in stream flow due to the AMO might be reflected in changes in both the
base flow and runoff components of stream flow while changes in stream flow due to
groundwater withdrawals might be reflected in changes in the base flow component of stream
flow alone. We also investigate the hypothesis that the opposite changes in stream flow occurred
after the 1990s, when the AMO switched from a cool to warm phase, than after 1970, when the
AMO switched from a warm to cool phase. We predict that during the cool phase of the AMO,
flows are relatively higher in north Florida and lower in central Florida, with the opposite true
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during the warm phase. We then compare the trends in stream flow and base flow to trends in
mean annual precipitation in north and central Florida.

Methods
Study Area
Florida is a nearly level, karstic limestone peninsula located in the sub-tropics. The karst
geomorphology of Florida produces numerous sinkholes and greatly influences the hydrology of
rivers, lakes and wetlands (Lane 1986). Florida can be separated into 3 physiographic zones:
northern, central and southern Florida (White 1970). The National Oceanic and Atmospheric
Administration (NOAA) further divides Florida into seven climate divisions. For this study we
consider north Florida to include NOAA’s ‘Northwest’ and ‘North’ divisions and central Florida
to include NOAA’s ‘North Central’ and ‘South Central’ divisions (Figure 2.1). The other four
NOAA climate divisions are considered south Florida, which is excluded from this study due to
the relative lack of long-term USGS stations in that area.
Northern and central Florida are each considered humid, subtropical, but they differ in
geology and topography. Northern Florida is distinguished by higher elevations, with most of its
ground surface well above the water table. Many abandoned springs, intermittent lakes and dry
streambeds are found throughout this zone (White 1970) and the streams tend to display a
dendritic drainage pattern (Randazzo and Jones 1997). Central Florida is characterized by
roughly parallel ridges, separated by broad valleys. The ridges are generally above the
piezometric surface, while the valleys and Coastal Lowlands lie below it (White 1970). Many of
the rivers in central Florida follow the roughly north-to-south orientation of the ridges.
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Figure 2.1 Text Stream discharge (USGS) and precipitation (FCC) monitoring sites in north
(triangles) and central (circles) Florida. All sites are labeled with map IDs.

Data Collection
Stream flow and conductivity data were acquired from the USGS National Water
Information System (NWIS) web interface (USGS, 2014). In total, 37 USGS sites were used, 20
located in north Florida and 17 located in central Florida (Table 2.2). Daily mean discharge data
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ranged from 1922 to 2016, with the shortest and longest periods of annual mean discharge
records being 60 years (St. Marks R. near Newport) and 95 years (Apalachicola R. at
Chattahoochee), respectively. The mean ± SD of the watershed areas are 5,067 ± 8,941 km2.
Mean daily precipitation data was obtained from the Florida Climate Center (FCC) online
database from 1931 through 2016. A total of 27 FCC sites were used, 10 located in north
Florida and 17 located in central Florida (Table 2.3). The un-smoothed, monthly mean AMO
index was obtained from the NOAA Earth System Research Laboratory online database from
1856 through 2016.
Base Flow Separation
Base flow separation was performed using the Conductivity Mass Balance (CMB)
method described by Stewart et al. (2007). For each site, conductivity (µS/cm) was plotted
versus discharge (ft3/s) and a power function was fit to the data. Mean daily conductivity for
each site was estimated by
𝐶 = 𝑎𝑄 𝑏

(2)

where C is the estimated mean daily conductivity, Q is the mean daily discharge, and a and b are
the coefficient and exponent of the power function, respectively. The base flow proportion of the
total stream flow was then calculated by
𝐶−𝐶𝑅𝑂

𝑄𝐵𝐹 = 𝑄 𝐶

𝐵𝐹 −𝐶𝑅𝑂

,

(3)

where QBF is mean daily base flow and CBF and CRO represent the conductivity of base flow and
runoff, respectively. During periods of low flow, stream flow is largely dominated by base flow,
causing an increase in mean stream conductivity. During periods of high flow, stream flow is
largely dominated by runoff, causing a decrease in mean stream conductivity. Therefore, CBF and
15

CRO are set as the maximum and minimum conductivity values found within the time period of
interest, respectively. CBF and CRO are assumed to be constant throughout the period of interest
(Stewart et. al., 2007). The parameters used to estimate conductivity (a and b) and base flow
(CBF and CRO) for each USGS site are listed in Table 2.2. A t-test is used to determine if the
correlations between conductivity and discharge are significant.
Statistical Analysis
Mean annual stream flow, base flow, runoff, and precipitation were split into 30year
windows: pre-1970 (i.e., 1940-1969) and post-1970 (i.e., 1970-1999). A two-tailed Wilcoxon
rank-sum test (aka Mann-Whitney U test) was used to determine if the pre- and post-1970 groups
were significantly different from one another. For this study, the datasets were deemed
significantly different if the p-value was less than 0.05. The rank-sum test was chosen because
non-parametric statistical tests are preferred when analyzing stream flow, which typically has a
non-normal distribution (Helsel et. al. 2002). This process was repeated using moving 15year
and 30year windows from 1960-2000 and from 1970-1990, respectively. A minimum of 10 years
was required to perform a rank-sum test between two groups.

Results
When comparing the 30 years pre- and post-1970, twelve of the 37 sites
significantly changed (p < 0.05). All 12 sites showed significant decreases in annual base flow,
annual runoff, and total annual stream flow and all 12 sites were located in central Florida (of 17
central Florida sites). None of the 20 sites in north Florida showed significant changes in annual
base flow, annual runoff, or total annual stream flow (Table 2.1).

16

Table 2.1 Changes in discharge, base flow and runoff after 1970 for all USGS sites. Statistically
significantly changes (p < 0.05) are highlighted in gray. IDs correspond with the Map IDs on
Figure 2.1. Sites located in north Florida are at the top of the table.
Difference after 1970 (p-value)
ID

Site Name

Discharge

Base Flow

Runoff

1

Apalachicola R. at Chattahoochee

1299 (0.379)

464 (0.355)

835 (0.363)

2

Chipola R. near Altha

86 (0.192)

36 (0.254)

50 (0.186)

3

Choctawhatchee R. at Caryville

754 (0.137)

96 (0.228)

659 (0.137)

4

Choctawhatchee R. near Bruce

722 (0.167)

36 (0.387)

686 (0.176)

5

Econfina Cr. near Bennett

33 (0.144)

-6 (0.131)

39 (0.139)

6

Escambia R. near Century

1027 (0.075)

33 (0.191)

994 (0.077)

7

North Fork Black Cr. near Middleburg

-22 (0.549)

0 (0.947)

-22 (0.54)

8

Ochlockonee R. near Havana

159 (0.162)

7 (0.304)

151 (0.154)

9

Santa Fe R. at Worthington Springs

-58 (0.473)

-2 (0.673)

-57 (0.473)

10

Santa Fe R. near Ft White

-188 (0.252)

-15 (0.264)

-173 (0.258)

11

South Fork Black Cr. near Penney Farms

-22 (0.271)

-2 (0.252)

-20 (0.271)

12

St Marks R. near Newport

43 (0.568)

13 (0.446)

30 (0.663)

13

St. Marys R. near Macclenny

-45 (0.971)

5 (0.589)

-50 (0.994)

14

Steinhatchee R. near Cross City

4 (0.518)

1 (0.615)

3 (0.518)

15

Suwanee R. at Branford

410 (0.429)

35 (0.717)

375 (0.412)

16

Suwanee R. at Ellaville

329 (0.52)

43 (0.819)

287 (0.446)

17

Suwanee R. near Wilcox

14 (0.695)

3 (0.877)

10 (0.739)

18

Suwannee R. at White Springs

121 (0.703)

9 (0.858)

113 (0.703)

19

Withlacoochee R. (north) near Pinetta

295 (0.137)

15 (0.297)

280 (0.137)

20

Yellow R. at Milligan

123 (0.301)

15 (0.396)

108 (0.308)

21

Alafia R. at Lithia

-104 (0.011)

-19 (0.022)

-85 (0.01)

22

Anclote R. near Elfers

-34 (0.016)

-2 (0.004)

-32 (0.017)

23

Arbuckle Cr. near De Soto City

-126 (0.014)

-38 (0.012)

-89 (0.015)

24

Catfish Cr. near Lake Wales

-17 (0.001)

-1 (0.002)

-16 (0.001)

25

Charlie Cr. near Gardner

-103 (0.045)

-18 (0.041)

-85 (0.039)

26

Econlockhatchee R. near Chuluota

-26 (0.663)

2 (0.085)

-28 (0.589)

27

Hillsborough R. near Zephyrhills

-90 (0.004)

-26 (0.005)

-64 (0.006)

28

Horse Cr. near Arcadia

-65 (0.09)

-8 (0.079)

-58 (0.09)

29

Joshua Cr. at Nocatee

-20 (0.361)

-2 (0.531)

-18 (0.3)

30

Little Manatee R. near Wimauma

-27 (0.191)

-1 (0.455)

-26 (0.171)

31

North Prong of Alafia R. at Keysville

-54 (0.013)

-10 (0.014)

-44 (0.014)

32

Peace R. at Arcadia

-433 (0.007)

-66 (0.005)

-368 (0.007)

33

Peace R. at Bartow

-134 (0.001)

-16 (0.001)

-118 (0.001)

34

Peace R. at Zolfo

-252 (0.003)

-45 (0.003)

-207 (0.003)

35

St Johns R. near Cocoa

-234 (0.284)

-15 (0.273)

-218 (0.254)

36

Withlacoochee R. at Trilby

-157 (0.011)

-25 (0.004)

-133 (0.012)

37

Withlacoochee R. near Holder

-396 (0.005)

-81 (0.005)

-314 (0.004)
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Table 2.2 lists the parameters used to estimate conductivity and base flow for each site. A
power function was fit to the measured conductivity vs. discharge at each USGS site, with a
median R2-value of 0.58. All correlations were significant (p < 0.05). The mean ± SD CRO and
CBF were 56 ± 45 and 705 ± 1054, respectively.
Table 2.2 Summary of USGS site information, including map ID (Figure 2.1), coefficients, a
and b, used to estimate conductivity and the parameters, CBF and CRO, used to calculate base
flow. Sites located in north Florida are at the top of the table.
ID

Site Name

Site #

a

b

CRO

CBF

R2

1

Apalachicola R. at Chattahoochee

2358000

1401

-0.27

9

165

0.55

2

Chipola R. near Altha

2359000

1042

-0.24

48

265

0.61

3

Choctawhatchee R. at Caryville

2365500

1174

-0.34

19

131

0.79

4

Choctawhatchee R. near Bruce

2366500

8753

-0.53

21

189

0.91

5

Econfina Cr. near Bennett

2359500

4844

-0.65

43

120

0.63

6

Escambia R. near Century

2375500

1480

-0.34

29

451

0.34

7

North Fork Black Cr. near Middleburg

2246000

329

-0.27

25

279

0.30

8

Ochlockonee R. near Havana

2329000

887

-0.32

24

600

0.49

9

Santa Fe R. at Worthington Springs

2321500

404

-0.25

35

459

0.81

10

Santa Fe R. near Ft White

2322500

47511

-0.69

40

587

0.77

11

South Fork Black Cr. near Penney Farms

2245500

169

-0.20

18

228

0.07

12

St Marks R. near Newport

2326900

2981

-0.39

90

320

0.59

13

St. Marys R. near Macclenny

2231000

122

-0.16

25

96

0.43

14

Steinhatchee R. near Cross City

2324000

1116

-0.32

22

822

0.82

15

Suwanee R. at Branford

2320500

28180

-0.58

37

413

0.69

16

Suwanee R. at Ellaville

2319500

3824

-0.34

74

380

0.86

17

Suwanee R. near Wilcox

2323500

96599

-0.66

52

501

0.67

18

Suwannee R. at White Springs

2315500

146

-0.14

31

135

0.42

19

Withlacoochee R. (north) near Pinetta

2319000

5107

-0.53

14

529

0.89

20

Yellow R. at Milligan

2368000

421

-0.32

10

110

0.58

21

Alafia R. at Lithia

2301500

1717

-0.22

105

1132

0.33

22

Anclote R. near Elfers

2310000

590

-0.33

39

971

0.65

23

Arbuckle Cr. near De Soto City

2270500

158

-0.06

48

215

0.11

24

Catfish Cr. near Lake Wales

2267000

176

-0.09

107

198

0.88

25

Charlie Cr. near Gardner

2296500

336

-0.12

70

447

0.43

26

Econlockhatchee R. near Chuluota

2233500

3936

-0.53

29

1428

0.95

27

Hillsborough R. near Zephyrhills

2303000

916

-0.23

30

524

0.52

28

Horse Cr. near Arcadia

2297310

522

-0.15

64

1038

0.38

29

Joshua Cr. at Nocatee

2297100

837

-0.12

125

1480

0.20

Continue on next page
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Table 2.2 Continued
30

Little Manatee R. near Wimauma

2300500

164

-0.17

18

321

0.16

31

North Prong of Alafia R. at Keysville

2301000

886

-0.10

221

1530

0.12

32

Peace R. at Arcadia

2296750

1432

-0.24

81

767

0.72

33

Peace R. at Bartow

2294650

639

-0.17

125

770

0.32

34

Peace R. at Zolfo

2295637

1250

-0.21

130

687

0.63

35

St Johns R. near Cocoa

2232400

5977

-0.31

31

6500

0.29

36

Withlacoochee R. at Trilby

2312000

640

-0.21

67

523

0.74

37

Withlacoochee R. near Holder

2313000

584

-0.11

102

770

0.21

Conductivity vs. discharge is plotted for two sites which are used as exemplars: the
Apalachicola River, which is located in north Florida, and the Peace River at Arcadia, which is
located in central Florida (Figure 2.2). The measured data is shown as red asterisks while the
estimated conductivity is shown as a line of blue dots plotted on log-log axes.

a)

b)
Figure 2.2 Conductivity vs discharge plots for a) Apalachicola River and b) Peace River at
Arcadia. Measured conductivity is shown in red asterisks while conductivity estimated by the
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power function is shown as a line of blue dots. The equations used to estimate conductivity are
shown with y representing conductivity and x representing discharge.
Figure 2.3 plots the daily average measured stream flow (black line) and estimated base
flow (blue dash) and runoff (red dash-dot) for the same two sites used in Figure 2.2 as
exemplars. Estimates of base flow and runoff were calculated using estimated daily conductivity
and the CBF and CRO values in Table 2.2.

a)

b)
Figure 2.3 Mean annual discharge (black line), base flow (blue dash) and runoff (red dash-dot)
for the Apalachicola R. (a) and Peace River (b).
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Significant changes in the AMO index were analyzed using moving 15year and 30 year
windows (Figure 2.4). The gray line is the mean annual AMO index, while the blue line (red
dashed line) is the p-values calculated from the rank-sum tests between the mean annual AMO
index 15 years (30 years) before and after the years on the x-axis. The years with p-values less
than 0.05 correspond with periods when the AMO is transitioning between phases.

Figure 2.4 The AMO index (gray) and the p-values for changes in AMO index after 15 year
(blue line) and 30 year (red dashed line) periods from 1960-2000 and from 1970-1990,
respectively.

Significant changes in stream flow and base flow were also analyzed using 15 and 30
year moving windows. Figure 2.5a shows the percentage of USGS sites with significant changes
in stream flow 15 years before and after each year from 1960 to 2000. Significant increases and
decreases in central Florida are shown as gray squares and yellow diamonds, respectively.
Significant increases and decreases in north Florida are shown as blue circles and orange
triangles, respectively. Figure 2.5a summarizes the results of using 15year windows between
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1960 and 2000, while Figure 2.5b summarizes the results of using 30 year windows between
1970 and 1990.
a)

b)

Figure 2.5 The percentage of USGS sites in north and central Florida with significant stream
flow changes after years (center of data) ranging from 1960 to 2000, for 15 year (a) and 30 year
(b) window sizes.

Peaks correspond with periods when a relatively large percentage of USGS sites
significantly increased or decreased. Clearly defined peaks in the percentage of sites with
significant stream flow changes are seen after 1961, 1964, 1972, 1991 and 1999 using 15 year
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windows (Figure 2.5a) and after 1970-1971 and 1988-1989 using 30 year windows (Figure 2.5b).
Changes after 1964, 1991 and 1999 (15year window) and after 1970 (30 year window) are
further investigated below to examine the increases and decreases in north and central Florida
associated with transitions in the AMO. In north Florida, 35% of all sites significantly increased
after 1964, while 45% of all sites decreased after 1999. In central Florida, 71% of all sites
significantly decreased after 1970, while 41% of all sites increased after 1999. All changes in
stream flow after 1964, 1970, 1991 and 1999 were consistent with the patterns expected from
transitions in AMO phase.
The changes in precipitation after 1964, 1970, 1991 and 1999 are summarized in Table
2.3. Fifteenyear windows were used for changes after 1964, 1991 and 1999, while a thirty year
window was used for changes after 1970. Similar patterns are seen when looking at precipitation,
but to a lesser extent. Not all changes in precipitation after 1964, 1970, 1991 and 1999 were
consistent with changes in the AMO.
Table 2.3 Summary of Florida Climate Center site information, including map ID (Figure 2.1),
and difference in precipitation after 1964, 1970, 1991 and 1999 (p-value). Significant changes
are highlighted. Sites located in north Florida are at the top of the table.
ID

Site Name

Site #

1964

1970

1991

1999

38

Apalachicola

80211

0 (0.59)

-0.07 (0.64)

-1.08 (0.1)

-1.61 (p<0.01)

39

Gainesville

83326

NA

-0.88 (0.07)

0.01 (0.36)

-0.03 (0.08)

40

High_Springs

83956

0.78 (0.02)

0.6 (0.09)

-0.41 (0.05)

-0.13 (0.16)

41

Jacksonville

84358

0.14 (0.01)

0.09 (0.32)

0.02 (0.13)

-0.01 (0.37)

42

Live_Oak

85099

0.13 (0.15)

-0.46 (0.26)

-1.2 (p<0.01)

0.38 (0.56)

43

Madison

85275

-0.2 (0.46)

-0.15 (0.32)

-0.09 (0.48)

-2.05 (p<0.01)

44

Niceville

86240

2.78 (p<0.01)

1.22 (0.07)

2.35 (0.65)

1.13 (0.01)

45

Pensacola

86997

0.02 (0.36)

-0.5 (0.11)

-1.42 (0.61)

0.71 (0.43)

46

Perry

87025

0.45 (p<0.01)

1.48 (p<0.01)

-0.05 (0.38)

-0.17 (0.01)

47

Tallahassee

88758

0.15 (p<0.01)

0.08 (0.02)

-0.06 (0.68)

-0.07 (0.16)

48

Arcadia

80228

0.14 (0.68)

-2.19 (0.25)

0.16 (0.02)

4.31 (0.36)

49

Archbold

80236

NA

NA

0.02 (0.12)

-0.03 (0.84)

Continue to next page
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Table 2.3 Continued
50

Avon

80369

0.04 (0.87)

-0.06 (0.04)

-0.23 (0.07)

-2.28 (0.18)

51

Bartow

80478

0.09 (0.59)

-0.1 (0.02)

-0.55 (0.87)

-1.31 (0.12)

52

Bradenton

80945

NA

-0.16 (0.65)

0.24 (0.42)

53

Brooksville

81046

-0.51 (0.15)

0.7 (0.05)

0.76 (0.02)

54

Bushnell

81163

0.7 (0.02)

-0.85 (0.41)

-2.55 (0.62)

55

Clermont

81641

0.04 (0.41)

NA
-0.73
(p<0.01)
-1.58
(p<0.01)
-0.23 (0.02)

-1.1 (p<0.01)

-0.56 (0.9)

56

Inverness

84289

0.39 (0.06)

0.23 (0.5)

-0.73 (0.02)

-0.77 (0.04)

57

Ocala

86414

0.01 (1)

0.15 (0.27)

-0.24 (0.23)

0.01 (0.9)

58

Plant_City

87205

-0.02 (1)

-0.08 (0.02)

-0.11 (1)

-0.12 (0.8)

59

Punta_Gorda

87397

NA

NA

-0.1 (0.59)

-0.2 (0.32)

60

St_Leo

87851

0.25 (0.02)

0.14 (0.05)

0.02 (0.77)

-0.35 (0.11)

61

St_Petersburg

87886

NA

NA

NA

NA

62

Tampa

88788

-0.02 (0.04)

-0.01 (0.1)

0.01 (0.71)

0 (0.65)

63

Tarpon_Springs

88824

-0.28 (0.03)

0.72 (0.21)

-0.47 (0.38)

-0.74 (0.16)

64

Wauchula

89401

0.05 (0.77)

0.16 (0.91)

-1.01 (0.01)

-0.22 (0.74)

Figure 2.7 shows the locations of USGS and FCC sites that significantly changed after
each of these four years. The first column (Figure 2.7a-d) shows changes in stream flow, the
second column (Figure 2.7e-h) shows changes in base flow, and the third column (Figure 2.7i-l)
shows changes in precipitation. An AMO transition from warm to cool phase occurred during the
years 1964 and 1970 (first two rows) and an AMO transition from cool to warm phase occurred
during the years 1991 and 1999 (last two rows). Increases are shown in red and decreases are
white, while sites in central and north Florida are shown as circles and triangles, respectively.
Stream flow and base flow increased in north Florida and decreased in central Florida during the
AMO transition from warm to cool phase, with the opposite occurring during the AMO
transition from cool to warm phase. This pattern was also seen in precipitation, but the changes
in precipitation were not always consistent with changes in the AMO.
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Figure 2.7 Significant discharge (a-d), base flow (e-h) and precipitation (k-l) changes after 1964
(a,e,i), 1970 (b,f,j), 1991 (c,g,k) and 1999 (d,h,l). USGS and FCC sites in north (central) Florida
are shown as triangles (circles), while significant decreases (increases) are red (white). Also,
north (yellow), central (green) and south (blue) Florida NOAA climate divisions are shown.
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Finally, a double mass curve of cumulative discharge (normalized by basin area) vs
cumulative precipitation is plotted using the data from the USGS and FCC Apalachicola sites
(Figure 2.8). Linear trend lines are shown for the periods corresponding with the AMO warm
(red, 1940-1969 and 1999-2016) and cool (green, 1923-1939 and 1970-1999) phases. The slope
of the line decreases after 1940, increases after 1970 and then decreases again after 1999,
consistent with changes in the AMO phase.

Apalachicola R. Discharge vs Rain
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Figure 2.8 Double mass curve for Apalachicola discharge and precipitation from 1923-2016.
Cumulative discharge in inches over the basin vs cumulative precipitation in inches. The
corresponding values for 1940, 1970 and 1999 are shown with vertical blue lines.

Discussion
The results of this study support the hypothesis that long term changes in Florida stream
flow are driven by the AMO. During the AMO transition from warm to cool phase around the
1970s, stream flow increased in north Florida while decreasing in central Florida. The opposite
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was true during the AMO transition from cool to warm phase in the 1990s, in which stream flow
decreased in north Florida and increased in central Florida. However, other factors, like local
increases in water use, may also influence long-term stream flow fluctuations and cannot be
ruled out.
These results are consistent with the study by Kelly and Gore (2008). Mean annual
stream flow significantly decreased after 1970 at 12 of the USGS sites studied, all located in
central Florida. Mean annual base flow and runoff also significantly decreased at these 12 sites
after 1970, implying that the decreases in stream flow were due to reduced contributions from
both groundwater discharge and surface water runoff to the streams. None of the sites studied
showed a statistically significant increase in total stream flow, base flow, or runoff after 1970.
Kelly and Gore (2008) found significant (p < 0.05) increases in total stream flow at two
sites, both in north Florida. Our results are likely more conservative than those of Kelly and Gore
(2008) because of the differences in our statistical methods: we used a two-tailed test with α =
0.05 while they used a one-tailed test with α = 0.10. We decided to be more conservative in our
statistical approach to account for the potential error involved in estimating conductivity using a
power function.
Applying this method to stream flow during other periods, we found significant
increases in north Florida after 1964, decreases in central Florida after 1970, increases in central
Florida after 1991 and decreases in north Florida after 1999 (Figure 2.7). These changes are
consistent with the hypothesis that stream flows are relatively higher in north Florida and lower
in central Florida during the cool phase of the AMO, with the opposite true during the warm
phase. These results suggest that there is a lag of approximately 10 years between increases and
27

decreases in north and central Florida stream flow following AMO phase shifts. If these patterns
continue, another increase in north Florida stream flow is on the near horizon, to be followed by
another decrease in central Florida flows.
In each period that significant changes in stream flow related to the AMO were found, the
stream flow at many sites did not change. This could be due to local differences in precipitation
patterns or water use that outweighed the regional effects of the AMO for that period. In a few
cases there were significant changes in stream flow that were inconsistent with the AMO
pattern. For instance, the number of sites showing significant decreases in central Florida
steadily declines during the 1970s, but briefly increases again during the mid-1980s (Figure
2.5b). Also, two sites in north Florida significantly decreased after 1975, when we would have
expected flows in north Florida to increase. These anomalies may be due to background
increases in water use.
Most sites with significant changes in stream flow showed the same changes in base flow
(Figure 2.7). However, the same pattern does not occur when applying this analysis to
precipitation data (Figure 2.6). This may be due to the complex relationship between
precipitation and the AMO (Goly and Teegavarapu 2014). The connection between the AMO
and stream flow could be caused by the effects of the AMO on precipitation intensity and timing.
The changing slope of the cumulative stream flow vs. precipitation double mass curve implies
that streams may be receiving less flow per inch of precipitation during the AMO warm phase in
central Florida (Figure 2.8). A much higher density of rainfall stations may be required to
account for the high spatial variability in precipitation.
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A potential source of error in calculating base flow is the assumption that the
conductivities of base flow and runoff are equal to stream flow conductivity at its lowest and
highest flows, respectively. At minimum flow, when stream flow is assumed to consist solely of
base flow, it is possible that a significant amount of runoff is still contributing to stream flow. If
this is the case, the value used for base flow conductivity would be lower than the true
conductivity of base flow. This would result in artificially high estimates of the base flow
proportion of stream flow. The opposite is true at maximum flow, in which the value used for
runoff conductivity may be higher than the true conductivity of rainfall, resulting in artificially
high estimates of runoff. This type of error would only be significant if large amounts of base
flow contribute to stream flow during large storm events.
Potential errors from estimating base flow and runoff conductivity were accounted for in
this study by using more conservative statistical methods, but could be prevented in future
studies by including in situ measurements of rainfall and near-stream groundwater conductivity.
Further research is needed to adequately determine the proportion of stream flow declines caused
by anthropogenic effects. This would require detailed spatial water use data and potentially a
longer period of record.
Although the AMO is often divided into two distinct phases, warm and cool, for some
analyses it may be more appropriate to divide the AMO into three phases: warm, cool and
transitional. In this case, the warm and cool phase are relatively stable periods, while the
transitional phase is a period in which the AMO switches between the warm and cool phases.
This phase would roughly occur during 1900-1910, 1925-1935, 1960-1975 and 1990-2005,
corresponding with areas of low p-value in Figure 2.4. Acknowledging the transition periods
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between warm and cool phases decreases the importance of choosing the exact date for a switch
between warm and cool phases. The differences between the changes after 1964 and 1970 are an
example of how focusing on different dates can lead to very different results.

Conclusion
Long-term fluctuations in Florida stream flow follow a pattern consistent with the multidecadal oscillations of the AMO. The same patterns are also seen in the base flow and runoff
components of stream flow. The connection between the AMO and precipitation is less
consistent. This may be due to the complex relationship between the AMO and precipitation, in
which the AMO has a larger effect on the timing and intensity of precipitation than on the mean
annual precipitation. Finally, not all sites showed significant changes, suggesting that the
variability of other mechanisms, including local changes in water use, may outweigh the effects
of the AMO in some situations.
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Chapter 3: Fate, Transport, and Residence Time of Particles in Sheltered, Low-Energy
Estuaries: Model Development

Note to reader
Portions of this chapter are in preparation for submission for publication. The author of
this dissertation is the first author on this paper, and the other author is Dr. Mark Rains
(contribution: guidance). All co-authors assisted in the revision process. This paper also includes
material from Chapter 4.

Abstract
The Coastal Modeling System (CMS) is used to model the hydrodynamics of a mangrove
dominated estuary in the Florida Everglades. The hydrodynamic model is accurate, with
relatively low water level and velocity errors and the model efficiency is mostly high. A
Lagrangian particle method is developed to track the movement of simulated particles released
within the domain of the CMS model. More than 100,000 simulated particles were released
within a 16-square kilometer (km2) model domain. The results of a January 2017 simulation
suggest a mean residence time of 11 hours. The fate of the particles was mixed, with roughly half
of the particles exiting the model domain upstream and half downstream.
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Introduction
This chapter describes the use of a hydrodynamic model and a particle tracking model to
study the small-scale dynamics of particles flowing through a flat mangrove estuary in the
southwest corner of the Everglades National Park (ENP), Florida (Figure 3.1). Most
hydrodynamic modeling studies of estuaries are of relatively large coastal areas (greater than 100
km2), focusing on bays with narrow entrances (Banas and Hickey 2005, Bilgili et al. 2005, Zafer
and Ganju 2015). The focus of this study is on the hydrodynamics of a roughly 15 km2 area
within the Shark River Slough Estuary (SRSE, Figure 3.1). The small-scale dynamics are
particularly complex in the SRSE, due to the intricate web of channels and the frequent flooding
and drying of the mangrove islands.
Simulated particles can represent a wide range of materials, including dissolved
phosphorous, particulate organic, mangrove propagules and fish eggs. Researchers studying the
chemical, biological and ecological dynamics in estuarine environments rely on estimates of the
residence time and fate of materials in these systems, but the estimates used are usually based on
mean discharge and are rarely based on the results of hydrodynamic models (Bergamaschi et al.
2012, He et al. 2014).
The objectives of this study are to: 1) use existing software to model the hydrodynamics
of the SRSE; 2) develop a new numerical model to track the movement of simulated particles
within the SRSE; and 3) determine initial estimates of the mean particle residence time and fate
within the SRSE.
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Figure 3.1 Study area. The Florida coastline (blue), ENP boundary (green dash), SRS boundary
(black dash) and model domain (red) are shown.

Methods
Approach
In this study a hydrodynamic model is used to simulate the flow of water within the
SRSE. A particle tracking model is then developed to simulate the movement of particles in the
SRSE using the flow field created by the hydrodynamic model. This process is described in
detail below.
Data Collection
No complete topo-bathymetric data set was available for the model domain, so it was
necessary to combine elevation data from surveys completed by the United States Geological
Survey (USGS), the University of South Florida, the United States Coast and Geodetic Survey
(USCGS) and the South Florida Water Management District (SFWMD) (Figure 3.2). The USGS
completed a multi-beam bathymetric survey of the main channels of Shark River and Little
Shark River in 2006. This survey was combined with a 2015 single-beam bathymetric survey of
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the tributaries and smaller channels between Shark River and Little Shark River completed by
the University of South Florida. A triangulated irregular network interpolation using the 2015
survey and data from a 1930 hydrographic survey of the Shark and Harney Rivers by the
USCGS was used to fill in areas with missing data. This interpolation method was not used
within the main channel of the Shark River and was only used for less than ten percent of the
model domain.
The bathymetric data was combined with a 3.05 m (10 foot) resolution digital elevation
model (DEM) of Monroe County, FL (Figure 3.2b), provided by the SFWMD, to create a single
topobathymetric surface (Figure 3.3). The DEM was used to create a shapefile defining the
channel boundaries within the model domain. Areas with elevations less than -0.24 m were
classified as channels while areas with elevations greater than or equal -0.24 were considered
mangrove islands. This channel boundary shapefile was then manually edited to ensure that the
channels matched current aerial imagery.

Model Domain
USF Survey
USGS Survey
USCGS Survey

a)

b)

Figure 3.2 Bathymetry tracks (a) and topography (b) used to create topobathymertic surface.
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a)

FL

b)

Figure 3.3 Model domain. a) Surface elevation of model domain. Monitoring station locations
for USGS-BGI, SRS-6, ENP-SR, and ENP-GI are shown. b) Zoomed in, oblique view of the
surface elevation near station SRS-6 (elevations are vertically exaggerated).

All water level, velocity and discharge data were obtained from stations managed by the
Everglades National Park (ENP), the Florida Coastal Everglades Long Term Ecological
Research Program (FCE-LTER) and the USGS. The ENP manages stations Shark River (ENP37

SR) and Gunboat Island (ENP-GI), which have collected water level data every six minutes since
1996 (Figure 3.3a). All ENP water level data used in this study was converted from feet
NGVD29 to meters NAVD88. Researchers from the FCE-LTER deployed an Acoustic Doppler
current Profiler (ADP) at Shark River Slough station 6 (SRS-6) in December 2016 (Figure 3.3a).
Water level and velocity were measured at SRS-6 every 15 minutes from mid-December 2016 to
mid-February 2017. Water level and discharge data have been measured at USGS
252230081021300, Shark River below Gunboat Island, (USGS-BGI, Figure 3.3a) every 15
minutes since October 1, 2007 and October 1, 2008, respectively, but velocity has only been
reported since late 2017. For this study all USGS data was converted from English to metric
units and from Eastern Standard Time/Daylight Savings Time (EST/DST) to EST to be
consistent with the ENP data, which does not switch to DST.
Hydrodynamic Model
In this study, the CMS-Flow component of the Coastal Modeling System (CMS),
developed by the United States Army Engineer Research and Developments Center’s (ERDC)
Coastal Inlets Research Program (CIRP) (Militello et al. 2004; Buttolph et al. 2006; Lin et al.
2008; Reed et al. 2011), is used to model the hydrodynamics of the SRSE. CMS-Flow is a depthaveraged two-dimensional model that solves the shallow water equations using a finite-volume
method (Militello et al. 2004; Buttolph et al. 2006; Lin et al. 2008; Reed et al. 2011). CMS-Flow
has been used for numerous modeling applications around the world and has been tested and
validated by CIRP (Reed et al. 2011).
The hydrodynamic model domain covers a roughly 15 km2 section of the SRSE, centered
on a roughly 8 km reach of the Shark River, including the Little Shark River and side channels
(Figure 3.3a). The location and shape of the domain was chosen to maximize the density of
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active monitoring stations. The model domain consists of a uniform 20-meter Cartesian grid of
38,582 cells. The grid size was chosen to balance model cell resolution with computational speed
and stability. Each cell has a topobathymetric surface elevation and all cells in the domain are
active to account for the frequent flooding of the mangrove islands during high tides and storm
events. Figure 3.3b provides a zoomed in view of the model grid.
The short sides of the rectangular model domain are the upstream and downstream
specified water level boundaries. These boundaries allow flow into and out of the model domain
along the entire boundary. The long sides of the domain (north and south) are no-flow
boundaries. The use of no-flow boundaries on the long sides is necessary due to the lack of water
level and flow data in those areas. However, the no-flow boundaries are sufficiently far from the
main channel of the Shark River, which is the main area of interest in this study. Also, the
natural flows through the smaller tributaries intersecting the no-flow boundaries are significantly
less than in the Shark River. The downstream boundary extends to also include a small portion of
the north and south boundaries. Water levels are forced to ENP-GI and ENP-SR measured stage
values at the upstream and downstream boundaries, respectively. No-flow boundaries are also set
at the bottom of each cell as groundwater and surface-water exchanges are relatively small in the
SRSE (Smith 2016) and are not considered in this study. An implicit solution to the numerical
model is used for its stability and computational speed. A uniform water density of 1,025 kg/m3
and temperature of 15° C is used for each simulation. Variable temperature and salinity
simulations were attempted, but eventually abandoned due to stability issues.
Two simulations were used for model calibration, one during March 2016 (Mar-2016),
and one during September 2016 (Sep-2016). A simulation ran during January 2017 (Jan-2017)
was then used to validate the hydrodynamic model and for initial particle transport analysis.
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Mar-2016 and Sep-2016 were chosen to ensure that both dry and wet season dynamics were
sampled during calibration, respectively. Jan-2017 was used to validate the hydrodynamic model
because of the availability of both USGS-BGI and SRS-6 data during that time period. All
hydrodynamic simulations began at 12:00 AM on the first day of the month and ran for 168
hours (including a 6 hour ramp up duration) with a 6-minute timestep.
Particle Tracking Model
A Lagrangian particle tracking model was developed in MATLAB (R2017b) to simulate
the movement of particles released within the model domain. The MATLAB program
implements a 4th order Runge Kutta (RK4) scheme to move particles each timestep according to
the velocity field calculated by CMS-Flow. The RK4 method was chosen for its increased
accuracy over the standard Euler method (aka RK1), which can slightly overestimate particle
movement in some situations (Figure 3.4).

Figure 3.4 RK4 vs RK1 particle movement.
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A “sticky boundary” method (Proehl 2001) is implemented that prevents particles from
entering dry cells. All particles are released at the top of the water surface and are neutrally
buoyant, so they float on the top of the water surface and settling does not occur. Particle
deposition only occurs if the particle fails to move out of a wet cell as it dries. Particles deposited
in dry cells reactivate if that cell rewets at a later time.
Particle diameter is assumed to be very small so that all particle-particle collisions and
interactions are avoided. Also, linear interpolation is used to reduce the 6-minute interval of the
hydrodynamic output data to a 1 minute interval to prevent particles from moving between more
than two cells during a single time step, meeting the Courant condition. A brief Péclet analysis
showed that advection dominates particle movement within the main channel of Shark River, so
diffusion was not considered (Figure 3.5). A diffusivity of 1 m2/s was used for all Péclet number
calculations.
A particle tracking simulation was ran using the Jan-2017 hydrodynamic model results,
beginning on January 1st, 2017, at 6 am (after the numerical model’s 6 hour ramp up period). A
total of 103,248 particles were released, with a single particle released in every wet cell within
the main channel of Shark River (Figure 3.6) every 30 minutes for 24 hours, the approximate
length of a semidiurnal tidal cycle. Particles were only released within the main channel of Shark
River to reduce the effects of the no-flow boundaries of the hydrodynamic model on particle
movement. Particle movement was tracked for six days, which was long enough to flush out
more than 99% of all particles, or until they exited the model domain.
Particle residence time was calculated as the difference between the time a particle exited
the model domain and the time it was released within the model domain. Mean and median
particle residence time was calculated, as well as the particle residence time probability
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distribution function. Particle fate was determined by recording where each particle exited the
model domain, either upstream or downstream.
a) Mar-2016

b) Sep-2016

Figure 3.5 Mean Péclet numbers (Pe) for each cell for simulations Mar-2016 (a) and
Sep-2016 (b).
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Figure 3.6 Mean water surface elevation and particle release locations (red dots). The inset
shows a zoomed in view of the particles. Mean water surface elevations are for each model cell
during the wet season.

Calibration and Validation
The Manning’s roughness coefficients (n) used in the hydrodynamic model were
calibrated by simultaneously minimizing the mean absolute error (MAE) and maximizing the
Nash-Sutcliffe (1970) model efficiency coefficient (E). Water level and velocity measurements
at USGS-BGI were used to calculate MAE and E for hydrodynamic simulations Mar-2016 and
Sep-2016. Initial simulations used the default CMS-Flow value of n = 0.025 for all model cells.
The MAE and E were minimized and maximized, respectively, for water level and velocity at
USGS-BGI by slightly adjusting n values in two zones: stream channels (nc) and mangrove
islands (nm). After numerous calibration simulations, values of 0.03 and 0.1, were selected for nc
and nm, respectively. These values are consistent with n values for smooth channels and densely
vegetated flood plains found in literature (Arcement 1989). A sample of simulation results with
different Manning’s roughness coefficients are shown in Table 3.1. The model is more sensitive
to changes in nc than nm.
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Table 3.1 Model error and efficiency for Mar-2016 and Sep-2016 simulations with varying nc
and nm values. MAE and E are calculated for water level and velocity at USGS-BGI.
Simulation nC

nM

MAE Water
Level (m)

MAE Vel.
(m/s)

E Water
Level

E Vel.

Mean E

Mar-2016
Mar-2016
Mar-2016
Mar-2016
Mar-2016
Mar-2016
Mar-2016
Mar-2016
Mar-2016
Mar-2016
Sep-2016
Sep-2016
Sep-2016
Sep-2016
Sep-2016
Sep-2016
Sep-2016
Sep-2016
Sep-2016
Sep-2016

0.1
0.1
0.1
0.1
0.1
0.03
0.05
0.1
0.15
0.2
0.1
0.1
0.1
0.1
0.1
0.03
0.05
0.1
0.15
0.2

0.01
0.02
0.02
0.02
0.02
0.02
0.02
0.02
0.02
0.02
0.02
0.02
0.03
0.03
0.03
0.03
0.03
0.03
0.03
0.03

0.07
0.06
0.05
0.05
0.06
0.05
0.05
0.05
0.05
0.05
0.09
0.08
0.06
0.07
0.08
0.06
0.06
0.06
0.06
0.06

0.99
0.99
0.99
0.99
0.99
0.99
0.99
0.99
0.99
0.99
0.97
0.97
0.97
0.97
0.97
0.96
0.97
0.97
0.97
0.97

0.92
0.95
0.96
0.95
0.94
0.96
0.96
0.96
0.96
0.96
0.93
0.95
0.96
0.95
0.94
0.96
0.96
0.96
0.96
0.96

0.96
0.97
0.97
0.97
0.97
0.97
0.97
0.97
0.97
0.97
0.95
0.96
0.96
0.96
0.95
0.96
0.96
0.96
0.96
0.96

0.025
0.027
0.03
0.033
0.035
0.03
0.03
0.03
0.03
0.03
0.025
0.027
0.03
0.033
0.035
0.03
0.03
0.03
0.03
0.03

Measured water level and velocity at USGS-BGI (Figure 3.7) and SRS-6 (Figure 3.8)
was used to validate the results of the Jan-2017 simulation. Water level MAE (E) was 0.02 m
(0.98) and 0.05 m/s (0.93) at stations USGS-BGI and SRS-6, respectively. Velocity MAE (E)
was 0.06 m/s (0.95) and 0.04 m/s (0.29) at stations USGS-BGI and SRS-6, respectively.
All MAE values were sufficiently low and all E were greater than 0.90, except for the
velocities at SRS-6.
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a)

b)
Figure 3.7 Jan-2017 measured (green) and modeled (black dash) water level (a) and velocity (b)
at USGS-BGI.

However, velocities at SRS-6 are measured close to the channel bank and are
significantly lower in magnitude than velocities measured at USGS-BGI, which are more
representative of velocities within the middle of the channel. The decrease in accuracy near the
edge of the channel is an unavoidable consequence of using a 20-m grid size. Simulated peak
water levels are also biased high at SRS-6 (Figure 3.8a).
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a)

b)
Figure 3.8 Jan-2017 measured (green) and modeled (black dash) water level (a) and velocity (b)
at SRS-6.

Results
The mean and median particle residence time within the entire model domain was 11 and
6 hours, respectively, for the Jan-2017 simulation. Mean and median particle residence time was
8 and 5 hours, respectively, when considering the main channel of Shark River as the boundary
of the model domain. Slightly more particles exited through the upstream (51%) than the
downstream (48%) flow boundary, with approximately 1% of particles remaining within the
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model domain at the end of the simulation. The mean residence time was 9 and 12 hours for
particles exiting upstream and downstream, respectively.
The distribution of particle residence time is non-normal (Figure 3.9), with a large
positive skew. Most particles remain within the main channel of the Shark River, the channel
they are released in, even after six hours of simulation (Figure 3.10). Here particles are shown as
red dots when they are released. When particles exit the main channel of Shark River, they
change into orange dots. By 30 hours into the simulation, the majority of particles have exited
the model domain, with less than one percent of particles remaining within the model domain
after 162 hours (Figure 3.11).

Figure 3.9 Jan-2017 PDF of particle residence time for the entire model domain and for just the
main channel of Shark River.
47

a)

b)

Figure 3.10 Snapshot of simulated water level (colorbar), flow velocity (arrows) and particle
locations for January 1, 2017 at one minute (a) and six hours (b) after the start of the simulation.
Particles that remained in the main channel of Shark River are red dots, while particles that have
exited the main channel are orange dots.

48

a)

b)

Figure 3.11 Snapshot of simulated water level (colorbar), flow velocity (arrows) and particle
locations for January 1, 2017 at 30 (a) and 162 hours (b) after the start of the simulation.
Particles that remained in the main channel of Shark River are red dots, while particles that have
exited the main channel are orange dots.

49

Discussion
The hydrodynamic model created using CMS-Flow accurately simulates flow in the
SRSE. The simulated water level and velocity errors are relatively low and the model efficiency
(E) is mostly high. Also, the new particle tracking model developed in MATLAB successfully
simulates the movement of particles within the SRSE. These two models were used together in
an initial assessment of particle residence time in fate in the SRSE.
The mean particle residence time within the model domain during the first week of
January 2017 is approximately half a day, but particle residence time ranged from 1 minute to
6.75 days. The wide variation in residence time is due to the many different paths particles can
take within the estuary. Most particles are flushed out of the estuary relatively quickly, while
some particles take much longer to exit, either getting trapped in hydrologic dead zones or being
deposited on mangrove islands after flood events. Approximately half of the particles exited the
model domain through the upstream and half through the downstream flow boundary, with less
than one percent of particles remaining within the model domain after 6.75 days. This suggests
that the net flow within the model domain was approximately 0 during the simulation.
More hydrodynamic and particle tracking simulation runs are needed to account for interannual, seasonal and tidal variations in hydrodynamic conditions. These variations are
investigated in Chapter 4. Suggested improvement for future development of the SRSE
hydrodynamic model include increasing the size of the model domain and adding salinity and
temperature variations. Increasing the model domain size would require additional bathymetric
surveys and the installation of several more ADPs to collect water level and velocity data. The
use of a finite element grid may also improve model efficiency by more accurately portraying the
shape of the channels.
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Chapter 4: Fate, Transport, and Residence Time of Particles in Sheltered, Low-Energy
Estuaries: Application

Note to reader
Portions of this chapter are in preparation for submission for publication. The author of
this dissertation is the first author on this paper, and the other author is Dr. Mark Rains
(contribution: guidance). All co-authors assisted in the revision process. This paper also includes
material from Chapter 3.

Abstract
The numerical model, CMS-Flow, is used to study particle transport in the Shark River
Slough Estuary (SRSE) in the Florida Everglades, USA. The numerical model, driven by water
level data, is capable of wetting and drying the mangrove islands that lie between the
interconnected channels as tides rise and fall in the estuary. A Lagrangian particle transport
method is then used to estimate the residence time and ultimate fate of particles released within
the main channel of the Shark River. Of the more than 1 million particles released within a 16
square kilometers (km2) model domain, the mean and median residence times are 16 and 8 hours,
respectively, and 60% of all particles exit the model domain downstream, towards the
Gulf of Mexico.
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Particle residence time varies greatly depending on the particle release location and
timing. The residence time is significantly lower for particles released near flow boundaries or in
the middle of the channel in comparison to particles released further from flow boundaries or
closer to the bank, respectively. Also, the residence time and the percent of particles exiting
upstream are significantly lower for particles released during the wet season, spring tides or
during upstream flows. Additionally, there is a decreasing trend in mean particle residence time
from 1997 through 2017, mirroring an increasing trend in mean annual water levels in the SRSE.
The decreasing trend is only observed for particles released in the dry season during neap tides,
when water levels are relatively low.

Introduction
Estuaries, where seawater meets the freshwater provided by rivers, often exhibit complex
hydrodynamic behaviors due to the combined effects of changing tides and freshwater flow.
Tidal and freshwater flow variations occur on many timescales, ranging from hourly to annual.
The typically high levels of nutrients and wide variations in water level in these transition zones
provide unique environments which support numerous estuarine species. Estuaries also act as
important pathways for the exchange of marine and terrestrial materials. However, in many
estuaries particle movement and fate are not well understood.
This study is focused on the mangrove-dominated estuary along the west coast of the
Florida Everglades (Figure 4.1), where the phosphorous-limited freshwater of the wetlands meets
the nutrient rich marine water of the Gulf of Mexico (Childers et al. 2006). This area, referred to
as the Everglades Mangrove Ecotone Region (EMER), provides regional services as a hurricane
buffer, natural fishery and source of biodiversity (Rivera-Monroy et al. 2011). The relatively
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large amount of phosphorous provided by marine waters induces primary production and
mangrove root growth (Castañeda-Moya 2011). Mangrove ecosystems store large amounts
of carbon in peat and can have a significant impact on the global carbon budget (Barr et al.
2009; Breithaupt et al. 2014; Feliciano et al. 2014). Particulate organic matter (POM) also
plays an important role in mangrove estuaries by controlling biogeochemical processes and
ecosystem respiration (Lovelock et al. 2011; Maie et al. 2006; Schedlbauer et al. 2010;
Yamashita et al. 2013).
The fluxes of carbon, phosphorous and other nutrients in mangrove estuaries are poorly
understood (Bouillon et al. 2008) and the ultimate fate of the carbon produced remains uncertain
(Ho et al. 2014). A biomarker study found that the Shark River, the main flow path of the
EMER, exports up to one million kilograms (kg) of particulate organic carbon to the Gulf per
year, however, this was only a rough estimate (He et al. 2014). An analysis of the residence time
and fate of particles in the EMER would be useful for research relying on nutrient flux estimates.
Particle residence time and fate in mangrove estuaries is controlled by the often complex
hydrodynamics of the system. Here we model the hydrodynamics of a small reach of the Shark
River Slough Estuary (SRSE) using the Coastal Modeling System (CMS) developed by the
United States Army Engineer Research and Developments Center’s (ERDC) Coastal Inlets
Research Program (CIRP) (Militello et al. 2004; Buttolph et al. 2006; Lin et al. 2008; Reed et al.
2011). The results from the hydrodynamic model are then used in a Lagrangian particle tracking
model developed in MATLAB.
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Figure 4.1 Study area. The Florida coastline (blue), ENP boundary (green dash), SRS boundary
(black dash) and model domain (red) are shown.

Particle tracking models are used in a wide range of applications, from studying the
transport pathways and ocean-estuary exchange of pollutants (Bilgili et al. 2005) and oceanic
nutrients (Banas and Hickey 2005) to simulating the movement of fish larvae (Christensen et al.
2007). Our model is used to study the reach scale movement and transport pathways of simulated
particles that are released in the SRSE. The amount of time particles remain within the model
domain will provide an estimate of the residence time and flux of key nutrients and species
within the SRSE. The objectives of this study are to determine: 1) the historical particle
residence time in the SRSE; and 2) the key factors controlling particle residence time and fate in
mangrove estuaries.
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Methods
Approach
In this study a particle tracking model is used to simulate the movement of particles in the
SRSE. The particle tracking model uses the output from a hydrodynamic model. This process is
described below, but more model development details are provided in Chapter 3.
Study Area
Southern Florida is a flat tropical savannah, gently sloping from an elevation of about 4.6
meters above sea level just south of Lake Okeechobee to sea level over 100 km away (Randazzo
and Jones 1997). The Shark River Slough (SRS) is the largest natural drainage system in the
Everglades National Park (ENP), flowing from the Tamiami Trail to the Gulf of Mexico. The
SRSE spans roughly 20 km along the southwest coast of Florida, encompassing approximately
500 square kilometers.
The tidal cycle in the SRSE is semidiurnal, with a mean vertical tidal range of
approximately one meter. The gentle slopes and lack of relief in the area allow for a broad extent
of tidal influence, sometimes propagating over 20 km inland (Wdowinski 2013). The net flow
between late 2007 and 2017 was 8 m3/s, seaward. Flow was measured at USGS station
252230081021300 (USGS-BGI), located within the model domain, however, there is significant
seasonal variation in both net flow and mean water level in the SRSE due to the significant
amount of freshwater flow provide by the Shark River Slough. Mean discharge and water level
are much higher during the wet season than during the dry season, in which net discharge
approaches zero (Figure 4.2). For this study, September and March are considered the peak of
the wet season and dry season, respectively.
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Figure 4.2 Monthly mean water level and discharge at USGS-BGI.

Hydrodynamic Model
In this study, the depth-averaged two-dimensional numerical model, CMS-Flow, was
used to model the hydrodynamics of the SRSE (Militello et al. 2004; Buttolph et al. 2006; Lin et
al. 2008; Reed et al. 2011). The model domain uses a complete topobathymetric surface,
allowing water to flow over each model cell, including the mangrove islands. The model is
driven by variable stage boundaries along the upstream and downstream sides of the model
domain. Water levels from Everglades National Park (ENP) stations are used for these
boundaries. The Nash-Sutcliffe efficiency coefficient (NSE) (Nash and Sutcliffe 1970) and mean
absolute error (MAE) were used to compare the model performance to measured data within the
model domain. Further information on the hydrodynamic model is provided in Chapter 3.
All hydrodynamic simulations began at 12:00 AM on the first day of the month and ran
for one week (not including a 6 hour ramp up duration) with a 6-minute timestep. Ten initial
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simulations were completed, a wet season (September) and dry season (March) simulation every
five years from 1997 to 2017. These initial simulations were used to investigate the seasonal,
tidal, and spatial effects on particle residence time and fate. Eleven additional simulations were
completed, every other year from 1997 to 2017, to investigate effects of inter-annual variations
on particle residence time and fate. To control for seasonal and tidal variations, each of the
eleven additional simulations began within a day of a neap tide during the dry season.
Particle Tracking Model
A Lagrangian particle tracking model was used to simulate the movement of particles
released within the model domain. A total of 103,248 particles were released each simulation,
with a single particle released in every wet cell within the main channel of Shark River (2,151
particles) every 30 minutes for 24 hours, the approximate length of a semidiurnal tidal cycle.
Particles were only released within the main channel to reduce the no-flow boundary effects on
particle movement. All particle tracking simulations began at 6:00 AM on the 1st day of the
month to account for the ramp up duration used in the hydrodynamic model simulations. Particle
movement was tracked for six days, which was long enough to flush out more than 99% of all
particles. Particles were tracked until they exited the model domain by either the downstream or
upstream boundary. Particle residence time was calculated as the difference between the time a
particle exited the model domain and the time it was released within the model domain. Further
information on the development of the particle tracking model is provided in Chapter 3.
Particles were released during many different spatial and temporal conditions. To account
for variations in residence time caused by particle release location, particles were released within
each active cell within the main channel of Shark River, including near and far from flow
boundaries and channel edges. To account for variations in residence time caused by particle
59

release time, particles were released during various seasons (wet and dry), tidal phases (neap,
spring, and between), and flow directions (downstream and upstream).
Eleven additional simulations were run to look for potential long-term trends in particle
residence time and fate. To control for seasonal and tidal variation, each of these additional
simulations were ran during the dry season and particles were released during neap tidal
conditions. Simulations were run every other year, from 1997 through 2017. All simulations
occurred in March, except for the 2009 simulation, which occurred in April. This was due to
missing water level data during March 2009. A linear regression was fit between particle release
date and mean residence time, median residence time, and percent of particles exiting
downstream. Linear regressions were calculated for both the residence time in the entire model
domain and the residence time within the main channel of Shark River. Pearson correlation
coefficients (r) and were calculated to determine the significance of the linear trends.

Results
Over one million particles were released within the main channel of Shark River in ten
initial simulations during various years, seasons and tidal conditions. The mean particle
residence time in the model domain was 16 hours, with means ranging from 10 to 29 hours for
all ten simulations, but individual particle residence times ranged from 1 minute to 6 days. The
median residence time was 8 hours, ranging from 5 to 16 hours (Table 4.1). When considering
only the main channel of Shark River, the mean particle residence time was 12 hours, ranging
from 7 to 22 hours. The median residence time was 5 hours, ranging from 4 to 10 hours
(Table 4.1). The mean net velocity of particles was 0.00 cm/s, ranging from -0.05 to 0.05 cm/s,
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and the median net velocity was 0.02 cm/s, ranging from -0.03 to 0.05 cm/s for all ten
simulations (Table 4.1).
Table 4.1 Summary of results for the ten initial simulations. Mean residence time (RT) is
presented for the entire model domain and for the main channel of Shark River. The NashSutcliffe efficiency coefficient (NSE) is calculated using the USGS station, which began
collecting water level (WL) and discharge data in late 2007.
Simulation
Name

Tidal
Phase at
Release

Mean/Med
Residence
Time (RT, h)

Mean/Med
RT Main
Channel (h)

Mean/Med
Net Velocity
(cm/s)

Downstream
Exit

NashSutcliffe
(WL)

NashSutcliffe
(Velocity)

1997_DRY

Neap

29/15

22/8

0.027/0.029

77%

NA

NA

1997_WET

Spring

12/6

8/4

-0.030/0.001

50%

NA

NA

2002_DRY

Spring

21/15

17/9

0.028/0.036

76%

NA

NA

2002_WET

Neap

15/7

11/5

-0.037/-0.01

47%

NA

NA

2007_DRY

Between

12/6

8/5

-0.001/0.023

58%

NA

NA

2007_WET

Between

12/6

8/4

0.008/0.027

59%

NA

NA

2012_DRY

Neap

25/16

20/10

0.054/0.050

86%

0.99

0.83

2012_WET

Spring

10/5

7/4

-0.051/-0.03

43%

0.83

0.93

2017_DRY

Between

11/5

7/4

-0.028/-0.007

47%

0.99

0.95

2017_WET

Between

16/10

11/6

0.026/0.040

76%

0.96

0.94

Table 4.2 compares the effects of particle release condition on particle residence time and
fate. Release conditions are separated into five categories: season (wet/dry), flow direction
(up/downstream), tidal phase (spring/neap/between), channel location (inner/outer channel) and
proximity to flow boundaries (close/far). Particle releases within 2 days of a spring/neap tide are
considered to be released under spring/neap tidal conditions, while all other particles are
classified as ‘between’ spring/neap tides. Particles released within 382 m (5% of model domain
width) of either the downstream or upstream flow boundary are classified as ‘near’ the boundary,
while all other particles are classified as ‘far’. For each particle release category, the differences
in mean residence time for each condition are significant (p < 0.05).
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Table 4.2 The effects of release conditions on particle residence time and fate for the entire
model domain and for the main channel of Shark River.
Category

Particle Release
Conditions

Season
Flow
Direction
Tidal Phase

Channel
Location
Proximity to
Boundary

Mean/Med
RT (h)

Dry Season

Number
of
Particles
516,240

20/10

Mean/Med
RT Main
Ch. (h)
15/6

Mean/Med
Net Velocity
(cm/s)
0.016/0.031

Downstream
Exit
69%

Wet Season

516,240

13/6

9/5

-0.017/0.015

55%

Upstream Flow

419,445

14/6

11/5

-0.091/0.003

51%

Downstream Flow

613,035

18/10

12/5

0.062/0.040

69%

Spring Tide

309,744

14/7

11/5

-0.018/0.017

56%

Neap Tide

309,744

23/12

17/7

0.015/0.027

70%

Between Spring/Neap

412,992

13/7

8/5

0.001/0.026

60%

Inner Channel

540,960

15/7

11/5

-0.001/0.026

61%

Outer Channel

491,520

18/9

13/6

0.000/0.022

63%

Close to Boundary

96,960

7/3

4/1

-0.011/0.006

60%

Far from Boundary

935,520

17/8

13/6

0.001/0.026

62%

A histogram of particle residence time is plotted for particles released during all ten
initial simulations (Figure 4.3). The distribution of particle residence time is non-normal with
a large positive skew (skewness = 3.1, kurtosis = 14.6) and the majority (56%) of particles
exit the model domain in under 10 hours (Figure 4.3). The inset of Figure 4.3 is a histogram
of net velocity.
Each simulation has a unique, multi-modal distribution of particle residence time. Figure
4.4 compares particle residence time distributions between two different model simulations,
2012_Dry and 1997_Wet. Simulations 2012_Dry and 1997_Wet each saw approximately
100,000 particles released on March 1st, 2012 and September 1st, 1997, respectively, during
relatively low/high water levels due to the combination of neap/spring tidal conditions and
lower/higher freshwater flows.
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Figure 4.3 Histograms showing the distribution of particle residence time and net velocity
(inset) in the model domain for all ten initial simulations (1.03 million particles).

Figure 4.4 Distribution of particle residence time for two simulations, 2012_Dry (white) and
1997_Wet (dark gray). The light gray bars occur where the histograms overlap.
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Both distributions are non-normal and positively skewed, but nearly twice as many
particles exited the model domain quickly (in the first several hours) in the 1997_Wet simulation
and a significantly higher number of particles remained in the model domain past 60 hours in the
2012_Dry simulation. Figure 4.5 displays the residence time distributions for particles released
under different conditions. More particles exit the domain quickly when released during the wet
season, an upstream flow (incoming tide), a spring tide or within the inner channel. Also,
particles released during upstream flows show local peaks in residence time at 20, 32 and 45
hours, while similar peaks are visible for particles released during downstream flows at 12, 25
and 38 hours.

Figure 4.5 Histograms of residence time distributions for different particle release conditions:
A) during wet/dry season; B) during upstream/downstream flows; C), during spring/neap tides;
D) within the inner/outer areas of the main channel. The light gray bars occur where the
histograms overlap.
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Particle residence time also varies spatially. Figure 4.6 displays the percent residence
time for all ten initial simulations for each of the 38,582 model cells. The red circle denotes
several model cells in which many particles got stuck for extended periods of time. This area
accounts for approximately 10% of total particle residence time. The scale is adjusted to enhance
the visibility of the residence time patterns for the remaining cells. It is clear that particles mostly
reside within the main channel, but more than 27% of the residence time occurs outside of the
main channel.

Figure 4.6 Percent residence time per model cell for all simulations (1.03 million particles). The
red circle denotes a concentrated area of residence time.

Eleven additional simulations were run to investigate long-term trends in mean annual
residence time. To control for seasonal and tidal variations, all particles were released during
neap tidal conditions during the dry season. Mean annual residence time has decreased by
approximately half an hour per year (R2 = 0.4, p < 0.05) over the last 20 years (Figure 4.7). This
decreasing trend in mean annual residence time is inversely proportional to an increasing trend
(R2 = 0.6, p < 0.05) in mean annual water level at station ENP-SR for the same time period.
There is no discernable trend (R2 = 0.0, p > 0.05) in percentage of particles exiting downstream.
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Also, there is no discernable trend in mean annual residence time when using the results from the
five initial wet season simulations

0

Mean Residence Time (h)

30

-0.05

y = -0.001x + 60
R2 = 0.4 (p < 0.05)

25

-0.1

20

-0.15

15

-0.2

10

-0.25
y = 1E-5x - 1
R2 = 0.6 (p < 0.05)

5
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-0.3

Mean Annual Water Level (m NAVD88)
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Mean Residence Time (Dry/Neap)

2012

2017

Water Level (ENP-SR)

Figure 4.7 Mean residence time from eleven dry season model runs beginning during neap tidal
conditions and mean annual water level measured at station ENP-SR..

Discussion
Our objectives were to estimate the particle residence time in the SRSE and to determine
what controls particle residence time and the ultimate fate of particles in mangrove dominated
estuaries. The mean (median) residence time from all ten initial simulations is 16 (8) hours,
ranging from 1 minute to 6 days. The wide variation in particle residence time is due to a
number of factors influencing transport in estuaries, including the time and location a particle
enters the estuary. Upscaling these results suggests a median residence time of approximately 1
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day for the entire SRSE, but this estimate only applies to particles released in the main channel
of Shark River.
The most important factor controlling particle residence times in mangrove estuaries is
the hydrodynamics, which includes the timing and magnitude of changes in water level and flow.
All particle release conditions investigated, season, flow direction, tidal phase, channel location
and proximity to boundary, had a significant impact on particle residence time. The seasonal
effect on residence time is clear; higher water levels during the wet season, driven by increased
freshwater flows, tend to flush particles out of the system faster. This was indeed the case, as
mean water levels were more than 50% higher during the wet season, leading to approximately
50% lower residence times. A similar effect is also true for tidal phase and flow direction. All
factors that contribute to an increase in water level also contribute to a decrease in particle
residence time. However, the relationship between water level and residence time is very
complex (see supplemental material) and warrants further investigation.
Particle release location also has a significant effect on residence time in the main
channel of Shark River. Particles released closer to the flow boundaries tend to have reduced
residence times, as expected. Particles released closer to the center of the channel also have
lower residence times because they have a smaller chance of interacting with the edges of the
channel, where particles tend to get slowed down or stuck. Also, water in the middle of the
stream typically moves faster than water at the edges, except for the outside of meander bends.
Particles released near the edge of the channel represent anything that may enter the channel
from the mangrove islands, such as mangrove propagules or leaves that drop into the channel.
Even though the mean net particle velocity is 0.00 cm/s, the net flow of particles is still
seaward, with 62% of all particles exiting downstream, 37% exiting upstream and only 1%
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remaining within the model domain after 6 days. This is due to the skewed distribution of net
particle velocity (Figure 4.3), in which the mean value is skewed to the left because of a small
number of outliers with relatively large negative net velocities. The median net particle velocity
of 0.02 cm/s is consistent with the majority of particles exiting downstream.
While residence time is mostly influenced by water level, particle fate is mostly
influenced by flow direction, with 18% more particles exiting downstream when released during
downstream flows. Particles released during neap tidal phases also tended to exit downstream
due to the weaker upstream flows associated with smaller tidal amplitudes, but this was not
always the case. Surprisingly, more particles released during the dry season ended up exiting
downstream than in the wet season. This was unexpected because the wet season typically has
higher freshwater flows than the dry season, but mean downstream velocity was only slightly
higher at station ENP-SR during the wet season (0.060 m/s) in comparison to the dry season
(0.056 m/s). Additional simulations during other years may be required to better understand the
effects of season on particle fate in the SRSE.
Mean particle residence time has decreased since 1997 for dry season simulations during
neap tidal conditions, inversely correlated with an increase in mean water level (Figure 4.7). This
relationship is not evident during the wet season, possibly because the impact of sea level rise is
typically higher during the dry season Dessu (2018). Future increases in sea level rise could
continue to flush out more particles, which could lead to an increase in the amount of carbon
exported to the Gulf.
Approximately ten percent of the mean particle residence time occurred in a small area in
the middle of the model domain, consisting of less than ten cells. This could be due to an artifact
of the model, but it may represent a natural dead zone in the system. Reducing cell sizes to 10 m
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squares did not remove effects of the dead zone, suggesting that the cell size is not responsible
for this anomaly. However, the existence of this dead zone should be verified using a different
hydrodynamic model, perhaps using a finite element grid, which would more accurately
represent the geometry of the channels. An in-situ investigation of the dead zone is
recommended, including verification of the bathymetry and flow velocity at that location.
No water level or discharge data is available within the model domain prior to 2008, so
the hydrodynamics from those simulations cannot be validated. However, we are confident that
the accuracy of all results from simulations before 2008 is similar to the accuracy of all other
simulations due to the relatively small variation in model error. Also, during extreme storm
events, like hurricane Irma in 2017, it is possible that all particles are rapidly flushed out of the
model domain. These types of events would significantly alter any statistical analysis of the
effects of tides or variations in riverine inputs on residence time. No extreme storm events
occurred during the ten initial simulations discussed here.
Most estimates of constituent transport through mangrove estuaries are calculated as the
product of discharge and constituent concentration within the estuary (Bergamaschi et al. 2012,
He et al. 2014). This approach is limited, as it is one dimensional and does not take into account
the numerous pathways particles take as they travel through the labyrinth of channels commonly
found in mangrove estuaries. The mean residence time and particle fate estimates found here can
be combined with estimates of POM concentration ([POM] = 5.2 mg-l-1 x 70% = 3.64 mg-l-1; He
et al. 2014) to estimate POM flux downstream in the model domain. The estimated POM
concentration assumes that the mangroves contribute 70% of the total POM concentration in the
estuary. An estimated volume (V = 6.68 x 108 l), concentration of POM, percent downstream exit
(%Down = 60%) and mean residence time (RT = 16 h) can be used to estimate an estuary derived
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POM flux of V x [POM] x (%Down) / RT = 1.8 x 109 mg/h, or 1.6 x 107 kg/yr. This is two orders
of magnitude higher than the He et al. (2014) estimate of 9.2 x 105 kg/yr.
The accuracy of flux estimates can be further improved by taking into account constituent
transformations. The product of mean residence time and mean constituent reaction rate can be
used to estimate the amount of constituent transformed as it is transported through the estuary.
For constituents with relatively high reaction rates, a significant proportion of the constituent
could be transformed before it can exit the estuary, especially during periods of relatively long
residence time.

Conclusion
The mean particle residence time within the SRSE is approximately one day, with
approximately 60% of all particles originating in the estuary exiting downstream, to the Gulf of
Mexico in that time. However, particle residence time and fate in mangrove estuaries is highly
variable. This variability is controlled by the time and location of particle release. Particle
residence time and the percent of particles exiting upstream are significantly lower for particles
released during the wet season, spring tides or during upstream flows. Also, the residence time is
significantly lower for particles in the middle of the channel. Finally, particle residence time is
decreasing in the SRSE during periods of low water level, possibly related to sea level rise.
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Chapter 5: Conclusions

The results of Chapter 2 support the hypothesis that long term changes in Florida stream
flow are driven by the Atlantic Multi-Decadal Oscillation (AMO). The same patterns are also
seen in the base flow component of stream flow. The connection between the AMO and
precipitation was not as clear, but this may be due to the complex relationship between the AMO
and precipitation, in which the AMO has a larger effect on the timing and intensity of
precipitation than on the mean annual precipitation. Not all USGS sites showed significant
changes, suggesting that the variability of other mechanisms, including local changes in water
use, may outweigh the effects of the AMO in some situations.
In Chapters 3 a particle transport model was developed to simulate the movement of
conservative particles released within the Shark River Slough Estuary (SRSE). The velocity field
used by the particle transport model is created using a hydrodynamic model. The errors between
simulated and measured water levels and velocities are relatively low and the model efficiency is
mostly high (E > 0.9). The hydrodynamic model is accurate enough to be used by the particle
transport model to describe the particle movement dynamics within the SRSE
The mean particle residence time within the SRSE is approximately one day, with
approximately 60% of all particles originating in the estuary exiting downstream, to the Gulf of
Mexico in that time (Chapter 4). However, particle residence time and fate in mangrove estuaries
is controlled by the time (year, season, tidal phase, and time of day) and location (inner vs outer
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portion of channel) of particle release. Also, particle residence time is decreasing in the SRSE
during periods of low water level, possibly related to sea level rise.
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