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Kompozitni materiali imajo zaradi velike nosilnosti glede na svojo težo pomembno
vlogo v tehnǐski praksi. Sestavljeni so iz ojačitvenih vlaken oz. granulata ter manj toge
matrice, ki ojačitveno strukturo povezuje. Če vlakna in pripadajočo matrico nanašamo
v plasteh, dobimo laminat, v katerem ima lahko načeloma vsaka plast drugačne me-
hanske lastnosti, ki skupaj določajo lastnost laminirane kompozitne strukture. Na
lastnosti vplivajo mehanske lastnosti samih vlaken in matrice v vsaki od plasti, usmer-
jenost vlaken, debelina posamezne plasti, vrstni red plasti idr. Zaradi usmerjenosti
vlaken je posamezna plast običajno ortotropna, celoten laminat pa anizotropen.
V delu je predstavljena teorija laminacije s poudarkom na teoretičnem napovedovanju
elastičnih lastnosti kompozitnih struktur. Mehanski model je uporabljen za formula-
cijo končnih elementov na podlagi Kirchoffove teorije tankih plošč. V nadaljevanju so
nato obravnavane teoretične osnove numerične optimizacije. Predstavljena je lastno
razvita programska koda za optimizacijo porazdelitve debeline slojev laminata, kjer si
kot cilj zastavimo izbolǰsanje togosti strukture. Kot praktični primer uporabe predsta-
vljenih algoritmov je izveden še optimizacijski postopek kompozitne šasije monokoka






Numerical optimisation of stiffness of laminate composite struc-
tures
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Due to their high load carrying capacity, the adoption of composite materials throu-
ghout the industry is spreading at an ever faster pace. They are constructed primarily
out of a binding matrix and fiber reinforcements. By stacking consecutive layers of a
fiber-matrix mixture on top of each other, we are left with a laminated structure, each
possessing unique mechanical properties. The properties are influenced by the charac-
teristics of the matrix and fibers themselves, their thickness, distribution, orientation,
stacking sequence etc. It is generally assumed that a single layer exhibits orthotropic
properties, whilst the laminate is considered anisotropic.
The scope of the thesis features an examination of the classical lamination theory,
focused on the theoretical prediction of elastic properties of composite plies. The the-
oretical models are then implemented into a finite element formulation based on the
Kirchoff -Love theory of elastic plates. After that an optimization study is performed,
using an optimization algorithm developed by the author, whereby the objective is to
maximize the overall stiffness of the structure. As a practical case study a full compo-
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2.5.2.3 Prečna natezna trdnost . . . . . . . . . . . . . . . . . 20
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2.8.2 Topološka optimizacija . . . . . . . . . . . . . . . . . . . . . . . 28
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5 Zaključki . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Literatura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
xvi
Kazalo slik
Slika 2.1: Primerjava upogibnih mehanskih lastnosti homogene in kompozitne
strukture [3] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
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Slika 2.17: Glavni načini pokanja matrice kompozita: 1. (razpiranje), 2. (strig
v ravnini) in 3. (strig izven ravnine) [12] . . . . . . . . . . . . . . . 20
Slika 2.18: Ravnina loma kompozita v prečni kompresiji [14] . . . . . . . . . . 21
Slika 2.19: Mohrov krog za napoved odpovedi [14] . . . . . . . . . . . . . . . . 22
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Slika 3.13: Obremenitve šasije. . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
Slika 3.14: Poenostavljen model togosti vozila. . . . . . . . . . . . . . . . . . . 67
xviii
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[A] N/mm matrika membranskega stanja kompozita
[A] / matrika gradientov omejitev neenakosti
[B] / matrika odvodov oblikovnih funkcij elementa
[B] N povezovalna matrika upogibnega in membranskega stanja
kompozita
b / vektor vrednosti omejitev neenakosti
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e / vektor vrednosti omejitev enakosti
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f / ciljna funkcija
f N vektor vozlǐsčnih sil
G MPa strižni modul
g / funkcija v omejitveni neenačbi
[H] / Hessejeva matrika
[H] N/mm matrika transverzalnih lastnosti kompozita
h / funkcija v omejitveni enačbi
I mm4 vztrajnostni moment profila
L mm Lagrangejeva funkcija
l mm dolžina
M Nmm moment
[M ] / masna matrika
m m število omejitev neenakosti
N N osna sila
[N ] / matrika oblikovnih funkcij elementa
[N ] / matrika gradientov omejitev enakosti
n / število slojev
p MPa površinska obremenitev
p / število omejitev enakosti
[Q] N/mm2 reducirana togostna matrika
s / pomožna spremenljivka
[S] mm2/N elastična matrika
[T ] / transformacijska matrika
t mm debelina
u / vektor Lagrangejevih multiplikatorjev neenakosti
u mm vektor vozlǐsčnih pomikov
V / volumski delež
xxiii
v / vektor Lagrangejevih multiplikatorjev enakosti
w / masni delež
x / oblikovna spremenljivka optimizacijskega procesa
α / velikost koraka
γ / strižna deformacija
∆ / velikost spremembe
ϵ / specifična deformacija
θ rad kot rotacije materialnih koordinat sloja glede na globalne
θ rad naklon delca vlakna
κ rad ukrivljenost plošče
µ / Poissonov količnik
ρ kg/mm3 specifična gostota
σ MPa normalna napetost
τ MPa strižna napetost
Φ / pogojna funkcija spusta
ψ / oblikovna funkcija primarne spremenljivke končnega ele-
menta
Indeksi
i indeks elementa oz. oblikovne spremenljivke
k indeks iteracije




CLT Teorija laminacije (Classical Lamination Theory)
FOSD Teorija strižnih deformacij prvega reda (First Order Shear Deforma-
tion Theory)
IM Srednji togostni razred (Intermediate Modulus)
MKE Metoda končnih elementov
RDS Ravninsko deformacijsko stanje
REC Reprezentativna elementarna celica
RNS Ravninsko napetostno stanje
SES Obrazec o izpolnjevanju varnostnih zahtev strukture (Structual Equi-
valency Spreadsheet)
SLP Sekvenčni linearni algoritem (Sequential linear Programming)
SOSD Teorija strižnih deformacij drugega reda (Second Order Shear Defor-
mation Theory)
SQP Sekvenčni kvadratični algoritem (Sequential Quadratic Programming)
TOSD Teorija strižnih deformacij tretjega reda (Third Order Shear Defor-
mation Theory)





Kompozitni materiali se v inženirstvu uporabljajo vse več, predvsem na račun bolǰsih
mehanskih lastnosti v primerjavi s kovinskimi materiali. V velikem številu primerov se
zaradi kompleksnosti popisa mehanskih lastnosti takšnih struktur za analiziranje le teh
uporablja metoda končnih elementov. V zadnjem obdobju pa v zadnji fazi konstruira-
nja vse več pomena pridobiva optimizacija izdelkov, kjer s pomočjo numeričnih metod
in evolucijskih algoritmov program konstrukterju poda predlagane oblike izdelkov, ki
jih on sam ni sposoben določiti. Uveljavlja se vse več oblik optimizacijskih metod,
uporabljajo pa se največ v področjih, kjer je masa komponent kritičnega pomena.
1.2 Cilji in struktura naloge
V prvem delu so predstavljene teoretične osnove obnašanja kompozitnih materialov
iz vidika togosti. Predstavljeni so teoretični modeli, ki temeljijo na mikromehaniki, s
katerimi je mogoče napovedati ortotropne materialne lastnosti tako usmerjenih (Unidi-
rectional) in pletenih (woven) pred-impregniranih ogljikovih vlaken z dvokomponentno
epoksi smolo. Izračunane teoretične vrednosti validiramo z eksperimentalno izmerje-
nimi, kjer za linearno območje ne pričakujemo znatnih odstopanj. Tekom teoretične
obravnave se delo osredotoči na implementacijo teorije laminacije v metodo končnih
elementov, s pomočjo katere se v zadnji fazi izvaja tudi optimizacija strukture. Tudi v
tej fazi je opravljena validacija modelov, kjer rezultate primerjamo z izračunanimi vre-
dnostmi programskega paketa Altair Hyperworks. Predstavljeni so osnovni parametri
obravnave trdnosti kompozitnih materialov.
V drugem delu so obravnavane teoretične osnove numerične optimizacije. Bralcu je
predstavljena osnovna terminologija optimizacije struktur in pa osnovna klasifikacija
le te. Predstavljene so osnove optimizacije oblike (Shape Optimization), topološke op-
timizacije (Topology Optimization), optimizacije velikosti (Size Optimization) in pa
optimizacije kompozitnih struktur, znotraj katere so uporabljene tudi naštete metode.
V nadaljevanju se osredotočimo na numerične metode za reševanje tako neomejenih
in omejenih optimizacijskih problemov. Na podlagi slednjih temelji tudi končni nu-
merični algoritem razvit s strani avtorja za optimizacijo zvezne porazdelitve debeline
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slojev laminirane kompozitne strukture.
V tretjem delu je na kratko predstavljen proces konstruiranja monokoka, varnostne
zahteve strukture v okviru pravilnika tekmovanja in pa izdelovalni proces. Opisana je
tudi teoretična podlaga, iz katere izhaja želja po optimizaciji togosti.
V zadnjem delu so najprej predstavljeni rezultati razvitega optimizacijskega algoritma.
Učinkovitost našega algoritma preverimo tako, da identičen optimizacijski problem
rešimo s komercialnim programskim paketom Altair Hyperworks v modulu Optistruct.
V zadnjem delu je predstavljen celoten tri stopenjski optimizacijski proces kompozitne
strukture monokoka za tekmovanje Formula Študent.
Skozi celotno delo so zaradi zelo skope literature v slovenskem jeziku, tako na področju
kompozitnih materialov kot optimizacije, poleg slovenskih izrazov, bralcu predstavljeni
tudi pripadajoči angleški, kateri so uporabljeni v citirani literaturi.
2
2 Teoretične osnove in pregled lite-
rature
2.1 Zakaj ogljikova vlakna?
Glavni razlog za uporabo kompozitnih materialov so bolǰse mehanske lastnosti le teh v
primerjavi s kovinskimi materiali. V splošnem velja, da je večina materialov močneǰsa
v konfiguraciji vlakna, kot v celi trdnini. [1]. V velikem številu kompozitnih materialov
izbolǰsane trdnostne lastnosti vlakna nastopijo kot posledica urejenih polimernih verig
oz. kristalnih zrn v smeri vlaken. Poleg zmanǰsanja teže komponent lahko z uporabo
kompozitnih materialov dosežemo tudi bolǰso odpornost proti obrabi, koroziji in utru-
janju, ter izbolǰsamo toplotne, elektromagnetne in akustične lastnosti strukture [2].
Ker lahko polimere oblikujemo v kompleksne oblike, lahko z uporabo kompozitov obli-
kujemo izdelke kompleksneǰsih oblik in tudi nadomestimo večje število sestavnih delov
iz kovinskih materialov.
Glavna slabost pri uporabi kompozitnih materialov je dejstvo, da vlakna sama po sebi
niso sposobna prenašati tlačnih in prečnih obremenitev, zato jih moramo obdati z ma-
trico. Poleg zagotavljanja nosilnosti matrica vlakna ščiti tudi pred zunanjimi vplivi.
S kombiniranjem matrice in ojačitev (vlaken, granulata, itd.) dobimo material, ki ni
homogen. V veliki večini primerov vlakna oz. dodatki izkazujejo anizotropne, veliko-
krat ortotropne lastnosti. Zaradi tega se mehanska analiza kompozitnih materialov v
primerjavi s homogenimi-izotropnimi kovinskimi bistveno zakomplicira.
Slika 2.1: Primerjava upogibnih mehanskih lastnosti homogene in kompozitne
strukture [3]
3
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Na sliki 2.1 je predstavljena ena izmed glavnih prednosti uporabe kompozitnih materi-
alov. V primeru upogibno obremenjene strukture lahko s pomočjo uporabe t.i. sendvič
strukture ob skorajda zanemarljivem prirastu teže izbolǰsamo upogibno togost za ogro-
men faktor.
Na trgu je dostopno ogromno število materialov, katere lahko uporabimo kot ojačitveno
vlakno v naši kompozitni strukturi. Med najbolj uporabljenimi so ogljikova (karbonska)
vlakna, aramidna in steklena vlakna. Na slikah 2.2, 2.3 in 2.4 so predstavljene mehanske
lastnosti ter cena omenjenih treh skupin ojačitvenih vlaken.
Slika 2.2: a) Natezne in b) tlačne lastnosti ojačitvenih vlaken [4]
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Slika 2.4: Cene najpopularneǰsih tipov ojačitvenih vlaken [4]
– Steklena vlakna: So zelo široko uporabljena predvsem zaradi dobrih mehanskih
lastnosti glede na ceno. Z uporabo visokokakovostnih steklenih vlaken (S-Glass) se
lahko s trdnostnimi lastnostmi zelo približamo ogljikovim vlaknom, vendar pa še
vedno zaostajajo pri togosti.
– Aramidna vlakna: Komercialne izvedbe: Kevlar, Technora, Twaron, ... zaradi
svoje dobre žilavosti, termalnih lastnosti in odpornosti proti obrabi jih najpogosteje
najdemo v zaščitni opremi. Največja slabost aramidnih vlaken je slaba kompresijska
trdnost. Vlakna so občutljiva na mikro-uklon [6].
– Ogljikova vlakna: Se uporabljajo, kjer so dobre mehanske lastnosti najpomemb-
neǰsi faktor v konstrukciji. Poleg vrhunske togosti in natezne trdnosti imajo tudi
odlične kompresijske lastnosti. Glavni slabosti sta visoka cena in pa nižja udarna
žilavost [7]. V ta namen v kompleksnih strukturah, ogljikova vlakna pogosto upora-
bljamo v kombinaciji z žilavimi aramidnimi, kjer prva zagotavljajo togost strukture,
slednja pa ščitijo voznika pred drobljenimi delci ogljikovih vlaken, ki nastanejo pri
trku [2].
2.2 Materiali za sredico
Dober primer sendvič strukture so toga in trdna vlakna, ki jih lahka sredica drži na neki
medsebojni razdalji, s tem pa se strukturi poveča vztrajnostni moment in posledično
nosilnost na upogib in uklon. Na trgu so dostopni številni materiali, katere je mogoče
uporabiti kot učinkovito sredico. Na slikah 2.5 in 2.6 so podane njihove mehanske
lastnosti ter cene.
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Teoretične osnove in pregled literature
Slika 2.5: a) Kompresijska trdnost in b) strižna trdnost materialov za sredico sendvič
struktur [4]
Slika 2.6: Primerjalna cena materialov za sredico sendvič struktur [4]
– PVC pena: Ena izmed najpopularneǰsih komercialnih izvedb: Airex, ob nižji ceni
zagotavlja solidne mehanske lastnosti. Poleg tega ima tudi dobro odpornost proti
absorpciji vode, kemično obstojnost in samogasnost.
– Aluminijasta satovja: Znana predvsem po svoji dobri kompresijski in strižni tr-
dnosti ter sposobnosti absorbiranja energije pri stiskanju.
– Aramidna satovja: Iz vidika mehanskih lastnosti dosegajo najbolǰse rezultate iz-
med vseh omenjenih materialov. Za njih je značilna tudi izjemno dobra obdeloval-
nost, ki močno olaǰsa proces izdelave izdelkov kompleksneǰsih oblik. Njihova glavna
slabost je izjemno visoka cena.
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2.3 Tehnologija izdelave
Ekipa Formula Študent Univerze v Ljubljani za izdelavo komponent iz karbonskih
vlaken uporablja tri vrste t.i. pred-impregniranih (pre-preg) tkanin na katerih so bili




Slika 2.7: Ozačevanje pre-preg tkanin
2.3.1 Vakuumiranje z vrečo
Vsi vzorci so bili pripravljeni s postopkom pečenja v vakuumski vreči (slika 2.8). Z
omenjenim postopkom ekipa izdeluje večino svojih komponent, med drugim tudi šasijo.
Slika 2.8: Shematski prikaz postopka izdelave kompozitov z vakuumsko vrečo
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Metoda se izvaja v naslednjih korakih:
1. Izdelava kalupa: Iz primernega materiala naredimo pozitiv oz. negativ izdelka,
odvisno katera je naša ”delovna”površina. Najpogosteje se uporabljajo: alumi-
nijasti kalupi, kateri so primerni za veliko število kosov, vendar pa je njihova
cena občutno vǐsja, kombinacija steklenih vlaken-smole, s katero lahko izdelamo
kompleksneǰse oblike po ugodni ceni ali pa s pomočjo poliuretanskih pen.
2. Nanašanje ločilca: Na površino kalupa nanesemo ločilno sredstvo oz. vosek,
ki poskrbi, da se med procesom smola iz pred-impregniranih vlaken ne sprime
s kalupom. Če imamo opravka s kompleksneǰsimi oblikami, lahko nepravilno
delovanje ločilca močno oteži proces razkalupljanja.
3. Polaganje vlaken: Na premazano površino položimo vlakna v skladu s tem
kakšno debelino in orientacijo vlaken želimo na katerem področju.
4. Hrapalna tkanina: Po potrebi na površino dodamo t.i. hrapalno tkanino (Peel
Ply), ki jo po končanem procesu iz površine odtrgamo. Ta nam na mestu za-
gotovi hrapavo površino smole. Tkanino uporabimo, če naš laminat pečemo v
več serijah oz. če želimo izdelek na mestu spojiti z drugimi karbonskimi izdelki.
Hrapava površina zagotavlja bolǰse pogoje za sprijemanje smole v naslednjem
koraku procesa.
5. Ločilna folija in blago: na površino hrapalne tkanine oz. vzorca položimo
ločilno folijo in blago. Ta nam v osnovi zagotavljata enakomerno pritiskanje
zračnega tlaka na vse površine vzorca. Folija nam preprečuje tudi sprijemanje
blaga s smolo iz vzorca, blago pa ščiti zunanjo vakuumsko vrečo pred morebitnimi
poškodbami, ki so lahko posledica ostrih robov ali nepravilnostih na površinah.
6. Zunanja vakuumska vreča: Celoten sestav kalupa in izdelka zavijemo v va-
kuumsko vrečo in jo na robovih zapečatimo s tesnilno gumo. Pred zapečatenjem
v vrečo vstavimo priključek za vakuumsko črpalko.
7. Kontrola in peka izdelka: V prvi fazi preverimo tesnost vakuumske vreče
in morebitna mesta uhajanja zraka pokrijemo s tesnilno gumo. Nato izdelek
zapečemo v peči s časovno-temperaturnim ciklom, ki ga predpǐse proizvajalec
pre-prega.
Za potrebo izdelave vzorcev lahko uporabimo preprosto aluminijasto ploščo kot kalup.
V procesu izdelave dodajanje hrapalne tkanine ni potrebno, saj gre za končni izdelek.
V primeru izdelave sendvič struktur je potrebno na obe strani aluminijastega satovja
dodati dodaten sloj smole, ki vsebuje tudi tanko mrežo (Resin film). Z uporabo tega
sloja poskrbimo za trden spoj med vlakni in satovjem, vgrajena mreža pa prepreči
iztekanje smole v satovje.
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2.4 Izračuni lastnosti laminatov s teorijo laminacije
(Ply Mechanics)
Teorija laminacije nam omogoča, da s poznavanjem lastnosti vlaken in matrice v
vzdolžni smeri naprej napovemo, kakšno bo obnašanje kompozita, če vlakna orien-
tiramo v katerokoli drugo smer v ravnini (slika 2.9).
Slika 2.9: Rotacija materialnih koordinat laminata (l,t) v globalne (x,y) [2]
Za transformacijo koordinat poskrbi t.i. rotacijska oz. transformacijska matrika:
T =
⎧⎨⎩
cos2(θ) sin2(θ) 2 cos(θ) sin(θ)
sin2(θ) cos2(θ) −2 cos(θ) sin(θ)
− sin(θ) cos(θ) sin(θ) cos(θ) cos2(θ)− sin2(θ)
⎫⎬⎭ (2.1)
Pri analiziranju laminata upoštevamo ravninsko napetostno stanje. Zvezo med de-
formacijami in napetostmi zapǐsemo z enačbo 2.2, kjer upoštevamo linearno elastično























pravimo, da je matrika elastičnih koeficientov. Z matričnim množenjem lahko iz enačbe





































pravimo, da je reducirana matrika togostnih koeficientov.
Če želimo izračunati lastnosti sloja laminata, ki ima vlakna rotirana za kot θ, moramo
izračunati matriko togostnih koeficientov preko zveze [1]:
Q = [T (θ)]−1 [Q] [T (θ)]−T = [T (−θ)] [Q] [T (−θ)]T (2.6)
kjer je [T (θ)]−T inverz transponirane matrike T (θ).
Za izračun parametrov rotiranega laminata nato napravimo inverz togostne matrike, s
katerim dobimo matriko elastični koeficientov:
S = [Q]−1 (2.7)
Iz posameznih komponent tenzorja oz. matrike elastičnih koeficientov odčitamo ela-
stični modul, Poissonovo razmerje in strižni modul laminata.
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2.4.1 Ojačitvene tkanine
V industriji se je uveljavila uporaba ojačitvenih tkanin. Te naredimo tako, da najprej iz
posameznih vlaken tvorimo niti, iz katerih nato spletemo tkanino. Te imajo naslednje
prednosti v primerjavi z usmerjenimi (unidirectional) vlakni [1]:
– Hitreǰso in učinkoviteǰso proizvodnjo z manj prostora za napake pri polaganju slojev
– Dobre lastnosti v ravnini kompozita (In-plane properties)
– Bolǰsa odpornost proti poškodbam
Razviti so bili številni modeli za določanje mehanskih lastnosti posameznih slojev in
laminatov. V naslednjem poglavju je predstavljen model iz [1]; poglavje 9, ki temelji
na delih [8], [9].
Sloj pletenih niti analiziramo s pomočjo t.i. reprezentativne elementarne celice-REC
(Representative Unit Cell, slika 2.10), preko katere lahko ekstrapoliramo lastnosti na
celoten sloj vlaken, analogno kot storimo v primeru homogenizacije mehanskih lastnosti
vlaken in matrice (poglavje 2.4.2).
Slika 2.10: Reprezentativna elementarna celica za sloj pletenih niti v načinu platno [1]
Srednjo ravnino niti osnove (fill) in votka (warp/weft) po prerezu določimo:
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Naklon delca vlakna (undulation angle):










Polno matriko ortotropnega sloja usmerjenih ojačitvenih vlaken zapǐsemo kot:
S =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1/E11 −ν21/E22 −ν31/E33 0 0 0
−ν12/E11 1/E22 −ν32/E33 0 0 0
−ν13/E11 −ν23/E22 1/E33 0 0 0
0 0 0 G23 0 0
0 0 0 0 G13 0
0 0 0 0 0 G12
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
(2.14)
Za niti osnovne in votka zapǐsemo rotacijsko matriko:
Tf (x) =
⎧⎨⎩
cos2(θf (x)) 0 sin
2(θf (x)) 0 2cos(θf (x))sin(θf (x)) 0
0 1 0 0 0 0
sin2(θf (x)) 0 cos
2(θf (x)) 0 −2cos(θf (x))sin(θf (x)) 0
0 0 0 cos(θf (x)) 0 sin(θf (x))
−cos(θf (x))sin(θf (x)) 0 cos(θf (x))sin(θf (x)) 0 cos2(θf (x)) − sin2(θf (x)) 0






2(θw(y)) −2cos(θw(y))sin(θw(y)) 0 0
1 0 0 0 0 0
0 sin2(θw(y)) cos
2(θw(y)) 2cos(θw(y))sin(θw(y)) 0 0
0 0 0 0 −cos(θw(y)) −sin(θw(y))
0 cos(θw(y))sin(θw(y)) −cos(θw(y))sin(θw(y)) cos2(θw(y)) − sin2(θw(y)) 0 0
0 0 0 0 sin(θw(y)) −cos(θw(y))
⎫⎬⎭
(2.16)
Transformirano elastično matriko izračunamo:
Sf (x) = [Tf (x)]
T [S] [Tf (x)] (2.17)
Sw(y) = [Tw(y)]
T [S] [Tw(y)] (2.18)
















kjer indeks i predstavlja vlakna osnove (fill) in votka (weft).
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[Qij](hk − hk−1) (2.20)
Za tipični kompozit sestavimo sloje v zaporedju: smola-niti osnove-niti votka-smola,
kjer je za izračun togostne matrike smole upoštevamo materialne lastnosti le-te. Na-
domestne togostne lastnosti pletene tkanine v ravnini:
A =
4














kjer sta Ae togostna matrika in Se površina e-tega elementa, s katerim diskretiziramo
reprezentativno elementarno celico.
Predstavljena metoda temelji na predpostavki, da na vseh vlaknih v celici nastopi enaka
stopnja deformacije (iso-strain), kar v praksi ni povsem točno, saj se zaradi naklona
delca vlakna (undulation angle), nekateri deli bolj deformirajo kot ostali. Zaradi tega
omenjeni model ni primeren za izračun napetosti in upoštevanja kriterijev porušitve
vlaken [1].
Tako ta metoda kot ostale, ki upoštevajo različno stopnjo deformiranja vlaken v celici,
so numerično zelo zahtevne. V [2] je predstavljena poenostavljena metoda za izračun
nadomestnih elastičnih lastnosti laminata v ravnini. S pomočjo parametrov n1 in n2,
ki predstavljata število niti v prečni in vzdolžni smeri na meter tkanine. Parameter e





ef = k · e (2.24)
ew = (1− k) · e (2.25)
E1 = k · El + (1− k) · Et (2.26)
E2 = (1− k) · El + k · Et (2.27)
G12 = Glt (2.28)
ν12 =
νlt
k + (1− k) · El/Et)
(2.29)
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2.4.2 Makromehanika
V tem poglavju je predstavljen model, s katerim lahko izračunamo materialne lastnosti
celotnega laminata na podlagi lastnosti posameznih slojev, iz katerih je ta sestavljen. V
strokovni literaturi se model imenuje klasična teorija plošč/laminacije (CLT- Classical
Lamination Theory)
Model temelji na podlagi t.i. teorije tankih plošč, ki vsebuje naslednje predpostavke:
– Prerezi plošče med deformiranjem ostanejo ravni (čisti upogib)
– Prerezi plošče med deformiranjem ostanejo pravokotni na težǐsčno os (τxz = τyz = 0)
– Predpostavimo ravninsko napetostno stanje (σzz = 0)
Slika 2.11: Obremenjen diferencialno majhen delec lupinskega elementa [10]
V [1], poglavje 6, je predstavljena izpeljava zveze med obremenitvami in deformaci-
jami na obremenjenem, diferencialno majhnem delcu ploskovnega elementa (slika 2.11)
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; i,j = 4,5 (2.36)
kjer tk in zk predstavljata debelino in oddaljenost srednjice posameznega sloja od nev-
tralne upogibne osi. Matrike A,B,D,H imajo tudi fizikalen pomen:
– A - matrika narekuje mehanske lastnosti kompozita v ravnini. Predstavlja direktno
povezavo med ravninskimi obremenitvami (Nxx, Nyy, Nxy) in deformacijami (ϵxx,
ϵyy, ϵxy)
– B - predstavlja povezavo med upogibnimi obremenitvami in rezultirajočimi defor-
macijami v ravnini ter obratno. Za simetrične laminate je značilno, da je matrika B
nična.
– D - pravimo matrika upogibne togosti plošče, saj predstavlja povezavo med upo-
gibnimi obremenitvami (Mxx,Myy, Mxy) in ukrivljenostjo (κxx,κyy, κxy). Vrednosti
matrike močno zavisijo od vrstnega reda zlaganja slojev laminata.
– H - določa povezavo med transverzalnimi strižnimi silami (Vxx,Vxx) in deformacijami
(γyz, γxz).
Slika 2.12: Geometrija laminata z N sloji [1]
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2.5 Trdnost kompozitnih materialov
Veliko število kompozitov ima nehomogeno mikrostrukturo, ki pogosto navzven izka-
zuje tudi makroskopsko ortotropne lastnosti. Zaradi te kompleksneǰse strukture lahko
kompoziti odpovejo na veliko več načinov kot navadni materiali. Teoretično in ekspe-
rimentalno analiziranje načinov odpovedi kompozitnih materialov ter napovedi mejnih
vrednosti obremenitev, ki jih je material sposoben prenesti v določenih scenarijih, je
v sodobnem inženirskem svetu predmet številnih in kompleksnih raziskav. V tem po-
glavju je predstavljen kratek pregled najpogosteǰsih načinov vrednotenja poškodb kom-
pozitnih materialov in kriterijev porušitve, ki so se uveljavili predvsem v numeričnem
analiziranju le teh.
V osnovi med najpogosteǰse oblike porušitve ali poškodbe, predstavljene na sliki 2.13,
uvrščamo [1], [2], [11]:
– Porušitev vlaken: Do tovrstne odpovedi najpogosteje pride pri nateznih obreme-
nitvah, lahko pa tudi tlačnih.
– Porušitev matrice: Po navadi se pojavi v obliki majhnih razpok, ki so posledica
mehanskih obremenitev, termičnih obremenitev, absorpcije vlage, staranja, itd...
Matrica se lahko obnaša kot duktilen ali pa krhek material, s čimer se bistveno
spremeni način prenašanja obremenitve na vlakna in posledično njihovo nosilnost.
– Razslojevanje (Delamination): Nastopi ko se dva sloja ojačitvenih vlaken med
sabo ločita.
Slika 2.13: Najosnovneǰsa delitev načinov odpovedi kompozita [2]
2.5.1 Kriteriji porušitve kompozitov in njihovi parametri
Za lažje analiziranje je bilo predlaganih več kriterijev, kateri temeljijo na različnih
predpostavkah o tem, kaj je glavni razlog za porušitev materiala:
– 2.5.3 Kriterij maksimalnih napetosti (Stress criterion)
– 2.5.4Kriterij maksimalnih deformacij (Strain criterion)
– 2.5.5Kriterij večosnih stanj (Interactive criterion)
– Poškodba (Damage Mechanics)
Pri tem se je potrebno zavedati, da kriteriji porušitve predstavljajo empirične enačbe
s parametri, ki služijo popisu eksperimentalno izmerjenih lastnosti materialov. Te
parametre največkrat določimo na podlagi enoosnih preizkusov vzorcev. V primeru
pomanjkanja eksperimentalno overjenih podatkov, lahko nekatere parametre določimo
s pomočjo mikromehanike. Tipični faktorji, prikazani na sliki 2.14, s katerimi popǐsemo
lastnosti so:
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– 2.5.2.1 Vzdolžna natezna trdnost (F1t)
– 2.5.2.2 Vzdolžna kompresijska trdnost (F1c)
– 2.5.2.3 Prečna natezna trdnost (F2t)
– 2.5.2.4 Prečna kompresijska trdnost (F2c)
– 2.5.2.5 Strižna trdnost v ravnini (F6)
– 2.5.2.6 Prečna strižna trdnost (Intralaminarna) (F4 in F5)
Slika 2.14: Parametri za popis trdnosti kompozita [1]
Pri analiziranju zgoraj naštetih kriterijev porušitve moramo upoštevati dejstvo, da so ti
namenjeni le ugotavljanju mejnih vrednosti obremenitev do nastopa porušitve prvega
sloja v laminatu (First Ply Failure).
2.5.2 Parametri trdnosti kompozita
2.5.2.1 Vzdolžna natezna trdnost
Najpopularneǰsi model za analiziranje natezne trdnosti kompozita (Rule of Mixtures)
temelji na podobnih predpostavkah kot model za določitev longitudinalne togosti le
tega. V vzdolžni smeri vlaken veljajo sledeče predpostavke:
– Vsa vlakna imajo enako natezno trdnost: V praksi ta predpostavka ni povsem
točna. Vrednosti za posamezna vlakna lahko dobro popǐsemo s pomočjo Weibul-
love distribucije. Weibullova karakteristična trdnost σ0 in Weibullov parameter m
popǐseta trdnost vlaken in njihovo disperzijo. Za podrobneǰso razlago se bralec lahko
obrne na [1], poglavje 8.2.
– Vlakna in matrica se obnašajo linerano do porušitve: Ta predpostavka ne drži
za večino polimernih matric, katere v realnosti pri nekih večjih vrednostih deformacij
pričnejo izkazovati nelinearno oz. celo plastično obnašanje ter tudi viskoelastičnost
oz. viskoplastičnost.
– Vlakna so bolj krhka od matrice: V primeru steklenih vlaken, za katere je
značilna dobra sposobnost prenašanja deformacij, ta predpostavka včasih ne drži.
– Vlakna so bolj toga od matrice: Ta predpostavka drži v vseh primerih, izjema
so kompoziti s keramičnimi matricami.
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Osnovna enačba za določitev natezne trdnosti kompozita z deležem vlaken po enačbi
3.5 je:
F1t = FftVf + σ
∗
m(1− Vf ) (2.37)





V enačbi 2.37 je predpostavljeno, da v vlaknih in matrici nastopi enaka stopnja defor-
macije oz. je vez med vlakni in matrico idealna. Ker vlakna prenesejo nižjo stopnjo
deformacije kot matrica, ta odpovejo preden je dejansko dosežena maksimalna napetost
v matrici. Predpostavljeno je, da v tem primeru po odpovedi vlaken zaradi prerazpore-
ditve sil matrica ni sposobna prenašati visokih obremenitev, posledično pa se kompozit
poruši. Omenjena enačba ne velja v območjih, kjer je volumski delež vlaken majhen
(slika 2.15). V tem območju ima dominanten vpliv na longitudinalno natezno trdnost
matrica:
F1t = Fmt(1− Vf ) (2.39)
Slika 2.15: a) Shematski prikaz rezultatov enoosnega preizkusa vlaken in matrice b)
območja dominantnega vpliva vlaken in matrice na natezno trdnost kompozita [1]
Enačbi 2.37 in 2.39 veljata vsak v svojem območju, lahko pa izračunamo mejno vrednost
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2.5.2.2 Vzdolžna kompresijska trdnost
Pri kompozitih iz kombinacije ogljikovih vlaken in polimerne matrice je glavni vzrok od-
povedi v tlaku mikro-uklon vlaken. V številnih literaturah [12], [1] je priporočen pristop
k analiziranju mikro-uklona s pomočjo mikroskopiranja vzorcev tkanine, kjer ǐsčemo
delež vlaken, ki niso poravnana z idealno smerjo. Poleg napak kot posledice izdelave
in polaganja vlaken do odstopanj prihaja tudi v fazi ohlajanja, saj polimerna matrica
izkazuje večje temperaturne raztezke kot ojačitvena ogljikova vlakna. Posledično se ta
med ohlajanjem zgubajo. Vpliv na kompresijsko trdnost ima tudi dejstvo, ali se vlakna
zgubajo v fazi ali izven nje 2.16.
Slika 2.16: Mikro-uklon izven faze in v fazi vlaken [12]










kjer ασ predstavlja standardno deviacijo neidealno usmerjenih vlaken.
Eden izmed številnih empiričnih modelov, s katerim lahko ocenimo kompresijsko tr-
dnost vlaken [1]:
F1c = G12(1 + 4.76Λ)
−0.69 (2.42)





Univerzalna eksperimentalna metoda za določanje kompresijske trdnosti kompozita ne
obstaja. Izmerjene vrednosti trdnosti vzorcev se močno razlikujejo tudi za vzorce, ki
so bili narejeni v laboratorijskih razmerah in tistih vzetih iz proizvodnih linijah raznih
izdelkov.
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2.5.2.3 Prečna natezna trdnost
Odpoved kompozita v prečni smeri je posledica širjenja razpoke po materialu v tej isti
smeri (slika 2.17). Problem določanja mejne vrednosti je potrebno analizirati kot pro-
blem loma kompozita (Fracture Mechanics). Tovrstne metode upoštevajo variabilnost
materialnih parametrov, kateri so v veliki meri odvisni od količine prisotnih napak v
materialu. V splošnem sta se uveljavila dva pristopa:
1. Kriterij koncentracij napetosti (Stress Intensity Criterion)
Pristop analizira singularno napetostno stanje okoli konice razpoke, kjer se lahko
pojavijo med sabo 3 neodvisni načini širjenja razpoke.
Slika 2.17: Glavni načini pokanja matrice kompozita: 1. (razpiranje), 2. (strig v
ravnini) in 3. (strig izven ravnine) [12]
Za vsak način je mogoče določiti faktor koncentracije napetosti Ki. Nestabilno
širjenje razpoke nastopi, ko je izpolnjen pogoj:
Ki ≥ Kic (2.44)
kjer Kic predstavlja kritični faktor koncentracije napetosti oz. lomno žilavost
(Fracture Toughness) materiala za posamezen način odpovedi.
2. Energijski kriterij (Energy Release Rate Criterion)
Pristop temelji na predpostavki, da se bo razpoka v materialu širila ko bo spre-
memba potencialne energije na enoto preseka - G (Energy Relsease Rate) presegla
neko kritično vrednost - Gc oz. matematično zapisano kot:




U ... elastična deformacijska energija
W ... delo zunanjih sil.
Parametra sta med sabo povezana preko enačbe 2.46, kjer za ravninsko napetostno
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Številne empirične enačbe, ki ne temeljijo na mehaniki loma materiala, ne morejo
služiti kot univerzalen model za napoved prečne natezne trdnosti kompozita. Ena
izmed enačb, ki popisuje povezavo med prečno natezno trdnostjo in parametrom lomne
žilavosti razpiranja matrice (Mode 1 fracture toughness) 2.47, izhaja iz standardnega



















2.5.2.4 Prečna kompresijska trdnost
Slika 2.18: Ravnina loma kompozita v prečni kompresiji [14]
Odpoved materiala zaradi kompresijske obremenitve v prečni smeri glede na vlakna
nastopi kot lom matrice v ravnini, ki je vzporedna z vlakni in katere normala oklepa
kot α0 glede na smer delovanja tlačne napetosti σ22 (slika 2.18). Lom kompozita nastopi
v ravnini vzporedni z vlakni zaradi visoke strižne trdnosti le-teh.
Pri delovanju kompresijskih sil prečno na smer orientacije vlaken (σ22), se v materialu
pojavi strig τt (slika 2.18) , ki pripomore k odpovedi. V delu [14] je predstavljen model
napovedi loma matrice, ki temelji na Mohr-Coulombovem kriteriju za porušitev krhkih
materialov. Ta se pogosto uporablja v primerih, kjer je lom v tlaku različen od loma v
nategu. Model temelji na predpostavki, da bo v materialu nastopil lom, ko se Mohrova
krožnica enoosnega tlačnega napetostnega stanja, ki se pri povečevanju σ22 vse bolj
veča, dotakne premice, katera predstavlja mejo nosilnosti materiala. Smerni koeficient
te premice η (slika 2.19) imenujemo koeficient notranjega trenja materiala. V primeru
η = 0 se kriterij reducira v Tresca kriterij.
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Teoretične osnove in pregled literature
Slika 2.19: Mohrov krog za napoved odpovedi [14]
2.5.2.5 Strižna trdnost v ravnini
Napetost v ravnini po tenzorski oznaki τ12 bi morala za odpoved materiala povzročiti
raztrganje vlaken, kar pa je zaradi njihovega veliko vǐsjega strižnega modula v primer-
javi z matrico zelo malo verjetno (slika 2.20). Drug razlog za odpoved kompozita kot
posledica prisotnih napetosti τ21 je pojav razpok v matrici, ki v nadaljevanju propa-
girajo v vzdolžni smeri vlaken iz razcepijo material v ravnini. Iz simetrije napetostno
deformacijskega tenzorja mora vedno veljati τ12 = τ21, zato lahko obe imenujemo tudi
σ66. Ker pa je slednji scenarij veliko bolj verjeten, od tod izhaja tudi ime strižne trdno-
sti v ravnini, čeprav iz pogosto uporabljene tenzorske oznake 12 to ni takoj razvidno.
Naǰsirše uporabljena metoda za določevanje strižne trdnosti kompozita v ravnini je na-
tezni preizkus vzorcev, kateri imajo vlakna orientirana pod kotom 45◦, oz po standardu
ASTM D3518 [15]. V takem okolju je strižna napetost v materialu ravno τxy = σxx/2.
Slika 2.20: Delovanje strižnih sil v ravnini [1]
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Z vidika teoretične napovedi trdnosti vzorca moramo tudi tukaj problem obravnavati
kot lom kompozita. Povezavo med strižno trdnostjo v ravnini in parametrom lomne











2.5.2.6 Prečna (Intralaminarna) strižna trdnost
Kot je razvidno iz slike 2.21 a), napetost τ23 oz. njen ravnotežni par τ32 povzročata
razcepljanje matrice brez striženja vlaken (slika 2.21). Iz tega je očitno, da je pripa-
dajoča intralaminarna strižna trdnost F4 lastnost, na katero imajo dominanten vpliv
mehanske lastnosti matrice kompozita. Zanimiv pojav je tudi dejstvo, da vlakna v
tem primeru nimajo znatnega prispevka k trdnosti. Delujejo celo kot cona, ki oslabi
matrico, saj se v njej okoli vlaken pojavijo koncentracije napetosti.
Slika 2.21: Napetosti, ki povzročajo delaminacijo. [1]
Ena izmed uveljavljenih metod za eksperimentalno določanje intralaminarne strižne
trdnosti kompozita je t.i. Short Beam Test po standardu ASTM 2344 [16].
V primeru laminata iz enega sloja usmerjenih vlaken se vrednosti F5 in F6 ne razliku-
jeta. Razlike nastopijo v kompozitih z izrazitimi mejami med posameznimi sloji, kot
npr. struktura izdelana s tehnologijo pred-impregniranih vlaken. V tem primeru bodo
z matrico bogati vmesni sloji odpovedali prej, kot posledica delovanja napetosti σ44 in
σ55.
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2.5.3 Kriterij maksimalnih napetosti
Kriterij predvidi porušitev kompozita, ko ena izmed komponent napetostnega tenzorja
preseže pripadajočo izmerjeno trdnost.
σii > Fit; i = 1,..., 6 (2.51)
|σii| > Fic; i = 1, 2 (2.52)
2.5.4 Kriterij maksimalnih deformacij
Kriterij predvidi porušitev kompozita, ko ena izmed komponent deformacijskega ten-








; i = 1, 2 (2.54)
2.5.5 Kriterij večosnih stanj
Kriterija predstavljena v preǰsnjih poglavjih obravnavata večosno stanje kot ”vsoto”
enoosnih, ki so med sabo neodvisni. V okviru večosnega stanja predpostavita, da posa-
mezen način odpovedi, npr. matrice, ni odvisen od ostalih. V realnosti pa je obnašanje
materiala veliko bolj kompleksno, saj je odziv odvisen od posameznih dominantnih
načinov odpovedi materiala, ki so med seboj prepleteni na veliko različnih načinov.
Primer takšnega prepletanja je povezava med prečno napetostjo σ2 in strigom, pred-
stavljena v 2.5.2.4 Za upoštevanje povezav se najpogosteje uporabljajo t.i. kvadratični
kriteriji, med katerimi je najbolj široko uveljavljen Tsai-Wu.






66 + 2F12σ11σ22 = 1 (2.55)
Kriterij predpostavi prepletenost načinov odpovedi za vsa napetostna stanja. Ta pred-
postavka npr. ne drži za vzdolžno natezno trdnost, ki je izrazito odvisna samo od nate-
zne trdnosti vlaken v vzdolžni smeri. Vse to vodi v preveč konservativne ocene o spo-
sobnosti prenašanja obremenitev materiala. V primerjavi z večino brez-interakcijskih
kriterijev nam interakcijski tudi ne podajo informacije o načinu odpovedi kompozita
(matrica ali vlakna). Primer dobre prakse predstavlja analiziranje struktur z uporabo
obeh skupin kriterijev.
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2.6 Implementacija teorije laminacije v metodo
končnih elementov
2.6.1 Vodilna enačba
Za analiziranje lastnosti laminatov po metodi končnih elementov uporabimo ploskovni
element prvega reda. Vodilno enačbo upogibno obremenjenega elementa izpeljemo iz
zapisa ravnotežnih enačb na diferencialno majhnem delcu, izrezanem iz obremenjene






















+ p = 0 (2.58)
oz.
▽▽ w(x,y) = p
k
(2.59)
kjer k predstavlja upogibno togost plošče.
2.6.2 Šibka integracijska oblika in enačba končnega elementa
Postopek izpeljave šibke integracijske oblike je precej dolgotrajen in je detajlno pred-
stavljen v [10] in [17]. S pomočjo šibke integralske oblike se formulira enačba končnih



















– [B] ... matrika odvodov vektorja oblikovnih funkciji N(ψx)














(▽N)TnMmn dρ (ρ) ... robni vektor: fb,
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NT q dA ... vektor zunanjih obremenitev: fl
Kot je zapisano v poglavju 2.4.2 je za primer simetričnih laminatov povezovalna matrika
upogibnega in membranskega stanja kompozita [B], izračunana po enačbi 2.34, nična.
Tedaj v primeru apliciranja ravninskih obremenitev na laminat na tem nastanejo le
deformacije v ravnini. Analogno, v primeru apliciranja upogibnih obremenitev na
plošči nastopijo le ukrivljenosti. Togostno matriko [D] v enačbi 2.60 lahko popǐsemo z
ortotropno matriko iz enačbe 2.35.
2.6.3 Oblikovne funkcije
Aproksimacijski polinom izberemo na podlagi števila primarnih neznank v elementu.
Pri tem moramo upoštevati zahteve za izbiro oblikovnih funkcij: linearna neodvisnost
monomov (Pascalov trikotnik), konformnost oz. zveznost prehoda primarne spremen-
ljivke skozi ograjo končnega elementa ter kompletnost oz. vsaj geometrijska izotro-
pnost. Aproksimacijski polinom:
w(x,y) = a1 + x a2 + y a3 + x2 a4 + x · y a5 + y2 a6 +
+ x3 a7 + x2 · y a9 + y3 a10 + x3 · y a11 + x · y3 a12 (2.61)
Za popis poteka primarnih spremenljivk po končnem elementu izračunamo posamezne
parametre aproksimacijskih polinomov. Oblikovne funkcije nato združimo v matriko
oblikovnih funkcij [N ] in njen odvod [B], s pomočjo katerih nato v okviru analiziranja
z metodo končnih elementov popǐsemo togostno matriko elementa, matriko vozlǐsčnih
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2.7 Optimizacija struktur
Optimizacija struktur je iterativni proces, kjer s pomočjo spreminjanja vrednosti osnov-
nih spremenljivk (Design variables) na nekem optimizacijskem območju ǐsčemo rešitev,
pri kateri ciljna funkcija (Objective function) zavzame ekstremno vrednost in ob tem
zadosti omejitvam optimizacije (Constraints). [18]
2.7.1 Terminologija optimizacije
2.7.1.1 Oblikovne spremenljivke (Design variables)
Oblikovne spremenljivke so v splošnem fizikalne ali geometrijske entitete, katere defi-
nirajo numerični model, podvržen optimizacijskem procesu. Spremenljivke morajo biti
med sabo neodvisne, s številom spremenljivk pa definiramo število prostostnih stopenj
sistema. V splošnem z večanjem števila oblikovnih spremenljivk raste tudi zahtevnost
optimizacije. Tekom vsake iteracije oblikovne spremenljivke zavzamejo diskretno vre-
dnost, na podlagi katerih se oblikuje cenilna oblika sistema (Trial Feasible Design). V
splošnem vektor oblikovnih spremenljivk zapǐsemo kot:
x = {x1, x2, ...,xn} (2.63)
2.7.1.2 Ciljna funkcija (Objective Function)
Tekom optimizacije kot posledico posameznih iteracij dobimo veliko cenilnih oblik sis-
tema, kjer lahko nekatere prestavljajo bolǰso rešitev problema kot druge, kljub temu
da slednje izpolnjujejo kriterije optimizacije. Potrebujemo nek kriterij, s katerim lahko
ocenimo, kako dobra je posamezna rešitev. V ta namen definiramo ciljno funkcijo f(x),
ki mora biti:
– Funkcija vektorja oblikovnih spremenljivk
– Skalarna
– Izpolnjena za vse kombinacije vektorjev oblikovnih spremenljivk
Ko imamo definirano ciljno funkcijo, lahko določimo tudi kriterij optimizacije. Ta je
velikokrat definiran kot iskanje ekstrema ciljne funkcije (enačba 2.64), kateri je lahko
maksimum ali minimum le-te. Prvi tovrstni kriterij je v literaturi definiran kot profitna
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2.7.1.3 Omejitve optimizacije (Constraints)
V naslednjem koraku definiramo omejitve optimizacije preko omejitvenih enačb oz.
neenačb oblikovnih spremenljivk. Grafična ponazoritev omejitev je predstavljena na
sliki 2.22
h(x) = 0 (2.65)
g(x) ≤ 0 (2.66)
Slika 2.22: a) Omejitev v obliki enačbe in b) neenačbe [18]
Nato v iteracijah rešujemo optimizacijski problem, v vsakem koraku za poskusno obliko
(Trial optimum design) moramo najprej ugotoviti, ali ustreza vsem omejitvam optimi-
zacije, nato pa je potrebno še analizirati konvergenco rešitve k ciljni funkciji.
∆fi = |fi−1(x)− fi(x)| ≤ K (2.67)
kjer je K neka skalarna vrednost oz. konvergenčni kriterij procesa optimizacije.
2.8 Vrste strukturnih optimizacij
2.8.1 Optimizacija oblike (Shape Optimization)
Gre za poseben primer optimizacije, kjer kot oblikovne spremenljivke vzamemo pro-
storske koordinate enega ali več vozlǐsč. Glavni namen uporabe take vrste optimizacije
je izbolǰsanje poteka napetostno deformacijskih silnic po zelo ozkem območju strukture.
Največkrat želimo s tem doseči zmanǰsanje koncentracij napetosti [19].
2.8.2 Topološka optimizacija
Topološka optimizacija je postala zelo popularna za uporabo v napetostno-deformacijskih
mehanskih analizah. S pomočjo programskih orodij in relativno preprostim razumeva-
njem teorije lahko konstruiramo neverjetno optimizirane strukture. V mehanskih ana-
lizah je največkrat kot ciljna funkcija uporabljena t.i. deformacijska energija (Strain
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Energy), ki predstavlja povračljivo energijo, shranjeno v telesu, kot posledico zuna-












kjer sta: ui in fi vektorja vozlǐsčnih pomikov in sil končnega elementa.
Za izvajanje procesa optimizacije je bilo razvitih več algoritmov. Med najbolj upora-
bljene spadajo:
– ESO (Evolutionary Structural Optimisation [20]). Metoda v vsaki iteraciji odvzame
material z najnižjo deformacijsko energijo. Intenzivnost odvzemanja materiala je
omejena s t.i. izključitvenim razmerjem (Element removal ratio), kateri je definiran
kot razmerje št. odvzetih elementov s številom vseh elementov v i-ti iteraciji .
– BESO (Bi-directional Evolutionary Structural Optimisation [21]). Poleg izključitve
materiala iz analize nam omogoča tudi vračanje le-tega, kjer je to smiselno. Oblikovni
spremenljivki priredimo vrednost 0 (element je potrebno odvzeti) ali pa 1 (element




xiVi = 0 (2.69)
kjer Vc predstavlja omejitveni volumen strukture v procesu optimizacije.
– Soft-Kill BESO Nadgradi BESO metodo tako, da oblikovni spremenljivki priredi
vrednost xmin ali 1. Materialna lastnost elementa tako postane:
Ei = Emat x
p
i (2.70)
kjer p predstavlja t.i. faktor penalizacije. Ta nam definira, kako agresivno se bo
lastnost elementa degradirala in bo ta posledično hitreje izključen iz proces optimi-
zacije. Glavni trik metode je v tem, da noben element iz analize ni nikoli povsem
izključen, ampak se tistim, katerih v analizi ne potrebujemo, materialne lastnosti
tako poslabšajo, da na rezultat nimajo vpliva, hkrati pa se v njih še vedno računa
napetostno-deformacijsko stanje.
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– SIMP (Solid-Isotropic material with penalization for intermediate densities) je ho-
mogenizacijska metoda, ki omogoča ob uporabi xi > 0,001 ravno pravšnjo distri-
bucijo modula elastičnosti po elementih tako, da so meje med polnimi in mehkimi
elementi jasno vidne za zanesljivo predlagano optimalno obliko. Te so odvisne tudi
od velikosti kazenskega faktorja (slika 2.23). Vrednosti oblikovne spremenljivke tukaj
zavzamejo katerokoli vrednost na zveznem intervalu: xi = {0, 1}.
Slika 2.23: Stopnja kaznovanja materiala v odvisnosti od kazenskega faktorja (penalty
factor) [21]
Na temo topološke optimizacije za mehanske, napetostno deformacijske analize je na-
pisane veliko literature [18], [20], [21]
2.8.3 Parametrična optimizacija oz. optimizacija velikosti (Size
optimization)
Gre za eno izmed redkih vrst optimizacije, kjer struktura ne spreminja oblike. Kot
oblikovne spremenljivke oz. parametre analiziramo materialne lastnosti, profil pre-
reza, debelino, itd. posameznih končnih elementov konstrukcije. Ideje parametrične
optimizacije lahko razširimo tudi na področje optimizacije kompozitnih struktur.
2.8.4 Optimizacija kompozitnih struktur
V okviru konstruiranja kovinskih struktur se je v praksi uveljavil dvostopenjski opti-
mizacijski proces. Konstrukter si v prvi fazi na definiranem optimizacijskem področju
lahko pomaga s topološko optimizacijo, kjer kot rezultat nastopi optimirana porazde-
litev materiala ob upoštevanju omejitev. V drugi fazi lahko s pomočjo optimizacije
oblike rešuje morebitne koncentracije napetosti na problematičnih manǰsih območjih.
Pri celovitem procesu optimizacije izdelkov iz kompozitnih materialov je v delih [22],
[23], [24] in številnih drugih ta definiran kot 3 stopenjski proces.
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2.8.4.1 Prosta optimizacija velikosti (Free-Size Optimization)
V prvi fazi je s pomočjo t.i. proste optimizacije (Free-Size Optimization) cilj dobiti
grobo porazdelitev materiala v strukturi v obliki debeline in orientacije vlaken. Av-
torji [23], [24] izračunano globalno porazdelitev posameznega sloja imenujejo Super-Ply.
Z uporabo proste optimizacije izkoristimo potencial variranja debeline ploskovnih ele-
mentov na globalnem nivoju. Z uporabo topološke optimizacije, predstavljene v po-
glavju 2.8.2, kjer optimiziramo pretežno strukture izotropnih lastnosti, je ciljna poraz-
delitev materiala v elementih izračunana kot diskretna vrednost 0 ali 1. Prva predsta-
vlja praznine, slednja pa ”poln”material. V prosti optimizaciji je ta ideja razširjena s
tem, da lahko porazdelitev materiala oz. podrobneje, posameznih slojev zavzame zve-
zno vrednost na predpisanem intervalu tmin ≤ t ≤ tmax. Matematično optimizacijski
proces lahko zapǐsemo kot:
Min: f(x); (2.71)
gk(x)− gUk ≤ 0; k = 1,...,m (2.72)




tj ≤ tmaxj j = 1,...,Nsp (2.74)
kjer f(x) predstavlja ciljno funkcijo. gk(x) predstavlja k-to funkcijo v omejitveni ne-
enačbi (npr. omejitev mase strukture), kjer je m število vseh omejitev. xij predstavlja
debelino j-tega globalnega sloja (Super-Ply) v i-tem elementu. Nsp je število vseh to-
vrstnih slojev, Ne pa število vseh elementov. Z omejitvijo debelin posameznih in/ali
celotne debeline slojev lahko v optimizacijski proces implementiramo zahteve po izde-
lavi. Najpogosteje kar neposredno definiramo omejitev debeline sloja (enačba 2.74).
Ta je shematsko predstavljena na sliki 2.24.
Slika 2.24: Koncept proste optimizacije velikosti kompozita [22]
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2.8.4.2 Diskretna optimizacija debeline slojev (Size-Optimization)
V drugi fazi uporabimo optimizacijo velikosti (Size Optimization), kjer se globalna
porazdelitev sloja (Super-Ply), pretvori v več posameznih slojev, vsak z diskretno vre-
dnostjo debeline, katere je mogoče v praksi tudi izdelati. V okviru proste in diskretne
optimizacije velikosti lahko uporabimo številne kombinacije omejitev optimizacije. Ne-
katere so predstavljene na sliki 2.25.
Slika 2.25: Omejitve optimizacije: a) konstantna debelina sloja b) debeline slojev z
enako orientacijo c) Celotne debeline laminata d) Volumski delež posameznih slojev
e) Uravnoteženje laminata [22]
2.8.4.3 Optimizacija vrstnega reda zlaganja slojev (Stacking Sequence Op-
timization)
V zadnji fazi se izvede permutacija posameznih slojev, definiranih iz prve ali druge
iteracije optimizacije. Postopek je še posebej uporaben pri analiziranju upogibno obre-
menjenih kompozitnih struktur, kjer oddaljenost posameznega sloja od nevtralne osi
igra pomembno vlogo. Togostna matrika [D] v enačbi 2.35 je namreč odvisna od vr-
stnega reda zlaganja slojev, medtem ko za matriko ravninskega stanja [A] (enačba 2.33)
to ne drži. Primer delovanja tovrstne optimizacije je predstavljen na sliki 2.26.
V tej fazi je mogoče implementirati tudi dodatne zahteve po izdelovalnosti kot so:
– Omejevanje števila zaporednih slojev z enako orientacijo. V praksi je sprejemljivo
izdelati 3-4 sloje z isto orientacijo. V primeru večjega števila se v matrici lahko
pojavijo napake.
– pariranje +/- slojev
– pred definirano zaporedje ojačitvenih slojev
– pred definirano zaporedje sredic
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Na sliki 2.26 je predstavljen primer procesa optimizacije vrstnega reda zlaganja slojev.
V iteraciji 0 je razvidna razporeditev slojev, ki jo definira uporabnik oz. jo izvozi iz
predhodne diskretne optimizacije debeline slojev. V naslednjih iteracijah program nato
skuša minimizirati vrednost deformacijske energije tako, da menja vrstni red zlaganja
slojev v laminatu, kateri je simetričen okoli slojev na vrhu tabele (sloj 1 v iteraciji 0).
Slika 2.26: Primer rezultata optimizacije vrstnega reda zlaganja slojev [25]
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2.9 Analiza občutljivosti (Sensitivity analysis)
Uveljavljen pristop k optimizaciji velikosti je s pomočjo t.i. analize občutljivosti [26],
[18], [27]. Gre za metodo, s katero ocenimo vpliv posamezne komponente vektorja
oblikovnih spremenljivk na celotno strukturo. Oblikovna spremenljivka, ki jo analizi-
ramo, je lahko geometrijski ali materialni parameter. Ločimo eksplicitne in implicitne
metode. Kot je možno razbrati iz imena, pri prvih lahko odvod oblikovne spremen-
ljivke oz. občutljivost izračunamo neposredno, npr. togost plošče v odvisnosti od
debeline. Primer slednje je napetost v elementu v odvisnosti od njegove debeline, kjer
je za izračun napetosti potreben še vmesni korak izračuna polja pomikov po metodi
končnih elementov. Za inženirske aplikacije sta se pri izračunu občutljivosti uveljavili
dve metodi: metoda direktnega odvajanja (Direct Differentiation Method) in metoda
adjunktne spremenljivke (Adjoint Variable Method).
2.9.1 Metoda direktnega odvajanja
Pri iskanju informacije o občutljivosti strukture na parameter uporabimo odvajanje.
Izhajamo iz vodilne enačbe problema po metodi končnih elementov
K u = f (2.75)
V primeru, da želimo izvesti minimizacijo pomikov strukture glede na neko oblikovno

































kjer je vektor zunanjih obremenitev f pogostokrat neodvisen od same strukture. V tem
primeru je člen ∂f
∂xi
v enačbi 2.78 enak 0. Analitičen izračun odvoda togostne matrike
∂K
∂xi
je mogoč, če togostno matriko popǐsemo z enačbami teorije laminacije 2.35, vendar
je časovno potraten. Za podrobneǰsi opis izračuna odvodov togostne matrike glede na
materialne parametere (Vf , t, θ) se bralec lahko obrne na [28]. Za učinkoviteǰsi izračun
občutljivosti od analitičnega izračuna odvodov si pomagamo s centralno diferenčno




Ki(xi + δx/2)−Ki(xi − δx/2)
δx
(2.79)
V enačbi 2.77 je potrebno manjkajoči vektor pomikov izračunati s pomočjo metode
končnih elementov, kjer je potrebno rešiti poln sistem enačb. V primeru obsežneǰsih
analiz lahko ta člen pripomore k občutnem povečanju časa izračuna občutljivosti.
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Pogostokrat uporabljen pristop pri optimiranju konstrukcij je definiranje ciljne funkcije
kot minimiziranje deformacijske energije.
Prej omenjene metode za iskanje občutljivosti predstavljajo samo del sestavljanke, ki
jo je potrebno implementirati za reševanje optimizacijskih problemov. V splošnem te
lahko razdelimo na omejene (constrained) in neomejene (unconstrained).
2.10 Filtriranje rezultatov
Z analizo občutljivosti pridobimo informacijo o gradientih ciljne funkcije. Ker defor-
macijsko energijo računamo na podlagi vozlǐsčnih vrednosti pomikov U in sil f , je
rešitev enačbe 2.78 po dimenzijah enaka števila vozlǐsč mreže končnih elementov. Mi
pa želimo za izvedbo optimizacijskega postopka našo informacijo o gradientu cenilne
funkcije imeti na nivoju elementov, saj je debelina oz. togost strukture, ki jo optimi-
ramo, definirana preko njih.
V ta namen izvedemo zanko z aproksimacijo vozlǐsčnih vrednosti elementarne deforma-
cijske energije v sredino elementov. Pri tem uporabimo shemo, kjer slednjo definiramo
kot povprečje sosednjih vozlǐsčnih vrednosti znotraj nekega kroga z radijem vpliva (in-
fluence radius) rmin, kjer prispevek bolj oddaljenih vrednosti zmanǰsamo s pomočjo
utežnega faktorja w. Z uporabo filtrirne sheme omogočimo izvedbo optimizacijskega
procesa in pa tudi zmanǰsamo ”šum”. Ta se najpogosteje kaže v obliki pojava porozne
strukture oz. šahovnice Checkerboarding [21], katera je zelo značilna tudi za proces
topološke optimizacije, predstavljen v poglavju 2.8.2 Problem se pojavi tudi v avtor-
jevem programu, ki je podrobno predstavljen v nadaljevanju dela (slika 2.27). Enačbo










kjer je Nj število vozlǐsč znotraj kroga povprečenja okoli sredǐsča elementa i.
Slika 2.27: a) Koncept povprečenja vozlǐsčnih deformacijskih energij [21] in b) pojav
porozne strukture pri nefiltriranih rezultatih
35
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2.11 Vrste optimizacijskih algoritmov
Za reševanje neomejenih optimizacijskih problemov so bile razvite tri velike skupine
algoritmov [18]:
– Gradientne metode: Tekom iteriranja informacijo o smeri pomika v optimizacij-
skem hiperprostoru, čigar dimenzijska razsežnost je enaka številu vseh oblikovnih
spremenljivk, ǐsčejo s pomočjo odvajanja ciljne funkcije. Osnovna ideja metode je,
da v vsakem koraku poǐsčemo optimalno smer in velikost spusta.
– Metode direktnega iskanja (Direct Search Methods): So skupine optimiza-
cijskih metod, ki za iskanje minimuma funkcije ne potrebujejo evalvacije gradientov
tekom iteracij, ampak uporabljajo samo vrednosti ciljne funkcije. Zaradi te lastnosti
so primerne za reševanje optimizacijskih problemov nezveznih in/ali ne-odvedljivih
funkcij.
– Naravni algoritmi (Nature-Inspired Algorithms): Ime dobijo iz principa svo-
jega delovanja. Primer je t.i. genetski algoritem, ki posnema postopek naravne
selekcije, kjer za iskanje minimuma uporablja principe reprodukcije: križanje, muta-
cija, selekcija. V primerjavi z gradientnimi metodami izkazujejo bolǰso konvergenco
h globalnemu minimumu, a se v inženirskih aplikacijah še niso široko uveljavili, saj
za uspešno delovanje potrebujejo zelo veliko število iteracij, katerih si ne moremo
vedno privoščiti.
Osnovna ideja minimizacijskega gradientnega optimizacijskega algoritma je, da se vsako
iteracijo premaknemo za nek korak ∆x (slika 2.28), tako da velja:
f(xk+1) = f(xk +∆(xk)) < f(xk) (2.82)
∆(xk) = αk ∗ dk (2.83)
kjer spremembo oblikovne spremenljivke v k-ti iteraciji pogosto ozančimo kot sestav
αk velikosti koraka in dk smer koraka.
Slika 2.28: Shematski prikaz delovanja gradientne metode [27]
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2.12 Neomejeni optimizacijski problemi
(Unconstrained optimization)
V splošnem neomejen optimizacijski problem definiramo kot:
minf(x) (2.84)
2.12.1 Iskanje smeri koraka
Za iskanje smeri koraka v k-ti iteraciji: dk, lahko uporabimo veliko število različnih
metod. Zelo široko je uporabljena t.i. metoda najhitreǰsega spusta (Steepest descent
method), kjer smer izračunamo kot gradient ciljne funkcije v točki, kjer se nahajamo:
dk = −∇f(xk) (2.85)
Pri uporabi najstrmeǰsega spusta kot smernega vektorja je moč dokazati, da sta smeri
zaporednih iteracij vedno ortogonalni druga na drugo. Čeprav je metoda zagotovo
konvergentna k lokalnemu minimumu, njena pot ni najbolj učinkovita. Temu se najlažje
izognemo s uporabo t.i. konjugirane gradientne metode, kjer od druge iteracije naprej
vektorju pomika izračunamo popravek kot:
dk = −∇f(xk) + βkdk−1 (2.86)








Ena izmed najbolj široko uporabljenih metod za iskanje minimumov neomejenih opti-
mizacijskih problemov je Newtonova metoda, za katero je značilen razvoj ciljne funkcije
v Taylorjevo vrsto drugega reda:













predstavlja t.i. Hessejevo matriko ciljne funkcije. Pozitivno definitna Hesse-
jeva matrika nam zagotavlja da je minimum enačbe 2.88 globalen [18]. Tekom izvajanja
iteracij je potrebno Hessejevo matriko posodabljati, za kar je na voljo več shem. Ena
izmed njih je predstavljena v poglavju 2.13.3.3
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2.12.2 Wolfovi pogoji - iskanje velikosti koraka
Za iskanje velikosti koraka neomejenih problemov so razvite tako eksaktne kot ne-
eksaktne metode. Slednje so širše uporabljene pri kompleksneǰsih problemih, kjer za
evalvacijo verodostojnosti koraka potrebujemo več računskega časa. Ena izmed takšnih
metod temelji na t.i. Wolfovih pogojih, ki nadgradijo t.i. Armijevo pravilo. Osnovna
ideja tega je, da najdemo takšen korak α, ki ne bo prevelik in hkrati ne premajhen.
Najprej definiramo Armijevo iskalno funkcijo [29]:
q(α) = f(xk) + ρdk∇f(xk)α (2.89)
kjer je ρ konstanta med 0 in 1, specificirana s strani uporabnika.
Kot kriterij poskusne vrednosti αj vzamemo:
f(αj) = f(xk + α
jdk) ≤ q(α) (2.90)
Če neka vrednost α zadosti pogoju 2.90, jo povečamo za nek faktor η. Če pogoj ni
izpolnjen, pomeni, da je naš korak prevelik in je α potrebno za ta isti faktor zmanǰsati.
Proces iskanja ustavimo, ko ponovno naletimo na potrebo po spremembi smeri iskanja.
Slika 2.29: Iskanje velikosti koraka z upoštevanjem Armijevega pravila [29]
Kot se izkaže, zgolj upoštevanje neenačbe 2.90 ni dovolj za učinkovit algoritem. Kot je
razvidno iz slike 2.29, lahko ob premajhnem naklonskem kotu smeri spusta (dk∇f(xk))
dobimo zelo veliko število poskusnih vrednosti, ki zadovoljijo pogoj 2.29. V tem pri-
meru bi se proti minimumu pomikali preveč počasi. V ta namen je definiran t.i. kriterij
ukrivljenosti, predstavljen na sliki 2.30:
|∇f(xk + αjdk)| ≤ β|∇f(xk)dk| (2.91)
kjer je je β neka vrednost med ρ in 1, specificirana s strani uporabnika, ki zagotavlja,
da je gradient f(αj) β-kratnik gradienta funkcije iz začetne točke f(0). Neenačbi 2.90
in 2.91 skupaj tvorita t.i. Wolfove pogoje.
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Slika 2.30: Pogoj ukrivljenosti za oceno poskusnega koraka [29]
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2.13 Omejeni optimizacijski problemi (Constrained
optimization)
V splošnem omejen optimizacijski problem definiramo kot:
minf(x) (2.92)
ob omejitvah enakosti in neenakosti:
hi(x) = 0 i = 1...p (2.93)
gj(x) ≤ 0 j = 1...m (2.94)
kjer je p število omejitev enakosti in m število omejitev neenakosti.
2.13.1 Lagrangejeva metoda
Za reševanje tovrstnih problemov so se uveljavile številne metode, med najbolj
razširjenimi pa je t.i. Lagrangejeva metoda. Postopek reducira omejen optimizacij-
ski problem na neomejenega s pomočjo uvedbe t.i. pomožnih spremenljivk sj (Slack
variables), kjer omejitev neenakosti gj(x) ≤ 0 pretvorimo v enačbo: gj(x) + s2j = 0.
Lagrangejeva funkcija optimizacijskega problema se tako glasi:






uj (gj(x) + s
2
j) (2.95)
Za razrešitev optimizacijskega problema definiranega preko Lagrangejeve funkcije si
pomagamo s t.i. Karush-Kuhn-Tucker pogoji optimalnosti [30], [31].
2.13.1.1 Karush-Kuhn-Tucker pogoji optimalnosti
Za vsak x, ki je lokalni minimum funkcije f(x), pri kateri veljajo omejitve enakosti
hi(x) = 0 in omejitve neenakosti gi(x) ≤ 0, obstajata vektorja Lagrangejevih multi-
plikatorjev v in u, ki zagotavljata stacionarnost Lagrangejeve funkcije pri točki x. Te
poǐsčemo preko pogojev:


















= 0 k = 1...n (2.96)
2. Gradientni pogoj Lagrangejevih multiplikatorjev enakosti Lagrangejeve funkcije
∂L
∂vi
= 0 =⇒ hi(x) = 0 i = 1...p (2.97)
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= 0 =⇒ (gj(x) + s2j = 0) j = 1...m (2.98)




= 0 =⇒ uj sj = 0 j = 1...m (2.99)
5. Nenegativnost Lagrangejevih multiplikatorjev neenakosti
uj ≥ 0 j = 1...m (2.100)
6. Pogoj izpolnjevanja neenakosti
gj ≤ 0 ali s2j ≥ 0 j = 1...m (2.101)
Pomen pogojev optimalnosti si lahko razlagamo na naslednji način.
Enačba 2.96 nam pove, da je v stacionarni točki negativni gradient Lagrangejeve funk-
cije (leva stran enačbe 2.102), ki hkrati predstavlja smer najhitreǰsega spusta po funk-
ciji, sestavljen iz linearne kombinacije Lagrangejevih multiplikatorjev enakosti in ne-
enakosti (desna stran enačbe 2.102), kjer Lagrangejevi multiplikatorji predstavljajo
















Pogoji ničnosti nam zagotavljajo smiselnost rešitve tako v primeru aktivne neenakosti
(sj = 0) ali neaktivne (uj = 0), kjer mora v tem primeru biti zadoščeno pogoju
izpolnjevanja neenakosti (gj ≤ 0). Ker sta lahko nična tako Lagrangejev multiplikator
kot pomožna spremenljivka, za vsak posamezen primer omejitve neenakosti dobimo
dve rešitvi. Za primer m-omejitev neenakosti tako dobimo 2m možnih rešitev, kar nam
lahko, kot bomo videli kasneje, pri obravnavi kompleksneǰsih inženirskih problemov
hitro privede do sistemov neobvladljivih velikosti. Pri tem se je potrebno zavedati
dejstva, da je sistem enačb pridobljen s pomočjo KKT pogojev optimalnosti izrazito
nelinearen in zahteva uporabo naprednih numeričnih metod za reševanje, kot je npr.
Newton-Raphsonova shema.
2.13.2 Linearizacija optimizacijskega problema
Pri implementiranju numeričnih metod se lahko omejen problem v vsaki iteraciji line-
arizira tako, da se ciljna in omejitvene funkcije razvijeta okoli prvega člena Taylorjeve
vrste:
f(xk +∆xk) u f(xk) +∇f(xk)∆xk k = 1...n (2.103)
hi(xk +∆xk) u hi(xk) +∇hi(xk)∆xk = 0 i = 1...p (2.104)
gj(xk +∆xk) u gj(xk) +∇gj(xk)∆xk ≤ 0 j = 1...m (2.105)
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kjer je n število vseh oblikovnih spremenljivk, p število omejitev enakosti in m število
omejitev neenakosti.
Sistem enačb lahko zapǐsemo tudi v vektorski obliki:
f = [c]T d (2.106)
ob omejitvah:
[N ]T d = e (2.107)
[A]T d ≤ b (2.108)
kjer so stolpci matrike N (dimenzij n x p) gradienti omejitev enakosti in stolpci matrike
A (dimenzij n x m) gradienti omejitev neenakosti. e in b sta pripadajoča vektorja
vrednosti omejitev enakosti in neenakosti. f predstavlja linearizirano vrednost ciljne
funkcije, [c] pa matriko odvodov le-te. Vrednosti smeri premika se nahajajo v vektorju
d.
2.13.2.1 Mejne vrednosti spusta (Move limits)
Za lineariziran podproblem definiran z enačbami 2.106 se lahko v nekaterih prime-
rih pojavi nepravilno omejena rešitev sistema (Unbounded solution), zaradi katere kot
rezultat iteracije dobimo prevelike spremembe, katere niso več skladne z lineariza-
cijo podproblema [18]. Kot rešitev je potrebno v algoritem implementirati empirične
mejne vrednosti velikosti vektorja sprememb d, shematsko predstavljene na sliki 2.31.
Te pravzaprav nadomestijo postopek iskanja velikosti koraka (line search).
∆kil ≤ dki ≤ ∆kiu (2.109)
kjer sta ∆kil in ∆
k
iu spodnja in zgornja meja spremembe oblikovnih spremenljivk.
Slika 2.31: Shematski prikaz vpliva mejnih vrednosti spusta [18]
Izbira pravilnih mejnih vrednosti spusta lahko ima odločilen vpliv na uspešnost ali
neuspešnost optimizacijskega procesa, kot je prikazano kasneje na praktičnem primeru.
Za pravilno nastavitev je priporočljivo, da ima uporabnik čim več izkušenj z algoritmom
in čim bolǰse razumevanje samega optimizacijskega problema. Arora [18] priporoča,
da inženir pri vsakem problemu, katerega rešuje, ne okleva z eksperimentiranjem pri
mejnih vrednostih.
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Teoretične osnove in pregled literature
2.13.2.2 Sekvenčni linearni algoritem (Sequential linear programming)
Za uspešno izvedbo optimizacijskega procesa na podlagi lineariziranega podproblema
je potrebno definirati pravilno zaporedje korakov, predstavljenih v preǰsnjih poglavjih,
kot je prikazano na sliki 2.32.
Slika 2.32: Blok diagram sekvenčnega linearnega algoritma
Za sekvenčne linearne algoritme v splošnem velja, da so izjemno občutljivi na mejne
vrednosti in imajo zelo počasno konvergenco. Poleg tega v neposredni bližini minimuma
zelo težko konvergirajo k točnemu rezultatu.
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2.13.3 Kvadratna aproksimacija optimizacijskega problema (QP
Subproblem)
2.13.3.1 Definicija
Da lahko rešimo prej omenjene probleme linearnih aproksimacij ciljnih funkcij opti-
mizacijskih problemov, se poslužimo kvadratne aproksimacije le te. Za izpeljavo vo-
dilne enačbe kvadratičnega podproblema se bralec lahko obrne na [18], poglavje 13.4.3.



























predstavlja Hessejevo matriko Lagrangejeve funkcije. Enačbo 2.110 za splošni
optimizacijski problem v vektorski obliki zapǐsemo kot:





[N ]T d = e (2.112)
[A]T d = b (2.113)
2.13.3.2 Iskanje smeri koraka (Search direction)
Z rešitvijo kvadratičnega podproblema definiranega v zgornjih enačbah dobimo vek-
tor smeri koraka (Search direction). Glavne razlike razrešitve tovrstnega problema v
primerjavi z linearnim so [18]:
1. Poleg minimizacije ciljne funkcije (člen cTd) smo minimizirali tudi dolžino koraka
(||d||), kar pomeni, da je problem sam po sebi omejen.
2. Zelo dobra lastnost kvadratičnega podproblema je tudi, da je ta strogo konveksen.
Če obstaja minimum, je ta zagotovo tudi globalen.
3. Problem je veliko bolj kompleksen in potroši več numeričnega časa za izračun.
V enačbi 2.111 lahko problem zapǐsemo tudi brez upoštevanja Hessejeve matrike. S tem
ko jo zajamemo pri izračunu smeri koraka(dk) v rešitev vnesemo ”informacije drugega
reda”in s tem občutno izbolǰsamo konvergentnost problema. Za izračun posodobitve
Hessejeve matrike lahko uporabimo več formul.
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2.13.3.3 Modificirana BFGS metoda
Pri izračunu Hessejeve matrike po standardni BFGS formuli lahko nastopijo težave
v obliki singularnosti, zato je Powell [32] predstavil modificirano obliko metode. Tu-
kaj je potrebno za izračun korekcijske matrike D pred tem izračunati nekaj skalarnih
količnikov.
Vektor spremembe oblikovnih spremenljivk:
sk = αk dk (2.114)
Vektor:
zk = [H]k sk (2.115)
Razlika gradientov Lagarangejeve funkcije zaporednih iteracij:
yk = ∇L (xk+1,uk,vk)−∇L (xk,uk,vk) (2.116)
Skalarji:
η1 = sk yk (2.117)
η2 = sk zk (2.118)




wk = θ yk + (1− θ)zk (2.120)
















[H]k+1 = [H]k + [D]k − [E]k (2.124)
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2.13.3.4 Iskanje velikost koraka (Step Size)
Pri izvajanju iskanja velikosti koraka po smeri pomika za omejene optimizacijske pro-
bleme so se uveljavili principi s pomočjo funkcij spusta (Descent functions), ki vsebujejo
kazenski faktor (penalty factor), preko katerega dobimo informacijo o stopnji neizpol-
njevanja omejitev. Ena izmed takšnih je Pšeničnijeva funkcija, ki je za oblikovno spre-
menljivko x definirana z enačbo 2.125. Glavna prednost uporabe tovrstne metode, ka-
tero uvrščamo med t.i. metode netočnega iskanja koraka (Inexact step size calculation),
je dejstvo, da moramo za vrednotenje velikosti koraka opraviti veliko manj izračunov
cenilne funkcije kot pri ostalih metodah iskanja koraka. Te v večini inženirskih aplika-
cijah predstavljajo velik faktor časovne potrate. V našem primeru se to kaže v obliki
reševanja polnega sistema enačb po metodi končnih elementov (K u = f).
Φ(x) = f(x) +R V (x) (2.125)
kjer sta:
R ... trenutna vrednost kazenskega faktorja
V (x) ≥ 0 ... največja stopnja neizpolnjevanja omejitve
Trenutni kazenski faktor se izračuna na podlagi neke začetne vrednosti R0, katero
specificira uporabnik in pa izračunane vrednosti seštevka vseh Lagrangejevih multipli-








R = max(R0,rk) (2.127)
Parameter Vk določimo:
Vk = max(0, h1,h2,...,hi, g1,g2,...,gj) (2.128)
Za iskanje prave velikosti koraka napravimo najprej poskusni korak velikosti: tj:
xjk+1 = xk + t
jdk (2.129)






Za vrednotenje ustreznosti velikosti koraka je potrebno izpolniti t.i. pogoj spusta
(Descent condition), ki ga zapǐsemo kot:
Φ(xjk+1) ≤ Φ(xk)− t
jβk (2.131)
kjer je
βk = γ||dk||2 (2.132)
γ parameter z vrednostjo med 0 in 1, specificiran s strani uporabnika.
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Slika 2.33: Geometrijska ponazoritev parametrov pri iskanju velikosti koraka z
uporabo Pšeničnijeve funkcije spusta [18]
Na sliki 2.33 je prikazana geometrijska ponazoritev pomembnih parametrov postopka.
Lepo je razvidna osnovna ideja metode, kjer najprej preko parametra γ posredno
določimo velikost dopustnega koraka tako, da spremenimo naklon premice AC oz AC’.
V naslednjem koraku na podlagi velikosti poskusnega koraka tj izračunamo vrednost
funkcije (enačba 2.130) in jo vrednotimo s kriterijem 2.131. Če ta drži, lahko z goto-
vostjo trdimo, da smo s korakom tj dk ciljno funkcijo zmanǰsali oz. da se pomikamo v
pravo smer s pravo velikostjo koraka.
2.13.3.5 Strategija aktivnih omejitev (Potential Constraint Strategy)
Tekom izvajanja iteracij omejenega optimizacijskega problema pogostokrat pridemo v
situacijo, kjer so aktivne le nekatere omejitve. Na podlagi tega dejstva lahko v naš algo-
ritem implementiramo zanko, kjer za neko stanje xk izvedemo evalvacijo lineariziranih
omejitvenih enačb hlin(xk), glin(xk). Omejitve, za katere se izkaže, da so aktivne, uvr-
stimo med množico aktivnih Ak in jih upoštevamo pri izračunu vektorja smeri pomika
dk. Če se izkaže, da nobena izmed omejitev ni aktivna, lahko smerni vektor izračunamo
s pomočjo metod neomejene optimizacije. Morebitno neizpolnjevanje le-teh ob premiku
korigiramo v fazi iskanja velikosti koraka.
47
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2.13.3.6 Sekvenčni kvadratični algoritem (Sequential quadratic program-
ming)
Tako kot pri obravnavi linearno aproksimirane ciljne funkcije je potrebno korake pred-
stavljene v sklopu iskanja rešitve kvadratno aproksimirane ciljne funkcije urediti v
smiselno zaporedje korakov, predstavljenih na sliki 2.34.
Slika 2.34: Blok diagram sekvenčnega kvadratičnega algoritma s Pšeničnijevo metodo
izračuna koraka in strategijo aktivnih omejitev
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2.14 Optimizacija v programskem okolju Wolfram
Mathematica
Tako kot izračun togosti pletenih vlaken v poglavju 2.4.1, izvedemo opisane optimiza-
cijske postopke v programskem paketu Wolfram Mathematica. Program ima vgrajene
številne optimizacijske metode, tako za reševanje omejenih kot neomejenih problemov.
Program prav tako ponuja izbiro algoritma, ki zagotavlja bodisi lokalni bodisi glo-
balni minimum. Za laǰso odločitev o uporabi vgrajenih funkcij, si bralec lahko pomaga
z diagramom na sliki 2.35. Za podrobneǰsi opis uporabljenih metod in zakonitosti
delovanja se bralec lahko obrne na [33], [34] in ostalo gradivo programskega paketa,
dostopno na spletu. Z omenjenimi orodji si pomagamo pri izračunu linearnega 2.13.2.2
oz. kvadratičnega podproblmea 2.13.3.6
Slika 2.35: Diagram za pomoč pri izbiri optimizacijskega algoritma v programskem
okolju Wolfram Mathematica [33]
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Teoretične osnove in pregled literature
50
3 Metodologija raziskave
3.1 Zažigalni preizkus za določitev volumskega deleža
vlaken
3.1.1 VTC401-T416-6K
3.1.1.1 Masni delež vlaken
V prvem delu s pomočjo postopka definiranega v standardu ASTM D 2584, poglavje
9. [35], naredimo napoved masnega deleže vlaken v kompozitu (Wf ). Preizkus je
bil opravljen v Centru za Eksperimentalno Mehaniko Univerze v Ljubljani v okviru
analiziranja lastnosti kompozitnih materialov, ki jih uporablja ekipa Formula Študent
Univerze v Ljubljani.
Podatki:
– Teža vzorca: w1 = 5,419 g
– Teža ostanka: w2 = 1,851 g




∗ 100 = 65,8 (3.1)




) ∗ 100 = 34,16 (3.2)
Masni delež matrice (Matrix weight percentage)
Wm = IL = 65,84 (3.3)
3.1.1.2 Volumski delež vlaken
ρm = 1,2 · 10−3 gmm3 ... gostota smole (matrice)
ρf = 1.8 · 10−3 gmm3 ... gostota ogljikovih vlaken
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= 1,35 · 10−3 g
mm3
(3.4)









Wm = 0,743 (3.6)
3.1.1.3 Napoved volumskega deleža vlaken z meritvijo debeline vzorca
Iz izpeljane enačbe podane v [36], lahko samo z meritvijo debeline vzorca dobimo oceno







3.1.2 MTC275-T245-3K in VTC401-UD150
V tabeli 3.1 so podani rezultati sežigalnih preizkusov za vse tri vrste uporabljenih
ogljikovih vlaken.
Preglednica 3.1: Rezultati zažigalnih preizkusov
VTC401-T416-6K MTC275-T245-3K VTC401-UD150
Teža vzorca [g] (w1) 5,419 4,132 1,938
Teža ostankov [g] (w2) 1,851 2,108 1,068
Ignition Loss [%] (IL) 65,8 49 44,9
Masni delež vlaken [%] (wf ) 34,16 51 55,11
Masni delež matrice [%] (wm) 65,8 49 44,89
Volumski delež matrice [%]
(Vm)
74,3 59 55
Volumski delež vlaken [%]
(Vf )
25,7 41 45
Vol. delež vlaken z meritvijo




3.2 Natezni preizkus vzorcev
Izveden je bil natezni preizkus vzorcev vseh treh vrst ogljikovih vlaken. Vzorci so bili
pripravljeni v skladu s standardom: EN ISO 527-4. Vlakna preizkušancev, prikazanih
na sliki 3.1, so bila orientirana v smeri 0◦ - 90◦ oz. 0◦ za UD vzorec.
Slika 3.1: Geometrija preizkušanca po [37]
Diagram napetosti v odvisnosti od deformacije preizkušancev je podan na sliki 3.2.
Slika 3.2: Rezultati nateznega preizkusa
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Lastnosti izmerjene iz nateznih preizkusov so podane v preglednici 3.2.
Preglednica 3.2: Rezultati nateznih preizkusov
VTC401-T416-6K MTC275-T245-3K VTC401-UD150
Elastični modul [MPa] 50410 54409 113787
Natezna trdnost [MPa] 800 346,6 1058
Porušna deformacija [%] 1,4 0,6 0,6
Slika 3.3: 1) MTC275-T245-3K 2) VTC401-UD150 3) VTC401-T416-6K
Iz vzorcev na sliki 3.3 je razvidno, da je prǐslo v primeru MTC-T275-3K in VTC401-
UD150 do razpokanja na mestu pozicionirnih izvrtin. Posledično lahko trdimo, da sta
izmerjeni natezni trdnosti veliko nižji od dejanskih. Za natančneǰse rezultate bi bilo
potrebno izdelati vzorec tipa 1 iz [37]. Za analizo so veliko bolj pomembni izmerjeni








– E1f = 230000 MPa ... elastični modul vlaken
– ν12f = 0,3 ... Poissonovo razmerje vlakna v ravnini
– E1m = 4000 MPa ... elastični modul matrice
– ν12m = 0,35 ... Poissonovo razmerje matrice v ravnini
– Vf = 0,46 volumski delež vlaken
V nadaljevanju je za izračun teoretičnih lastnosti vzorcev uporabljenih več modelov mi-
kromehanike. Vsak temelji na svojevrstni predpostavki, zaradi česar dobimo različne
vrednosti rezultatov. Za podrobneǰso razlago le teh se bralec lahko obrne na [1], [2].
Elastični modul laminata po (Rule Of Mixtures):
E1 = E1f Vf + E1m Vm = 107616 MPa (3.8)
Transverzalni elastični modul laminata izračunan z uporabo enostavnega modela (In-










= 7277 MPa (3.9)










= 13247 MPa (3.11)





Vf/E1f + η(1− Vf )/E1m
Vf + η(1− Vf )
)−1
= 10461 MPa (3.12)
Poissonovi razmerji laminata v ravnini:










2(1 + ν12f )















= 2696 MPa (3.17)
Hashin-Rosen cilindrični model (Cylindrical Assemblage Model)
G12 = Gm
Gm +Gf − Vf (Gm −Gf )
Gm +Gf + Vf (Gm −Gf )
= 3840 MPa (3.18)
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3.3.2 MTC275-T245-3K in VTC401-T416-6K
Za teoretično napoved togosti ojačitvenih tkanin uporabimo formule predstavljene v
poglavju 2.4.1 Preizkušanci so tkani po načinu keper (Twill) (slika 3.4), obravnavane
formule pa so v osnovi namenjene izračunu za tkanje v načinu platno (Plain weave),
zato v enačbah 2.8 in 2.9 naredimo popravek, tako da povečamo periodo kosinusne
funkcije za faktor 2. V enačbi 2.8 periodo zamaknemo za faktor π/2 in s tem bolje
posnamemo potek vzdolžnih vlaken v reprezentativni celici.
Slika 3.4: Reprezentativna elementarna celica za 4/1/2 keper tkanje
Slika 3.5: Potek a) Vzdolžnih in b) Prečnih vlaken v REC z lastnim programom
Debelino posameznih slojev, ki jih seštevamo po enačbi 2.20, določimo na podlagi
izmerjene celotne debeline laminata v zapečenem stanju in pa prej izračunanega vo-
lumskega deleža vlaken. Prav pri definiranju teh veličin v programu kasneje nastopijo
tudi največja odstopanja pri izračunu nadomestnih lastnosti laminata v ravnini.
Za vzorec MTC275-T246-3K izračunamo:
-E1 u E2 = 56491 MPa
-Gxy = 20826 MPa
Za vzorec VTC401-T416-6K izračunamo:
-E1 u E2 = 52538 MPa
-Gxy = 19374 MPa
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V drugi fazi naredimo izračun še z poenostavljeno formulo 2.23. Za vzorca MTC275-
T245-3K in VTC401-T416-6K izračunamo naslednje vrednosti:
-E1 = E2 = 60000 MPa
-G12 = 28571 MPa
-ν12 = 0,046
kar je glede na preprostost formule dober približek. Razlika med elastičnim modulom
za 3 in 6K tkanino ni zajeta, saj naklon delca vlakna v enačbi ni prisoten. Nižji elastični
modul pojasnimo z dejstvom, da dobimo z uporabo debeleǰsega snopa vlaken večje kote
ukrivljenosti in posledično manǰso nosilnost tkanine (Fiber Crimp slika 3.6) [2].
Slika 3.6: Ukrivljanje vlaken pri tkaninah [8]
S primerjanjem izračunanih vrednosti iz modelov mikromehanike in izmerjenimi eks-
perimentalnimi vrednostmi dobimo zadovoljivo ujemanje materialnih parametrov.
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3.4 Zasnova lastnega optimizacijskega programa
3.4.1 Verifikacija končnega elementa
Za verifikacijo uporabljenih mehanskih modelov primerjamo rezultate lastnega pro-
grama z rezultati pridobljenimi s pomočjo programskega orodja Altair Hyperworks.
Mehanske lastnosti naših kompozitnih materialov lahko definiramo na več načinov. V
prvi fazi izberemo materialni model (Material Card), v okviru katerega moramo vnesti
parametre elastičnosti [22]. Primer izpolnjene kartice je predstavljen na sliki 3.7.
– MAT1 Izotropen material: E, ν
– MAT8 Laminat: E1, E2, ν12, G12, G13, G23
– MAT10 Ortotropno-Inženirske konstante: E1, E2, E3, ν12, ν13, ν23, G12, G13, G23
Slika 3.7: Primer izpolnjene MAT8 kartice za material MTC T275-3K
Najprej naredimo upogibni preizkus kompozitnega vzorca dimenzij 475x275, s poraz-
deljeno obremenitev p0 = 0,01
N
mm2
, kot je prikazano na sliki 3.8 in primerjamo rezultate
lastnega programa, z rezultati iz Hyperworksa. V tabeli 3.3 so podani rezultati.
Slika 3.8: Zasnova MKE modela za verifikacijo končnega elementa
Iz rezultatov je razvidno, kje so meje modela teorije laminacije (CLT ). Za tanke struk-
ture dobimo dobre rezultate, takoj ko pa preidemo na debele strukture, pa rezultati
postanejo neuporabni. Razlog za to tiči v prvi vrsti zaradi zanemarjenja transverzalnih
strižnih deformaciji po prerezu debeline laminata [38]. Problem je za kompozitne ma-
teriale še posebej izrazit, saj imajo zelo nizko razmerje strižnega in elastičnega modula
(G
E
), kar še dodatno poveča razliko, ki je posledica napačnih predpostavk, predstavlje-
nih v poglavju 2.4.2
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Preglednica 3.3: Primerjava rezultatov maksimalnega pomika upogibnega preizkusa
lastnega programa s Hyperworksom
Debelina laminata [mm] Lastni program [mm] Hyperworks [mm] Napaka [%]
2 111 110,56 0,3
4 13,87 13,84 0,2
8 1,734 1,738 0,2
20 0,111 0,115 3,5
40 0,0139 0,0161 14
V zadnji fazi s spisanim programom poskušamo simulirati obnašanje sendvič struk-
ture ogljikovih vlaken in aluminijastega satovja, kjer sredico modeliramo kot izotropno
strukturo. V tabeli 3.4 so podani rezultati za posamezne primere debelin sendvič
strukture. Debelina UD vlaken je 1mm na vsaki strani.
Preglednica 3.4: Primerjava rezultatov maksimalnega pomika upogibnega preizkusa
lastnega programa s Hyperworksom za sendvič strukture
Debelina sredice [mm] Lastni program [mm] Hyperworks [mm] Napaka [%]
0,5 57,29 56,62 1,1
1 34,15 37,00 7,7
2 15,86 18,67 15,1
5 4,01 5,94 31,4
10 1,21 2,34 47,9
Z analiziranjem rezultatov ugotovimo, da je model povsem neuporaben. Poleg prej
omenjenih napak, nam rezultate še dodatno poslabša nehomogenost strukture. V delu
Ireneusz [39] je predstavljen temeljit pregled literature, kako pravilno modelirati sendvič
strukture s pomočjo metode končnih elementov. V povzetku pravi: ”Univerzalen nu-
merični model za popis obnašanja sendvič struktur ne obstaja. Za posamezen primer je
potrebno izbrati model z ustreznimi predpostavkami, kjer pogosto najbolǰso izbiro pred-
stavlja kombinacija uporabe lokalnih in globalnih posplošitev. V splošnem loči modele
v dve skupini: Teorije ekvivaletnega sloja (Equivalent Single Layer Theory (ESL)) in
teorije diskretnih slojev (Discrete Layer Theory (DSL)) kjer zgoraj predstavljeno teo-
rijo laminacije (CLT) uvrščamo med prve. Izkaže se, da z analiziranjem dogajanja v
diskretnih slojih laminata (DSL), veliko bolj natančno popǐsemo njegovo obnašanje na
globalnem nivoju, predvsem na račun upoštevanja strižnih deformacij po debelini. Za
upoštevanje teh so bili razviti številni modeli, kjer glavno razliko med njimi predstavlja
stopnja polinomske aproksimacije poteka deformaciji po debelini. V okviru posame-




Slika 3.9: Grafična ponazoritev poteka strižnih deformacij po prerezu laminata za
posamezne teorije [39]
Najbolj zanimiv in napreden cik-cak model (slika 3.9) nam omogoči, da modeliramo
strme spremembe profila deformacije sosednjih slojev, medtem ko ohranimo enakost
na njihovi medsebojni meji. To dosežemo z uporabo Heaviside funkcij za posamezni
sloj ali pa rabo polinomov vǐsjega reda s predpisano zveznostjo odvodov na mejah.
3.5 Evalvacija učinkovitosti optimizacijskih algorit-
mov
3.5.1 Testni primer
V naslednjem poglavju je predstavljena ocena učinkovitosti sekvenčnih algoritmov
predstavljenih v poglavju 2.13 Za opis algoritma so uporabljene naslednje okraǰsave:
Red aproksimacije ciljne funkcije:
-SLP - Sequential Linear Programming 2.13.2.2 Linearna aproksimacija
-SQP - Sequential Quadratic Programming 2.13.3.6 Kvadratna aproksimacija
Metoda iskanja velikosti koraka:
-MLIM - Move Limits 2.13.2.1 Mejne vrednosti velikosti spusta
-WLF - Wolfe Conditions 2.12.2 Wolfovi pogoji
-PSDF - Pshenichny Descent Function 2.13.3.4 Pšeničnijeva funkcija spusta
Ostale oznake:
-PCS- Potential Constrained Strategy 2.13.3.5 Strategija aktivnih omejitev




Za verifikacijo algoritmov rešujemo naslednji problem:










2 − 6 ≤ 0 (3.20)
g2(x1) = x1 ≥ 0 (3.21)
g3(x2) = x2 ≥ 0 (3.22)
Preglednica 3.5: Rezultati testnega optimizacijskega primera 1 z uporabo različnih

















∆xk+1 = 0.995 ∗∆xk



























0.078 6 DA DA
Iz rezultatov je očitno razvidno bolj učinkovito delovanje algoritmov, ki temeljijo na
kvadratični aproksimaciji ciljne funkcije. Prav tako je razvidna slabost uporabe Wolfo-
vih pogojev za iskanje velikosti koraka, kjer se zaradi večkratne evalvacije ciljne funkcije
za določitev le-tega procesorski čas občutno podalǰsa. Razvidna je tudi slabost line-
arnih algoritmov, ki sicer za eno iteracijo porabijo občutno manj časa, a konvergirajo
zelo počasi, okoli neposredne bližine lokalnega minimuma pa zelo težko konvergirajo v
točno rešitev.
3.5.2 Diagram optimizacijskega postopka
Na sliki 3.10 je shematsko predstavljena integracija optimizacijskih algoritmov, pred-
stavljenih v poglavjih 2.13.2.2 in 2.13.3.6 v metodo končnih elementov formulirana s
pomočjo teorije laminacije 2.6
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Slika 3.10: Blok diagram delovanja optimizacijskega programa
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3.6 Zasnova monokoka formula student
V naslednjem poglavju je predstavljen jedrnat pregled zasnove monokoka od faze kon-
struiranja do izdelave.
3.6.1 Predstavitev tekmovanja
Student formula je mednarodno tekmovanje, kjer študenti vseh univerz po svetu sami
konstruirajo, izdelajo, testirajo in pa na koncu tekmujejo s pomanǰsano verzijo dir-
kalnika F1. Dirkalniki so ocenjeni na podlagi številnih kriterijev s strani pristojnih
sodnikov. V splošnem se kriteriji delijo na statične (ang. static events) in dinamične
(ang. dinamic events). Med prve sodijo [40]:
1. Dizajn (200 Točk)
2. Analiza proizvodnih stroškov (100 Točk)
3. Poslovni načrt in predstavitev (75 točk)
4. Tehnični pregledi: (brez točk)
– Šasija
– Oprema
– Varnost električnih sistemov
– Nagib
– Zavorni sistem
– Preizkus varnosti električnih sistemov v dežnih razmerah
Med slednje pa sodijo:
1. Pospeševanje (Acceleration) (100 točk)
2. Šprint/Autocross (125 Točk)
3. Osmica (Skid pad) (75 Točk)
4. Poraba goriva (Efficiency) (100 točk)
5. Vzdržljivost (Endurance) (225 točk)
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Dizajn šasije dirkalnika predstavlja velik konstrukcijski izziv. Ne samo da mora biti
sama po sebi dobra in funkcionalna, ampak mora biti tudi zelo dobro usklajena z vsemi
ostalimi sklopi na vozilu. Oblika monokoka za dirkalnik na električni pogon se je začela
konstruirati okoli baterijskega paketa in pozicije voznika. Slednja predstavljata največji
delež mase celotnega vozila in imata posledično zelo velik vpliv na vozno dinamiko
avta. Glavno vodilo je bila zahteva, da se baterijske celice postavijo čim nižje tlom in
razporedijo čim tesneje okoli voznika, kar spravi težǐsče vozila zelo nizko in na sredino
dirkalnika. Po opravljenih testnih vožnjah in povratnih informacijah voznikov glede
voznih karakteristik vozila, se je ta odločitev izkazala za zelo preudarno.
Slika 3.11: Pozicija ključnih komponent elektro pogona.
Tekom oblikovanja je bilo šasijo potrebno prilagoditi tudi podvozju, aerodinamiki, er-
gonomiji, pedalnemu sklopu, itd. Blažilca, vzvod (Rocker) in prečni stabilizator (Anti-
Roll Bar) tako sprednjega kot zadnjega podvozja se nahajajo v posebni coni pri vrhu
šasije. Čeprav se je s to konfiguracijo težǐsče premaknilo nekoliko vǐsje, je bila primarna
ideja tovrstnega dizajna usmerjena v prihodnjo izvedbo dirkalnika, kjer je na vsakem
kolesu okoli premnika nastal prostor za namestitev t.i. In-wheel motorjev za izvedbo
4x4 elektro pogona. Glavni sklopi vozila so predstavljeni na slikah 3.11 in 3.12.




Togost dirkalnika, natančneje šasije in sprednjega ter zadnjega sklopa podvozja, je ena
izmed pomembneǰsih lastnosti vozila. Dirkalnik se lahko pod vplivom sil deformira na
več osnovnih načinov, ki so prikazani na sliki 3.13, kjer so [41]:
1. Torzijsko obremenjevanje
2. Vertikalni upogib
3. Lateralni (bočni) upogib
4. Neenakomerni nateg v obliki paralelograma (ang. Lozenging)
Slika 3.13: Obremenitve šasije.
Omenjeni načini deformiranja vsak na svoj način vplivajo na karakteristike dirkalnika.
Detajlna analiza odziva vseh oblik deformiranja in vpliva na vozno dinamiko vozila
ni predmet tega dela, saj gre za zelo zapletene in med-seboj prepletene procese, ki
zahtevajo posebno analizo. Za podrobneǰsi opis se lahko bralec obrne na: [42], [43], [3]
in številne druge.
Torzijska togost je pogosto definirana kot najpomembneǰsa oblika deformiranja šasije.
Torzijske obremenitve skušajo en konec dirkalnika zviti, kar poslabša vodljivost vozila
v zavojih. Te obremenitve, skupaj s togostjo vozila imajo neposreden vpliv na poraz-
delitev pritisnih sil, ki zagotavljajo kolesu kontakt s podlago. Če ima vozilo prenizko
togost, postane očiten problem prenosa pritisne sile (ang. Load Transfer), kar povzroči
slabši oprijem vozila. Ta fenomen je podrobneje razložen v [43].
V številni literaturi se togost vozila razčleni na togost šasije, sprednjega in zadnjega
podvozja. Poenostavljen togostni model je prikazan na sliki 3.14. Togost podvozja
lahko reguliramo s spreminjanjem togosti blažilne oz. torzijske vzmeti, togost šasije pa




Slika 3.14: Poenostavljen model togosti vozila.













Togost šasije lahko izračunamo neposredno s torzijsko obremenitvijo konstrukcije, tor-
zijsko togost podvozja pa je potrebno posebej izračunati in močno zavisi od togosti
gume ter pred-nastavljene togosti blažilne vzmeti.
3.6.3 Izračun togosti
Za izračun torzijske togosti dirkalnika sprednji/zadnji par premnikov vpnemo, na spre-
dnji/zadnji par koles pa apliciramo dvojico sil ali pomikov, ki predstavljata torzijski
moment glede na sredǐsčno os šasije.
Mt = 2 · F · L (3.24)
kjer sta: L polovica širine vozila [mm] in F velikost sile [N].





kjer je ∆z pomik koles v z smeri kot posledica delovanja aplicirane sile F . V primeru
majhnih pomikov lahko izraz lineariziramo:
tan(ϕ) ≈ ϕ = ∆z
L
(3.26)













V splošnem velja pravilo, da je potrebno za povečanje torzijske togosti vozila plačati
velik davek na račun mase dirkalnika. Poleg tega celotna togost vozila izkazuje logari-
temsko odvisnost od večanja torzijske togosti šasije, kot je prikazano na sliki 3.15, zato
po neki meji povečanje le te ni več upravičeno.
Slika 3.15: Razmerje togost vozila-togost šasije [43]
3.7 Strukturna ekvivalentnost
Vsaka ekipa, ki v svojem dirkalniku uporablja kompozite, mora z izvedbo tri točkovnega
upogibnega preizkusa, strižnih preizkusov in preizkusa trdnosti vpetǐsč varnostnih pa-
sov dokazati ustreznost uporabljenih materialov. Rezultate testov je potrebno vnesti
v obrazec za dokazilo o izpolnjevanju varnostnih zahtev, podan s strani organizatorja
tekmovanja, uradno imenovan Structural Equivalency Spreadsheet oz. kraǰse SES.
3.7.1 Preizkus
Priprava vzorcev sendvič struktur poteka po postopku, predstavljenem v poglavju 2.3.1
Vzorec podpremo na razdalji 400mm in apliciramo silo preko kovinskega valja polmera
50mm. Vzorec na vsaki strani in sredice aluminijastega satovja debeline stene 70
µm, z velikostjo celic 6,4mm in vǐsine 20mm. Tehnični podatki satovja so dostopni
na dobaviteljevi spletni strani [44]. Poleg upogiba kompozitnega vzorca je potrebno
opraviti tudi upogibni preizkus dveh standardnih cevi, s pomočjo katerega se izračuna
korelacijski koeficient naprave (Rig Compliance Factor). Poleg upogibnih preizkusov je
potrebno opraviti tudi prebojni test za določitev prečne strižne trdnosti in pa preizkus
vpetǐsč varnostnih pasov. Izvedba in rezultati preizkusov so predstavljeni na slikah
3.16 in 3.17. Vsi preizkusi so bili opravljeni v podjetju TPV d.o.o.
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Slika 3.16: a) Tri točkovni upogibni preizkus b) Strižni (prebojni) preizkus c)
Preizkus vpetǐsč varnostnih pasov
Slika 3.17: Rezultati preizkusov
Za vzorec stranske udarne cone v cockpitu (Side-Impact Structure) izmerimo lastnosti,
ki so predstavljene v tabeli 3.6. V detajlno analizo rezultatov preizkusov se v okviru
tega dela ne spuščamo.
Preglednica 3.6: Izmerjene materialne lastnosti stranske udarne cone cockpita
Modul elastičnosti vlaken [MPa] 42500
Natezna trdnost vlaken [MPa] 134
Prečna strižna trdnost [MPa] 62,8
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3.7.2 Trdnostni preračun za dokaz o ekvivalentnosti cone
Za razumevanje vrednotenja šasije se je potrebno vrniti v začetne faze tekmovanja, ki
segajo v 80. leta preǰsnjega stoletja. Takrat so ekipe zaradi komercialne nedostopnosti
kompozitnih materialov šasijo dirkalnikov oblikovale pretežno kot cevno konstrukcijo
iz kovinskih materialov (Tubular spaceframe). V nadaljevanju je zaradi prednosti,
predstavljenih v poglavju 2.1, čedalje več ekip začelo uporabljati kompozite. Da je
za oba tipa konstrukcije predpisan enakovreden kriterij vrednotenja, se je uveljavilo
pravilo, da mora cona na dirkalniku narejena iz kompozitnega materiala izkazovati
enakovredne togostne in trdnostne lastnosti kot enako število cevi v cevni konstrukciji,
ki jih le ta nadomesti [40]. Pravilnik ima specifične zahteve za vsako cono na monokoku.
3.7.2.1 Minimalne zahteve
Primer preračuna ustreznosti je predstavljen na stranski coni pri nogah voznika, ki
služi kot podpora za sprednji (Front Bulkhead Support). Minimalne zahteve za cevno
konstrukcijo z referenčnimi materialnimi lastnostmi so podane v preglednici 3.7.
Preglednica 3.7: Referenčne materialne lastnosti strukturnega jekla za cevno konstruk-
cijo
Zunanji premer [mm] 25,4
Debelina stene [mm] 1,2 mm
Modul elastičnosti [MPa] (E) 200 000
Meja tečenja (Yield strength) [MPa] (σy) 305 000
Natezna trdnost (Ultimate tensile strength) [MPa] (σuts) 360 000
Meja tečenja zvara(Weld yield strength) [MPa] (σwy ) 180 000
Natezna trdnost zvara (Weld Ultimate tensile strength) [MPa] (σwuts) 300 000
Vztrajnostni modul cevi:
Icevi =
π · (d4zun − d4not)
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= 6.69 · 10−9m4 (3.28)
Upogibni/ uklonski modul:
EIstrukture = ncevi · Icev · E = 4017,03 Nmm2 (3.29)
Površina prereza cevi:
Acevi = ncevi ·
π(d2zun − d2not)
4
= 273,7 mm2 (3.30)
Maksimalna sila v palici:
Fy = Acevi · σy = 83477 N (3.31)
Maksimalna sila v zvaru:
Fwy = Acevi · σwy = 49265 N (3.32)
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Maksimalna upogibna sila za 1m cev:
Pmax =
ncev · 4 · σy · Icev
0,5 · dzun · L





= 11,8 mm (3.34)
Absorbirana energija
Eabs = 0,5 · Pmax · ymax = 13,45 J (3.35)
Za dokazovanje ekvivalentnosti kompozitne cone sta priznana dva načina vrednotenja.
3.7.2.2 Vrednotenje navpične stene (Flat-Panel Assumption)
Kot efektivno geometrijo se obravnava samo navpični del cone, katero analiziramo, kot
je predstavljeno na sliki 3.18.
Slika 3.18: Vrednotenje ekvivalentnosti cone samo z upoštevanjem vertikalne površine
Iz enačb 3.28 - 3.35 je razvidno, da imata glaven vpliv togostni oz. uklonski modul
(EI) in trdnost vlaken (σuts).
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3.7.2.3 Merjenje vztrajnostnega momenta prereza
Slika 3.19: Vrednotenje ekvivalentnosti cone z upoštevanjem vztrajnostnega momenta
prereza
Na podlagi prereza naǰsibkeǰsega dela obravnavane cone s pomočjo CAD modela izme-
rimo lokalni vztrajnostni moment in površino ojačitvenih vlaken. Pogoja za ekvivalen-
tnost:
Togost:
Izz ≥ ncev · Icev + ncev · Acev · d2 (3.36)
Trdnost
A · σvlakenuts ≥ ncevi · Acev · σceviuts (3.37)
kjer je d polovična širina monokoka (slika 3.19)
3.7.2.4 Končna porazdelitev materiala (laminatplan)
Na slikah 3.20 in3.21 je predstavljena končna razporeditev materiala po vozilu z upoštevanjem
varnostnih predpisov, specificiranih s strani organizatorja tekmovanja.







Slika 3.21: a) Izometrični b) spodnji c) stranski d) zgornji pogled porazdelitve




4 Rezultati in diskusija
4.1 Rezultati lastnega optimizacijskega programa z
metodo direktnega odvajanja
4.1.1 Izbira algoritma
V poglavju 3.5 so predstavljeni rezultati za oceno učinkovitosti optimizacijskih algorit-
mov na preprosteǰsih, ”šolskih”problemih.
Pri implementaciji istih algoritmov v optimizacijski postopek, ki rešuje problem s
končnimi elementi 2.6 in za informacijo o gradientih funkcije uporabi analizo
občutljivosti 2.9 z metodo direktnega odvajanja 2.9.1, pa so rezultati povsem drugačni.
Za vse algoritme, ki temeljijo na kvadratni aproksimaciji, ciljne funkcije, postane
omejen optimizacijski podproblem prezahteven. Za reševanje porabi občutno preveč
računskega časa in posledično postane povsem neuporaben.
Največji problem je neuporabnost Lagrangejeve metode za reševanje tako obsežnih in
nelinearnih problemov. Kot je že opisano v poglavju 2.13.1.1, pri zapisu sistema enačb
za izpolnjevanje pogojev optimalnosti naletimo na slabo pogojen sistem, ki se kaže v
velikem pogojenostnem številu matrike neznank. Načeloma lahko omejen kvadratični
podproblem rešujemo s katero izmed drugih optimizacijskih metod, npr. tudi takšno,
ki ne temelji na gradientni metodi, a naletimo na predolg čas računanja.
V primeru uporabe lineariziranega problema z definiranimi mejnimi vrednostmi spusta
pa postane reševanje ene iteracije optimizacijskega procesa računsko zelo učinkovito.
V razviti programski kodi nam v tem primeru izračun samega problema po metodi
končnih elementov predstavlja praktično celoten računski čas iteracije. Implementacija
wolfovih pogojev nam bistveno poslabša delovanje programa ravno iz tega razloga, saj
za izračun velikosti poskusnega koraka potrebuje večkratno evalvacijo vrednosti ciljne
funkcije, kar posledično pomeni reševanje MKE problema. Tudi z morebitno uporabo
učinkovite komercialno dostopne programske opreme za reševanje MKE problemov bi
se pri gostih mrežah oz. obsežnih problemih pojavil povsem isti problem. Prej ome-
njeni algoritem v tem primeru tako edini relativno učinkovito konvergira v optimirano
obliko strukture, čeprav je po definiciji veliko manj napreden od ostalih, ki uporabljajo
natančneǰso aproksimacijo ciljne funkcije ali ločeno zanko za izračun velikosti koraka.
Njegova ne-naprednost postane hkrati njegova največja prednost. Glavni slabosti sta
predvsem dejstvo, da je potrebno za dobro delovanje nastaviti pravilne vrednosti mej
spusta in počasna konvergenca okoli lokalnega minimuma.
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4.1.2 Členkasto vpeta plošča na zgornjem in levem robu, en
sloj
V prvem primeru izvedemo optimizacijo plošče obremenjene s porazdeljeno ploskovno
obremenitev p = 0,0001 MPa, podprte na zgornjem in levem robu v z smeri, kot je
prikazano na sliki 4.1. Kot omejitve optimizacije spreminjamo maksimalno maso in
minimalno debelino ter maksimalno debelino elementov. S to kombinacijo omejitev
oba programa prisilimo, da poǐsčeta neko diskretno optimalno porazdelitev materiala.
Na slikah 4.2a in 4.2b sta predstavljeni mreži končnih elementov v Hyperworksu in
Mathematici.
Slika 4.1: Zasnova MKE modela upogibno obremenjene plošče za optimizacijo
(a) Zasnova prvega primera v Hyperworks
optistruct za primerjavo rezultatov
optimzacije
(b) Ekvivalentna mreža v programskem
okolju Wolfram Mathematica
4.1.2.1 Vsa vlakna 90◦
V prvem primeru definiramo en sloj konstantne debeline, kjer so vsa vlakna usmerjena
pod kotom 90◦ na vzdolžno os plošče. Na plošči definiramo enega oz. kasneje več
slojev konstantne debeline. Kot ciljno funkcijo definiramo zmanǰsanje deformacijske
energije. Kot omejitev optimizacije definiramo maksimalno maso 800g in maksimalno
debelino sloja 5mm. V rezultatih je podan tudi maksimalen pomik strukture, saj je ta
vrednost za razumevanje nekoliko bolj intuitivna. Ključni rezultati procesa optimizacije




Slika 4.3: a) Vozlǐsčna aproksimacija debeline in b) nepovprečeni rezultati programa
Hyperworks Optistruct
Slika 4.4: Potek ciljne funkcije (deformacijske energije) in maksimalnega pomika v
Optistructu tekom iteracij
Preglednica 4.1: Rezultati cenilnih vrednosti optimizacijskega procesa za sloj 90◦
Začetna vrednost Optistruct Avtorjev program
Deformacijska energija 25,83 1,95 2,21
Maksimalen pomik 12,22 1,19 1,36
Slika 4.5: Rezultat optimirane oblike 90◦ sloja iz začetne debeline 1,5mm
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Kot je razvidno iz slik in tabele rezultatov 4.1 dosežemo z lastnim programom občutno
izbolǰsanje togosti strukture. Še več tako oblika porazdelitve materiala in posledična
stopnja zmanǰsanja podajnosti strukture, se zelo dobro ujemata z rešitvijo komercial-
nega programskega paketa.
Slika 4.6: Rezultat optimirane oblike 90◦ sloja iz začetne debeline 2,05mm
Slika 4.7: Rezultat optimirane oblike 90◦ sloja iz začetne debeline 0,3mm
Na slikah je prikazana tudi rahla variabilnost rešitev glede na začetne pogoje optimi-
zacije. Ta nastane, ko začnemo optimizacijski proces v bližini ekstremnih vrednostih
omejitev. V primeru 4.6 je bila to omejitev mase, kjer je začetna definirana struk-
tura imela že maso na zgornji meji omejitve (800g), v primeru 4.7 pa so bile vrednosti
debeline vseh elementov na spodnji meji omejitve. Posledično smo zelo oddaljeni od
zgornjih mej, okoli katerih se nahaja optimalna rešitev. Razlika rešitve se v tem pri-
meru kaže predvsem v obliki porazdelitve materiala, v vrednosti ciljne funkcije pa ne
pride do občutne razlike. Razlog za ta pojav tiči v dejstvu, da rešujemo zelo obsežen
in nelinearen optimizacijski problem, kjer so oblikovne spremenljivke skupaj z omeji-
tvami zelo močno prepletene. Poleg tega velja splošna značilnost gradientnih metod,
da konvergirajo v lokalni minimum funkcije, katerih je lahko za naš primer ogromno.




4.1.2.2 Vsa vlakna 0◦
Obravnavamo isti primer kot v preǰsnjem poglavju s to razliko, da sedaj vsa vlakna
orientiramo vzporedno z dalǰsim robom plošče oz. pod kotom 0◦. Ključni rezultati
procesa optimizacije so prikazani na slikah 4.8 in 4.9, ter tabeli 4.2.
(a) (b)
Slika 4.8: Rezultat optimirane oblike v programu Optistruct a) z uporabo Mindim
filtra in b) brez filtra
Slika 4.9: Optimirana oblika sloja pod 0◦
Preglednica 4.2: Rezultati optimizacije za sloj 0◦
Začetna vrednost Optistruct Avtorjev program
Deformacijska energija 23,05 1,99 2,26
Maksimalen pomik 12,23 1,11 1,38
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4.1.2.3 Vsa vlakna 45◦
Optimizacijski postopek ponovimo še za sloj vlaken orientiran pod kotom 45◦. Ključni
rezultati procesa optimizacije so prikazani na slikah 4.10 in 4.11, ter tabeli 4.3. Na sliki
4.12 je prikazanih je tudi nekaj začetnih iteracij, kjer je razvidno delovanje avtorjevega
programa.
Slika 4.10: Rezultat optimirane oblike 45◦ v programu Optistruct
Slika 4.11: Rezultat optimirane oblike 45◦ lastnega programa
Preglednica 4.3: Rezultati optimizacije za 45◦ sloj
Začetna vrednost Optistruct Avtorjev program
Deformacijska energija 5,97 0,41 0,48
Maksimalen pomik 3,57 0,32 0,36
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V vseh primerih opazimo, da z lastnim programom dosegamo zelo dobre rezultate iz
vidika učinkovitosti optimizacije. Smiselnost delovanja algoritma nam potrdi dejstvo,
da za različne tipe predpisanih orientacij dobimo povsem drugačno obliko materiala,
kar je skladno s teorijo. Optistruct avtorjev program prekosi predvsem na račun tega,
da na strukturi zelo učinkovito naredi dva ločena predela in sicer območja, kjer so
elementi na zgornji meji omejitve debeline in spodnji. S tem maksimalno izkoristi
optimizacijsko območje. V našem programu pa nastopi nekaj šuma v obliki manǰsih
izoliranih predelov odebelitev, katere v praksi ni možno realizirati. Za bolǰse rezultate
bi bilo potrebno implementirati napredneǰse filtrirne sheme.
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4.1.3 Členkasto vpetje na zgornjem in levem robu, dva sloja
4.1.3.1 Po en sloj 90◦ in 45◦
V naslednjem primeru izvedemo optimizacijo dveh slojev usmerjenih vlaken, kjer ome-
jimo maksimalno debelino enega sloja na 2,5mm. Prav tako postavimo omejitev skupne
mase strukture na 800g. Ključni rezultati procesa optimizacije so prikazani na slikah
4.13, 4.14, 4.15, 4.16 in 4.17 ter tabeli 4.4.
(a) (b)
Slika 4.13: Rezultat optimirane oblike 90◦ in 45◦ slojev iz začetne debeline sloja
1,5mm
Slika 4.14: Rezultat optimirane oblike 90◦ in 45◦ slojev iz začetne debeline 0,75mm
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Slika 4.15: Potek ciljne funkcije pri optimizaciji z lastnim programom
(a) (b)
Slika 4.16: Optimirana oblika 90◦ in 45◦ slojev programa Hyperworks Optistruct
Slika 4.17: Potek ciljne funkcije in maksimalnega pomika v Optistructu tekom iteracij
Preglednica 4.4: Rezultati optimizacije 90◦ in 45◦ slojev usmerjenih vlaken
Začetna vrednost Optistruct Avtorjev program
Deformacijska energija 12,87 0,41 0,95
Maksimalen pomik 6,38 0,32 0,67
Rezultati optimizacijskih procesov so povzeti v tabeli 4.4. V prvem primeru se opti-
mirani obliki 45◦ slojev se zelo dobro ujemata, medtem ko razlika v kakovosti rešitve
nastopi pri 90◦ sloju. Tudi tukaj se pojavi rahla variabilnost v rešitvi optimirane oblike.
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4.1.3.2 Po en sloj 0◦ usmerjenih vlaken in 45◦ sloj tkanine
Ponovimo scenarij iz preǰsnjega poglavja, z izjemo da spremenimo kombinacijo orien-
tacije slojev. Ključni rezultati procesa optimizacije so prikazani na slikah 4.18, 4.19 in
4.20, ter tabeli 4.5.
Slika 4.18: Optimirana oblika z lastnim programom
Slika 4.19: Potek ciljne funkcije pri optimizaciji z lastnim programom
Preglednica 4.5: Rezultati optimizacije 45◦ sloja pletenih in 0◦ sloja usmerjenih vlaken
Začetna vrednost Optistruct Avtorjev program
Deformacijska energija 14,95 0,65 1,64




Slika 4.20: Rezultat optimirane oblike 0◦ in 45◦ slojev iz Optistructa
4.1.3.3 Komentar
Iz rezultatov obeh primerov je razvidno, da tudi tukaj dosegamo z lastnim programom
občutno izbolǰsanje togosti strukture, vendar pa se razlika med kvaliteto rešitve z Opti-
structom malce poveča. Razlogi za to po vsej verjetnosti tičijo v uporabi napredneǰsih
filtrirnih shem in aproksimacijskih metod za izračun občutljivosti. Prav tako je priso-
tna rahla variabilnost v obliki končne rešitve, glede na začetni približek.
Opazimo, da se pri obeh programih, kljub uporabi različnih tipov vlaken in/ali orien-
tacij oblikujejo zelo podobne optimizirane oblike kot pri uporabi enega sloja. To se
zgodi, ker imamo v strukturi prisoten samo upogib. S tem ko položimo en sloj direktno
po obliki na drugega, dobimo debeleǰso strukturo, katera ima večjo upogibno togost.
Če bi bila naša struktura obremenjena v ravnini in bi naš končni element podpiral
izračun pripadajočih napetosti, bi bila razlika med razporeditvijo posameznih slojev
veliko večja, saj matrika [A] v enačbi 2.33 ni odvisna od vrstnega reda zlaganja slojev.
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4.2 Proces optimizacije monokoka
4.2.1 Geometrijski model
Na sliki je predstavljen poenostavljen model geometrije monokoka. V okviru analize
se osredotočimo le na togost šasije (2. člen v enačbi 3.23), zato modeliranju podvozja
ne posvečamo posebne pozornosti. Prenos sil na strukturo simuliramo z uporabo togih
povezav (RBE2 ). V okviru analize definiramo štiri obremenitvene primere (loadsteps).
V dveh primerih blokiramo vse prostostne stopnje vozlǐsča zadnjega para koles, na
sprednji par koles pa apliciramo dvojico sil v z smeri. Smer delovanja dvojice sil moramo
definirati enkrat tako, da ti povzročata pozitiven moment, drugič pa negativnega. S
tem dobimo dva obremenitvena scenarija, ki sta si simetrična. Ko definiramo ciljno
funkcijo v obliki deformacijske energije sestavljene iz več obremenitvenih scenarijev
(weigted comp), za oba primera definiramo enak utežni faktor. Pri preostalih dveh
scenarijih uporabimo enako logiko, samo da sedaj apliciramo silo na zadnji par vozlǐsč
koles, vpnemo pa sprednji. V vsem primerih izvajamo linearno statično analizo. Ker
nas zanima samo togost strukture se na kakršnekoli pojave odpovedi kompozita, bodisi
stabilnostne, bodisi trdnostne, ne osredotočamo. Mreža MKE modela je predstavljena
na sliki 4.21.
Slika 4.21: Pomrežen model monokoka v programskem okolju Hyperworks
4.2.2 Prosta optimizacija z UD vlakni
V prvi fazi na strukturi izvedemo prosto optimizacijo, predstavljeno v poglavju 2.8.4.1
Definiramo sloje UD vlaken v 0◦, 30◦, 45◦, 60◦ in 90◦, ter sloje 10 in 20mm debelega
aluminijastega satovja. S simulacijo želimo identificirati morebitne cone na monokoku,
kjer ima dodajanje materiala največji prispevek k togosti strukture. Izberemo analysis
→ optimization → free size → STACK.
Omejitve optimizacije (2.7.1.3) definiramo v Zone Based → PLYTHK, s katero defini-
ramo minimalno in maksimalno debelino slojev. Omejitev lahko predpǐsemo glede na
posamezen sloj (BYPLY ), definiran set slojev (BYSET ) ali orientacijo (BYANG). Za
plasti aluminijastega satovja predpǐsemo konstantno debelino (CONST ). Pogostokrat
uporabljen je tudi ukaz PLYMAN, s katerim programu ukažemo da mora biti debe-
lina posameznega sloja n-kratnik vrednosti, ki jo definira uporabnik. S tem izpolnimo
zahteve po izdelovalnosti strukture. Pod optimization → responses izberemo weighted
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comp z vsemi obremenitvenimi scenariji (loadsteps), kjer simuliramo torzijsko obreme-
nitev na sprednjem podvozju in zadnjem. Tukaj kličemo tudi maso strukture responses
→ mass, kjer v nadaljevanju pod dconstraints → mass določimo zgornjo in spodnjo
mejo.
Kot ciljno funkcijo (2.7.1.2) definiramo minimiziranje deformacijske energije optimiza-
tion → objective → min → weighted comp. Skoraj identične rezultate dobimo tudi z
minimiziranjem pomikov štirih vozlǐsč kot ciljno funkcijo. Najprej pod optimization
→ responses izberemo static displamenent-DOF3. Pod optimization → obj reference
ustvarimo referenco na odziv definiran v preǰsnjem koraku, ki ga pod objective → Mi-
nMax → Dobjref definiramo kot ciljno funkcijo.
V zadnjem koraku pod Control cards → FSTOSZ (Free Size To Size) ukažemo pro-
gramu, naj pridobljene rezultate izvozi v naslednjo iteracijo optimizacijskega procesa.
4.2.2.1 Rezultati in komentar
Slika 4.22: Celotna debelina laminata
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Slika 4.23: Debeline posameznih slojev UD vlaken
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Z analiziranjem rezultatov celotne debeline laminata so takoj razvidna območja na
strukturi z najbolj izrazitim vplivom na torzijsko togost monokoka, slika 4.22. Razpo-
reditev materiala izrazito prevladuje na območju stranske cone cockpita (Side Impact
Structure), področje okoli nog voznika (Front Bulkhead support) in cona zaščite pogon-
skega sklopa (Tractive system protection). V skladu s pričakovanji program material
odvzema na področjih, kjer presek monokoka predstavlja v celoti poln oz. zaprt prerez.
Tukaj nam že klasična teorija obravnavanja torzijsko obremenjenih prerezov pokaže dej-
stvo, da imajo zaprti profili veliko večjo togost kot prekinjeni. Iz vidika analiziranja
porazdelitve debeline posameznih orientacij vlaken ne moremo z gotovostjo trditi, da
je bil optimizacijski proces povsem uspešen. Na strukturi pravzaprav ni posebno ve-
likih področji, kjer bi v laminatu izrazito prevladoval samo eden ali morda dva sloja
(slika 4.23). Po celem optimizacijskem območju dobimo laminat, ki vsebuje skoraj vse
sloje. Iz tega lahko sklepamo, da je optimizacija s tako velikim definicijskim območjem
(5 diskretnih orientacij brez pretiranih omejitev na debelino) prezahteven zalogaj tudi
za uporabljeno komercialno programsko opremo. Po drugi strani pa lahko trdimo, da
je to dejanski minimum in iz tega v fazi izdelave stremimo k izdelavi kvazi-izotropne
strukture tako iz vidika varnosti kot togosti.
Izvedemo več optimizacijskih procesov, kjer spreminjamo zgornjo mejo mase na in-
tervalu od 20 do 50 kg. Z analiziranjem izračunane togosti po enačbi 3.27, dobimo
odziv skladen z opisi iz literature [43]. Izračunane vrednosti so predstavljene na sliki
4.24.
Slika 4.24: Izračunana logaritemska odvisnost togost-masa monokoka
Na podlagi ugotovitev definiramo nov model, kjer za osnovo izberemo laminat-plan
definiran po zahtevah pravilnika.
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4.2.3 Optimizacija SES laminata
4.2.3.1 Prosta optimizacija
V tem primeru si kot cilj optimizacije zastavimo strukturo, ki bo imela izbolǰsano torzij-
sko togost, hkrati pa bo skladna z varnostnimi predpisi pravilnika. Najprej na modelu
definiramo sloje, predstavljene na sliki 4.25. Kot optimizacijsko območje izberemo
cone, kjer smo v prvem primeru določili največji prispevek laminata k togosti. Kot
omejitev optimizacije nastavimo zgornjo mejo mase strukture 30kg in pa maksimalno
debelino laminata 3mm na posamezni strani.
Slika 4.25: Celotna debelina SES laminata
Rezultati so podobni preǰsnjim, z izjemo da se tokrat zoža področje dodanega materiala.
Nastaneta dve izraziti področji odebelitve, v sprednjem delu gre za prehod iz stranske
cone cockpita (Side-Impact structure) na področje okoli nog voznika (Front Bulkhead
support). V zadnjem delu pa za prehod iz stranske cone cockpita na področje zaščite
pogonskega sklopa (Tractive system protection); slika 4.26.
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Slika 4.26: Debelina posameznih slojev stranske cone kokpita (SIS)
4.2.4 Diskretna optimizacija debeline slojev
V naslednji iteraciji optimizacijskega procesa uporabimo rezultate proste optimizacije.
V Import → From Solver Deck uvozimo datoteko s končnico .sizing.
Glavni namen te faze je implementiranje zahtev po izdelovalnosti v obliko, prido-
bljeno iz preǰsnje iteracije. V ta namen Hyperworks Optistruct vsak sloj iz proste
optimizacije razdeli na 4 pod-sloje. Ti sami po sebi nimajo pomena, ampak služijo
kot podlaga, iz katerih nato v fazi diskretne optimizacije program poskuša oblikovati
enega oz. več slojev, ki so n-kratnik debeline, specificirane s strani uporabnika preko
PLYMAN. Tovrstna logika izhaja iz dejstva, da bi bil proces proste optimizacije s hkra-
tnim upoštevanjem zahtev po izdelovalnosti prevelik numerični zalogaj.
Z ukazom FSTOSZ iz preǰsnje iteracije se v drugi fazi avtomatsko nastavi optimiza-




Slika 4.27: Dodaten ojačitveni sloj MTC 415 kot neposredni rezultat optimizacije
Na sliki 4.27 je predstavljen eden izmed dodanih ojačitvenih slojev v ne-modificirani
obliki kot rezultat optimizacije. Vrednosti debeline v legendi predstavljajo celotno de-
belino laminata. V [22] je priporočeno, da za vsak sloj uporabnik tudi sam popravi
natančno obliko porazdelitve in tako odpravi morebitne oblike, katere ni mogoče izde-
lati. Zelo uporaben je tudi parameter MINDIM v nastavitvah proste optimizacije, s
katerim reguliramo minimalno velikost cone sloja, ki ga bo program ustvaril. Parame-
ter je omejen z najmanǰsim elementom v mreži numeričnega modela.
Iz rezultatov, predstavljenih na sliki 4.27, je razvidna uspešna implementacija zah-
tev po izdelavi laminata na celotnem optimizacijskem območju. Vsi sloji MTC 415 in
VTC 275 zavzamejo vrednosti debeline 0,5mm in 0,3mm, kakor smo definirali z ukazom
PLYMAN. Sledi še zadnja faza kjer ǐsčemo optimalni vrstni red zlaganja kompozita.
Za avtomatski izvoz rezultatov diskretne optimizacije pod control cards izberemo SZ-
TOSH (Size To Shuffle).
4.2.5 Optimizacija vrstnega reda zlaganja laminata
V zadnji fazi izvedemo še proces iskanja optimuma vrstnega reda zlaganja slojev. Kot
edino omejitev ohranimo zahtevo pozicije aluminijastega satovja v sredini laminata.
Laminat je simetričen okoli slojev na vrhu tabele. V optimizacijski proces vključimo
tudi ostala področja strukture. Za razlago oznake posameznega področja se obrnemo
na sliki 3.20 in 3.21. Potek optimizacijskega procesa je predstavljen na sliki 4.28.
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Slika 4.29: Vrednost ciljne funkcije na koncu posameznih stopenj optimizacijskega
procesa
Kot je razvidno iz slike 4.29, smo z optimizacijskim postopkom občutno znižali vrednost
ciljne funkcije. V skladu s pričakovanji največji delež prispeva prva stopnja proste op-
timizacije. To je tudi glavna motivacija za izdelavo lastnega programa, kateri opravlja
identično funkcijo, saj v tej fazi dosežemo največjo dodano vrednost. V drugi fazi
skladno s pričakovanji na togosti strukture nekaj izgubimo, saj prva faza predstavlja
teoretični maksimum, katerega z obstoječimi izdelovalnimi postopki ni mogoče realizi-
rati v prakso. Diskretna optimizacija vseeno ob relativno majhnih izgubah na ciljni
funkciji oblikuje laminat, katerega je dejansko mogoče na koncu izdelati. Iz tega bi
bila implementacija tega optimizacijskega postopka v lastni program zelo smiselna. V
zadnjem delu dosežemo še nekaj male izbolǰsave, a večjih razlik pravzaprav ni mogoče
doseči. Po celotnem optimizacijskem območju imamo sendvič strukturo, kjer imajo vsi
sloji na vrhu sredice zelo visok Steinerjev prispevek v vztrajnostnem momentu ploskve
prereza laminata. Z morebitno prerazporeditvijo le teh učinek ni tako velik, saj so





Glavni rezultati in ugotovitve so:
1. Pri analiziranju lastnosti togosti uporabljenih materialov dosežemo zelo dobro
ujemanje med teoretično napovedjo modelov mikromehanike in eksperimental-
nimi preizkusi.
2. Ob upoštevanju ustreznih predpostavk lahko s ploskovnim končnim elementom
formuliranim na podlagi teorije laminacije odlično posnemamo realno obnašanje
laminata iz vidika upogibe togosti.
3. S sistematičnim analiziranjem obnašanja različnih tipov sekvenčnih algoritmov
dobimo zelo dobro sliko o obnašanju in sposobnostih le-teh.
4. Z združitvijo metode končnih elementov na podlagi teorije laminacije, analize
občutljivosti in sekvenčnih algoritmov naredimo program za optimizacijo zvezne
porazdelitve debeline laminata, ki dosega odlične rezultate v primerjavi z vodilno
programsko opremo na svetovnem merilu.
5. Uspešno smo identificirali območja na monokoku, katera imajo največji vpliv na
torzijsko togost vozila, ki igra pomembno vlogo pri voznih lastnostih dirkalnika.
V nadaljevanju bi bilo smiselno izvesti še več eksperimentalnih preizkusov uporabljenih
materialov, s katerimi bi lahko natančno popisali tudi ostale ortotropne lastnosti. Iz
vidika metode končnih elementov bi lahko v algoritem implementirali formulacijo na
podlagi lupinskih elementov, ki upoštevajo tudi membranske sile, s katero bi lahko
popisali obnašanje debelih in sendvič laminatov. Ker bi bili omenjeni elementi računsko
še bolj potratni, bi bilo še bolj smiselno, da za računanje rezultatov po MKE uporabimo






[1] E. J. Barbero: Introduction to Composite Materials Design. CRC Press, Taylor
and Francis group, 2011.
[2] D. Gay: Composite Materials Design and Applications third edition. CRC Press,
Taylor and Francis group, 2015.
[3] C. A. Eurenius, N. Danielsson, A. Khokar, E. Krane, M. Olofsson, J. Wass: Ana-
lysis of a Composite Chassis. Calmers University of Technology, Goteborg Sweeden
2013.
[4] Gurit: Guide to composites. Dostopno na: http://www.gurit.com/-/media/
Gurit/Datasheets/guide-to-composites.pdf.
[5] J. D. van Kerkhoven: Design of a Formula Student race car chassis. Technische
Universiteit Eindhoven 2008.
[6] T. Limwathanagura, C. Sithananun, T. Limchamroon, T. Singhanart: Mechanical
Properties of Kevlar 49 Fibre Reinforced Thermoplastic Composites. Polymers and
Polymer Composites 20(2012) str. 411–424.
[7] M. Herraez, A. Fernandez, C. Lopes, C. Gonzalez: Strength and toughness of
structural fibres for composite material reinforcement. Philosophical transactions
of the royal society a mathematical physical and engineering sciences 374(2016).
[8] N. K. Naik, P. S. Shember: Elastic behavior of woven fabric composites: I-Lamina
analysis. Journal of Composite Materials 26(1992) str. 2196–2225.
[9] N. K. Naik, P. S. Shember: Elastic behavior of woven fabric composites: II -
Laminate analysis. Journal of Composite Materials 26(1992) str. 2226–2246.
[10] H. P. Neils Ottosen: Introduction to finite element method. Prentice Hall, 1992.
[11] M. W. Hyer: Stress Analysis of Fiber-Reinforced Composite Materials. McGraw
Hill, 1998.
[12] C. V. S. R. Talreja: Damage and Failure of Composite Materials. Cambridge
University Press, 2012.




[14] C. G. Davilla, P. P. Camanho, C. A. Rose: Failure Criteria for FRP Laminates.
Journal of Composite Materials 39(2005) str. 323–345.
[15] ASTM D3518: Standard Test Method For In-Plane Shear Response of Polymer
Matrix Composite Materials by Tensile Test of a 45 ◦ Laminate.
[16] ASTM D2344: Standard Test Method for Short-Beam Strength of Polymer Matrix
Composite Materials and Their Laminates.
[17] J. Reddy: Theory and Analysis of Elastic Plates and Shells, Second Edition. CRC
Press, 2007.
[18] J. S. Arora: Introduction to optimum design. Elsevier, 2012.
[19] C. A. Floudas, P. M. Pardalosh: Encyclopedia of optimisation. Springer Heidle-
berg, 2009.
[20] Y. M. Xie, G. P. Steven: Evolutionary Structural optimisation. Springer, London,
1997.
[21] X. Huang, Y. M. Xie: Evolutionary Topology Optimization of Continuum Struc-
tures. John Wiley and Sons, United Kingdom, 2010.
[22] A. Engineering: Simulating Composites using OptiStruct - Concept Analysis and
Optimization of Composite Structures. 2014.
[23] M. Zhou, M. Kemp: Optimization of Composite - Recent Advances and Applica-
tion. V: 13th AIAA/ISSMO Multidisciplinary Analysis and Optimization Confe-
rence 2010, 2010, .
[24] V. G. Bharath, S. Ranjit, M. Shantharaja: Topology and Size Optimization of
Composite Ply Cargo Door. Ineternational Journal of Engineering Research and
Technology 2(2013) str. 2095–2100.
[25] A. Engineering: Composite optimization with Optistruct 11.0 on the Example of
a Formula-Student Monocoque. 2014.
[26] K. K. Choy, N.-H. Kim: Structural sensitivity analyisis and optimization 1. Sprin-
ger, 2005.
[27] A. Engineering: OptiStuct Optimization Analysis, Concept and Optimization.
2014.
[28] Q. Liu, J. Paavola: General analytical sensitivity analysis of composite laminated
plates and shells for classical and first-order shear deformation theories. Composite
structures 183(2018) str. 21–34.
[29] J. Nocedal, S. Wright: Numerical Optimization. Springer, 1999.
[30] W. Karush: Minima of Functions of Several Variables with Inequalities as Side




[31] H. Kuhn, A. Tucker: Nonlinear programming. V: Proceedings of 2nd Berkeley
Symposium. Berkeley, University of California, 1951, str. 481–492.
[32] M. J. D. Powell: A fast algorithm for nonlinearly constrained optimization cal-
culations. Numerical Analysis, Proceedings of the Biennial Conference, Dundee,
Scotland 1977.
[33] WOLFRAM: Numerical Nonlinear Global Optimization. Dosto-
pno na: http://reference.wolfram.com/language/tutorial/
ConstrainedOptimizationGlobalNumerical.html.
[34] WOLFRAM: Numerical Nonlinear Local Optimization. Dosto-
pno na: http://reference.wolfram.com/language/tutorial/
ConstrainedOptimizationGlobalNumerical.html.
[35] ASTM D2584: Standard Test Method for Ignition Loss of Cured Reinforced Resins.
[36] Predavanja pri predmetu Mehanika Polimerov in kompozitov. Center za Eksperi-
mentalno mehaniko, Fakulteta za Stojnǐstvo, Univerza v Ljubljani, .
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