he foundation of any computing system is the logic on which it is built. Indeed, the impact of computing on modern technology largely results from the success integrated circuit manufacturers have had in implementing complex circuits compactly. During the 1970s, circuit density doubled every year. However, limits in circuit reduction are now being felt, and the pace has slowed to a doubling every two years, with further slowing expected. This has inspired an interest in innovative ways to achieve still smaller circuits.
Currently, important technologies include emitter coupled logic (ECL), ntype metal oxide semiconductor (nMOS), and complementary metal oxide semiconductor. CMOS in particular predominates because of its low power dissipation, high packing density, and reliability. CMOS devices produce very little heat, making the design of compact systems possible. Power is dissipated only when logic values change; the actual storage of a logic value dissipates almost no power.
Unlike CMOS, which uses voltage to store logic values, charge-coupled device (CCD) technology uses charge. Because CCD has many fewer source-drain connections, extremely compact circuits are possible. Also unlike CMOS, multiple values are easily stored, resulting in even more compact circuits. For example, in university's lack of suitable lithography f i equipment. Nonetheless, that value is feasible for a logic 1, because noise in modern CCD circuits does not exceed 2,000
Because CCD devices electrons.
little power,
CCD has been used extensively in the we can complex ci realize -rcuits and increase their density with multiple-valued signals.
prototype four-valued CCD designs,' logic values are measured by the number of electrons. In such designs, a logic 0 corresponds to zero electrons, a logic 1 to about two million electrons, a logic 2 to about four million electrons, and a logic 3 to about six million electrons. With presently available lithography, a onemicrometer feature size is possible; CCD processing can yield devices where a logic 1 is about 70,000 electrons.2 The prototype designs achieved at the University of Twente in Holland use more than 70,000 electrons because of the implementation of analog devices such as delay lines and filters, as well as binary devices such as mass memories. Phillips has produced video memories with 318-kilobit and 835-kilobit ~apabilities.~.~ Between the two extremes-analog and binary-comes multiple-valued logic.
We have yet to achieve a natural base, 10, for decimally oriented humans. Presently, 6 -logic values are achievable4; however, there is much interest in 4-logic levels, since 4 is a power of 2 and thus more compatible with binary circuits. The current limitation on the number of logic levels is not noise, but the chip devices that produce logic values. Deviations in the number of electrons due to variations in the processing of CCD chips exceeds the number due to noise and to charge transfer loss.
The major disadvantage of CCD is speed. CCD uses clock pulses to coordinate the arrival of charge, and the interval between clock pulses must be long enough to complete the slowest operation. Thus, the slowest CCD operation determines the total circuit delay. Binary surface-CCD reportedly has achieved sys-58 ooI8-9162/88/Moo-ooss$01.00 @ 1988 IEEE tem clock frequencies of up to 40 megahertz.
In spite of the speed disadvantage, CCD is very useful. Compared to all major technologies, CCD has the lowest power/delay dissipation product for a given logic capability. Therefore, even with a larger delay, the power dissipation is so low that the product of the two parameters is smaller than for any other technology. Moreover, we can mitigate the speed disadvantage by using buried-channel CCD, in which charge flows below the surface. Binary buried-channel CCD reportedly has achieved clock frequencies of 180 megahertz.
Current work in CCD has its origins in the 1940s, when K. Schlesinger demonstrated an analog device consisting of a cascade of capacitors along which charge was passed. Two Dutch researchers, F.L.J. Sangster and K. Teer, implemented this bucket brigade device as an integrated circuit in 1969. They used MOS technology for the capacitors, with field-effect transistors serving to shepherd the charge through the device.
Most modern CCDs use a charge transfer mechanism proposed by Boyle and Smith' in 1970. Called multiphase clocking, it operates in a manner analogous to the pouring of water from one cup to another. The efficiency of this mechanism means that little charge is lost in the transfer. Modern CCD circuits, for example, lose only about one in every 10,000 electrons in each charge transfer. 6 Another improvement in CCD processing followed shortly in 1972. Up to that point, all CCD circuits had the property that the charge resided on the IC surface. It was observed that most of the time spent in the transfer of charge was in the last fraction of each charge packet. L.J.M. Esser proposed that this problem be solved by placing the charge well away from the surface. The new devices, called peristaltic C C D or P C C D , transfer charge at a level below the surface. The result is a higher speed device with an additional benefit: Because charge is away from the surface, electrons in the charge packet are less affected by surface charge recombination and, thus, fewer electrons are lost. In the 10 years since the introduction of multiple-valued CCD, there have been advances in three areas-device technology, logic design, and applications. These three areas define the scope of this tutorial.
We begin by presenting the principles on which CCD circuits are based. The use of charge to represent logic values determines the way logic is combined to form higher level functions, and we will show its effect on logic design. Then, we will show specific examples of multiple-valued CCD logic design. Figure 1 shows the hierarchy on which CCD design is based. At the bottom are basic CCD configurations, specifically configurations that are recognized units in the very-large-scale-integration layout and that have a direct effect on movement of charge in the IC. These configurations include storage wells, clocked transfer gates, and barrier gates.
At the next level are logic operations, of which there are four-addition, constant, multithreshold, and inhibit. Each can be described algebraically, and the four together form a complete set; that is, a set of operators from which all logic functions can be formed.
The set of all logic functions forms the third level of the hierarchy. The focus here is on efficient realizations of given func- tions. While problems of logic design in binary have been well studied, it is not yet clear how to design multiple-valued circuits. Consequently, this area attracts intense interest. It is interesting to note that the knowledge that the four configurations at the logic operation level are complete comes from the fact that these configurations are sufficient to realize three functions at the combinational logic function level: (1) sum, (2) minimum, and (3) literal, which form a complete set. The next two levels represent large-scale circuits. The fourth level corresponds to arithmetic units, such as adders and multipliers, and control units, such as CPU control units. The highest level corresponds to computer systems and processors. This tutorial focuses on the lowest three levels, these being most affected by IC technology. However, we consider several aspects of the higher two levels.
Fundamentals of CCD logic operations
The basic structure for storing a logic value in conventional logic circuits is a path, which in binary is either open or closed. In CCD, logic values are carried as quantities of charge, and the basic structure for storing a logic value is thepotential well. The well resembles the capacitor used in nMOS dynamic memories. However, in CCD the capacity of the well is an important parameter. Capacity is measured in logic units, which creates an upper bound on the logic value that can be stored. For example, a well with a capacity of two logic units can hold a logic 0, 1, or 2.
The transfer of charge between wells is accomplished by a clocked transfer gate.
Figure 2. CCD adder.
The time of transfer is determined by clock signals that coordinate the movement of charge around the chip. Figure 2 shows how clocked transfer gates perform addition. Potential wells appear as squares and clocked transfer gates as shaded rectangles separating potential wells. In this case, two clocked transfer gates separate potential well 3 from wells 1 and 2. At the clock pulse, the clocked transfer gates move the two charge units in wells 1 and 2 into well 3, where they are added. The process is analogous to pouring the contents of the input wells into the output well. The transfer is unidirectional, with the direction indicated by context.
Basic CCD configurations
Using wells and clocked transfer gates, we can realize higher level functions. Specifically, we discuss four from which it is possible to realize all possible functions. All have been fabricated at the University of Twente, as have all other circuits described in this article.
Addition.
Because of the fixed size of the well in which the charges are combined, this operation is actually truncated addition. That is, if the sum of the charge put into the sum well exceeds its capacity,
Potential well
The first MVL CCDs were made in a surface CCD process employing double polysilicon interconnections. The IC foundation is a substrate of p type silicon. Doped silicon-oxide layers are used to establish diffused regions in the substrate and undoped silicon oxide is used for insulation. Two layers of polysilicon form the CCD structures.
ture is the potential well, shown in the accompanying figure. It is a capacitor, one side of which is the substrate and the other an area of polysilicon on top separated by an insulating layer of silicon dioxide.
The well is a region in the substrate where the potential is modified by the voltage applied to the polysilicon. This potential determines the The most fundamental CCD strucamount of charge the well can contain. The figure shows the side view of a well (left) that can contain a logic 3. A smaller potential would create a well of capacity 2, and a still top view (right) shows the potential well as a square. The well's capacity in logic values is indicated by the number of notches in corners. For example, the three notches indicate a smaller potential a capacity of 1. The capacity of logic 3.
Storage gate, well capacity of 3 QE , containing 1 Q E Potential well.
the excess charge is lost. Thus, the output is the sum of the inputs except where that sum exceeds the sum well capacity c, in which case the output is c.
Because of its relative simplicity, addition is a widely used operation. It is a key operation in the logic design algorithms discussed later.
Multithreshold. The multithreshold circuit acts like a threshold gate producing an output only when the input exceeds some predetermined value. Figure 3 shows an example of such a circuit. Here there is a single input and three outputs. At the clock pulse, the input charge (to the left of the clocked transfer gate, represented by the vertical shaded bar) flows to wells 1,3, and 5. Separating these wells are fixed barrier gates represented by nonfilled rectangles.
Like clocked barrier gates, fixed barrier gates facilitate the transfer of charge.
Unlike clocked barrier gates, the transfer can occur any time, not just at clock pulses.
The operation of a multithreshold cir-0 0~ cuit resembles the filling of an ice cube tray. That is, charge flows first to well 1.
If this is filled to capacity, excess charge flows to well 3. If this fills to capacity, the remaining excess flows to well 5. Thus, wells 1, 3, and 5 produce a logic 1 output if the input logic value is equal to or greater than 1,2, and 3, respectively. In this way, the multithreshold circuit acts like a threshold element, producing an output depending on whether a well capacity is exceeded or not. Constant generator. Figure 4 shows how a constant logic value is produced. Well 1 is a source of charge produced at a clock pulse, as indicated by the shaded bar embedded in well 1. The fixed barrier gate 2, in effect, determines the capacity of well 3, shown here asp. At theclock pulse, well 3 is filled to capacity by the charge source 1. At the next clock pulse, this is transferred out of the constant generator.
Inhibit gate. An important part of the inhibit gate is the floating sense gate. The floating sense gate provides action-at-adistance capability in CCD. It consists of a special potential well called a sense well and an attached barrier gate. A wire at the metalization layer connects the sense well and the barrier, so the barrier can be placed away from the sense well.
When the sense well contains a nonzero logic value, the attached barrier gate is high. Conversely, an empty sense well produces a lowered barrier. Figure 5 shows the use of the floating sense gate in an inhibit gate.
The inhibit gate operates as a switch for an input charge. This charge flows out one of two outputs depending on the value of another input, the controlling input. As shown in Figure 5 , the main input charge is applied at the top. Barrier gate 3 is high if the controlling input charge in gate 7 is nonzero, so the main input charge in well 
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2 is inhibited from moving into well 4 (thus the name, inhibit gate); at the clock pulse, it moves right and out of the circuit. On the other hand, if gate 7 has no charge, then barrier gate 3 is down and charge from the top well flows through well 2 across barrier gate 3 and into well 4, where it is clocked out at the lower output.
Programmable logic arrays
The capacity of a well is easily changed, since it depends on the applied voltage. As a result, we can "program" the logic function of a CCD circuit by an appropriate choice of voltages. This is the basis of the CCD programmable logic array, or CCD-PLA.4 Figure 6 shows the basic CCD-PLA circuit. Here, input x is applied to two multithreshold circuits. In the uppermost multithreshold circuit are two wells, one of The lower multithreshold circuit behaves in the same way except for the complement circuit represented by a triangle. This circuit forms the identical function of the complement circuit shown in Figure 7 . However, its implementation in Figure 6 is much simpler. Since x is an external signal, it is encoded as a voltage. It is in the voltage-to-charge conversion that the complement is realized. In fact, the complement is realized with exactly the same circuitry as a noncomplementing voltage-to-charge converter.' The diagram to the right of the lower multithreshold circuit shows that its output function is the reverse of that of the upper multithreshold circuit.
In Figure 6 , the output is derived from the column that realizes a product term. Figure 7 shows the circuit that the column drives. That is, the column is applied to a sensitive sense amplifier that, in turn, controls the barrier of an inhibit gate consisting of a source well and a well f with programmable capacity f. Thus, when there is charge on the column, the barrier is high, blocking charge from the source COMPUTER Figure 6 . Basic CCD-PLA circuit.
well to well f. When there is no charge, the flow is not blocked and well f fills to its capacity f. At the next clock pulse, a quantity of charge, f, is transferred to the output column, where it is summed with the outputs of all other columns.
The output of the PLA column isfonly if the outputs to all basic CCD-PLA circuits of that column are 0. A basic CCD-PLA produces a 0 when both multithreshold circuits produce a 0. Because of the staircase functions produced by the multithreshold circuits, a 0 is produced only for xin the range between the lowest steps of the two staircase waveforms. The term min describes the fact that the output value is the minimum of the two input values. The output of the inhibit controlled by the sum of the basic CCD-PLA circuits will befif there is no charge in the sum and 0 if there is a nonzero charge. Thus, the CCD-PLA column produces a logic function that can be written as f"lX,bl."ZX2b2. . . . . anXn"n This is called aproduct term because of its resemblance to multiplication. The product term produces logic valuefif a, I x, 5 6, for all i, and produces 0 otherwise. The output column produces the (truncated) sum of the column outputs, and the resulting sum-of-products is the PLA output. We know that any function has at least one sum-of-products expression. Thus, any function can be realized by a CCD-PLA of the appropriate size. 
Complement circuit
A binary complement circuit is a single-input, single-output device that realizes the expression q = (r-1)-x, where x is the input, 9 is the output, and r is the radix. When r = 2, this corresponds to the binary complement operation q = X.
The accompanying figure shows a CCD realization of a four-valued complementer (r = 4). The circuit consists of two parts, a multithreshold circuit and three inhibit circuits that drive an adder that provides the circuit's output. The multithreshold circuit serves to divide four-valued variable x into three two-valued quantities. Specifically, if x is a logic 3, 4, the corresponding barrier gate is down and well 7 receives a logic 1. Thus, the output, which is the sum of the wells, is 1. Four-valued complement circuit.
Minimum/maximum circuit
Shown in the accompanying figure is a CCD circuit that realizes the maximum and minimum of two logic values x and y. The circuit, in effect, acts as a switch, placing at Max(x, y) the larger of the two values and at Min(x, y) the smaller. It employs a unique capability of CCD.
The two inputs x and y appear in 
X
The maximum/minimum circuit.
the top and bottom halves of this part of the figure. The large uniform square near the upper right-hand corner of the picture is a capacitor used to measure characteristics of the substrate. To its left and slightly lower is a transistor used to measure threshold voltages of the chip. In the lower right-hand corner is the balanced sense amplifier used in detecting charge on the column output. It is interesting that the CCD-PLA structure remains unchanged if we choose a larger or smaller radix. The only change needed is in the number of voltages for programming well capacities. In such a circuit, we choose the highest radix needed to provide sufficient separation between logic levels, since this yields the highest logical complexity per unit of chip area. That is, increasing the radix is effectively the same as making the circuit more compact.
Logic design of MVL-CCD
We can combine basic CCD gate configurations to form higher level operations. While basic CCD configurations model closely the physical behavior of the CCD circuit, it is easier to design using the higher level operations. In fact, our knowledge that the four basic CCD operations are sufficient to realize all functions comes from the fact that such operations realize a set of higher level operations that are known to realize all functions. Specifically, the four basic operations can be used to realize the Max, Min, and literal operations, a set we know will realize any logic function. We show two such synthesis techniques for multiple-valued CCD circuits; other techniques are discussed in Kerkhoff.' Unlike binary, which has a long history of logic algorithm research, we know considerably less about multiplevalued logic design.
Having defined the four basic CCD configurations and their operation, we are in a position to consider the problem of realizing logic circuits from these configurations. The problem is nontrivial because of the extreme complexity of computing systems. It follows that a design approach must be easily implemented by a computer program and must produce reasonably efficient designs.
One approach introduced by Kerkhoff' is called the cost table technique because each entry has a cost associated with it. To realize a given function, a selection is made from the table so that the selected functions combine to produce the given function at the lowest possible cost.
The cost table approach combines the advantage of custom design (efficient realizations) with a formal procedure that can be implemented by a computer program. There is also a flexibility associated with the choice of cost. While the presently used costs correlate closely with the IC chip area, other possible costs are (1) delay and (2) yield. For example, in the case of the latter cost, some CCD operations cannot be produced as reliably as others, so a smaller percentage of manufactured circuits will operate within specifications.
Because the realization of agiven function can be accomplished by an appropriate choice of functions from the cost table, one synthesis technique is exhaustive enumeration. That is, we simply enumerate all possible ways to realize a given function and then choose the one with the least cost.
While practical for one-input, oneoutput functions, exhaustive enumeration is prohibitively time-consuming for functions of two or more variables. This observation has inspired research into other approaches, such as directed search, which uses an approximation to the costs used in previous work. The approximation has the advantage that costs are extracted directly from the function, allowing a formal process in which certain realizations of the given function can be quickly eliminated as nonminimum realizations.
The logic design of binary PLAs has received considerable attention. The problem of finding a minimal solution is known to be NP-complete, which has inspired research on heuristic approaches to binary PLA minimization.
A similar emphasis on heuristic approaches to multiple-valued PLAs exists. At present, there are three similar approaches. All are two-step processes. The first step is to select a minterm-an assignment of values to the variables such that the given function is nonzero. For such an assignment, at least one column produces a nonzero value. The second step is to find a product term that covers the selected minterm. This corresponds to choosing the function realized by one column that produces a nonzero value when the selected assignment of input values is applied to the PLA. The product term is subtracted from the function and the process is repeated on the resulting function.
In the first method, used by Pomper and Armstrong,' the minterm is selected ran- domly and the product term is selected as the largest that covers it.
In the second method, used by Besslich,8 the minterm is selected as the most isolated minterm-the minterm farthest away from all other minterms. The reduction of the most isolated minterm is an attempt to find an essential product term, a term that appears in all minimal sum-ofproduct expressions. The product term chosen is one that tends to drive the largest number of minterms to 0 when the selected product term is subtracted.
The third method, used by Dueck and Miller,' selects the rninterm in a similar way to that of Besslich.8 However, the product term selected is one that tends to produce the most equal balance among nearby minterms; that is, it tends to choose product terms that when subtracted tend to produce equal logic values in nearby minterms.
All three techniques apply or can be easily modified to apply to the minimization of sum-of-products expressions, where "sum" refers to the truncated sum of the CCD sum operation. Interestingly, the truncated sum operation has been shown to be superior to the Max operation over two classes of multiple-valued logic functions." That is, on the average, fewer product terms are required for the realization of functions when the sum is used compared to when the Max is used. We know also that there are functions for which the Max operation would require significantly fewer products than the sum. 
MVL CCD-PLA design
In a binary PLA, a given function is realized as the OR of product terms, where a product term is the AND of binary variables or their complement. c . B1X1bl. a 2 x t 2 . . . . . a"Xnbn through a mechanism that depends on the presence or absence of charge deposited on the column. That is, each basic CCD-PLA circuit deposits a nonzero charge on the column if and only if x, is outside the range ai through bi. Thus, a column has no charge if and only if a// variables are within their specified range.
When no charge is on the column, the inhibit input, which is driven by the column, produces at its output a charge corresponding to a logic c. This is precisely the function There are six product terms, so a six column CCD-PLA is needed. But then, we know that the converse is also true. These techniques are a necessary part of CAD tools for the design of multiplevalued PLAs. A CAD tool for the design of CCD-PLAs already exists,'' the first known tool for multiple-valued logic design.
Applications
As one example of a CCD logic design application, consider a parallel correlator .
Such circuits are useful in sonar, radar, and communications systems where an incoming signal is compared with a known signal. If the two are highly correlated, then the incoming signal is judged to be an instance of the known signal. This process allows us to detect weak signals buried in noise. Figure 9 shows a correlator for a 3 1-bit binary signal that could, for example, be a discretized version of a radar return signal. The binary circuit input is shifted into the information shift register, while the reference signal is shifted into the reference shift register. The two streams are compared bit-by-bit by 31 exclusive-OR gates. A logic 1 at the output indicates that the two input bits are identical. By counting the number of bits at the output of these gates, a measure of the correlation is obtained. This is done by a parallel counter with 31 inputs and five outputs, where the output is a binary number representing the number of 1's on the inputs. A compact realization of the parallel counter is achieved through the use of four-valued CCD circuits. Figure 10 shows that the counter consists of four 7-bit adders (7BA) and three quaternary full adders (QFA).
Each seven-bit and quaternary full adder produces two outputs, a four-valued output representing the sum and a binary output representing the carry. The input to the quaternary full adder is a pair of fourvalued variables and a binary carry input. Each seven-bit binary adder has seven binary inputs and is a quaternary full adder in which the two four-valued inputs are replaced by six binary inputs. The circuits for the binary and quaternary full adders in CCD have the same complexity, so the circuit shown in Figure  10 uses approximately half the circuitry required by an all-binary design. Also, there is a considerable reduction in interconnections. Since most of the area of typical binary VLSI circuits is devoted to interconnections, this is significant. Another application that CCD suits admirably is in image processing. The use of multiple-valued logic is especially attractive because it eliminates the decoding operation between a gray-level image and the binary representation of that gray level.
Kerkhoff, Zijlstra, and Onneweer" showed an architecture for a multivalued image processor using pipelined CMOS and CCD. Unlike conventional designs where image reception and storage are separate, this MVL processor uses the Iightreception CCD to store the image. The heart of the processor is a multivalued pixel analyzer that determines subsequent pixel values as a function of pixels in a 3 x 3 window surrounding the pixel. For example, it is possible to shrink objects to a simple cell, allowing an automated counting technique. Also, alphanumeric characters can be skeletonized to stick-like figures applicable t o pattern-recognition programs. ecause little power is consumed in CCD, complex circuits can be B realized with very small interdevice distances. The use of multiplevalued signals further improves logic density. While six-valued CCD is possible, four-valued CCD evokes the most interest because of its compatibility with binary circuits.
The realization of four-valued CCD logic circuits is accomplished through four basic CCD configurations. These form a complete set from which any function can be realized. One promising design approach is the cost table technique. Here, a given function is realized by selecting functions from the table and combining them. Another approach is the PLA. This fixed structure CCD circuit is programmed to realize a given function by adjusting well capacities.
The major disadvantages of CCD are speed and the necessity of clock signals. Thus, CCD has application where speed is not as critical as complexity. CCD will continue to be used in image processing, an area where it is the dominant technology. Also, CCD will continue to find application in extremely compact memory circuits. Past successes include 3 18-kilobit and 856-kilobit video memories by Phillip~."~ It is expected that, as logic is merged with memory, there will be increased use of CCD in the implementation of combinational logic.
The cost of CCD processing, which was high 10 years ago compared to the cost of CMOS, is now comparable. There is considerable interest in merging the two technologies, with the prospect of finding a hybrid that takes advantage of the best of both technologies. There is also interest in using CCD in implementing neural networks, where high-speed computation is not so critical as in conventional computing. For example, a serial CCD neural net has been fabricated at the University of Southern California.
The full potential of multiple-valued CCD will require an understanding of the design process. 
