Using a simple formula for conditional expectations over continuous paths, we will evaluate conditional expectations which are types of analytic conditional Fourier-Feynman transforms and conditional convolution products of generalized cylinder functions and the functions in a Banach algebra which is the space of generalized Fourier transforms of the measures on the Borel class of 2 [0, ]. We will then investigate their relationships. Particularly, we prove that the conditional transform of the conditional convolution product can be expressed by the product of the conditional transforms of each function. Finally we will establish change of scale formulas for the conditional transforms and the conditional convolution products. In these evaluation formulas and change of scale formulas, we use multivariate normal distributions so that the conditioning function does not contain present positions of the paths.
Introduction
Let [0, ] denote an analogue of Wiener space which is the space of real-valued continuous functions on the interval [0, ] [1] . The conditional expectations which are types of analytic conditional Fourier-Feynman transforms and conditional convolution products on [0, ] are introduced by the author [2] using a conditioning function which contains present positions of the paths. According to the author's paper, he investigated the effects that drift has on the conditional Fourier-Feynman transform, the conditional convolution product, and various relationships that occur among them. In particular, he derived several change of scale formulas for the conditional transforms and the conditional convolution products, which simplify evaluating the conditional expectations, because the probability measure used on [0, ] cannot be scale-invariant [3, 4] . 
With the conditioning function +1 which contains the present position ( , ) of the path ( , ⋅), the author [5] evaluated the conditional Fourier-Feynman transforms and the conditional convolution products of the functions given by
exp { (V, ( , ⋅))} (V) , ((V 1 , ( , ⋅)) , . . . , (V , ( , ⋅))) , (3) where is a complex Borel measure of bounded variation on 2 [0, ], ∈ (R ) with 1 ≤ ≤ ∞, and {V 1 , . . . , V } is an orthonormal subset of 2 [0, ]. He then investigated relationships between the conditional FourierFeynman transforms and the conditional convolution products of the functions given by (3) . In this paper, using a simple formula for conditional expectations over continuous paths [6] , we evaluate conditional expectations of generalized cylinder functions and the functions in a Banach algebra which plays significant roles in Feynman integration theories and quantum mechanics. We then investigate their relationships. Particularly, we prove that the conditional transform of the convolution product can be expressed by the product of the conditional transforms of each function. Finally we establish change of scale formulas for the conditional expectations. In these evaluation formulas and change of scale formulas we use multivariate normal distributions so that the conditioning function does not contain the present positions of the paths. In fact, with the conditioning function which does not contain the present position ( , ) of the path ( , ⋅), we evaluate conditional expectations, that is, the conditional Fourier-Feynman transforms and the conditional convolution products of the functions given by (3) . We then show that the -analytic conditional Fourier-Feynman transform
of the conditional convolution product for the functions and which are described in (3) can be expressed by the formula
for a nonzero real , almost surely ∈ [0, ], and almost surely ⃗ , ⃗ ∈ R +1 , where ⃗ = ( ( 0 ), ( 1 ), . . . , ( )) and is the probability distribution of on the Borel class of R +1 . Compared with the results in [5, 7] , the conditioning function in this paper does not contain the present position ( , ) of ( , ⋅) and the effects of drift depend on the polygonal function of so that we can generalize the theorems in [5, 7] and the results of this paper do not depend on a particular choice of the initial distribution of the paths.
Preliminaries on an Analogue of Wiener Space
We begin this section with introducing a concrete form of an analogue of Wiener space which is our underlying space. 
+1 be the function given by
] is called an interval and let I be the set of all such intervals. For a probability measure on B(R), let
where
, coincides with the smallest -algebra generated by I and there exists a unique probability measure on [0, ] such that ( ) = ( ) for all ∈ I. This measure is called an analogue of Wiener measure associated with the probability measure [1] .
Let C and C + denote the sets of complex numbers and complex numbers with positive real parts, respectively. Let : [0, ] → C be integrable and let be a random vector on [0, ] assuming that the value space of is a normed space with the Borel -algebra. Then we have the conditional expectation [ | ] of given from a wellknown probability theory [8] . Furthermore, there exists a integrable complex-valued function on the value space of such that
where is the probability distribution of . The function is called the conditional -integral of given and it is also denoted by [ | ] .
For an extended real number with 1 < ≤ ∞, suppose that and are related by 1/ + 1/ = 1 (possibly
Then we write
Let 
and for any function on [0, ], define a polygonal function
for
For ⃗ , ⃗ ∈ R , ∈ C, and any nonsingular positive × matrix on R, let
where ⟨⋅, ⋅⟩ R denotes the dot product on R . Let be the × identity matrix on R. For a measurable function :
let ( , ) = ( −1/2 , ), and let ( ) = ( 
for a.e. ⃗ = ( 0 , 1 , . . . , ) ∈ R +1 , where
is the probability distribution of on (R +1 , B(R +1 )) and the expectation is taken over the variable . Let ( , ⃗ ) be the right-hand side of (15). If, for a.e. ∈ [0, ] and a.e. ⃗ ∈ R +1 , ( , ⃗ ) has an analytic extension * ( )( , ⃗ ) on C + , then it is called a generalized analytic conditional Fourier-Wiener transform of given with the parameter and is denoted by
Moreover if [ | ]( , ⃗ ) has a limit as approaches − through C + , then it is called a generalized 1 -analytic conditional Fourier-Feynman transform of given with the parameter and is denoted by 
Let , ( , ⃗ ) be the right-hand side of (19). If , ( , ⃗ ) has an analytic extension * ( , )( , ⃗ ) on C + , then it is called a generalized conditional convolution product of and given with the parameter and denoted by
Moreover if [( * ) | ]( , ⃗ ) has a limit as approaches − through C + , then it is called a generalized 4
Journal of Probability and Statistics conditional convolution product of and given with the parameter and denoted by
(21)
let be the subspace of 2 [0, ] generated by { 1 , . . . , , +1 }, and let ⊥ be the orthogonal complement of . Let P : 2 [0, ] → be the orthogonal projection given by
and let
The following lemmas are useful to prove the results in the next sections [5] .
where ⃗ = ( 0 , 1 , . . . , ). 
, (V , ( , ⋅))) has the multivariate normal distribution with mean vector
( ⃗ V, ) ≡ ((V 1 , ), . . . , (V , )) and covariance matrix Σ ℎ = [⟨ ℎ V , ℎ V ⟩] × . Moreover, for any Borel measurable function : R +1 → C one has ∫ [0, ] ( (0) , ( ⃗ V, ( , ⋅))) ( ) * = ∫ R ∫ R ( 0 , ⃗ ) Ψ (1, ( ⃗ V, ) , Σ ℎ , ⃗ ) ⃗ ( 0 ) ,(28)
Conditional Fourier-Wiener and FourierFeynman Transforms
Let 1 ≤ ≤ ∞, let be any fixed positive integer, and
( ) be the space of cylinder functions having the form
for a.e. ∈ [0, ], where ∈ (R ) and ( ⃗ V, ) = ((V 1 , ), . . . , (V , )). Without loss of generality we can take to be Borel measurable.
Theorem 5. Let 1 ≤ ≤ ∞ and let (∈ A ( ) ) be given by (29). Then for
for a.e. ∈ [0, ] and a.e. ⃗ ∈ R +1 , where
. . , ( )), and 
where and Ψ are given by (12) and (13), respectively. Using the same method as used in the proof of Theorem 3.2 in [7] ( , ⃗ ) = ∫
We note that if 1 ≤ < ∞, then by the change of variable theorem
and for ∈ C + we have by Schwarz's inequality
Now, by Morera's theorem with aids of Hölder's inequality and the dominated convergence theorem, we have (30) for (35), the final result follows by the change of variable theorem and Young's inequality [9] .
Corollary 6. Let 1 ≤ ≤ ∞ and let (∈ A ( ) ) be given by (29).
(1) If = 0, then one has for ∈ C + , ∈ [0, ] and
where for Λ 0 (Σ 1/2
(2) If = 1, then one has
where for ∈ R 1 ( ⃗ , , )
and for
(3) If = 0 and = 1, then one has
where Journal of Probability and Statistics
By the dominated convergence theorem and Theorem 5 we have the following theorem.
Theorem 7. Let (∈ A
(1) ) be given by (29 
where is given by (31). Furthermore Using the same method as used in the proof of Theorem 4.2 in [7] , we can prove the following theorem. 
for 1 ≤ < ∞, and for
as approaches − through C + . 
Relationships between Conditional Fourier-Feynman Transforms and Convolution Products
In this section we evaluate the conditional convolution products and investigate their relationships. Now, we have the following two theorems by (35) and Theorems 3.2 and 3.3 in [7] . 
Moreover one has [( * ) | ](⋅, ⃗ ) ∈ A (1) if either
Theorem 11. Let be a nonzero real number. Then for ∈ C + or = and a.e. ⃗ ∈ R +1 , one has the following: 
Proof. We note that [[( * ) | ](⋅, ⃗ ) | ]( , ⃗ )
is well-defined by Theorems 5 and 10. By those theorems as stated above we have for ∈ C + , a.e. ∈ [0, ], and
Let ⃗ = (1/ √ 2)( ⃗ + ⃗ ) and ⃗ = (1/ √ 2)( ⃗ − ⃗ ). Then we have by the change of variable theorem and Lemma 2
which completes the proof.
We now have the following theorem from Theorems 5, 10, 11, and 12.
Theorem 13. Let be a nonzero real number. Then one has the following:
(1) if , ∈ A (1) , then one has for a.e. ∈ [0, ] and a.e. ⃗ , ⃗ ∈ R
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(2) if ∈ A (1) and ∈ A (2) , then
(52)
Evaluation Formulas for the Functions in a Banach Algebra
Let be the function defined by
where is a complex-valued Borel measure of bounded variation over R . For a.e. ∈ [0, ], let Π be given by
By 
(55) 
For a nonzero real , ( ) [Π | ]( , ⃗ ) exists and it is given by the right-hand side of (55), where is replaced by
⃗ ) exists and it is given by
(58) 
For a nonzero real , ( ) [ | ]( , ⃗ ) is given by the righthand side of the above equality, where is replaced by
a.e. ∈ [0, ], and a.e. ⃗ ∈ R +1 , we have by Lemmas 1 and 2
By Morera's theorem and the dominated convergence theorem we have the theorem.
Theorem 19. Under the assumptions as given in Theorem 18, one has that for a.e. ⃗ , ⃗ ∈
converges to 0 and for a.e. ∈ [0, ]
Applying a similar method as used in the proof of Theorem 4.2 in [11] with minor modifications we can obtain the remainder part of the proof. 
For a nonzero real ,
is given by the above equation, where is replaced by − . Furthermore,
By Morera's theorem and the dominated convergence theorem we have the theorem. 
Proof. By Theorems 18 and 20 we have for ∈ C + , a.e. ∈ [0, ], and a.e. ⃗ , 
as approaches − through C + , which shows the existence of 
Change of Scale Formulas for the Transforms and Convolutions
In this section, we derive two types of change of scale formulas for the conditional expectations as described in the previous sections.
For a nonzero real , let { } be any sequence in C + converging to − . By simple calculations, we have the following two theorems. 
where ⃗ +1 = ( 0 , 1 , . . . , , +1 ) and 1 is given by (72). If = 1, then 
Proof. For > 0, a.e. ∈ [0, ], and a.e. ⃗ ∈ R +1 , we have by Lemma 3
By the analytic continuation, the dominated convergence theorem, and Theorem 5, we have the theorem. 
We now have the following relationships among the conditional Fourier-Feynman transform, the conditional convolution products, and the generalized Wiener integrals of the functions in S . Their proofs are similar to the proofs of the results in [12] with additional calculations. 
where ⃗ +1 = ( 0 , . . . , , +1 ) for +1 ∈ R. Moreover, ( ) (2) If = 0 and = 0, then we can obtain the results in [12] with the cylinder functions.
(3) The results of this paper are independent of a particular choice of the initial distribution .
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