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Abstract – The knowledge of distribution and local abundance of organisms is a major 1 
element of population studies. It has several implications in areas ranging from basic research 2 
in population dynamics to more applied topics such as conservation and population 3 
management. The distribution and abundance of organisms involves both physical and biotic 4 
processes that vary spatially and temporally, and additionally, are typically non-linear and 5 
dynamic. While a common type of data used to assess species occurrence is binary presence-6 
absence data, classical approaches to the development of spatial models for binary processes 7 
(i.e. "occupancy processes") present three important deficiencies.  8 
 9 
First, they do not explicitly accommodate sampling uncertainty in the form of false 10 
absences. Hierarchical modeling accounting for uncertainty in detection permits consideration 11 
of this problem, but even in that case, there are problems in accounting for sampling or in 12 
conditioning model on the presence of the species of interest in the area where the sampling 13 
protocol is conducted. Secondly, there is an lack of spatio-temporal models of occupancy, 14 
especially in the framework of hierarchical modeling. Finally, most of existing models are 15 
phenomenological models and do not explicitly consider underlying ecological mechanisms. 16 
However, it is obvious that when it is possible to use ecological mechanisms to describe and 17 
predict site occupancy, this is an advantage. 18 
 19 
In this thesis, I have developed spatio-temporal occupancy models for dynamical ecological 20 
processes in order to respond to these limitations of actual site occupancy modeling. Such 21 
models are critical for modeling the spread of important diseases by wildlife populations, the 22 
spread of invasive species, and range dynamics in the presence of a changing environment. A 23 
general hierarchical modeling framework is proposed for spatio-temporal dynamic occupancy 24 
processes in the presence of uncertain observations. In addition to incorporation of sampling 25 
uncertainty in the observations, a key component of this research is related to the incorporation 26 
of scientific knowledge in the model. One of the primary goals of my research has been to 27 
develop scientifically-meaningful and statistically rigorous models for spatio-temporal 28 
dynamic occupancy processes in the presence of uncertainty that can be used at several 29 
different geographical scales. Moreover, I wanted to propose a structure of models adaptable to 30 
several topics, correcting issues that appeared in previous general occupancy models.  31 
  32 
Simultaneously with modeling issues, three main ecological topics are addressed in this 33 
thesis. The first is related to invasive species that are commonly claimed as the second threat 34 
ii 
 
on biodiversity. In order to apply a relevant response to the potential danger associated with 1 
invasions, it is essential to understand invasion mechanisms and dynamics. Focusing on the 2 
propagation of an invasive species in USA (the Eurasian collared dove), I have developed a 3 
general hierarchical spatio-temporal dynamic occupancy framework accommodating the 4 
probabilistic automata case and generalizing it to the realistic situation in which there is 5 
uncertainty in the observations. Secondly, I have focused on nesting sites in the kittiwake. Here, 6 
I have proposed a model that explicitly encompasses hypotheses developed in the framework 7 
of habitat selection to estimate nesting site occupancy dynamics within a cliff. Evolutionary 8 
ecology provides a conceptual framework to address the relationship between individual 9 
decisions and habitat features. We estimated demographic processes of site persistence (an 10 
occupied site stays occupied), and colonization through two subprocesses: first colonization 11 
(site creation) and recolonization (a site is colonized again after being deserted). Moreover, my 12 
model incorporated local and neighboring breeding success and conspecific density in the 13 
neighborhood. Finally, I have applied the work addressing the issue of conditioning on the 14 
presence of the species in the area of interest and its implication for estimation of occupancy 15 
rate. I have estimated the evolution of the occupancy rates of several bird species in a French 16 
forest regarding of climatic changes and considering spatial heterogeneity. Our model is used 17 
to study the impact of three consecutive particularly cold winters on a selected set of bird 18 
species. I have focused on a limited range of factors that might influence the response of some 19 
bird species to climatic changes (sedentary vs migrating species ;  biogeographical origins). 20 
 21 
Conservation efforts require the ability to understand range and occupancy dynamics as a 22 
function of changes in dynamic features such as land use and climate. Such understanding will 23 
permit prediction of occupancy changes that are likely to accompany future changes and 24 
hopefully will permit informed attempts to mediate changes in occupancy that are viewed as 25 
undesirable. I have discussed in the last part of this thesis the future ways site occupancy 26 
modeling could take and that will ultimately lead to the understanding of occupancy dynamics 27 
required for conservation and management. 28 
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CHAPTER I 
INTRODUCTION 
1 
 2 
Ecology has been defined as "the scientific study of the interactions that determine the 1 
distribution and abundance of organisms" (Krebs, 1978). The knowledge of distribution and 2 
local abundance of organisms is a major element of population studies. This is the corner 3 
stone in areas ranging from basic research in population dynamics (Krebs, 1978) to more 4 
applied topics such as conservation and population management (Kendall, 2001 ; MacKenzie 5 
et al., 2005 ; Williams et al., 2002 ; Nichols, 2004). As a result of human activities (e.g. 6 
agriculture, deforestation, dam or barrage, development of highway systems), fragmentation 7 
of environment in which individuals and species live has dramatically increased (Vitousek et 8 
al., 1997). Individuals of mobile species often have to live in a set of subdivisions (or 9 
sites/patches) of their natural habitat, and therefore may have to move from patch to patch. 10 
 11 
It is widely recognized that many useful models of biological systems can be developed 12 
from binary "presence/absence" data. Such data are relatively inexpensive and easy to obtain, 13 
and may yield a maximally informative reduction of data collected under loosely organized, 14 
complex or varying protocols. Indeed such data have a long history of use in ecology, 15 
beginning with the investigation of spatial patterns of association between two species 16 
(Forbes, 1907 ; Dice, 1945), moving to the development of theory of species distribution 17 
patterns (MacArthur & Wilson, 1963, 1967 ; MacArthur, 1972), including hypotheses about 18 
community assembly rules (Diamond, 1975) and nested subset community structures 19 
(Patterson & Atmar, 1986 ; Patterson, 1987). These data can even be used to estimate species 20 
abundance (Royle & Nichols, 2003 ; Royle et al., 2005 ; Pearce & Boyce, 2006). The last two 21 
decades have seen a resurgence of interest in macroecology (Brown & Maurer, 1989 ; Brown, 22 
1995 ; Rosenzweig, 1995 ; Gaston & Blackburn, 2000 ; Bell, 2001 ; Hubbell, 2001), 23 
involving the study of distribution and abundance or organisms at large spatial and temporal 24 
scales. The fields of biogeography and landscape ecology have also recently emerged as 25 
important subdisciplines in ecology, and share many of the same goals as macroecology. 26 
Conservation-oriented studies of spatio-temporal dynamics are especially timely. For 27 
example, the modeling of species distribution dynamics will be useful in developing 28 
predictions about distributional changes expected to accompany both land use changes and 29 
active land management. Natural range expansions by a species into areas inhabited by an 30 
―inferior‖ competitor species may result in range contractions of the competitor (e.g., barred 31 
owl expansion into northern spotted owl range ; Anthony et al., 2006), possibly deserving 32 
management actions. Investigations of species range dynamics over the last several decades 33 
can provide a basis for predictions about future range changes in response to global climate 34 
 3 
change. Invasive species have become a major problem throughout the world. Investigations 1 
of the spatio-temporal dynamics of invasive species will permit predictions about future 2 
spread as well as about the likely effectiveness of management actions designed to halt such 3 
spread (e.g. Wikle, 2003 ; MacKenzie et al., 2005).  4 
 5 
In spatial statistics, spatialization of data (e.g. "presence/absence") is commonly 6 
accounted for using four types of records. (i) The spatial structure  can be reflected by surface 7 
recording: data are related to area delimited by borders:. This approach has long been used in 8 
socioeconomics (e.g. Geary, 1954). (ii) In the case of punctual records, data refer to two 9 
coordinates (x,y), and it is possible to associate surface to punctual records choosing a 10 
particular point by spatial unit. (iii) It is also possible to define the spatial structure by 11 
neighboring relationships. For example, two area units where records are available are 12 
considered as neighbors if they share a common border. (iv) Finally, the simplest case is the 13 
distance, where the spatial structure is accounted for by canonical Euclidian distance between 14 
points (Chessel & Thioulouse, 2003). In all these cases of spatialized data, the site or patch 15 
(i.e. points or areas where data are recorded) occupancy can be one of the variable of interest. 16 
As a matter of fact, the spatial pattern of plants and animals is an important characteristic of 17 
ecological communities. This is usually one of the first observations made in studying any 18 
community and is one of the most fundamental properties of any group of living organism 19 
(Connell, 1963). Considering a simple spatial structure, three basic types of patterns are 20 
recognized in communities: random, clumped and uniform (Ludwig & Reynolds, 1988). On 21 
the time scale, a patch or site is occupied or unoccupied; when an occupied patch is deserted 22 
between two units of time (e.g. years or seasons), it is an extinction event. Conversely, when 23 
a patch is occupied in successive sampling occasions, it is named persistence or ―survival‖ by 24 
analogy with survival probability of individuals in populations. An unoccupied patch that 25 
becomes occupied corresponds to an event of colonization. 26 
 27 
These processes of occupancy dynamics will occur at different time and spatial scales, 28 
whether we consider individuals, species, or even communities. When focusing on 29 
individuals, ecological systems are fundamentally systems that present a hierarchy based on 30 
spatial and time scale (cf. table 1, from Royle & Dorazio, 2008).  31 
 32 
 33 
 34 
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Table 1. Examples of ecological scales of organization. Each of these systems is 
characterized by  a specific 'size' parameter, 'N', that is often the quantity of interest in 
static systems. In dynamic systems, there are analogs of survival and recruitment 
probabilities, which are usually described by extinction and colonization parameters in 
metapopulation and community systems. (Royle & Dorazio, 2008) 
 Static system Dynamic system 
Population of individuals N = population size   = survival 
γ = recruitment 
 
Population of populations 
(metapopulation) 
N(s) = populations size 
spatially indexed 
ψ(s) = Pr(N(s)>0) 
 
1 -  = extinction 
γ = colonization 
Population of species 
(metacommunity) 
 
N = species richness  , γ 
Population of communities 
(metacommunity) 
N(s), ψi(s)  , γ 
 1 
These analogies are self-evident here and they stay true when we focus on sites. For 2 
example, depending on the spatial scale considered, we will always have a set of patches (e.g. 3 
ponds, forests, geographical regions, continents). The only change will be in the parameters 4 
of the considered ecological scale that will influence the site occupancy dynamics. At a small 5 
spatial range (e.g. breeding site choice within a colony by a seabird, migration of batrachians 6 
between ponds), it is a small ecological scale where site occupancy will result from 7 
individual behavior of habitat selection. At a larger scale, like a country or a geographical 8 
area, site occupancy may be influenced by population parameters (e.g. population size in each 9 
patch). Therefore, in these conditions, site occupancy modeling can be used to address a large 10 
range of apparently different biological topics. Relying on the same processes of colonization 11 
and persistence, , underlying ecological mechanisms change depending on the specific 12 
ecological scale. Moreover, site occupancy depends of physical and biotic processes that vary 13 
both spatially and temporally (Hanski & Gilpin, 1997) and consideration of these variations 14 
should be of prime interest when modeling site occupancy.  15 
 16 
Classical models in ecology and epidemiology – At no period in the history of ecology has 17 
the spatial structure of populations and communities been entirely ignored, but the part that 18 
space plays in determining ecological patterns and in molding processes has been viewed 19 
 5 
very differently across time (McIntosh, 1991). In the 1960s and 1970s, theoretical ecology 1 
was largely focused on issues other than spatial dynamics (May, 1976), with notable 2 
exceptions (Mac Arthur and Wilson, 1967), and field ecologists tended to follow suit (Hanski 3 
& Simberloff, 1997). Today, space is in the forefront and is introduced in various ways into 4 
all field of ecology and population biology more generally. Whether one is interested in 5 
processes occurring at the level of genes, individuals, populations, or communities, spatial 6 
structure is widely seen as a vital ingredient of more powerful theories, and good empirical 7 
work involving space is seen as a great challenge (Kareiva, 1990).  8 
In epidemiology, when studying the spatial distribution of a disease, it is recognized that 9 
there are basic models which are usually assumed to apply, at least as a starting point, in the 10 
analysis of case event or count data. A key role is played by the Poisson process, related point 11 
process models and the Poisson distribution. When fundamental assumptions of these models 12 
are not completely met, more complex models (often consisting of random effects) must be 13 
invoked. (Lawson, 2006). The development of applications of models for spatial point 14 
processes has gone through various phases. Many early developments took place in 15 
ecological applications and, in particular, forest science (Matérn, 1986). In these applications, 16 
it was often the case that relatively large realizations of points were observed (e.g. plant 17 
communities or forests), mainly in a homogeneous environment. This led to the analysis of 18 
models for events in homogeneous environments, and to special methods for "sparsely 19 
sampled" problems, which are found particularly in ecological examples (Lawson, 2006). In 20 
these early studies a number of basic models for point processes were applied. Among these 21 
models the three most important in applications were complete spatial randomness (CSR), 22 
spatial cluster processes and spatial inhibition processes. Diggle (2003), Ripley (1981) and 23 
Cressie (1993) provide reviews of this work. 24 
In the field of island biogeography, migrations rates among geographical units are 25 
modeled as functions of island size, distance to a mainland, and sizes of mainland and island 26 
population units (MacArthur & Wilson, 1967). Migration rates and sources of variation in 27 
these rates are relevant to modeling in population genetics (e.g. island versus stepping stone 28 
versus more general isolation-by distance models; Crow & Kimura, 1970). As is the case 29 
with many aspects of population-dynamic modeling, human demographers were the first to 30 
incorporate multiple locations into projection matrix models (Rogers, 1966, 1968, 1975, 1985, 31 
1995 ; Le Bras, 1971 ; Schoen, 1988). These multiregional matrix models now are being 32 
applied in animal ecology (e.g. Fahrig & Merriam, 1985 ; Lebreton & Gonzalez-Davilla, 33 
1993 ; Lebreton, 1996 ; Lebreton et al., 2000). 34 
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On the basis of population dynamics parameters such as local population density, 2 
population growth rate and dispersal distance, several mathematical formulations have been 3 
developed to characterize and model the rate of spatial advance of spreading populations. 4 
Examples include reaction–diffusion equations and their extensions (Fisher, 1937; Skellman, 5 
1951; Ortega-Cejas et al., 2004) and integrodifferential equations (Van den Bosh et al., 1990, 6 
1992; Kot, 1992; Neubert & Caswell, 2000). In the case of spatial disease modeling, there is a 7 
wide variety of models variants available in the space-time extension. For example, semi 8 
parametric models may be useful and spatial spline models are easily extended to 9 
spatiotemporal situations. Autologistic models (models in which the modeling of spatially-10 
distributed continuous variables is made via a conditioning on neighborhoods) can also 11 
become an attractive variant for binary data as demonstrated by Besag & Tantrum (2003). 12 
Modeling and inference in metapopulation models has received considerable attention 13 
over the last 10 or 15 years. Much of the work has been on devising models of extinction and 14 
colonization, assuming the occupancy state was perfectly observable. The Markovian state 15 
model (without explicit spatial dynamics) was developed by Clark & Rosenzweig (1994). 16 
Hanski (1994), Day & Possingham (1995) and others have addressed spatial dynamics. 17 
Formalization of inference procedures has been addressed by Moilanen (1999) while O'Hara 18 
et al. (2002) and Ter Braak & Etienne (2003) provided a Bayesian treatment of the inference 19 
problem for occupancy models with temporal dynamics. These papers focus on the state 20 
process model and inferences under that model assume that the state-variable can be observed 21 
perfectly. 22 
In metapopulation studies, when there is population turnover, it is necessary to resort to 23 
modeling approaches assuming many habitat patches and local populations. Among these 24 
approaches, Hanski (1994) and Hanski & Simberloff (1997) distinguished spatially implicit, 25 
spatially explicit and spatially realistic approaches. Spatially implicit approaches correspond 26 
to models in which all habitat patches and local populations are assumed to be equally 27 
connected to each other (e.g. Levins, 1970 ; Pulliam, 1988 ; Harrison & Quinn, 1989 ; Hanski 28 
& Gyllenberg, 1993). However, at some point, it is needed to incorporate specific 29 
information on the spatial locations of populations. In the scope of spatially explicit 30 
approaches, there are several modeling frameworks, such as cellular automata models 31 
(Caswell & Etter, 1993), interacting particle systems (Durrett, 1989), and coupled map lattice 32 
models (Hassell et al., 1991). Here patches as arranged as cells on a regular grid (lattice) and 33 
populations are assumed to interact only with populations in the nearby "cells". The spatially 34 
 7 
realistic approach includes in models the specific geometry of particular patch networks (e.g. 1 
number of patches in the network, location of these patches) (Hanski & Simberloff, 1997). 2 
 3 
Limits of classical models – Spatial models for binary processes (sometimes referred to as 4 
"zero/one processes" or "presences/absence processes" or "occupancy processes") have a long 5 
history in the statistics literature (e.g., for a review see Cressie, 1993). Although such 6 
approaches have recently been extended to the spatio-temporal context (e.g., Zhu et al., 2005), 7 
they have not focused on dynamic processes per se, and have not been used in the context of 8 
data with observational uncertainty. Specifically, the classical approaches to the development 9 
of such models are deficient for three reasons. First, they do not explicitly accommodate 10 
sampling uncertainty in the form of false absences. That is, observed zeros (putative absence) 11 
may arise because individuals are either absent from the site (a structural zero) or because the 12 
species was present but went undetected in the sampling (a sampling zero). Hierarchical 13 
modeling accounting for uncertainty in detection permits consideration of this problem, but 14 
even in that case, there are problems in accounting for sampling errors (Sauer et al., 1994) or 15 
in conditioning model on the presence of the species of interest in the area where the 16 
sampling protocol is conducted. Secondly, there is a critical need for spatio-temporal models 17 
of occupancy, especially in the framework of hierarchical modeling. Even if recent efforts 18 
have been made to achieve a conceptual unification of models that are dynamic and models 19 
with a spatial influence on the dynamics, (Zhu et al., 2005 ; Hooten & Wikle, 2008), there 20 
has not been a great deal of work on statistical modeling of spatio-temporal occupancy 21 
systems (Royle & Dorazio, 2008). Finally, existing models do not explicitly incorporate (i.e., 22 
in the model parameterization) an explicit linkage between data and population demographic 23 
process (e.g., recruitment, survival, migration, emigration). Most of the models are ―fitting 24 
models‖ (i.e. phenomenological) and do not explicitly consider underlying mechanisms 25 
(Bennett et al., 2001). However, it is obvious that when it is possible to use ecological 26 
mechanisms to describe and predict site occupancy, this is an advantage. 27 
 28 
Classical issues in site occupancy models 29 
Detectability – Virtually all ecological sampling processes for species occurrence data admit 30 
two possible events that can give rise to observed species absences: true absence, and 31 
presence but nondetection. However, virtually all ecological studies of species occurrence 32 
treat nondetections as true absences, leading to misleading inferences. Methods for modeling 33 
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and inference from such data in the presence of sampling and process uncertainty have only 1 
recently become a central focus of active research and development (MacKenzie et al., 2005). 2 
Nevertheless, since these methods are relatively new, they have seen little use in 3 
macroecological investigations (Royle & Dorazio, 2008). More importantly, the current 4 
status of these methods renders them inefficient for modeling spatially and temporally 5 
dynamic processes. 6 
Inferences about occupancy may be misleading when detection probability is not 7 
incorporated into the methods of data analysis. Not only will naïve approaches underestimate 8 
occupancy, but indices intended to reflect relative occupancy may also be biased (MacKenzie, 9 
2006) and the effect of any variable of interest misidentified, particularly if detection 10 
probability covaries with the factors or variables thought to affect occupancy (Gu & Swihart, 11 
2004 ; MacKenzie, 2006). Inferences about the dynamic processes that drive changes in 12 
occupancy may also be inaccurate (Moilanen, 2002 ; MacKenzie et al., 2003). Therefore, 13 
robust inference about occupancy and related dynamics can only be made by explicitly 14 
accounting for detection probability. (MacKenzie et al., 2005). 15 
 16 
One important extension of models of occurrence or occupancy in the presence of 17 
imperfect detection is to the situation in which a site's occupancy status may change through 18 
time, i.e., to the situation in which the metapopulation system is "open" to local extinction 19 
and colonization events. MacKenzie et al. (2003) provided a general characterization of open 20 
models, and described a likelihood-based framework for inference about model parameters, 21 
while Royle & Kéry (2007) provided the corresponding hierarchical formulation. An site 22 
occupancy hierarchical model is described in Dupuis & Joachim (2006). The sampling design 23 
required to fit such models is commonly referred to as the robust design. (Pollock 1982; 24 
Kendall et al. 1995), in which replicate samples are made at each site subject to closure, and 25 
sampling is repeated over time. Under these open models, the metapopulation system is 26 
assumed to be closed within, but not across primary periods. Such models are referred as 27 
dynamic occupancy models.  28 
If we consider data obtained from repeated presence/absence (more precisely 29 
detection/nondetection) surveys of i=1, 2, …, R spatial units (sites), and if we suppose that 30 
each site is surveyed k=1, 2, …, K times within each of t=1, 2, …, T primary periods and that 31 
each site is closed with respect to its occupancy status within but not across primary periods. 32 
A typical case would be surveys repeated several times both within the breeding season of a 33 
species and over several years. This situation is that for which the "robust design" (Pollock, 34 
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1982 ; Kendall et al., 1995 ; Williams et al., 2002 ) has been developed in conventional 1 
capture-recapture applications. Let zi,t denote the true occupancy status of unit i during 2 
primary period t, having possible states "occupied" (zi,t=1) or "not occupied" (zi,t=0) and yi,t 3 
the observed occupancy status. One parameter of interest is the probability of site occupancy 4 
(or the probability of occurrence) for period t, ψt=Pr(zi,t=1). Let φt be the probability that an 5 
occupied site "survives" (i.e., remains occupied) from period t to t+1, i.e., 6 
φt=Pr(zi,t+1=1|zi,t=1). In metapopulation systems, local colonization is the analog of the 7 
recruitment process. Let γt be the local colonization probability from period t to t+1, i.e. 8 
t=Pr(zi,t+1=1|zi,t=0). MacKenzie et al. (2003) consider a classical likelihood formulation of 9 
this problem in which the model does not contain the binary state-variables (zi,t), just the 10 
survival and colonization probability parameters that govern the state process, φt and γt, 11 
respectively. That is, the latent indicators of occupancy are removed from the likelihood by 12 
integration. However, there are situations in which one is interested in the occupancy state 13 
and it is therefore important to consider a formulation that accommodates the prediction of 14 
these random effects. Although not considered as such in the ecological literature, this model 15 
can be naturally formulated in a state-space representation, in which the model is expressed 16 
by two component processes: a submodel for the observations conditional on the unobserved 17 
state process, i.e., yi,t|zi,t, and, secondly, a submodel for the un- or partially observed state 18 
process involving the detection probability pi,t.  19 
Therefore, we have the state process model : 20 
 , , 1 ,| ~ ( )i t i t i tZ z Bern  with , , , 1 , 1 , 1 1 , 1 1Pr( 1| ) (1 )i t i t i t i t i t t i t tZ Z z z z               21 
and an observational process: , , ,( , . )i t i t i ty Bin K p z .  22 
Despite the fact that this model and its extensions (e.g. MacKenzie et al., 2005) are a huge 23 
improvement for occupancy modeling, some problems persist. The two main issues that we 24 
will deal with in this thesis arise from two distinct elements: an ambiguous situation in the 25 
implicit conditioning underlying this model, and a practical issue related to errors during the 26 
sampling protocol. First, in the case of a closed environment (in term of geographical 27 
delimitation), whether the probability that a species is detected in the sampled spatial units is 28 
conditioned on the presence of this species in the whole area of studied (i.e. sampled and 29 
unsampled units) is unclear. This issue is evocated in papers by Dupuis et al., and Bled et al. 30 
(b.) focusing on the relationship between climatic factors and bird community state variables. 31 
Specifically, conditioning (or not) on the presence of species of interest at the global scale (i.e. 32 
the whole area of study containing both sampled and unsampled quadrats) is important 33 
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(Dupuis & Joachim, 2006). Typically, not accounting for this issue when species are detected 1 
only in few quadrats (which is typically the case of spatially rare species) might have an 2 
important impact on occupancy estimation. In this specific context, we have worked using an 3 
informative Bayesian approach, that permitted to study how the consideration of some a 4 
priori information on a parameter (e.g. detection probability) -which is not the parameter of 5 
interest (e.g. occupancy probability)- might improve the precision of the estimation of the 6 
quantity of interest. Secondly, many errors may arise from the data gathering, due to 7 
observers' inexperience or possible misidentifications and confusion with other species for 8 
example. This specific issue is addressed in the article about the propagation of an invasive 9 
species in the U.S.A.  10 
 One consequence of detection probability lower than 1 is the presence of missing data. 11 
The treatment of missing data has been an issue in statistics for some time, and it has come 12 
even more to the fore in recent years.  As detailed for instance in McLachlan & Peel (2000) 13 
for mixture models or in Robert & Casella (1999) in a more general perspective, Markov 14 
Chain Monte Carlo (MCMC) methods have been deeply instrumental in the Bayesian 15 
exploration of increasingly complex missing data problems, as further shown by the 16 
explosion in the number of papers devoted to specific missing data models since the early 17 
1990‘s (Celeux et al., 2005). The current interest in missing data stems mostly from the 18 
problems caused in surveys and census data, but the topic is actually much broader than that. 19 
(Howell, 2008). Missing data create difficulties in scientific research because most data 20 
analysis procedures were not designed for them. Difficulties include the computation of 21 
likelihood and Bayesian estimations of quantity of interest. Missingness is usually a nuisance, 22 
not the main focus of inquiry, but handling it in a principled manner raises conceptual 23 
difficulties and computational challenges. Lacking resources or even a theoretical framework, 24 
researchers, methodologists, and software developers resort to editing the data to lend an 25 
appearance of completeness. Unfortunately, ad hoc edits may do more harm than good, 26 
producing answers that are biased, inefficient (lacking in power), and unreliable. (Scafer & 27 
Graham, 2002). The mechanisms (distribution patterns) of missing data are traditionally 28 
divided into three classes: missing completely at random (MCAR), missing at random 29 
(MAR) and missing not at random (MNAR) (Rubin, 1976). If missing data are not MCAR, 30 
then there are potential problems in analyzing data as though they were, but the precise 31 
outcome depends on the way in which they are missing, specifically whether data are MAR 32 
or MNAR (Nakagawa & Freckleton, 2008). Therefore, when dealing with missing data, one 33 
should determine in the first place what type of missing he is facing, in order to choose the 34 
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appropriate way of dealing with such problem (see for example Little & Rubin, 1987 ; 1 
Allison, 2001 ; Schafer & Graham, 2002 or Howell, 2008 for reviews of such methods). 2 
Conventional methods of handling missing data include listwise deletion, pairwise deletion, 3 
dummy-variable adjustment, imputation, or maximum likelihood (Allison, 2001). A key 4 
component of dealing with missing data in the context of maximum likelihood (and therefore 5 
in Bayesian framework), whatever the class of distribution patterns is, is the use of data 6 
augmentation. Data augmentation is a widely used algorithm particularly in Markov chain 7 
Monte Carlo (MCMC) methods. The idea refers to methods for constructing sampling 8 
algorithms via the introduction of unobserved data or latent variables (Tanner & Wong, 9 
1987 ; van Dyk & Meng, 2001) and arises naturally in missing value problems. Here, one 10 
takes advantage of the missing data structure, and this structure is used to compute a 11 
complete data likelihood where the missing data are simulated conditionally on the observed 12 
data. Such an approach is developed here in chapter IV in order to deal with missing data due 13 
to species with a detection probability inferior to 1. Examples of applications of data 14 
augmentation in a Bayesian framework include Dupuis (1995) (with the use of CMR data) 15 
and Dupuis & Schwarz (2007) where computations' difficulties for Bayesian estimation, 16 
hierarchical modeling, Gibbs sampling and the use of an informative a priori are also 17 
considered. Dupuis & Joachim (2003) have displayed the structure of missing data in data 18 
handled in the framework of site occupancy modeling, and the implementation of data 19 
augmentation in this context. 20 
 21 
Spatio-temporal dimension – The distribution and abundance of organisms involves both 22 
physical and biotic processes that vary spatially and temporally, and are typically non-linear 23 
and dynamic. Methods for modeling and inference from occupancy data in the presence of 24 
sampling and process uncertainty have only recently become a central focus of active 25 
research and development. However, the current status of these methods renders them 26 
ineffective for modeling realistic spatio-temporal dynamic processes. Moreover, when the 27 
three quantities of potential interest in population ecology and management (abundance, 28 
occupancy and species richness) are investigated with respect to their distribution over space 29 
at one point in time, inferences about dynamics processes that produce spatial patterns are 30 
always very weak, as many alternative hypotheses can be invoked to explain most ecological 31 
patterns (MacKenzie et al., 2005). 32 
 33 
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In ecological systems, concern in occupancy stems from the fundamental interest in the 1 
nature and strength of relations among and within local populations. Understanding spatial 2 
dynamics such as those driving the spread of invasive species (or diseases) is very important , 3 
as are intrinsic population demographic processes having to do with competition, recruitment, 4 
dispersal, source/sink dynamics, dynamics of species distribution and range, and other 5 
macroecological concepts. Despite this interest, attention to spatio-temporal dynamical 6 
models for occupancy has lagged behind, although there is a growing literature on spatial 7 
models for Gaussian processes in statistics (e.g., see Banerjee et al., 2004 for a recent 8 
overview) and a well-developed literature on spatial models for binary processes (e.g., see 9 
Cressie, 1993 for an overview; Hoeting et al., 2000). There have been recent efforts in 10 
ecology toward developing and using temporally dynamic models of occupancy (Barbraud et 11 
al., 2003 ; MacKenzie et al., 2003, Eraud et al., 2007 ; Hooten et al., 2007 ; Royle & Kery, 12 
2007 ; Hooten & Wikle, 2008) that accommodate both explicit concepts of population 13 
dynamics as well as observation uncertainty due to sampling. Barbraud et al. (2003) dealt 14 
with spatio-temporal dynamics by modeling the colonization parameter for one region as a 15 
function of the local extinction parameter in a neighboring region. Other than these attempts, 16 
I know of no serious work on developing models with explicit spatial or spatio-temporal 17 
dynamics. 18 
An interesting class of models is models that are motivated by viewing the movement (i.e., 19 
dispersal) of a phenomenon (e.g. invasion of an area, range shift) from the perspective of the 20 
phenomenon itself, rather than the system as a whole (i.e. directly try to model movement 21 
between each specific locations rather than a global population migration). For example, an 22 
exotic invasive species or a pathogenic species, in a new environment will often move from 23 
areas of lower quality to areas of higher quality (quality defined in terms of many possible 24 
factors, from environmental suitability to overpopulation through availability of hosts). Such 25 
models have connections to cellular automata models (e.g. Wolfram, 1984). Automata are 26 
most often defined in a deterministic dynamical system framework where the state of the 27 
"neighborhood" of an entity (in the case of an areal unit of space, called a "cell") determines 28 
the future state of the entity. Another type of automata can be formulated probabilistically, 29 
where movement of an entity to its neighborhood is defined by parametric probability 30 
distributions and the behavior of the system as a whole (i.e. the "automaton") -given the 31 
probability rule- is not unique, but can be expressed in terms of likelihood (Lee et al., 1990). 32 
A propagating automatous system defined in either manner is capable of exhibiting spatially 33 
irregular wave-like behavior commonly found in natural phenomena (Hogeweg, 1988). Using 34 
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more traditional terminology found in the spatial statistics literature, "spatially irregular" 1 
refers to spatial structure that is either anisotropic (i.e., varying directionally) or non-2 
stationary (i.e., varying locationally) or both (e.g. Cressie, 1993 ; Smith et al., 2002). This 3 
fundamental difference in the construction of models is known as the "top-down" versus 4 
"bottom-up" approach (e.g. Grimm et al., 2005). Traditionally, bottom-up approaches to 5 
studying ecosystem functioning and ecological processes have been used in simulation 6 
settings whereas top-down approaches have been taken using statistical methodology. Both 7 
have contributed much to ecology in theory and application, though they rarely intermingle.  8 
In our paper on the propagation of an invasive species in USA, we develop a general 9 
hierarchical spatio-temporal dynamic occupancy framework accommodating the probabilistic 10 
automata case and generalizing it to the realistic situation in which there is uncertainty in the 11 
observations.  12 
Another problem arises from the way occupancy is modeled at the global scale in the case 13 
of a closed environment. As a matter of fact in MacKenzie et al. (2005) the probability of 14 
presence at the global scale (the whole area studied) is completely determined by the one at 15 
the local scale (sampled quadrats in the whole area), and vice versa. Dupuis & Joachim 16 
(2006) have proposed a model which has two independent parameters, one by scale. The 17 
MacKenzie approach is suitable when the link between local and global occurrence 18 
probability seems reasonable. The model proposed by Dupuis & Joachim should be used in 19 
the absence of information about a possible link between these two quantities. We considered 20 
this distinction in the models proposed in papers by Dupuis et al. and its application to the 21 
study of the relationship between climatic changes and the occupancy rates of several species 22 
in a bird community in Bled et al. (b). 23 
 24 
Fitting models and mechanistic models – Despite the intense recent interest in macro- and 25 
landscape- ecological questions (see examples below), investigations have brought to the 26 
forefront a methodological issue that can affect inference. This issue is the focus on pattern 27 
rather than process (Mackenzie et al., 2005). The basic idea underlying such work is that 28 
current spatial patterns (e.g., of species distributions) carry information about the processes 29 
that generated them. While this idea is true to some extent, we note that it is possible to 30 
develop a large number of plausible hypotheses to explain any observed pattern (Phaedrus' 31 
Law in Pirsig, 1974 evocated in Nichols, 1991). Certainly some macroecological work has 32 
focused directly on processes (e.g., Boulinier et al., 1998 ; Doherty et al., 2003), but the vast 33 
majority of macroecological research has involved pattern. 34 
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Two general approaches to observational studies are used, and they are distinguished by 1 
the existence of a priori hypotheses. The observational studies that tend to be most useful to 2 
science are those in which conditional a priori hypotheses are specified and used to guide 3 
monitoring program design (Nichols, 2001 ; Williams et al., 2002). Here different hypotheses 4 
predict different relationships between suspected causal factors and system state variables 5 
and specific predictions then emerge as changes in the causal factors occur naturally and are 6 
observed (MacKenzie et al., 2005). The other approach involves the development of a 7 
posteriori hypotheses to explain observed system dynamics. Here data are fitted to various 8 
environmental and management variables in correlation and regression analyses in order to 9 
investigate possible relationships between population size or dynamics and these variables 10 
(MacKenzie et al., 2005). The problem with this approach is that it is unlikely to yield 11 
"reliable knowledge" (Romesburg, 1981) because there will be typically multiple a posteriori 12 
hypotheses that provide reasonable explanations for any observed time series (Nichols, 1991). 13 
This problem becomes even more prominent if we consider the case of conducting 14 
association analyses of two time series and such analyses frequently lead to inappropriate 15 
inferences (Yule, 1926 ; Barker & Sauer, 1992). 16 
From a scientific perspective, it is often of interest to make inference about the 17 
propagating nature of the process not only in the dynamics, but also in the covariance 18 
between state dynamics parameters and environmental heterogeneity or individuals 19 
behavioral choices. In the situation where a phenomenon is propagating in space over time, it 20 
is reasonable to think that certain areas of the spatial domain are more suitable than others. 21 
The ecological literature refers to this notion as "habitat suitability" or "habitat preference‖. 22 
From a dynamic modeling perspective it seems natural to think that a phenomenon will most 23 
likely progress from areas of undesirable habitat to areas of desirable habitat. Note that the 24 
term "habitat" is used very generally here, and refers to the successful propagation of the 25 
phenomenon under study. For example, if the phenomenon were a wildfire, it might "prefer" 26 
an exposed topography with steep slopes; whereas if it were a songbird, it might "prefer" 27 
forest edges.  28 
In the paper focusing on nesting sites in the kittiwake by Bled et al. (c), we have proposed 29 
a model that explicitly encompasses hypotheses developed in the framework of habitat 30 
selection to estimate nesting site occupancy dynamics within a cliff. 31 
 32 
 33 
 15 
Particular biological topics addressed in this thesis 1 
The development of hierarchical spatio-temporal dynamic occupancy models is critical 2 
and timely as it provides a formal framework for considering inference and prediction of 3 
many ecological processes that directly affect the public welfare. These include species range 4 
modifications due to land use and climate changes, the spread of invasive species, and the 5 
spread of disease through animal vectors.  6 
We have developed spatially and temporally dynamic models of occupancy that include 7 
explicit dynamic mechanisms. We have provided a general hierarchical framework that 8 
accommodates uncertainty in observations, process, and parameters. The primary goal of this 9 
research is to develop scientifically-meaningful, but statistically rigorous models for spatio-10 
temporal dynamic occupancy processes in the presence of observation, model, and parameter 11 
uncertainty that can be used at several different geographical scales.  12 
We wanted to propose a structure of models adaptable to several topics, correcting issues 13 
that appeared in previous general occupancy models. First of all, we were interested in the 14 
modeling of an invasive spread on North-American continent, the European Collared Dove, 15 
Streptopelia decaocto. We applied a model similar to the one described in this paper to the 16 
case of habitat selection within a cliff by a long-lived seabird, the kittiwake Rissa tridactyla, 17 
including hypotheses developed in the framework of habitat selection. Then, we address the 18 
issue of conditioning on the presence of the species in the area of interest and its implication 19 
for estimation of occupancy rate within sampled quadrats and over the whole area. Finally, 20 
using this model, we estimated the impact of climatic changes on the occupancy rates of 21 
several bird species in a French forest, considering spatial heterogeneity. 22 
 23 
European Collared Dove: invasion process in the USA – The diversity and integrity of 24 
natural systems, as dynamic processes subject to various forces, can experience rapid changes 25 
and are particularly vulnerable to the presence of non-native organisms (Drake et al., 1989). 26 
Exotic invasive species are often capable of out-competing native organisms for resources, 27 
utilizing broader food sources, interbreeding with and transmitting diseases to resident 28 
populations. Such invasions can be catastrophic in sensitive natural settings and will often 29 
result in extinctions, compromised genetic integrity, and direct impacts on human health and 30 
economy.  31 
Considerable efforts have gone into the development of theoretical models of invasion 32 
spread (Hastings, 1996; Shigesada & Kawasaki, 1997 ; Hastings et al., 2005). These models 33 
 16 
have considered spread as an emergent process that arises from coupling population growth 1 
with movement; any process that influences growth or movement can be expected to affect 2 
rates of spread. These models have considerably enhanced our understanding of the spread 3 
process but empirical analyses are also needed. Analysis of patterns of spread in historical 4 
records for individual species provides critical insight into the spread process (Liebhold & 5 
Tobin, 2008). Of particular importance is the question of how the habitat effects spread and 6 
whether spread has been faster in areas where habitat characteristics promote either 7 
population growth or movement. (Morin et al., 2009). 8 
Numerous examples of invasions are well documented in the literature and occur in all 9 
Biotic Kingdoms; some of the most famous on the North American continent include: Kudzu, 10 
European Gypsy Moth, Japanese Beetle, Zebra Mussel, Africanized Honey Bee, and House 11 
Finch. Many other, less familiar, exotic species are just as detrimental to native systems and 12 
are rapidly propagating across the continent.  13 
The Eurasian collared dove (Streptopelia decaocto) is one of the most successful invasive 14 
species, at least among terrestrial vertebrates (Romagosa & Labisky, 2000). This species has 15 
been introduced in North America during the early 1980's through Florida and is now 16 
detected as far away as the West Coast. (Dunn & Alderfer, 2006 ; Hooten & Wikle, 2008). A 17 
large dataset is available through data provided by the Breeding Bird Survey (B.B.S.). 18 
Moreover, we estimate spread direction, incorporate density dependant dynamics, 19 
detectability, and observer errors these data are subject to (Sauer et al., 1994). In this work, 20 
we also consider the possibility of two distinct colonization processes through first and 21 
recolonization events. 22 
The models we have developed is especially suited for modeling such spatio-temporal 23 
processes using binary data and spatially indexed covariates because of the direct manner in 24 
which we account for biological features of the invasion, such as persistence and long 25 
distance dispersal. Such a model could be used to identify important factors in the spread of 26 
epidemics (e.g., river corridors, shorelines, and population centers) and ultimately utilized in 27 
policy making and management decisions. Specific motivating examples are discussed below.  28 
 29 
Nesting site selection by the kittiwake – Using data gathered in the framework of a survey 30 
led by Jean-Yves Monnat since 1979 (continuing at present), in six colonies of black-legged 31 
kittiwakes (Rissa tridactyla) located in Cap Sizun (France), we modeled nesting site use 32 
probability within a seabird subcolony (the kittiwake Rissa tridactyla). We integrated 33 
 17 
hypotheses about habitat selection that predict how individuals select breeding habitat based 1 
on expected fitness in different habitat, and on local conditions of density and breeding 2 
success. We estimated demographic processes of site and colonization (once again through 3 
two subprocesses: first colonization and recolonization). Our model incorporated local and 4 
neighboring breeding success and conspecific density in the neighborhood: we addressed 5 
hypotheses about the influence of these factors on occupancy parameters.  6 
 7 
Occupancy rates variations under climatic changes – As consequences of global warming, 8 
species are submitted to an augmentation of mean temperature and to the increased frequency 9 
of extreme temperatures. Species that are affected by these climatic variations might undergo 10 
modification in range and/or abundance. Using the improvement of estimates of occupancy 11 
rates provided by the work introduced in Dupuis et al., we estimated modifications of 12 
occupancy rates in comparison with climatic changes of bird community. We have especially 13 
focused on how these variations are related to species preferential environmental conditions 14 
(i.e. inner forest vs edge), to differences between sedentary and migrating species, 15 
biogeographical origins of the different species. We have used data gathered by Jean Joachim 16 
in a South French forest after three particularly cold winters between 1985 and 1987.  17 
 18 
The range or extent of occurrence of a species can be viewed as the primary element of 19 
the distributional component of ecology (Brown et al., 1996) and has been termed .the basic 20 
unit of biogeography. (MacArthur, 1972). Conservation efforts require the ability to 21 
understand range and occupancy dynamics as a function of changes in dynamic features such 22 
as land use and climate. Such understanding will permit prediction of occupancy changes that 23 
are likely to accompany future changes and hopefully will permit informed attempts to 24 
mediate changes in occupancy that are viewed as undesirable. For example, spatial 25 
epidemiology is yet another area of investigation that can benefit from the methods 26 
introduced in this work, as failure to detect a disease or a parasite in an area of interest does 27 
not necessarily mean absence. In particular, we believe that the methods we develop will be 28 
useful for modeling the spread of important diseases in migratory bird populations (e.g., 29 
avian influenza and west nile virus, Marra et al. 2004 ) as well as in more sedentary wildlife 30 
populations (e.g., chronic wasting disease, Farnsworth et al., 2006).  31 
32 
 18 
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Abstract – Invasive species are regularly claimed as the second threat on biodiversity. To 1 
apply a relevant response to the potential consequences associated with invasions (e.g. 2 
emphasize management efforts to prevent new colonization or to eradicate the species in 3 
places where it has already settled), it is essential to understand invasion mechanisms and 4 
dynamics. Quantifying and understanding what influences rates of spatial spread is a key 5 
research area for invasion theory.  6 
In this paper, we develop a model to account for occupancy dynamics of an invasive 7 
species. Our model extends existing ones to accommodate several elements of invasive 8 
processes; we chose  the framework of hierarchical modeling to assess site occupancy status 9 
during an invasion.  10 
First, we explicitly accounted for spatial structure and how distance among sites and 11 
relative position to one another affect the invasion spread. We especially accounted for the 12 
case of directional propagation and provide a way of estimating the direction of this possible 13 
spread. Secondly, we considered the influence of local density on site occupancy. Thirdly, we 14 
decided to split the colonization process into two subprocesses, first colonization and 15 
recolonization, which may be ground-breaking since these subprocesses may exhibit different 16 
relationships with environmental variations (such as density variation) or colonization history 17 
(e.g. first colonization might facilitate further colonization events). Finally, our model 18 
incorporates imperfection in detection, which might be a source of a substantial bias in 19 
population parameters estimation.  20 
We focused on the case of the Eurasian collared dove (Streptopelia decaocto) using data 21 
from the B.B.S. The  Eurasian collared dove  is one of the most successful invasive species, 22 
at least among terrestrial vertebrates, and its invasion of the U.S.A. since its introduction in 23 
the early 1980's. Our model provided estimation of the spread direction consistent with 24 
empirical observations. Site persistence probability exhibits a quadratic response to density. 25 
We also succeeded at detecting differences in the relationship between first colonization and 26 
recolonization probabilities and density. We also provide a map of future possibly colonized 27 
sites as an example of possible practical application of our work through. 28 
Keywords: Hierarchical modeling, invasive species, detectability, first and re-29 
colonization, site occupancy 30 
 30 
1 
 31 
Résumé – Les espèces invasives sont souvent présentées comme étant la seconde menace 1 
pour la biodiversité. En vue d'appliquer une réponse pertinente aux dangers potentiels 2 
associés aux invasions (e.g. accentuer les efforts de gestion sur le fait d'éviter de nouvelles 3 
colonisations ou sur l'éradication de l'espèce dans les endroits où elle est déjà présente), il est 4 
essentiel de comprendre les mécanismes d'une invasion et sa dynamique. La quantification et 5 
la compréhension de ce qui influence les taux de diffusion spatiale constituent un domaine clé 6 
de recherche pour la théorie d'invasion. 7 
 Dans ce papier, nous présentons un modèle qui décrit la dynamique d'occupation d'une 8 
espèce invasive. Notre modèle prolonge les modèles existants pour intégrer plusieurs 9 
éléments des processus d'invasion en utilisant ce qui a été développé dans le domaine de la 10 
modélisation hiérarchique pour modéliser l'occupation des sites au cours d'une invasion. 11 
Dans un premier temps, nous prenons explicitement en compte la structure spatiale et 12 
incluons dans notre modèle la manière dont la distance entre les sites et leur position relative 13 
les uns par rapport aux autres affecte le processus d'invasion. Nous considérons plus 14 
spécialement le cas d'une diffusion directionnelle et fournissons une manière d'estimer une  15 
direction préférentielle de cette propagation. Puis, nous considérons l'influence de la densité 16 
locale sur l'occupation des sites. Troisièmement, nous séparons le processus de colonisation 17 
en deux sous-processus de première et recolonisation, ce qui pourrait être une avancée 18 
révolutionnaire puisque ces sous-processus pourraient réagir différemment aux variations 19 
environnementales (comme des changements de densité) ou à l'histoire de colonisation (e.g. 20 
une première colonisation pourrait faciliter de nouvelles colonisations). Enfin, nous 21 
incorporons dans notre modèle les problèmes de détectabilité, qui peut être une source de 22 
biais important dans l'estimation des paramètres de la population. 23 
Nous nous sommes focalisés sur le cas de la tourterelle turque (Streptopelia decaocto) qui 24 
est une des espèces invasives les plus efficaces, au moins en ce qui concerne les vertébrés 25 
terrestres. Nous nous sommes intéressés à son invasion du territoire américain depuis son 26 
introduction au début des années 1980, en utilisant les données du B.B.S. Notre modèle nous 27 
a donné une estimation de la direction de propagation cohérente aux observations empiriques. 28 
La probabilité de persistance des sites montre une réponse quadratique à la densité. Nous 29 
sommes également parvenus à détecter une différence de réponse des probabilités de 30 
première colonisation et de recolonisation aux changements de densité. Nous fournissons 31 
également un exemple d'application pratique de notre travail au travers d'une carte indiquant 32 
les futurs sites ayant un fort risque d'être colonisés. 33 
Mots-clés: Modélisation hiérarchique, espèces invasives, détectabilité, première et re-34 
colonisation, occupation des sites. 35 
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Abstract 1 
Hypotheses about habitat selection developed in the evolutionary ecology framework assume 2 
that individuals, under some conditions, select breeding habitat based on expected fitness in 3 
different habitat. The relationship between habitat quality and fitness may be reflected by 4 
breeding success of individuals, which may in turn be used to assess habitat quality. Habitat 5 
quality may also be assessed via local density: if high-quality sites are preferentially used, 6 
high density may reflect high-quality habitat.  7 
Here we assessed whether site occupancy dynamics vary with site surrogates for habitat 8 
quality. We modeled nest site use probability in a seabird subcolony (the kittiwake Rissa 9 
tridactyla), over a 20 year period. We estimated site persistence (an occupied site remains 10 
occupied from time t to t+1), and colonization through two subprocesses: first colonization 11 
(site creation at the time scale of the study) and recolonization (a site is colonized again after 12 
being deserted). Our model explicitly incorporated site-specific and neighboring breeding 13 
success and conspecific density in the neighborhood. Our results provided evidence that 14 
reproductively ―successful‖ sites have a higher persistence probability than ―unsuccessful‖ 15 
ones. Analyses of site fidelity in marked birds and of survival probability showed that high 16 
site persistence predominantly reflects site fidelity, not immediate colonization by new 17 
owners after emigration or death of previous owners. There is a negative quadratic 18 
relationship between local density and persistence probability. First colonization probability 19 
decreases with density, whereas recolonization probability is constant. This highlights the 20 
importance of distinguishing initial and recolonization to understand site occupancy. All 21 
dynamics varied positively with neighboring breeding success. We found evidence of a 22 
positive interaction between site-specific and neighboring breeding success.  23 
We addressed local population dynamics using a site occupancy approach integrating 24 
hypotheses developed in behavioral ecology to account for individual decisions. This allows 25 
development of models of population and metapopulation dynamics that explicitly 26 
incorporate ecological and evolutionary processes. 27 
Keywords: Rissa tridactyla, habitat selection, first and re-colonization probability, site 28 
occupancy, density, breeding success 29 
 34 
1 
 35 
Résumé –Les hypothèses sur la sélection de l'habitat supposent que les individus 1 
sélectionnent leur habitat de reproduction d'après la fitness attendue dans différents habitats 2 
sous certaines conditions. En plus de l'évaluation directe de la qualité de l'habitat au travers 3 
de critères physiques ou biotiques,, la relation entre la qualité de l'habitat et la fitness peut 4 
être partiellement reflétée par le résultat de la reproduction des individus, qui en retour peut 5 
être utilisé pour évaluer la qualité de l'habitat. Cette qualité peut également être évaluée au 6 
travers de la densité locale : si les sites de bonne qualité sont utilisés préférentiellement, une 7 
densité élevée pourrait réfléchir un habitat de bonne qualité.   8 
Ici, nous avons évalué si la dynamique d'occupation des sites variait avec ces substituts de 9 
la qualité de l'habitat. Nous avons modélisé la probabilité d'utilisation des sites de nidification 10 
au sein d'une sous-colonie d'un oiseau marin longévif (la mouette tridactyle Rissa tridactyla) 11 
sur une période de 20 ans. Nous avons estimé la persistance (un site occupé reste occupé) et 12 
la colonisation des sites. La colonisation a été séparé en deux sous-processus: la première 13 
colonisation (création de site de nidification dans la base de données) et la recolonisation 14 
(réutilisation d'un site après un abandon). Notre modèle incorpore explicitement les succès de 15 
reproduction locaux et du voisinage, ainsi que la densité des congénères.  16 
Nos résultats démontrent que les sites en succès ont une probabilité de persistance plus 17 
élevée que ceux en échec. Des analyses de la fidélité au site d'oiseaux marqués et des 18 
probabilité de survie ont montré qu'une persistance élevé reflète principalement la fidélité au 19 
site, et non une colonisation immédiate par de nouveaux propriétaires après une émigration 20 
ou mort des précédents propriétaires. Il y a une relation quadratique négative entre la densité 21 
locale et la probabilité de persistance. La probabilité de première colonisation diminue avec 22 
la densité, alors que ce n'est pas le cas de la probabilité de recolonisation. Ceci souligne 23 
l'importance de distinguer première et recolonisation si on souhaite comprendre l'occupation 24 
des sites. Tous les paramètres dynamiques varient positivement avec le succès de 25 
reproduction du voisinage. Nous avons montré l'existence d'une interaction entre succès de 26 
reproduction local et du voisinage.  27 
 28 
Mots-clés: Rissa tridactyla, sélection de l'habitat, probabilité de première et de re-29 
colonisation, occupation des sites, densité, succès reproducteur. 30 
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Estimating the occupancy rate of spatially rare or hard to detect 1 
species: a conditional approach 2 
 3 
Estimation des taux d'occupation d'espèces spatialement rares ou 4 
difficilement détectables: une approche conditionnelle 5 
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Summary – We consider the problem of estimating the occupancy rate of a target species in 1 
a region divided in spatial units (called quadrats); this quantity being defined as the 2 
proportion of quadrats occupied by this species. We mainly focus on spatially rare or hard to 3 
detect species which are typically detected in few quadrats, and for which estimating the 4 
occupancy rate (with an acceptable precision) is problematical. We develop a conditional 5 
approach for estimating the quantity of interest. The conditioning, which bears on the 6 
presence of the target species in the region of study, makes identifiable the occurrence and 7 
detectability parameters, regardless of the number visits made in the sampled quadrats. 8 
Compared with an unconditional approach, it proves to be complementary, in that this allows 9 
us to deal with biological questions which cannot be addressed by the former. Two bayesian 10 
analyses of the data are performed: one is non informative, and the other takes advantage of 11 
the fact that some prior information on detectability is available. It emerges that taking such a 12 
prior into account significantly improves the precision of the estimate when the target species 13 
has been detected in few quadrats and is known to be easily detectable.  14 
 15 
 16 
Key words: Bayesian estimation; Identifiability; Missing data; Occupancy rate; Quadrat 17 
sampling; Spatially rare species. 18 
19 
 38 
Résumé – Nous nous intéressons à l'estimation des taux d'occupation d'une espèce d'intérêt 1 
dans une région divisée en sous-unités spatiales, appelées quadrats; cette quantité étant 2 
définie comme la proportion de quadrats occupés par cette espèce. Nous nous intéressons 3 
particulièrement aux espèces spatialement rares ou difficilement détectables, et qui sont 4 
typiquement détectées dans un faible nombre de quadrats, et pour lesquelles l'estimation du 5 
taux d'occupation (avec une précision acceptable) est problématique.  6 
Nous avons développé une approche conditionnelle pour l'estimation de la quantité 7 
d'intérêt. Le conditionnement, qui porte sur la présence de l'espèce d'intérêt dans la région 8 
d'étude, rend identifiables les paramètres d'occurrence et de détectabilité, indépendamment du 9 
nombre de visites faites au sein des quadrat échantillonnés. Comparé à une approche non 10 
conditionnelle, notre approche est complémentaire, elle permet de traiter des questions 11 
biologiques qui ne peuvent être étudiées autrement. 12 
 Deux analyses bayésiennes des données sont effectuées : la première non informative, et 13 
l'autre tire avantage de la disponibilité d'une information a priori sur la détectabilité. Prendre 14 
en compte cette information a priori améliore significativement la précision des estimations 15 
lorsque l'espèce d'intérêt n'a été détectée que dans quelques quadrats et est facilement 16 
détectable. 17 
 18 
 19 
Mots-clés: Estimation bayésienne ; Identifiabilité ; Données manquantes ; Taux 20 
d'occupation ; Échantillonnage par quadrat ; Espèces spatialement rares. 21 
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Abstract – Species that are affected by climatic variations can undergo modification in 1 
range and/or abundance. Knowing how individuals or species occupy their habitat is essential 2 
to understand how species use their environment, and detecting variations that might affect 3 
this use can be determinant in species management. 4 
Hierarchical modeling is regularly used to assess for occupancy rate (i.e. proportion of 5 
patches occupied in a region), particularly when it is required to consider detectability-related 6 
issues.  The present study is the first application of the conditional model presented in Dupuis 7 
et al. (2010), which is applied in the case of a heterogeneous area that might be divided into 8 
homogeneous sub-areas. Their approach is used to study the impact of three consecutive 9 
particularly cold winters on a selected set of bird species in a forest of southern France in the 10 
context of available prior information on birds detectability.  11 
We examined a limited range of factors that might influence the response of some bird 12 
species to climatic. We considered the case of sedentary, partially migrating and migrating 13 
species. We also assessed if the biogeographical origins of the different species affect their 14 
occupancy rates. Globally, changes in occupancy rates between 1985 and 1987 indicates for 15 
the first time a continentalization of the regional forest fauna, reflected by the expansion of 16 
Palearctic and Turkestano-european faunistic type species, with depletion or extinction of 17 
European, Turkestano-mediterranean and Mediterranean sedentary species.  We have also 18 
shown the importance of prior information. 19 
 20 
 21 
Keywords: Climatic changes, detectability, hierarchical modeling, occupancy rate, prior 22 
information. 23 
 24 
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Résumé – Les espèces touchées par des variations climatiques peuvent subir des 1 
modifications de leur répartition géographique et/ou de leur abondance. Savoir comment les 2 
espèces occupent leur habitat est essentiel pour comprendre comment celles-ci utilisent leur 3 
environnement., et détecter les variations qui peuvent affecter cette utilisation peut être 4 
déterminant dans la gestion des espèces.  5 
La modélisation hiérarchique est souvent utilisée pour estimer le taux d'occupation (i.e. la 6 
proportion de patchs occupés dans une région), particulièrement lorsqu'on doit considérer des 7 
problèmes liés à la détectabilité. Notre étude est la première application du modèle 8 
conditionnel présenté par Dupuis et al. (2010) qui est utilisé dans le cas d'une zone 9 
hétérogène qui peut être divisée en sous-ensembles homogènes. Ce modèle est utilisé pour 10 
étudier l'impact de 3 hivers consécutifs particulièrement rigoureux sur un ensemble d'espèces 11 
d'oiseaux dans une forêt du Sud de la France, dans le cas où une information a priori sur la 12 
détectabilité des espèces est disponible. 13 
Nous nous focalisons sur un ensemble de facteurs qui pourraient influencer la réponse de 14 
certaines espèces au climat. Nous examinons le cas des espèces sédentaires, migratrices 15 
partielles et migratrices. Nous regardons également si les origines biogéographiques des 16 
différentes espèces peuvent affecter les variations des taux d‘occupation. Globalement, 17 
l'évolution des taux d'occupations entre 1985 et 1987 indique pour la première fois une 18 
continentalisation de la faune forestière régionale, reflété par l'expansion des espèces de type 19 
faunistique paléarctique et turkestano-européen, avec une déplétion ou une extinction des 20 
espèces sédentaires de type européen, turkestano-méditrranéen et méditerranéen. Nous avons 21 
également pu mettre en évidence l‘importance de l‘information a priori. 22 
 23 
Mots-clés: Changements climatiques, détectabilité, modélisation hiérarchique, taux 24 
d‘occupation, information a priori. 25 
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Abstract 1 
Invasive species are regularly claimed as the second threat on biodiversity. To apply a 2 
relevant response to the potential consequences associated with invasions (e.g. emphasize 3 
management efforts to prevent new colonization or to eradicate the species in places where it 4 
has already settled), it is essential to understand invasion mechanisms and dynamics. 5 
Quantifying and understanding what influences rates of spatial spread is a key research area 6 
for invasion theory.  7 
In this paper, we develop a model to account for occupancy dynamics of an invasive 8 
species. Our model extends existing ones to accommodate several elements of invasive 9 
processes; we chose  the framework of hierarchical modeling to assess site occupancy status 10 
during an invasion.  11 
First, we explicitly accounted for spatial structure and how distance among sites and 12 
relative position to one another affect the invasion spread. We especially accounted for the 13 
case of directional propagation and provide a way of estimating the direction of this possible 14 
spread. Secondly, we considered the influence of local density on site occupancy. Thirdly, we 15 
decided to split the colonization process into two subprocesses, first colonization and 16 
recolonization, which may be ground-breaking since these subprocesses may exhibit different 17 
relationships with environmental variations (such as density variation) or colonization history 18 
(e.g. first colonization might facilitate further colonization events). Finally, our model 19 
incorporates imperfection in detection, which might be a source of a substantial bias in 20 
population parameters estimation.  21 
We focused on the case of the Eurasian collared dove (Streptopelia decaocto) using data 22 
from the B.B.S. The  Eurasian collared dove  is one of the most successful invasive species, 23 
at least among terrestrial vertebrates, and its invasion of the U.S.A. since its introduction in 24 
the early 1980's. Our model provided estimation of the spread direction consistent with 25 
empirical observations. Site persistence probability exhibits a quadratic response to density. 26 
We also succeeded at detecting differences in the relationship between first colonization and 27 
recolonization probabilities and density. We also provide a map of future possibly colonized 28 
sites as an example of possible practical application of our work through. 29 
 46 
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INTRODUCTION 1 
Regularly claimed as the second threat on biodiversity and threatened species after habitat 2 
destruction (Glowka et al., 1994 in Williamson, 1999 ; Wilcove et al., 1998), invasive species 3 
are defined as species not naturally present in a geographic area that have been introduced by 4 
man, and that succeeded in establishing and colonizing this area. Even if only a small fraction 5 
of transported species become established and of these generally only about 1% become pests 6 
(Williamson, 1996), events of invasions are not uncommon. Invasive species are present in a 7 
wide range of taxa, from microorganisms to vertebrates, plants and invertebrates
*
. Over the 8 
last 500 years, invasive species have been estimated to have come to dominate 3% of the 9 
Earth's ice-free surface (Mack, 1985 in Mooney & Cleland, 2001). Moreover, just in Europe, 10 
10670 species (fauna and flora) have been considered as "invasive exotic species" in the 11 
framework of the UE Daisie program. 12 
While invasive species are generally presented as a strong threat to indigenous species, 13 
lots of studies on this subject are just correlative. They cannot conclusively determine if 14 
invasive species are responsible for the loss of biodiversity or just a result of what has caused 15 
this loss (e.g. habitat alteration) (Gurevitch & Padilla, 2004). Invasive exotic species are 16 
causing changes in many ecological systems worldwide, and there are altering many 17 
communities and ecosystems (Gurevitch & Padilla, 2004). However, since these species are 18 
not the only element affecting biodiversity and usually co-occur with other threats, it is 19 
essential to understand invasion mechanisms and dynamics in a wider context of global 20 
change to develop a relevant response to the potential consequences associated with invasions, 21 
e.g. emphasize management efforts to prevent new colonization (i.e. try to contain the 22 
invasion) or to eradicate the species in places where it has already settled. Quantifying and 23 
understanding what influences rates of spatial spread constitute a key research area for 24 
                                                 
*
 For an invasive species database, see the ISSG website - www.issg.org/database 
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invasion theory (e.g. Skellam, 1951 ; Okubo, 1980 ; Andow et al., 1990; Kot et al., 1996 ; 1 
Neubert & Caswell, 2000 ; Wikle, 2003). Invasive spread may exhibit important features 2 
such as the presence of a preferential direction for the spread (see Hastings et al., 2005 ; 3 
Wikle, 2003 ; Morin et al., 2009), and depend on of the distance among  ―suitable‖ locations. 4 
Determining these characteristics is essential to take relevant management decisions.  5 
 6 
The Eurasian collared dove (Streptopelia decaocto) is one of the most successful invasive 7 
birds in North America  (Romagosa & Labisky, 2000). This species has been introduced in 8 
North America during the early 1980's through Florida. It has been hypothesized that 9 
invasion started from Bahamas in the late 1970's, where Eurasian collared-doves escaped 10 
from captivity, and after establishing a wild population, reached Florida (Smith, 1987). This 11 
species has high colonization capacities. It has invaded Europe in less than 30 years. In fact, 12 
in the case of the U.S.A., it took less than 25 years to the European collared dove population 13 
to reach the West coast (Dunn & Alderfer, 2006 ; Hooten & Wikle, 2008). Even if this 14 
species has not been proven to be a direct threat to other dove species or ecosystems, it is still 15 
logically considered as a potential threat since it is an invasive species (Hengeveld, 1993), 16 
and therefore might compete with other dove species such as mourning doves (Zenaida 17 
macroura), white-winged doves (Zenaida asiatica) or common ground-doves (Columbina 18 
passerine) (Romagosa & McEneaney, 2000 ; Romagosa, 2002), or be a disease vector 19 
(Romagosa & Labisky, 2000).  20 
 21 
Hierarchical modeling has been widely developed and used to estimate site occupancy 22 
(Royle & Kéry, 2007). In this framework, hierarchical models are typically based on three 23 
components. The first component corresponds to the data, which are the observed quantity. 24 
This component is defined conditional on a second component, the state variable (e.g. true 25 
 49 
occupancy status); the relationship between these components is accounted for by parameters 1 
(e.g. detection probability). A typical recent hierarchical model in population ecology would 2 
be constituted by an ecological process underlying occupancy (e.g. balance between 3 
extinction and colonization) and a level corresponding to the observation process (which 4 
depends on detectability; Royle & Dorazio, 2008). Since non-detection is not equal to 5 
absence, this class of models (i.e. including an observation process) is essential when dealing 6 
with detection/non-detection data (usually improperly named presence/absence data). Indeed, 7 
not accounting for detection issues may lead to substantial bias in population parameters 8 
estimation (MacKenzie et al., 2002). This type of data is typically the one available for 9 
invasive species, where detectability might be an issue, especially during the beginning of the 10 
colonization.  Hierarchical models are powerful and flexible and are used to work on a lot of 11 
different topics, with many applications to public health and ecology (e.g. Banerjee, 2003 ; 12 
Waller & Gotway, 2004 ; Clark, 2007 ; Lawson, 2006 ; Gelman & Hill, 2007 ; Lawson et al., 13 
2008 ; Ntzoufras, 2009) but to our knowledge, they have not been consistently used to assess 14 
invasive species dynamics. Importantly, detectability issues (MacKenzie et al., 2006) have 15 
seldom been taken into account when addressing hypotheses about vertebrate species 16 
distribution or the invasive dynamics of vertebrate species (e.g. Ibarra et al., 2005 ; Ficetola 17 
et al., 2007 ; Leprieur et al., 2008). This might be an extremely important issue since 18 
ignoring it may lead to underestimation of the actual colonized area and provide erroneous 19 
information about the key locations requiring a special regulation effort (e.g. location where 20 
invasion is starting and where settlement has not happened yet). 21 
Hierarchical modeling provides convenient means of incorporating biological hypotheses 22 
of population dynamics in an explicit way. It is straightforward to express population 23 
dynamics parameters (colonization and persistence probabilities) as functions of variables 24 
such as density or reproductive success with a hierarchical approach. Nowadays, many 25 
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studies use phenomenological models (i.e. models accounting for spatio-temporal patterns of 1 
species detection without incorporating specific hypotheses about ecological processes 2 
governing species distribution) and emphasize simple descriptions or patterns in data. Such 3 
models may lead to satisfactory descriptions of data but are not necessarily easy to interpret 4 
biologically. Fewer studies have focused on the development of mechanistic approaches 5 
(Bennetts et al., 2001), i.e., models accounting for species presence and detection, with 6 
presence expressed according to explicit ecological and biological hypotheses about the 7 
dynamics of species distribution. Recent improvements have been made to develop 8 
hierarchical models accounting for uncertainty that encompass both spatial and time 9 
dimensions (Royle & Kéry, 2007 ; Hooten et al., 2007; Hooten & Wikle, 2008), and directly 10 
include scientific insight in model processes (e.g. reaction-diffusion motivation) (Wikle, 11 
2003).  12 
 13 
 In this paper, we develop a new model based on the one described by Royle & Kéry 14 
(2007). In the framework of a Bayesian approach, we extend this model to account more 15 
accurately invasive colonization processes, namely, we consider an explicit spatial structure 16 
in a dynamic model. This ecological process accounts for the density of occupied sites in the 17 
neighborhood. It also considers the influence of distance among sites. Indeed, we expect the 18 
occupancy status of close neighboring sites to have a stronger influence on site persistence 19 
(or colonization) probability of a site than remote sites. The ecological process also explicitly 20 
accounts for the possibility of a directional spread and allows detection of the direction of this 21 
spread, if any. To our knowledge, this is the first time that spatial structure is included in a 22 
spatio-temporal occupancy model with such an explicit structure formulation. The way the 23 
potential anisotropy or directional spread is integrated in the model is a break trough, 24 
especially in the framework of occupancy dynamics modeling. We draw a clear and ground-25 
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breaking distinction between first colonization and recolonization since a first colonization 1 
might facilitate further colonization events. Our model also includes an observation process, 2 
conditional on the ecological one, to deal with detectability issues. Importantly, we consider 3 
how previous detections may influence (potentially improve) detectability. Eurasian collared-4 
dove data were collected in the framework of the Breeding Bird Survey (Robbins et al. 1986) 5 
with the help of volunteer observers. In this case, the presence of an exotic species, easily 6 
mistakable with other dove species, might not be properly detected the first time it appears. 7 
However, with repeated detection events over consecutive years and the accumulation of 8 
external confirmation of this 'unusual' species in the region, observers might improve their 9 
ability to detect this species, through a better identification, but more likely because of the 10 
knowledge that this species is in fact present in the area. This is the reason why we 11 
incorporate a potential 'learning effect' in the observational process, and the resulting gain in 12 
detectability.  13 
 14 
MATERIAL 15 
 European collared dove data are based on the Breeding Bird Survey (B.B.S.; Robbins et 16 
al. 1986). This program has been monitoring avian populations in North America since 1966. 17 
Observers are assigned to a number of routes where they stop 50 times. "Each survey route is 18 
24.5 miles long with stops at 0.5-mile intervals. At each stop, a 3-minute point count is 19 
conducted. During the count, every bird seen within a 0.25-mile radius or heard is recorded. 20 
[…] Over 4100 surveyed routes are located across the continental U.S. and Canada." (B.B.S. 21 
website, consulted on 12/09/2008). For each survey route, these raw data include the number 22 
of stops where individuals of a given species have been detected, and the total number of 23 
individuals detected. Since we are interested in occupancy status (not in abundance) we 24 
decided to perform our analyses on the number of stops where the Eurasian Collared-Dove 25 
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has been detected. Joseph et al. (2006) have shown that abundance methods lead to a larger 1 
variation in estimations than detection-absence methods. Moreover, they have shown that 2 
presence-absence surveys were more optimal for low budget and low detectability. These 3 
points and the fact that detection/non-detection data are often easier information to obtain led 4 
us to choose this type of data (but depending on conditions, one can decide to use abundance, 5 
like in Wikle, 2003). 6 
 We used data from 1986 (first detection of the European Collared-Dove in the USA in the 7 
B.B.S. dataset) to 2006. We decided to put a grid on the United States map merging data 8 
from all routes contained in the same grid cell. This grid goes from the point of spatial 9 
coordinates ( 24° ; -129° ) to the point ( 57° ; -51° ). The side length of a cell is equal to 1°. 10 
We did not take into account grid cells that only correspond to Ocean parts. We also did not 11 
consider grid cells that do not have at least one neighbor cell, leading to the consideration of a 12 
total of 1259 cells. 13 
 We define the neighborhood of a cell i as the first (N1) and second (N2) layers that 14 
surround this cell. While cells in the first layer N1 share a border with cell i, cells in the 15 
second layer N2 are separated from cell i by one cell, as shown in figure 1. We expect the 16 
influence of a site (i.e. cell) occupancy status on another to decrease with increasing distance 17 
between the 2 sites. This means that the occupancy status of a close site should have a 18 
stronger influence on the probability of occupancy of a given site located further away, like in 19 
a diffusive process. 20 
 21 
THE MODEL 22 
Occupancy state model 23 
We considered occupancy data obtained by repeating sampling of i=1,2,…,M spatial units 24 
(i.e. patches, or "sites", depending on the context, here cells), over t=1,2,…,T periods of time. 25 
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Usually, these periods of time refer to significant biological seasons depending on the species 1 
of interest. For reference, all parameters used in our model are summarized in Table 1.  2 
The dynamics of the occupancy status will be accounted for by 2 parameters: persistence 3 
  (or its complement, local extinction: (1-  )), and colonization γ. Both can be indexed by 4 
time and/or site depending on the question of interest. For example, we may consider that site 5 
persistence (i.e. a cell staying occupied) varies over time depending on the growth rate in a 6 
population, i.e. stability, growing, or decline. If the population is declining, the persistence of 7 
sites will decrease as the number of individuals goes lower. On the other hand, the 8 
colonization probability may vary among sites with different characteristics.  9 
Let the occupancy state Zi,t of cell i  in year t . If the cell i  is occupied at time t , then 10 
zi,t=1, else, zi,t=0. We are interested in the probability of site occupancy μi,t=Pr(Zi,t=1|zi,t-1) 11 
(probability that a cell is occupied conditional on the cell‘s occupancy state in the previous 12 
year). As in population demographic processes of survival and recruitment, here, local 13 
extinction and colonization can be used as parameters to model changes in occupancy over 14 
time. 15 
Let's define  t the probability that an occupied site "survives" from time t  to 1t , that is, 16 
given that it was occupied at time t , the probability that it is occupied again at time 1t , i.e. 17 
 t=Pr(Zi,t+1=1 | zi,t=1). Where MacKenzie et al. (2003) used local extinction probability (1- 18 
 t), we prefer to use its complement, i.e. persistence probability. In addition, let γt stand for 19 
the local colonization probability, from time t  to 1t , i.e. γt (=Pr(Zi,t+1=1 | zi,t=0). In this 20 
model, as in metapopulation systems, local colonization can be viewed as the analog of the 21 
recruitment process of individuals in populations. Zi,t is a Bernoulli variable with expected 22 
value ti ,  23 
  24 
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 (1.2) 3 
 4 
In this model, the occupancy status at time t depends on previous occupancy status. This 5 
model can be easily extended. In particular, subsequently, we consider two different stages in 6 
the colonization process, and we structure the dynamics parameters to take into account the 7 
spatial structure of a point process. 8 
 9 
Re-colonization reparametrization 10 
Here, all cells that are not occupied have the same probability of being colonized, i.e. site 11 
colonization is random and doesn't depend on the fact that the cell has previously been 12 
occupied and then deserted, or has never been colonized at all. However, it is interesting to 13 
draw a distinction between two components in the colonization process. We can distinguish 14 
between a process of "first colonization" (i.e. the site has never been occupied before, this 15 
could be considered as the creation of the site in the dataset), and "recolonization" (i.e. 16 
colonization of a site after a previous "extinction"). This is especially relevant for invasive 17 
species where initial colonization by some individuals might facilitate further colonization 18 
events. For example in the case of invasive plants, seeds can be left by initial colonizers and 19 
can germinate long after initial individuals have disappeared, leading to a new and facilitated 20 
event of colonization (Harrod & Reichard, 2001 ; Keeley, 2006). While this example is not 21 
directly valid for animals, the model proposed in this paper can be applied to plant species 22 
with minor modifications and therefore account for this particular situation. Mechanisms for 23 
first colonization and recolonization can also be different, e.g., first colonization could be 24 
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related to a diffusion type of a process whereas recolonization could be related to the intrinsic 1 
dynamics of the local population. In habitat selection theory, one hypothesis is that sites are 2 
expected to be chosen upon their quality, and therefore, in this case, "better" sites should be 3 
occupied (and reoccupied if abandoned) first, leading to a distinction between first and 4 
recolonization probabilities. These two sub-processes of colonization are modeled by 5 
splitting the colonization parameter γt into a first colonization parameter that will keep the 6 
name γt, and a recolonization parameter θt. We then have to define a new auto-covariate Ai,t 7 
that will express the availability of a site for first colonization. Ai,t=1 if the site has never been 8 
occupied/colonized before (i.e. for the period T, Ai,T=1 if ,
1
0
T
i t
t
z

 ), Ai,t=0 otherwise. 9 
Therefore, we can formally express Ai,t as the indicator function 
1
, ,1
(1 )
t
i t i kk
A z


  , 10 
( {1,2,..., 1}k t  ) as a consequence, sites will have different colonization probabilities 11 
depending on whether Ai,t=1 or Ai,t=0, respectively, γt and θt. 12 
 Consequently, our model becomes: 13 
, 1 , , 1
| ~ ( )
i t i t i t
Z z Bern    (1.3) 14 
with 15 
, 1 , , , , ,
(1 ) (1 )(1 )
i t t i t t i t i t t i t i t
z z A z A                           (1.4) 16 
 17 
With this model, site colonization can be assessed at two different levels depending on 18 
whether it has already been colonized, or not. We have a dynamic model, but we wished to 19 
consider the spatial structure by including it in the dynamic parameters. 20 
 21 
Spatial structuration 22 
In the model as it stands, the occupancy status of each cell is independent of its 23 
environment (i.e., the location of occupied cells and the spatial structure of occupancy). 24 
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However, in a large number of cases, we may want to consider the possible impact of the 1 
spatial structure of occupancy of several sites (i.e., in a given area) on the fate of individual 2 
sites. We may be interested in the influence of variation in climate on a species spatial 3 
distribution, or the influence of the spatial structure of the landscape, and the changes that 4 
may occur in environmental factors due to human activities. Despite the obvious implications 5 
of such processes for both basic and applied ecology, the statistical framework of modeling 6 
of spatio-temporal occupancy systems is not well developed, even if some recent efforts have 7 
been made, like in Hooten & Wikle (2008) or Zhu et al. (2005). Here, we express the spatial 8 
structure over the dynamic parameters of persistence, first colonization and recolonization. 9 
Let Ni represent the set of cells that are neighbors of the cell i , and let ni be the number of 10 
neighbors of cell i  (i.e. cardinality of Ni). Then we can define a spatio-temporal 11 
autocovariate Di,t as : 12 
 , , .
i
i t j t ij
j N
D z w

   (1.5) 13 
ijw  is a weight that can be used to specify a difference in the influence of a neighbor site 14 
j  on the fate of site i according to the locations of sites. It can be based on a simple 15 
connection net, where wij=1 if site j  is connected to site i  (for example, if the distance 16 
between i  and j  is under the defined/determined threshold "influence" distance), and wij=0 17 
otherwise (i.e. if site i  is not in the influence area of j ). We can also set ijw  to weight Di,t by 18 
the inverse distance of sites j  to i , or any other way depending on the decisions made to 19 
define the connections network in a relevant manner according to the studied topic. It is 20 
important to note that Di,t can be viewed as a surrogate for local density in the vicinity of cell 21 
i  at time t .  22 
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 We included this spatio-temporal autocovariate in the model by allowing our dynamics 1 
parameters to depend on the autocovariate. Let's take the example of the persistence 2 
parameter  . It can simply be expressed as a function of Di,t as follow : 3 
 , 1 , 2 ,logit( ) ²i t t i t i ta D D      (1.6) 4 
It should be noted that   is now indexed by both time period t  and site i . We used a 5 
quadratic function of Di,t to estimate ,i t ; this function allows   to vary in a way that may 6 
lead to a peak at intermediate values of Di,t. Such a pattern, may account for density 7 
dependence or "Allee effect" for example (e.g. Courchamp et al., 1999 ; Keyser et al., 2005). 8 
Moreover, this formulation permitted us to detect a difference between "random" 9 
colonization, as might be expected in a stable metapopulation, and a dynamic of diffusive 10 
spread such as might happen in an expanding population. Indeed, 
t
a  will represent the 11 
"intrinsic persistence parameter", i.e. the parameter describing what is happening with no 12 
neighbor "effect", or when site i  doesn't have any occupied neighbor. We decided to allow 13 
this "intrinsic persistence parameter" to vary over time, because it can be hypothesized that 14 
t
a  differs when the population is growing, stable or decreasing. In contrast, 1  and 15 
2
 represent the influence of occupancy of neighbors on persistence probability, and therefore 16 
embodies diffusive or dynamic spread due to gradients in local density or occupancy.  17 
 To summarize, our model can be described as follow: 18 
 19 
, 1 , , 1
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with 21 
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where 23 
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 4 
 The ecological component of our model has now both time and spatial dimensions. While 5 
the time dimension is supported by the link between zi,t and Zi,t+1, the spatial dimension is 6 
encompassed in the weights matrix W (where wij is the influence of site j on site i).  In the 7 
following section, we consider how observations are related to the ecological process 8 
component of the model and we develop an explicit model for imperfect observation of this 9 
process. 10 
  11 
 12 
Observation Model 13 
One of the principal sources of uncertainty in monitoring data is that due to imperfect 14 
detection (or ―detectability‖) of species. That is, a species might be present at some point in 15 
space and time yet go undetected. Many modeling approaches and strategies have been 16 
devised for dealing with this issue (Williams et al., 2003; MacKenzie et al., 2006). 17 
 The simplest way of incorporating detectability (i.e., the probability of contacting an 18 
individual of the species given that the species is present in the sites/area sampled) is to 19 
consider sampling protocol where a cell i has been visited repeatedly. Then, Ki,t defines the 20 
number of visits/replications on the cell i at time t, and p the probability that a 21 
species/individual is detected during one stop on a road if it is present. Ki,t corresponds to the 22 
number of routes nested in cell i time the number of stops per route (i.e. 50). Yi,t is the total 23 
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number of stops on which a species/individual has been detected in cell i at time t during the 1 
Ki,t visits. Then, observation Yi,t follows a binomial with Ki,t trials and a probability p.zi,t, i.e. :  2 
, , ,~ ( , . )i t i t i ty Bin K p z  3 
This means that if the cell is unoccupied, then Yi,t is equal to zero. Otherwise the binomial 4 
probability is equal to the detection probability. ). Ki,t can be viewed as an analogous of the 5 
monitoring effort. The higher Ki,t is, the higher the global detection probability in the 6 
corresponding cell will be. Of course, p can be indexed by time and/or site if needed, 7 
depending on the question of interest. We have now a full time-space hierarchical model with 8 
both ecological and observation processes. 9 
 10 
Model adaptations 11 
The model developed previously is a general model that can be easily modified and adapted 12 
to a large set of topics, each adaptation having to match the specific questions addressed. 13 
Considering specificities of our data, and the questions we are interested in (detection of 14 
invasive spread characteristics, improvement of detectability after a first detection), we made 15 
some adjustments to the core model previously described. 16 
 17 
Spatial structure — One of the main objectives of our work is to provide a model with 18 
temporal and a spatial dimensions. To do this, it is important to have a clear and logical 19 
definition of the spatial structure. Here, we were interested by the impact of distance between 20 
sites on occupancy.  21 
 We decided to use the proportion of occupied neighbors in the first and second layers, 22 
respectively 
,1i t
D  and 
,2i t
D as estimators of local density for the cell i. 23 
 The proportion of occupied cells in the first layer is just the mean of the number of 24 
occupied neighbor sites j among the N1 sites neighboring the cell i : 25 
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We defined density in the second layer in the same way: 2 
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 Then, local density Di,t of the site i at time t is a weighted sum of relative densities in the 4 
first and the second layers. 5 
, ,, 1 2i t i ti t
D D D    6 
Therefore, α and β correspond to the relative contribution of each layer of neighbors. 7 
They are estimated during simulations, like dynamic parameters. At this stage in model 8 
formulation, the weight wij is equal to 1 because we consider each site of a layer to be 9 
equivalent to the others. According to our hypothesis that close sites should be more influent 10 
than distant ones, we expect α to be higher than β. 11 
 12 
Anistotropy or directional spread — Anisotropy is the property of being directionally 13 
dependent. Invasion dynamics can be expected to exhibit such a property. The propagation of 14 
a species may be governed by a specific environmental gradient (e.g. density, temperature, 15 
humidity…) leading to an orientated spread, instead of a simple diffusive expansion. We 16 
would like to add this element to our model. Let's consider a spread going from North to 17 
South. In this case, the occupancy status of a site j located North of a site i should be more 18 
influent than a site located East or West even more than a site located South. 19 
 Let's set a coordinate plane with standard basis, (O, x , y ) (fig. 2). Let's name δ1 the angle 20 
made by vector v  (vector indicating the direction of propagation) and abscissa. δ2 is the angle 21 
made vector ij  (going from site i, to site j) and abscissa. 22 
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As previously exposed, the weights wij can be used to specify the spatial structure. We 1 
used this property to estimate the impact of the direction of propagation on dynamics 2 
parameters. We express wij depending on the direction of the spread and the relative position 3 
of site j compared to i¸ which means that we have to express wij as a function of angle Δ 4 
made by vectors v  and ji , as shown in figure 2. It is straightforward to show that 5 
1 2
( )      . Then, we find that  6 
1 21 cos( )jw        7 
and 8 
 9 
 δ2 is calculated from coordinates of sites i and j (respectively 
i
i
x
y
 
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 
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j
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y
 
 
 
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 Therefore, the only unknown parameter left is δ1 (indicating the angle of propagation) and 15 
it will be estimated during simulations. 16 
 17 
 We have now a hierarchical time-space model, with an ecological process accounting for 18 
the impact of distance between sites through α and β, and the direction of a spread and the 19 
relative position of site j to i, through δ1. 20 
 21 
1 2
1 2 1 2
1 cos( )
1 cos( ) cos( ) sin( )sin( )
jw   
   
   
  
 62 
Observation process — Concerning the observation process, we would like to deal with a 1 
problem that may occur due to the way raw data are collected in the B.B.S. These data are 2 
collected by volunteers and are subject to various types of uncertainty, including observer 3 
error (Sauer et al., 1994). We think that it is interesting to modify the observation process 4 
because of possible misidentifications between European collared dove and for example 5 
ringed turtle dove, and the propensity of observer to consider unlikely the presence of 6 
European collared dove because it is an invasive species (i.e. non endemic species) In fact, 7 
we think that a previous confirmed observation may lead to larger subsequent detection 8 
probability. In the framework of invasive species and volunteers, the underlying idea is that 9 
persons collecting data may not identify a new species that is not supposed to be there (non 10 
indigenous), and easily confound it with another. However, as soon as this species has been 11 
detected without doubt, detection skills of observers may improve, and they may no longer 12 
consider the presence of this exotic species unlikely. We note that this is analogous to a 13 
―behavioral response‖ in classical capture-recapture modeling (Otis et al., 1978 ; or Williams 14 
et al., 2002, chapter 14). 15 
We consider the previous observation process: 16 
, , , ,
~ ( , . )
i t i t i t i t
y Bin K p z  17 
but this time we allow detection probability p to vary with time and site. We can 18 
accommodate this behavioral response by including an effect on detection probability of prior 19 
detection of the species: 20 
, 1 2 ,
logit( ) (1 ' )
i t i t
p A     21 
Here  A'i,t  corresponds to the availability for a first detection. If the species has never been 22 
previously detected in patch i before time t, then A'i, t= 1. Else, A'i, t= 0. Then λ1 is the 23 
probability of first detection (the species has never been detected before), and λ2 the gain in 24 
detectability due to a previous detection. 25 
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Our model now incorporates an observation process that considers improvement in 1 
detectability.  Consequently, we can estimate a part of the error due to observer inexperience. 2 
 3 
Bayesian analysis and implementation in WinBUGS 4 
Because of the conditional specification of this time-space dynamic site occupancy model, 5 
Bayesian analysis appears well suited, via Markov chain Monte Carlo. The model was 6 
estimated using Gibbs sampling (Casella & George, 1992) which is based on drawing 7 
samples of each unknown quantity from their ―full-conditional‖ distributions, i.e., the 8 
distribution of a parameter conditional on all other unknown quantities and the data (Royle & 9 
Kéry, 2007).  10 
Implementing our model with a software program such as WinBUGS is straightforward. 11 
For the analysis presented in this publication, models were implemented under the free 12 
software package WinBUGS 1.4.3 (Lunn et al., 2000) called from R 2.9.0 (R Development 13 
Core Team, 2008) using the R add-on library R2WinBUGS (Sturtz et al., 2005). We ran 3 14 
chains and based our inference on 100.000 samples from the posterior distribution of 15 
parameters, after 20.000 discarded iterations. The code for this model is provided in appendix 16 
A. All results are presented with standard deviation. 17 
 18 
 To validate our model, we compared probabilities of detecting at least one individual in a 19 
cell for each year from 1986 to 2005 to detection data (i.e. the corresponding cell has been 20 
detected or not to be occupied) of the following year (i.e. from 1987 to 2006) using the R 21 
package ―ROCR‖ by Sing et al. (2009). We provide the result of the Area Under the Curve 22 
for the corresponding ROC diagrams for the last 15 years. 23 
  24 
 25 
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RESULTS 1 
 With a mean AUC for the last 15 years equal to 0.72 ± 0.14, reaching 0.76 ± 0.07 for the 2 
last 8 years, our model can be considered to be a fair estimation of the invasion process. 3 
 4 
Spatial structure 5 
Distance – With respective values of α=0.79 ±0.12 and β=0.87 ±0.09, weights for layers 1 6 
and 2 do not reveal a clear prevalence of a layer on the other. Surprisingly, and in opposition 7 
with our predictions, this means that we failed to detect a clear influence of distance on 8 
dynamics parameters, at least at the scale considered here. 9 
Invasion spread direction – We detected a preferential direction for the invasion spread with 10 
δ1=140.3° ±14.91. This approximately corresponds to a spread going from South East to 11 
North West. This corresponds to empirical observations that indicate a first phase of slow 12 
colonization towards North, followed by a second phase of rapid expansion towards West as 13 
shown in figure 3. The invasion progresses mainly from East to West, with a component 14 
South to North. Starting in Florida, this invasion, to proceed, could not have been done other 15 
than going towards North. After that, a limitation due to latitude, with temperatures not being 16 
suitable for this species over the North limit of the invasion front is likely to appear. 17 
On figure 3, we provide an example that permits to compare our estimations for sites that 18 
have a high probability of being colonized (hatched area, p>0.5) in 2006 based on 2005 data, 19 
and actual occupancy observed in 2006 (gray cells).  We see that estimations are accurate and 20 
globally correspond to the actual observed occupancy. This type of prediction map could be 21 
used for management decision to contain the propagation of an invasive species. Here, using 22 
the estimation of spread direction and the impact of density, we illustrate the Western 23 
invasion process front and the likely recolonization of some abandoned sites.  24 
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Density – Site persistence probability (black line, fig. 4) increases at low density and remains 1 
high at intermediate densities before dropping at the highest densities. First colonization 2 
probability (dashed line, fig.4) is globally low but exhibits a quadratic relationship with 3 
density, with virtually no first colonization at low and high density, and a slightly higher 4 
value at a short range of medium densities. Recolonization probability (dotted line, fig.4) is 5 
quite high at low to intermediate densities, and then decreases at higher densities.  6 
 7 
Detectability 8 
Initial detection probability estimate at the stop level is equal to 0.03 (λ1= -3.44 ±0.28). 9 
Surprisingly, after a previous detection, detection probability drops around 0.01 (λ2=-1.633 10 
±0.5395). With such a low detection probability, not accounting for this issue would have led 11 
to underestimation of occupancy probabilities and therefore the area occupied.  12 
 13 
DISCUSSION 14 
We have developed a time-space hierarchical model accounting for an invasion process 15 
via estimation of site persistence probability, first colonization and recolonization, and their 16 
relationship with density. We were able to detect the direction of an invasive spread, but we 17 
have not detected any influence of distance between occupied sites on dynamics parameters. 18 
Detection probability estimates were low and decreased after the first detection of the 19 
presence of the species in a site, which is counterintuitive.  20 
Our model provides an estimate of the direction of spread direction consistent with 21 
empirical observations: globally, the spread direction is toward the northwest. The invasion 22 
started in the early 1980's through Florida. Colonization really started in direction of the 23 
North in the 1990's, before expanding towards West in the late 1990's. If the spread had not 24 
followed a specific direction, and had been globally the same in every spatial direction, the 25 
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estimate for standard error for δ1 would have been large. Compared to Wikle (2003), the 1 
spatio-temporal model we propose accounts for the possibility of a directional diffusion. 2 
Moreover, here the spatial structure is explicitly specified, which may be interesting 3 
especially if structures are known (or expected) to facilitate or hamper population/individual 4 
movements. The explicit formulation of the spatial structure may be used to reflect a 5 
particular underlying geographical structure that may affect the spread of the invasion. In this 6 
study, we have considered the simplest case with no environmental or topographical barriers, 7 
but this could be supported by the weight matrix. If we had considered these elements, 8 
estimation of the direction of the spread, and impact of the distance might have been different. 9 
For example, we might expect the Great Plains to facilitate the invasion process, while the 10 
Rocky Mountains might stop or slow down this propagation. On the other hand, human 11 
activities such as farming, or even bird feeding in cities might help the collared dove to settle 12 
in areas that would not be particularly suitable due to lower temperature in the North. 13 
A development of this model would be to estimate the spread direction for each year to 14 
have a more accurate and detailed description of the colonization process and of the local 15 
anisotropic conditions, but this would require tremendous computing time and calculus 16 
capacities.  This year-specific approach may permit us to evaluate if propagation of the 17 
invasive is facilitated in the South once the species has reach the Mexican border because of 18 
the suitable climatic conditions. Moody & Mack (1988) and Hajek et al. (1996) have 19 
discussed the importance of targeting control efforts at the leading edge of invading 20 
populations, especially at recently colonized sites ahead of the main body of the invasion. If 21 
these sites are colonized, this spread can speed the overall invasion progress. Accurate 22 
estimation of the spread direction and colonization probabilities can greatly improve how and 23 
where control efforts should be devoted. For this purpose, estimates provided by the type of 24 
model we developed permit the construction of predictive maps for the invasion progress of a 25 
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particular species, which should help target management efforts to locations where they 1 
would be more useful and pertinent.  2 
 3 
The relationship between site persistence probability and density is quadrating, which 4 
may reflect an Allee effect at low densities. The high persistence probability at intermediate 5 
to high densities indicates that once the species has started to spread and has settled in a 6 
location, it tends to stay there, which leads to a durable invasion. The slight observed 7 
decrease at the highest densities might be due to extrapolation beyond the observed densities. 8 
The relatively high recolonization probability at low density indicates that even if a site is 9 
abandoned, it will be re-occupied. The decrease of recolonization at higher densities is 10 
probably due to the fact that, there is no available site and they all stay occupied, considering 11 
the high persistence probability at these densities. The low first colonization probability at 12 
low densities indicates that there is no first colonization event in isolated areas. The higher 13 
first colonization probability at intermediate density shows that colonization events occur at 14 
the leading edge of the invading population (i.e. margin of geographical distribution). The 15 
distinction between first colonization and recolonization may be useful to deal with a wide 16 
range of topics where these two processes (or "subprocesses") are influenced by different 17 
factors. For example, in the framework of the selection of a breeding site, we may expect 18 
higher-quality sites to be chosen first (Møller, 1982 ; Newton & Marquiss, 1982), and when 19 
they get deserted for any reason by individuals (e.g. death, dispersal,…), we may expect these 20 
abandoned sites to be reoccupied first, before new breeding sites are ―created‖. Here, we have 21 
seen that first colonization and recolonization are influenced differently by density. For 22 
management purposes, it may be useful to distinguish these two subprocesses since they 23 
might not be equally affected by control measures, the latter may even lead to opposite 24 
effects in each subprocess, leading to an unwanted response.  25 
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 1 
 We expected that weights attributed to site occupancy status decrease as the distance 2 
between sites increases. It is logical to think that sites close to already occupied sites have 3 
higher persistence and colonization probabilities than distant sites (especially in the case of 4 
an avian invasive species). For example, the proximity of a source of dispersing individuals 5 
has been shown to increase the likelihood of a given site being colonized (Kolar & Lodge, 6 
2001 ; Lockwood et al., 2005). However, our results do not corroborate this hypothesis: we 7 
have not detected any relationship between distance among sites at the scale considered and 8 
dynamics parameters. The most likely explanation for this non-detection of a distance effect 9 
is the scale we are working at (i.e. the size of the cell). At a smaller scale, this effect might 10 
have been detected. This may depend on the speed of the invasion: indeed, we might expect 11 
that as the invasion speed increases, the site influence area increases in size. In other words, if 12 
a species colonizes an area rapidly, distant sites are as likely to be quickly colonized as close 13 
sites. At a small scale, variation in distance might not allow detection of an impact of the 14 
distance since neighboring sites might all have a high colonization probability if the species is 15 
mobile. On the other hand, if the scale is too large, all sites will have a low colonization 16 
probability no matter their distance from an occupied cell, because even directly neighboring 17 
cells might be over the influence area of the occupied point within the cell. Therefore we 18 
could not detect an impact of distance on colonization probabilities if the scale we are 19 
working at does not allow us to draw a distinction between significant classes of distance (for 20 
the colonization process). Especially in the case of avian invasive species, individuals can be 21 
expected to have high dispersive capacities. Therefore, the distance effect would be small, 22 
and hard to detect.  It would be interesting to try to re-run this model using a grid including a 23 
larger number of cells (i.e. reduce the size of cells) and a more important number of layers to 24 
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incorporate more distance classes, but once again, such an advanced decomposition requires 1 
an important amount of data and tremendous computing capacities. 2 
 While detection probability estimates can seem really low, it should be noted that it 3 
corresponds to the detection probability at the stop level, therefore global detection 4 
probability for the cell is significantly higher. A simple calculation shows that when the 5 
species is present in a cell, the probability of detecting at least once the species is 1-(1-p)
K
. 6 
For example, even if we have p=0.02, the probability of detecting at least once the species in 7 
a cell with only one route (i.e. K=50, since there are 50 stops per route) will be 1-0.98
50
=0.64. 8 
This probability jumps to 0.87 if there are 2 routes in the cell (K=100), and increases up to 9 
0.95 for 3 routes. Furthermore, the deterioration of detectability after a first detection is 10 
probably due to the type of data we used and the scale considered. We merged B.B.S. 11 
occupancy data from several routes when variability among routes can sometimes be 12 
substantial. Consequently, there can be a very large intrinsic variance in patterns of detections 13 
within a cell. The artificial homogenization resulting from the merging of several routes into 14 
a cell may diminish our ability to detect sensitive effects in the data. We think that the 15 
combination of the scale considered and the grouping of data from several routes within cells 16 
might have led to a poor estimation of detection probability. Analyses at a smaller scale with 17 
abundance data may provide more reliable detectability estimates and may allow assessment 18 
of the "learning effect" due to a previous detection, if any. Additionally, the B.B.S. data are 19 
subject to multiple sources of uncertainty, especially within-site variability (Link et al., 1994; 20 
Sauer et al., 1994), which should be considered seriously if such data were used to fit 21 
abundance models. 22 
 23 
The model developed in this paper is based on a simple, and yet powerful (in terms of 24 
versatility and quality of estimations), hierarchical formulation aimed at assessing the 25 
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occupancy status of sites as functions of persistence and colonization probabilities. The basic 1 
model  has been described and used in MacKenzie et al. (2003) (who gave the basic 2 
likelihood formulation) and Royle & Kéry (2007) (who provided the hierarchical Bayesian 3 
form) Conditionally on the presence of the species/individuals in a site, data (i.e. 4 
observations) are then expressed as a function of detection probability. It is important to 5 
realize that this class of models can be fitted at very different ecological scales. In fact, as 6 
described in Royle & Dorazio (2008), if you consider a 'static' system, the ecological scale 7 
(e.g. population of individuals, metapopulations) is express by a size parameter (e.g. number 8 
of individuals/species). Dynamic systems include parameters such as survival and 9 
recruitment probabilities for populations, analogous to extinction and colonization parameters 10 
in metapopulations and communities systems. Therefore, such models can be used to address 11 
a large variety of topics. The model shown in this paper has been developed to be fitted at 12 
scales as different as U.S.A. colonization by the Eurasian Collared-dove, or nest selection 13 
inside a cliff by black-legged kittiwake Rissa tridactyla. 14 
Our model presents some components specific to invasive species that can easily be 15 
modified. For example, the quadratic expression of dynamics parameters as a function of 16 
density allows us to account for peaks, and therefore, is useful to consider a priori biological 17 
assumptions. However, this is an arbitrary formulation. It is possible to develop an 18 
individual-based model to account for a more accurate relationship between dynamics 19 
parameters and density (in terms of biological and/or behavioral mechanisms). Moreover, in 20 
the current state of the model, 1  and 2 do not depend on time. We made this decision 21 
because we assumed that the way the neighborhood influences a site‘s fate does not depend 22 
on the growth status of the population. This assumption can be easily relaxed. Moreover, we 23 
modeled γi,t and θi,t as ,i t , but this can be changed depending on whether investigators want 24 
to have all the dynamics parameters to be influenced by the spatial structure of occupancy, or 25 
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not. The spatial spread of an invasive species follows successful establishment, which is a 1 
step driven by colonization and extinction processes (Eraud et al., 2007). Several factors 2 
associated with variation in colonization probabilities were highlighted by recent theoretical 3 
work on invasion and metapopulation theory. Environmental heterogeneity and distance 4 
between patches of suitable habitats (Hastings et al.,2005) for example have an influence on 5 
persistence and colonization probabilities (With, 2002) and can be modeled differently for 6 
each dynamics parameter. 7 
 8 
 Modeling invasive species population dynamics is often based on population density and 9 
growth rate estimation (Veit & Lewis, 1996 ; Taylor & Hastings, 2004 ; Le Maitre et al., 10 
2008), and efficient ways of estimating occupancy are emerging via the development of 11 
hierarchical models. However, these models are not yet extensively used to deal with 12 
invasive species. Several mathematical formulations have been developed to define, estimate 13 
and ultimately model the spatial expansion of spreading population (e.g. Van den Bosch et al., 14 
1992; Neubert & Caswell, 2000 ; Ortega-Cejas et al., 2004). But these classical models, 15 
despite the interesting advances they represent, suffer some limitations in terms of assessment 16 
and understanding of the expansion process (Eraud et al., 2007) (e.g. lack of estimates of 17 
relevant components such as occupancy rate, local colonization probability). Furthermore, 18 
existing models are usually fitted to distribution maps derived from observational counts of 19 
organisms, assuming perfect detectability of individuals or species (Eraud et al., 2007). 20 
Models such as the one developed in this paper, through their high modularity and 21 
consideration of detectability issues, can expand and complete observations given by the 22 
above classical models. 23 
  24 
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Invasive species have become a major problem not only in North America but throughout 1 
the world (Cronk & Fuller, 1995 ; Williamson, 1996 ; Williamson, 1999 ; Mooney & Cleland, 2 
2001 ; Molnar et al., 2008). Investigations of the spatio-temporal dynamics of invasive 3 
species will permit predictions about future spread as well as about the likely efficiency of 4 
management actions designed to control such spread (e.g., Wikle, 2003). Ultimately, 5 
management and control of invasive species has to be conducted in an integrative framework 6 
where ecological, statistical and dynamical approaches as to be coupled with genetic studies. 7 
As a matter of fact, because of possible hybridization with sympatric species, it is necessary 8 
to couple occupancy observations with potential genetic consequences of this invasion on 9 
other close species to fully realize the impact of invasive species on local ecosystems. 10 
The main aim of this work was to develop a hierarchical model that encompasses time 11 
and space dimensions in a convenient and flexible way. Moreover, the distinct responses to 12 
density variation of first and re-colonization probabilities confirm that it is essential to 13 
consider these two sub-processes to understand the global colonization process to fully 14 
understand how an invasion progresses, and ultimately be able to make suitable management 15 
decisions. 16 
17 
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 3 
Table 1. Parameters used and estimated in the model 
Parameter Description Algorithm 
notation 
Zi,t   Occupancy state of cell i  during year t . z[i,t-1] 
μi,t Site occupancy probability 
 
muZ[i,t] 
 i,t Persistence parameter 
 
phi[i,t-1] 
γ i,t First colonization parameter gamma[i,t-1] 
θ i,t Recolonization parameter theta[i,t-1] 
Ai,t Availability of a site for first colonization A[i,t-1] 
Di,t Local density D[i,t-1] 
ijw  
Weight reflecting importance of occupancy status of cell 
j on future occupancy status of site i 
(computed in 
the 
algorithm) 
t
a , tb , tc  Respectively intrinsic persistence, first colonization and 
recolonization parameters 
lphi0[t], 
lgamma0[t], 
ltheta0[t] 
1
 , 
1
 , 
1
  Respectively linear factors of persistence, first 
colonization and recolonization parameters to local 
density 
lphi1, 
lgamma1, 
ltheta1 
 
2
 , 
2
 , 
2
  Respectively quadratic factors of persistence, first 
colonization and recolonization parameters to local 
density 
lphi2, 
lgamma2, 
ltheta2 
 
Ki,t Number of replications on the cell i at time t K[i,t] 
p Detection probability p[i,t] 
α, β Respectively relative contributions of layers 1 and 2 
density to local density 
alpha, beta 
δ1 Direction of propagation dirSpread 
A'i,t  Availability for a first detection Aprim[i,t] 
λ1 First detection probability ObsInit 
λ2 Gain in detectability after a previous detection DeltaObs 
 4 
5 
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Figure 1. Representation of the 2 layers of neighboring cells, used in our model in estimation 1 
of local density. In black, patch 'i', in grey first layer N1 of cells, hatched: second layer N2 of 2 
neighboring cells 3 
 4 
Figure 2. Diagrammatic representation of points and vectors used in anisotropy modeling.  δ1 5 
is the angle made by the vector of invasion propagation v  and abscissa. δ2 is the angle made 6 
vector ij  (going from site i, to site j) and abscissa. 7 
 8 
Figure 3. Eurasian Collared-Dove site occupancy for 1996 (black area) and 2006 (grey area), 9 
and the corresponding estimations of probability of being colonized in 2006 (hatched area, 10 
p>0.5). 11 
 12 
Figure 4. Estimates of Dynamics parameters as a function of local density D. Black line is site 13 
persistence probability  . Dashed line is first colonization probability  . Dotted line is 14 
recolonization probability  . 15 
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Abstract 1 
Understanding the distribution of animal populations has long been central to population 2 
ecology. For mobile species living in a heterogeneous environment, evolutionary ecology 3 
provides a conceptual framework to address the relationship between individual decisions and 4 
habitat features. Hypotheses about habitat selection assume that individuals select breeding 5 
habitat based on expected fitness in different habitat, on condition that i) competition does not 6 
prevent site choice, ii) individuals are free to move, iii) individuals have perfect knowledge of 7 
potential breeding sites. In addition to direct assessment of habitat quality through physical or 8 
biotic criteria, the relationship between habitat quality and fitness may be partly reflected by 9 
breeding success of individuals, which may in turn be used to assess habitat quality. Habitat 10 
quality may also be assessed through local density: if high-quality sites are preferentially used, 11 
high density may reflect high-quality habitat.  12 
Here we assessed whether site occupancy dynamics vary with site surrogates for habitat 13 
quality, We modeled nest site use probability in a seabird subcolony (the kittiwake Rissa 14 
tridactyla), over a 20 year period. We estimated site persistence (an occupied site stays 15 
occupied), and colonization through two subprocesses: first colonization (site creation at the 16 
time scale of the study) and recolonization (a site is colonized again after being deserted). Our 17 
model explicitly incorporated local and neighboring breeding success and conspecific density 18 
in the neighborhood. Our results provided evidence that ―successful‖ sites have a higher 19 
persistence probability than ―unsuccessful‖ ones. Analyses of site fidelity in marked birds and 20 
of survival probability showed that high site persistence predominantly reflects site fidelity, not 21 
immediate colonization by new owners after emigration or death of previous owners. There is a 22 
negative quadratic relationship between local density and persistence probability. First 23 
colonization probability decreases with density, whereas recolonization probability doesn‘t. 24 
This highlights the importance of distinguishing initial and recolonization to understand site 25 
occupancy. All dynamics varied positively with neighboring breeding success. We found 26 
evidence of a positive interaction between local and neighboring breeding success.   27 
 28 
Keywords: Rissa tridactyla, habitat selection, first and re-colonization probability, site 29 
occupancy, density, breeding success 30 
 .31 
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INTRODUCTION 1 
Understanding the distribution of animal populations has long been central to population 2 
ecology. The vast majority of animal species live in a heterogeneous and patchy environment 3 
(e.g. at the physicochemical or the landscape level, or because food availability varies over 4 
space). Patches, or even breeding sites within patches, exhibit different characteristics, and 5 
individuals of mobile species moving actively are assumed to be able to choose the patch (or 6 
site) they occupy, unless competition prevents them from doing so (Kokko et al. 2004). As 7 
emphasized by Andreassen et al. (2002), the link between animal movement and spatial 8 
patterns of population dynamics is poorly understood. In this study, we addressed breeding site 9 
occupancy dynamics in a long-lived colonial seabird species using spatio-temporal site 10 
occupancy models (MacKenzie et al. 2006, Royle and Dorazio 2008, Bled et al. in press) 11 
explicitly incorporating hypotheses from behavioral ecology. 12 
Evolutionary ecology provides a conceptual framework to address the relationship between 13 
individual decisions and habitat features (Fretwell and Lucas 1970). Breeding habitat 14 
characteristics may be associated with variation in the probability of producing offspring (a 15 
component of fitness), and ultimately fitness (Oro 2008). Different tactics of habitat selection 16 
may result in variable fitness; which is one of the premises of natural selection (phenotypic 17 
variation for a trait and a fitness function; Fairbain and Reeve 2001). In the framework of 18 
evolutionary ecology, it is assumed that individuals choose their breeding habitat based on the 19 
expected fitness in this habitat (Fretwell and Lucas 1970), but that constraints may prevent 20 
them from settling in the most favorable habitat.  21 
Individuals that bred at least once have two options: remain at a breeding site previously 22 
occupied or change sites (i.e. bird‘s nest). Natural selection should favor individual tactics 23 
enhancing fitness. Assuming that individuals are free to settle where they want, individuals 24 
with breeding experience are expected to leave a breeding site they previously used if there is 25 
another site where their expected fitness is higher (even if changing sites is costly). This 26 
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hypothesis relies on three prerequisites. First, that habitat quality varies over space; if there is 1 
no spatial variability in habitat quality, ‗habitat selection‘ is not relevant. Second, if breeding 2 
sites are chosen on the basis of achieved past fitness (related to habitat quality), reproductive 3 
experience (or any physical or social characteristic associated with it) should be repeatable 4 
over time in a given location (temporal autocorrelation; Boulinier and Lemel 1996). This 5 
condition must be met for any quality criteria observed in the past to reflect expected future 6 
fitness. Third, individuals can assess the potential fitness of breeding sites before settling, for 7 
example by prospecting several breeding sites (Danchin et al. 1991, Petit and Petit 1996). Site-8 
specific expected fitness may be expressed through environmental, physical or social cues. The 9 
byproduct of these site characteristics and individual characteristics is realized breeding 10 
success on an occupied site. Breeding success integrates all the parameters that may determine 11 
the quality of a specific site, even parameters not directly related to the site itself (such as 12 
presence of predators in the area or food availability) (Burger 1982, Boulinier and Lemel 1996). 13 
Hereafter, site quality will refer to the probability that an individual breeds successfully on the 14 
site (i.e. high quality habitat corresponds to habitats where individuals can expect high fitness). 15 
Several hypotheses have been proposed concerning criteria used by individuals to assess 16 
expected fitness and make choices. Individuals may directly assess site quality based on 17 
environmental and social parameters (Valone and Templeton 2002) or using their own realized 18 
fitness if they have reproduced on this site (Boulinier et al. 2001). They may also use social 19 
criteria, i.e. information created by conspecific density ("conspecifics attraction", Stamps 1988), 20 
or by their breeding success (Switzer 1997). Conspecific presence may play a part in the 21 
habitat selection process through density either positively (Serrano and Tella 2007), or 22 
negatively. Density may provide information on habitat quality (i.e., expected fitness) even if 23 
counterexamples exist (Van Horne 1983). Negative density-dependence may operate through 24 
food availability (e.g. in seabird species where feeding and nesting areas are distinct; Ashmole 25 
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and Ashmole 1967, Ricklefs 1983, Lewis et al. 2001) or nesting site availability (Kokko et al. 1 
2004).  2 
In the kittiwake (Rissa tridactyla), a cliff nesting seabird, previous work conducted in 3 
Brittany (France) has provided evidence supporting the hypothesis that individuals use their 4 
own breeding success and the success of conspecifics, or any criterion consistently associated 5 
with success but unobservable by investigators, for habitat selection at the cliff and colony 6 
scales (Danchin and Monnat 1992, Danchin et al. 1998). However, if individual movement 7 
among colonies or cliffs and the dynamics of these sub-populations are relatively well 8 
understood in kittiwakes, no work has addressed why, on average, 30% of individuals breeding 9 
on a cliff switch site within cliffs every year (Cam 1997). The hypothesis put forward to 10 
account for breeding dispersal within small spatial units is that heterogeneity in site quality 11 
within cliffs plays the same part as heterogeneity in habitat quality at a coarser spatial grain 12 
(e.g. colony) in the habitat selection process; movement among sites within cliffs may reflect 13 
individual habitat selection tactics based on variation in expected fitness. The process 14 
described at a coarser spatial grain may also hold in smaller spatial units within colonies (Cam 15 
1997), as suggested in a ground nesting seagull species (Parejo et al. 2006). Whether ecological 16 
and evolutionary processes identified at a given spatial scale hold at another has been 17 
recognized as an important question (Wiens 1989, Oro 2008). Moreover, whether density 18 
interacts with other habitat quality criteria, including quality assessed through breeding success 19 
has been addressed in only a handful of studies (Citta and Lindberg 2007). In a colonial species 20 
breeding in dense colonies, high density may be associated only with a marginal negative 21 
effect on breeding success probability (such as, increased occurrence of fights among parents 22 
and chick loss). However, at lower density the importance of breeding success in individual 23 
decisions may vary according to the number of neighbors in the vicinity. 24 
We developed a model of breeding site occupancy expending the approaches introduced by 25 
MacKenzie et al. (2006), Royle and Kéry (2007) and Bled et al. (in press). This model 26 
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encompasses time and space, and accounts for the presence of conspecifics, breeding success 1 
on the site itself and on neighboring sites. Hypotheses about factors potentially involved in 2 
individual decisions are naturally expressed using a model in which nest use probability is 3 
parameterized as a function of spatially and temporally neighboring system states. Site 4 
persistence probability (i.e. the probability of a site being occupied in consecutive years) 5 
reflects the probability of birds selecting the same site in consecutive years or new individuals 6 
replacing others on that site immediately if previous owners died or emigrated. We expect 7 
higher persistence probability associated with success of the owners of the site and of their 8 
neighbors. Importantly, we split the colonization process (i.e. the use of a previously unused 9 
site within a given time frame) into two different subprocesses: ―first‖ colonization (at the time 10 
scale of the study) and recolonization. These subprocesses may involve different behavioral 11 
responses to environmental and social variation. Colonial species have often been shown to 12 
nest repeatedly in locations where individuals incur density related costs, but ignore nearby 13 
unoccupied locations apparently suitable (Fletcher 2006). Recolonization probability is 14 
expected to be higher than first colonization probability up to a certain density, and this 15 
relationship might be inverted at higher density.  16 
Stamps (2001) and Safran (2004) have shown that individuals can use conspecifics past 17 
presence to choose to settle in a specific location. However, to our knowledge, consideration of 18 
both first colonization and recolonization to better understand nesting site use dynamics has 19 
never been addressed in colonial birds. Colonization as a whole process is a thoroughly studied 20 
topic. First colonization and recolonization have been extensively studied separately 21 
(Tunnicliffe et al. 1997, Kiss and Magnin 2003), but not simultaneously. Here we considered 22 
site occupancy dynamics as the result of persistence, first colonization, and recolonization after 23 
abandonment. The model we developed is also used to address whether first colonization and 24 
recolonization probabilities vary with density in a different manner, and if this distinction is 25 
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useful. We have developed models explicitly accounting for habitat selection behavior, which 1 
has been recognized as an important need in studies of habitat selection and occupancy 2 
(Boulinier and Lemel 1996).  3 
 4 
METHODS 5 
Data 6 
 We used data from a study led by Jean-Yves Monnat and colleagues since 1979 (continuing 7 
at present), in six colonies of black-legged kittiwakes (Rissa tridactyla) located in Cap Sizun 8 
(Brittany, France, 48°5‘N, 4°36‘ W). This program is based on i) an individual survey of 9 
kittiwakes using a Capture-Mark-Recapture approach, ii) counts of breeders, and iii) evaluation 10 
of chick production in all the colonies. Each colony consists of several nesting cliffs (Cadiou et 11 
al. 1994, Naves et al. 2006), and represents a distinct geographical location. Cliffs correspond 12 
to vertical walls with homogeneous aspect; colonies consist of several walls along the coast 13 
line separated by vertical ridges or segments of the coast line not occupied by kittiwakes. Since 14 
1979, several hundred chicks and fewer adults have been marked every year using an 15 
individual combination of plastic and metal bands. Pairs were included in analyses if they 16 
conducted nest construction up to the stage of having a cup dug in a platform of mud and grass 17 
(Maunder and Threlfall 1972). Nonbreeders (birds skipping a breeding opportunity; Cam et al. 18 
1998) were excluded from analyses. 19 
 Each cliff has been mapped on photographs (Adobe Illustrator, 1988 Adobe systems Inc.) 20 
and nesting sites have been located on these maps: we know their coordinates using an 21 
arbitrary coordinate system on photographs. In this paper the ‗site‘ corresponds to the location 22 
of nests within the cliff. Once a nesting site is created, i.e. has been used at least once, it 23 
remains as an available site in subsequent years. The occupancy and breeding success history 24 
of sites is known since their creation (but only since 1979). The collection of data from sites 25 
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and individuals has been more precisely described in Cadiou and Monnat (1996), but we will 1 
highlight points particularly relevant to our purpose.  2 
 We focused on a specific cliff located in a colony colonized during the study (1985-2005). 3 
It became the largest at the end of the 1990s, and is now the most populated cliff in this study 4 
area (Cam et al. 2004). Our goal was to model the colonization process at the level of the site 5 
within this cliff. Relevant data are site occupancy states from 1985 to 2005. We have seen the 6 
establishment of this cliff (i.e., establishment of breeders) in 1985. Since its creation the cliff 7 
experienced a phase of massive colonization, desertion (which coincides with the temporary 8 
extinction of the whole colony) and finally recolonization (Cam et al. 2004). The first 9 
observation of a site being occupied corresponds to its first occupation at least since the 1960's 10 
(based on count surveys conducted in the Cap Sizun area). Three hundred and twelve nesting 11 
sites have been observed over the whole study period in this specific cliff which is now a 12 
highly dense cliff where nesting sites touch one another in some areas (fig.1). Today, this cliff 13 
holds more than 1/3 of the total population of breeders in the Cap Sizun area. In addition to 14 
these nest-site occupancy data, we also know the reproductive success of each site; we used it 15 
to assess the relationship between site-specific and neighboring breeding success and site fate. 16 
Reproductive success has been encoded as 1 if individuals succeeded to produce at least one 17 
fledgling, 0 otherwise. Our sample included data from 2815 reproduction events. Since we 18 
worked with site-related information, these reproductive events concerned both marked and 19 
unmarked individuals. The mean duration during which a previously occupied nesting site is 20 
left unoccupied is 2.97 years ±2.21(±s.d.). 21 
 22 
Statistical analyses: spatial neighborhood 23 
To address the relationship between the state of neighboring sites (occupied, not occupied, 24 
success, failure) and site occupancy dynamics, the spatial structure of the nest ―population‖ is 25 
required. We defined this structure based on spatial proximity of nesting sites to one another. 26 
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To assess local density and the proportion of neighboring occupied sites whose owners bred 1 
successfully, we used a connection network among sites. The network definition was based on 2 
a threshold distance over which sites are not expected to influence one another. All sites falling 3 
under this threshold distance to a nest are neighbors of this nest. This threshold was determined 4 
by the mean range of influence of a site calculated using classical covariograms on the variable 5 
"site success probability" (Bled 2006). An illustration of this area of influence is given on a 6 
map of the cliff in figure 2. Every site j that falls under this influence range of site i is 7 
considered as connected (i.e. wij=1), and conversely wij=0 if the distance between sites i and j is 8 
over this range. Based on our data and the threshold distance range, the maximum number of 9 
neighbors a site can have -based on our data and this threshold distance range- is 44, so the 10 
maximal value of density of neighboring sites of site i in year t (Di,t) is 44. However, here we 11 
expressed this density as a percentage of maximum possible local density (i.e. Di,t=44 12 
corresponds to 100%). The prerequisite of spatial and temporal correlation of site success 13 
probability in the studied cliff over the study period has also been checked (Bled, 2006). 14 
 15 
THE MODEL 16 
Occupancy state model 17 
We consider occupancy data obtained by repeating sampling of i=1,2,…,M spatial units (i.e. 18 
nesting sites), over t=1,2,…, T periods of time. The dynamics of the occupancy status will be 19 
accounted for by 2 parameters: persistence probability ' ' (or its complement, site-specific 20 
extinction: (1- )), and colonization probability 'γ'. Let the occupancy state Zi,t of site i (i.e. 21 
nest) in year t. If site i is occupied at time t, then zi,t=1, else, zi,t=0. We were interested in the 22 
probability μi,t=Pr(Zi,t=1|zi,t-1) (the probability that a nest site is occupied conditional on its state 23 
in the previous year). Therefore, let's define  t, the probability that a site "survives" from time t 24 
to t+1, that is, given that it was occupied at time t, the probability that it is occupied again at 25 
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time 1t , i.e.  t=Pr(Zi,t+1=1 | zi,t=1). Where MacKenzie et al. (2006) used site-specific 1 
extinction probability (1-  t), we prefer to use its complement, i.e. persistence probability. In 2 
addition, let γt stand for site-specific colonization probability, from time t to t+1, i.e. γt 3 
=Pr(Zi,t+1=1 | zi,t=0). Considering both site-specific persistence and colonization parameters, we 4 
can express Zi,t as the outcome of a Bernoulli random variable with expected value ti ,  5 
, , 1 ,
| ~ ( )
i t i t i t
Z z Bern   (1.1) 6 
where 7 
, , , 1 , 1
, 1 1 , 1 1
Pr( 1| )
(1 )
i t i t i t i t
i t t i t t
Z Z z
z z

 
 
   
  
  
 (1.2) 8 
Thus, the expected value of occupancy state at time t depends on the previous state.  9 
This model can easily be extended to other situations. Since detection probability of 10 
reproducing individuals is close to 1.0 in kittiwake colonies in Cap Sizun (Cam et al. 1998), we 11 
do not consider any observation process incorporating detection probability. 12 
 13 
Recolonization reparametrization 14 
In the model described above, all the sites not occupied have the same probability of being 15 
colonized. We distinguished between the ("sub-") processes of "first colonization" (i.e. the site 16 
has never been occupied before at the time scale of the study; this is the creation of the site in 17 
the dataset), and "recolonization" (i.e. colonization of a site after a previous ―extinction‖). This 18 
distinction may be useful to deal with a wide range of topics where these two processes are 19 
influenced by different factors. To account for the two sub-processes of colonization, we split 20 
the colonization parameter γt into a first colonization parameter denoted by "γt", and a 21 
recolonization parameter "θt". We defined a new auto-covariate Ai,t that indicates the 22 
availability of a site for first colonization: Ai,t=1 if the site has never been occupied/colonized 23 
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before (i.e. for the period T, Ai,t=1 if ,
1
0
t
i T
T
z

 ), Ai,t=0 otherwise. We can express Ai,t as the 1 
indicator function 
1
, ,1
(1 )
t
i t i kk
A z


  , and as a consequence, sites have different colonization 2 
probabilities depending on whether Ai,t=1 or Ai,t=0, respectively, γt and θt. 3 
 The model becomes: 4 
 , 1 , , 1| ~ ( )i t i t i tZ z Bern    (1.3) 5 
with 6 
 , 1 , , , , ,(1 ) (1 )(1 )i t t i t t i t i t t i t i tz z A z A           (1.4) 7 
In a site history such as h=001011, there is no first colonization in year 1 and 2. A first 8 
colonization event occurs in year 3, followed by an extinction event. In year 5 the site is 9 
recolonized and persists from year 5 to 6. In terms of probabilities, the probability of this state-10 
history is Pr(Z=h)= (1-γ)*γ*(1-θ)*θ* . 11 
 12 
Spatial structure 13 
 In the model as it stands, the occupancy status of each site is independent of its 14 
environment (i.e., the location of occupied sites and the spatial structure of occupancy). 15 
However, in a large number of cases, we want to consider the influence of the spatial structure 16 
of occupancy of several sites (i.e., in a given area) on the fate of individual sites. 17 
Autocorrelation in time-space distribution models can arise from two assumptions: i) the 18 
conditions defining the site are autocorrelated ("exogenous spatial dependence‖); or ii) sites are 19 
connected through dispersal or other behaviors that lead to spatial patterning such as 20 
aggregation or regular spacing ("endogenous spatial dependence") (Lichstein et al. 2002). Here, 21 
we expressed the possible influence of the spatial structure on the dynamics parameters of 22 
persistence, first colonization and recolonization through the relationship between these 23 
parameters and a covariate Di,t. 24 
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Let Ni represent the set of sites that are neighbors of the site i, and let ni be the number of 1 
neighbors of site i (i.e. cardinality of Ni). We defined the spatio-temporal autocovariate Di,t as: 2 
 , , .
i
i t j t ij
j N
D z w

   (1.5) 3 
where wij is a weight that can be used to specify a spatial relationship between a neighbor site j 4 
and the site i. Here it is based on a connection net, where wij=1 if site j is connected to site i 5 
(for example, if the distance between i and j is under the defined/determined threshold 6 
"influence" distance), and wij=0 otherwise (i.e. if site i is not in the influence area of j). The 7 
underlying assumption is that habitat quality varies over space, and that sites closer to one 8 
another or more alike than sites father apart (―exogenous spatial dependence”), and this 9 
assumption has been verified (Bled 2006). It is important to note that here Di,t represents local 10 
density in the vicinity of site i at time t.  11 
 We allowed the dynamics parameters to depend on this autocovariate. Consider the 12 
example of the persistence parameter  . It is expressed as a function of Di,t as follow: 13 
 , 1 , 2 ,logit( ) ²i t t i t i ta D D      (1.6) 14 
It should be noted that   is now indexed by both time period t and site i. Note that Eq. 1.6 is a 15 
quadratic function of Di,t ; this function allows   to vary in a way that may lead to a peak at 16 
intermediate values of Di,t. If the persistence parameter is a linear function of density, then the 17 
estimate of 2  should be close to zero. Moreover, in this case, the information criterion (see 18 
below) obtained for the model with a simple linear relationship and the one with a quadratic 19 
relationship should be approximately the same. We modeled γi,t and θi,t similarly, but other 20 
approaches can be used if investigators want one or the other of the dynamics parameter to 21 
depend on the spatial structure of occupancy. 22 
 The model can be described as follow: 23 
, 1 , , 1
| ~ ( )
i t i t i t
Z z Bern    24 
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with 1 
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depending on 5 
, ,
.
i
i t j t ij
j N
D z w

   6 
where 
t
a , bt, and ct are intrinsic parameters for persistence, first colonization and 7 
recolonization respectively (i.e. they reflect what happens when sites have no occupied 8 
neighbors, so that Di,t = 0). 9 
Habitat selection: density, site-specific and neighboring breeding success 10 
Conspecific attraction, density — First, we accounted for the presence of nearby individuals. 11 
The underlying assumption is that this presence can influence nest site dynamics parameters 12 
via an ―endogenous spatial dependence‖. Breeding in densely populated areas has advantages 13 
such as predator protection or information about habitat and costs related to competition for 14 
resources or increased disease transmission. When advantages overcome cost, conditions are 15 
favorable for colony creation to happen.  16 
 In our model, the quadratic relationship between dynamics parameters and local density 17 
reflects the accelerating or decelerating effect of increasing density on individual choices. It is 18 
not realistic to consider a linear relationship between persistence probability and density; this 19 
would imply a constant increase or decrease in, say, persistence probability, for a given change 20 
in density at any point of its range. For example, the Allee effect (Courchamp et al. 1999), if 21 
present, can be detected using quadratic functions. An Allee effect occurs in small populations 22 
when the decrease in density leads to a decrease of positive interactions among individuals. In 23 
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this case a decrease in local density will be associated with a decrease in dynamics parameters. 1 
At high density, a decrease in dynamics parameters decrease would reflect a phenomenon of 2 
overpopulation. Again, a quadratic model is necessary to detect such a phenomenon. 3 
Site-specific breeding success —Reproductive success Si,t of an individual on site i (i.e. site-4 
specific breeding success) equals to 1 if the individual produced one or more fledgings, and 0 5 
otherwise. Our hypothesis is that breeding success should be associated with increased 6 
persistence, and failure should lead to a decrease in this parameter. 7 
We redefined persistence probability with two intrinsic parameters 
t
a and '
t
a  :  8 
, , , 1 , 2 ,
logit( ) (1 ) ' ²
i t t i t t i t i t i t
a S a S D D        9 
'
t
a  is the persistence probability of a ―successful‖ site (i.e., the owners of the site bred 10 
successfully), and 
t
a the persistence probability of a ―failed‖ site. If our hypothesis is supported, 11 
the estimate of '
t
a  should be higher than 
t
a . 12 
Neighboring breeding success — Breeding success of neighbors or individuals in an area has 13 
been suggested to reflect the quality of the area, and therefore of a site in this area (Danchin et 14 
al. 1998). Under this hypothesis, the success in the vicinity of a specific site is expected to 15 
influence all dynamics parameters. The underlying assumption is that the surrounding 16 
neighborhood of breeders and their success influences nest site selection, retention and creation 17 
(―endogenous spatial dependence‖).  If we consider the previous definition of persistence, we 18 
decided to use a parameter S  that will weight the ratio of neighboring sites that are successful 19 
over the total number of occupied neighbor sites. Such an approach has been used in this 20 
population at the spatial scale of the cliff (Aubry et al. 2009). This ratio τi,t corresponds to the 21 
relative success of the neighborhood and is equal to 
,
, ,
i t
i t i t
S
S F
N
N N
 where 
,i tS
N  is the number of 22 
successful neighbor sites, and 
,i tF
N  the number of unsuccessful neighbors. Their sum is the 23 
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total number of occupied sites neighboring site i at time t. Then, the model is extended to 1 
include this variable as follows: 2 
, , , 1 , 2 , ,
logit( ) (1 ) ' ²
i t t i t t i t i t i t S i t
a S a S D D           3 
Our hypothesis is that persistence probability should increase with the proportion of 4 
successful sites, i.e. S  should be positive. 5 
In addition, we expressed first colonization γi,t and recolonization θi,t as:  6 
, 1 , 2 , ,
logit( ) ²
i t t i t i t S i t
b D D         7 
and 8 
, 1 , 2 , ,
logit( ) ²
i t t i t i t S i t
c D D       
 
9 
 10 
Interactions among site-specific success, neighboring success rate and density — We 11 
considered the hypothesis that the relationship between site-specific breeding success and site 12 
occupancy might vary according to success of neighbors. Namely, site-specific breeding 13 
success may no longer be taken into account by the individual occupying a site once a given 14 
level of breeding success of neighbors has been reached (poor productivity of neighbors), 15 
whereas it may be taken into account in different productivity contexts (intermediate or high 16 
proportion of successful neighbors). In other words, one criterion used to assess habitat quality 17 
may be ignored under some circumstances (van Bergen et al. 2004). Such a hypothesis can be 18 
addressed using an interaction between site-specific and neighboring breeding success on 19 
persistence probability. Moreover, recent theory suggests that population density may 20 
influence how individuals use social information; this alters the potential costs and benefits of 21 
making decisions based on social cues (Fletcher 2007). These components of behavioral 22 
responses to social conditions might be reflected in the relationship between site occupancy 23 
and the social context. We designed our model to include interactions between neighboring 24 
breeding success and density (respectively int1 , int  and int  for persistence, first colonization 25 
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and recolonization parameters), and between site-specific and neighboring breeding success 1 
( int 2 ). 2 
 
, , , 1 , 2 , , int1 , , int 2 , ,
, 1 , 2 , , int , ,
, 1 , 2 , , int , ,
logit( ) (1 ) ' ² . .
logit( ) ² .
logit( ) ² .
i t t i t t i t i t i t S i t i t i t i t i t
i t t i t i t S i t i t i t
i t t i t i t S i t i t i t
a S a S D D D S
b D D D
c D D D
        
      
      
       
    
    
 3 
A list of all parameters used and estimated in the model is provided in appendix 1. 4 
 5 
SURVIVAL AND SITE FIDELITY IN MARKED INDIVIDUALS 6 
Site persistence probability reflects the probability of birds selecting the same site in 7 
consecutive years or new individuals replacing others on the site immediately if previous 8 
owners died or emigrated. We analyzed site fidelity (i.e. the owner of a site breeds again on the 9 
same site in the following year) and survival probability in marked birds to assess whether high 10 
site persistence probability primarily reflects fidelity of previous owners or immediate 11 
colonization by new owners after death of previous owners or emigration.  12 
To assess the contribution of site fidelity by previous owners and colonization by new 13 
owners to site persistence probability, we addressed the relationship between the probability of 14 
re-nesting on the same site, or of surviving; and individual breeding success, the success of 15 
neighbors, and density. We expect higher persistence probability associated with success of the 16 
owners of the site and of their neighbors, either through site fidelity, or immediate attraction of 17 
new breeders. To address whether low persistence predominantly reflects emigration or death 18 
of owners, survival probability was used to measure the contribution of mortality and 19 
emigration to low site persistence probability.  20 
Comparison of site fidelity, survival, and site persistence probability estimates made in 21 
similar conditions (i.e., site-specific and neighboring success, density) should provide insight 22 
into whether high site persistence predominantly reflects high site fidelity or high colonization 23 
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by new owners, and whether low persistence probability predominantly reflects death of 1 
owners or their decision to leave.  2 
Previous studies have provided evidence that recapture probability is virtually equal to 1 3 
after recruitment in this population (Cam et al. 2005). Consequently, both site fidelity and 4 
survival probability can be estimated using Generalized Linear Models (GLMs) without 5 
accounting for detectability. We used GLMs to address the relationship between year, sex, site-6 
specific success, neighboring success, local density and site fidelity on the one hand, and with 7 
survival on the other hand. Sex was considered because males are territorial in this species, and 8 
females whose own mate died rarely manage to durably evict intruding males, potentially 9 
leading site fidelity to vary depending on sex. 10 
 11 
BAYESIAN ANALYSIS 12 
Models containing a large number of latent binary variables have previously been fitted 13 
using Bayesian methods implemented in the software program WinBUGS (Wintle et al. 2005, 14 
Royle and Kéry, 2007, Bled et al. in press). Models were implemented in the free software 15 
package WinBUGS 1.4 (Lunn et al. 2000) called from R 2.6.2 (R Development Core Team 16 
2008) using the R library R2WinBUGS (Sturtz et al. 2005). We ran 3 chains using non 17 
informative priors and based our inference on 100 000 samples from the posterior distribution 18 
of parameters, after 20 000 discarded iterations. The WinBUGS code for the selected model is 19 
provided in Appendix 2. 20 
 Model selection was conducted using the Deviance Information Criterion (DIC, 21 
Spiegelhalter et al. 2002) given by WinBUGS. For analyses of site fidelity and survival 22 
probabilities, model selection was conducted using a downward selection procedure based on 23 
Akaike‘s Information Criterion (AIC, Tables 2 and 3, respectively). 24 
 25 
 26 
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RESULTS 1 
The model with the largest support (model probability of 0.56, Table 1) includes site-2 
specific breeding success, a quadratic relationship between density and site persistence ( , )i t , a 3 
linear relationship between first colonization ( , )i t  and density, but does not include any 4 
relationship between density and recolonization ( , )i t . In the selected model, there is a 5 
relationship between neighboring success and all dynamic parameters (site persistence, first 6 
colonization and recolonization). There is an interaction between site-specific and neighboring 7 
breeding success but no interaction between density and neighboring success. The 8 
parameterization of this model is designed to split the colonization process into first 9 
colonization and recolonization. The next closest model, with a model probability equal to 0.37, 10 
also includes an interaction between density and neighboring breeding success only for the 11 
persistence parameter (Table 1). 12 
 13 
Relationship between site-specific breeding success and persistence 14 
Site persistence probability is higher when reproduction on a site is successful than when the 15 
owners fail. The mean probability of persistence of a successful site over the study period 16 
equals 0.95 (±0.01) (± s.d.) while the mean persistence probability of an unsuccessful site is 17 
equal to 0.82 (±0.02). These estimates correspond to mean values of density and success rate in 18 
the neighborhood during the study. If the owner of a site bred successfully, the site is more 19 
likely to be reused in the following year than to be vacant, either because the owners return and 20 
breed on the same site, or because new individuals occupy the site. 21 
 22 
Relationship between conspecifics presence (through density) and dynamics parameters 23 
Figure 3 shows mean estimated intrinsic parameters over the period of study as a function 24 
of local density around the site i. The relationship between persistence probability and density 25 
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is negative quadratic. Persistence probability is low at low density, higher at intermediate 1 
density, and decreases at high values of density (estimates of 2  and 1  equal to -0. 37 (±0.08) 2 
and 1.49 (±0.30), respectively). 3 
A linear negative relationship was found between the 'first colonization' parameter ( , )i t  and 4 
density. The probability of creation of ―new‖ sites (at the scale of the study period) slightly 5 
increases ( 1 = 0.11 ±0.1) with density.  6 
Recolonization does not vary as a function of density. For an average neighboring success 7 
rate, a site has approximately 33% chances of being recolonized. Over the whole density range, 8 
recolonization probability stays higher than first colonization probability indicating that (for an 9 
average success rate) site re-use is more frequent than settlement on a previously unoccupied 10 
site. 11 
 12 
Relationship between neighboring breeding success and dynamics parameters 13 
Figure 4 corresponds to mean values of estimated intrinsic parameters over the study period, 14 
as a function of mean values of the success rate in the neighborhood of site i. All the dynamics 15 
parameters (persistence, first colonization, recolonization probabilities) increase with the 16 
success rate of the neighborhood. Slope coefficients, on the logit scale, corresponding to 17 
neighbor success rate are: 1.03 (±0.41) for the persistence parameters, 0.59 (±0.21) for the first 18 
colonization parameter and 0.08 (±0.28) for the recolonization parameter. Persistence varies 19 
positively with neighboring breeding success, site creation (through first colonization 20 
parameter) is higher where neighbor breeding success rate is high, while this relationship is 21 
less marked for the reuse of previously occupied site. Again, site reuse is higher over the whole 22 
range of neighboring success rate than site creation.  23 
 24 
Interactions among covariates 25 
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 We found evidence of an interaction between neighboring breeding success and site-1 
specific breeding success. The interaction is positive ( int 2 =2.14 ± 0.55), indicating that when 2 
neighboring sites are successful (i.e., the owners breed successfully), the site i itself has a 3 
higher probability of being successful, which might simply reflect that higher-quality sites 4 
form clusters in local cliff areas. 5 
 6 
Owner's fidelity to site 7 
 In the selected model (with an AIC weight equal to 0.64, table 2), the probability of site 8 
fidelity by marked individuals varies positively with the owner's success on this site (estimated 9 
slope parameter = 3.48 ±0.72), the neighboring success rate (estimated slope parameter = 1.29 10 
±1.29) and density (estimated slope parameter = 0.25 ±0.15). There is also a year effect and a 11 
relationship between fidelity and sex, with male having a higher fidelity than females 12 
(estimated slope parameters = 0.44 ±0.16). Interactions between owner's success and both year 13 
and density (estimated slope parameters = -0.42 ±0.21) were selected.  14 
 While the estimated site fidelity probability in conditions of high site-specific (S=1) and 15 
neighboring success (τ= 95 %), and intermediate density (D= 50 %) is equal to 0.9, in the same 16 
conditions, site persistence probability is equal to 0.99. In conditions of low site-specific (S=0) 17 
and neighboring success (τ= 10 %) and intermediate density (D= 50 %), estimated fidelity and 18 
persistence probabilities are equal to 0.86 and 0.81, respectively. Estimates of site persistence 19 
and fidelity probabilities are very close, and vary in the same way when conditions change. 20 
These results indicate that the main process underlying site persistence is fidelity, not 21 
immediate recolonization after abandonment. In addition, fidelity increases with owner's 22 
success, neighboring success and density. 23 
 24 
 25 
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Owner's survival 1 
 In the best model (AIC weight = 0.47, table 3), there is a year effect and a relationship 2 
between survival and sex of marked individuals, males exhibiting a lower survival than 3 
females (estimated slope parameter = -0.24 ±0.14). Survival probability varies positively with 4 
site-specific success (estimated slope parameter = 0.27 ±0.15). 5 
 We did not find evidence that survival probability varies with neighboring success or 6 
density, indicating that variation of persistence probabilities with these habitat features does 7 
not result from variation in survival probability. When site-specific (S=0) and neighboring 8 
success (τ= 10 %) are low, and density is intermediate, (D= 50 %), estimated survival and 9 
persistence probabilities are equal to 0.83 and 0.81, respectively. In conditions of high site-10 
specific breeding success (S=1), high neighboring success (τ= 95 %) and intermediate density 11 
(D= 50 %), estimated survival and persistence probabilities are 0.86 and 0.99, respectively. 12 
Because there is no covariation of neighboring success and survival probability on the one 13 
hand, and density and survival on the other hand, and because survival probability is relatively 14 
high whether the individual experiences breeding success or failure (while persistence 15 
probability varies more substantially), we conclude that site abandonment is not mainly due to 16 
death of the owner. 17 
 18 
DISCUSSION 19 
Relationship between site-specific success and site persistence 20 
Persistence probability of a site is higher when individuals occupying the site were 21 
successful. Here, the probability of being occupied in the following year is almost 17% higher 22 
for a successful site compared to unsuccessful ones. Assuming that site fidelity plays a 23 
substantial part in nesting site persistence, as corroborated by analyses of owner's site fidelity, 24 
this is consistent with a hypothesis developed in the habitat selection framework: individual 25 
breeding success influences the choice of an individual to stay or not (Boulinier et al. 2001). 26 
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This is also consistent with the hypothesis that the intrinsic characteristics of the site itself 1 
associated with breeding success influence individual decisions (Parejo et al. 2006). Previous 2 
studies have shown that site fidelity is higher on productive sites (Cam 1997) and cliffs 3 
(Danchin et al. 1998). In addition, mean estimated survival probability is close to 0.80 in 4 
breeders (Cam et al. 2005), and higher in successful breeders than in unsuccessful breeders 5 
(Cam et al. 1998). Our analyses complement these results: high site persistence probability 6 
corresponds to high probability of site fidelity in similar conditions of site-specific success, 7 
neighboring success, and density, and to high survival probability. Consequently, desertion or 8 
death of previous owners followed by immediate recolonization is not the main explanation for 9 
high site persistence probability. In addition, low persistence probability does not 10 
predominantly reflect mortality, but emigration of the owners.  11 
 12 
Relationship between conspecifics presence through density and dynamics parameters 13 
The site persistence relationship with density is characterized by a negative quadratic shape. 14 
What is observed at low density can be compared to an Allee effect (Courchamp et al. 1999). 15 
The decrease in positive interactions at low densities can be associated with decreased social 16 
attraction (Stephens et al. 1999). Conversely, at high density, we observe a phenomenon 17 
similar to overpopulation. In such dense colonies, nests are sometimes so close to one another 18 
that there is contact and aggressive behavior between incubating adults occur. Also, when the 19 
number of nests in an area increases, the probability of settling on a "poor-quality" site may 20 
increase. Site persistence at intermediate density may result from trade-off between these two 21 
phenomena. Conspecifics presence can be used as a cue to assess patch quality (Serrano and 22 
Tella 2003), and its use as a criterion taken into account in the choice of breeding habitat has 23 
already been shown in several species at scales such as the colony or even the cliff (Muller et al. 24 
1997, Danchin et al. 1998). In this study, we provided evidence that it can also be used at 25 
nesting site scale inside habitat patches where breeding success varies. Moreover, it should be 26 
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noted that the estimated persistence probability is higher than 0.5 over the whole density range, 1 
which means that a site is more likely to remain occupied.  2 
 Comparison of estimates of "first colonization" and recolonization provided evidence that 3 
recolonization probability is higher than site creation. This means that some sites tend to be 4 
occupied first, and suggests a preferential use of some sites. Moreover, first colonization 5 
probability varies as a function of density while recolonization does not. Higher-quality sites 6 
are expected to be chosen first (Newton and Marquiss 1982), and when they get deserted for 7 
any reason by individuals (death or dispersal), abandoned sites are expected to be reoccupied 8 
first, before new breeding sites are ―created‖. Fairweather and Coulson (1995) showed that 9 
even if nesting sites have been made unusable because of modifications of the environment, 10 
individuals kept trying to breed on the sites they previously used. When sites became 11 
accessible again a couple of years later, individuals returned to breed there. In our study, the 12 
fact that first colonization probability increases with density might indicate that, while some 13 
sites are occupied preferentially, when these sites are not accessible, individuals settle in denser 14 
area, which can be explained by conspecifics attraction. It remains to be investigated whether 15 
the differences in the variations in first versus recolonization as density changes are due to 16 
different types of individuals making different decisions: other studies suggest such cases for 17 
young vs. old individuals, first time breeders vs. experienced ones, immigrants vs. emigrants 18 
(Aparicio et al. 2007, Krištín et al. 2007, Arlt and Pärt 2008, Parejo et al. 2008). Splitting the 19 
global process of colonization into two sub-processes (first and re-colonization) is important to 20 
understand how ―colonization‖ works, since they do not vary in the same way with local 21 
conditions (i.e. density).  22 
 23 
Relationship between neighboring breeding success and dynamics parameters 24 
 First colonization and recolonization probabilities increase with the proportion of 25 
successful neighboring sites. This is consistent with previous results obtained at larger spatial 26 
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scales (Danchin et al. 1998, Doligez et al. 2003). However, our results also show that site 1 
occupancy patterns and dynamics vary as a function of site-specific breeding success and 2 
density. This might reflect the use of sources of information on habitat quality such as personal 3 
and public information and conspecific presence-related information.  4 
 Individuals have to consider neighboring breeding success information in light of other 5 
indications provided by personal information, such as their own success, and conspecifics 6 
presence. When an individual breeds successfully in an area where most neighbors failed, it is 7 
more likely to stay and reproduce again on this site than unsuccessful individuals in low 8 
productivity areas (Danchin et al. 1998, this study). This would translate into higher 9 
persistence probability for successful sites in higher-quality areas. In the study population, 10 
massive failure (i.e., situations where entire areas exhibit low productivity) is mostly due to 11 
external factors such as predation on eggs by corvids (Cam et al. 2004). In contrast, when an 12 
individual fails in a relatively productive area, failure is likely to result from individual 13 
characteristics (or to issues with the pair), not from external causes. When an individual is 14 
unsuccessful in an area with high failure rate, the ―cause‖ of failure is unclear: individual 15 
characteristics, characteristics of the pair, or biotic environmental factors? In terms of future 16 
fitness, coming back to breed on the same site may lead to high probability of failure if external 17 
factors were responsible of loss of the clutch (in environment whose quality is temporally auto-18 
correlated). Personal and public information convey two different elements for the choice of a 19 
breeding site. Site occupancy, as the result of individuals' decisions, reflects the potential use of 20 
all of these three sources of information (personal and public information and conspecific 21 
presence).  22 
 23 
 24 
 25 
 26 
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Interactions among covariates 1 
Our selected model included the interaction between site-specific and neighboring breeding 2 
success on nest persistence probability ( int 2 -2.11 ( 0.55)   ). Danchin et al. (1998) have 3 
shown that there is an interaction between individual success and the proportion of successful 4 
neighbors in models of dispersal probability among cliffs within the study area. They 5 
concluded that at this spatial scale "individual breeding performance did not appear to 6 
influence the probability of dispersing for birds breeding on cliffs with high local reproductive 7 
success, whereas individual breeding performance has a strong effect on dispersal for birds that 8 
bred on cliffs with lower local reproductive success". Boulinier et al. (2008) showed,  with 9 
experimental manipulation (eggs removal) in a Norwegian kittiwake colony, that there is an 10 
interaction between personal and conspecific success. They also showed  that individuals that 11 
lost their eggs in successful areas would attend their nest and have a higher probability of 12 
coming back the following year than individuals that lost their eggs in areas where their 13 
neighbors also failed. Here we also found evidence of an interaction between site-specific and 14 
neighboring breeding success on site persistence probability. Both failed and successful sites 15 
have a high persistence probability in a successful neighborhood, but the difference in 16 
persistence probability between the two types of sites increases as the social context 17 
deteriorates (the proportion of successful sites decreases in the neighborhood) (fig. 4). In low-18 
productivity contexts, persistence probability varies substantially with the success of the owner 19 
of the site (failed and successful sites show unambiguously different persistence probability), 20 
whereas the magnitude of the difference between persistence probability of successful and 21 
failed sites is small in productive areas 22 
 23 
 24 
 25 
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Model development and potential applications 1 
 The model used here is highly flexible and can be modified to address other, more general 2 
questions. First, here, no observation process has been included in the model, however, 3 
applications to study systems with imperfect detection probability can be handled by extending 4 
the hierarchical model (Royle and Kéry 2007, Bled et al. in press).  Second, the main features 5 
of the model that can be modified are (i) underlying functions for dynamics parameters, (ii)  6 
weights used to establish the spatial structure, (iii) and the fact that parameters are static or 7 
time/space varying.  8 
 Despite the obvious implications of time-space processes for both basic and applied 9 
ecology, the statistical framework of modeling of spatio-temporal occupancy systems is not 10 
well developed yet, even if some recent efforts have been made (Zhu et al. 2005; Hooten and 11 
Wikle 2008) or Zhu et al. (2005). Here, it is possible to modify the model both on the time and 12 
the spatial scales by allowing static parameter to vary over time or space. Assumptions about 13 
time or space stationarity can be easily relaxed. It should be noted that the underlying 14 
assumption that there is no relationship between the cumulative number of years unoccupied 15 
and the probability that a site is recolonized can also be relaxed (i.e., long-term memory 16 
processes). Last, we can set ijw  in order to weight Di,t by the inverse distance of sites j  to i , or 17 
any other way depending on the decisions made to define the connections network, and that 18 
seems more relevant according to the studied topic. 19 
 Finally, we have provided evidence of a difference in the relationships between population 20 
conditions and first colonization on the one hand, and recolonization dynamics on the other 21 
hand . As previously emphasized, this distinction has rarely been made previously (Bled et al., 22 
in press). The approach used to model these processes can be applied to other questions where 23 
this separation is relevant, such as the case of invasive species, or the study of systems that 24 
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undergo events of recolonization after major ecological events (sudden pollution, wildfire or 1 
flood).  2 
 3 
 Our work integrates different hypotheses developed in behavioral ecology to account for 4 
individual choices and explain local population dynamics through a site occupancy approach. 5 
Site occupancy approaches provide demographic parameter estimates for predictive models 6 
incorporating habitat characteristics, and allows assessment of common assumptions made in 7 
metapopulation models, e.g. whether a local population is a source or a sink (Hanski and 8 
Gilpin 1997). Accounting for individual behavioral decisions in site occupancy studies may 9 
enhance our ability to develop models of population and metapopulation dynamics explicitly 10 
incorporating ecological and evolutionary processes, as opposed to phenomenological models. 11 
It would be possible to compare the estimates of dynamics parameters among different species 12 
and/or scales. Importantly, site occupancy models can be modified to incorporate other classes 13 
of variables, such as the distance to the nearest neighbor,  age, experience or social rank of site 14 
owners, and address other hypotheses about habitat selection in different species.  15 
 16 
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1 
Table 1. Parameterization of the different models and Deviance Information Criterion values. Plus sign indicates that the 
corresponding element is included in the model. Relationship between density and dynamics parameters: ‘2’,’1’,’0’ indicate 
quadratic, linear and no relationships respectively. Bold DIC is the selected model. 
Model elements DIC Normalized 
DIC weight 
First/Re 
colonization 
differentiation 
(γ/θ) 
Site-specific 
breeding 
success (Si,t) 
Relationship 
between density 
(Di,t)  and 
Relationship 
between neighboring 
success (τi,t) and 
Interaction between 
density  and 
neighboring breeding 
success for  
Interaction 
between site-
specific and 
neighboring 
success φi,t γ i,t θ i,t φi,t γ i,t θ i,t φi,t γ i,t θ i,t 
  2 2 2        4285.7 0 
 + 2 2 2        4163.5 0 
  2 2 2 + + +     4268.2 0 
 + 2 2 2 + + +     4258.4 0 
 + 2 2 2 + + +    + 4147.3 0 
 + 2 2 2 + + + + + + + 4142.8 0 
 + 2 2 2 + + + + + +  4143.9 0 
+  2 2 2        4082.6 0 
+ + 2 2 2        3970.9 0 
+  2 2 2 + + +     4063.3 0 
+ + 2 2 2 + + +     3957.6 0 
+ + 2 2 2 + + +    + 3952.4 0 
+ + 2 2 2 + + + + + + + 3947.5 0 
+ + 2 2 2 + + + + + +  3955.1 0 
+ + 1 2 2 + + + + + + + 3965.3 0 
+ + 2 1 2 + + + + + + + 3963.5 0 
+ + 2 2 1 + + + + + + + 3959.6 0 
+ + 1 1 2 + + + + + + + 3965.9 0 
+ + 1 2 1 + + + + + + + 3954.7 0 
+ + 2 1 1 + + + + + + + 3944.6 0 
+ + 1 1 1 + + + + + + + 3957.4 0 
+ + 2 0 1 + + + +  + + 3944.8 0 
+ + 2 1 0 + + + + +  + 3941.3 0.03 
+ + 2 0 0 + + + +   + 3946.6 0 
+ + 2 1 0  + +  +  + 3945.9 0 
+ + 2 1 0 +  + +   + 3952.0 0 
+ + 2 1 0 + +  + +  + 3941.1 0.03 
+ + 2 1 0   +    + 3953.4 0 
+ + 2 1 0  +   +  + 3946.7 0 
+ + 2 1 0 +   +   + 3961.9 0 
+ + 2 1 0       + 3957.9 0 
+ + 2 1 0 + + +  +  + 3967.2 0 
+ + 2 1 0 + + + +   + 3935.9 0.37 
+ + 2 1 0 + + +    + 3935.1 0.56 
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 1 
  2 
Table 2. Nesting site fidelity in the black-legged Kittiwake. Selection results (based Akaike‘s Information Criteria) for models including site-
specific breeding success S, local density D, neighboring breeding success rate τ, year t and sex as covariates. Bold AIC is the selected model. 
Model AIC AIC weight 
Fidelity ~ S + t + S*t + sex + τ + D + S*D + S* τ + sex*S + sex*t 1252.9 0 
Fidelity ~ S + t + S*t + sex + τ + D + S*D + S* τ + sex*S 1230.1 0.12 
Fidelity ~ S + t + S*t + sex + τ + D + S*D + S* τ  1228.6 0.24 
Fidelity ~ S + t + S*t + sex + τ + D + S*D 1226.7 0.64 
 3 
4 
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 1 
Table 3. Survival in the black-legged Kittiwake. Selection results (based Akaike‘s Information Criteria) for models including site-specific breeding 
success S, local density D, neighboring breeding success rate τ, year t and sex as covariates. Bold AIC is the selected model. 
Model AIC AIC weight 
Survival ~ S + t + S*t + sex + τ + D + S*D + S* τ + sex*S + sex*t 1506.5 0 
Survival ~ S + t + S*t + sex + τ + D + S*D + S* τ + sex*S  1488.6 0 
Survival ~ S + t + S*t + sex + τ + D + S*D + S* τ 1486.6 0 
Survival ~ S + t + S*t + sex + τ + D + S*D  1485 0 
Survival ~ S + t + S*t + sex + D + S*D  1483 0.01 
Survival ~ S + t + sex + D 1476 0.18 
Survival ~ S + t + sex  1474.1 0.47 
Survival ~ t + sex + D  1477.2 0.10 
Survival ~ t + sex  1475.5 0.24 
 2 
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FIGURES  1 
 2 
Figure 1. Portion of the studied cliff in a Cap-Sizun kittiwake colony. Some areas are so 3 
densely populated that nesting sites almost touch. Aggressive behavior between neighbors 4 
regularly occurs. (photography by Gilles LeGuilloux)  5 
  6 
Figure 2. Map of the studied cliff and influence area of a nesting site. Each nesting site is 7 
represented by a dot. The white dashed circle indicates the influence area of one nesting site. 8 
  9 
Figure 3. Estimates of Dynamics parameters as a function of local density D ('conspecifics 10 
presence'), for an average neighbor success rate. Black line: persistence probability of a 11 
successful site Success . Grey line:  persistence probability of a failed site Failure . Dashed line:  12 
first colonization probability  . Dotted line: recolonization probability  . 13 
 14 
Figure 4. Estimates of dynamics parameters as a function of neighbors' success rate τi,t ('public 15 
information'), for an average density. Black line:  persistence probability of a successful site 16 
Success
 . Grey line: persistence probability of a failed site Failure . Dashed line:  first colonization 17 
probability  . Dotted line:  recolonization probability  . 18 
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Abstract – We consider the problem of estimating the occupancy rate of a target species in a 11 
region divided in spatial units (called quadrats); this quantity being defined as the proportion 12 
of quadrats occupied by this species. We mainly focus on spatially rare or hard to detect 13 
species which are typically detected in very few quadrats, and for which estimating the 14 
occupancy rate (with an acceptable precision) is problematical.  15 
 We develop a conditional approach for estimating the quantity of interest. The 16 
conditioning, which bears on the presence of the target species in the region of study, makes 17 
identifiable the occurrence and detectability parameters, regardless of the number of visits 18 
made in the sampled quadrats. Compared with an unconditional approach, it proves to be 19 
complementary, in that this allows us to deal with biological questions which cannot be 20 
addressed by the former.  21 
Two bayesian analyses of the data are performed: one is non informative, and the other 22 
takes advantage of the fact that some prior information on detectability is available. It 23 
emerges that taking such a prior into account significantly improves the precision of the 24 
estimate when the target species has been detected in few quadrats and is known to be easily 25 
detectable. 26 
 27 
 28 
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1. Introduction 1 
The occupancy rate of a species in a specified region (called R ) is a basic indicator of 2 
how the species in question occupies its habitat (e.g. MacKenzie et al., 2002). The definition 3 
of this indicator presupposes that the region R  is bounded and is composed of a finite number 4 
of spatial units. Biological motivations for considering this problem are various, but are often 5 
related to wildlife management concerns and endangered species conservation programs 6 
(Szaro & Johnston, 1996; Williams et al., 2002). From a statistical point of view, we focus on 7 
species detected in very few quadrats, even not detected in any quadrats. Such data may occur 8 
with relatively high probability when the species in question is spatially rare or hard to detect 9 
(see Section 4.1.1). The statistical analysis of such sparse data by existing approaches yield 10 
significantly different estimations, while it is not the case if the target species has been well 11 
detected. This observation underlines the specificity of such data and stresses the necessity to 12 
understand why such distances occur. We below expound on the problematical, in details. 13 
When modeling occupancy is of concern, Mackenzie et al. (2006) have developed an 14 
unconditional approach for estimating occupancy rate (see Section 4.5 of the book); their 15 
approach is unconditional in that it does not presuppose that the target species is present in the 16 
region R . From here on, it is important to point out that an unconditional approach involves 17 
two distinct quantities: one is the probability of presence of the species in question at a global 18 
scale (that is in the region R ), the other is the probability of presence at a local scale (that is 19 
at the quadrat scale). Dupuis & Joachim (2006) have also developed an unconditional 20 
approach to model occurrence of species in the quadrats, but it is different from the one of 21 
MacKenzie. Both identically model the way a species present in R  occupies the quadrats, but 22 
strongly differ regarding the way to model the presence at the global scale (details appear in 23 
Section 3.3.3). Therefore, it is expected that these two estimations differ when the target 24 
species has not been detected (which actually occurs), but are very close in the opposite case. 25 
Now, we have observed that they are still significantly different when it has been detected in 26 
very few quadrats. That means that, in such circumstances, the way one models the presence 27 
at the global scale may have a non negligible impact on the occupancy rate estimation of a 28 
detected species. The idea is to develop an alternative approach in which only the local scale 29 
is involved when the estimation concerns a detected species. Working conditionally on the 30 
presence of the target species in R  is clearly a suitable strategy to achieve this objective. 31 
Interestingly, when the target species has not been detected by the sampling, the conditional 32 
approach allows to investigate some questions of biological interest which cannot be 33 
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addressed by the unconditional one (of course, the interpretation of the occupancy rate under 1 
such a conditional approach will differ). Let us give one example. It may occur that the 2 
presence (in R ) of an undetected species has been proved by some additional information; 3 
thus, the conditional approach constitutes the natural framework to take this extra information 4 
into account. 5 
Spatially rare species are typically detected in few quadrats, and it is thus expected that the 6 
estimate of the occupancy rate of such species is not very precise; hence the necessity to 7 
develop procedures to increase its precision (MacKenzie et al., 2005). These authors have 8 
examined this question upstream (that is before collecting the data), by computing, for 9 
example, the minimal number of visits to be made in the sampled quadrats to achieve a given 10 
precision; see MacKenzie et al. (2006). In this paper we tackle the problem downstream. Our 11 
approach assumes that some prior information on the detectability parameter is available (for 12 
some species, such as birds, it is often the case; see Section 5). It is in fact expected that 13 
taking such a prior into account may have a positive impact on the estimate. Indeed, assume 14 
that it is well known that the target species is easily detectable; intuitively, it is clear that 15 
incorporating such a prior should remove some of uncertainty about its presence in the 16 
quadrats where it has not been detected, and therefore improve the precision of the estimate. 17 
We examine this question in detail in the framework of our illustration (Section 5). 18 
 19 
2. The experimental protocol and data description 20 
We assume that the region of study is composed of J  spatial units (it includes, in 21 
particular, the situation where the region in question has been divided in a finite number of 22 
units). In the literature such units are also called sites or quadrats; for convenience, we will 23 
use this latter term. In this paper we assume that quadrats are of equal area. A sample of T  24 
quadrats is taken, and the sampled quadrats are numbered from 1  to T . Draw is usually 25 
performed at random so as to have a sample representative of the whole region R . Sometimes, 26 
all the J  quadrats are explored; it typically occurs when J  is not too large (the methodology 27 
developed in this paper also applies to this case). Lastly, an experimenter visits K  times each 28 
sampled quadrat and records which target species have been detected. The list of target 29 
species is denoted by S  (of course the list can include only one species). Detections are 30 
typically based on visual or oral recognitions; we assume that species are correctly identified. 31 
When = 4K  and = 6T , a possible record for a species s S  is: = 300040.sy  Such a 32 
sequence means that species s  has been detected in quadrat 1 during three visits, and detected 33 
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in quadrat 5  during each visit. Moreover, its presence has not been detected in quadrats 1 
2,3,4,6 . 2 
When = 0sy  (where 0  denotes the null vector) the target species has not been detected, 3 
and one does not know if the target species is present or not in the study region. It is not 4 
reasonable to exclude a priori such a record, simply because it may occur with relatively high 5 
probability, when the target species is spatially rare or hard to detect; see Section 4.1.1. This 6 
is also the option adopted by MacKenzie et al. (2006). From a statistical point of view, the 7 
problem is to estimate the proportion of quadrats occupied by any target species s  from the 8 
record
s
y . Before providing the assumptions which characterize the different approaches 9 
(conditional and unconditional) it is necessary, at this stage of the paper, to clarify in which 10 
context(s) each can be used. Unconditional approaches can be used as well with undetected 11 
species as with detected species. The conditional approach deals with species present in R ; it 12 
can thus be used with any detected species, since such a species is necessarily present in R . 13 
When the target species has not been detected the conditional approach can still be used, but 14 
one has to keep in mind that the estimation of its occupancy rate is conditional on its presence 15 
in R . In fact, it provides an answer to the following question. If the target species is present 16 
in R  (which one in fact ignores in such a situation), what is the value of its occupancy rate ? 17 
Moreover, when the target species has not been detected, its presence can sometimes be 18 
proved by another source of information (cf Section 5); in such a situation, the conditional 19 
approach allows to take into account this extra information (precisely via the conditioning). 20 
 21 
3. Modeling detectability and occupancy 22 
Throughout the paper, (.)p  denotes a probability mass function (p.m.f.) and ( )CI  23 
represents an indicator function that takes the value 1 when the condition C  is true and zero 24 
otherwise. To describe the probabilistic assumptions related to occupancy and detectability, it 25 
is convenient to introduce the different processes which underlie the data sy . It also allows to 26 
introduce, in a natural way, the parameters of biological interest. 27 
 28 
3.1 Underlying processes. 29 
For =1, ,j J , we denote by sjz  the indicator of presence of species s  in quadrat j ; thus, 30 
sjz = 1  if species s  is present in quadrat j , and 0  otherwise. Moreover, we set 31 
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1
= ( , , , , )
s s sJ
z z z  and = { ; }
s
z z s S . The occupancy rate of species s , denoted by s , 1 
can be expressed as a function of the sjz 's, since =1
1
=
J
s sjj
z
J
  . Note that 
1 2
{ , , ,1}s
J J
   2 
when one works conditionally, and that 
1
{0, , ,1}s
J
   in the opposite case. For a species s  3 
present in a sampled quadrat j , we denote by {0,1, , }sjx K  the number of times that 4 
species s  has been detected in quadrat j  during the K  visits. Note that sjx  is thus defined 5 
only conditionally on = 1sjz . Moreover, we set 1x = ( , , , , )s s sTx x  and x = {x ; }s s S . It is 6 
useful to clarify the links between 
s
y , x
s
 and 
s
z . It is clear that ( = ) ( = 1sj sjy k z  and 7 
= )sjx k , when 1 k K  . Moreover, the event ( = 0)sjy  covers in fact two exclusive 8 
situations: either species s  is present in quadrat j  but has not been detected, or it is not 9 
present in quadrat j  (and cannot have been detected). Formally, one has the equivalence 10 
( = 0) (= 1sjy   and = 0)sjx  or ( = 0)sjz . Consequently, sjz  is not known when species s  has 11 
not been detected in quadrat j ; in such a situation, sjz  is said to be missing. Note that the 12 
whole vector 
s
z  is in fact missing when = 0sy . 13 
 14 
3.2 Modeling detectability 15 
Biological assumptions related to detections are supported by the random vector x
s
. 16 
 Assumption A1. We assume that the probability of detecting species s  in quadrat j  does 17 
not depend on its (possible) detections in the other quadrats. 18 
 Assumption A2. We assume that | = 1 ( , )sj sj sx z Binomial K q: , where sq  represents the 19 
probability of detecting species s  in any quadrat j  during any visit (given that it is present in 20 
quadrat j ). 21 
For simplicity, detectability parameters do not depend on quadrats. Assumptions A1 and 22 
A2 are standard; they are also present in MacKenzie et al. (2006). Finally, it is useful to 23 
introduce the parameter s =Pr ( 1| = 1) = 1 (1 )
K
sj sj s
x z q    which represents the probability 24 
of detecting species s  in quadrat j  (conditionally on its presence). 25 
 26 
 27 
 28 
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3.3 Modeling occupancy. 1 
Biological assumptions related to how species s  occupies the quadrats are supported by 2 
the random vector 
s
z . Moreover, it is useful to introduce the indicator 
s
  equal to 1 if species 3 
is present in R  and zero otherwise. Moreover we denote by 
s
  the probability that species s  4 
is present in R . 5 
 3.3.1. The unconditional model of MacKenzie et al.. 6 
To model occurrence of the target species s  in the J  quadrats, MacKenzie et al. (2006) 7 
assume that the sjz 's are independent outcomes of a Bernouilli random variable. Hence, using 8 
the notation of MacKenzie for the occurrence parameter, one has:  9 
 ( | ) = (1 )
N J N
s s
s s s sp z   

  (3.1)  10 
where 
=1
=
J
s sjj
N z  represents the number of quadrats in which species s  is present, and 11 
=
s
 Pr ( = 1)sjz  (in the literature, s  is also called occupancy parameter). Let us mention the 12 
paper of  Royle & Kéry (2007) which provides an interesting discussion on the distinction to 13 
be made (from a biological point of view) between the occupancy rate 
s
  and the occurrence 14 
parameter s . The MacKenzie et al. model gives a positive probability to the event = 0s , 15 
namely (1 )Js ; in that, their approach is unconditional (cf the introduction). Moreover, the 16 
above independence assumption implies that 
s
  and s  are linked since = 1 (1 ) .
J
s s    In 17 
other terms, the probability of presence at the global scale (
s
 ) is completely determined by 18 
the one at the local scale (
s
 ); and vice versa, since one has: 1/= 1 (1 ) Js s   . 19 
 3.3.2. The unconditional model of Dupuis and Joachim. 20 
 Dupuis & Joachim (2006) consider the hierarchical model below:  21 
 
(1 )
| ( ) ( | = 1, ) =
1 (1 )
N J N
s s
s s
s s s s s s J
s
Bernouilli p z
 
    



 
:   (3.2) 22 
where the meaning of s  is given in the next Section (for convenience). Contrary to 23 
MacKenzie model, the sjz 's are no more independent (details are omitted). More importantly, 24 
the unconditional model of Dupuis & Joachim (2006) involves two distinct parameters: 25 
namely 
s
  (global scale) and 
s
  (local scale), while in MacKenzie there is only a single 26 
parameter to deal with the two scales. In fact 
s
  is here a nuisance parameter, that we do not 27 
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intend to estimate (contrary to Dupuis and Joachim, 2006); additional comments on this 1 
important point are provided at the end of the Section 4.2. 2 
Compared with the Dupuis and Jochim approach, we observe that the MacKenzie one 3 
tends to promote a priori large values of 
s
 . Indeed, if one places a uniform prior on s  and 4 
one uses the fact that = 1 (1 )Js s   , it is easy to check that ( ) = /( 1)sE J J   which is 5 
close to 1. As an example: Pr ( 0.9) = 0.94
s
   if = 40J . On the contrary, if one places a 6 
uniform prior on 
s
 , they are small values of s  (and of s , since ( ) =s sE   ) which are now 7 
promoted a priori; indeed, one has ( ) =1/ 1
s
E J  . We stress that, in the framework of this 8 
paper, we are in only concerned only by the first remark (since one assumes that the prior is 9 
placed on 
s
 , not on 
s
 ). The situation is very different when one adopts the model of Dupuis 10 
and Jochim and uses non informative priors, since one has ( ) = 1/2
s
E   and ( ) = 1/2
s
E   11 
(assuming of course that a uniform prior has been placed on these parameters). These remarks 12 
will be used to explain certain distances observed between the occupancy rate estimations 13 
yielded by these two approaches (cf Section 5.3.2). 14 
 3.3.3. The conditional model. 15 
Let s  be a species present in the study area R ; thus = 1s , or equivalently 0sz  . The 16 
p.m.f. (probability mass function) of 
s
z  under the conditional model is:  17 
 
(1 )
( | ) =
1 (1 )
N J N
s s
s s
s s J
s
p z
 




 
 (3.3) 18 
where ]0,1[
s
  . It is clear that if we start from (3.1) and compute the p.m.f. of | = 1
s s
z  , we 19 
obtain the p.m.f. of 
s
z  under the conditional model. Moreover, it is easy to check that 20 
Pr( = 1| ) = /[1 (1 ) ]
J
sj s s s
z      and that 
s
  represents the probability that species s  is 21 
present in quadrat j , given that it is present in at least one another quadrat (for the proof, see 22 
Web Appendix A). Note that s  and s  do not have the same meaning, hence two distinct 23 
notations; in fact, s  is a conditional occurrence parameter (contrary to s ). Note that s  is 24 
not a parameter of the model, contrary to s ; but both are linked, since 25 
E[ | ] =s s  E [ | ] =sj sz  Pr ( = 1| ) = /[1 (1 ) ]
J
sj s s s
z     . Due to the conditioning on = 1s , 26 
the random variables sjz  are not independent (contrary to the MacKenzie model): for example, 27 
Pr ( = 1| ) = /[1 (1 ) ]
J
sj s s s
z     , but Pr ( = 1| , = 0) = 1sjsj sz z  where sjz  denotes the vector 28 
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\{ }s sjz z . However, a certain form of conditional independence between the sjz 's holds, as 1 
stated by the proposition (3.1). 2 
 Proposition 3.1. Let i , j  be two any quadrats, 
si
z  and sjz  are independent, given that 3 
species s  is present in at least one another quadrat (distinct from i  and j ). 4 
 Proof. See Web Appendix A. 5 
From a biological point of view, we thus assume that the presence of species s  in quadrat 6 
i  is not affected by the presence of that species in quadrat j  (given that it is present 7 
elsewhere); this assumption is standard (disregarding the conditioning). 8 
The key difference between an unconditional approach and a conditional approach is that 9 
the latter models only the way a species present in R  occupies the J  quadrats (local stage), 10 
whereas the former deals with the two scales (local and global). It is important to point out 11 
that the three approaches identically model the way a species present in R  occupies the J  12 
quadrats. Lastly, it is of interest to note that the two unconditional approaches lead to a same 13 
conditional version, while, from this latter, at least two unconditional versions can be built. 14 
 15 
4. Likelihoods, identifiability, estimation and computational issues. 16 
From now, the approach which assumes A1, A2 and models occupancy via (3.1) is called 17 
the unconditional approach of MacKenzie (or the MacKenzie approach, in shortened form). 18 
The one which models occupancy via (3.2) is called the unconditional approach of Dupuis & 19 
Joachim (or the Dupuis & Joachim approach), and the one which models occupancy via (3.3) 20 
is simply called the conditional approach (both assuming of course A1 and A2). 21 
  22 
4.1 Likelihoods. 23 
 4.1.1 Conditional approach. 24 
 The parameter of the model is = { , ; }s sq s S   . The likelihood of   based on data 25 
= { ; }
s
y y s S  is: ( ; ) = ( | , ).s s ss SL y p y q   Note that we thus implicitly assume that 26 
species behave independently with respect to occupancy in the J  quadrats. For any species s  27 
such that 0sy  , we have:  28 
 
[1 ] [(1 ) 1 ]
( | , ) =
1 (1 )
V W U T VKs s s s
s s s s s s s
s s s J
s
q q q
p y q
   



   
 
 (4.1) 29 
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where 
s
V  denotes the number of quadrats in which species s  has been detected, sW  the total 1 
number of visits during which species s  has been detected, =s s sU KV W , and  2 
 
=1
= ;
T
s
sjj
K
y

 
 
 
  3 
moreover, we have:  4 
 
((1 ) 1 ) (1 )
( | , ) =
1 (1 )
K T J
s s s s
s s s J
s
q
p y q
  


    
 
 (4.2) 5 
if = 0sy . Computational details involve rather lengthy developments and have been omitted 6 
for brevity, but they appear in a technical report available from the first author on request. The 7 
above formula also applies in the particular case = 1K . The formulae (4.1) and (4.2) allow to 8 
compute (as a function of J , T , K , 
s
  and 
s
q ) the probabilities that a species s  present in 9 
R  has not been detected (or has been very few detected); results underline that such data 10 
occur with relatively high probabilities when species s  is spatially rare (as stressed in the 11 
introduction). Let us give two examples (in Web Appendix B, we provide other examples 12 
which are commented in detail). Let 
0
=p Pr [( , ) = (0,0)]
s s
V W  and 
1
=p Pr [( , ) = (1,1)]s sV W . 13 
One has p0=0.20, p1=0.29, if J=T=20, K=4, = 0.1s , = 0.2sq  (that is 0.60s  ); and 14 
p0=0.38, p1=0.23, if J=40, T=20, K=4, = 0.05
s
 , = 0.3
s
q  (that is 0.75
s
  ); where 15 
= 1 (1 )
K
s sq    (cf Section 3.2). 16 
 17 
 4.1.2 Unconditional approaches. 18 
  The MacKenzie approach. 19 
The associated model is parametrized by { , ; }
s s
q s S  , and one has:  20 
 ( | , ) = [1 ] [(1 ) 1 ]
V W U T VKs s s s
s s s s s s s s s sp y q q q q   

     (4.3) 21 
from which we deduce the likelihood. Note, that contrary to the conditional approach, J  22 
plays no part in the MacKenzie likelihood. 23 
 24 
  The Dupuis & Joachim approach. 25 
We stress that the result below is new. Indeed, in Dupuis & Joachim (2006), the aim was 26 
to estimate the species richness of a biological community from quadrat sampling data, not 27 
occupancy rate. The expression of ( | , , )s s s sp y q   below is derived from (4.1) and (4.2); 28 
details are omitted. We have:  29 
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((1 ) 1 ) (1 )
( | , , ) =
1 (1 ) (1 )
K T J
s s s s
s s s s J
s s s
q
p y q
  
 
  
    
   
 (4.4) 1 
if = 0sy  and  2 
 
[1 ] [(1 ) 1 ]
( | , , ) =
1 (1 )
V W U T VKs s s s
s s s s s s s
s s s s J
s s
q q q
p y q
   
 
 

   
 
 (4.5) 3 
otherwise. It is clear that, when 0sy  , the estimations of s , sq  and s  based on (4.5) 4 
coincide with those yielded by the conditional approach. 5 
 6 
4.2 Identifiability issues. 7 
  Recall that the parameters s  and sq  of the MacKenzie approach are not identifiable 8 
when the sampled quadrats are visited only once. Indeed, when = 1K , the parameters 
s
  and 9 
s
q  appears in the MacKenzie likelihood only through the product 
s s
q . 10 
  When we use the conditional approach, we have the following result. 11 
 Proposition 4.1 The model associated with the conditional model is identifiable, 12 
regardless of the number K  of visits in the sampled quadrats. In particular, the parameters 
s
q  13 
and 
s
  are identifiable when the the sampled quadrats are visited only once. 14 
 Proof. See Web Appendix C. 15 
Surprisingly, the model is indeed identifiable when = 1K . This means that data collected 16 
via this protocol, improperly called presence-absence data and afterwards called 1 0  data, 17 
can theoretically be used to estimate 
s
 ,
s
 , and 
s
q  (=
s
  when = 1K ). However, we do not 18 
recommend the use of 1 0  data to estimate occupancy rates, except when some prior 19 
information on 
s
q  is available. We have indeed observed (in the framework of our 20 
illustration) that estimations of s  based on 1 0  data were very close to those based on data 21 
with multiple visits, in the presence of prior information on sq . Of course, in this comparison, 22 
we assume that the sampling effort is constant, in that s  takes the same value under both 23 
situations . On the contrary, when a flat prior is placed on sq  (and on s ), we have observed 24 
that estimations of sq  and s  were very close, which is clearly the sign that parameters are 25 
badly estimated. 26 
  The following proposition indicates the condition on K on which the model based on 27 
the unconditional approach of Dupuis & Joachim is identifiable. 28 
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 Proposition 4.2 The model based on the Dupuis & Joachim approach is identifiable, 1 
whatever the value of 2K  , but it is not identifiable if = 1K . 2 
 Proof. See Web Appendix D. Only the first part of the result is new; indeed, Dupuis & 3 
Joachim (2006) have already mentioned the absence of identifiability when = 1K . 4 
It is clear that the parameter 
s
  (though identifiable when 2K  ) cannot be estimated, in 5 
a useful way, from a single record 
s
y . Estimating them with a reasonable precision will 6 
actually require several datasets of 
s
y ; see Dupuis & Joachim (2006). In our framework, this 7 
is not a problem, since estimating 
s
  is only of interest. The parameter 
s
  is here a nuisance 8 
parameter, which has yet to be introduced in the model when one wishes to adopt an 9 
unconditional approach and to model separately the presence of the target species at the local 10 
and global scales (cf Section 3.3.2). 11 
 12 
4.3 Estimation and computational issues 13 
Obtaining the bayesian estimations of the quantities of interest requires the use of Markov 14 
Chain Monte Carlo methods (MCMC). In this Section we provide the main outline of the 15 
MCMC algorithm to be implemented for the conditional approach. Since we want to estimate 16 
both 
s
  (which is a function of 
s
z ), and parameters 
s
q  and 
s
 , we implement a MCMC 17 
algorithm which takes advantage of the missing data structure mentioned in Section 3.1. The 18 
MCMC algorithm is thus implemented on ( , )
m
z  where = { ; }mism sz z s S  and 
mis
sz  denotes 19 
the set of the missing sjz 's related to s . Such a strategy is standard in missing data models for 20 
estimating the parameters or any function of 
m
z ; see e.g. Robert & Casella (1999), or Dupuis 21 
(1995) in a capture-recapture set-up. Before indicating how to implement these two steps, we 22 
need to provide the expression of the complete data likelihood denoted by ( ; , )mL y z . By 23 
using A1, A2 and (3.3), and by observing that ( , )my z  and (x, )z  provide the same 24 
information on  , we have:  25 
 ( ; , ) = (x, | ) = (x , | , )m s s s s
s S
L y z p z p z q  

  26 
where  27 
 
(1 ) (1 )
(x , | , ) =
1 (1 )
W Kn W N J N
s s s s s
s s s s s
s s s s J
s
q q
p z q
  


 
 
 
 (4.6) 28 
where sn  represents the number of sampled quadrats in which species s  is present. 29 
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Updating the parameters proceeds as follows: 
s
  is updated via a Metropolis-Hastings 1 
step; and 
s
q  via a Gibbs step: sq :  Beta (1 ,1 )s s sW Kn W    (assuming that a uniform 2 
distribution is placed on 
s
q ). Implementing the augmentation data step requires a particular 3 
attention. Details appear in Web Appendix E. Lastly, the bayesian estimate of 
s
  is easily 4 
obtained by applying the ergodic theorem (details are omitted). 5 
The MCMC algorithm to be implemented for the unconditional approach of Dupuis and 6 
Joachim, is described in Web Appendix F. 7 
 8 
5. An illustration 9 
The goal in this Section is to illustrate from real data the different points examined in the 10 
previous Sections, not to investigate a particular biological question. The list of chosen 11 
species has been made up with this aim. 12 
 13 
5.1 Data description 14 
Data considered in this paper are a part of a more important data set collected in May 1985 15 
to estimate the number of nesting bird species present in the forest of Montech (located near 16 
Toulouse in France). The protocol and the field description are described in details in Dupuis 17 
& Joachim (2006) who have already analysed data from the forest of Montech, but collected 18 
in 1987 (not in 1985); therefore only the main points are given here. This forest, with a 19 
surface area of 1000 hectares, is relatively spatially homogeneous (mainly composed of oaks 20 
and hornbeams). It has been divided into 40  quadrats; 22  quadrats are located in the inner 21 
forest, and 18  in outer forest. All the quadrats have been visited. Our objective is, for each 22 
species belonging to the list S  given further, to estimate its occupancy rate in the inner forest 23 
(thus = = 22T J ). We consider that species s  occupies quadrat j  if at least one individual 24 
belonging to species s  has nested in quadrat j , during may 1985. Information about the 25 
presence of nesting species was provided by acoustic recognition of singing males according 26 
to the following procedure. The researcher spent a prescribed time (twenty minutes in our 27 
study) at each station (in the center of quadrat), listening to birds. More precisely, data have 28 
been collected according to the following point count protocol: each 20 -minute session has 29 
been sliced in four subsessions of 5  minutes each, during which the experimenter records 30 
whether the presence of the species of interest has been detected, or not. Each slice is the 31 
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equivalent of a visit, therefore = 4K . Table 1 below provides the data set; more precisely, for 1 
each selected species s , we have indicated the values of the sufficient statistics ( , )s sV W . 2 
 3 
Table 1. The data set: number of quadrats in which species s  has been detected ( sV ) and 
number of visits during which species s  has been detected ( sW ) 
s  Bullfinch Marsh tit Coal tit Firecrest Greenfinch Wren Black bird  
( , )
s s
V W  (0,0)  (0,0)  (0,0)  (1,1)  (1,1)  (8,14)  (17,32)  
 4 
The list S  includes seven species, namely: the bullfinch, the coal tit, the marsh tit, the 5 
firecrest, the greenfinch, the wren and the black bird. Three species (the bullfinch, the coal tit 6 
and the marsh tit) have not been detected by the quadrat sampling. Interestingly, the presence 7 
of the marsh tit has been proved by another source of information (mistnet capture for ringing 8 
and monitoring local birds). The greenfinch and the firecrest have been detected in only one 9 
quadrat (and during only one visit), the black bird has been detected in most quadrats, and the 10 
situation of the wren is intermediate. 11 
 12 
5.2 Prior information 13 
The data set analyzed in this paper is a part of broad study of birds populations of Midi-14 
Pyrénées (which is a region located in the west-south of France). This study started around 15 
1985; consequently; prior information is now relatively abundant. However, we have not used 16 
the totality of this information. Indeed, we have taken into account only the information 17 
related to 
s
q ; the prior information available on 
s

s
 having been ignored, considering that 18 
this parameter was too directly linked to the quantity of interest 
s
 . 19 
Information available in the literature about how much a bird species is detectable 20 
typically consists in providing its level of detectability, namely: discrete (group 1), 21 
moderately detectable (group 2), or easily detectable (group 3). During the breeding period, 22 
the bullfinch and the firecrest belong to the group 1, the marsh tit to the group 2, and the coal 23 
tit, the greenfinch, the black bird to the group 3 (Blotzheim & Bauer, 1985, 1988, 1993, 1997). 24 
In Dupuis & Joachim (2006) we have determined beta distributions for each group (from 25 
external data). Our intention is to use these prior distributions, but the difficulty is that Dupuis 26 
& Joachim (2006) worked with the probability of detecting species during the whole session, 27 
that is s , not sq . To deduce the beta distribution on sq  (from the one placed on s ) we have 28 
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simply used classical Monte Carlo methods, by observing that 1/= 1 (1 ) Ks sq   . Note that 1 
we implicitly assume that the distribution of 
s
q  is well approximated by a Beta distribution (it 2 
is effectively the case in our context). 3 
 4 
Table 2. Prior information on detectability: coefficients of the Beta distribution placed on 
s
 , prior mean and 
95%  credible interval of 
s
 , and coefficients of the Beta distribution placed on 
s
q  
s  Bullfinch Marsh tit Coal tit Firecrest Greenfinch Wren Black bird 
s
  (4,6)  (9,6)  (16,4)  (4,6)  (16,4)  (16,4)  (16,4)  
mean  0.4  0.6  0.8  0.4  0.8  0.8  0.8  
. .C I  [0.05,0.65]  [0.3,0.8]  [0.65,1]  [0.05,0.65]  [0.65,1]  [0.65,1]  [0.65,1]  
s
q  (3.9,27.3)  (8.4,31.2)  (12.9,24.6)  (3.9,27.3)  (12.9,24.6)  (12.9,24.6)  (12.9,24.6)  
 5 
Table 2 above provides for each species s S , the prior distribution on 
s
 , as well the 6 
resulting prior mean and a 95%  credible interval. It clearly appears that the prior used is 7 
relatively moderate (see the length of the 95%  prior credible intervals). Table 2 also provides 8 
the beta distribution placed on each 
s
q . 9 
 10 
5.3 Results 11 
This Section is organized as follows. In the first part we provide the estimations of 
s
  (for 12 
each species s S ) yielded by the conditional approach. Then we provide estimations yielded 13 
by the two unconditional approaches. 14 
 5.3.1 By using the conditional approach. 15 
For each species s S , Table 3 below provides the posterior mean and 95%  credible 16 
interval of 
s
 , under informative and non informative priors. (The value 0.05  which appears 17 
in a certain number of intervals is the approximated value of 1/J .) For the marsh tit, the 18 
conditional approach allows to take into account the fact it was present in the region of study 19 
in 1985 (whereas it has not been detected by the quadrat sampling). The bullfinch has not 20 
been detected by the sampling and we do not have some any extra information that will verify 21 
its presence (contrary to the marsh tit). The value appearing in Table 3 thus represents the 22 
(estimated) occupancy rate of the bullfinch, if it was present in the forest of Montech during 23 
spring 1985 (cf Section 2). This remark applies also to the coal tit. 24 
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 1 
We now comment on the results in Table 3. 2 
  Concerning the undetected species (that is the bullfinch, the marsh tit and the coal tit), 3 
we note that, in the absence of prior information, the bayesian estimate of the occupancy rate 4 
is imprecise (the range of the posterior 95%  credible interval being particularly large). This is 5 
why we provide the posterior distribution =
s s
N J  (in fact the histogram of the MCMC 6 
sequence produced by Matlab) which gives more information than the mean and the 95%  7 
credible interval. (The histogram related to 
s
  is less legible, hence this choice.) 8 
 9 
Figure 1. Histogram of the MCMC sequence related to =
s s
N J  (L= 610  iterations) for the 10 
marsh tit: the non informative case. 11 
Table 3. Bayesian estimations of occupancy rates under the conditional approach: posterior means and 95%  
posterior credible intervals, with and without prior information on detectability. 
s  Bullfinch Marsh tit Coal tit Firecrest Greenfinch Wren Black bird 
without
prior  
0.25  0.25  0.25  0.25  0.25  0.47  0.87  
[0.05,0.82]  [0.05,0.82]  [0.05,0.82]  [0.05,0.82]  [0.05,0.82]  [0.36,0.68]  [0.77,1]  
with
prior  
0.15  0.08  0.06  0.24  0.07  0.47  0.89  
[0.05,0.50]  [0.05,0.23]  [0.05,0.14]  [0.05,0.73]  [0.05,0.14]  [0.36,0.64]  [0.77,1]  
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  1 
The histogram (Figure 1) points out the presence of a mode strongly marked around 2 
= 1
s
N ; information which is completely missed when one retains the mean and 95%  credible 3 
interval as a summary of the posterior distribution. Taking into account the prior information 4 
available on detectability significantly improves the precision of estimations. It is particularly 5 
marked for the coal tit and the marsh tit. Not surprisingly, we observe that the more a species 6 
is detectable, the greater the precision of the posterior estimates. Similarly, specifying a more 7 
informative prior on the parameters also improves the precision of the posterior estimates. It 8 
is of interest to examine how the posterior distribution of 
s
N  is modified by the prior and to 9 
compare both posteriors (with and without prior). It is why we provide, for the marsh tit (as 10 
an example), the histogram of the MCMC sequence related to 
s
N  (cf Figure 2). 11 
 12 
 13 
Figure 2. Histogram of the MCMC sequence related to =s sN J  (L=
6
10  iterations) for the 14 
marsh tit: the informative case. 15 
  16 
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We observe that the shape of the posterior distribution is very similar, simply the essential 1 
of the probability mass is now concentrated in few values (close to one). Note that the 2 
posterior mode is not changed. 3 
  Concerning the species detected in only one quadrat (that is the firecrest and the 4 
greenfinch) very similar comments can be made on the non informative bayesian estimation 5 
of 
s
  (see above). We observe that taking into account the prior significantly increases the 6 
precision of the estimation for the greenfinch (which is easily detectable). Conversely, the 7 
improvement is not so marked for the firecrest (which is relatively discrete), and we note that 8 
the posterior mean of 
s
  is very little modified by the (informative) prior. 9 
  The wren has been detected in about 1/3  of the quadrats, and, not surprisingly, the non 10 
informative estimation of 
s
  is much more precise than the three previous ones. Moreover, 11 
we observe that the impact of the (informative) prior is minute. The black bird has been 12 
detected in a large number of quadrats. Not surprisingly, the estimation of 
s
  is quite precise, 13 
even in the absence of prior information; and taking into account the prior has little effect on 14 
estimation. 15 
 16 
 5.3.2 By using an unconditional approach. 17 
We provide in Table 4 the posterior mean and 95%  credible interval of 
s
  yielded by the 18 
unconditional approaches. Estimations appearing in Table 4 have been computed by placing a 19 
uniform distribution on each parameter (namely on 
s
q , s , s , as well on s  when the 20 
unconditional approach of Dupuis & Joachim has been used). We limited ourselves to  21 
undetected species (bullfinch, marsh tit, and coal tit) and to species detected during only one 22 
visit (greenfinch and firecrest); estimations of s  related to well detected species (wren and 23 
black bird) do not appear in Table 4, simply because they are very close to those yielded by 24 
Table 4. Non informative bayesian estimations of occupancy rates (posterior means and 95%  
posterior credible intervals) yielded by the unconditional approaches of MacKenzie and 
Dupuis & Joachim, and by the conditional approach 
Species MacKenzie Dupuis & Joachim Conditional 
Marsh tit, Bullfinch, 
Coal tit 
0.13  0.01  0.25  
[0,0.73]  [0,0.09]  [0.05,0.82]  
Firecrest,, Greenfinch 0.29  0.25  0.25  
[0.05,0.86]  [0.05,0.82]  [0.05,0.82]  
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the conditional approach (see Table 4). Results appearing in Table 4 have been gathered in 1 
two groups: undetected species and the others (since estimations are the same within a group). 2 
For all these species, we have again indicated the estimation furnished by the conditional 3 
approach, to facilitate comparisons. 4 
We begin by comparing the results provided by the unconditional approaches. For the 5 
species detected during only one visit (greenfinch and firecrest), the distance between both 6 
estimations is not negligible: 0.29  for the MacKenzie approach, and 0.25  for the one of 7 
Dupuis & Joachim. For the undetected species (bullfinch, marsh tit, and coal tit), we observe 8 
important distances between: 0.13  for MacKenzie, 0.01  for Dupuis & Joachim. We explain 9 
these distances by the fact these two approaches strongly differ regarding the way the 10 
presence at the global scale is modelled (cf Section 3.3.2). Recall indeed that the MacKenzie 11 
approach promotes a priori the high values of 
s
 , while E [ ] = 1/2s  under the Dupuis & 12 
Joachim approach. Consequently, it is not surprising that the posterior mean of 
s
  is 13 
significantly smaller under the Dupuis & Joachim approach, since 
s
  and 
s
  are linked by the 14 
relation Pr ( = 0) =1
s s
  . We observe that the most important distance occurs when = 0sy ; 15 
therefore (and not surprisingly) the way one models occupancy at the global scale plays a 16 
particularly important part in the estimation of 
s
 , mainly when species s  has not been 17 
detected. 18 
Now, it is interesting to compare the occupancy rate estimation of the marsh tit computed 19 
under the conditional approach, with the one computed under the unconditional approach of 20 
Dupuis & Joachim. Taking into account (via the conditional approach) the fact that the marsh 21 
tit was present in the forest in 1985 strongly modifies the estimate of the occupancy rate 22 
provided by the unconditional approach: 0.01  for the latter vs 0.25  for the former. We 23 
explain this important distance as follows. Under the unconditional approach the probability 24 
Pr ( = 1| = 0)s sy  is low, namely 0.04  (value obtained by using the MCMC algorithm 25 
described in Section 4.3) and Pr ( = 0 | = 0) = 1s sy  Pr ( = 1| = 0) = 0.96s sy  is thus strong, 26 
while it is equal to zero in the conditional approach. Hence the small value of E[ | ]s sy  under 27 
the unconditional approach and the important distance between both estimations. As 28 
information, the informative bayesian estimation of s  under the unconditional approach is 29 
equal to 0.007  (while it is equal to 0.08  under the conditional one, cf Table 3). 30 
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Note that the estimations of 
s
  under the Dupuis & Joachim and conditional approaches 1 
coincide when the species has been detected during only one visit (firecrest and greenfinch); 2 
this is in fact a general result (cf Section 4.1.2). On the other hand, we stress that, under the 3 
conditional approach, this is not true when a species is undetected; it is in fact slightly smaller 4 
(the distance is around 0.004 ); values appearing in Table 4 have been rounded off. 5 
 6 
6. Discussion and conclusion 7 
We have developed a conditional approach for estimating the occupancy rate of a target 8 
species in a region R  composed of J  quadrats; it provides an alternative to the existing 9 
approaches which are unconditional: namely, the one expounded in the book of MacKenzie et 10 
al. (2006), and the other based on the occupancy model considered in Dupuis & Joachim 11 
(2006). In the framework of spatially rare or hard to detect species (which are typically 12 
detected in very few quadrats), the conditional approach presents two advantages: first, it does 13 
not require the modeling of the presence of the target species at the global scale, that is in the 14 
region R  (contrary to an unconditional approach); second, when the species of interest has 15 
not been detected by the sampling, this allows us to deal with specific questions which cannot 16 
be addressed by an unconditional approach. Moreover, though we have motivated the 17 
conditional approach from species detected in very few quadrats, it is clear that it is also 18 
interesting, from a conceptual point of view, outside this specific framework. The occupancy 19 
rate estimations yielded by these different approaches are either identical or very close when 20 
the target species has been well detected. In the opposite case (which constitutes here the 21 
situation of main interest), the results can differ significantly, though not necessarily. We now 22 
comment on these results and provide some guidelines to indicate which approach is the most 23 
appropriate considering the question of interest.  24 
  We begin by comparing the two unconditional approaches. We have observed that they 25 
produce significantly different estimations only when the target species has been few 26 
observations, or not even detected. We consider that it is the way one models occupancy at 27 
the global scale which is responsible of such distances. Recall that in MacKenzie et al. (2006) 28 
the probability of presence at the global scale ( s ) is completely determined by the one at the 29 
local scale ( s ), and vice versa; by contrast, Dupuis & Joachim have two independent 30 
parameters, one by scale. We thus believe that the MacKenzie approach is the one to be used 31 
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when the link between 
s
  and s  seems reasonable, while the second one is suitable in the 1 
absence of any information about a possible link between these two quantities.  2 
  We now compare the unconditional approach of Dupuis & Joachim and the conditional 3 
one. Firstly, both coincide when the target species has been detected (either frequently or 4 
infrequently). The Dupuis & Joachim approach exhibits a drawback: it introduces a nuisance 5 
parameter (
s
 ) that is clearly unnecessary when estimation concerns a detected species. 6 
Consequently, we consider that, in such circumstances, the conditional approach is 7 
conceptually preferable, since it is more parsimonious. Nevertheless, we stress that the latter 8 
cannot substitute to the former, when the target species has not been detected by the sampling. 9 
Recall that, in such circumstances, the occupancy rate has two distinct interpretations, both of 10 
which are useful from a biological point of view. Lastly, when the target species has not been 11 
detected by the sampling, the researcher may sometimes have some prior information on its 12 
probability of presence in the region R ; it is interesting to point out that the unconditional 13 
approach of Dupuis & Joachim will thus be particularly appropriate to deal with such a 14 
situation, by adopting a prior on the parameter 
s
  that will reflect this opinion. 15 
Assume that the target species has not been detected by the sampling and that its presence 16 
in R  has been proved by some additional information. In our mind, this additional 17 
information is limited to the knowledge that the target species is present in R ; but, as pointed 18 
out by one Referee, the data on which this extra information is based, can sometimes be 19 
available. He has thus suggested (rightly) that the conditional approach should be modified to 20 
take it into account in the model. Below we indicate how to proceed. For brevity, we limit 21 
ourselves to the situation where the structure of the auxiliary data (denoted by '
s
y ) is similar 22 
to the one of 
s
y  (but the sampled units used to collect '
s
y  may be different from those used 23 
for sy ). The probability mass function of 'sy  will thus be typically parametrized by s  and 24 
s
q  (where the latter is a priori distinct from sq  since the way of obtaining information 25 
contained in 'sy  can differ from the one of sy ). The MCMC algorithm implemented in our 26 
paper can be easily modified to deal with such a situation. For example, if, for both data sy  27 
and 'sy , the quadrat j  has been sampled and is such that = 0sjy , thus we simulate the 28 
missing sjz  according to a Bernoulli with parameter  29 
 ( =1| = 0, = 0, , , ) (1 )(1 ) ,
1 (1 )
s
sj sj sj s s s s s J
s
Pr z y y q q q q

    
 
 30 
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by assuming that sjy  and sjy  are independent conditionally on sjz . 1 
When a species s  has been detected in a small number of quadrats the precision of the 2 
non informative bayesian estimate of 
s
  is low. Incorporating some prior information on 
s
q  - 3 
assuming of course that such a prior is available - is an efficient strategy when the target 4 
species is known to be easily detectable, as illustrated in this paper. Though the strategy of 5 
MacKenzie et al. (2006) is completely different (see the introduction), it is of interest to 6 
observe that both actually rely on the same general idea explained in MacKenzie et al. (2005), 7 
namely borrowing information on detectability from different sources to increase the 8 
precision of the occupancy rate estimates. 9 
The models considered in this paper are simple, but well suitable for our purpose: 10 
introducing the conditional approach and comparing it to the existing approaches. Of course, 11 
more complex versions of the conditional approach will have to be developed in future, to 12 
deal (for instance) with some possible spatial heterogeneity at the quadrat scale. 13 
 14 
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COMPLEMENTARY WORK 1 
 2 
Improving the performances of the occupancy parameter 3 
estimator in the case of a spatially rare species 4 
 5 
Florent Bled and Jérôme Dupuis 6 
 7 
Reminder: φ=conditional occupancy parameter defined as the probability that the species is present in the 8 
quadrat ; q=probability of detecting a species in a sampled quadrat during any session (given that it is present 9 
in the quadrat) ; γ=occupancy rate ;  K=number of  sessions during which detection are recorded on a sampled 10 
quadrat ; J=total number of quadrats in the study area ; T=number of sampled quadrats in the study area. 11 
 12 
INTRODUCTION 13 
Spatially rare species often are species that have to be closely monitored because there 14 
regularly are at least locally threatened species. Being spatially rare typically leads to low 15 
detection and consequently imprecise estimations of the occupancy parameter. The more 16 
accurate the estimators of population parameters are, the best the subsequent management 17 
decisions can be. Therefore, any way to improve estimators has to be welcome. It is now 18 
widely accepted that improving detectability can greatly ameliorate occupancy parameter 19 
estimators (MacKenzie et al., 2005, 2006 ; Dupuis et al., 2010) and is non-negligible 20 
parameter since the nuisance it represents when we are interested in estimating occupancy.     21 
Several methods can be used in order to do so. In fact, it is possible to make several 22 
arrangements both before and after data collecting to ameliorate estimators‘ performances. 23 
 First, before data collecting, when designing the sampling protocol, several modifications 24 
can be made such as increased replication in time or in space (e.g. robust design; Pollock, 25 
1982 ; Kendall & Nichols, 1995 ; Kendall et al., 1995, 1997). Some possibilities of time 26 
replication include: multiplying the number of visits on a quadrat or dividing the global time 27 
spent on each quadrat into multiple sessions to permit a better detectability. Changes in spatial 28 
replication can include sampling a more important part of the study area. Both of these 29 
options require an augmentation of the sampling effort. Therefore, it is often needed to 30 
determine an acceptable trade-off between estimators‘ quality and allocated resources.  31 
Second, once the data are collected, it is still possible to significantly improve estimators 32 
of the occupancy parameter using some available information on the parameter of interest φ 33 
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and on the nuisance parameter q. Indeed, in Dupuis et al. (2010), we have seen that under 1 
some circumstances, considering prior information on q can improve estimations of φ. As a 2 
matter of fact, they noticed that incorporating prior information about detectability permitted 3 
to improve estimations of occupancy rate γ when target species are highly detectable and not 4 
or few detected. However, since γ  is not a parameter of the model, here we decided not to use 5 
it and to work with the occupancy parameter φ which is linked to γ as follows 6 
[ | ] = /[1 (1 ) ]
J
E      . Commonly, prior information is included in the form of more or 7 
less informative prior distributions on each parameter, and it should be determined how 8 
incorporating these will affect estimators. In Dupuis et al. (2010), remarks have been done on 9 
some estimation, but here, we directly worked on estimators. Several studies have already 10 
been made in order to determine ‗optimal‘ sampling designs (e.g. Tyre et al., 2003 ; Field et 11 
al., 2005 ; MacKenzie & Royle, 2005 ; MacKenzie et al., 2005 ; Pacifi et al., 2009) but none 12 
of them examined estimations‘ improvements through the incorporation of prior information. 13 
Moreover, assessing improvements of ˆ  via mean square error (as done in this paper) is new, 14 
since previous works used either bias or variance to assess the performances of the occupancy 15 
probability estimator. 16 
As a complementary work of the conditional approach shown in this chapter, we have 17 
conducted simulation studies to determine how estimator of occupancy parameters (i.e. ˆ ) 18 
could be improved when the previous arrangements are made both before and after collecting 19 
data. We can expect that estimators' quality will be improved as the number of visits in each 20 
quadrat increases (temporal replication) and as a more important part of the study area is 21 
sampled. Moreover, we can expect that incorporating prior information on detection 22 
probability q should improve the quality of the corresponding estimator qˆ , and indirectly the 23 
estimator ˆ  of the occupancy probability φ. 24 
  25 
METHODS 26 
Estimators’ quality measurement 27 
Mean Square Error –   In order to assess estimator quality, we have chosen to use the Root 28 
Mean Square Error (R.M.S.E.). We have )]²ˆ([)ˆ()ˆ(  BiasVarRMSE  . This measure 29 
combines bias (difference between expected value of the estimator and the parameter) and 30 
precision in one overall measure of how "close" an estimator is to the corresponding 31 
parameter since )²]ˆ[()ˆ(   EMSE .  32 
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Simulated dataset – Since it is not possible to directly calculate the bias and variance of ˆ , 1 
we have implemented classical Monte Carlo methods (thus simulating datasets under the 2 
conditional model with known values of φ and q). Computation of the R.M.S.E. for ˆ  and qˆ  3 
has been based on 1,000 simulated datasets for which true values of φ and q were set 4 
(respectively denoted by φ* and q*). This permitted to calculate the corresponding R.M.S.E. 5 
under each condition. We have examined how estimators‘ quality is impacted by: i) variations 6 
on K (number of visits on each quadrat), ii) on r (ratio of the number T of sampled quadrats 7 
over the total number J of quadrats in the region) and iii) on force of prior information.  8 
 9 
Sampling design adjustments 10 
Time replication – One way of potentially improves ˆ , is to improve qˆ  by visiting each 11 
quadrat repeatedly. It corresponds to globally increase K keeping each individual observing 12 
session the same time. Here, the underlying idea is that every new visit will permit to 13 
simultaneously obtain a more accurate estimation of all parameters (i.e. occupancy and 14 
detection probabilities). We will assess how R.M.S.E. for ˆ  and  qˆ  varies when K varies 15 
between 4 and 12. This will be compared for four conditions: i) when J=100, T=100, φ* =0.1, 16 
q* =0.1 ; when J=20, T=20, q*=0.1 with ii) φ* =0.6, iii) φ* =0.45 and finally with iv) φ* =0.3. 17 
It is also possible to modify the number of visits K while keeping the global observation 18 
time constant. Here, the total amount of time of the visit stays the same regardless of the value 19 
of K. K varies between 1 and 8. We will only present results when J=20, T=20, φ*=0.3 and 20 
detection probability over the whole period of visit is constant and equal to 0.7. Here, we will 21 
only provide R.M.S.E. for ˆ . 22 
 23 
Spatial replication – The other way of improving detectability estimator is to modify the ratio 24 
of quadrats sampled over the whole studied area (r=T/J). We have examined how R.M.S.E. 25 
react when r varies from 20 to 100% with K=10, for φ*=0.3 and  q*=0.1. This will be done 26 
for  J=100 and  J=20.  27 
 28 
  It should be noted that, here, in both cases of spatial and time replication, we have used 29 
non informative priors on φ and q (that is uniform distribution on [0,1]).  30 
 31 
 32 
 33 
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Incorporation of prior information  1 
Force of the prior – Commonly, prior information is provided as a prior illustrated by a mean 2 
and a CI95% on one of the parameters. This CI95% can be more or less large, indicating how 3 
strong the prior is. As seen in chapter IV, it is possible to define a prior Beta distribution that 4 
correspond to this prior and that will be used as the prior distribution on the corresponding 5 
parameter. Now, let‘s note ρ the ‗force‘ of a prior. For a beta distribution, ρ is the sum of the 6 
two distribution parameters, and illustrate how strong a prior is. The higher ρ is, the stronger 7 
the prior is, and the more informative the corresponding beta distribution will be. As a matter 8 
of fact, a simple computation shows that the variance of a beta distribution with a mean μ and 9 
a force ρ is 




1
)1(
, therefore we see that the higher ρ is, the lower the variance will be 10 
(which highlights the interpretation of ρ as the force of the prior). Table 1 indicates 11 
correspondences between ρ and the prior CI95% that could be provided by an expert.  12 
 13 
Prior on q – The most common situation is when some information on detectability is 14 
available. We have assessed how a more or less strong prior can improve estimators‘ quality 15 
both for φ and q. More specifically, we have considered a case where K=4, J=20, r=100%, φ* 16 
=0.1 and q* =0.3 (the prior on φ being non informative). The prior mean on q was set to 0.3, 17 
consequently we have used an unbiased prior since E[q]=q*=0.3. Its force was increased from 18 
2 (i.e. non informative prior) to 50. In this study, we have limited ourselves to unbiased prior 19 
for q. Therefore observed improvements concerning ˆ  are in a way optimal, since it is 20 
expected that using biased priors on q will somehow deteriorate these  performances, as the 21 
larger the bias is (as already observed by Dupuis & Joachim, 2006).  22 
 23 
Prior on φ – Prior on φ might also be available but is often more likely to be biased than prior 24 
on q. We have estimated the consequences of the force of the prior information on occupancy 25 
probability both with biased and unbiased prior mean on φ, in the case where φ*=0.2 and 26 
q*=0.3, with J=T=20 and K=4; and with a non informative prior on q. Here, the prior bias, 27 
that is E[φ]- φ *, is equal to 0.2-0.3=-0.1. 28 
 29 
Table 1. Prior CI95% with a prior mean equal to 0.3 depending on ‗force' ρ. 
ρ 5 10 20 50 100 
CI 95% [0;0.67] [0.03;0.57] [0.1;0.5] [0.17;0.43] [0.21;0.39] 
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RESULTS 1 
Sampling design adjustments 2 
Time replication –  • When the region R is fully sampled (r=100%), it does not matter if the 3 
number of quadrats is large (J=100) or small (J=20), nor what the real q and φ are (from 0.6 4 
to 0.1 and from 0.3 to 0.1 respectively), two stages are observed. First, R.M.S.E. decreases, 5 
indicating an improvement in estimators when only few visits are made (from 4 to 8). While 6 
estimators are pretty inaccurate for low values of K, it can be greatly improved up to 36% for 7 
ˆ  and 45% for qˆ . Then a second phase is quickly reached, a plateau for a number of visits 8 
higher than 8. (fig. 1, and fig. 2) 9 
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Figure 1. Root Mean Square Error for ˆ  (black line) and qˆ  (grey dashed line) as a function of the number of 11 
visits K, when J=100, T=100, φ* =0.1 and q* =0.1. 12 
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Figure 2. Root Mean Square Error for ˆ  as a function of the number of visits K, when J=20, T=20, q*=0.1 for 15 
(a), φ*=0.6 (continuous line), (b) φ*=0.45 (dashed line) and (c) φ*=0.3 (dotted line). 16 
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•  When we modify the number of visits K keeping the global observation time spent on 1 
each location constant, the expected improvement for occupancy probability estimator does 2 
not seem to be substantial (hardly 8%-decrease for RMSE between K=2 and K=8) (fig. 3). For 3 
example, this would mean that doing 4 sessions during 5 min or 8 sessions of 2min30 would 4 
not significantly change estimators‘ quality compared to doing 2 sessions of 10 minutes. 5 
 6 
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Figure 3. Root Mean Square Error for ˆ  as a function of the number of visit K, when J=20, T=20, φ*=0.3 and 8 
detection probability over the whole period of visit is constant and equal to 0.7. 9 
 10 
Spatial replication – When real φ and q vary from 0.6 to 0.1 and from 0.3 to 0.1 respectively, 11 
we observe a diminution of R.M.S.E. for φ and q estimators until reaching a plateau when 60-12 
80% of the region sampled (fig. 4a). However, for a region with a small number of quadrats 13 
(J=20) and a low real q (equal to 0.1), if real φ is lower than 0.3, qˆ  is improved by an 14 
increase of the ratio of sampled quadrats while φ stays the same (fig. 4b). qˆ is improved up to 15 
75% when the ratio of sampled quadrats varies between 20 and 100%. In some cases (e.g. 16 
J=20, K=10, φ* = 0.6 and q* =0.1), simply increasing this ratio can improve qˆ  by 51%. ˆ  17 
accuracy is approximately improved by 25% and can be improved up to 50% , when portion 18 
of sampled area is increasing from 20 to 100%. When J=100, K=10, φ* = 0.6 and q*=0.3, an 19 
increase in r form 20 to 40% improves ˆ  accuracy by 22%. 20 
 21 
 22 
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 1 
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 3 
 4 
 5 
 6 
 7 
 8 
Figure 4 a, b. Root Mean Square Error for ˆ  (black line) and qˆ  (grey dashed line) as a function of the ratio r 9 
of quadrats visited, for  φ*=0.3 and  q*=0.1, K=10 when (a) J=100 and (b) J=20. 10 
 11 
Incorporation of prior information  12 
Prior on q – When the prior on q is non informative, the R.M.S.E. of qˆ  is quite high, with a 13 
value of 0.15 (fig. 5). A moderate prior (ρ=10, i.e. CI95%=[0.03;0.57]) is enough to improve qˆ  14 
by 49% relatively to a non informative prior (i.e. ρ=2), while a strong prior (ρ=50, i.e. CI95%= 15 
[0.17;0.43]) improves it by 87%. 16 
With ρ=10, the improvement of occupancy probability estimator is equal to 28% relatively 17 
to a non informative prior, and R.M.S.E. for ˆ  even drops by 50% for ρ=50. In a non 18 
informative situation, R.M.S.E. is approximatively 0.18. Interestingly, with a decrease by 19 
27% (R.M.S.E.=0.13), 40% (R.M.S.E.=0.11) and 50% (R.M.S.E.=0.09) estimator‘s 20 
performances rapidly increases as the force of the unbiased prior augments (respectively ρ=10, 21 
ρ=20 and ρ=50), highlighting the interest of incorporating such information when available. 22 
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Figure 5. Root Mean Square Error for ˆ  (black line) and qˆ  (grey dashed line) as a function 24 
of prior 'force' ρ, when J=20, T=20, K=4, φ*=0.1 and q*=0.3. 25 
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Prior on φ – As expected, prior information on φ permits to greatly decrease RMSE of ˆ  (up 1 
to 88% for ρ=50 for a non-biased prior relatively to a non informative prior, and up to 52% 2 
for ρ=20 for a biased prior) (fig. 6). It is interesting to note that this is true both for unbiased 3 
and biased (prior‘s mean on φ is 0.3 instead of 0.2) priors. While an increase in the force of 4 
the prior constantly improves ˆ  in the case of a non-biased prior, for really strong biased 5 
priors (ρ>50) improvement of the estimator will start to be less efficient but ˆ  stays really 6 
good (around 50%). 7 
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Figure 6. Root Mean Square Error for ˆ  using a non biased prior (black line, mean prior equals 0.2) and a 9 
biased prior on φ (dotted line, mean prior equals 0.3) as a function of prior 'force' ρ, when J=20, T=20, K=4, 10 
φ*=0.2 and  q*=0.3. 11 
 12 
DISCUSSION 13 
Sampling design adjustments 14 
As seen here, some few modifications to classic study protocols can permit to greatly 15 
improve estimators' performances. Time replication can be pretty efficient, and pretty 16 
logically sampling a more important part of the study area rapidly allows an amelioration of 17 
estimators. These modifications do not have to be highly resource consuming to be efficient. 18 
As a matter of fact, while in some case, investing too much effort in data collecting (e.g. 19 
increasing K over 8 when φ*=0.3, J=T=20 and q*=0.1), if done unwisely, can lead to a 20 
deterioration of estimators‘ performances. Several protocols have been conceived in order to 21 
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estimate occurrence, abundance or occupancy rate accounting for detectability issues, but the 1 
most appropriate study can be different depending on the true value of φ and q. A poorly 2 
designed study may yield to no useful information and may only succeed in wasting resources. 3 
Therefore preliminary studies can be really useful in order to adopt the best protocol for a 4 
specific question and for a given species. 5 
 6 
Incorporation of prior information  7 
The use of prior information can also improve estimators, even if this prior is not strongly 8 
informative. While some priors we have used here might seem rather strong, they are not 9 
unusual to be obtained by an expert. For example, we will see in the next chapter several 10 
cases of the use of priors with a force equivalent to 50. Prior on q permits to improve qˆ , 11 
which seems logical, but more interestingly it also ameliorates the performances of ˆ . While 12 
a really moderate prior on q (ρ=5) does not really improve ˆ ;  increasing the force of an 13 
unbiased prior on q can rapidly improve ˆ . Therefore, with this model, prior on q rapidly 14 
permits to obtain a better estimator of  . We have also seen that unbiased informative priors 15 
on φ can permit to improve estimators, and surprisingly even a biased prior can significantly 16 
ameliorate the assessment of population parameters. Furthermore, it would be interesting to 17 
extend this work to see how biased a prior can be and still improve the estimators (work in 18 
progress). Increasing prior‘s bias with a set prior force would permit to evaluate this. We 19 
could expect that estimators‘ performances will decrease once the force of the biased prior 20 
will be greater than the weight of the data, and also as the bias increases.  21 
 22 
In their 2002‘s article, MacKenzie et al. suggested that the number of surveys required to 23 
provide a ‗reasonable‘ estimate of occupancy based upon a simulation study to be at least 2 if 24 
occupancy was over 0.7 and detection probabilities (in a single survey) over 0.3. Tyre et al. 25 
(2003) also used simulation results in order to give some advice on the number of surveys 26 
required at each sampling unit. They concluded that it is better to increase ratio of sampled 27 
quadrats rather than K if the detection probability is high. However, when detection 28 
probability decreases, they suggested that more surveys per unit should be conducted. In 2005, 29 
Field et al. have investigated how study design permits to improve estimators‘ quality based 30 
on the power of a study to detect a decline in the level of occupancy over a 3-year period. 31 
Using simulation methods, they concluded that K=2 or 3 would usually be sufficient unless 32 
occupancy was high or detection probability was low. Using the unconditional model 33 
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presented in MacKenzie et al. (2002), MacKenzie & Royle (2005) reached the conclusion that 1 
attempting to survey as many sites as possible may not be the most efficient use of resources, 2 
and that surveying fewer sites more often may result in a more precise estimate of occupancy. 3 
In the end, they recommend that K=3 should be considered as a minimum value when 4 
detection probability is over 0.5, and be greater when it is smaller. Here, we used a 5 
conditional approach, meaning that our parameters has a slightly different signification then 6 
the ones they employed. Therefore, we can not directly compare those values, but we agree 7 
that increasing K or r indefinitely is a waste of resources and sampling design had to be 8 
carefully studied before final sampling. Each specific condition calls for a specific adapted 9 
design. Moreover, when available, prior information (on occupancy probability, detectability 10 
or even presence of the species in the area of study even if not detected) should be taken into 11 
account. It is quite straightforward to do so in the Bayesian framework. Nevertheless, 12 
surprisingly, only few examples of actual applied studies can be found in the literature and it 13 
could be interesting to raise populations‘ managers‘ awareness to these kinds of statistical 14 
procedures. 15 
 16 
A further discussion of these results appears in the last chapter of this thesis but we can 17 
already highlight that few modifications sampling design, and the use of some prior 18 
information can greatly improved estimators' performances under specific condition. This has 19 
to be preliminarily studied in order to maximize results‘ quality and therefore the subsequent 20 
management decisions that would be taken. 21 
 22 
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Abstract 1 
Species that are affected by climatic variations can undergo modification in range and/or 2 
abundance. Knowing how individuals or species occupy their habitat is essential to 3 
understand how species use their environment, and detecting variations that might affect this 4 
use can be determinant in species management. 5 
Hierarchical modeling is regularly used to assess for occupancy rate (i.e. proportion of 6 
patches occupied in a region), particularly when it is required to consider detectability-related 7 
issues.  The present study is the first application of the conditional model presented in Dupuis 8 
et al. (2010), which is applied in the case of a heterogeneous area that might be divided into 9 
homogeneous sub-areas. Their approach is used to study the impact of three consecutive 10 
particularly cold winters on a selected set of bird species in a forest of southern France in the 11 
context of available prior information on birds detectability.  12 
We examined a limited range of factors that might influence the response of some bird 13 
species to climatic. We considered the case of sedentary, partially migrating and migrating 14 
species. We also assessed if the biogeographical origins of the different species affect their 15 
occupancy rates. Globally, changes in occupancy rates between 1985 and 1987 indicates for 16 
the first time a continentalization of the regional forest fauna, reflected by the expansion of 17 
Palearctic and Turkestano-european faunistic type species, with depletion or extinction of 18 
European, Turkestano-mediterranean and Mediterranean sedentary species.  We have also 19 
shown the importance of prior information.  20 
 21 
Keywords: Climatic changes, detectability, hierarchical modeling, occupancy rate, prior 22 
information. 23 
 24 
 25 
  174 
Introduction 1 
Two of direct effects of climate change that species will likely have to face are an increase 2 
in mean temperature) (e.g. Malcom et al., 2006) and an increase in the frequency of extreme 3 
temperatures (e.g. Colombo et al., 1999). Species‘ responses to these climatic changes may 4 
include evolution or adaptation, modification in range and abundance, or extinction (Ackerly, 5 
2003 ; Parmesan, 2006).  6 
Most of the examples of rapid adaptation to climate change lie in evolution toward higher 7 
frequencies of already existing heat-tolerant genotypes in the interiors of species‘ ranges 8 
(Parmesan, 2006). While adaptation can occur after a significant amount of time, for punctual 9 
variation of the climate, migration and extinction are more likely (Huntley, 1991 ; Davis & 10 
Zabinski, 1992 ; Coope, 1994). Extinction or increased risk of extinction due to climatic 11 
changes have been documented in a wide range of taxa such as amphibians (Pounds et al., 12 
1999, 2005), tropical corals (Hoegh-Guldberg 1999; Wilkinson 2000), mammals (e.g. Arctic 13 
polar bears, Derocher ; 2005, Stirling et al. 1999) and birds (e.g. Antarctic Adélie Penguins, 14 
Ainley et al., 2003 ; Croxall et al., 2002). In fact, if an unusual variation in temperature 15 
occurs, such as a significantly colder winter, species that are not adapted to cold temperature 16 
and that have not migrated might have to undergo extreme conditions and potentially go 17 
locally extinct. Range shifts are expected to occur poleward and upward. Several species of 18 
Lepidoptera (butterflies and moths) have undergone an expansion of northern boundaries 19 
situated in Finland (Mikkola, 1997), Great Britain (Hill et al., 2002), and across Europe 20 
(Parmesan et al., 1999). Some bird species have been shown to have a northern shift of their 21 
range boundaries (Thomas & Lennon, 1999). Some species have even shown elevational 22 
shifts in response to climate changes (e.g. lowland birds, Pounds et al., 1999, 2005 ; alpine 23 
flora, Grabherr et al., 1994, Pauli et al., 1996).  24 
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In this context, understanding how individuals or species occupy their habitat and use their 1 
environment (Krebs, 1978) will be essential to predict population response to extreme 2 
climatic conditions and take suitable management dispositions (Kendall, 2001; Williams et al., 3 
2002 ; Nichols, 2004 ; MacKenzie et al., 2006). Site occupancy modeling has been 4 
thoroughly developed during the last decade, leading to powerful methods to estimate site 5 
occupancy, which in turn allows estimation of population parameters such as colonization and 6 
extinction probabilities. These models have proven to be reliable for common ecological data 7 
(i.e. detection-non detection), and when the area of interest is large (such as a country) or 8 
relatively small (e.g. a forest), or when the considered area is divided in an important number 9 
of quadrat (i.e. sub-unit of the global area that might be sampled) or not.  10 
Site occupancy rate is one of the key variables for determining how species use their 11 
environment. While density and abundance carry information on the population state, 12 
occupancy rate describes how species use the spatial environment they live in. It is defined as 13 
the proportion of patches occupied and is a state variable in various metapopulations models 14 
(e.g., Levins, 1969, 1970 ; Lande, 1988 ; Hanski, 1997). Site occupancy rate by definition has 15 
to be considered in a 'closed environment', i.e. with a finite number of locations (termed sites 16 
or quadrats). While this has been well studied when there is a large number of sites, 17 
improvements are still needed when the number of sites is small (MacKenzie et al., 2006).  18 
Estimating occupancy rate using hierarchical modeling allows accommodation of issues 19 
related to detectability. We now can account for the fact that when a species is not detected it 20 
could correspond to an effective absence or just a failure in detection. Modifications of the 21 
original approach of MacKenzie et al. (2002) allowed for a more accurate estimation of 22 
occupancy rate in the specific case of a small homogeneous area with a small total number of 23 
quadrats (e.g. MacKenzie et al., 2006) or when species are particularly hard to detect (Dupuis 24 
et al., 2010). This difficulty in detection can emerge from individual's characteristics (e.g. 25 
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cryptic abilities) or simply because a species has a low presence probability, which is typical 1 
of endangered species.  2 
Here, we apply the conditional model presented in Dupuis et al. (2010) to the case of a 3 
heterogeneous area that can be divided into homogeneous sub-areas (e.g. edge and inner part 4 
of a forest). One of the main characteristics of this model is that it uses a conditional approach 5 
for estimating the quantity of interest (here, occupancy rate); conditioning bearing on the 6 
presence of target species in the region of study. The unconditional approach (MacKenzie et 7 
al., 2006) does not presuppose that the target species is present in the region of interest. 8 
Conditional approach has been proven to be a necessary approach in the case of undetected 9 
species which are known to be present in the area from another source of information (such as 10 
net capture) (Dupuis et al., 2010). Moreover, through the use of a Bayesian approach, we can 11 
take advantage of that some prior information on detectability is available, since it is expected 12 
that this significantly improves the precision of estimates when the target species has been 13 
very few or not detected, and is known to be easily detectable (Dupuis et al., 2010). The data 14 
used in this study present several such examples. Furthermore, in each instance where a 15 
species is not detected in our dataset it is known from external sources that it was in fact 16 
present in the study area.  17 
We focus on several factors that might influence the response of bird species to climatic 18 
changes (here the succession of three significantly colder winters). First, occupancy rate in the 19 
inner forest might be less affected by the decrease in temperature than in the edge of the forest 20 
because more protection is available for individuals. Evolution of occupancy rates might be 21 
crucially different between the external and the inner parts of a forest. For example, species 22 
can have preferences into one or the other part, and if no distinction is made between these 23 
regions, one could not see a modification of occupancy. Second, we compare sedentary, 24 
partially migrating and migrating species. We expect migratory species occupancy rate to be 25 
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less impacted by cold winters than that of sedentary species, because they are not directly 1 
affected by local low temperatures at reproduction sites. Specifically, we predict sedentary 2 
species‘ occupancy rate to decrease. Third, we compare species with different bioclimatic 3 
affiliations which illustrate tolerance of a species to cold. We predict that species with a more 4 
continental bioclimatic affiliation will not experience a dramatic decrease in occupancy rate 5 
compared to other species. Finally; in the discussion, each of the conclusions resulting from 6 
this local application will be examined in the light of what happened at the continental scale. 7 
 8 
 9 
Material & Methods  10 
Location – We focus on data collected in May 1985 and May 1987 in order to estimate 11 
occupancy rates of nesting bird species present in the Montech forest (located near Toulouse, 12 
France), and the impact of 3 successive particularly cold winters. Montech forest has an area 13 
of 900ha and is part of the French National Forest System (Office National des Forêts). While 14 
this forest has a mixed management regime of mature and coppiced forest, it is now only 15 
managed as a mature forest. This forest is dominated by oak species (Quercus robur, Quercus 16 
sessiliflora and Quercus pubescens). The undergrowth is composed of hawthorns (Crataegus), 17 
blackthorns (Prunus spinosa), brooms (Fabaceae), and heaths (Erica). Some Coast Douglas-18 
firs (Pseudotsuga menziesii) and Maritime Pines (Pinus pinaster) plots are present in the 19 
south part of this forest. The study area is proximate to continental, Mediterranean, alpine and 20 
Atlantic ecoprovince (Fig.1). 21 
 22 
Data are a part of a broad study of bird populations in the Midi-Pyrénées region of 23 
southwest France. Data collection began in 1985 (Joachim et al., 1997). Montech forest 24 
underwent 3 colder-than-usual winters in 1985, 1986 and 1987. During these winters, mean 25 
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monthly temperatures dropped up to 5°C below the average monthly temperature of 14 1 
previous years, and 3°C below the coldest temperatures during this reference period (Fig. 2). 2 
These three winters correspond to a hinge period. In contrast, from 1965 to 1985, winters 3 
were fairly mild. Empirical observations suggest that these mild temperatures led to a 4 
colonization of Mediterranean and a retreat of continental bird species. The exceptional 1985-5 
1987 period contrasted strongly and that likely impacted the fauna potentially leading to a 6 
strong re-continentalization. While species might easily overcome one colder than usual 7 
winter, the succession of 3 cold winters on end can be expected to have consequences for bird 8 
species. 9 
 10 
Data and species list – We focus on to the estimation of occupancy rate and detection 11 
probabilities of 10 bird species of the overall 47 detected species. The list of the species of 12 
interest is denoted by L . Here, the list of chosen bird species, liable to be present in the 13 
forest of Montech, in spring 1985 and 1987 includes 10 species: whitethroat, chiffchaff, 14 
nightingale (which are migratory species), Eurasian nuthatch, green wood pecker, short-toed 15 
treecreeper (which are sedentary species), and finally song thrush, common blackbird, 16 
European robin, mistle thrush (which are partial migrants). Partial migrant species are species 17 
with overlapping reproductive and wintering areas. Migratory status and biogeographical 18 
origins are presented in table 2. Moreover, for each species, prior information on detection 19 
probability is available (Table 3). 20 
 21 
 Montech forest, with a surface area of 900 hectares has been divided into A homogeneous 22 
subregions of biological interest, here A=2 with the two sub-regions being the inner forest 23 
(a=1) and the edge forest (a=2). A sampling is performed in each sub-region aR . The sub-24 
region aR  is divided into aJ  spatial units, here termed quadrats. They are also called sites in 25 
  179 
the literature. A subset of 
a
T  quadrats is sampled. Draw is usually performed at random so as 1 
to have a sample representative of the whole region 
a
R . We assume that these quadrats are of 2 
equal area. Twenty-two quadrats are located in the inner forest (J1=22), while 18 quadrats 3 
correspond to forest's edges (J2=18). In 1985, all quadrats were sampled (T1=J1=22 ; 4 
T2=J2=18), while in 1987 only 14 quadrats were sampled in inner forest (T1=14) and 6 in edge 5 
forest (T2=6).  6 
Information about the presence of nesting species was provided by acoustic recognition of 7 
singing males according to the following procedure. Listener spent a twenty minutes at each 8 
station, listening for birds. This time spent on each quadrat was divided into K equal sessions, 9 
here K=4, during which detection are recorded. The number of quadrats in region Ra in which 10 
species s has been detected is denoted by Vs(a). Total number of sessions in region Ra during 11 
which species s has been detected is denoted by Ws(a).  These data are given in Table 1. All 12 
records were made following the listening point method (EPS, Spitz 1974, EFP, Blondel, 13 
1975) over a 500-meters sided grid. Length of the side of a quadrat (that is 500 meters) has 14 
been chosen so that the listening range (a disk of 150-meter radius) is strictly included within 15 
the quadrat. Consequently, from a station performed in a given quadrat, the observer cannot 16 
hear songs of (males) conspecifics that would nest in adjacent quadrats; consequently, if the 17 
song of a male of a given species s is detected in the quadrat j, thus the species s is present in 18 
this quadrat. Further details of the protocol can be found in Decamps et al. (1987). 19 
The dataset of observations is afterwards denoted by y ; therefore 20 
y = { ( ); , 1,..., }s a s a A Ly , where ys(a) denotes the observation related to species s in region 21 
Ra. A possible record of ys(a) for a region Ra could be ys(a)=4021003. Here, Vs(a)=4, 22 
Ws(a)=10. Finally, the number of detection of species in the sampled quadrat j is denoted by 23 
ysj. 24 
 25 
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Modeling 1 
Underlying processes and missing data structure – To specify the missing data structure 2 
inherent in quadrat sampling data, we view the record ys as the result of two processes: one is 3 
related to the presence-absence process (in quadrats), and the other is related to the detection 4 
process. Such a formalism also allows us to formulate rigorously the biological assumptions 5 
made and to introduce, in a natural way, the parameters of biological interest. 6 
 We denote by zsj the indicator of presence of species s  in quadrat j ; therefore, zsj = 1  if 7 
species s  is present in quadrat j , and 0  otherwise. 8 
 Conditioning on zsj=1, sjx  is the number of times that species s  has been detected in 9 
quadrat j  during the K  sessions. It is clear that = 0sjx  and = 0sjy  do not have the same 10 
meaning. The event xsj = 0  means that the species s  (present in quadrat j ) has not been 11 
detected in it; while the event ysj = 0  resorts two distinct situations. Missing can occur in 12 
different circumstances. First, when a species s  has not been detected in quadrat j  (that is 13 
when ysj = 0 ), it is clear that zsj is missing; the event ysj = 0  covers in fact two exclusive 14 
situations: either species s  is present in quadrat j  but has not been detected, or it is not 15 
present in quadrat j  (and cannot have been detected). Formally, one has the equivalence 16 
sj( = 0) (  = 1sjy z  and sj  = 0)x  or (  = 0)sjz . Conversely, when 1 k K  , one has 17 
sj( = ) (  = 1sjy k z  and sj  = )x k . Second, zsj is also missing, when quadrat j  is not a part of 18 
the sampled quadrats. 19 
 20 
Notation – Throughout the paper (.)p  denotes a probability mass function. The local 21 
occupancy rate of species s  in region aR  is denoted by sa ; therefore, one has:  22 
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sj
1
=   sa
j Ra a
z
J


  1 
We apply the conditional model of Dupuis et al. (2010) to each sub-region Ra for estimating 2 
γsa. Biological assumptions related to the occurence of species in the aJ  quadrats are 3 
supported by the values of sjz , and those related to detection in the aT  sampled quadrats by 4 
the values of sjx . 5 
 6 
Modeling detectability – We assume that the probability of detecting species s  in quadrat j  7 
does not depend on its detection in the other quadrats. Considering the experimental protocol, 8 
size and distance between sampled quadrats , this is a realistic assumption. 9 
For any quadrat j of Ra, we assume that conditionally on zsj=1, xsj follows a 10 
Binomial ( , )
sa
K q . Here 
sa
q  represents the probability of detecting species s  in quadrat j  11 
(located in region 
a
R ) during any session (given that it is present in quadrat j ). Detection 12 
probability can vary strongly among species, and can also differ depending on the subarea 13 
considered. We also can define the parameter sa =Pr ( 1| = 1) = 1 (1 )
K
sj sj sa
x z q    which 14 
represents the probability of detecting species s  in quadrat j  (conditionally on its presence) 15 
over the K sessions of a visit. This parameter is commonly the parameter on which prior 16 
information is available.  17 
  18 
Modeling occupancy – Let s  be a species present in the study area Ra, we set 19 
( ) { ; }
s sj a
a z j R z . Since we adopt a conditional approach, z s (a) is distinct from the null 20 
vector. The p.m.f. (probability mass function) of ( )
s
az  is:  21 
 
( ) ( )
(1 )
( ( ) | ) =
1 (1 )
a
a
N a J N a
s s
sa sa
s sa J
sa
p a
 




 
z  (3.3) 22 
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where Ns(a) is the number of quadrats (of Ra) where species s is present. sa  is the probability 1 
that species s  is present in quadrat j of Ra, given that it is present in at least one other quadrat 2 
of Ra. Note that sa  is a conditional occurrence parameter (contrary to what appear in 3 
MacKenzie et al., 2006). Also 
sa
  is not a parameter of the model, in contrast to 
sa
 ; but they 4 
are linked, since [ | ] = /[1 (1 ) ]a
J
sa sa sa saE      . Due to the conditioning, the random 5 
variables sjz  are not independent. However, a certain form of conditional independence 6 
between the sjz 's holds. Let i , j  be any two quadrats of Ra, siz  and sjz  are independent, if 7 
species s  is present in at least one other quadrat of Ra (distinct from i  and j ). 8 
Therefore, from a biological point of view, we assume that the presence of species s  in 9 
quadrat i  is not affected by the presence of that species in quadrat j  (given that it is present 10 
elsewhere in Ra); this assumption is standard (disregarding the conditioning). 11 
 12 
Prior information on species detectability – These data are part of a large study in the Midi-13 
Pyrénées (i.e. South-West of France), therefore we have access to prior information on the 14 
probability of detecting species during the entire visit. Information on this detectability is also 15 
available from the literature. It should be noted that, astonishingly, in the literature Bayesian 16 
studies using informative priors are not as common as it could be expected. Here, since this 17 
information is available and can bring substantial improvements to estimates, we have 18 
logically used it in the process of occupancy rate assessing.   19 
Typically, litterature provides information on species detectability and these species can 20 
be defined for example as highly detectable or hardly detectable (Blotzheim & Bauer, 1985, 21 
1988, 1993, 1997). Dupuis & Joachim (2006) have defined categories of detectability in order 22 
to classify bird species depending on this information for 1985. Using information provided 23 
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by external data, they have found the Beta prior distribution for detection probability μsa 1 
corresponding to each of these categories.  2 
Here we use 4 categories:  low, intermediate low, intermediate high and high detectability. 3 
The mean and 95%CI of the prior distributions for each category, respectively, are 0.2 [0 – 4 
0.4], 0.4 [0 – 0.65], 0.6 [0.3 – 0.8] and 0.8 [0.65 – 1].  These specific priors for each species 5 
are presented in Table 3. We have used the prior means and CI95% intervals on sa  to 6 
determine coefficients of the corresponding Beta distribution by the use of a binary search 7 
algorithm (see MatLab code in appendix 1). Then, these coefficients are used to estimate 8 
coefficients of the prior Beta distribution on 
sa
q  (the probability that a species is detected 9 
during each session of a visit) through the use of classical Monte Carlo methods (see MatLab 10 
code in appendix 2). Finally, the prior information on 
sa
q  is used to estimate 
sa
 .  11 
Prior information on detectability for some species varies between 1985 and 1987 and/or 12 
between areas (see Table 3). Modification of detectability classification for some species in 13 
1987 is due to regional specificities or changes in the abundance of individuals. For example, 14 
the song thrush is less inclined to sing as the number of conspecifics in the neighborhood 15 
decreases. In the case of the whitethroat in the forest interior, no estimation has been done 16 
because it is known that this species does not live in this type of environment (therefore, no 17 
prior has been specified in Table 3).   18 
 19 
Likelihood – The parameter of the model is = { , ; , 1,.., }sa saq s a A   L . The likelihood of 20 
  based on = { ( ); , 1,.., }s a s a A Ly y  is: 21 
, 1,...,
( ; ) = ( ( ) | , )
s sa sa
s a A
L p a q 
 
y y
L
 22 
Note that we implicitly assume that species behave independently with respect to occupancy. 23 
For any species s  such that ( )s ay  is different from the null vector:  24 
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K
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

 
 
 
   ; moreover, if ( )s ay  is a null vector, we 2 
have:  3 
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Computational details are available from the authors on request. The formulae (1.1) and 5 
(1.2) allow computation of the probability (in function of 
a
J , 
a
T , K , 
sa
  and 
sa
q )  that a 6 
species s  present in aR  has not been detected (or rarely detected). This occurs with relatively 7 
high probability when species s  is spatially rare and/or hard to detect (Dupuis et al., 2010).  8 
 9 
Estimating the occupancy rate – We use Monte Carlo Markov Chain methods (MCMC) in 10 
order to obtain the bayesian estimations of 
sa
 . Here, we are especialy interested in the 11 
estimation of the occupancy rate but in some cases it could be required to also estimate the 12 
parameters 
sa
q  and 
sa
 . The MCMC algorithm, taking advantage of the missing data structure, 13 
is implemented on (θ,zm) where = { ( ); , 1,.., }
mis
m s a s a A Lz z  and ( )
mis
s az  is the set of the 14 
missing sjz 's related to s  (where j is in Ra). The bayesian estimate of sa  is easily obtained by 15 
applying the ergodic theorem (details are omitted). For further details, refer to Dupuis et al. 16 
(2010). The MatLab code for estimating sa , sa  and saq  is provided in Appendix 3. In order 17 
to estimate occupancy rates for both areas in the forest (edge and inner forest), this algorithm 18 
has been applied independantly to data from both areas, for each species, and for both years. 19 
 We also compare differences between estimates obtained under both MacKenzie et al., 20 
(2006) unconditional and Dupuis et al. (2010) conditional approaches in the case of not 21 
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detected species that are known to be present and easily detectable. This comparison is done 1 
with non informative and informative priors on the detection probability.  2 
 3 
Results 4 
Globally, occupancy rates variations between 1985 and 1987 do not seem to be mainly 5 
directed by the migratory status (Table 4). For example, while some sedentary species‘ 6 
occupancy rates have decreased (e.g. the short-toed treecreeper), others have increased (e.g. 7 
the Eurasian nuthatch). The same result exists for migrating species and partial migrants (e.g. 8 
mistle thrush occupancy rates increased contrary to the song thrush). 9 
 10 
Overall, occupancy rates in interior and edge forests presented the same type of changes 11 
(i.e. increase or decrease), but the extent of these variations can differ between these two sub-12 
areas. For example, while the song thrush and the nightingale greatly retreat between 1985 13 
and 1987 in the edge forest, this variation is less important in the inner forest. On the other 14 
side, increase in mistle thrush population was more important in the inner forest than in the 15 
edge forest, apparently revealing a protecting role of the inner forest. 16 
 17 
In the end, variations of occupancy rates seem to be mainly driven by biogeographical 18 
origins with an occupancy rate increase of European and continental species (e.g. mistle 19 
thrush, Eurasian nuthatch, European robin) and a decrease of Mediterranean and Atlantic 20 
species (e.g. nightingale, song thrush).  21 
 22 
We observe that the bayesian non informative estimates of the occupancy rates are precise 23 
when the number of detections is high. Moreover, in 1987 and in edge, most species have 24 
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been few detected (except the common blackbird, the chiffchaff, and the mistle trush), and, 1 
not surprisingly, we observe that most of non informative estimates are imprecise.  2 
We also observe that taking into account the prior information available on detectability 3 
significantly improves the precision of estimates when the target species has been very few 4 
detected (Ws(a)=1) or has not been detected (Ws(a)=0): the green woodpecker, the nightingale 5 
and the whitethroat are concerned by this remark (Tables 4 and 5). In Dupuis et al (2010), this 6 
observation has already been mentioned, and indicated that this improvement is particularly 7 
significant when the target is highly detectable. 8 
Finally, we observe that taking into account the prior can make decrease the precision of 9 
the bayesian estimate. For the mistle trush (in 1987 and in inner forest), the range of  the 95 % 10 
posterior credible interval is 0.37 in non informative situation, and 0.46 in informative 11 
situation. This unusual phenomenon typically occurs when the two following conditions are 12 
fullfilled: the weights of the data and the prior are similar, and the (informative) prior mean of 13 
the parameter of interest and its (non informative) posterior mean are very different, which 14 
indicates a `conflict' between the prior and the data. In our case, the prior variance of qsa in 15 
informative situation (namely 0.075²) is effectively relatively close to the posterior variance 16 
of  qsa in non informative situation (namely 0.084²), while the (informative) prior mean of qsa 17 
(namely 0.21) is effectively very far from the non informative posterior mean of qsa (namely 18 
0.66). 19 
Use of priors here can be essential to obtain a better estimation of occupancy rates. For 20 
example, raw data in edge forest are identical for the whitethroat (1985) and for the green 21 
woodpecker (1987). With Vs(a)=2 and Ws(a)=2 for these 4 species, we would have failed to 22 
detect variation in occupancy rate without prior information (e.g. for the whitethroat), or we 23 
could have underestimated the extent of the species occupancy rate variation (e.g. for the 24 
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green woodpecker). We can highlight the importance of including prior information on 1 
detectability when available in the case of low detection data and easily detectable species. 2 
For a species not detected by the quadrat sampling, but for which it is known that it was in 3 
fact present in the region of study Ra (e.g. the Green Woodpecker in 1985 or the Nightingale 4 
in 1987 in edge forest), Tables 6a and 6b show that ignoring such an additional information 5 
(by using the unconditional MacKenzie et al., 2006, approach) will underestimate γsa. In non 6 
informative situation, distances between both estimates are very important when the region of 7 
study has been entirely sampled (J=T=18) (Table 6a), and less important (though not 8 
negligible) in the opposite case (J=18, T=6) (Table 6b). In informative situation, distances in 9 
absolute values are definitely less important (though not negligible), regardless the region of 10 
study is totally or partially sampled. Nevertheless, we note that when J=T=18 the ratio 11 
between both estimates is particularly high (namely >3.5). To be complete, let us add that 12 
when the target species has been well detected, estimates obtained under conditional and 13 
unconditional approaches are quite similar. 14 
  15 
 16 
Discussion 17 
Globally, occupancy rates variations between 1985 and 1987 do not seem to be mainly 18 
directed by the migratory status and no important differences between interior forest and edge 19 
forest has been shown. The main factor responsible for species‘ response to climate changes 20 
appeared to be their biogeographical region of origin. 21 
 22 
Migratory status - Contrary to what we expected, the species migratory status did not seem to 23 
be an important cause of differences in changes of occupancy rates under climate changes.  24 
Evolution of occupancy rates as a response to climate changes could have been affected 25 
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because of direct effects on bird species of these changes, or secondary consequences. For 1 
example, decrease may be due to the direct impact of rigorous winters on populations 2 
(especially for sedentary species) or indirect impacts such as a decrease in available resources 3 
(particularly for migratory species that should not be affected by the direct consequences of 4 
cold in the region). An increase of occupancy rates or a less important impact of the specific 5 
regional climatic events might be expected because other species might be negatively 6 
impacted by cold winters and therefore leave unused resources and part of ecological niche. 7 
Variation in population is the result of trades-offs between these negative and indirect positive 8 
consequences and the influence of other external factors (e.g. a population already in a 9 
decrease phase).  10 
The impact of climatic extremes on bird densities is well-known (Wiens, 1981, 11 
Grzybowsky 1983, Balda et al., 1983 ; Hejl & Beedy, 1986). According to these authors, 12 
rigorous winters affect sedentary but not migratory bird species.  In our study area, 13 
Palearctic and Turkestano-european faunistic type species expanded, while European, 14 
Turkestano-mediterranean and Mediterranean sedentary species experience population 15 
reductions or extinction. This signifies a continentalization of the local avifauna. However, 16 
not all of the sedentary birds were negatively affected by cold winters. Woodpeckers, 17 
Eurasian Nuthatch and tits population increased. Fauna continentalization can also be seen 18 
with migrants. Whitethroat, Tree Pipit, Spotted Flycatcher, but also Yellow Wagtail, Red-19 
backed Shrike and Garden Warbler have increasing occurrence frequencies.  20 
The absence of clear impact of the migratory status can be due to the specific 21 
characteristics of some of the species‘ local populations. For example, the Chiffchaff, which 22 
has an important over-wintering population in Midi-Pyrenees, is found in winter near to 23 
stagnant and running waters in the plain, where birds are sedentary. It is therefore strongly 24 
affected by rigorous winters, leading to a drop in numbers in riparian forest, observed 25 
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between 1985 and 1987 (Lauga & Joachim, 1992). However, local populations, which are 1 
mainly migratory outside of riparian forests, are not greatly affected (Affre, 1975b ; Joachim 2 
et al., 1997). Another example implies the European Robin. It was a common bird in this 3 
region before the cold January of 1985. Rarer in 1985 spring, it almost disappeared from the 4 
study area by spring 1987. It was only present in the largest terrace forest where its frequency 5 
was greatly reduced (F = 30% instead of 80% in 1985). This local extinction happened in 6 
plains and hills of the piemont Garonne. However, in mountainous areas such as Haute-7 
Garonne Pyrenees and Ariège, no significant frequency variation occurred between 1985 and 8 
1987: F=100% for Cagire beech groves (Haute-Garonne, 1000 m) and beech and birch groves 9 
in the Beille plateau (Ariège, 800-1400m) for both years (Joachim et al., 1997). Therefore, it 10 
can be hypothesized that the European Robin from the Garonne plains was sedentary and did 11 
not survive the rigorous winters while the one from Central Pyrenees are migratory and 12 
avoided these winters. Génard & Lescourtet (1985) found insular type adaptative characters in 13 
European Robin of the Pyrenees. However, this species general range skirts Mediterranean 14 
areas and shows no interruption between Pyrenees and the rest of France. Therefore, the 15 
authors could not explain this phenomenon. Recent events suggest a distinction between East 16 
and Central Pyrenees populations and more northern populations. First, during cold winters, 17 
the Garonne population disappears and there is a real separation between areas. Second, 18 
during mild winters, a sedentary Garonne population of European Robin develops but because 19 
it is sedentary, it stays isolated from migratory Pyrenees' European Robins which have then 20 
developed specific insular peninsular characteristics. 21 
 22 
Interior vs. edge forest - We have not detected significant differences between interior and 23 
edge forest, and globally species occupancy rates seemed to vary in the same way in these 24 
two sub-areas. No changes of habitat preferences has been detected, but response to climate 25 
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changes might be less important in some cases in the interior forest than in the edge forest 1 
indicating that actually, the interior forest might have provided a better protection. The extent 2 
of this phenomenon may even be more important that what we could see here. In fact, because 3 
of the poor sampling rate in the edge forest, the credible intervals of estimates are large 4 
leading to a possible underestimation of the protection role played by the inner forest. It is 5 
interesting to note that without the use of prior information, the detection of this effect would 6 
have been compromised.  7 
On a larger scale, detected variations in frequency are generally associated to colonization 8 
or retreat from areas that do not correspond to preferred habitat (defined by sampling from 9 
1985; Joachim, 1986). Largely wide-spread in woods located in this area, the Chiffchaff has 10 
partially retreated from riparian forests while wren populations decreased in terraces. Birds 11 
that are mainly forest birds have colonized small groves (e.g. Mistle Thrush, Lesser Spotted 12 
Woodpecker), and open-field birds have penetrated into forest edges (e.g. Tree Pipit, 13 
Whitethroat). These clues suggest that bird species with continental affinities, even if 14 
progressing for various reasons, have difficulties in finding their optimal habitat. The local 15 
frequency increase with occupation of unusual environments might reflect healthy 16 
neighboring continental populations (e.g. in northern France, the Massif Central, or the 17 
Pyrenees) with individuals that would settle in environments marginal to our region. Such 18 
phenomena have been demonstrated by Askins & Philbrick (1987), and Askins et al. (1987) 19 
for forest fauna in Connecticut (USA), by Van Dorp & Opdam (1987) in Dutch groves, and 20 
by Helle & Järvinen (1986) in northern Finland. 21 
In open-fields near the study area, ornithologists have pointed out the disappearance of 22 
some species (Cisticola juncidis, Indo-african faunistic type, Sylvia undata, Mediterranean 23 
faunistic type), but no disappearance has been noticed in woody areas. Cettia cetti has 24 
undergone a drastic regression in riparian forests without disappearing, and so has Erithacus 25 
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rubecula in all forests. Globally, species from forest areas seem to cope better with climatic 1 
variations (even if affected) than sedentary open-field species. Some forest species have even 2 
profited of new climatic conditions. 3 
 4 
Role of the species’ biogeographical origins - Continentalization of the regional forest fauna 5 
has not been yet reflected by loss or gain of species, but instead by population reduction or 6 
expansion by locally common species. However, some species have been more affected and 7 
show a general reduction (or even extinction) or global colonization in the studied area. Some 8 
extant monitoring programs such as the European Bird Census Council 9 
(http://www.ebcc.info/) are interested in the expansion or regression of occupied areas of 10 
several species, but no particular attention is drawn to the biogeographical origins of species, 11 
which, as shown here, can be crucial. 12 
 In a broader context, during the 1970's, a different situation occurred with the settlement 13 
or expansion of Mediterranean species (e.g. Dartford Warbler, Subalpine Warbler, Woodchat 14 
Shrike), Turkestano-Mediterranean species (e.g. : Cetti's Warbler, Bee-eater) or Indo-African 15 
species (Zitting Cisticola) in our study area during a succession of mild winters (Affre 1975a 16 
and b, Yeatman 1974). This expansion often extended to the French Atlantic coast which 17 
provided a mild winter climate (Yeatman, 1976). Highly contrasting seasons from 1985, 1986 18 
and 1987 have been correlated with regression and even local extinction of sedentary 19 
populations to the benefit of these colonizing species, leaving small populations on the 20 
Atlantic coast (e.g. Warblers). Depending on annual climatic variations, the Val de Garonne 21 
area is alternatively colonized by Mediterranean thermophilic species using early stages of 22 
plant successions, or continental species (especially forest species) uncomfortable in isolated 23 
wood patches present in the agricultural plains (Blondel, 1984). These temporary 24 
colonizations still permit the exchange of individuals between populations that are 25 
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intermittently isolated from each other (e.g. populations from the Pyrenees' continental fauna 1 
and mid-Europe reservoir, and Mediterranean populations from the Atlantic coast and 2 
Mediterranean reservoir). European partial migratory species with a sedentary edge area that 3 
encompass the South-West of France hardly succeed to sustaining populations. 4 
 Various biogeographical influences acting on this region, usually thought to be an 5 
enriching factor to natural environment, here, are paradoxically related to a noticeable 6 
faunistic deficit (Balent et al., 1988). Climatic variations and advanced deforestation only 7 
allow commonly wide-spread species and pioneer species. Riparian Garonne forest seems to 8 
be important, because regardless of climatic conditions, it contains a fauna of diverse 9 
biogeographical regions, such as the Turkestano-Mediterranean Cetti's Warbler , the European 10 
Garden Warbler (Affre, 1980) and the palearctic Marsh Tit (Joachim, 1987). Avifauna 11 
responses to climatic variations are slower here than in the open-fields of neighboring 12 
agricultural plains. While the Garonne riparian forest, with a small area, can not be a local 13 
fauna local reservoir and populations therein are not as unchanging as in large forest areas 14 
(Glowacinski, 1981). It constitutes a moderating element in Garonne landscape because of its 15 
slow response to climatic variations,. It also provides a more or less hospitable link between 16 
remote patches of biogeographically different faunas and their source areas.  17 
   18 
  19 
Taking into account some prior on the detectability of the target species can significantly 20 
improve the estimation of its occupancy rates when it has been very few detected (or not 21 
detected) and is known to be easily detectable (as already pointed out by Dupuis et al., 2010). 22 
As a matter of fact, ignoring such an available prior may have led to different conclusions 23 
such as detection of a variation in occupancy rate while not true (e.g. Green Woodpecker or 24 
Whitethroat in edge forest), a wrong estimation of the impact of rigorous winters (e.g. 25 
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Nightingale or European Robin in edge forest), or worse, it would have failed to detect a 1 
diminution of the occupancy (e.g. Nightingale in the inner forest). Moreover, in our dataset, 2 
we have undetected species which were known to be present in the study area; we have thus 3 
adopted the conditional approach of Dupuis et al. (2010) for estimating their occupancy rates. 4 
As shown in the comparison between unconditional and conditional approaches, not 5 
accounting for the known presence of an undetected species can lead to significant 6 
underestimation of its occupancy rate.  7 
 8 
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Tables and Figures 1 
 2 
Figure 1. European map of biogeographical region and location of Montech Forest. (using 3 
data provided by the European Environmental Agency: www.eea.eu.int). (Black point: 4 
Montech Forest, Cross hatch: Alpine, Diagonal simple hatch: Atlantic, Ordered stipple: 5 
Continental, Horizontal simple hatch: Mediterranean). 6 
 7 
Figure 2. Mean monthly temperatures in 1985, 1986 and 1987 (Spotted line: 1985, Hachted 8 
line: 1986, solid line: 1987) compared to 1970-1984 period (maximum and minimum 9 
values from this 14 year period bounded in gray).. (from Joachim & Lauga, 1992) 10 
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Table 1. 1 
 2 
 3 
4 
Table 1.  Data (Vs(a);Ws(a))  for 1985 and 1987 in Montech forest. 
Species 
Inner forest Edge forest 
1985 1987 1985 1987 
Song Thrush Turdus philomelos (20 ; 53) (10 ; 20) (16 ; 43) (1 ; 2) 
Common Blackbird Turdus merula (17 ; 32) (12 ; 25) (14 ; 35) (4 ; 6) 
Whitethroat Sylvia communis - - (2 ; 2) (1 ; 1) 
Chiffchaff Phylloscopus collybita (15 ; 30) (5 ; 13) (10 ; 24) (4 ; 8) 
Eurasian Nuthatch Sitta europea (7 ; 17) (9 ; 26) (4 ; 8) (2 ; 2) 
Green Woodpecker Picus viridis (1 ; 1) (3 ; 3) (0 ; 0) (2:2) 
Short-toed Treecreeper Certhia brachydactyla (15 ; 22) (10 ; 17) (11 ; 28) (2 ; 2) 
European Robin Erithacus rubecula (9 ; 17) (5 ; 8) (7 ; 12) (2 ; 6) 
Nightingale Luscinia megarhynchos (4 ; 9) (1 ; 1) (5 ; 7) (0 ; 0) 
Mistle Thrush Turdus viscivorus (6 ; 13) (8 ; 22) (4 ; 5) (3 ; 4) 
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Table 2. 1 
 2 
3 
Table 2. Migratory status and biogeographical origins of the selected species. Migratory status: 
Sedentary (S), Migrant (M) or Partial migrant (P). 
Species Migratory status Global faunistic class European biogeographical origin 
Song Thrush P European Atlantico-continental 
Common Blackbird P Palearctic European 
Whitethroat M Turkestano-european Atlantico-mediterranean 
Chiffchaff M Palearctic Atlantico-continental 
Eurasian Nuthatch S Palearctic European 
Green Woodpecker S European European 
Short-toed Treecreeper S European European 
European Robin P European Atlantico-continental 
Nightingale M European Atlantico-mediterranean 
Mistle Thrush P European Continental 
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Table 3. 1 
2 
Table 3. Prior mean and CI 95% of detection probability μsa during 1985 and 1987 in 
Montech forest. 
Species 
Inner forest Edge forest 
1985 1987 1985 1987 
Song Thrush 0.8 [0.65 – 1] 0.6 [0.3 – 0.8] 0.8 [0.65 – 1] 0.4 [0 – 0.65] 
Common Blackbird 0.8 [0.65 – 1] 0.6 [0.3 – 0.8] 0.8 [0.65 – 1] 0.8 [0.65 – 1] 
Whitethroat - - 0.8 [0.65 – 1] 0.8 [0.65 – 1] 
Chiffchaff 0.8 [0.65 – 1] 0.8 [0.65 – 1] 0.8 [0.65 – 1] 0.8 [0.65 – 1] 
Eurasian Nuthatch 0.8 [0.65 – 1] 0.8 [0.65 – 1] 0.6 [0.3 – 0.8] 0.6 [0.3 – 0.8] 
Green Woodpecker 0.6 [0.3 – 0.8] 0.6 [0.3 – 0.8] 0.8 [0.65 – 1] 0.8 [0.65 – 1] 
Short-toed Treecreeper 0.8 [0.65 – 1] 0.8 [0.65 – 1] 0.6 [0.3 – 0.8] 0.6 [0.3 – 0.8] 
European Robin 0.8 [0.65 – 1] 0.6 [0.3 – 0.8] 0.8 [0.65 – 1] 0.2 [0 – 0.4] 
Nightingale 0.6 [0.3 – 0.8] 0.6 [0.3 – 0.8] 0.8 [0.65 – 1] 0.8 [0.65 – 1] 
Mistle Thrush 0.6 [0.3 – 0.8] 0.6 [0.3 – 0.8] 0.4 [0 – 0.65] 0.4 [0 – 0.65] 
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5 
Table 4.  Posterior mean and CI 95% of sa  for inner and edge regions of Montech forest in 1985 and 1987. Estimates were 
computed using informative prior on qsa. 
Species 
Inner forest Edge forest 
1985 1987 1985 1987 
Song Thrush 0.95 [0.91 ; 1] 0.85 [0.68 ; 1] 0.93 [0.89 ; 1] 0.47 [0.06 ; 0.94] 
Common Blackbird 0.89 [0.77 ; 1] 0.93 [0.77 ; 1] 0.84 [0.78 ; 0.94] 0.76 [0.44 ; 1] 
Whitethroat - - 0.16 [0.11 ; 0.28] 0.08 [0.06 ; 0.17] 
Chiffchaff 0.79 [0.68 ; 0.96] 0.42 [0.23 ; 0.59] 0.63 [0.56 ; 0.78] 0.74 [0.44 ; 1] 
Eurasian Nuthatch 0.37 [0.32 ; 0.45] 0.68 [0.50 ; 0.86] 0.36 [0.22 ; 0.61] 0.59 [0.22 ; 1] 
Green Woodpecker 0.11 [0.05 ; 0.32] 0.46 [0.14 ; 0.86] 0.07 [0.05 ; 0.14] 0.49 [0.11 ; 0.83] 
Short-toed Treecreeper 0.87 [0.73 ; 1] 0.84 [0.64 ; 1] 0.72 [0.61 ; 0.89] 0.59 [0.11 ; 0.94] 
European Robin 0.51 [0.41 ; 0.68] 0.60 [0.32 ; 0.96] 0.50 [0.39 ; 0.72] 0.57 [0.11 ; 0.94] 
Nightingale 0.28 [0.18 ; 0.45] 0.19 [0.05 ; 0.50] 0.39 [0.28 ; 0.61] 0.15 [0.06 ; 0.39] 
Mistle Thrush 0.39 [0.27 ; 0.59] 0.67 [0.45 ; 0.91] 0.59 [0.28 ; 1]  0.75 [0.39 ; 1] 
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 2 
3 
Table 5. Posterior mean of 
sa
  and CI 95% for inner and edge regions of Montech forest in 1985 and 1987. Estimates were 
computed using a non informative prior on qsa.  Only results differing from the informative approach are presented here. 
Species 
Inner forest Edge forest 
1985 1987 1985 1987 
Song Thrush - - - 0.29 [0.06 ; 0.72] 
Common Blackbird - - - - 
Whitethroat - - 0.41 [0.11 ; 0.94] 0.42 [0.06 ; 0.94] 
Chiffchaff - - - - 
Eurasian Nuthatch - - - - 
Green Woodpecker 0.24 [0.05 ; 0.82] 0.56 [0.23 ; 1] 0.25 [0.05 ; 0.82] 0.59 [0.22 ; 1] 
Short-toed Treecreeper - - - - 
European Robin - 0.52 [0.23 ; 0.86] - 0.37 [0.11 ; 0.61] 
Nightingale - 0.42 [0.06 ; 0.94] - 0.24 [0.05 ; 0.78] 
Mistle Thrush - 0.58 [0.36 ; 0.73] - 0.67 [0.33 ; 1] 
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Table 6a. Comparison between 
sa
  estimates under unconditional (MacKenzie et al., 2006) and 
conditional (Dupuis et al., 2010) approaches when a species is not detected, for a non 
informative and an informative prior on qsa: case of the Green Woodpecker in edge region of 
Montech forest in 1985. J=T=18. 
 Unconditional approach Conditional approach 
Non informative prior 0.13 [0 ; 0.68] 0.25 [0.05 ; 0.82] 
Informative prior 0.02 [0 ; 0.11] 0.07 [0.05 ; 0.14] 
Table 6b. Comparison between 
sa
  estimates under unconditional (MacKenzie et al., 2006) and 
conditional (Dupuis et al., 2010) approaches when a species is not detected, for a non 
informative and an informative prior on qsa: case of the Nightingale in edge region of Montech 
forest in 1987. J=18 , T=6. 
 Unconditional approach Conditional approach 
Non informative prior 0.20 [0 ; 0.78] 0.24 [0.05 ; 0.78] 
Informative prior 0.12 [0 ; 0.39] 0.15 [0.05 ; 0.39] 
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CHAPTER VI 
CONCLUSION 
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In this thesis, I have addressed -especially in the framework of hierarchical modeling- 
several of the main limitations occupancy models are reproached with  (e.g. MacKenzie et al., 
2005 ; Royle & Dorazio, 2008), such as the lack of spatiotemporal models and 
explicit/mechanistic formulation of occupancy, and detectability problems. I have also 
identified issues that might emerge under some circumstances with conditioning assumptions 
about occupancy. 
In this last chapter, I will discuss the choice of using the hierarchical modeling approach 
to assess site occupancy, and why I decided to focus on site occupancy rather than on 
abundance. Finally, I will highlight several developments or improvements that can be 
considered in order to enhance the already large framework of hierarchical modeling of site 
occupancy.  
 
Hierarchical modeling 
 
In this thesis, site occupancy is mainly treated from a hierarchical modeling point of view 
since accounting for uncertainty in observation was one of my main objectives. Indeed, 
explicit consideration of detectability is essential when occurrence-based summaries of 
population status are the focus of inference (Royle & Dorazio, 2006). Here, hierarchical 
modeling refers to models that make a clear distinction between the observation component 
and the process component. Moreover, even if recently it has become synonymous to 
Bayesian analysis, and even if this thesis is placed in a Bayesian context, hierarchical models 
do not have to be estimated using a Bayesian approach.  
I have developed in chapter II a hierarchical model for an invasion process and specified 
more clearly the underlying assumptions that can be made when modeling site occupancy 
under the presence of uncertainty in chapters IV and V. The hierarchical formulation of site 
occupancy models yield to a generic, flexible, and practical framework for modeling 
individual ('site') effects, or other latent structure in parameters (e.g. random year effects) in 
dynamic occupancy models. Models with explicit spatial dynamics are necessarily formulated 
as individual effects models, where the individual effect is a function of occupancy states at 
nearby spatial units, leading to models that cannot have a "non-hierarchical" formulation in 
some cases (Royle & Dorazio, 2008).  
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Moreover, hierarchical models provide a general and flexible framework for addressing 
inference problems about animal occurrence from spatially referenced survey data that are 
subject to imperfect detection, and they also permit a unified treatment of modeling and 
inference for a vast array of animal sampling methods (Royle & Dorazio, 2006). The 
hierarchical modeling framework can be applied in a large and diverse set of problems in 
ecology –estimating occupancy for a single species, estimating population size in a single 
closed population, estimating community structure, etc… (Royle & Dorazio, 2008). Although 
a number of non-Bayesian methods of inference of animal occurrence in the context of 
imperfect detection can be described (see, e.g. Kéry et al., 2005 ; Dorazio et al., 2005), the 
lack of generality of such methods contrasts with the flexibility and rigor of the hierarchical 
Bayesian formulation (Royle & Dorazio, 2006). The hierarchical framework provides a 
natural framework for developing models for spatio-temporal dynamics (Wikle, 2003) and 
multiple species systems (Dorazio & Royle, 2005).  
 
For all the above reasons, hierarchical modeling appeared to be a logical and reasonable 
way of approaching site occupancy modeling in this thesis, and while it may still have some 
flaws (such as evocated in chapter V), it already provides a reliable framework to model site 
occupancy, and abundance. 
 
 
Occupancy versus abundance: different costs for the same inferences? 
 
Knowing how individuals or species occupy their habitat is essential to understand how 
species use their environment (Krebs, 1978), and take suitable management dispositions 
(Kendall, 2001; Williams et al., 2002 ; Nichols, 2004 ; MacKenzie et al., 2005). 
Investigations of animal populations often require estimates of animal abundance or 
occurrence. These estimates may be used to monitor spatial or temporal changes in the 
population or to determine whether relationships exist between animals and one or more 
environmental characteristics (i.e., to identify habitat) (Royle & Dorazio, 2006). As 
previously said, abundance can be estimated from occupancy data. For example, if individuals 
are distributed randomly over space, their distribution will follow a Poisson distribution 
which can be computed (MacKenzie et al., 2005). This approach has a long history in plant 
and animal ecology (e.g. Gleason, 1920 ; Fisher, 1922). Of course, depending on the 
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relationship between abundance and occupancy, other distributions can be preferred such as 
the negative binomial (e.g. Fisher, 1922 ; Dice, 1948 ; Gerrard & Chaing, 1970). A more 
recent example of dealing with abundance estimation using occupancy data can be found in 
He & Gaston (2000, 2003) through the combination of phenomenological models of 
occupancy-abundance and mean-variance relationships. Occupancy status is often is 
significantly less costly to obtain and simpler to collect, compared to abundance data,. 
However, this comes at a price, information content has to be compromised for this efficiency 
and economy. When one decides to design a sampling protocol, this compromise has to be 
kept in mind, and future development of site occupancy model surely includes the 
improvement of abundance estimation with detection/non-detection data. 
 
In the specific case of a spatially closed environment, site occupancy rate is also one of the 
variables that are useful to determine how species use their environment. While density and 
abundance carry information on the population state, occupancy rate describes how species 
use the environment they live in. It is defined as the proportion of patches occupied and is 
viewed as a state variable in various metapopulations models (e.g., Levins, 1969, 1970 ; 
Lande, 1987, 1988 ; Hanski, 1992, 1994, 1997). By definition, site occupancy rate has to be 
considered in a 'closed environment', i.e. a finite population of locations called sites or 
quadrats. While this has been well studied for large sites population, improvements such as 
presented in chapters IV and V can be made in the case of smaller sites population 
(MacKenzie et al., 2002). Moreover, the distinction between probability of occupancy and the 
proportion of sites becomes more important with the decrease in sites population size 
(MacKenzie et al., 2005). Site occupancy rate is especially useful in wildlife management and 
endangered species conservation programs where controlled areas often are limited but can be 
fully sampled (e.g. a network of ponds or forests in a park) (MacKenzie et al., 2005). It 
permits to know where actions have to be taken and how these actions will impact species 
repartition. Moreover the link between species and their habitat can be used to characterize 
the specificities of this environment. Using a list of species of interest, one can use these 
species site occupancy rates to determine the species composition characteristic of particular 
ecoregions or ecosystems. An application would be the use of bioindicators to assess the 
evolution of environmental and ecological quality of an area (Kolkwitz & Marsson, 1902 in 
van Straalen, 1998 ; Burgeot et al., 1996 ; Bongers & Ferris, 1999). 
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How to improve estimates when modeling site occupancy: incorporation of 
scientific insights and sampling design. 
 
Incorporating scientific insights – Ecological processes exhibit complicated behavior over an 
extensive range of spatial and temporal scales of variability. To understand and eventually 
predict such complicated processes, we must make use of available scientific insight, data, 
and theory, in a modeling framework that honestly accounts for uncertainties in each of them 
(Wikle, 2003). The question is ‗how to incorporate scientific insight into the hierarchical 
framework?‘. For example, it is possible to incorporate inexact scientific theory into the 
hierarchical framework, such as suggested by deterministic models, but that proves to be 
useful (e.g. Wilkle et al., 2001). 
 
Ecological prediction is difficult. It is even more so in the presence of uncertainty. 
Observations have errors and we seldom know the true underlying dynamical model for a 
given phenomenon. For example, in the context of invasive species, there may be 
demographic and environmental stochasticities, Allee dynamics, coalescing colonies, jump 
diffusions and heterogeneous rates of spread and growth. Theoretical models, although able to 
include some of these effects in simplistic scenarios, generally do not have the flexibility to 
accommodate the a priori uncertainty related to the dynamical assumptions. On the other hand 
purely stochastic models for such processes are often overparameterized and face significant 
problems when it comes to estimation (Wikle, 2003). The Bayesian hierarchical framework 
can be used to build complicated spatiotemporal prediction models and quantify the 
associated uncertainties. However, one of the issues that arise when using a Bayesian 
hierarchical model is how to decide on the appropriate parameterizations. Often, there is 
scientific insight for the most critical processes. One seeks to allow the models that are based 
on this insight to have the flexibility to fit to the data. Moreover, multiple parameterizations 
might work equally well (Wikle, 2003). 
 
Hooten & Wikle (2008) have implemented an ecologically meaningful Partial Differential 
Equation within a hierarchical Bayesian framework as a latent dynamical system to help 
manage such uncertainty and account for complicated dependence structures in parameters. 
They have used a reaction-diffusion model for the latent process to represent scientific 
opinion. Diffusion models have long been considered for describing the spread of invasive 
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organisms, and they have relevance in many invasive bird species (e.g., Okubo, 1986 ; Veit & 
Lewis, 1996). But it has to be specified that it is not the only way of incorporating scientific 
knowledge into a model. For example, matrix models (e.g. Caswell, 2001) may prove to be a 
promising tool in future invasive species research efforts. Such settings allow for the inclusion 
of well-known non-linear growth and dispersal equations acting upon a more intuitive latent 
process. Implementation of these models, however, presents a variety of challenges (Hooten 
& Wikle, 2008).  
 
In chapter IV, presence and detectability probabilities (i.e. φ and q) are used to determine 
occupancy rates. In order to improve estimators performances, several elements can be 
modified in the sampling design, and in statistical analyses.  
 
Impact of A priori information – Another way of incorporating scientific knowledge is to use 
a priori on detectability. Prior information on detectability is a commonly available resource 
given by experts or prior studies for example. Such information might indirectly affect the 
quality of ˆ even if not precise. As shown in the study presented in the complementary work 
of chapter IV, and in the application paper in chapter V, the incorporation of a priori, even if 
it is not on the parameter of interest (i.e. occupancy rate) but on the nuisance parameter (i.e. 
detection probability), can greatly improve the quality of estimators. This is true even if the a 
priori is biased or not very precise. Therefore, when available, this type of information should 
be taken into account, and this is especially easy to do in the Bayesian framework.  
 
Sampling design – Challenging aspects of occurrence estimation include the presence of 
significant observational error (Sauer et al., 1994), irregular spatial and temporal sampling, 
the diffusive nature of invasive processes on landscape scales (Wikle, 2003). Several 
protocols have been conceived in order to estimate occurrence or abundance of animals and 
their probabilities of detection simultaneously. These protocols include distance sampling, 
sampling with multiple observers, capture-recapture and removal sampling. (Williams et al., 
2002). As shown in chapter IV, one way of improving estimation of detectability, and 
therefore potentially presence estimator, is to visit each quadrat repeatedly, and this 
improvement appears to be pretty fast. I have also shown that sampling a larger portion of the 
area of study increases estimators' quality; it is possible to obtain good estimations of 
presence and detectability parameters without having to sample the whole study area.  
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MacKenzie et al. (2005) have pointed out that a number of practical options exist to 
conduct repeated surveys. In chapter IV, I considered only the case where one modifies the 
number of surveys by doing multiple surveys during one visit, or by doing one survey over 
several visits. Of course, one must not loose sight of questions and prerequisites involved 
(such as autocorrelation of detection probability) when designing the protocol. Protocol 
design cannot ignore the scale considered because of the impact of the latter on efforts and 
costs devoted to the study. Moreover I have pointed out that little modifications can have a 
great impact on estimators' performances. Results corroborate hypotheses on allocation effort 
in the number of sites and the number of surveys presented by MacKenzie et al. (2005) who 
have shown that the most appropriate study can be different depending on variation of the true 
value of φ and q. A poorly designed study may yield no useful information and may only 
succeed in wasting resources (MacKenzie et al., 2005). With few modifications in a classic 
study protocol, estimators' performances can be greatly improved, and these modifications do 
not have to be highly resource consuming. 
 
Future directions 
 
Multiple occupancy states – In the framework of occupancy modeling, occupancy is often 
treated as a dichotomous state (occupied vs unoccupied). However, in practice, one can be 
interested in treating site occupancy as a multistate variable. MacKenzie et al. (2005) referred 
at the frequent case of considering simultaneously breeding and occupancy states. Here, the 
underlying idea is that the contribution of occupied sites to metapopulation dynamics might 
differ depending on the fact that reproduction occurs or not on these particular sites (e.g. 
Pulliam, 1988). The way I am treating occupancy status in chapter II and III can be viewed as 
a surrogated way of dealing with multiple occupancy states using a compound of two 
variables, one accounting for occupancy, and one for site history. While this is an interesting 
and flexible way of treating multiple occupancy status, this should be considered as a premise 
of ways of dealing with such a topic.  
 
Using information from the capture of marked animals – In chapter III I mentioned the 
problem that emerges from the different scenarios that might lead to the abandon of a site. For 
example, a site can become unoccupied because the individual (or population) that occupied it 
moved away, or because of the death of the previous owner (or local population). On the other 
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hand, site persistence might be the result of site fidelity or immediate recolonization by a 
different individual. MacKenzie & Nichols (2004) suggested that one source of potentially 
useful auxiliary information is obtained from having marked individuals in the study 
population. I have decided to use information from CMR data beside of the site occupancy 
modeling because the hierarchical model presented in chapter III is already involving a lot of 
parameters, however the marked individuals effectively provide information about the 
movement of individuals among sites, hence making possible to identify the exact processes 
underlying site occupancy status. Therefore, when possible and reasonable, integrating CMR 
data directly in the hierarchical site occupancy modeling should be considered. 
 
Favoring a multi-disciplinary approach – Space-time modeling has involvements in countless 
application areas. In this thesis, I have presented numerous ecological topics in the framework 
of hierarchical space-time modeling of site occupancy, but such work can be extended into 
several areas such as social sciences, geostatistics or hydrology. There are many important 
areas where spatio-temporal data are used to detect recognizable and meaningful patterns as 
well as for predictions (Sahu & Mardia, 2005). Examples include ecology, geology, many 
areas of medicine such as brain imaging, wildlife population monitoring and tracking, air-
pollution monitoring or disease mapping. 
For example, in environmental pollution monitoring, space-time modeling has some 
history (e.g. Guttorp et al., 1994 ; Haas, 1995 ; Carroll et al., 1997). In recent years, 
hierarchical Bayesian approaches for spatial prediction of air pollution have been developed 
(Brown et al., 1994). However, a frequent criticism is directed to spatial prediction using air-
pollution data from large-scale monitoring network (Sahu et al., 2006). Here, networks were 
designed to capture peak pollution levels within urban, highly populated areas. This leads to a 
potential over-prediction within sparsely monitored rural areas with misleading prediction 
errors (Sahu & Mardia, 2005). A hierarchical space-time model has been proposed by Sahu et 
al., 2006. It introduced two spatio-temporal processes (one for rural or background effects, 
and one adding extravariability for urban/suburban locations). However, the hierarchical 
model including heterogeneity in the environment we have proposed in the chapter V could 
be used with few adjustments and a clear formulation of a priori hypotheses. 
Other examples of hierarchical space-time modeling include climate and environmental 
topics such as the spatio-temporal modeling of rainfall and precipitation. This area is currently 
receiving a great deal of attention. Recent articles on rainfall modeling include Brown et al. 
(2001), Sansó & Guenni (1999, 2000), Allcroft & Glasbey (2003), Sahu et al. (2005). In 
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archaeology, particular modifications to standard models should be done because of the 
presence of uncertainty on both temporal and spatial scales due to dating imprecision and 
modification of landscapes (Sahu & Mardia, 2005). Blackwell & Buck (2003) illustrated the 
use of a fully Bayesian model in which temporal uncertainties are formally accounted for but 
the spatial information is not explicitly modeled at all. The way of describing the spatial 
structure in chapter III and IV could be used jointly to the model proposed by Blackwell & 
Buck (2003) including a weight parameter matrix between sites in order to specify or estimate 
uncertainty on the relationship between all sites (i.e. the spatial structure itself). 
Most ecologists and monitoring program managers were slow to acknowledge the issue 
that arises from uncertainty in detection (Royle & Kéry, 2007). As a consequence, instead of 
true species richness, raw (uncorrected) numbers of species or occurrence are reported by 
most monitoring programs (Weber et al., 2004) and also in most biogeography and 
community ecology research, with notable exceptions (e.g., Doherty et al., 2003 ; Karanth et 
al., 2006), of course. There is much to do with the exploration of hierarchical spatiotemporal 
models in ecology and other disciplines (Wikle, 2003). These efforts, by their very nature, 
will require strong collaborations between applied mathematicians, statisticians, and subject-
matter scientists and the future of site occupancy hierarchical modeling can only be 
productive if interactions between all these actors are enhanced.  
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Appendix A. 
 
Appendix a. WinBugs code for the model of invasion process.  
 
 
model { 
 
  ############################################################# 
  #                                                           # 
  #                  Ecological process                       # 
  #                                                           # 
  ############################################################# 
 
 ############ Parameters initialization ######################## 
psi~dunif(0,1)                 # initial probability of occupancy 
lphi1~dnorm(0,.1)              # "rescue effect" survival 1 
lphi2~dnorm(0,.1)              # "rescue effect" survival 2 
lgamma1~dnorm(0,.1)            # "rescue effect" colonization parameter 1 
lgamma2~dnorm(0,.1)            # "rescue effect" colonization parameter 2 
ltheta1~dnorm(0,.1)            # "rescue effect" recolonization parameter 1 
ltheta2~dnorm(0,.1)            # "rescue effect" recolonization parameter 1 
 
alpha~dunif(0,1)               # Layer 1's density weight 
beta~dunif(0,1)                # Layer 2's density weight 
 
pi2 <- 3.14159*2 
dirSpread~dunif(0,pi2) 
 
 for(i in 1:(nyear-1)) 
 { 
     lphi0[i]~dnorm(0,1)          # intrinsic survival 
     lgamma0[i]~dnorm(0,1)        # intrinsic colonization probability 
     ltheta0[i]~dnorm(0,1)        # intrinsic recolonization probability 
 } 
 
############ Model ######################## 
 
 for(i in 1:nsite) 
 { 
     z[i,1]~dbern(psi)            # occupancy status initialization 
     A[i,1]<- 1-z[i,1]            # availability (recruitability) 
 
     for(t in 2:nyear) 
     { 
         ### defining local density### 
 
         #Layer 1 
         for (j in 1:N1[i,1]) 
         { 
          ConnSite1[i,j,t-1] <- z[layer1[i,j],t-1]*(1-
cos(dirSpread)*Cosinus[i,layer1[i,j]]-sin(dirSpread)*Sinus[i,layer1[i,j]])      
# connected neighbors in layer 1 weighted by its position to spread 
direction 
         } 
         D1[i,t-1]<- sum(ConnSite1[i,1:N1[i,1],t-1])/N1[i,1]     #density 
'rate' in first layer 
 
         #Layer2 
         for (k in 1:N2[i,1]) 
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         { 
          ConnSite2[i,k,t-1] <- z[layer2[i,k],t-1]*(1-
cos(dirSpread)*Cosinus[i,layer2[i,k]]-sin(dirSpread)*Sinus[i,layer2[i,k]])      
# connected neighbors in layer 2 weighted by its position to spread 
direction 
         } 
         D2[i,t-1]<- sum(ConnSite2[i,1:N2[i,1],t-1])/N2[i,1]     #density 
'rate' in second layer 
 
 
         #local density estimator 
         D[i,t-1]<- alpha*D1[i,t-1] + beta*D2[i,t-1] 
 
 
 
         ### defining parameters ### 
          phi[i,t-1]  <- lphi0[t-1]+D[i,t-1]*lphi1+D[i,t-1]*D[i,t-1]*lphi2 
          gamma[i,t-1] <- lgamma0[t-1]+D[i,t-1]*lgamma1+D[i,t-1]*D[i,t-
1]*lgamma2 
          theta[i,t-1] <- ltheta0[t-1]+D[i,t-1]*ltheta1+D[i,t-1]*D[i,t-
1]*ltheta2 
 
 
 
         ### defining occupancy probability  ### 
         logit(muZ[i,t])<-   z[i,t-1]*phi[i,t-1]                #  survival 
if occupied 
                    + (1-z[i,t-1])*gamma[i,t-1]*A[i,t-1]        # first 
colonization   (creation if never occupied) 
                   + (1-z[i,t-1]-A[i,t-1])*theta[i,t-1]         # 
recolonization    (re creation if not occupied before but has already been 
occupied) 
 
         z[i,t]~dbern(muZ[i,t])           #    new occupancy status 
         A[i,t]<-(1-z[i,t])*A[i,t-1]      #    new availability 
          
 
     } 
 } 
 
  ############################################################# 
  #                                                           # 
  #                  Observation process                      # 
  #                                                           # 
  ############################################################# 
  
  
 ############ Parameters initialization ######################## 
   
 ObsInit~dnorm(0,.1) 
 DeltaObs~dnorm(0,.1) 
 
 ############ Model ######################## 
   
 
   for(i in 1:nsite) 
    { 
                  
       Y[i,1]~dbin(prob[i,1],K[i,1])         
       prob[i,1]<-p[i,1]*z[i,1]        #p[i,t]=detection probability ; 
K[i,t]=number of visits, z[i,t]=occupancy status 
  230 
       logit(p[i,1])<-ObsInit          #  Beginning of study based on no 
previous detection 
       Aprim[i,1]<-1-Y[i,1]/max(1,Y[i,1])   # Aprim[i,t-1]=1 if available 
for a first detection at time t, i.e. if no one have ever been detected on 
site i before 
 
       for(t in 2:nyear) 
       { 
       Y[i,t]~dbin(prob[i,t],K[i,t]) 
       prob[i,t]<-p[i,t]*z[i,t] 
       logit(p[i,t])<-ObsInit+DeltaObs*(1-Aprim[i,t-1]) 
 
       Aprim[i,t]<-(1-Y[i,t]/max(1,Y[i,1]))*Aprim[i,t-1]      #    new 
previous detection status 
       } 
    } 
 
} 
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Appendices 
 
 
Appendix 1. Parameters used and estimated in the selected model. 
Parameter Description Algorithm 
notation 
Zi,t   Occupancy state of cell i  during year t . z[i,t-1] 
μi,t 
Site occupancy probability 
 
muZ[i,t] 
 i,t 
Persistence parameter 
 
phi[i,t-1] 
γ i,t First colonization parameter gamma[i,t-1] 
θ i,t Recolonization parameter theta[i,t-1] 
Ai,t Availability of a site for first colonization A[i,t-1] 
Si,t Local success status Success[i,t-1] 
Di,t Local density D[i,t-1] 
τi,t Neighboring success rate Srate[i,t-1] 
ijw  Connection matrix w[i,j] 
t
a , tb , tc  
Respectively intrinsic persistence, first colonization and 
recolonization parameters 
lphi0[t], 
lgamma0[t], 
ltheta0[t] 
1
 , 
1
  
Respectively linear factors for relationship between 
persistence, first colonization and local density 
lphi1, lgamma1 
 
2
  
Quadratic coefficient for persistence/local density 
relationship 
lphi2 
 
S
 , 
S
 , 
S
  
Relationship between  neighboring success and 
respectively persistence, first colonization and 
recolonization 
lphiNS, 
lgammaNS, 
lthetaNS 
int 2
  
Interaction between local and neighboring success for 
persistence parameter 
lphiinter2 
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Appendix 2. WinBugs code for the selected model of nesting site occupancy for the kittiwake. 1 
(input: Zi,t ,  Si,t  and ijw ) 2 
model { 3 
 4 
############ Parameters initialization ######################## 5 
psi~dunif(0,1)                 # initial probability of occupancy 6 
 7 
lphi1~dnorm(0,.1)              # linear relationship between persistence 8 
and density 9 
lphi2~dnorm(0,.1)              # quadratic relationship between persistence 10 
and density 11 
lgamma1~dnorm(0,.1)            # linear relationship between first 12 
colonization and density 13 
 14 
lphiNS~dnorm(0,.1)             # impact of neighboring success on 15 
persistence 16 
lgammaNS~dnorm(0,.1)           # impact of neighboring success on first 17 
colonization 18 
lthetaNS~dnorm(0,.1)           # impact of neighboring success on 19 
recolonization 20 
 21 
lphiinter2~dnorm(0,.1)          # interaction between density and 22 
neighboring success for persistence 23 
 24 
for(i in 1:(nyear-1)) 25 
{ 26 
lphi0S[i]~dnorm(0,1)          # intrinsic persistence for local breeding 27 
success  28 
lphi0F[i]~dnorm(0,1)          # intrinsic persistence for local breeding 29 
success 30 
lgamma0[i]~dnorm(0,1)         # intrinsic first colonization  31 
ltheta0[i]~dnorm(0,1)         # intrinsic recolonization  32 
} 33 
 34 
############ Model ######################## 35 
for(i in 1:nsite) 36 
{ 37 
z[i,1]~dbern(psi)            # occupancy status initialization 38 
A[i,1]<- 1-z[i,1]            # availability (recruitability) 39 
 40 
for(t in 2:nyear) 41 
{ 42 
### defining local density ### 43 
for(j in 1:nsite) 44 
 { 45 
   ConnSite[i,j,t-1] <- z[j,t-1]*w[i,j]   # occupancy status of site j 46 
weighted by connection matrix 47 
   } 48 
 49 
  D1[i,t-1]<- sum(ConnSite[i,1:nsite,t-1])      50 
  D[i,t-1]<-(D1[i,t-1])/10                  # scaled local density 51 
 52 
   ### defining neighboring success rate ### 53 
  for(j in 1:nsite) 54 
   { 55 
   NeighborSuccess[i,j,t-1] <- Success[j,t-1]*w[i,j]      # succes 56 
status of site weighted by connection matrix 57 
   } 58 
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 1 
  Srate[i,t-1]<-sum(NeighborSuccess[i,1:nsite,t-2 
1])/max(1,sum(ConnSite[i,1:nsite,t-1]))   # neighboring success rate 3 
 4 
   ### defining parameters ### 5 
  #persistence parameter 6 
  logit(phi[i,t-1])  <- lphi0S[t-1]*Success[i,t-1]+lphi0F[t-1]*(1-7 
Success[i,t-1]) 8 
                          +D[i,t-1]*lphi1  +D[i,t-1]*D[i,t-1]*lphi2 9 
                          +Srate[i,t-1]*lphiNS 10 
                          +lphiinter2*Success[i,t-1]*Srate[i,t-1] 11 
 12 
  #first colonization parameter 13 
  logit(gamma[i,t-1]) <- lgamma0[t-1] 14 
                            +D[i,t-1]*lgamma1   15 
                            +Srate[i,t-1]*lgammaNS      16 
 17 
  #recolonization parameter 18 
  logit(theta[i,t-1]) <- ltheta0[t-1] 19 
                            +Srate[i,t-1]*lthetaNS     20 
 21 
   ### defining occupancy probability ### 22 
     muZ[i,t]<- z[i,t-1]*phi[i,t-1]        #  persistence event 23 
                + (1-z[i,t-1])*gamma[i,t-1]*A[i,t-1]    # first 24 
colonization event 25 
                + (1-z[i,t-1]-A[i,t-1])*theta[i,t-1]    # recolonization 26 
event    27 
 28 
  z[i,t]~dbern(muZ[i,t])           #    new occupancy status 29 
  A[i,t]<-(1-z[i,t])*A[i,t-1]      #    new availability          30 
 31 
  } 32 
 }  33 
} 34 
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1. Web Appendix A 1 
 2 
For convenience, the conditioning on φs is omitted in the calculations. Recall that one works 3 
conditionally on the presence of species s in R, consequently ξs=1, or equivalently zs ≠ . 4 
Results 1.1 and 1.3 below are mainly a consequence of that: 5 
          (1) 6 
 7 
where as denotes a vector of length Ja extracted from zs, and different from the null vector 8 
(thus it includes at least one component equal to 1), and As denotes the sum of all the 9 
components of as. The above result is easily obtained by suming p(as, bs) over all the possible 10 
values of bs, where bs denotes a vector extracted from zs, such that bs and as constitute a 11 
partition of zs. Note that (1) cannot be used if as =  since, in such a case, the sum has to be 12 
done over all the possible values of bs different from the null vector (considering that zs ≠ ). 13 
 14 
1.1 Pr(zsj = 1) = /[1−(1− )
J
 ] is deduced from (1) by assuming that as is reduced to the 15 
j-th component of zs and that zsj = 1. 16 
 17 
1.2 From now, it is convenient to denote random variables by capital letters. We introduce 18 
the vector  of length J−1 and equal to the vector zs from which the j-th component has 19 
been removed. We have:  20 
 21 
 22 
 23 
By observing that  =  where zs is such that zsi = 0 for all i ≠ j and zsj = 24 
1 (since zs ≠ ), and by using (3.3), one has:  25 
 26 
 27 
 28 
Recall that if A and B denote two any events of a probability space, one has Pr(A∩B) 29 
=1−Pr( )   and    Pr( ) =Pr( ∪ ) =Pr( )+Pr( )−Pr( ∩ ). Therefore we have: 30 
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 1 
= 1 − [Pr(Zsj = 0) + Pr( )] , 2 
 3 
by observing that Pr( ) = 0 since zs ≠ . By using now the expressions of 4 
and Pr(Zsj = 1), we deduce that: 5 
 6 
 7 
 8 
hence the result. 9 
 10 
1.3 We now prove the Proposition 3.1. Let i and j be two distinct quadrats. We denote by 11 
E the following event: it exits at least one quadrat k distinct from i and j such that zsk = 1. To 12 
prove that zsi and zsj are independent, conditionally on E, we have to show that p(zsi , zsj | E) = 13 
p(zsj | E) p(zsj | E) for all pairs (zsi , zsj). Taking into account (1), it is easy to check that: 14 
 15 
 16 
 17 
and that 18 
 19 
 20 
 21 
where v denotes any vector composed of 0 and 1, distinct from , and having J – 2 22 
components; from which we deduce that p(zsi, zsj | E) =  , To 23 
calculate p(zsi | E) and p(zsj | E) we proceed as for p(zsi , zsj | E) and so we have: p(zsi | E) = 24 
 and p(zsj | E) = ; hence the result.25 
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 1 
2. Web Appendix B 2 
The aim of this brief study is to show that the probability that a species present in R is not 3 
detected (or very few detected) can be relatively high when it is spatially rare or hard to detect. 4 
In this paper a target species s is said to be spatially rare if Ns is small, that is if it is present in 5 
a small number of quadrats. We have considered that it is the case if φs ∈ [0.05, 0.2], that is to 6 
say 2 ≤ J φs ≤ 4, according to the value of J (see Table 1). Of course, such intervals are 7 
somewhat arbitrary (the notion of spatially rare species being actually quite relative); however, 8 
such values of φs are not unusual in some animal populations, such as birds; see for example: 9 
the analysis of the avian point count data in MacKenzie et al. (2006); Dupuis and Joachim 10 
(2006); or our illustration, in Section 5. Throughout this study K is fixed (K = 4, as in our 11 
illustration); moreover, in a first step, the ratio T/J and qs are also fixed: T/J = 1 and qs = 0.1. 12 
This corresponds to species relatively difficult to detect at the visit scale; but the relevant 13 
quantity here is not qs, but μs = 1 − (1 − qs)
K
; now, in our case μs = 0.34, which corresponds 14 
to relatively discrete species at the quadrat scale. Table 1 provides, for different values of J, 15 
the probabilities of pairs (Vs,Ws) = (0, 0) and (Vs,Ws) = (1, 1). 16 
 17 
We effectively observe that the probabilities to observe the pairs (0, 0) and (1, 1) are 18 
relatively important (even for relatively large values of J). If one considers spatially rare 19 
species, but easily detectable, the probabilities that it is detected during one visit only (even 20 
not detected) are not necessarily small. For example: p(0, 0) = 0.20 and p(1, 1) = 0.29, if J = T 21 
= 20, φs = 0.1, qs = 0.2 (that is μs ≈ 0.60); and p(0, 0) = 0.10 and p(1, 1) = 0.21, if J = T = 40, 22 
φs = 0.05, qs = 0.3 (that is μs ≈ 0.75). In Table 1, the fraction T/J of sampled quadrat is fixed 23 
(since T = J); it is clear that if we reduce this fraction we will increase the above probabilities. 24 
For example, p(0, 0) = 0.38 and p(1, 1) = 0.23, if J = 40 and T/J = 0.50 (the values of qs and 25 
φs being those of the last example). 26 
 27 
28 
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 1 
3. Web Appendix C 2 
Proof of the proposition 4.1. 3 
 Recall that a statistical model M parametrized by θ is identifiable if 4 
 5 
p(.|θ1) = p(.|θ2) ⇒ θ1 = θ2 6 
 7 
where the hypothesis p(.|θ1) = p(.|θ2) means that: p(y|θ1) = p(y|θ2) whatever the data set y (e.g. 8 
Lehman, 1989; page 456). It is equivalent to say that θ is identifiable. Consequently, to show 9 
that qs and φs are both identifiable, we have to prove that: 10 
 11 
[ ∀ ys ∈ Y, p(ys| φs = φ1, qs = q1) = p(ys| φs = φ2, qs = q2] ⇒ φ1 = φ2 and q1 = q2, 12 
 13 
where Y denotes the set in which ys takes its values, where q1 and q2 designate two any values 14 
of qs, and φ1 , φ2 designate two any values of φs. To prove identifiability it is necessary to 15 
distinguish two cases: K = 1 and K ≥ 2. 16 
 17 
First case: K = 1. We consider two particular records. The first one, called ys, is such that 18 
species s has been detected in the T sampled quadrats (therefore ysj = 1 for all j). The second 19 
one, called y’s, is such that species s has been detected in the T − 1 quadrats (therefore ysj = 1 20 
for all j, except one). Using (4.1), one has: 21 
 22 
 23 
and 24 
 25 
 26 
 27 
Now, by hypothesis, p(ys| ) = p(ys| ) and p(y‘s| ) = p(y‘s| ) ; hence 28 
 29 
 30 
 31 
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After simplification, we obtain: 1 
 2 
= .            (2) 3 
 4 
Using again the hypothesis p(ys| ) = p(ys| )  and the equality (2), we deduce 5 
that: 1−(1− )J = 1−(1− )J , hence  = . Using again (2), we deduce that q1 = q2. 6 
Consequently, qs and  are both identifiable. 7 
 8 
Second case: K ≥ 2. (This part of the proof is just outlined, for concision.) 9 
Parameter qs is proved to be identifiable, by considering the two following records. The first 10 
one (called h1) is such that species s has been detected at each visit; in other terms, ysj = K for 11 
all j. The second one (called h2) is such that species s has been detected at each visit apart 12 
from once (in other terms, ysj = K for all quadrat j, except one, say i, for which ysi = K − 1. 13 
Parameter   is proved to be identifiable, by considering the two following records: the 14 
first one is h1, and the second one, called h3, is such that ysj = K for all j, except in one, say i, 15 
for which ysi = 0. 16 
17 
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 1 
4. Web Appendix D 2 
Proof of the proposition 4.2. 3 
This part of the proof is again just outlined (for concision). It uses the records defined in 4 
Appendix C. The proof includes three steps. First qs is proved to be identifiable, then , and 5 
finally λs. To prove that qs is identifiable use h1 and h2, for  use h1 and h3 (all defined in 6 
Appendix C). Then, we immediately deduce that λs is identifiable by using h1 (for example), 7 
and the fact that qs and  are identifiable. 8 
9 
  246 
 1 
5. Web Appendix E 2 
The augmentation data step for the conditional approach. 3 
Implementing this step requires a particular attention and is thus described in details. For 4 
each species s ∈ S, it consists in simulating  according to p(  |ys, qs, ). Two cases 5 
have to be distinguished depending on whether  or not. 6 
 7 
First case:  (species s has thus been detected in at least one sampled quadrat). 8 
First note that the missing zsj ‘s are independent conditionally on ys. It is an immediate 9 
consequence of the Proposition 3.1, and of that  implies that it exits at least on sampled 10 
quadrat in which species s is present. Thus we can simulate the missing data  by block, as 11 
follows. The first block, which concerns the missing zsj ‘s where j denotes a sampled quadrat, 12 
is simulated according to a Binomial (T − Us, ωs), where ωs = Pr(zsj = 1|xsj , , qs, ). By 13 
applying the Bayes theorem and by using the fact that Pr(zsj = 1| , ) =  (which is a 14 
direct consequence of the Proposition 3.1) we deduce that: 15 
 16 
 17 
 18 
The other block, which concerns the missing zsj ‘s where j denotes an unsampled quadrat, is 19 
simulated according to a Binomial (J − T, ). 20 
 21 
Second case: . 22 
Contrary to the previous case, the missing zsj ‘s are no more independent (conditionally on 23 
ys). Note also that when  , all the zsj ‘s are actually missing and that we have to simulate 24 
the whole vector zs. This relies on the distribution of zs|ys = , below. 25 
 26 
 27 
 28 
This expression is deduced from (4.6) in which we have made Ws = 0, and from (4.2).29 
  247 
 1 
6. Web Appendix F 2 
The MCMC algorithm for the unconditional approach.  3 
When one works unconditionally, the MCMC algorithm implemented for the conditional 4 
approach has to be modified. Updating the parameters qs, and λs presents no difficulty, and 5 
details are omitted. The data augmentation step proceeds as follows. As previously, two cases 6 
have to be considered, depending on whether  or not. When  the data 7 
augmentation step is not modified. When  the indicator ξs is missing, and missing data 8 
now includes both zs and ξs. The data augmentation step proceeds as follows: 9 
 10 
ξs ∼ ξs|ys, , qs, λs and zs|ys, ξs, , qs. 11 
 12 
By applying the Bayes formula, one has: 13 
 14 
, ) =  15 
 16 
where is given by (4.2). The distribution of zs|ys, ξs, , qs is given 17 
by (1) in Appendix E, when ξs = 1. If ξs = 0, thus  (with probability one). 18 
 19 
References 20 
Lehmann, E.L. (1999). Elements of Large-sample Theory. Springer (New York). 21 
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 1 
 2 
Table 1 3 
 4 
Probabilities that a species present in the region R is not detected (i.e. v = w = 0) or is 5 
detected during only one visit (i.e. v = w = 1), in function of J and φ 6 
J φ (v,w) P(v,w) 
10 0.2 (0,0) 0.43 
10 0.2 (1,1) 0.34 
20 0.2 (0,0) 0.23 
20 0.2 (1,1) 0.30 
40 0.1 (0,0) 0.23 
40 0.1 (1,1) 0.30 
80 0.05 (0,0) 0.17 
80 0.05 (1,1) 0.26 
 7 
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Appendix 1.  MatLab code for the binary search algorithm to determine coefficient of the 1 
Beta distribution for the a priori mean and 95% confidence interval on detection probability 2 
over the whole visit μsa. Output: Beta distribution parameters a and b. 3 
 4 
function [ParamBetaMu] = BinarySearchAlgorithm() 5 
 6 
mu=input('A priori mean: ') 7 
CIinf=input('Lower bound of a priori CI95%: ') 8 
CIsup=input('Upper bound of a priori CI95%:') 9 
prec=input('Required interval precision: ') 10 
 11 
CI=[CIinf CIsup]  ; 12 
 13 
 14 
% Initialization 15 
margin=prec+1 ; 16 
lambda1=0    ; 17 
lambda2=10000 ; 18 
 19 
% Binary search algorithm 20 
 21 
while (margin>prec) 22 
lambda=(lambda1+lambda2)/2     ; 23 
a=lambda*mu                ; 24 
b=lambda*(1-mu)          ; 25 
prob=betainc(CIsup,a,b)-betainc(CIinf,a,b)     ; 26 
margin=abs(proba-0.95)                ; 27 
 28 
if (prob<0.95) 29 
       lambda1=lambda             ; 30 
   end 31 
 32 
  if (prob>0.95) 33 
     lambda2=lambda        ; 34 
  end 35 
end 36 
 37 
a=lambda*mu           ; 38 
b=lambda*(1-mu)       ; 39 
ParamBetaMu=[a b]           ; 40 
41 
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Appendix 2.  MatLab code to obtain the Beta distribution parameters for the a priori on qsa 1 
(detection probability during each session of a visit) from the Beta distribution parameters for 2 
the a priori on μsa.   Input: Beta distribution parameters on μsa a priori provided by function 3 
BinarySearchAlgorithm(). Output: Beta distribution parameters for qsa a priori. 4 
 5 
function [ParamBetaQ]=MuGlobal_QLocal(ParamBetaMu) 6 
 7 
a= ParamBetaMu (1); 8 
b= ParamBetaMu (2); 9 
 10 
K=input('enter the number of sessions K during a visit:'); 11 
L=input('enter the number of iterations for the MCMC algorithm:'); 12 
 13 
%Initialization 14 
sumq=0; 15 
sum2q=0; 16 
 17 
%Beginning of MCMC algorithm 18 
 19 
for l=1:L 20 
   X=betarnd(a,b); 21 
   k=1/K; 22 
   q=1-(1-X)^k; 23 
   Y(l)=q; 24 
   sumq=sumq+q; 25 
   sum2q=sum2q+q*q; 26 
   espq(l)=sumq/l; 27 
end; 28 
 29 
%End of MCMC algorithm 30 
 31 
meanq=sumq/L; 32 
varq=sqrt(sum2q/L-meanq^2); 33 
lambq=((meanq*(1-meanq))/varq^2)-1; 34 
 35 
alpha=lambq*meanq; 36 
beta=lambq*(1-meanq); 37 
 38 
Force=alpha+beta;              39 
APrioriMean=alpha/(alpha+beta) ;     40 
 41 
ParamBetaQ =[APrioriMean  Force]; 42 
 43 
44 
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Appendix 3.  MatLab code for estimating γsa  (and φsa  and qsa if required) using the MCMC 1 
methods, Hasting-Metropolis algorithm for updating φsa , and Gibbs algorithm for updating 2 
qsa. Input: Total number Vobs of quadrats where the species of interest has been detected, 3 
total number W of detection of targeted species, total number J of quadrats in region Ra, 4 
number T of sampled quadrats, number K of sessions per visit, number L of iterations for the 5 
MCMC algorithm. Output: Estimates of occupancy rate γsa and a posteriori confidence 6 
interval.  7 
function 8 
[estimgamma,ICgamma1,ICgamma2,ICgamma3]=DBJDataAugV1V2(Vobs,W,J,T,K,L) 9 
 10 
delta=input('enter value of adjustement parameter on phi for Hasting-11 
Metropolis algorithm:'); 12 
 13 
% Computation of Beta distribution parameter of a priori on Qsa   14 
[parammu]= BinarySearchAlgorithm () ; 15 
[paramq]= MuGlobal_QLocal(parammu)  ; 16 
priorq=paramq(1); 17 
lambdaq =paramq(2); 18 
 19 
%DATA 20 
dataVW=[Vobs,W]; 21 
dataVW; 22 
 23 
%Non-informative a priori on phi 24 
priorphi=0.5; 25 
lambdaphi=2; 26 
 27 
%Initialization 28 
phi=0.1; 29 
phi_init=phi; 30 
phi_init; 31 
 32 
q=0.3; 33 
q_init=q; 34 
q_init; 35 
 36 
accept=0; 37 
sumq=0; 38 
sum2q=0; 39 
sumphi=0; 40 
sum2phi=0; 41 
sumgamma=0; 42 
 43 
 44 
 45 
 46 
 47 
 48 
%Beginning of MCMC algorithm 49 
 50 
for l=1:L 51 
 52 
 53 
 % 1) DATA AUGMENTATION 54 
 omega=(phi*(1-q)^K)/(phi*(1-q)^K+(1-phi)); 55 
 56 
 if (Vobs==0); 57 
   Vsim=0; 58 
   while(Vsim==0) 59 
     Vsim1=binornd(T,omega); 60 
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     if (J>T) 1 
       Vsim2=binornd(J-T,phi); 2 
     else 3 
       Vsim2=0; 4 
     end;   5 
     Vsim=Vsim1+Vsim2; 6 
   end; 7 
 else 8 
   if (T>Vobs) 9 
       Vsim1=binornd(T-Vobs,omega); 10 
   else 11 
       Vsim1=0; 12 
   end; 13 
   if (J>T) 14 
      Vsim2=binornd(J-T,phi); 15 
   else 16 
      Vsim2=0; 17 
   end; 18 
   Vsim=Vsim1+Vsim2; 19 
 end; 20 
  V=Vobs+Vsim; 21 
  22 
 gamma=V/J; 23 
 grafgamma(l)=gamma; 24 
   25 
 % 2) UPDATE $q$ via Gibbs 26 
   q=betarnd(lambdaq*priorq+W,lambdaq*(1-priorq)+(K*Vobs-W)+K*Vsim1); 27 
 28 
 % 3) UPDATE $phi$ via Hast. Metro. 29 
e=max(0,phi-delta); 30 
f=min(1,phi+delta); 31 
phihm=(f-e)*rand(1)+e; 32 
ehm=max(0,phihm-delta); 33 
fhm=min(1,phihm+delta); 34 
logratiog=log(fhm-ehm)-log(f-e); 35 
 36 
piphihm=betapdf(phihm,priorphi*lambdaphi,(1-priorphi)*lambdaphi); 37 
piphi=betapdf(phi,priorphi*lambdaphi,(1-priorphi)*lambdaphi); 38 
logratioprior=log(piphihm)-log(piphi); 39 
 40 
logPrc=V*(log(phihm)-log(phi)); 41 
logPrd=(J-V)*(log(1-phihm)-log(1-phi)); 42 
logPre=log(1-(1-phi)^J)-log(1-(1-phihm)^J); 43 
logratiolike=logPrc+logPrd+logPre; 44 
 45 
logrho=logratiolike+logratioprior-logratiog; 46 
rho=exp(logrho); 47 
 48 
 49 
if (rho>=1) 50 
    phi=phihm; 51 
    accept=accept+1; 52 
else 53 
    U=binornd(1,rho); 54 
    if(U==1) 55 
      phi=phihm; 56 
      accept=accept+1; 57 
    end; 58 
 end; 59 
  60 
sumgamma=sumgamma+gamma; 61 
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sumphi=sumphi+phi; 1 
sum2phi=sum2phi+phi*phi; 2 
sumq=sumq+q; 3 
sum2q=sum2q+q*q; 4 
 5 
end; 6 
%End of MCMC algorithm 7 
 8 
rate=accept/L; 9 
rate; 10 
 11 
estimgamma=sumgamma/L; 12 
 13 
estimq=sumq/L; 14 
errorq=sqrt(sum2q/L-estimq^2); 15 
 16 
estimphi=sumphi/L; 17 
errorphi=sqrt(sum2phi/L-estimphi^2); 18 
 19 
estimationqphi=[estimq,errorq,estimphi,errorphi]; 20 
 21 
icgamma=sort(grafgamma); 22 
 23 
ICgamma1=[icgamma(0.025*L),icgamma(0.975*L)]; 24 
ICgamma1; 25 
 26 
ICgamma2=[icgamma(0.05*L),icgamma(L)]; 27 
ICgamma2; 28 
 29 
ICgamma3=[icgamma(1),icgamma(0.95*L)]; 30 
ICgamma3; 31 
 32 
estimgamma ; 33 
 34 
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