Abstract-Polynomial matrix singular value decomposition (PSVD) plays a very important role in broadband multiple-input multiple-output (MIMO) systems. It can be used to decompose a broadband MIMO channel matrix in order to recover the transmitted signals corrupted by the channel interference (CI) at the receiver. In this paper, a novel algorithm, known as multiple shift second order sequential best rotation (MS-SBR2), is proposed to compute the approximate PSVD. Simulations are implemented under a (2 × 2) optical MIMO channel model. Bit error rate (BER) performances are evaluated among different transmission schemes. In addition, power allocation (PA) scheme is investigated to further optimize the BER performance.
I. INTRODUCTION
An explosive development of MIMO technology has been witnessed in wireless communication systems over the last decade. Compared to single-input single-output (SISO) systems, MIMO systems are capable of achieving higher data rates and transmission reliabilities. Aiming to increase the fiber capacity, the concept of MIMO in optical transmission systems has also attracted intensive research interests [1] , [2] .
In broadband MIMO systems, the channel is characterized by frequency-selective fading. In order to recover the transmitted data sequence corrupted by channel interference (CI), a conventional method is to combine the spatio-temporal vector coding (STVC) [3] , [4] with the singular value decomposition (SVD) based equalization technique [5] . However, there are some existing papers [6] , [7] which discussed an alternative signal pre-and post-processing method used in broadband MIMO systems. Basically this method consists of two steps. The first step is based on the PSVD which is used to remove the CI by decomposing the frequency-selective MIMO channel into a number of independent frequency-selective SISO channels, and the second step involves removing the remaining inter-symbol interference (ISI), which can be implemented by further equalization techniques, such as zero-forcing (ZF) equalization or maximum likelihood sequence estimations (MLSE).
There are different ways of calculating the PSVD of a polynomial matrix, such as using polynomial matrix QR decomposition to formulate the PSVD [8] , PSVD based on generalized Kogbetliantz transformations [9] , and PSVD by polynomial matrix eigenvalue decomposition (PEVD) method [10] , which is analogous to how the scalar matrix eigenvalue decomposition (EVD) can be used to generate the singular value decomposition (SVD) of a matrix. In terms of the PSVD by PEVD method, the second order sequential best rotation (SBR2) algorithm [11] has been used in the existing literature. However, an improved version of the SBR2 algorithm, i.e. MS-SBR2 [12] , has been recently proposed by the authors for calculating the PEVD of polynomial matrices. The improved algorithm can provide much faster convergence than the SBR2 algorithm when dealing with high dimension polynomial matrices. In other words, the diagonalization of bigger MIMO channel matrices can be implemented faster than that of using the SBR2 algorithm.
The novelty of this work is to exploit the proposed MS-SBR2 algorithm in the application of solving the channel equalization problem for broadband MIMO systems. Our simulations are implemented based on a measured (2 × 2) optical MIMO channel which comprises a 1.4 km multi-mode fiber and optical couplers at both ends, and the channel impulse responses are measured for the operating wavelength of 1576 nm [7] . In particular, transmission and power allocation schemes are employed to bring further improvement with respect to the BER performance.
The rest of the paper is structured as follows. The optical MIMO channel model with polynomial matrix representation is described in Sec. II. In Sec. III we introduce the idea of broadband MIMO channel decomposition, i.e. PSVD. Sec. IV presents the proposed MS-SBR2 algorithm for calculating the PSVD. Simulation results and conclusions are shown in Sec. V and Sec. VI, respectively.
II. MIMO CHANNEL MODEL
Given a frequency selective optical MIMO link with n T optical inputs and n R optical outputs, the channel can be modeled as a polynomial matrix with an indeterminate variable z −1 given by
where τ, T ∈ Z and C[τ ] ∈ C nR×nT denotes the polynomial coefficient matrix at time lag τ and c νμ (z) is the polynomial matrix entity which represents the channel impulse response between the μ-th optical input and the ν-th optical output. It takes the form of
where c νμ [τ ] denotes a non-zero element of the symbol rate sampled overall channel impulse response at the τ -th lag. In this case there are T + 1 lags in total for each SISO channel. Throughout this paper, polynomial matrices and vectors are denoted as underscored boldface letters. Finally, the resulting MIMO system model can be described in polynomial matrix notation as follows
where x(z), s(z) and n(z) represent the received signal, the source signal and the noise signal in z-domain respectively.
III. BROADBAND MIMO CHANNEL DECOMPOSITION VIA PSVD
One potential application of PSVD is to enable communication over a broadband MIMO system in which the channel matrix is represented by a polynomial matrix as shown in equation (1) . In this case, provided the channel matrix has firstly been estimated, the PSVD then can be used to simplify a MIMO channel equalization problem into a set of SISO problems. In other words, the CI can be removed by performing the PSVD to the channel matrix C(z), which can be expressed as [10] 
where we assume n R ≥ n T , and Γ(z) is a diagonal polynomial matrix with n = n T diagonal elements, s.t.
Here the notation { } over a polynomial matrix denotes the paraconjugate operation which is computed by performing Hermitian transpose {·} H to all the polynomial coefficient matrices U[τ ] and time-reversing all entries inside, i.e. U(z) = U H (1/z). Note that U(z) and V(z) are acting as the multichannel allpass filters which can transform the frequency selective MIMO channel into a number of independent frequency selective SISO channels while still preserving the total signal energy [13] .
In this paper, the PSVD in equation (4) is implemented by calculating the PEVD of two polynomial matrices C(z) C(z) and C(z)C(z), which take the form as
and
Further details about the PEVD algorithm will be discussed in the following section. To eliminate the CI, the transmit data vector s(z) is pre-multiplied by V(z) at the transmitter, and pre-multiplied by U(z) at the receiver, which results in
where w(z) = U(z)n(z). Note that neither the transmit power is increased, nor the channel noise is enhanced here. Unlike the conventional SVD-based method, each diagonal element (also called layer) in Σ(z) is frequency-selective and hence ISI occurs. In order to remove the ISI, layer-specific T-spaced zero forcing equalizers [7] are adopted in this paper.
IV. PSVD USING THE MS-SBR2 ALGORITHM
As mentioned above, the PEVD method can be used to formulate the PSVD problem in equation (4), and the idea of PEVD has been generalized as [11] 
where R(z) is assumed to be a M × M input para-Hermitian matrix, such that R(z) = R(z), H(z) is a paraunitary matrix which aims to diagonalize R(z) by means of paraunitary similarity transformation, and D(z) is (ideally) a diagonal matrix. This is an iterative process which transforms all the off-diagonal elements in R(z) onto the diagonal. Several algorithms exist for calculating the PEVD in equation (8) [11], [14] , [15] , however, this paper is concerned only with the MS-SBR2 algorithm previously presented by the authors in [12] . The MS-SBR2 algorithm is an improved version of the SBR2 algorithm in terms of the algorithm convergence speed. Basically it adopts the advantages of less computational cost from SBR2 and the faster convergence from MSME-SMD [15] , which seems to provide a compromise between the SBR2 and the SMD algorithm family. The SBR2 algorithm is firstly introduced before we move forward to the MS-SBR2 algorithm.
At the i-th iteration, the SBR2 algorithm [11] starts by locating the maximum off-diagonal element r (i) jk [τ ] . To find the maximum off-diagonal element, we define a matrix S (i) [τ ], which contains only the upper triangular elements in R (i−1) [τ ] with the remaining elements set to zero. Thus the location of r
where Step 1
Step 2 Step 3 A 3-dimensional illustration which shows the procedure of the i-th iteration in SBR2 is described in Fig. 1 . Thus the elementary paraunitary matrix E (i) (z) can be expressed as
The algorithm continues its iterative process until all the offdiagonal elements are smaller than a given threshold which can be set to a very small value to achieve sufficient accuracy.
Assuming that the algorithm has converged at the N -th iteration, the diagonalized para-Hermitian matrix in equation (8) takes the form of
and the generated paraunitary polynomial matrix is given by
However, the MS-SBR2 algorithm uses a distinguishing search strategy of the off-diagonal elements which is akin to that of the MSME-SMD algorithm, so that it can achieve the diagonalization with less iterations than the SBR2 algorithm. For the i-th iteration, the MS-SBR2 algorithm involves multiple shifts operations P (i) (z), followed by a sequence of Jacobi rotations Q (i) . Therefore the resulting para-Hermitian matrix is computed by
where
denotes the total number of off-diagonal elements shifted to the zero-lag coefficient matrix at the i-th iteration. Accordingly the elementary paraunitary matrix can be expressed as E
. Note that when L (i) = 1, the MS-SBR2 algorithm is identical to the SBR2 algorithm.
The PEVD algorithms are assessed in terms of the normalized off-diagonal energy η (i) at the i-th iteration, and it is defined as where the notation · F denotes the Frobenius norm.
The comparison between these two PEVD algorithms is calculated via Monte Carlo simulations over an ensemble of 100 different random 10 × 10 para-Hermitian matrices of order 5, with i.i.d. zero mean unit variance complex Gaussian entries. Fig. 2 shows the normalized off-diagonal energy η (i) versus the iteration index i. Obviously the MS-SBR2 algorithm requires much fewer iterations than the conventional SBR2 algorithm to achieve the same level of diagonalization. However, it should be noticed that each iteration within MS-SBR2 involves more rotation steps, which means the computational costs between them are comparable.
Nonetheless, the MS-SBR2 algorithm was found to converge faster than SBR2 as shown in Fig. 3 . Another motivation of introducing the multiple shift idea into the SBR2 algorithm is that it permits us to minimize the order growth of polynomial matrices by making all row (column) shifts in the same direction, which can potentially reduce the computational cost of the algorithm. This factor is currently being investigated and has not been taken into consideration in this work. For further details of the MS-SBR2 algorithm, see [12] .
V. SIMULATION RESULTS
To demonstrate the proposed PSVD method, we applied it to a (2 × 2) broadband optical MIMO system in which the BER qualities are evaluated over a range of signal-tonoise ratios (SNRs). In addition, different transmission modes for each layer (each SISO channel) are analyzed under a fixed spectral efficiency of 8 bit/s/Hz in order to see which transmission mode can achieve the best BER performance. Tab. I shows the quadrature amplitude modulation (QAM) constellations arrangement for each layer. The implementation is based on a measured (2 × 2) optical MIMO channel using a 1.4 km multi-mode fiber and transferring at an operating wavelength of 1576 nm [7] . Here, spatial multiplexing is realized by transferring multiple modulated light signals over different optical mode groups through a single multi-mode fiber (MMF) [2] , [16] . The excitation of different optical mode groups is carried out by varying the light launch eccentricity. However, launching two different light sources into a single MMF with the desired eccentricities is practically complex at the present time. In this work fusion couplers are used for mode combining and splitting [16] . Applying PSVD to this frequency-selective MIMO channel results in layers having a time-dispersive characteristic and hence inter-symbol interference (ISI) occurs on each layer. The ISI is removed by applying a T-spaced zero forcing (ZF) equalizer and therefore this equalization scheme is entitled T-PMSVD. The equalizers modify the noise power on each layer differently, which is expressed by the weighting factors θ , with denoting the layer index. These factors determine the layer specific SNRs and hence also the total BER performance [7] . In this example, the noise weighting factors for each layer are computed as θ 1 = 37.22 and θ 2 = 4243.46. In addition, the remaining off-diagonal energy ε, defined as
, is given by 1.26×10 −6 . The value of ε is negligibly small compared with the input energy, which means that the CI has been significantly eliminated.
The BER performance results, obtained by applying the MS-SBR2 algorithm for calculating the PSVD, are depicted in Fig. 4 . The (256, 0) transmission scheme shows the best performance results. In addition, the benefit of using PA which distributes the available transmit power such that the layer specific SNRs are equal is clearly visible. As the SBR2 and MS-SBR2 algorithms are essentially the same class of PEVD algorithms (but different performance of speed), there is no difference between them in terms of the BER performance. However, the PEVD algorithms can offer an improved BER performance over the prior art, i.e., the STVC with SVD based equalization, which has been shown in the previous paper [7] .
VI. CONCLUSION
We have investigated how the proposed MS-SBR2 algorithm can be used in the application of decomposing the channel matrix of a measured (2 × 2) broadband optical MIMO system. Furthermore, different transmission schemes have been employed to illustrate the BER simulations. In particular, the power allocation scheme has been utilized to further optimize the BER performance. Simulation results have shown that the activation of all transmission layers does not necessarily lead to the best BER performance. On the contrary, the (256,0) QAM with the T-PMSVD equalization scheme seems to achieve the best performance in the studied example. 
