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Acrónimos
APM suma de pulsos por enganche de modos
ASE emisión espontánea amplificada
CD dispersión cromática
CDM multiplexado por división de código
CW onda continua
BER tasa de error de bit
DFB realimentación distribuida
EDFL láser de FO dopada con Er3+
EMI interferencia electromagnética
EO electro-óptica
FBG red de Bragg grabada en fibra
FFT transformada rápida de Fourier
FO fibra óptica
FOV campo de visión
FPI interferómetro Fabry-Perot
i
FSR rango espectral libre
FIR infrarrojo lejano
FWHM ancho medido a mitad del máximo
FWM mezcla de cuatro ondas
ISI interferencia intersímbolo
LASER amplificación de la luz mediante la emisión estimulada de radiación
MASER amplificación de microondas mediante la emisión estimulada de radiación
MI interferómetro Michelson
MZI interferómetro Mach-Zehnder
NLSE ecuación no-lineal de Schrödinger
NIR infrarroja cercana
OE optoeléctrica
PAA conjunto de antenas en fase
PMD dispersión por modo de polarización
PSD densidad espectral de potencia
SBS esparcimiento Brillouin estimulado
SIR infrarrojo de onda corta
SNR relación señal ruido
SPM automodulación de fase
SRS esparcimiento Raman estimulado
ii
SSM método de pasos divididos
SVEA aproximación de variación suave de la envolvente
TDM multiplexación por división de tiempo
TMM método de la matriz de transferencia
TOD dispersión de tercer orden
UV ultravioleta
WDF función de distribución de Wigner
WDM multiplexación por división de longitud de onda
XPM modulación cruzada de la fase
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Glosario
chirp en el ámbito de las comunicaciones, se entiende como una pequeña variación lineal
o no-lineal de la fase de una entidad física o matemática.
fotón en física moderna, es la partícula elemental responsable de las manifestaciones cuán-
ticas del fenómeno electromagnético, en particular de la luz.
fotónico proceso vinculado a la interacción luz-materia.
intensidad módulo al cuadrado de un campo eléctrico.
jitter desviación no deseada del período de una señal asumida en la electrónica y las
telecomunicaciones, a menudo en relación con una fuente de reloj de referencia.
núcleo parte interna de una fibra óptica de geometría cilíndrica, con un índice de refracción
ncore, por donde se propaga casi toda la luz.
reflectividad módulo al cuadrado del coeficiente de reflexión.
revestimiento parte externa de una fibra óptica que cubre al núcleo, cuyo índice de
refracción es ncladding < ncore, lo que permite confinar la luz en el núcleo mediante la
ley de Snell.
solitón onda que mantiene sus propiedades tiempo-frecuencia inalteradas, a medida que
se propaga por un medio de transmisión no-lineal y dispersivo como la FO.
transmitancia módulo al cuadrado del coeficiente de transmisión.
v
vi
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Resumen
En el presente trabajo de tesis doctoral se estudian y analizan métodos analíticos aplicados
a la generación y el procesamiento de señales ópticas mediante distintos dispositivos y
sistemas de fibra óptica. Este trabajo se puede dividir en dos partes. En la primera parte,
se estudian diversos dispositivos fotónicos basados en fiber Bragg grating (FBG) para su
aplicación en la generación de señales ópticas en forma de pulsos de luz coherente mediante
un diseño adecuado de una cavidad Fabry-Perot, el procesamiento analógico mediante
sistemas interferométricos, la generación de líneas de retardo y la caracterización de señales
ópticas en intensidad y fase mediante la implementación en el dominio óptico de una de
las propiedades de la función de distribución de Wigner. La segunda parte de esta tesis
se concentra en el modelado y caracterización de un láser de fibra óptica formado por dos
cavidades acopladas, el cual opera bajo el régimen additive-pulse mode locking (APM).
Se propone un modelo analítico que resuelve la propagación de los campos eléctricos en
ambas cavidades del láser. Este modelo, definido mediante un sistema de ecuaciones no-
lineales y acopladas, se resuelve a través un algoritmo que permite estimar la salida con
un error pequeño. Mediante este nuevo algoritmo, basado en el split-step method (SSM) de
paso variable, se realizan análisis diversos, tales como: estabilización del régimen pulsado
y continuous wave (CW) del láser por medio de un proceso de ruido gaussiano aditivo,
acople de los campos eléctricos generados para distintas condiciones y un análisis de las
posibles inestabilidades del sistema. Finalmente, se muestran mediciones experimentales y
se realiza una comparación de los resultados obtenidos de forma teórica y experimental,
encontrando una muy buena concordancia entre ellos.
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Capítulo 1
Introducción
Luego de varios años de investigación en la búsqueda de nuevos medios físicos para los
sistemas de comunicación, a mediados de la década del ’70 comenzaron a consolidarse los
sistemas de fibra óptica (FO) como medio de transmisión de señales de luz. La ventaja prin-
cipal del empleo de la FO radica en su baja atenuación por kilómetro, usando una longitud
de onda adecuada en las regiones espectrales del infrarroja cercana (NIR) y la infrarrojo
de onda corta (SIR), lo que permite realizar enlaces largos sin necesidad de amplificación
y/o regeneración de las señales ópticas transmitidas. Otras ventajas importantes respecto
a otros medios físicos de transmisión, como por ejemplo el cable coaxial, son: ancho de ban-
da muy grande (al menos 1000 veces superior), precio muy bajo considerando el ancho de
banda a transportar, inmunidad frente a fuentes de interferencia electromagnética (EMI)
externas, seguridad en el transporte de información, peso y dimensiones notablemente in-
feriores a las de un cable metálico y la posibilidad de reemplazar a cientos de estos con
igual capacidad de transporte, entre otras. Las FOs son actualmente una alternativa con-
creta para suplir todas las deficiencias que presentan los medios físicos tradicionales [3].
En el campo de las comunicaciones, diversas líneas de investigación han sido dirigidas al
desarrollo de dispositivos y componentes destinados a potenciar la capacidad de transmi-
sión, creando sistemas transparentes donde la información es transmitida, compensada, e
inclusive procesada por elementos totalmente ópticos [4,5]. La utilización de amplificadores
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ópticos y compensadores de dispersión desarrollados con tecnología de FOs ha permitido
reducir las distorsiones introducidas por el canal y la bit error rate (BER) en sistemas
de comunicación digitales de alta tasa de transmisión (mayores a 10 Gbps), ampliando
la extensión de los enlaces y evitando los inconvenientes producidos por la conversiones
optoeléctrica (OE) y electro-óptica (EO), empleadas para eliminar dichas distorsiones en
el dominio eléctrico, mediante un proceso de regeneración de los pulsos. Las distorsiones
principales que introduce un canal de FO son: la dispersión cromática (CD), la disper-
sión por modo de polarización (PMD) y las no-linealidades, como la automodulación de
fase (SPM), el mezcla de cuatro ondas (FWM) y la modulación cruzada de la fase (XPM),
entre otras. En general, los procesos de dispersión introducen una distorsión en el dominio
del tiempo de los pulsos transmitidos por una FO, ensanchándo o comprimiéndo dichos
pulsos segun el caso y, modificando la interferencia intersímbolo (ISI) medida en el receptor.
El incremento en la potencia de las señales ópticas transmitidas se traduce en un aumento
de las no-linealidades, las cuales introducen distorsiones en el dominio de la frecuencia,
generando muchas veces productos de intermodulación y efectos de interferencia entre ca-
nales, lo que produce un aumento notable de la BER en el receptor. Otros factores que
contribuyen al empobrecimiento de la transmisión son las fuentes de ruido aleatorio como
el ruido producido por las fuentes láser en los transmisores, el ruido fotónico en las diversas
fibras que componen un enlace, la emisión espontánea amplificada (ASE) generada en los
amplificadores ópticos, el ruido de los detectores y de las diversas etapas de electrónica que
conforman los receptores [6]. De esta forma, los distintos componentes intercalados en un
enlace de FO (láseres, amplificadores y compensadores) en conjunción con las característi-
cas del receptor (ancho de banda y figura de ruido, entre otros), definen las características
de la señal recibida. A pesar de todos estos inconvenientes, existen diversas técnicas que
se emplean con el fin de reducir los efectos del deterioro de las señales propagadas por una
FO (predistorsión de las señales en el transmisor, ecualizaciones de la respuesta del canal y
procesamiento en el dominio óptico). Una técnica utiliza un proceso de codificación de los
pulsos ópticos transmitidos mediante un sistema de procesamiento digital (en el dominio
eléctrico) para corregir errores, implementar ecualizadores y realizar predistorsiones, entre
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otras [7–9]. Otra se basa en el procesamiento de las señales mediante dispositivos ópticos,
como los ecualizadores y sistemas compensadores de la dispersión, FOs con dispersión des-
plazada y con dispersión opuesta, filtros cuyas características ópticas son programables,
etc. [10–13]. Cada una de estas técnicas presenta ventajas y desventajas que dependen de
cada aplicación en particular, aunque la tendencia general es desarrollar sistemas comple-
tamente ópticos.
En el marco de los dispositivos fotónicos orientados al procesamiento de señales ópticas, una
red de Bragg grabada en fibra (FBG) fotosensible fabricada mediante la incidencia de un
diagrama de interferencia y empleando una fuente láser cuya longitud de onda se encuentra
en la zona espectral del ultravioleta (UV) es un tópico de gran interés tecnológico. Estos son
aplicados tanto en la industria para el sensado de variables del mundo físico (debido a su
gran sensibilidad, flexibilidad de rango dinámico e inmunidad a fuentes de EMI externas),
como en los sistemas de comunicación ópticos para filtrar, ecualizar y/o compensar la CD
en canales de multiplexación por división de longitud de onda (WDM) [10]. La fabricación
de las FBGs se basa en una modulación del índice de refracción en el núcleo de una FO
de forma localizada (generalmente del orden del centímetro) por medio de un patrón de
interferencia generado con luz UV, logrando estructuras de grabado de distinto tipo, lo
cual permite obtener características y funcionalidades diferentes. En general, las FBGs
son usadas como filtros ópticos, ecualizadores de canales de WDM, compensadores de
CD y TOD, en sistemas add-drop para encaminar señales en enlaces WDM y en diversos
sistemas fotónicos. Debido a su inherente inmunidad a la EMI, se aplican ampliamente
en el desarrollo de sensores de distintas magnitudes físicas como: temperatura, presión,
deformación y determinación de las propiedades ópticas de los materiales, entre otras.
Muchos de estos sensores emplean las propiedades espectrales de reflexión y transmisión
de las FBGs, ya que presentan muy bajas pérdidas de inserción y pueden trabajar con
anchos de banda angostos (10 GHz o menores).
A partir del desarrollo de FOs dopadas con tierras raras en la década del ’80, surgieron
los amplificadores ópticos y de forma conjunta una amplia gama de fuentes de luz láser
y emisores súperradiantes (fuentes de baja coherencia) que son empleados en los sistemas
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actuales. Los amplificadores de FOs dopadas han revolucionado el campo de las comu-
nicaciones ópticas eliminando el uso de repetidores electrónicos en enlaces WDM de alta
capacidad como: 10 Gbps, 40 Gbps y los más actuales de 100 Gbps. El desarrollo de nuevos
medios ópticos amplificadores que utilizan distintos dopantes (Er3+ e Yb3+ entre otros),
aún en estudio, junto a técnicas de amplificación paramétrica ampliará el rango espectral
de transmisión y la capacidad de los sistemas [14,15]. Estos esquemas de amplificación son
desarrollados a partir de las propiedades no-lineales de las FOs, como los producidos por
los procesos paramétricos y del esparcimiento Raman estimulado (SRS) [16]. El desarrollo
de fuentes de luz coherente basadas en amplificadores ópticos y medios de realimentación,
como espejos y filtros como las FBGs, hizo posible la aparición de los sistemas láser de
FO y de onda continua (CW) como láseres con salidas pulsadas de diversas características
(Q-switch y mode locking, entre otros). Estas fuentes de luz coherentes son de particular
interés en el maquinado de materiales y el estudio de procesos lineales y no-lineales pro-
ducidos durante la propagación de las señales por una FO. Los sistemas láser de FO y que
funcionan bajo un régimen de suma de pulsos por enganche de modos (APM) ha sido un
tópico de intensa investigación y desarrollo en los últimos años. La mayor parte de estos sis-
temas están basados en la idea de la generación de pulsos ultracortos y peines de frecuencia
ópticos para diferentes aplicaciones relacionadas a las comunicaciones y en nuevas técnicas
empleadas en metrología óptica [17–20]. Los láseres pasivos APM aparecieron primero en
configuraciones de óptica tradicional, o bien del tipo bulk-optics, aunque presentaban mu-
chos problemas de alineación. Luego fueron mejorados notoriamente al ser realizados con
diferentes tipos de FOs dopadas y filtros, por ejemplo, empleando FO dopada con Er3+ y
FBG [21–23]. Estos sistemas permiten alcanzar potencias de pulso moderadas, del orden de
las decenas o centenas de miliwatts, con anchos temporales que alcanzan los picosegundos,
y más cortos aún empleando diversas técnicas de compresión [24–27]. Potencias mayores
son obtenidas mediante el uso de diversos sistemas de modulación, los cuales modifican las
pérdidas o la ganancia dentro o fuera de la cavidad activa de los láseres. En la actualidad,
se investigan y desarrollan láseres APM híbridos (que emplean ambos principios) y que son
implementados con FOs de Er3+, Er3+/Yb3+, Yb3+ y double-cladding, las cuales permiten
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alcanzar potencias altas (mayores a 10 W) con anchos de pulso temporales del orden de los
femtosegundos [28–30]. Los métodos analíticos empleados en el modelado de este tipo de
láseres varían dependiendo del nivel de aproximación de los resultados. Generalmente, la
envolvente del campo eléctrico es calculada mediante una ecuación maestra que depende de
parámetros simples como términos que expresan la ganancia y/o pérdida, coeficientes de
dispersión y no linealidad de las FOs empleadas, y coeficientes de acople relacionados a la
reflectividad y/o transmitancia de algún semiespejo [31,32]. Sin embargo, particularmente
en el modelado de láseres de pulsos ultracortos y/o en sistemas de generación de peines de
frecuencia en el dominio óptico, estos modelos no pueden ser aplicados debido a que los pa-
rámetros como la dispersión y las distintas no-linealidades dependen de la longitud de onda
de las diversas componentes espectrales de las señales propagadas [33–35]. En estos casos,
es necesario una adecuada representación de los diferentes perfiles de la dispersión, de los
cambios en la velocidad de grupo y de los términos no-lineales relacionados con la propa-
gación en las FOs, resultando en modelos mucho más complejos. En general, los modelos
numéricos empleados para calcular la propagación de los campos eléctricos en un sistema
láser se concentran en resolver la ecuación no-lineal de Schrödinger (NLSE) bajo condicio-
nes de contorno particulares [16], utilizando el método de Runge-Kutta para encontrar una
solución numérica en un modelo simplificado con parámetros simples [36]. Sin embargo,
cuando las condiciones de contorno y los procesos involucrados requieren la aplicación de
un modelo más complejo (bajo las condiciones anteriormente mencionadas), la aplicación
de dicho método incrementa notablemente el costo computacional. Como una solución a
este problema se emplea el método de pasos divididos (SSM), donde la propagación de los
campos electromagnéticos se calcula mediante tramos o secciones de FO de longitud más
pequeña, y cuyo valor es variable y depende de una cota de error admitida para el cálculo
de la fase no-lineal (relacionada a diversos procesos de la FO como SPM, self-steepening y
FWM, entre otros). Este método funciona muy bien y es flexible frente a la introducción
de diferentes procesos no-lineales que se producen en las FOs, alcanzando soluciones pre-
cisas en menor tiempo. Además, se puede configurar fácilmente para funcionar con otros
métodos de cálculo, como el método de la matriz de transferencia (TMM). Las aplicaciones
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de los láseres APM en el área de las comunicaciones están destinadas a la generación de
fuentes de luz con trenes de pulsos ultracortos empleadas para transmitir señales de altas
tasas de bit (mayores a 40 Gbps) con muy bajos niveles de jitter [17,37,38]; en metrología
óptica se aplican en la determinación de parámetros lineales (como la dispersión cromática
y de alto orden) y de los diversos procesos no-lineales de las FOs.
El presente trabajo de tesis doctoral comienza en el Capítulo 2 con un estudio de los prin-
cipios de la propagación de pulsos de luz en FOs, basado en el cálculo analítico de la NLSE.
La misma es presentada por medio de sus términos generales, concentrándonos luego en los
términos de mayor interés para la realización de este trabajo. Se analizan distintos procesos
lineales de las FOs como la atenuación y la dispersión en el marco de la propagación de pul-
sos gaussianos. Mediante el método numérico SSM, desarrollado en el Apéndice, se estudia
la relación entre la dispersión y uno de los procesos no-lineales producidos en la propaga-
ción de pulsos por una FO (SPM), como uno de los mecanismos fundamentales para la
generación y/o propagación de solitones. Estas estructuras de pulsos permiten describir la
salida de diversos sistemas láser que funcionan bajo el régimen de operación mode locking,
como los que serán discutidos posteriormente en el Capítulo 4. Mediante la implementación
de un algoritmo basado en el SSM, el cual puede ser configurado, dependiendo el caso, para
calcular la propagación mediante el uso de pasos fijos y/o variables, se resuelve la NLSE
de forma numérica para un error de fase pequeño. Esta herramienta permitió estimar la
propagación de un campo eléctrico en diversos dispositivos y sistemas de FO desarrollados
a lo largo de este trabajo de tesis.
En la primera sección del Capítulo 3 se estudia la propagación de los campos eléctricos en
las FBGs, mediante las ecuaciones de modos acoplados. Se analizan en particular las FBGs
de período uniforme y con una modulación del índice de refracción sinusoidal, encontrando
una expresión general para el coeficiente de reflexión, el cual resulta en una función comple-
ja que depende de los parámetros constructivos de la FBG, algunos tales como: la longitud
física y la máxima amplitud de la modulación del índice de refracción en la zona donde
se produce el grabado. También se extiende el análisis de la propagación de los campos
eléctricos para FBGs no-uniformes, donde una variación del período de grabado de forma
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lineal (LCFBG) es expresada como una sucesión de tramos o secciones de FBGs uniformes
y cuyas características son alteradas en función de la longitud de propagación. El análisis
y diseño de estos dispositivos de FO se realiza mediante el empleo del TMM, el cual es
introducido en el Apéndice, y fue implementado de forma numérica para ser utilizado en
este trabajo de tesis. De esta manera, este algoritmo se empleó en la caracterización espec-
tral de diversos dispositivos fotónicos descritos a lo largo de los Capítulos 3 y 4. Además,
fue empleado también en el Capítulo 4 para resolver la propagación de los campos eléctri-
cos en las FBGs que componen el sistema láser de cavidades acopladas. La importancia
del método TMM proviene de su gran flexibilidad frente a diversos tipos de estructuras
fotónicas, tales como interferómetro Fabry-Perot (FPI), FBG de distinto tipo y/o filtros
de DFB, los cuales presentan propiedades interesantes en el diseño de sistemas láser. En la
segunda sección del Capítulo 3 se proponen cuatro aplicaciones que están relacionadas a la
generación y procesamiento de señales ópticas coherentes. La primera se centra en el diseño
y caracterización de una única cavidad láser, lo que hizo posible la presentación de algunos
resultados analíticos mediante un trabajo de mi autoría [39], compuesta por una FO dopa-
da con Er3+ y dos FBGs de período uniforme con longitudes de onda de Bragg de valores
levemente diferentes. Una de estas FBGs está adherida a un actuador electromecánico tipo
piezoeléctrico (PZT), el cual permite producir un estiramiento local de la misma e inducir
un cambio de la longitud de onda de Bragg de este dispositivo con el fin de alterar las
pérdidas del láser de forma controlada. La longitud de la cavidad es ajustada para que las
frecuencias equiespaciadas generadas por la misma coincidan de alguna manera con la res-
puesta electromecánicas del PZT, con el fin de obtener una emisión pulsada eficiente bajo
un régimen de operación Q-switch. De esta manera, se obtienen potencias pico del orden de
los cientos de miliwatts y frecuencias de repetición del orden de los kilohertz o megahertz
dependiendo de las características geometricas del actuador piezoeléctrico, el cual presenta
una carga mecánica mínima (FBG adherida al PZT). Una segunda aplicación emplea FBGs
de período uniforme y acopladores de FO para generar la interferencia de señales ópticas
coherentes y de forma controlada mediante dos configuraciones típicas un interferómetro
Michelson (MI) y otro denominado interferómetro Mach-Zehnder (MZI) [40]. Se diseñó e
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implementó un MI mediante un acoplador y dos FBGs idénticas para obtener una señal
de interferencia mediante la reflexión de los campos que llegan a las FBGs se propagan
hacia una de las ramas de entrada del acoplador, alcanzando un ajuste adecuado del filtro.
El mismo permite modificar la intensidad reflejada resultante mediante el control de una
diferencia de camino óptico, por ejemplo, mediante un modulador de fase o por medio de
un cambio en las longitudes de los tramos de FO empleados (en un rango limitado por la
coherencia espacial) para conectar las FBGs al acoplador. De una forma similar a la pri-
mera aplicación, éste mecanismo permite alterar las pérdidas de un sistema láser, aunque
obteniendo mayores velocidades de respuesta. Se implementó un MZI como una extensión
del MI, agregando una funcionalidad extra: las pérdidas pueden ser alteradas mediante la
interferencia de dos señales que se transmiten a un segundo acoplador de FO. Esta ca-
racterística es utilizada en el diseño de láseres que trabajan en régimen mode locking de
pulsos cortos y ultracortos [29, 41, 42]. Además, se realiza un estudio de las características
del filtro obteniendo una mejora notable en la respuesta de la fase (relacionada a la dife-
rencia de camino óptico) y se muestran dos condiciones de desajuste del mismo, obtenidas
de forma experimental. La tercera utiliza múltiples FBGs de período uniforme como ele-
mentos de reflexión y para generar líneas de retardo puras de FO, las cuales son utilizadas
en un sistema de procesamiento analógico para la formación de haces electromagnéticos o
beamforming mediante un conjunto de antenas de radiofrecuencia. El procesamiento óptico
realizado mediante las FBGs presenta al menos un par de ventajas, comparando con las
implementadas mediante electrónica de radiofrecuencias y/o el procesamiento digital, ya
que provee una mayor inmunidad frente a la fuentes de EMI externas y permite manejar
señales de gran ancho de banda, mejorando notablemente la sensibilidad de estos sistemas.
Se estudió un esquema básico formado por FBGs de distintas longitudes de onda, circula-
dores de FO, una fuente de luz láser de longitud de onda variable (en función de las FBGs)
y un modulador de intensidad tipo Mach-Zehnder de LiNbO3. Se estableció un esquema
de retardos temporales y la aplicación de los mismos mediante tramos de FO estándar de
longitudes bien definidas, el cual es implementado mediante FBGs de alta reflectividad.
Además, se realizó un analisis de los parámetros principales de diseño del sistema, donde el
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más importante, relacionado al estrabismo o squint del haz de radiofrecuencias generado, es
producido por la desviación de la longitud de onda de Bragg de las FBGs utilizadas, como
se muestra en un trabajo de mi autoría [43]. En la última aplicación, se presenta el diseño
novedoso de un sistema de caracterización de señales ópticas mediante el uso de una FBG
no-uniforme que presenta una variación lineal de su período (LCFBG), y que modelada a
través del TMM presenta un retardo de grupo aproximadamente lineal. La caracterización
de pulsos de diverso tipo, en intensidad y fase por medio de este sistema está basado en
una propiedad de la función de distribución de Wigner (representación tiempo-frecuencia)
y una aproximación que permite estimar dichos parámetros con un error pequeño, como
se muestra en un trabajo de mi autoría recientemente enviado [44]. Este aporte es relevan-
te debido a la sencillez de su implementación real y es un complemento de otros sistema
comerciales y actuales de caracterización de pulsos cortos y ultracortos.
En el Capítulo 4 se realiza una breve introducción de los principios empleados en la am-
plificación de la luz mediante un proceso de emisión estimulada de radiación (LASER),
empleando un medio activo, un mecanismo de excitación de dicho medio y un sistema de
realimentación. Se establecen las características generales de los medios de ganancia [14],
presentando algunos resultados preliminares para FOs dopadas con Yb3+ en un trabajo de
mi propia autoría [45]. Se muestran los procesos de emisión y absorción en FOs dopadas con
Er3+ y se estiman los procesos vinculados a un esquema láser de FO de cavidades acopla-
das, el cual es desarrollado a lo largo de este capítulo. Además, se introduce el concepto de
realimentación de la emisión estimulada mediante el modelo de una cavidad Fabry-Perot,
de forma similar a los dispositivos estudiados en el Capítulo 3 y se analizan otros diseños
que permitirían generar trenes de pulsos ultracortos mediante la extensión del ancho de
banda del sistema de realimentación (por ejemplo, empleando una configuración de anillo).
En general, se introducen los diversos regímenes de funcionamiento de los sistemas láser
y en particular se establecen las condiciones de funcionamiento del régimen mode locking
para un láser de cavidades acopladas. En la segunda sección, se introducen las principales
características del modelo analítico propuesto, se estudian y modelan las propiedades de la
ganancia del sistema definida por los tiempos de vida medios del Er3+ (ganancia saturada),
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se estudia la propagación de los campos eléctricos dentro del láser mediante la definición
de un operador que resuelve la NLSE (se suponen las pérdidas y/o ganancia de las FOs,
la dispersión y la no-linealidad determinada principalmente por la SPM) y se establecen
las condiciones de ajuste de la fase lineal y no-lineal bajo el régimen additive-pulse mode
locking (APM). De esta manera, se realiza un análisis del sistema de ecuaciones no-lineales
acopladas mediante una herramienta de cálculo simbólico, la cual permite obtener una pri-
mera aproximación de la solución bajo condiciones de contorno simples. Estos resultados
numéricos junto con algunos resultados experimentales permitieron realizar otra publica-
cion de mi propia autoría [46]. El empleo de un segundo algoritmo que resuelve de forma
numérica dicho sistema de ecuaciones mediante el SSM y una matriz de scattering permite
obtener un modelo numérico alternativo, mucho más flexible que el anterior y que admite
la representación compleja de las FBGs, en módulo y fase. Mediante este nuevo modelo,
que se ajusta muy bien a los resultados obtenidos, como veremos luego en el Capítulo 5,
se realizan distintos análisis con el fin de determinar el peso de cada uno de los procesos
lineales y no-lineales involucrados en la determinación de la salida pulsada del láser. En
un primer análisis se determina la presencia de dos regímenes de funcionamiento mediante
la introducción de un pulso inmerso en ruido, observando que el régimen pulsado presenta
una mayor ganancia que el régimen. Luego, se verifica la característica del ancho temporal
de los pulsos de salida en función de la frecuencia de repetición de los mismos, la cual es
típica de los sistemas mode locking y en nuestro caso se obtiene modificando la longitud de
la cavidad auxiliar del láser [1]. El peso de la dispersión en la cavidad principal compuesta
por una FO dopada con Er3+ y un par de FBGs es también analizado encontrando que
la posición espectral relativa entre las FBGs es de gran importancia en la determinación
del ancho temporal de los pulsos de salida del láser. En el último análisis, se estudia el
acoplamiento de los campos eléctricos provenientes de ambas cavidades (régimen APM),
por medio de la caracterización de un coeficiente de reflexión definido por los elementos que
componen la cavidad auxiliar. Los resultados obtenidos permiten estimar la influencia de
la no-linealidad de las FOs sobre las condiciones de estabilidad del sistema láser propuesto.
Finalmente, se realiza una discusión de los resultados numéricos obtenidos.
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En el Capítulo 5 se muestran los resultados experimentales obtenidos de la implementación
del láser de cavidades acopladas que funciona bajo el régimen APM, analizado en el Capítu-
lo 4. En la primera sección se describen los dispositivos y características de la configuración
experimental del sistema láser APM implementado. En una segunda sección se realiza una
caracterización espectral de las FBGs empleadas mediante un analizador del espectro óp-
tico y se obtiene la característica de transferencia definida como la potencia de los pulsos
de salida en función de la potencia de excitación inyectada al medio activo. Luego, en una
sección siguiente, se obtienen diversas señales de salida del láser para distintas longitudes
de cavidad auxiliar, manteniendo una longitud de cavidad activa constante (relaciones de
longitudes expresadas como números enteros), verificando una característica relacionada
al ancho temporal de los pulsos como una función de la frecuencia de repetición de los
mismos. Se extiende este procedimiento para relaciones de longitudes expresadas como
números racionales, encontrando salidas de potencia uniforme y no-uniforme dependien-
do de la elección de dicho valor. En estos casos, se hace un procesamiento digital de las
señales obtenidas mediante el uso del periodograma de Welch para determinar la compo-
sición espectral de las señales generadas, encontrando una muy buena correlación para las
condiciones de ajuste establecidas en el Capítulo 4. Se presenta un diagrama de valores de
frecuencia de repetición posibles en función de la relación entre las longitudes de ambas ca-
vidades y se expresan los distintos casos medidos. En la última sección del capítulo se lleva
a cabo una comparación teórico-experimental de los resultados obtenidos en el Capítulo 4
y 5. El compendio y comparación de los resultados numericos y experimentales obtenidos
resultaron en una publicación de mi autoría [2]. Finalmente se muestra una medida de la
densidad espectral de potencia de las señales de salida del láser y se hace una comparación
con las características espectrales de reflexión de las FBGs, empleando una estimación de
las pérdidas y la ganancia del medio activo.
En el Capitulo 6 se presentan las conclusiones generales de este trabajo de tesis realizado
y sus implicancias en investigaciones futuras.
Finalmente, en el Apéndice se describen los métodos utilizados y de forma separada se
presentan las Referencias.
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Capítulo 2
Propagación de señales por una FO
La propagación de una onda electromagnética que se transmite por una FO se resuelve
mediante el cálculo de las ecuaciones de Maxwell para una guía cilíndrica, dieléctrica e
isotrópica [4,16]. La relación funcional entre el vector de polarización P = P(r, t) y el vector
campo eléctrico E = E(r, t), donde r es un vector transversal al eje de la FO que describe
el radio, permite definir los procesos lineales y no-lineales generados en la interacción luz-
materia cuando un haz de luz que se propaga por una FO. El factor de proporcionalidad
entre ambos se puede representar por medio de la constante de permitividad del vacío ǫ0
y el tensor de orden j de la susceptibilidad del material χ(j) (j = 1, 2, ...), o sea
P = PL +PNL = ǫ0
(
χ(1).E+ χ(2) : EE+ χ(3)
...EEE+ ...
)
. (2.1)
El primer orden de dicho tensor χ(1) incluye el valor del índice de refracción n y el coe-
ficiente de atenuación α de la FO, correspondientes al término de polarización lineal PL,
mientras que el segundo orden del tensor χ(2) es el responsable de los efectos no-lineales
relacionados a la generación del segundo armónico y la suma de frecuencias. Sin embargo,
como se supone que la FO es un material centro simétrico, el aporte de dicho tensor puede
ser despreciado frente a los otros términos de la Ec. 2.1. De esta manera, los procesos no-
lineales son atribuidos principalmente al término de tercer orden χ(3), el cual es responsable
de la generación del tercer armónico, el FWM y la refracción no-lineal (dependencia del
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índice de refracción con la frecuencia y con la intensidad de la envolvente de campo eléc-
trico, o bien n˜(ω, |E(z, t)|2)). La naturaleza tensorial de χ(3) puede afectar las propiedades
de polarización de la luz por medio de la birrefringencia no-lineal, la cual es producida
por diferencias de velocidad de propagación entre los diversos ejes transversales a la FO
(contenidos en el plano xy). En general, los procesos no-lineales pueden ser clasificados
como procesos paramétricos donde no hay transferencia neta de energía entre el material y
la luz propagada (como la SPM, la XPM y el FWM entre otros); y procesos en los cuales
sucede lo contrario (SRS y SBS). Dentro de los procesos paramétricos, la SPM (junto a la
CD) juega un rol importante en la formación y propagación de solitones, técnica empleada
en enlaces de comunicaciones de larga distancia, entre otras aplicaciones [47–50].
Empleando las ecuaciones de Maxwell bajo las condiciones establecidas anteriormente y
utilizando la Ec. 2.1 se obtiene la ecuación de ondas que define la propagación de un vector
de campo eléctrico como
∇2E− 1
c2
∂2E
∂t2
= µ0
∂2PL
∂t2
+ µ0
∂2PNL
∂t2
, (2.2)
donde µ0 es la permeabilidad del vacío y c es la velocidad de la luz en el vacío.
Las soluciones de la Ec. 2.2 están definidas por medio de los diferentes modos de propaga-
ción admitidos por una FO. Las soluciones de estos modos son expresadas por medio de
funciones de Bessel de primera especie J0 para los modos del núcleo y de segunda especie
K0 para los modos del recubrimiento [4]. En general, se supone que se propaga un único
modo por el núcleo de una FO (modo híbrido HE11) y esto sucede cuando J0(V ) = 0, donde
V = k0a(n21 − n22)1/2 < 2,405 es la frecuencia normalizada, k0 = 2π/λ0 es el número de
onda, a el radio del núcleo, n1 y n2 los índices de refracción del núcleo y el revestimiento,
respectivamente. De esta manera, el vector de campo eléctrico propagado por una FO de
longitud z = L puede ser expresado en el domino de Fourier como
E˜(r, ω) = xˆF (x, y)E˜(z = 0, ω)exp(jβ(ω)z), (2.3)
donde xˆ es el vector de polarización unitario, F (x, y) es la función de distribución de
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campo modal (de perfil aproximadamente gaussiano en el plano xy si 2 < V < 2,405) y
β(ω) es la constante de propagación. De forma análoga, se puede expresar el vector de
campo magnético H˜(r, ω) por medio del vector polarización yˆ (ortogonal al vector xˆ). En
general, F (x, y) depende de la frecuencia angular ω, aunque esta dependencia puede ser
despreciada cuando el ancho de banda de la señal cumple que ∆ω ≪ ω0. Realizando un
desarrollo en serie de Taylor alrededor de la frecuencia de trabajo ω0 de la constante de
propagación resulta
β(ω) = n˜(ω)
ω
c
= β0 + β1(ω − ω0) + β22 (ω − ω0)
2 +
β3
6
(ω − ω0)3 + ..., (2.4)
donde β0 es un término de fase constante, β1 = 1/vg es un retardo de fase constante y que
depende de la velocidad de grupo vg; β2 y β3 son coeficientes de dispersión de segundo y
tercer orden (GVD y dispersión de tercer orden (TOD), respectivamente). En general, el
régimen de trabajo se llama anómalo cuando el parámetro de dispersión de segundo orden
es negativo (β2 < 0). El valor de este parámetro es importante en la propagación de trenes
de pulsos por una FO a los efectos de limitar la ISI en el receptor.
Empleando las ecuaciones anteriores es posible encontrar una expresión para la NLSE,
la cual permite resolver la propagación de un campo eléctrico transmitido por una FO
mediante el modelo de la envolvente compleja del campo eléctrico (con frecuencia de trabajo
ω0) y suponiendo la aproximación de variación suave de la envolvente (SVEA) de dicho
campo. En general, en la representación mediante el modelo de la envolvente compleja se
desprecia el aporte del término de fase constante β0 (modelo de señal pasabanda), mientras
que los términos de orden superior de la Ec. 2.4 pueden ser también despreciados para FO
estándar, debido a que producen una distorsión muy pequeña comparada con los efectos
introducidos por el valor del retardo de fase, la GVD y TOD. Incorporando además los
términos correspondientes a algunos de los procesos no-lineales, los cuales deben ser tenidos
en cuenta en el cálculo de la propagación de pulsos intensos y de corta duración, es posible
expresar la NLSE como
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∂E
∂z
+
α
2
E + β1
∂E
∂t
+
iβ2
2
∂2E
∂t2
− β3
6
∂3E
∂t3
= iγ|E|2E − γ
ω0
∂(|E|2E)
∂t
− iγτR ∂|E|
2
∂t
E, (2.5)
donde E = E(z, t) es la envolvente compleja de un campo eléctrico de frecuencia ω0, γ
es el parámetro no-lineal de SPM y τR es un parámetro relacionado al (SRS) [16]. De
esta manera, los términos del lado izquierdo están relacionados a los procesos lineales
(atenuación y dispersión) y los términos del lado derecho de la Ec. 2.5 representan alguno
de los procesos no-lineales como el SPM, self-steepening y el SRS, respectivamente.
Los procesos que no aparecen representados en la NLSE (por ejemplo, las no-linealidades
de alto orden) son estudiados de forma separada debido a su complejidad. En general,
los procesos involucrados en la Ec. 2.5 son generalmente determinados por los rangos de
intensidad y duración temporal del campo eléctrico. En general, para pequeñas longitudes
de FO y potencias menores a 1 mW los efectos no-lineales pueden ser despreciados. Sin
embargo, cuando la intensidad de las señales ópticas transmitidas son incrementadas, los
efectos no-lineales debidos al SPM, las no-linealidades de alto orden y el SRS comienzan
a ser notorios en la distorsión de las señales ópticas. Por otra parte, la duración temporal
de las señales propagadas es importante para limitar los efectos de la distorsión por GVD
(relacionada a β2), TOD (β3), dispersión de alto orden y PMD (debido a la birrefringencia
de la FO), dado que las señales ópticas propagadas en forma de trenes de pulsos por
una FO se ven temporalmente ensanchadas, produciendo un incremento de la ISI. Las
distintas componentes espectrales de dichos trenes de pulsos son relevantes en la generación
coherente de nuevas componentes espectrales por FWM (cuando el peso de los procesos no-
lineales es preponderante) y en la distorsión entre dichas componentes por XPM (debidos
a los cambios de la velocidad de grupo con la longitud de onda). Finalmente, los resultados
obtenidos dependen directamente de la forma de las señales propagadas, por lo tanto, un
estudio de la propagación empleando solitones difiere de los resultados hallados para pulsos
gaussianos.
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2.1. Procesos lineales involucrados en la propagación
Los procesos lineales involucrados en el estudio de la propagación están relacionados a
diversos procesos de atenuación y la dispersión de las señales propagadas por una FO. El
estudio de la atenuación es útil en el diseño de enlaces de comunicaciones para estimar la
ubicación espacial de los amplificadores ópticos y/o de los regeneradores de señal (basados
en etapas de conversión OE y EO). Una atenuación baja, del orden de 0,2 dB/km en la
banda C del espectro óptico (λ0 = 1550 nm) permite extender los enlaces a algunos cientos
de kilómetros con amplificación, aunque dicha extensión está limitada por el valor de la
mínima relación señal ruido (SNR) en el receptor, la tasa de transmisión y el valor de la
dispersión de segundo orden de la FO. Por ejemplo, para transmitir 1 Gbps en una FO es-
tándar (SMF28), utilizando una fuente de luz coherente de λ0 = 1550 nm el enlace se puede
extender hasta 30 km aproximadamente sin necesidad de compensación de la dispersión.
Si se emplea una fuente de luz coherente con longitud de onda λzero−dispersion = 1310 nm
donde la dispersión es nula, la distancia del enlace anterior puede ser incrementada hasta
varios cientos de kilómetros, siempre y cuando se desprecien los efectos de la atenuación. En
comunicaciones, el conocimiento de los efectos de la dispersión es importante para limitar
la ISI y la BER medida en el receptor. Además, permite definir las características de un
régimen solitónico, relacionado a la interacción de fase lineal y no-lineal. A continuación
se realiza un análisis de los principales procesos lineales producidos en la propagación de
pulsos por una FO estándar bajo la condición de propagación de un único modo.
2.1.1. Mecanismos de absorción
El efecto de la atenuación de las señales ópticas propagadas por una FO está relaciona-
da a distintos procesos de absorción del material y sus efectos son notorios en distancias
largas (desde algunas decenas de kilómetros). Los procesos de absorción en la FO, cuando
la misma es excitada con un haz de luz aproximadamente monocromático de longitud de
onda entre 800-1600 nm, se pueden separar en dos grandes grupos: primero, la absorción
producida por el material intrínseco (SiO2) y, por otra parte, la absorción que introducen la
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impurezas. Las pérdidas producidas de forma intrínseca están vinculadas a los procesos de
absorción en la región espectral del UV (λ < 0,4 µm), y de forma conjunta con los procesos
que ocurren en la región del infrarrojo (λ > 7 µm), lo que deriva en un comportamiento
similar a una parábola en función de la longitud de onda. Por otra parte, las impurezas
introducidas en el proceso de fabricación permiten generar las FOs de índice escalón (como
la FO estándar), mediante GeO2, P2O5 y B2O3, y la de otros elementos metálicos que
introducen transiciones en el espectro de absorción. En la Fig. 2.1 se puede observar la
rama izquierda de una característica parabólica y un pico de absorción importante en la
zona espectral de 1,4 µm, mientras que la rama derecha de la parábola no es comunmente
especificada debido a que en FOs presenta una atenuación mayor. La transición correspon-
diente a 1,4 µm es debida a la absorción del ion OH presente en el proceso de fabricación de
la mayoría de las FOs. En los últimos 15 años se fabrican FOs donde la absorción en dicha
ventana espectral ha sido prácticamente eliminada mediante un control adecuado que per-
mite limitar la presencia de agua en el proceso de fabricación. De esta manera, se amplia
significativamente el rango espectral de transmisión de los nuevos sistemas de comunicación
por FO, incrementando la capacidad de los mismos. Otro mecanismo de atenuación deno-
minado esparcimiento Rayleigh es originado por las fluctuaciones microscópicas locales en
la densidad del material, las cuales producen cambios aleatorios en el índice de refracción
en una pequeña escala. Las imperfecciones en la guía de ondas (relacionadas a la interfaz
núcleo-revestimiento) pueden ocasionar atenuaciones por esparcimiento Mie, debidas a las
inhomogeneidades del índice de refracción sobre una escala mayor a las longitudes de onda
(del orden del 1%).
Bajo estas condiciones generales, la intensidad de un campo eléctrico E(z, t) propagado en
una FO puede escribirse como una relación entre las potencias (intensidad por unidad de
área) de entrada y salida como
P (z, t) = P0(z = 0, t)e−α(λ)z , (2.6)
donde z como ya hemos mencionado es la longitud de propagación, α(λ) es el coeficiente
18
Figura 2.1: Atenuación de una FO estándar (SMF28 Corning) en función de la longitud de
onda.
de atenuación y P0(z = 0, t) = |E(0, t)|2Aeff es la potencia a la entrada de la FO. Para FO
estándar, un valor típico de atenuación es igual a α(λ0) = 0,19 dB/km para una longitud de
onda de trabajo λ0 = 1550 nm, como se puede observar de la Fig. 2.1. Por ejemplo, un pulso
de potencia unitaria que se propaga por una FO, la longitud que produce una atenuación
de 3 dB (correspondiente a la mitad de la potencia a la entrada de la FO, o sea P0/2 = 0,5)
es aproximadamente igual a 16 km. De forma análoga para un tramo de FO de longitud
idéntica, si se emplea una fuente de luz con una longitud de onda λ0 = λzero−dispersion =
1310 nm donde D = 0, el coeficiente de atenuación es igual a 0,34 dB/km y el pulso de
potencia unitaria sufriría una atenuación aproximada de 5,4 dB.
La importancia de la atenuación en sistemas láser que emplean FOs dopadas con Er3+,
Er3+-Yb3+ e Yb3+ se debe a que las mismas producen amplificación de las señales ópticas
en dos bandas espectrales alrededor de 1,53 µm y 1 µm, respectivamente. Sin embargo,
si estas FOs no son adecuadamente excitadas mediante un láser de semiconductor de in-
tensidad mayor a algunas decenas de miliwatts, se produce una gran atenuación del orden
de 30 dB/m en 1530 nm o más (LIEKKI Er30-4, Er80-4, etc.). Aún cuando estas FOs
son adecuadamente bombeadas, se pueden producir pérdidas adicionales si su longitud se
incrementa más allá de los limites establecidos por la intensidad máxima de excitación [14].
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Para la mayoría de los sistemas analizados en este trabajo, donde las señales son limitadas
en banda (señales pasabanda), supondremos que no se produce distorsión lineal de amplitud
debida a los cambios del coeficiente de atenuación de la FO con la longitud de onda, o
sea, que todas las componentes espectrales sufren la misma atenuación. Los efectos de la
atenuación en FO también son importantes en la determinación de los efectos no-lineales,
los cuales dependen de la intensidad de las señales propagadas.
2.1.2. Características de la dispersión
El origen de la CD producida en una FO radica en el proceso de interacción de una
onda electromagnética con los electrones de valencia del SiO2. Esta interacción luz-materia
genera una dependencia del índice de refracción con la frecuencia n˜(ω), produciendo que
las distintas componentes espectrales de un pulso de luz inyectado en una FO se propaguen
a velocidades diferentes v(ω) = c/n˜(ω), lo que origina una distorsión del mismo. Por lo
tanto, si los efectos no-lineales no son importantes (si la potencia del pulso P0 es pequeña),
bajo un régimen de dispersión anómalo produce un ensanchamiento temporal de un tren
de pulsos que se propaga por la FO (suponiendo que la fase inicial es nula). Despreciando
los términos de la constante de propagación β0 y β1 y los términos de orden superior de la
Ec. 2.4, la constante de fase depende únicamente del coeficiente de dispersión de segundo
orden o β2, el cual está relacionado con el parámetro de dispersión D a través de
D =
∂v−1g
∂λ
= −2πc
λ2
β2. (2.7)
En general, el régimen de trabajo denominado anómalo (β2 < 0) se establece para la mayo-
ría de las comunicaciones en las bandas C y L del espectro óptico, donde el parámetro de
dispersión es positivo para una single-mode optical fiber (SMF), o sea, D ≈ 16 ps/(km-nm)
para λ0 = 1550 nm. Sin embargo, otros sistemas funcionan en régimen de dispersión nula
D = 0 (λzero−dispersion ≈ 1310 nm) donde los efectos de la TOD se vuelven mas impor-
tantes, o bien operan en régimen normal (β2 > 0). La Fig. 2.2 muestra la característica
de la dispersión para una FO estándar SMF28 en función de la longitud de onda. Esta
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Figura 2.2: Dispersión de una FO estándar (SMF28 Corning) en función de la longitud de
onda, expresada en nanometros.
es calculada mediante una ecuación D(λ) = S0(λ − λ40/λ3)/4 que brinda el fabricante de
la FO, donde el valor de la pendiente de la dispersión en 1310 nm es igual a S0 = 0,086
ps/(nm2.km).
El análisis de la dispersión de un pulso normalizado a la entrada U(z, τ) de una FO se
puede realizar mediante la Ec. 2.5, donde dicho pulso se puede definir como
E(z, τ) =
√
I0e
−αz/2U(z, τ), (2.8)
donde τ = (t− zv−1g )/T0 es la variable tiempo normalizada, I0 = max(I(0, t)) es la intensi-
dad máxima de entrada y T0 es el ancho temporal medido a 1/e del máximo de intensidad.
Despreciando el aporte de los términos debidos a la atenuación, la TOD y los términos
no-lineales de orden superior de la NLSE, la misma se puede reescribir como
i
∂U
∂z
=
sgn(β2)
2LD
∂2U
∂τ 2
− e
−αz
LNL
|U |2U, (2.9)
donde U = U(z, τ) es el campo normalizado, LD = T 20 /|β2| es la longitud efectiva de dis-
persión y LNL = (γI0)−1 es la longitud efectiva no-lineal (donde γ = 2πn2/(Aeffλ) es el
parámetro no-lineal, n2 es el coeficiente Kerr y Aeff es el área efectiva de la FO la cual
queda definida por el diámetro de campo modal para una condición de propagación de un
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único modo, como mencionamos anteriormente). Ambas longitudes efectivas permiten esti-
mar los límites donde los efectos de la dispersión y de las no-linealidades son importantes.
Mientras que la longitud de propagación L sea mucho menor a las longitudes efectivas men-
cionadas, ambos efectos pueden ser despreciados. Suponiendo que los efectos no-lineales son
pequeños, el segundo término de la Ec. 2.9 es despreciable y no se tiene en cuenta para el
cálculo de la propagación. En ese caso, se encuentra una solución de la Ec. 2.9 de una forma
sencilla aplicando la transformada de Fourier a un pulso de entrada, multiplicando por la
exponencial compleja exp(iβ2Lω2/2) y antitransformando. De esta manera, se puede en-
contrar una solución U(z = L, τ). El factor de fase mencionado induce una variación lineal
o chirp en la frecuencia de trabajo del pulso transmitido, el cual puede ser visto en el domi-
nio del tiempo si se expresa el resultado de forma analítica [4] (no se observa directamente
mediante la representación de la envolvente compleja del campo eléctrico). En este caso,
como la exponencial compleja sólo afecta a la fase del pulso transformado, la intensidad
del mismo permanece inalterada para cualquier valor de z. En general, se puede analizar la
propagación de un pulso gaussiano normalizado U(z = 0, τ) = exp(−(τ/T0)2m/2) con fase
inicial nula (donde m es un número entero que determina el orden de la gaussiana) y ancho
T0 = 1 ns. En la Fig. 2.3(a) y (b) se muestra la evolución temporal y espectral del pulso
gaussiano (m = 1) mencionado, a medida que se propaga por una FO de longitud igual a
2LD ≈ 40 km, donde δf = f − f0 y f0 es la frecuencia óptica de trabajo. El cambio de la
intensidad y el ancho temporal de dicho pulso en función de la longitud de propagación se
muestra en la Fig. 2.4. Se puede observar que los efectos de la dispersión son importantes
para longitudes de FO grandes (mayores a LD). Sin embargo, para cualquier valor de la
longitud de propagación que cumpla con L << LD se puede garantizar que el efecto de la
dispersión es despreciable. En general, como la Ec. 2.9 no tiene solución analítica cerrada
se calcula mediante métodos numéricos (SSM y diferencias finitas) [16].
Los procesos de la dispersión de alto orden, en general son importantes en sistemas de
transmisión de WDM que poseen distintas etapas de compensación de la dispersión de se-
gundo orden. En particular, si la longitud de onda de trabajo es próxima a λzero−dispersion, la
TOD juega un papel importante. Una manera de evaluar el peso relativo entre la dispersión
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(a) (b)
Figura 2.3: Propagación de un pulso gaussiano real de ancho T0 sobre una FO de longi-
tud 2LD. El efecto de la dispersión bajo el régimen anómalo produce un ensanchamiento
temporal del pulso a medida que se propaga por la FO, mientras que el espectro de dicho
pulso resulta inalterado. (a) Evolución temporal en función de la longitud de propagación.
(b) Densidad espectral de energía del pulso propagado.
de segundo y tercer orden es definiendo una longitud efectiva de dispersión de alto orden
L′D = T
3
0 /|β3|. La TOD es importante frente a la GVD cuando L′D ≤ LD, mientras que el
signo de β3 determina la ubicación temporal donde se encuentra la distorsión, respecto del
valor de intensidad máxima.
Es importante mencionar que la GVD y la dispersión de alto orden en FOs dopadas con
tierras raras pueden ser significativas en el cálculo de la propagación para valores de lon-
gitudes de onda donde se establece el proceso de emisión espontánea amplificada (ASE).
En general, ésta es generada mediante un proceso de excitación o bombeo de dichas FOs
mediante el uso de un láser de semiconductor y presenta un máximo para una longitud
de onda cercana a los 1,53 µm (FO dopada con Er3+), lo cual permite amplificar señales
ópticas dentro de un rango dinámico de longitudes de onda del orden de las decenas de
nanometro. En esta zona del espectro óptico, el parámetro de la dispersión se expresa como
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Figura 2.4: Evolución de la intensidad y el ancho temporal del pulso gaussiano, para una
longitud de propagación z = 2LD. La intensidad es representada en línea de trazos.
D = DH +DR, (2.10)
donde DH es el parámetro de dispersión de una FO estándar y DR está relacionado a la
introducción de la tierra rara como material dopante. Este parámetro es muy importante
en FOs dopadas con Er3+, ya que su valor cambia en módulo (hasta varios órdenes de
magnitud) y signo, como una función de la longitud de onda [14]. Esta característica se
hace más notoria en FOs altamente dopadas las cuales son empleadas en sistemas láser de
alta potencia.
En transmisiones de pulsos de altas frecuencias de repetición, mayores al gigahertz, los
efectos de la dispersión por modo de polarización sobre las señales propagadas se ven
incrementados. La PMD se origina por un cambio de la velocidad de propagación de los
ejes transversales a la FO (plano xy), debidos principalmente a la birrefringencia inducida
en el proceso de frabricación de las FOs. El análisis de la PMD para estos casos es complejo
debido a la característica aleatoria de la misma. De todas maneras, en la mayoría de los
sistemas analizados en este trabajo de tesis nos limitaremos sólo al estudio de la GVD y
su interacción con otros procesos como la SPM.
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2.2. Introducción a los procesos no-lineales
Los procesos no-lineales que están involucrados en la propagación de señales por una FO
son originados principalmente por la presencia del tensor de tercer orden χ(3) de la sus-
ceptibilidad del material, como ya hemos mencionado anteriormente. La mayoría de los
procesos no-lineales, tales como el SPM, el self-steepening y las no-linealidades de alto or-
den, son introducidos en la NLSE por la dependencia que presenta el índice de refracción
con la intensidad de las señales propagadas. En general, para pulsos con anchos temporales
menores que 1 ps la dispersión de alto orden es comparable con la GVD y el proceso de
self-steepening debe ser analizado con la SPM de forma conjunta. El proceso de la SPM re-
lacionado al efecto Kerr es importante en el análisis de señales propagadas en FO dopadass
con tierras raras, en enlaces de FO de larga distancia para comunicaciones (amplificadores
de FO) y en diversos dispositivos fotónicos empleados en el diseño de láseres de FO. Las
no-linealidades de alto orden (self-steepening y SRS entre otras) junto a la SPM producen
distorsión de las señales de pulsos cortos y ultracortos, haciendo más complejo su estudio.
En general, el análisis de otros procesos no-lineales como la XPM y el FWM se realiza de
forma separada debido a que se expresan por medio de un sistema de ecuaciones acopladas,
para las cuales se introduce la depedencia de diversos parámetros con la longitud de onda.
Estos son de importancia en la descripción de las señales generadas mediante sistemas láser
de FO que operan en régimen mode locking, los cuales presentan frecuencias discretas que
verifican una condición de ajuste de la fase lineal y no-lineal [16]. A continuación se realiza
un análisis de los efectos de la SPM en la propagación de un pulso gaussiano y se estudia
la interrelación con la dispersión introduciendo los conceptos de la formación de solitones
en FO, los cuales son analizados en el Capítulo 4.
2.2.1. Automodulación de la fase
La automodulación de fase (SPM) es un proceso no-lineal que depende de la intensidad de
las señales propagadas. Suponiendo que los efectos de la dispersión y las no-linealidades de
alto orden pueden ser despreciadas, o sea LD ≫ LNL, la Ec. 2.9 puede ser simplificada de
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(a) (b)
Figura 2.5: (a) Evolución del pulso propagado con SPM en el dominio temporal. (b) Den-
sidad espectral de energía del pulso propagado.
la siguiente manera
∂U
∂z
=
ie−αz
LNL
|U |2U, (2.11)
para una longitud de análisis z = L > LNL de FO, cuya longitud efectiva depende del
parámetro no-lineal γ ≈ 1-5 W−1km−1 para una SMF (dependiendo del valor del área
efectiva Aeff). Se debe notar que si dicha área disminuye, el parámetro no-lineal se incre-
menta (FOs dopadas) fortaleciendo la distorsión de las señales por SPM en longitudes de
FO menores. Suponiendo que la intensidad del pulso normalizado |U(z, τ)|2 no cambia con
z, lo que implica guardar ciertos cuidados dependiendo del caso en análisis (por ejemplo,
en FOs dopadas), la solución de esta ecuación diferencial queda definida por
U(z, τ) = U(z = 0, τ)exp(iφNL(z, τ)), (2.12)
donde φNL(z, τ) es la fase no-lineal, la cual puede ser expresada como
φNL(z, τ) = |U(0, τ)|2 (1− e
−αz)
αLNL
, (2.13)
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Figura 2.6: Representación del chirp inducido en el espectro (δωT0) por medio del proceso
de la SPM. El eje de ordenadas describe la ubicación temporal de la distorsión en función
de la longitud de propagación.
adquiriendo la forma del pulso analizado por medio de su intensidad y alcanzando un
máximo para τ = 0. Un pulso propagado por una FO que presenta distorsión por la SPM
no sufre ensanchamiento temporal debido a que φNL sólo induce un chirp de la fase en el
dominio de la frecuencia de la señal. Suponiendo que se desprecia el efecto de la atenuación,
entonces φNL(z, τ) = |U(0, τ)|2z/LNL. De esta forma, en la Fig. 2.5(a) y (b) se muestra
la propagación de un pulso en los dominios tiempo y frecuencia, observando un cambio en
la intensidad y ancho de banda del mismo en el dominio transformado a medida que se
propaga por una FO de longitud z = 5LNL con parámetro no-lineal γ = 2 W−1km−1. El
pulso de entrada a la FO empleado en el cálculo de la propagación es real y gaussiano,
con ancho temporal T0 = 1 ns y tiene una potencia máxima igual a P0 = 100 mW. En la
Fig. 2.6 se muestra la magnitud del chirp inducido en la frecuencia δω(z, τ) = −∂φNL/∂τ
en escala de grises, para cada valor de longitud evaluado. De estos resultados numéricos se
puede observar que para valores de φNL ≈ 1 el efecto no-lineal produce un ensanchamiento
espectral, mientras que para valores de φNL ≪ 1 (o bien para longitudes z < 5 km)
prácticamente no se produce distorsión por SPM.
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2.2.2. Principios del régimen solitónico
En general, en la propagación de pulsos por una FO los procesos lineales y no-lineales
actúan de forma conjunta [16,51]. La dispersión de segundo orden junto a la no-linealidad
introducida por la SPM es un ejemplo concreto. En este caso, un análisis de los efectos in-
dividuales no es del todo adecuado debido a que no se cumple el principio de superposición.
Recordando la Ec. 2.9 y las definiciones de las longitudes efectivas de la dispersión no-lineal,
se puede definir un nuevo parámetro N = (LD/LNL)1/2 denominado orden solitónico. Este
nuevo parámetro permite estimar el peso de los procesos lineal y no-lineal en la propaga-
ción de pulsos de luz por una FO. Cuando N ≪ 1 el proceso dominante es la dispersión
y en caso contrario se debe a la no-linealidad. En el límite, cuando N = T 20 γI0/|β2| = 1
las longitudes efectivas de dispersión y no-lineal son iguales y ambos procesos resultan en
la formación de un solitón. En estos casos, la expresión matemática que resulta de esta
condición es del tipo secante hiperbólica [16].
El cálculo de la Ec. 2.9 no tiene una solución analítica, por lo cual se resuelve mediante
métodos numéricos, como el SSM [16, 52], descrito en el Apéndice. En las Figs. 2.7 (a) y
(b) se muestra la propagación de un pulso gaussiano real en el dominio del tiempo y la
frecuencia, respectivamente. La potencia del pulso de entrada fue igual a P0 = 100 mW y
el ancho en el dominio del tiempo fue T0 = 10 ps. El coeficiente de dispersión de segundo
orden y el parámetro no-lineal corresponden a una FO tipo SMF28 que opera en régimen
anómalo (λ0 = 1550 nm). El ancho del pulso de entrada se eligió para conseguir un orden
solitónico próximo a la unidad, o sea N ≈ 1. En las Figs. 2.7 (c) y (d) se observa la
variación de la intensidad y el ancho de los pulsos en el dominio del tiempo y la frecuencia,
respectivamente. Se puede observar que en la propagación del pulso gaussiano sobre una
FO de longitud igual a LD ≈ LNL ≈ 6 km se produce una pequeña distorsión del mismo
en ambos dominios, temporal y espectral (suponiendo un caso ideal sin atenuación).
Suponiendo que el pulso de entrada es real y presenta un perfil tipo secante hiperbólica,
típico de un régimen solitónico (solución de la Ec. 2.9), se puede realizar el mismo análisis.
En las Figs. 2.8 (a) y (b) se muestra la propagación de dicho pulso, cuyos parámetros (po-
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Figura 2.7: Propagación de un pulso gaussiano para N ≈ 1. (a) Evolución del pulso en
el dominio temporal. (b) Espectro del pulso propagado. (c) Intensidad (línea de trazos) y
ancho temporal del pulso en función de la longitud de propagación. (d) Densidad espectral
(línea de trazos) y ancho de banda.
tencia y ancho de pulso) no han sido modificados, en el dominio del tiempo y la frecuencia,
respectivamente. Haciendo un análisis de la propagación para un solitón de orden N ≈ 1,
los cambios de intensidad y ancho del pulso observados en las Figs. 2.8 (c) y (d) en ambos
dominios resultan inalterados con la longitud de propagación, hasta LD ≈ LNL ≈ 6 km
(suponiendo un caso ideal sin atenuación). De esta manera, se puede inferir que la solución
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Figura 2.8: Propagación de un pulso secante hiperbólica para N ≈ 1. (a) Evolución del
pulso en el dominio temporal. (b) Espectro del pulso propagado. (c) Intensidad (línea de
trazos) y ancho temporal de pulso en función de la longitud de propagación. (d) Densidad
espectral (línea de trazos) y ancho de banda.
de la Ec. 2.9 resulta en un solitón, cuyo perfil es del tipo secante hiperbólica. Esta suposición
se basa en que la distorsión que sufre el pulso es prácticamente nula. Este concepto será
utilizado luego para explicar la interacción entre la dispersión de segundo orden y la no-
linealidad en sistemas láser [53, 54], como se puede observar en los láseres que operan en
régimen mode locking, los cuales serán tema de discusión en el Capítulo 4.
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Capítulo 3
Modelado de filtros con FBGs y sus
aplicaciones
En este capítulo se establecen las bases de la propagación de los campos eléctricos sobre
una FBG de período uniforme y perfil de índice de refracción sinusoidal, como se describe
en la Sección 3.1. Además se emplea el TMM para el modelado de estos dispositivos
fotónicos, el cual es de gran utilidad en el análisis y síntesis de los mismos [55, 56]. El
cálculo de la propagación de los campos eléctricos mediante este método, descrito en el
Apéndice, presenta una gran flexibilidad en el modelado y en la representación espectral de
los dispositivos ya que permite trabajar en términos de la longitud de onda o la frecuencia,
según se requiera. Aplicando este mismo método, se realiza un análisis de la propagación
de los campos eléctricos en las FBGs de período no-uniforme, o que presentan un variación
lineal o chirp de su período.
En la Sección 3.2 se muestran diversas aplicaciones de las FBGs destinadas a la generación
y el procesamiento de señales ópticas coherentes. En la Sección 3.2.1 se establecen los prin-
cipios de funcionamiento de las cavidades Fabry-Perot de FO, se estudia el comportamiento
de estructuras fotónicas tipo DFB basadas en FBGs y se aplican dichos conocimientos al
diseño de una cavidad láser formada con FBGs de período uniforme, la cual es utilizada en
un láser de FO cuya emisión estimulada es pulsada y opera bajo el régimen de Q-switch.
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La Sección 3.2.2 muestra el diseño de dos filtros, un MI y un MZI, los cuales son aplicados
principalmente al filtrado de canales ópticos multiplexados en longitudes de onda o WDM.
Particularmente, un MI o un MZI puede ser aplicado en la modulación de las pérdidas
en un sistema láser mediante el control de una condición de ajuste de la fase, la cual es
dependiente de una diferencia de camino óptico definida por el ajuste de las longitudes
de las ramas del interferómetro. Estos sistemas son comúnmente aplicados en láseres que
operan en régimen mode locking, con el fin de obtener mayor potencia de salida y reducir
el ruido de fase o jitter. En la Sección 3.2.3 se presenta la generación de líneas de retardo
ópticas o true-time delay (TTD) mediante FBGs y tramos de FO estándar, para el diseño
de un sistema de procesamiento óptico de formación de haz o beamforming. Dicha aplica-
ción es de interés actual en diversas áreas de las comunicaciones en general, en diseños de
sistemas de radar y en radioastronomía [57–59]. Finalmente, en la Sección 3.2.4 se presenta
un método novedoso para la caracterización de pulsos cortos y ultracortos de forma com-
pleta, en intensidad y fase, para señales ópticas coherentes limitadas por transformada, el
cual está basado en el uso de una FBGs de período no-uniforme (LCFBG) como elemento
dispersivo.
3.1. Modelado de FBGs
Las FBGs son FOs, las cuales han sufrido una modificación local del índice de refracción
del núcleo de las mismas, mediante la exposición a un diagrama de interferencia generado
con luz UV [10,60]. El contraste de la modulación del índice de refracción, la distancia entre
franjas y la longitud de la red, determinan las propiedades de la luz propagada por dichos
dispositivos. El grabado de la FBG puede ser periódico, dando lugar a las redes unifor-
mes, con chirp (variación lineal y/o no-lineal del período), entre otras. Estas propiedades
permiten modificar las características espectrales de transmisión y reflexión de las FBGs.
También es posible realizar un proceso de apodización durante el grabado de las redes. El
mismo consiste en incrementar gradualmente la amplitud de la modulación del índice de
refracción, de manera de suavizar las transiciones abruptas del mismo [61]. Las FBGs han
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demostrado ser muy versátiles en sistemas de comunicación ópticos [62], en el filtrado de
canales ópticos WDM [4] y en el diseño de compensadores de la dispersión [63, 64], entre
otras aplicaciones. También forman parte de muchos sistemas industriales como sensores de
magnitudes físicas (temperatura, presión, estiramiento, etc.) y en implementaciones como
reflectores en cavidades de láseres de FO, como podremos observar en el Capítulo 4.
En el Capítulo 2 se analizó la propagación de la luz en una FO. En esta sección nos interesa
definir la propagación de una FBG, con el fin de procesar señales en el dominio óptico. La
teoría clásica, empleada para describir una FBG, parte de la ecuación de ondas expresada
por la Ec. 2.2. Mediante una representación de los campos eléctricos de la ecuación de onda
en el dominio de Fourier se obtiene
∇2E˜ − n˜2(z, ω)ω2/c2E˜ = 0, (3.1)
donde E˜ es el campo eléctrico expresado en el dominio transformado y n˜(ω) es la re-
presentación del índice de refracción en función de la frecuencia angular. De una forma
muy elemental, en una FBG se produce el acoplamiento de los campos electromagnéticos
transmitidos y reflejados, por lo que es necesario utilizar la teoría de modos acoplados
para describir la propagación de los campos electromagnéticos (propagados en una misma
dirección y en sentido contrario, bajo una condición monomodo) de forma analítica. El
acoplamiento de estos modos fundamentales que viajan por el núcleo de la FO se produce
de forma local en las FBGs, las cuales presentan una modulación del índice de refracción
generada en el proceso de fabricación y que puede ser escrita de forma analítica como
n˜(z, ω) = n¯(ω) + ∆nFBG(z), (3.2)
donde n¯(ω) es el valor medio de índice de refracción y ∆nFBG(z) es la amplitud de la modu-
lación del índice de refracción, expresada como una función de la longitud de propagación.
Para una FBG que presenta un período o espaciado constante z = Λ (FBG uniforme)
∆n(z) puede ser escrita como una serie de Fourier, resultando
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∆nFBG(z) =
∞∑
m=−∞
∆nmexp
(
i2πm
z
Λ
)
. (3.3)
Luego, considerando que dos ondas son propagadas en la misma dirección pero con sentido
contrario (co-propagantes y contra-propagantes), estas ondas son incluidas en le Ec. 3.1 y
como resultado
E˜(r, ω) = F (x, y)
[
E˜ie
iβBz + E˜re−iβBz
]
, (3.4)
donde βB = π/Λ es la constante de fase de primer orden de la FBG, y está relacionado a
la longitud de onda de Bragg por medio de λB = 2n¯Λ, mientras que F (x, y) es la función
de distribución modal para las dos ondas Ei y Er.
Empleando las Ecs. 3.3 y 3.4, asumiendo que los campos E˜i y E˜r verifican la condición
de la SVEA para la longitud de propagación evaluada (z = L), y conservando sólo los
términos de ajuste de la fase, las ecuaciones de los modos acoplados en el dominio de la
frecuencia resultan
∂E˜i
∂z
= i
[
δ(ω) + ∆β
]
E˜i + iκE˜r (3.5)
−∂E˜r
∂z
= i
[
δ(ω) + ∆β
]
E˜r + iκE˜i, (3.6)
donde δ(ω) = n¯/c(ω − ωB) = β(ω)− βB se define como la condición de ajuste de la fase
(a continuación hablamos de δ = δ(ω) para simplificar la notación), la cual puede ser
calculada mediante la diferencia de la constante de fase evaluada a la frecuencia angular ω
y ωB, respectivamente. Particularmente, si la intensidad de las señales propagadas dentro
de una FBG son elevadas, debería introducirse un término no-lineal adicional al sistema de
ecuaciones acopladas, como describe minuciosamente Agrawal en su libro [65]. El coeficiente
κ gobierna el acoplamiento de las ondas co-propagantes y contra-propagantes, y para el
primer orden de la FBG se calcula mediante
κ =
k0
∫ ∫
∞
−∞
δn1F (x, y)dxdy∫ ∫
∞
−∞
F (x, y)dxdy
, (3.7)
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donde k0 = 2π/λ es el número de onda en el vacío. En general, κ puede incluir cambios o
variaciones (sobre un plano xy, transversal al eje z de la FO) de δnFBG las cuales ocurren
cuando el cambio de índice de refracción inducido no es uniforme sobre el área del núcleo de
la FO fotosensible. Suponiendo que las FBGs son uniformes κ = 2πδn1/λ y, si la modulación
es sinusoidal, entonces la variación del índice se escribe como δnFBG = δn1cos(2πz/Λ) y
δn1 = neff/2, por lo que la constante de acoplamiento resulta κ = πneff/λ.
La solución general para el sistema de ecuaciones acopladas definidas por las Ecs. 3.5 y 3.6
resulta como
E˜i = E1exp(iqz) + E2exp(−iqz) (3.8)
E˜r = F1exp(iqz) + F2exp(−iqz), (3.9)
donde E1, E2, F1 y F2 son constantes independientes que cumplen con las siguientes con-
diciones
(q − δ)E1 = κF1 (q + δ)F1 = −κE1 (3.10)
(q − δ)F2 = κE2 (q + δ)E2 = −κF2, (3.11)
mientras que una solución no trivial resulta para las amplitudes de campo eléctrico defini-
das, resultando que se puede definir el parámetro restante como
q = ±
√
δ2 − κ2, (3.12)
donde q es dependiente de la frecuencia, como ya hemos visto. De esta manera se puede
definir el coeficiente de reflexión de una FBG uniforme con modulación sinusoidal y largo
L, como
ρ(q) =
Er(z = 0)
Ei(z = 0)
=
iκsin(qL)
qcos(qL)− iδsin(qL) = |ρ|e
iφρ . (3.13)
El resultado de este modelo simplificado de una FBG es muy útil en la mayoría de los casos
como una primera aproximación a la respuesta de una FBG real. Sin embargo, el método de
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fabricación de las mismas (método de la máscara de fase, o el de la generación del diagrama
de interferencia mediante dos haces de luz UV) define el tipo de grabado (por ejemplo, si es
sinusoidal o una red de Dirichlet) [10]. En este último caso, el procedimiento para encontrar
una expresión analítica de la reflectividad es similar al enunciado anteriormente, aunque
no es sencillo encontrar una expresión simple, como la expresada en la Ec. 3.13. De todas
formas, otros tipos de grabado, inclusive los procesos de apodizado en las FBGs pueden
ser evaluados adecuadamente mediante un método numérico como el TMM, desarrollado
en el Apéndice. Los resultados del mismo pueden ser contrastados para una FBG uniforme
con modulación sinusoidal de forma sencilla, empleando el TMM en el cálculo del sistemas
de ecuaciones de modos acoplados expresado por las Ecs. 3.5 y 3.6.
3.1.1. FBGs de período uniforme
El diseño de una FBG uniforme se basa en la elección de algunos parámetros establecidos
en el proceso de fabricación, como por ejemplo: la longitud, la variación máxima del índice
de refracción y el tipo de grabado. El criterio de diseño empleado depende de cuales son
las características espectrales que se desean resaltar. Como veremos a continuación, un
cambio pequeño en la amplitud de la modulación del índice de refracción permite alterar
significativamente la reflectividad de la FBG. Si empleamos la Ec. 3.13 para calcular el
módulo y la fase del coeficiente de reflexión de dos FBGs uniformes de λBragg = 1550
nm, largo L ≈ 2 cm y amplitud de modulación del índice de refracción δnFBG1 = 23
×10−5 y δnFBG2 = 6 ×10−5 se pueden obtener los resultados que se muestran en las
Fig. 3.1 (a) y (b), respectivamente. La característica de la fase, mostrada en la Fig. 3.1
(b), es aproximadamente lineal para valores de detuning menores que la mitad del ancho
de banda de la FBG y es graficada en unidades arbitrarias para una mejor visualización.
De esta manera, el retardo de grupo observado es aproximadamente constante y todas las
componentes espectrales de la banda reflejada experimentan el mismo retardo. En general,
el valor de δn es controlado mediante la energía del diagrama de interferencia producido de
forma local sobre la FO fotosensible y el tiempo de exposición en el proceso de fabricación
36
−0.5 0 0.50
0.2
0.4
0.6
0.8
1
|ρ|
2
(λ−λBragg)/λBragg [1×10
−3]
 
 
κL=8
κL=2
(a)
−0.5 0 0.5−8
−6
−4
−2
0
2
4
6
φ ρ
 
[a.
u.]
(λ−λBragg)/λBragg [1×10
−3]
 
 
κL=8
κL=2
(b)
Figura 3.1: (a) Reflectividad de una FBG uniforme para κL = 2 y 8. (b) Fase del coeficiente
de reflexión en unidades arbitrarias.
de las FBGs. El factor κL, que indica el producto entre la constante de acoplamiento y el
largo de la FBG, permite visualizar los cambios en el ancho de banda.
El ancho de banda medido entre los ceros de la característica de la reflectividad (módulo
al cuadrado del coeficiente de reflexión) de una FBG se calcula suponiendo que qL = iπ
en la Ec. 3.13, de tal forma que se anula el coeficiente de reflexión. Luego, empleando la
Ec. 3.12 y la expresión de δ(ω) anteriormente definida, se obtiene que el ancho de banda
de una FBG se puede calcular por medio de
∆λFBG =
λ2
πneffL
√
κ2L2 + π2, (3.14)
donde λ indica la longitud de onda y neff el índice de refracción efectivo. Se puede realizar
una extensión del análisis anterior suponiendo que qL = iMπ, donde M es un número
entero mayor que la unidad. De esta forma se pueden encontrar los ceros restantes de la
característica de reflexión de una FBG. En general, es usual utilizar el ancho de banda
medido entre los primeros ceros de dicha respuesta definido por ∆λFBG, o bien mediante
el ancho medido a mitad del máximo (FWHM) (en FBGs apodizadas, suponiendo que la
atenuación de los lóbulos laterales de la respuesta de la FBG presentan una reflectividad
37
−0.5 0 0.5−2
0
2 x 10
−8
Er
ro
r d
e 
|ρ|
2  
[%
]
 
 
κL=8
−0.5 0 0.5−1
0
1 x 10
−8
Er
ro
r d
e 
|ρ|
2  
[%
]
(λ−λBragg)/λBragg [1×10
−3]
 
 
κL=2
(a)
−0.5 0 0.5−5
0
5
10 x 10
−12
Er
ro
r d
e 
φ ρ
 
[%
]
 
 
κL=8
−0.5 0 0.5−2
0
2 x 10
−13
Er
ro
r d
e 
φ ρ
 
[%
]
(λ−λBragg)/λBragg [1×10
−3]
 
 
κL=2
(b)
Figura 3.2: (a) Error porcentual del valor de la reflectividad empleando el TMM. (b) Error
en la fase del coeficiente de reflexión.
significativamente inferior a la reflectividad del lóbulo principal), dependiendo del caso.
Los resultados de la Fig. 3.1 muestran que el ancho de banda de la FBG medido a través
de la Ec. 3.14 y para un valor de κL = 8 es igual a ∆λFBG1 = 0,26 nm, mientras que la
FBG con κL = 2 presenta un ancho igual a ∆λFBG2 = 0,11 nm. Como podemos observar
de la Ec. 3.14, el ancho de banda cambia abruptamente con la longitud física de la FBG,
por lo que si se desea repetitividad en el proceso de fabricación de las FBGs la longitud de
las mismas debe ser controlada de manera muy precisa.
Con el fin de estimar los errores numéricos introducidos en el cálculo de las características
espectrales de las FBGs mediante el TMM, se pueden comparar los resultados obtenidos
mediante este método con los resultantes de aplicar la Ec. 3.13. Los errores encontrados
en la característica de la reflectividad y la fase del coeficiente de reflexión para las FBGs
de la Fig. 3.1 son muy pequeños, como se observa en la Fig. 3.2. En general, los errores
introducidos por el empleo del TMM están limitados a los errores de cálculo numérico, los
cuales son igualmente despreciables para todos los casos analizados en este trabajo.
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3.1.2. FBGs de período no-uniforme (LCFBG)
Las FBGs que presentan una modulación de índice de refracción no periódica, cuando el
espaciado entre las franjas Λ no es constante con la longitud de propagación z, se obtiene
una FBG de período no-uniforme. Un cambio en el período de la función del grabado
(δnFBG(z)), puede producirse de diversas maneras: de forma lineal con la longitud de
propagación [66], cambiar de forma cuadrática [67], o bien de forma aleatoria [68]. En
general, las FBGs que presentan una variación lineal o chirp de su período de grabado son
fabricadas exponiendo FOs fotosensibles a un diagrama de interferencia no-uniforme de
luz UV. El cambio en el período de la modulación del índice de refracción de forma no-
uniforme se logra de diversas maneras: alterando el período de forma discreta con la posición
espacial de la FO (lo que da origen a las denominadas step-chirped gratings), grabando el
patrón sobre FOs con estrechamientos locales o taper, aplicando un estiramiento, presión
o deformación local, entre otras [10].
La Fig. 3.3 muestra el esquema de una FBG que presenta un chirp lineal (en rigor, esca-
lonado) del período Λ, usualmente denominadas LCFBG. Nuevamente, la propagación de
los campos en estos dispositivos se basa en la teoría de los modos acoplados, de una forma
que imita exactamente la función del grabado, aunque no es posible encontrar una solución
analítica adecuada. Sin embargo, como la mayoría de las LCFBG se generan mediante
un chirp escalonado, los métodos aplicados al cálculo son numéricos. En este sentido, el
TMM es ideal para realizar el modelado de este tipo de dispositivos de FO, debido a que
el grabado se realiza en secciones más pequeñas de período uniforme para un perfil de
índice de refracción constante o apodizado. Una elección adecuada de las secciones de una
LCFBG (cantidad y longitud de las mismas), es necesaria para aproximar adecuadamente
una LCFBG de variación continua mediante una LCFBG de período discreto o escalonado.
Generalmente, las secciones discretas deben expresar al menos uno o más períodos enteros
de la modulación del índice de refracción de la FBG. En caso contrario, se pueden introdu-
cir errores sistemáticos debido a que se introducen saltos de fase en la función de grabado,
lo cual induce algunas transiciones indeseadas en las características espectrales de estos
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dispositivos, y de las FBGs en general, como podremos observar luego en la Sección 3.2.1.
Para representar adecuadamente las características espectrales de una LCFBG mediante
el TMM se debe estimar el número de secciones mínimo empleando la Ec. 3.14, la cual
describe el ancho de banda para una FBG uniforme. Suponiendo que cada sección de una
LCFBG se expresa como una FBG uniforme de longitud δlj = MΛj (donde M es un
entero que expresa el número de períodos espaciales Λj y j =1...N es el número de sección
j-ésima), que la longitud total de la LCFBG se puede expresar como
L =
N∑
j=1
δlj , (3.15)
suponiendo que en la mayoría de los casos se cumple que κ2δl2j ≪ π2 y que se verifica la
condición de Bragg o igualación de la fase (δ(ω) = 0), se puede obtener la siguiente relación
N
L
=
2neff∆λLCFBG
πλ2Bragg
(3.16)
donde para N = 1 secciones resulta que ∆λLCFBG = ∆λFBG, correspondiente al ancho
de banda de una FBG uniforme. Sin embargo, las LCFBGs presentan un ancho de banda
mayor al observado en las FBGs uniformes. Para una LCFBG de secciones discretas y con
un ancho de banda total ∆λLCFBG, el ancho de banda de cada sección ∆λj sólo puede
ser mayor al ancho de una FBG uniforme cuya longitud es más corta, debido a la relación
funcional que expresa la Ec. 3.14, aunque los anchos de banda pueden coincidir sólo si
presenta una longitud apropiada. De esta manera, el ancho de banda de una LCFBG se
puede estimar como
∆λLCFBG = 2neff(Λlong − Λshort), (3.17)
donde Λlong y Λshort se definen como los valores del período más largo y más corto de la
LCFBG, respectivamente. De todas formas, cuando no se satisface la condición κ2δl2j ≪ π2,
el ancho de banda resultante puede ser aproximado mediante la Ec. 3.14.
La respuesta de la fase de estos dispositivos presenta una dependencia cuadrática con la
frecuencia. Por lo tanto, el retardo de grupo es lineal con la frecuencia. El cambio de la
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Figura 3.3: Esquema de una FBG de período no-uniforme o con chirp lineal, también
denominadas LCFBG.
pendiente del retardo de grupo se logra eligiendo correctamente los parámetros de diseño
tales como: la longitud de la LCFBG, la máxima variación del período o espaciado (di-
rectamente relacionado al ancho de banda) y la máxima variación de la modulación del
indice de refracción que permite especificar el tipo de apodización o suavizado. Un retardo
de grupo aproximadamente lineal (fase cuadrática) en la banda de paso del filtro aporta
un retardo diferente para cada una de las componentes espectrales de una señal óptica
reflejada por una LCFBG, permitiendo compensar eficazmente la dispersión introducida
en la propagación de trenes de pulsos por una FO. La manera de compensar la CD de
un enlace de comunicaciones por FO es mediante el diseño de una LCFBG, la cual tiene
un valor de la pendiente del retardo de grupo igual (en módulo) a la pendiente de la CD
introducida por la FO del enlace, aunque presentan un signo contrario, produciendo una
dispersión nula en un ancho de banda especificado por la LCFBG. Como estos dispositivos
funcionan mediante la reflexión de las señales, es común emplear un circulador óptico para
redireccionar la señal compensada hacia otros puntos de un enlace. Además, el retardo de
grupo presenta un ripple o variación ondulatoria pequeña en la banda de paso. El ripple
puede ser incrementado para valores κL elevados (altos valores de reflectividad), aunque es
posible diseñar LCFBGs de alta reflectividad donde los efectos del ripple son minimizados
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Figura 3.4: Reflectividad y retardo de grupo de una LCFBG de largo L ≈ 12 cm, ancho
de banda ∆λLCFBG = 0,8 nm, reflectividad |ρ|2 = 0,99 y pendiente del retardo de grupo
Φr20 = 312,5 ps/nm.
mediante el apodizado de la modulación del índice de refracción, por ejemplo empleando
distinto tipo de ventanas en el grabado (tipo coseno elevado, tangente hiperbólica, gaus-
siana, etc.) [10, 60].
En la Fig. 3.4 se puede observar la característica espectral de reflexión de una LCFBG
cuyo largo es igual a L = 12 cm, para la cual se emplean N = 80 secciones (mayor al
mínimo impuesto Nmin = 35) para el cálculo mediante el TMM, mientras que la máxima
variación del índice de refracción es δnmax = 1×10−5 y no se ha empleado ningún proceso de
apodización. Se observa que el retardo producido para cada componente espectral presenta
una dependencia aproximadamente lineal con la longitud de onda, cuya pendiente de valor
Φr20 es marcada en línea de trazos color gris. Debemos notar que los cálculos realizados
mediante el TMM para este caso son en el dominio de la frecuencia y no en términos de
la longitud de onda. El motivo de esta representación se basa en que las señales ópticas
empleadas en la Sección 3.2.4 deben ser procesadas en el dominio transformado de Fourier.
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3.2. Aplicaciones
En esta sección se presentan las distintas aplicaciones con FBGs, mencionadas al comienzo
de este capítulo. Las mismas están orientadas a mostrar el uso de estos dispositivos en
diversos sistemas de FOs, tales como: láseres, filtros WDM, moduladores de la intensidad
integrados a sistemas láser, líneas de retardo puras y elementos dispersivos que se emplean
en un nuevo sistema de caracterización de señales ópticas.
3.2.1. Cavidad Fabry-Perot de un láser que opera en régimen
Q-switch
Las cavidades del tipo FPI son dispositivos ópticos resonantes formados por dos espejos
de alta reflectividad, separados uno del otro una distancia d adecuada, donde el índice de
refracción efectivo entre los espejos puede ser aire con neff = 1 (FPI Etalón), FO estándar
con neff = 1,46, o cualquier otro material transparente o de absorción pequeña para las dis-
tintas componentes espectrales propagadas en dicho medio. En la Fig. 3.5 se puede observar
un esquema de un FPI. La función de transferencia de este filtro óptico queda definida por
la relación entre la amplitud de campo eléctrico transmitido Eo e incidente Ei. El campo
de salida Eo es el resultante de la interferencia de las múltiples ondas co-propagantes y
contra-propagantes dentro de la cavidad. Dicha interferencia puede ser definida mediante
una transferencia, en términos de un coeficiente de transmisión del dispositivo, o sea
τ(λ) =
Eo
Ei
=
|ρmirror|2 − 1
1− |ρmirror|2e−i 2pictrλ
, (3.18)
donde |ρmirror|2 es la reflectividad de los espejos, tr = 2d/vg = FSR−1 es el tiempo que
tarda un campo eléctrico en propagarse dentro de la cavidad de longitud 2d (ida y vuelta),
el cual está relacionado al rango espectral libre (FSR) del filtro. Como podemos observar,
el FSR es inversamente proporcional a la separación entre las caras espejadas d. Pequeños
cambios en dicha longitud pueden modificar significativamente la respuesta del filtro. Por
otra parte, el valor de la reflectividad modifica el coeficiente de finura o finesse, el cual esta
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Figura 3.5: Esquema de un filtro Fabry-Perot con dos espejos de reflectividad |ρmirror|2
separados una distancia d.
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Figura 3.6: (a) Transmitancia del FPI. (b) Retardo de grupo del coeficiente de transmisión.
definido como
F =
π
√
|ρmirror |2
1 − |ρmirror |2 =
FSR
FWHM
, (3.19)
donde el FWHM es medido al máximo valor de la transmitancia. El coeficiente de finura F
es un parámetro que indica la calidad del filtro, similar al factor de selectividad Q definido
en filtros electrónicos. Valores típicos rondan entre F ≈ 10-10000, dependiendo del valor
de la reflectividad de los espejos. La Fig. 3.6 (a) muestra la respuesta del FPI en función
de la longitud de onda, donde FSR = 100 GHz (d = 1,5 mm) y |ρmirror|2 = 0,9, 0,7, y 0,5,
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mientras que la Fig. 3.6(b) muestra el retardo de grupo del dispositivo. Se puede observar
que la fase presenta una característica cuadrática, en la zona espectral correspondiente a
los picos de transmisión ubicados de forma periódica cada 100 GHz (o bien 0,8 nm para
una longitud de onda de trabajo de 1550 nm). Esta propiedad es potencialmente útil en
el diseño de compensadores de dispersión de tercer orden o TOD aplicados en sistemas de
comunicaciones por FO.
Análisis de los dispositivos de realimentación distribuida (DFB) basados en
FBGs
Para realizar un análisis particular de un cavidad del tipo FPI que es construida con
FBGs en lugar de espejos, la cual es la base de diversos sistemas láser de FO, se puede
estudiar el efecto que introduce una discontinuidad en el período de grabado de una FBG
(tramo de FO sin grabar), también denominado como DFB [10, 69]. Las discontinuidades
en el grabado de las FBGs producen una alteración de las características espectrales de
dichos dispositivos, induciendo uno o más picos angostos en la transmisión y/o reflexión.
En general, estos picos angostos están ubicados espectralmente dentro del ancho de banda
definido por las FBGs (ancho medido entre los primeros ceros). En la Fig. 3.7 se puede
observar el esquema de un DFB basado en una FBG que tiene una discontinuidad en el
período de grabado de longitud λ/4. De esta manera, el defecto inducido en la FBG (tramo
de FO sin grabar) es modelado por medio del TMM como una sección o capa de material
cuya transferencia es definida por la siguiente matriz
Mφ =

exp(−i2πneffd/λ) 0
0 exp(i2πneffd/λ)

 , (3.20)
donde d es la longitud de dicha sección y la longitud de la FBG de período uniforme es
un múltiplo entero del período grabado, o sea L = mΛ (con m entero), lo que permite
asegurar la validez del cálculo mediante el TMM. Por otra parte, la longitud del defecto
debe ser normalizada mediante neff para que la matriz Mφ sea consistente a un aporte de
la fase igual a π/2 para λBragg.
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Figura 3.7: Esquema del filtro DFB basado en una FBG uniforme y una discontinuidad
del período de grabado ubicada en el centro de la misma.
Las Figs. 3.8 (a) y (b) muestran la transmitancia y la fase del coeficiente de transmisión,
respectivamente, de dos DFBs basados en una FBG de período uniforme. Se observa que
la característica de transmisión presenta un pico abrupto dentro de la zona de atenuación
de la FBG. Los parámetros de diseño del DFB son λBragg = 1550 nm, L ≈ 2 cm y κL =
1,2 y 2,4, mientras que la longitud del defecto es igual a λ/(4neff) ≈ 0,27 µm. En la Fig.
3.8 (a) se observa que el ancho de banda del pico central es inversamente proporcional al
ancho de banda de la FBG. Mediante la elección del parámetro κL se puede diseñar una
DFB que presente un pico en la respuesta de transmisión con un valor de ancho de línea
o FWHM especificado. Nuevamente, este parámetro es modificado mediante la elección de
la longitud de la FBG, y/o la amplitud máxima de la modulación del índice de refracción
δnmax. Como se observa en la Fig. 3.8 (b), la fase tiene un salto de π/2 radianes próximo
a λBragg, como es de esperarse para un defecto de longitud λBragg/(4neff).
Una estructura DFB basada en FBGs puede ser utilizada como un filtro de ancho de ban-
da muy angosto, un dispositivo resonante en cavidad láser de FO, donde la coherencia es
muy alta (anchos de banda muy pequeños) y en la multiplexación de señales WDM, como
he mostrado en un trabajo de mi autoría [39], entre otras aplicaciones [70–72]. Los DFB
se pueden diseñar de tal forma que aparecen múltiples picos de transmisión dentro del
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Figura 3.8: (a) Transmitancia de dos DFBs basados en FBGs. (b) Fase del coeficiente de
transmisión de los filtros.
ancho de banda de la FBG (agregando múltiples discontinuidades distribuidas a lo largo
de éste dispositivo). Otra forma de generar un efecto similar es modificando la longitud
del defecto d produciendo un cambio en la fase [69]. La Fig. 3.9 muestra la característica
de transmisión de tres DFBs, los cuales se definen mediante tres valores de fase diferentes
φ = π/4, π/2 y 3π/4. Un valor de φ =0 (o múltiplos de 2π) no introduce ningún defecto
en las características espectrales del dispositivo. De esta manera, valores de la fase expre-
sados mediante submúltiplos de φ (0 < φ < π) inducen picos que se encuentran acotados
espectralmente dentro del ancho de banda de la FBG. Los parámetros empleados en el
diseño del dispositivo DFB son λBragg = 1550 nm, L ≈ 2 cm y κL = 2,4. Se observa que
el valor del FWHM de los picos se incrementa a medida que el valor absoluto del detuning
|∆| = |λ− λBragg| crece, por ejemplo, para valores próximos a λBragg ±∆λFBG/2 (∆λFBG
es el ancho de banda de la FBG medido entre los primeros ceros, por medio de la Ec. 3.14).
Esto se debe a que la característica compleja del dispositivo se aproxima a la condición
κ2δ2 ≈ π2, donde la reflectividad es pequeña y el retardo de grupo presenta una respuesta
no-uniforme en esa zona del espectro óptico.
Empleando todos los análisis anteriormente realizados es posible diseñar un dispositivo que
presente múltiples picos en la característica de transmisión y/o reflexión, de tal forma que
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Figura 3.9: Características de transmisión de tres DFBs. Un cambio en la longitud de
la discontinuidad permite modificar la posición espectral del pico de transmitancia. (a)
Módulo al cuadrado del coeficiente de transmisión. (b) Retardo de grupo.
se puede imitar aproximadamente la característica del FPI formado por espejos. Los filtros
FPI basados en FBGs presentan una característica que no es estrictamente periódica sino
que está limitada al ancho de banda de la FBG [10, 73]. El esquema de este dispositivo
es idéntico al visto en la Fig. 3.7, aunque la longitud de la discontinuidad o defecto del
grabado d = mλBragg/(4neff ) (con m entero) es varios órdenes de magnitud mayor a la
observada para una estructura DFB. En estos casos, el ancho de banda total del filtro
queda definido principalmente por el ancho de banda de la FBG, el cual fue definido en
la Ec. 3.14, mientras que el ancho de línea de los picos inducidos en el espectro depende
principalmente de la longitud del defecto. La Fig. 3.10 muestra la transmitancia y la fase de
un FPI basado en FBGs cuya longitud es igual a L ≈ 0,5 mm, δnmax = 3×10−4 y 12×10−4
(resultando en κL ≈ 1,33), mientras que el defecto presenta una longitud aproximada d ≈
2,5 mm. En la Fig. 3.10 (a) se puede observar que el número de picos de la respuesta de
la transmisión y su ancho de banda dependen principalmente del valor de la longitud del
defecto, de forma análoga a los DFBs basados en FBGs previamente analizados. De esta
manera, se puede encontrar una dependencia entre el FSR y el FWHM del filtro (en la
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Figura 3.10: Característica de la transmisión de dos FPIs implementados con una estruc-
tura del tipo DFB basada en una FBG. (a) Transmitancia de dos FPIs diseñados con
una discontinuidad de longitud d ≈ 2,5 mm. (b) Retardo de grupo correspondiente a los
coeficientes de transmisión de dichos FPIs.
zona espectral de interés, o sea |∆| < ∆λBragg/2), similar a la especificada en la Ec. 3.19
pero ahora dependiente de los parámetros de diseño de la FBG. El rango espectral libre
medido para este filtro es igual a FSR = 32,44 GHz (d ≈ 2,5 mm), mientras que el FWHM
puede disminuir rápidamente con el incremento de la longitud de las FBGs empleadas. La
Fig. 3.10 (b) muestra el retardo de grupo introducido, el cual es menor, en valor absoluto,
al retardo generado por el DFB mostrado anteriormente. Esto representa una ventaja de
estos dispositivos frente al FPI visto anteriormente, ya que producen una distorsión menor
a las señales que se propagan por el mismo.
Finalmente, se puede hacer una comparación entre el FSR de un FPI ideal y otro formado
con FBGs, encontrando que para un mismo largo de cavidad (longitud efectiva para el caso
de las FBGs medidas desde la zona central de las mismas), la frecuencia similar en ambos
casos, como se observa en la Fig. 3.11. Sin embargo, un cambio en las longitudes físicas de
las FBGs que componen el filtro puede alterar dicho característica en un rango pequeño.
Por otra parte, se puede definir una longitud efectiva de la cavidad como
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Figura 3.11: Comparación entre la respuesta de un FPI ideal y uno formado con FBGs. Las
respuestas presentan valores de frecuencia similares para una longitud de cavidad Leff .
Leff = L+ d, (3.21)
donde L = (LFBG1 + LFBG2)/2 se considera como la suma de las longitudes físicas co-
rrespondientes a cada uno de los tramos de FO grabadas (mencionadas aquí como FBG1
y FBG2). De esta manera, el espaciado de las frecuencias de una cavidad FPI formada
con FBGs se aproxima muy bien a las frecuencias definidas para una cavidad formada con
espejos, la cual es empleada luego en el Capítulo 4. Este resultado numérico es usado ahora
en el diseño de un láser de FO que funciona bajo un régimen pulsado tipo Q-switch, y será
empleado luego en el Capítulo 4 en un láser de cavidades acopladas y que funciona en el
régimen de operación additive-pulse mode locking (APM).
Implementación de un láser que opera en régimen Q-switch
Particularmente, algunos sistemas láser de FO son diseñados mediante cavidades tipo FPI
basadas en FBGs, empleando FOs dopadas con tierras raras como medios de ganancia,
como veremos en el Capítulo 4. En esta sección se muestra el diseño de la cavidad de un
láser de FO y de emisión pulsada que opera bajo el régimen Q-switch. El mismo está
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Figura 3.12: Esquema de un láser de FO que opera en régimen Q-switch basado en una
cavidad del tipo FPI con FBGs y un medio de ganancia provisto por una FO dopada con
Er3+. Una de las FBGs esta sujeta mecánicamente a un actuador piezoeléctrico PZT-5H
de forma radial para modular las pérdidas de la cavidad.
formado por una única cavidad del tipo FPI basada en FBGs, como se puede observar
en la Fig. 3.12. La implementación y caracterización de este sistema de generación de
pulsos ópticos coherentes motivó su presentación en un trabajo de tesis de grado de mi
autoría [40]. La cavidad está compuesta por una FBG1 fija y una FBG2 adherida a un
actuador piezoeléctrico (PZT), mientras que el medio activo es implementado empleando
una FO dopada con Er3+ de longitud L = 5,5 m (cuya concentración es igual a 790 ppm con
un diámetro del núcleo igual a 4,8 µm y una apertura numérica NA = 0,21). En la práctica,
la FO dopada con Er3+ es excitada o bombeada con un láser de semiconductor continuo de
980 nm y potencia máxima igual a 125 mW, para producir la amplificación de las señales
del láser, como veremos luego en el Capítulo 4. Los anchos de banda aproximados de las
FBGs son iguales a 0,11 nm (FBG1) y 0,39 nm (FBG2), mientras que los valores medidos
de las reflectividades son 94% y 75%, respectivamente. Las características espectrales de
dichas FBGs fueron simuladas mediante el TMM, con largos L1 = 17 mm y L2 = 4 mm
y las amplitudes máximas del índice de refracción empleadas en el diseño de las mismas
fueron igual a δn1 = 6×10−5 y δn2 = 12×10−5, respectivamente, con el fin de aproximarnos
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Figura 3.13: Respuesta espectral de la cavidad tipo FPI formada por dos FBGs y una
FO dopada con Er3+. (a) La reflectividad de la cavidad tipo FPI es pequeña cuando
la excitación del PZT es nula (no hay modulación externa), lo que induce una pérdida
mayor, anulando la salida del láser. (b) Cambio de la respuesta espectral de la cavidad
para diferentes valores de modulación. Se encuentran valores de reflectividad mayores para
excitaciones negativas (tensión negativa sobre el PZT).
adecuadamente al comportamiento espectral real de dichos dispositivos. En este caso, no se
descarta que las FBGs presenten algún tipo de apodización debido a las diferencias entre
las longitudes modeladas y reales. Por otra parte, la cavidad diseñada admite frecuencias
equiespaciadas aproximadamente cada ∆flaser = c/(2n0L) = 18,67 MHz (varios órdenes de
magnitud inferior al observado para una cavidad de algunos milímetros, cuyos resultados
se pudieron observar en la Fig. 3.10), y correspondiente a un tiempo de round-trips de 54
ns. En un estado inicial del sistema, cuando la excitación externa del PZT es nula, no se
detecta emisión láser a la salida debido a una pequeña diferencia entre las longitudes de
onda de las FBGs (aproximadamente igual a 0,25 nm). Esta diferencia entre las longitudes
de onda de las FBGs se traduce en un valor de reflectividad pequeño de la cavidad en su
conjunto, por lo cual las pérdidas del sistema son mayores que la ganancia producida por
el medio activo.
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El régimen de funcionamiento del láser se basa en la acción de actuador piezoeléctrico,
el cual produce un corrimiento espectral de la característica de la FBG2 mediante un
estiramiento mecánico y periódico de la misma, como se puede observar en la Fig. 3.13.
En la Fig. 3.13(a) se observa el producto de las reflectividades de las FBGs para una
condición donde la excitación es nula. La deformación mecánica lograda con el PZT depende
principalmente de la carga mecánica adherida al mismo y del valor y tipo de tensión
externa aplicada. En una caracterización realizada para tensión continua, se estima que el
rango de los valores de la deformación mecánica medida se encuentra entre los 10-30 pm
aproximadamente cada 100 V aplicados al PZT [40]. Como se puede observar en la Fig. 3.13
(b), una modulación igual a ± 0.2×10−3 se encuentra dentro del rango especificado. Ese
valor de modulación positiva produce una reflectividad de la cavidad aproximadamente
nula, mientras que un valor negativo genera un incremento significativo del valor de la
reflectividad de la cavidad, habilitando la emisión pulsada a la salida del láser. Los valores
de deformación mecánica cambian con la tensión de excitación aplicada al PZT, observando
un ciclo de histéresis, típico en este tipo de transductores electromecánicos, como se puede
observar en [40]. El rango de tensiones de excitación aplicada para este caso fueron menores
a 40 Vpp, por lo que la deformación calculada de forma teórica es menor a los 5 µstrain
(la deformación mecánica se define como ∆l/l, la cual es adimencional pero se expresa
en strain) para todos los casos (menos de una décima parte de la deformación mecánica
elástica y máxima de una FO, la cual se encuentra dentro de un 4% de su longitud, como
Dakin [74] menciona en su libro de sensores de FO).
En resumen, cuando las respuestas de ambas FBGs se solapan en frecuencia, incrementando
la reflectividad de la cavidad, se produce una disminución de las perdidas. En el mismo
instante, el medio activo (que se encuentra excitado y altamente poblado) emite radiación
estimulada en un tiempo corto, en la zona espectral correspondiente a la longitud de onda
de las FBGs. La dinámica de este proceso puede observar en la Fig. 3.14, la cual define
el régimen de operación Q-switch mediante la conmutación de las pérdidas de la cavidad
(conmutación del factor Q) a través de una excitación externa aplicada al PZT.
El transductor electromecánico PZT-5H (Morgan Electro Ceramic) presenta tres frecuen-
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Figura 3.14: Esquema de funcionamiento del régimen Q-switch del láser de FO basado
en una cavidad tipo FPI basada en FBGs. Suponiendo una condición de estado inicial
excitado, al producirse una conmutación de las pérdidas se produce una inversión de la
población del medio activo. La emisión láser ocurre dentro de un intervalo de tiempo en el
cual la ganancia es mayor a las pérdidas.
cias de resonancia, las cuales se expresan en función de su geometría cilíndrica. Dichas
frecuencias son: radial de 18,3 kHz, axial de 155 kHz y en su espesor de alrededor de 1,57
MHz. La longitud de la cavidad activa del láser se eligió de tal forma que la frecuencia de
resonancia de la misma se corresponde con un múltiplo entero de la frecuencia de resonan-
cia radial del PZT (aproximadamente 1020 veces). De esta manera, la emisión producida es
muy eficiente si se emplea la resonancia radial (cuyo valor de constante piezoeléctrica es el
mayor para este PZT, de alrededor de 593 pm/V). Este diseño permite obtener una emisión
pulsada coherente e intensa para valores de tensión de excitación del PZT del orden de las
decenas de volts. En la Fig. 3.15 (a) se muestran las señales fotodetectada y eléctrica sobre
el PZT para una excitación sinusoidal, mientras que en la Fig. 3.15 (b) se muestran las
medidas de las mismas señales para un excitación del tipo onda cuadrada. Se observa que la
excitación con una señal sinusoidal no es del todo eficiente pues induce una modulación en
la emisión de salida, mientras que la excitación por onda cuadrada que presenta un mayor
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Figura 3.15: Intensidad de salida y excitación aplicada al PZT del láser esquematizado
en la Fig. 3.12. (a) Excitación sinusoidal del PZT a la frecuencia de resonancia radial de
18KHz. (b) ídem para una onda cuadrada.
contenido armónico permite generar una salida óptica de intensidad uniforme. La salida
óptica fotodetectada a través de la FBG2 y un acoplador WDM, mediante un detector
de InGaAs de 2 GHz de ancho de banda (EG&G Reticon), fue registrada empleando un
osciloscopio digital de 500 MHz de ancho de banda y 2 Gsps (Hewlett-Packard HP54522A).
La configuración de este láser presenta una limitación respecto a la elección de la frecuen-
cia de los pulsos de salida. Esta frecuencia depende exclusivamente de las características
electromecánicas del PZT. Por ejemplo, si deseamos obtener una frecuencia de repetición
de los pulsos mayor a la observada anteriormente, debemos adherir la FBG2 al PZT en otra
dirección, o bien elegir convenientemente otro tipo de transductor electromecánico. Como
mencionamos, el PZT admite dos configuraciones adicionales: i) empleando la modulación
mecánica axial, con una distancia menor a 10 mm (cuyo valor es levemente inferior a la
longitud real de las FBGs); ii) utilizando el espesor del PZT, el cual sólo podría ser útil
para generar una deformación local en la FBG2 (de forma similar a una estructura del tipo
DFB, con un defecto de longitud variable). En el caso de que estas limitaciones mecáni-
cas pudieran ser sorteadas, sería necesario readecuar la longitud de la cavidad del láser
para producir una emisión eficiente a una tasa de repetición definida. Por último, otra
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manera de generar una emisión pulsada, empleando la misma configuración, es aplicando
tensiones de excitación mayores para una frecuencia de interés. Sin embargo, esto resulta
muchas veces complicado o poco eficiente, debido a las limitaciones que presenta el diseño
de amplificadores electrónicos de alta tensión y frecuencia elevada [40].
3.2.2. Sistemas de modulación de la intensidad mediante filtros
interferométricos MI y MZI
Los efectos de coherencia de señales electromagnéticas que se propagan se manifiestan
por el principio de superposición que rige la interferencia de dos o más ondas [75]. Una
manera de producir interferencia mediante un par de haces de luz coherentes, o más, es
propagando los mismos en una misma dirección pero en sentido contrario, de modo que
se establece una onda resultante estacionaria [76]. Este proceso es comúnmente generado
en sistemas fotónicos que presentan una realimentación de las señales propagadas, por
ejemplo, mediante el uso de un medio que refleja parcial y/o totalmente dichas señales.
Como mencionamos anteriormente, en una FBG se produce un efecto de interferencia
constructiva cuando la condición de ajuste de la fase es satisfecha, mientras que para otros
casos se generan grandes atenuaciones en la señal resultante. Otros dispositivos fotónicos
como los DFB permiten generar estructuras espectrales muy angostas en las características
de transmisión y/o reflexión, mientras que el control de la longitud de un defecto en el
grabado del dispositivo permite cambiar totalmente su comportamiento.
Una forma sencilla de generar interferencia utilizando dispositivos discretos de FO es me-
diante el uso de acopladores, los cuales permiten mezclar las señales ópticas. Algunos filtros
interferométricos implementados con acopladores y FBGs (como el MI o MZI) son amplia-
mente utilizados en muchos sistemas de comunicaciones actuales como filtros de canales
WDM, multiplexado por división de código (CDM) y multiplexación por división de tiem-
po (TDM), formando parte de sistemas de medición de diversas magnitudes físicas, como
ya mencionamos en el Capítulo 1, o bien empleados para la modulación de señales ópticas
en láseres de emisión pulsada de distinto tipo. La ventaja principal de su utilización es que
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Figura 3.16: (a) Esquema de un acoplador de FO de cuatro puertos, donde Lc es la longitud
de interacción que define el coeficiente de acoplamiento del dispositivo. (b) Intensidad de
salida de los puertos 3 y 4 del acoplador de FO en función del parámetro κLc.
son dispositivos compactos y muy sensibles frente a variaciones de la longitud de camino
óptico, mientras que permiten eliminar los problemas de alineamiento introducidos en una
implementación con espejos y divisores de haz (dispositivos de la óptica tradicional).
Un acoplador de FO es un dispositivo pasivo y bidireccional que permite dividir la inten-
sidad de la luz transmitida por una FO en dos haces, mediante el esquema mostrado en
la Fig. 3.16 (a). El funcionamiento es muy simple, si se inyecta luz en la rama 1 o 2, la
misma es dividida y transmitida a las ramas 3 y 4. Por otra parte, como un acoplador es
un dispositivo de cuatro puertos, se puede modelar mediante una matriz de transferencia
cuadrada como
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
R
S

 =

 cos(κLc) −isin(κLc)
−isin(κLc) cos(κLc)



A
B

 , (3.22)
donde R y S son las amplitudes de los campos eléctricos de salida (puertos 3 y 4), A y B
son las amplitudes en la entrada (puertos 1 y 2), κ es el constante de acoplamiento que
depende de los parámetros constructivos del acoplador (principalmente el solapamiento de
los modos propagados por ambas FOs) y Lc es la longitud de acoplamiento. El parámetro
κLc define el tipo de acoplamiento, 50:50, 40:60, 10:90, etc. En particular, si κLc = π/4
el acoplador es 50:50 y la intensidad de entrada es dividida en partes iguales a la salida
del mismo. En este caso, es también importante notar que las señales obtenidas en dichas
ramas de salida se encuentran desfasadas en π/2. En la Fig. 3.16(b) se puede observar la
intensidad normalizada de los campos eléctricos de salida en los puertos 3 y 4 del acoplador,
cuando se inyecta una señal de intensidad unitaria en el puerto 1 y nula en el puerto 2.
Este dispositivo es empleado muy frecuentemente en el diseño de sistemas de comunicacio-
nes por FO basados en arquitecturas del tipo FTTx (fibra para un hogar, un edificio, entre
otras). Estos sistemas de comunicación son denominados también redes ópticas pasivas o
PON, las cuales emplean dispositivos ópticos pasivos como acopladores y filtros para pro-
veer servicios de telefonía, Internet, video y audio de alta definición a múltiples usuarios,
como ya se analizó en el trabajo de mi autoría [77].
Implementación y caracterización espectral de un MI
El MI es un filtro pasabanda que puede ser implementado de formas diversas, por ejemplo,
mediante separadores de haz y espejos, o bien empleando un acoplador de FO y una única
FBG conectada a una de las ramas de salida del mismo (puertos 3 o 4 de la Fig.3.16
(a)). Este filtro sencillo funciona de la siguiente manera: la señal inyectada al acoplador
(puerto 1), que proviene de una fuente de luz coherente sintonizable en longitud de onda,
es transmitida hacia los puertos de salida del acoplador. La FBG refleja una banda de
longitudes de onda (como un espejo ideal de alta reflectividad y ancho espectral limitado),
mientras que las demás componentes espectrales se propagan a través de esta sin atenuación
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o distorsión alguna. Las distintas componentes espectrales de la señal son reflejadas hacia
los puertos de entrada del acoplador (puertos 1 y 2), donde se produce la interferencia.
Esta configuración básica presenta algunas limitaciones: la intensidad obtenida a la salida
(puerto 2) es atenuada 6dB para un acoplador del 50%, y la interferencia producida sobre
el puerto 1 coincide con la entrada del dispositivo, por lo que es necesario emplear un
aislador en dicha rama para evitar que parte de la energía reflejada retorne hacia la fuente.
Una solución al diseño anterior se encuentra agregando una segunda FBG en el puerto 4
del acoplador, de características idénticas a la ubicada en el puerto 3. De esta manera,
se obtiene un MI doble como se muestra en la Fig. 3.17. En este caso, los campos pro-
pagados hacia las FBGs están desfasados π/2 radianes entre sí, como se puede inferir de
la Fig.3.16 (b). Ambas FBGs reflejan las componentes espectrales de una misma banda y
los campos contrapropagantes viajan hacia los puertos de entrada del acoplador donde son
nuevamente desfasados en π/2 radianes, debido a la naturaleza bidireccional del mismo.
De esta manera, si las longitudes de las ramas de FO del interferómetro son ajustadas
adecuadamente, la señal obtenida en el puerto 1 está formada por dos componentes de
igual intensidad pero desfasadas en ∆θ = π, por lo cual la señal se anula debido al efecto
de la interferencia destructiva. En el mismo instante de tiempo, las señales reflejadas por
las FBGs se encuentran en fase sobre el puerto 2, o sea ∆θ = 0, por lo que estas ondas se
suman de forma constructiva. Debemos recordar, que el funcionamiento del interferómetro
se basa en la coherencia de las señales inyectadas al mismo. Si las ondas que ingresan al
filtro poseen una baja coherencia, la interferencia producida en las ramas 1 y 2 es débil
o bien nula. En este caso particular, la intensidad reflejada por las FBGs resulta en una
cuarta parte de la intensidad de entrada, cambiando el comportamiento del dispositivo y
limitando el sistema a una simple suma de intensidades.
El TMM también permite describir el comportamiento del interferómetro de una forma
analítica, empleando las características de transmisión y/o reflexión de los dispositivos
discretos que lo componen. Suponiendo que podemos escribir el coeficiente de reflexión de
una FBG en módulo y fase como ρ = |ρ|eφ, que el acoplador es del 50% (κLc = π/4) y
considerando que el campo a la entrada del acoplador es normalizado (A = 1 y B = 0),
59
Figura 3.17: Esquema de un MI implementado con un acoplador de FO y dos FBGs.
los campos a la salida del acoplador (puertos 3 y 4) pueden ser escritos en términos de la
Ec. 3.22 como
R3 = |ρ1(λ)|eiφ1(λ)cos(κLc)ei
2pineff
λ
2Lf1 (3.23)
S4 = −i|ρ2(λ)|eiφ2(λ)sin(κLc)ei
2pineff
λ
2Lf2 , (3.24)
donde Lf1 y Lf2 son las longitudes de FO entre las ramas 3 y 4 del acoplador y las FBGs,
mientras que el factor 2 relacionado a estas longitudes permite expresar la propagación de
ida y vuelta. Empleando estos y la Ec. 3.22 para calcular los campos de salida del filtro
(ramas 1 y 2 del acoplador) se obtienen las intensidades de salida como
|R1|2 = 12[2ρ
2
1cos
4(κLc) + 2ρ22sin
4(κLc)− ρ1ρ2sin2(2κLc)cos(∆θ)] (3.25)
|τMI |2 = |S2|2 = 14[ρ
2
1 + ρ
2
2 + 2ρ1ρ2cos(∆θ)]sin
2(2κLc). (3.26)
La rama de interés (puerto 2 del acoplador) expresa por medio de |τMI(λ)|2 la transmitancia
del filtro (suponiendo una entrada de intensidad unitaria), mientras que la diferencia de
fase se escribe como
∆θ = 2
[2πneff
λ
(Lf2 − Lf1) +
(φ2 − φ1)
2
]
. (3.27)
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Figura 3.18: (a) Intensidad de los campos eléctricos contrapropagantes que viajan hacia los
puertos 1 y 2 (salida del interferómetro). (b) Intensidad de los campos eléctricos propagados
por las FBGs. Ambos resultados son mostrados en función del detuning normalizado a
λBragg.
De esta manera, se puede inferir que, si la diferencia de fase es un múltiplo entero de 2π,
toda la energía será transmitida hacia el puerto 2 (la interferencia es constructiva) y el caso
contrario se presenta cuando la diferencia de fase es un múltiplo de π/2, como será visto
en el ejemplo que sigue a continuación. En la práctica, ∆θ puede ser ajustada de forma
mecánica, térmica, o empleando radiación UV sobre una de las FBGs aunque de forma
permanente [78, 79].
Los resultados analíticos encontrados pueden ser verificados mediante un ejemplo numérico
sencillo, observando las salidas del interferómetro por reflexión y transmisión de las FBGs.
Suponiendo que las FBGs que forman el filtro son idénticas, con λBragg = 1539nm, L ≈ 1
cm, δn = 20×10−5, |ρ|2 = 0,99 y ∆λBragg = 0,2nm, el acoplador es del 50% y las longitudes
Lf1 = Lf2 , se puede obtener la reflectividad del MI del puerto 2 del acoplador de FO, como
se observa en la Fig. 3.18 (a). Si la señal de entrada es monocromática (caso ideal) y de
igual intensidad para cada λ evaluada, la interferencia producida como consecuencia de la
señal propagada hacia la fuente (en el puerto 1) es destructiva, mientras que sobre el puerto
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Figura 3.19: Modulación de la intensidad transmitida por el puerto 1 (a) y 2 (b) en función
de la diferencia de camino normalizada a la longitud de onda de Bragg.
2 la interferencia es constructiva (las señales se suman en fase). En la Fig. 3.18 (b) se puede
observar la potencia transmitida desde los puertos 3 y 4 del interferómetro, la cual es nula
cuando |∆| < ∆λBragg/2 y es igual a 1/2, fuera del rango de longitudes de onda filtrado por
las FBGs. Esto se debe a que el acoplador divide la señal de entrada en dos componentes
de igual intensidad. Para obtener los resultados expresados en la Fig. 3.18, se supuso que la
diferencia de camino óptico entre las ramas del filtro era nula y que las FBGs son idénticas
en módulo y fase (resultando en la condición de ajuste, o bien, ∆θ =0). Estableciendo una
condición de desajuste del interferómetro, o sea ∆L = Lf1 − Lf2 6= 0, se puede observar
que la intensidad de salida del filtro (puerto 2 del acoplador) cambia con dicha diferencia
de camino óptico de forma periódica (con período es igual a ∆L = λBragg/2) y con una
ambigüedad en la fase de valor π, como se muestra en la Fig. 3.19. Por otra parte, el
comportamiento periódico del MI se establece generalmente para valores pequeños de ∆L
del orden del milímetro, dentro del límite impuesto por la coherencia espacial, calculado
por medio de la longitud de coherencia lc = c/(neff∆f) (∆f es el ancho de banda de
la señal). Cuando ∆L ≈ lc, los efectos de interferencia se desvanecen en detrimento del
funcionamiento del MI.
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Figura 3.20: Esquema de medición del filtro MI implementado con dos FBGs.
En general, el cambio del valor de la reflectividad del MI como función de una diferencia
de camino óptico puede ser empleado para modular las pérdidas de una cavidad láser
(suponiendo que es posible reemplazar una de las FBGs de la cavidad por un MI), o bien,
modulando la intensidad de salida de un láser mode locking, para obtener una emisión láser
de pulsos ultracortos, como los producidos en [80,81]. En estos casos se busca que la emisión
de salida sea nula para alguna condición de desajuste del interferómetro, la cual varía con el
tiempo. Una configuración análoga sería posible haciendo uso de un modulador de fase en
una de las ramas del MI, lo cual permitiría implementar otros sistemas láser con modulación
externa (por ejemplo, láseres activos que operan bajo un régimen mode locking). Con estos
nuevos sistemas se esperan alcanzar: emisiones láser con mayores frecuencias de repetición,
mayor flexibilidad en la elección de dicha frecuencia de salida, una mejor respuesta de la
fase de los pulsos generados (bajo nivel de jitter) y emisiones de mayor intensidad (respecto
a sistemas láser pasivos, o bien, sin modulación externa).
En la implementación del filtro se utilizó un acoplador 50% con un error absoluto de la
intensidad repartida entre las ramas del mismo menor al 5%, lo que permite producir
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una interferencia adecuada [40]. Mayores desviaciones de la constante de acoplamiento
del acoplador de FO se traducen en condiciones más complejas de ajuste del filtro. En el
armado del mismo con dispositivos discretos se debe tener especial cuidado en la elección
de las longitudes o tramos de FO (entre las ramas de acoplador de FO y las FBGs), de tal
manera de minimizar las diferencias de camino óptico que puedan existir entre las ramas 3 y
4. Las características medidas de las FBGs empleadas para la construcción del filtro fueron
λFBG1 = 1539,535 nm, ∆λFBG1 ≈ 0,15 nm, |ρFBG1|2 = 0,8 y LFBG1 = 1 cm para la FBG1,
mientras que para la FBG2, λFBG2 = 1539,589 nm y |ρFBG1|2 = 0,64. Los parámetros
restantes son análogos a los de la FBG1. Las longitudes de los tramos de FO tipo SMF28,
medidas entre el acoplador y las FBGs, fueron de 1,5 m aproximadamente, con un error
absoluto en la medida de la longitud menor a ± 1 mm. En la Fig. 3.20 se muestra un
esquema del sistema de medida implementado para la caracterización espectral del filtro.
El instrumental empleado para realizar esto fue: i) un láser sintonizable en longitud de
onda marca Nano Tuning Photonetic y un controlador de corriente y temperatura para
estabilizar la intensidad de salida del láser, ii) un medidor de potencia óptica marca Wandel
& Goltermann OMS-200, con dos canales conectados a dos módulos OLT-110 (rango de
intensidad entre 13 y -120 dBm, con resolución de 0,01 dB). El procedimiento para realizar
la medida es el siguiente: se realiza un barrido modificando la longitud de onda del láser y
se mide la intensidad en cada uno de los puertos del filtro. Debemos notar en este punto que
el mínimo cambio de longitud de onda para el láser sintonizable fue de aproximadamente
10 pm, por lo cual sólo se obtienen algunos puntos para definir la respuesta del filtro.
Sin embargo, y pese a este inconveniente práctico, es posible estimar las características
espectrales del filtro bajo una condición de ajuste, como veremos a continuación. En la
Fig. 3.21 (a) se muestra la medida de la transmitancia en el puerto 2 de salida, donde
se puede observar que el filtro está ajustado para reflejar una longitud de onda de 1539,6
nm en un ancho de banda medido de 0,14 nm (aproximadamente el ancho de banda de
las FBGs empleadas), alcanzando un factor de calidad medido Q ≈ 13,995×103. En la
Fig. 3.21 (b) se observa la medida de la transmitancia en los puertos 3 y 4 del filtro,
donde se muestra que la intensidad en cada puerto es aproximadamente la misma, como
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(a) (b)
Figura 3.21: (a) Medida de la intensidad sobre el puerto 2 del MI, obtenida por reflexión
de las FBGs. (b) Intensidad de los puertos 3 y 4, medidas por transmisión.
se verificó en las simulaciones previas. Las intensidades transmitidas a los puertos 3 y
4 son aproximadamente -50 dBm por lo que, en una condición de ajuste, la reflexión
debería ser próxima a los - 25 dBm (lo cual es similar al valor 6 µW, o bien - 22,2 dBm).
La diferencia de 2,8 dB entre una respuesta ideal y la medida se debe a que los valores
reales de las reflectividades de las FBGs no son idénticos, ni presentan un valor elevado,
como el especificado en las simulaciones (reflectividad del 99%). De esta manera, podemos
asegurar que el filtro implementado se encuentra convenientemente ajustado. En general,
los cambios en los valores de las reflectividades de las FBGs producen una disminución en
la reflectividad total del filtro.
Experimentalmente encontramos que el ajuste del filtro fabricado con componentes dis-
cretos puede ser fácilmente alterado bajo condiciones diferentes de medida, relacionadas
principalmente a cambios en la temperatura ambiente y de la polarización. Los cambios
de la intensidad en las ramas del interferómetro, debido a las variaciones de la tempera-
tura ambiente, están relacionados a la sensibilidad de las FBGs utilizadas (las cuales se
encuentran en contacto directo con el aire, si una cobertura aislante adecuada). Otro factor
importante para determinar un ajuste adecuado del filtro está relacionado a los efectos de
la polarización, introducida en el proceso de construcción del interferómetro mediante algu-
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nos dobleces de la FO. De forma práctica, para limitar los efectos de la polarización es muy
necesario fijar de forma mecánica todos los tramos de FO que componen el interferómetro
para garantizar la homogeneidad de los resultados. Para obtener resultados consistentes es
importante mencionar que se debió emplear el concepto de repetitividad, donde la precisión
de los mismos se produce bajo condiciones idénticas de operación y sobre un intervalo de
tiempo relativamente corto (durante algunos minutos y en el mismo día). De esta forma se
emplea el mismo equipamiento y se desafecta los errores sistemáticos introducidos por el
proceso de medida. Debemos mencionar que estos inconvenientes son subsanados mediante
el empleo de tecnologías del tipo planar ligthwave circuits (PLC), basadas en la fabricación
de guías de ondas acopladas y FBGs sobre un sustrato de un material transparente a la
luz [78, 82, 83].
MZI aplicado a la modulación de la intensidad en sistemas láser
Un esquema similar al anterior, pero que emplea dos acopladores de FO se muestra en la
Fig. 3.22 (a), se denomina MZI y permite generar interferencia sobre una señal transmitida.
El primer acoplador, divide la señal en dos haces de igual intensidad pero desfasadas en
π/2 una de la otra (como se ha mencionado anteriormente en la descripción del acoplador
de FO), mientras que el segundo toma dichas señales y las encamina hacia los dos puertos
de salida. Sobre uno de los puertos se produce interferencia destructiva, resultando en
una señal de intensidad nula, mientras que sobre el otro las ondas concurren de forma
constructiva, como se puede observar en la Fig. 3.22 (b). Debemos notar que los cambios
de intensidad se expresan para pequeños desplazamientos de la fase, por lo que estos
dispositivos presentan un alta sensibilidad a las variaciones de camino óptico (producidas
por las ramas de FO entre ambos acopladores).
En particular, un MZI construido con acopladores y FBGs es empleado para encaminar
señales WDM [10,78,79], como se puede observar en la Fig. 3.23. Esta configuración agrega
un grado más de libertad a la condición de ajuste de la fase debido a la introducción de
dos nuevos tramos de FO cuyas longitudes son Lf3 y Lf4 . Realizando un análisis similar al
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Figura 3.22: (a) Esquema de un interferómetro de Mach-Zehnder formado por dos acopla-
dores de FO del 50%. (b) Intensidades transmitidas en función del desplazamiento de la
fase ∆φ (debido a una diferencia de camino óptico entre las ramas del MZI).
anterior, e inyectando una fuente de luz coherente al puerto P11 que se puede sintonizar
en longitud de onda λ, se obtiene la salida debida a la reflexión de los campos eléctricos
contrapropagantes en el puerto P21 (de forma análoga a la respuesta de un filtro MI).
Además, las componentes espectrales transmitidas a través de las FBGs se propagan hacia
los puertos P12 y P22 del segundo acoplador de FO, resultando en las siguientes expresiones
τ12(λ) = τFBG1(λ)e
i
2pineff
λ
(Lf1+Lf3) (3.28)
τ22(λ) = τFBG2(λ)e
i
2pineff
λ
(Lf2+Lf4 ), (3.29)
donde τFBG1 y τFBG2 son los coeficientes de transmisión de las FBGs, los cuales pueden
ser expresados en módulo y fase, de forma análoga al coeficiente de reflexión definido en
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Figura 3.23: Esquema de un interferómetro de Mach-Zehnder formado por dos acopladores
de FO y dos FBGs.
el MI. Las señales provenientes de ambas FBGs pasan a través del segundo acoplador y
son sumadas en fase en el puerto P42 y en contra fase sobre el puerto P32. De esta manera,
cuando el inteferómetro se encuentra ajustado, la salida resultante en el puerto P32 es
nula y toda la intensidad de las señales que se encuentran fuera del ancho de banda de
las FBGs es transferida al puerto P42. En caso contrario, cuando el filtro se encuentra
desajustado, los niveles de intensidad (fuera de banda) se reparten entre ambos puertos
(P32 y P42). Considerando que la salida en P32 es nula (condición de ajuste del filtro), es
posible reinyectar una nueva señal al filtro, cuya composición espectral no debe presentar
un ancho de banda mayor al filtrado por las FBGs. De forma analítica, la transmitancia
en los puertos P32 y P42 se puede obtener mediante las Ecs. 3.28 y 3.29, y haciendo uso de
la función de transferencia del acoplador definida por la Ec. 3.22, de tal forma que
|P32|2 = cos2(κLc)τ 2FBG1 + sin2(κLc)τ 2FBG2+
+sin(2κLc)τFBG1τFBG2sin
(2πneff
λ
(Lf1 + Lf2 + Lf3 + Lf4)
) (3.30)
|τMZ |2 = |P42|2 = cos2(κLc)τ 2FBG2 + sin2(κLc)τ 2FBG1+
+sin(2κLc)τFBG1τFBG2sin
(2πneff
λ
(Lf1 + Lf2 − (Lf3 + Lf4))
)
,
(3.31)
donde |τMZ |2 es la transmitancia del filtro, para la cual se han despreciado los factores de
la fase introducida por las FBGs. Nuevamente, suponiendo que las FBGs empleadas son
idénticas, la diferencia de camino óptico se traduce en una diferencia de fase que permite
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Figura 3.24: (a) Intensidad de los campos eléctricos contrapropagantes que viajan hacia
los puertos 11 y 21 (salida del interferómetro por reflexión). (b) Transmitancias de salida
del MZI.
seleccionar la condición de ajuste del interferómetro, o bien
∆θ =
[2πneff
λ
(
Lf1 + Lf2 − (Lf3 + Lf4)
)]
, (3.32)
donde se observa que presenta un factor de escala igual a 1/2, respecto a la Ec. 3.27
encontrada para el MI. Considerando que los tramos de FO del MZI son de longitud
Lf1 = Lf2 e iguales a Lf3 = Lf4 de tal manera que ∆θ =0, y las FBGs son idénticas a las
empleadas para el MI, se pueden calcular las intensidades de salida del MZI. La Fig. 3.24
(a) muestra la transmitancia en los puertos P11 y P21 del filtro, las cuales son idénticas a las
vistas para el MI, mientras que en la Fig. 3.24 (b) se observa la transmitancia en los puertos
P32 y P42 de salida del MZI. La intensidad en el puerto P32 es nula y presenta un valor
unitario en P42, salvo para el rango de longitudes de onda filtradas por las FBGs. Realizando
un análisis similar al del MI y suponiendo que un desajuste en la fase es producido por
un cambio de la longitud Lf3 , en la Fig. 3.25 se puede observar el cambio de la intensidad
propagada hacia los puertos de salida para diferentes valores de ∆L = Lf4 − Lf3 . Se
observa que la ambigüedad de la fase es el doble que en el caso del MI, esto se debe a
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(a) (b)
Figura 3.25: Intensidad de los campos eléctricos propagados en función del desajuste de
fase ∆θ. (a) Respuesta del puerto de “subida” del interferómetro en función del desajuste.
(b) Transmitancia de salida para diferentes condiciones de ajuste.
que ∆θMI = 2∆θMZ , mientras que el MZI responde de la misma manera para los valores
de longitudes de onda filtrados por las FBGs. Sin embargo, el valor de la intensidad para
longitudes de onda que cumplen con la condición |∆| > ∆λBragg/2 es alterado por la acción
del desajuste en la fase ∆θ, el cual funciona en la forma de una interferencia destructiva
para P32 y al mismo instante de tiempo lo hace en forma constructiva sobre el puerto de
salida P42.
Este tipo de dispositivos son muy utilizados como moduladores de intensidad, fabricados
con guías de onda ópticas sobre sustratos de LiNbO3, los cuales son empleados en trans-
misores para modular láseres de distinto tipo como: CW, DFB y de emisión pulsada en
régimen mode locking, entre otros [42, 84–86]. La ventaja de un MZI frente a un MI, en la
implementación de un sistema de modulación para un láser de FO, es que permite modifi-
car fácilmente las pérdidas mediante un cambio de la intensidad de las señales propagadas
por el mismo. Esta característica ha dado origen a diversas publicaciones y patentes rela-
cionadas con láseres de FO que operan en régimen mode locking [29,41,87]. Estos sistemas,
generalmente formados con cavidades tipo anillo, son muy eficientes y permiten generar
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Figura 3.26: Esquema de medición del MZI implementado con dos acopladores de FO y
dos FBGs.
trenes de pulsos de muy alta frecuencia y bajos niveles de jitter.
La implementación real de un MZI se realizó partiendo de la extensión del MI anterior-
mente descrito y el uso de un acoplador de FO adicional, como presenté oportunamente en
mi trabajo [40]. El acoplador introducido presenta características similares a las ya men-
cionadas, mientras que las longitudes de los tramos de FO tipo SMF28 entre las FBGs y el
segundo acoplador son del orden de los 1,5 m, con un error en la medición de la longitud
del orden de ± 2 mm. Sin embargo, y como podremos observar en la caracterización es-
pectral que se muestra a continuación, el ajuste del filtro (para establecer la condición de
ajuste de la fase donde la intensidad de la interferencia es máxima) resulta más complejo
que para el caso del MI. Esto se debe principalmente a que el sistema es más sensible
frente a un cambio en la diferencia de camino óptico entre las ramas del interferómetro,
como hemos podido comprobar mediante la Ec. 3.32 y en las simulaciones mostradas en
la Fig. 3.25. El esquema de medida empleado para la caracterización espectral del MZI es
análogo al empleado anteriormente para el MI y se muestra en la Fig. 3.26. La Fig. 3.27
(a) muestra las medidas por reflexión de las FBGs, utilizadas en la implementación del MI
y MZI (medidas de forma separada con un único acoplador de FO). Se observa que las
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(a) (b)
(c) (d)
Figura 3.27: (a) Intensidad reflejada por cada una de las FBGs empleadas en la implemen-
tación del MI y MZI (medidas de forma separada). (b) Medida de la intensidad sobre el
puerto 2 del MZ, obtenida por reflexión de las FBGs. (c) Señal fotodetectada en los puertos
3 y 4 del MZI para una condición de ajuste adecuada. (d) Intensidad de los puertos 3 y 4
para un desajuste del MZI.
FBGs presentan características espectrales similares (reflectividad, ancho de banda y lon-
gitud de onda de Bragg), como ya mencionamos anteriormente. En la Fig. 3.27 (b) se
muestra la intensidad reflejada por el MZI en el puerto P21, para una condición de ajuste.
Las intensidades medidas en los puertos P32 y P42 pueden ser vistas en la Fig. 3.27 (c)
y (d). La Fig. 3.27 (c) muestra un ajuste adecuado del MZI, alcanzando una diferencia
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de intensidades entre las ramas de aproximadamente 20 dB (o 100 veces). Esta condición
se produce cuando las longitudes de camino óptico son ajustadas igualando las longitudes
de las ramas con un error de ± 2 mm o menor. Sin embargo, como ya mencionamos, los
cambios de temperatura producen un corrimiento en las características espectrales de las
FBGs, modificando la respuesta de fase del dispositivo y generando un desajuste. Nueva-
mente, se debe emplear el concepto de repetitividad para obtener resultados homogéneos
y comparables. En la Fig. 3.27(d) se observa la medida intensidad de los mismos puertos
(3 y 4) pero bajo otra condición, para la cual se ha inducido un cambio de la polarización
y/o birrefringencia sobre una de las ramas del filtro (enrollando la FO), alcanzando una
diferencia de 10 dB entre las ramas (condición de desajuste de MZI).
Un desajuste o desbalance del MZI, que bajo estas condiciones es denominado también
UMZI, puede ser utilizado para generar nuevas componentes espectrales en sistemas láser
que trabajan en régimen APM, como describen en sus trabajos Vasseur y Li [86,88]. Bajo
estos esquemas, el MZI funciona de dos maneras diferentes al mismo tiempo. Por un lado,
permite modular las pérdidas dentro o fuera de una cavidad láser en configuración de anillo,
mediante el empleo de un modulador de fase, induciendo una salida pulsada a intervalos de
tiempo muy precisos. Por otra parte, el desbalance permite generar otras componentes de
frecuencia, las cuales presentan un chirp debido a la dispersión de tercer orden introducida
por una de las ramas de interferómetro, como se observa en la referencia [86]. De esta
manera, el uso de las FBGs en la ecualización de la característica espectral de la emisión
láser, en sistemas que operan en régimen APM y, en la generación de nuevas componentes
espectrales, permite alterar el comportamiento temporal de estas señales.
Finalmente, la aplicación de estos dispositivos en sistemas de transmisión de canales WDM,
requiere regularmente de todo tipo de compensaciones (de intensidad y fase) y sincronismo
(para encaminar la información a diferentes puntos de una red óptica). En sistemas de co-
municaciones, se emplean para “bajar” determinados canales en puntos intermedios de una
red óptica y “subir” otros que desean ser retransmitidos (dispositivos add-drop) [89,90], evi-
tando los problemas de la conversión OE y EO producidos por repetidores optoelectrónicos
y sin necesidad de un corte del servicio [91, 92].
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3.2.3. Implementación de líneas de retardo ópticas para un sis-
tema de OBF
En general, un haz electromagnético (EM) se puede formar en el espacio libre mediante la
excitación de un elemento radiante o antena de radiofrecuencia (RF), mientras que el direc-
cionamiento del mismo se puede realizar desplazando la fase de las señales inyectadas a cada
uno de los elementos de un conjunto de antenas, denominado phased-array antenna (PAA).
Este conjunto de elementos radiantes genera una interferencia constructiva/destructiva en
una cierta región del espacio (localizada sobre un plano, o un volumen, o bien empleando
múltiples dimensiones), con el fin de dirigir la radiación en forma de haz en una dirección
deseada, como describe en su libro Mailloux [93]. Un PAA se compone de un conjunto
de antenas separadas regularmente a una distancia fija, en la que cada una de estas tiene
asociado un desplazador de fase [94]. Los métodos para generar estos retardos de la fase son
diversos y se denominan generalmente como sistemas de formación de haz o beamforming.
En la Fig. 3.28 se puede observar un diagrama general, el cual contiene un PAA, módulos
de potencia de RF conectados al PAA y un sistema de beamforming que permite producir
cada uno de los retardos necesarios. Estos sistemas pueden ser desarrollados mediante téc-
nicas analógicas de RF (basados en la electrónica de microondas), aunque nuevas técnicas
emplean procesamiento digital y sistemas ópticos para generar los desplazamientos de fase
o retardos, con el fin de mejorar la sensibilidad. Las aplicaciones relacionadas a los PAA
son diversas y van desde los sistemas de radar [51,58], pasando por su aplicación en radio
astronomía [57, 95] y en sistemas distintos sistemas de comunicaciones [59, 96].
En general, un obstáculo importante en el diseño de un sistema PAA con desplazadores de
fase de banda ancha es que las características espectrales de los desplazadores analógicos
presentan un ancho de banda limitado, como describe en su tesis Fakharzadeh [97]. Por
lo tanto, cuando se producen desviaciones de la frecuencia de la portadora de microondas,
el haz principal se desvía de la dirección deseada produciendo un estrabismo del mismo,
también llamado squint [43]. Otra desventaja de los desplazadores de fase analógicos es que
su pérdida de inserción no es balanceada (no es homogenea y depende de la frecuencia), lo
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Figura 3.28: Esquema de un phased-array antenna (PAA) para la formación de haces de
RF o beamforming. El procesamiento puede ser implementado mediante desplazadores de
fase en el dominio analógico, de forma digital, o bien en el domino óptico mediante el diseño
de líneas de retardo.
que implica que la respuesta de amplitud de la red de beamforming se ve alterada [98]. En
general, estos sistemas presentan alguna de las siguientes características: las frecuencias de
interés se extienden desde la banda L (1-2 GHz) hasta la banda X (alrededor de 8 GHz); la
potencia de transmisión depende de la arquitectura y no existen limitaciones, van desde 10
W hasta 1 kW y más; el ancho de banda típico es comprendido entre 1-100 MHz (general-
mente dependientes de la capacidad de muestreo de los conversores analógico/digitales AD
empleados en la recepción); en transmisión se emplean señales pseudoaleatorias (PRBS)
moduladas con señalización de fase binaria (BPSK); la potencia recibida en la antena es
muy baja, del orden de -100 dBm y hasta el límite impuesto por la figura de ruido y la
ganancia de procesamiento las cuales dependen de la modulación empleada, mientras la
sensibilidad del receptor es determinada por el ancho de banda de predetección (ancho de
banda del filtro de frecuencia intermedia). Actualmente se emplean tanto técnicas digita-
les como ópticas, por lo que el ancho de banda del filtro de una implementación digital
(relacionado con el tiempo de integración) define también la sensibilidad de recepción.
En los últimos años, la tecnología direct digital synthesis (DDS) de semiconductores ha
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Figura 3.29: Línea de retardo ópticas basadas FO estándar y FBG. Se expresa una única
línea o rama del sistema de OBF donde se muestran los principales componentes del mismo.
proporcionado una solución interesante en el procesamiento digital de las señales.
Una solución óptica en la implementación de las líneas de retardo puras brinda varias
ventajas, algunas de las cuales son: incremento notable en la sensibilidad del sistema (pro-
cesamiento de señales de gran ancho de banda), inmunidad a fuentes de EMI externas y
fácil implementación del sistema con elementos discretos de FO, entre otras. En general, un
sistema de beamforming óptico (OBF) se basa en la utilización de líneas de retardo puras
implementadas en el dominio óptico y denominadas como true-time delay (TTD), en lugar
de los desplazadores de fase analógicos implementados mediante las técnicas anteriormente
mencionadas [99]. De esta forma, para dirigir el haz EM por medio del PAA, es necesario
sintonizar adecuadamente las distintas líneas de retardo que componen el OBF. Un con-
junto de líneas de retardo de variación continua permite dirigir el haz EM en cualquier
dirección (no sólo ángulos discretos), dentro de la región de cobertura acotada y de forma
precisa.
Una implementación típica de las TTD se basa en el empleo de FBGs [100, 101]. En la
Fig. 3.29 se puede observar un esquema básico de esta configuración, donde se representa
una única rama del sistema de OBF por simplicidad. El láser sintonizable en longitudes
de onda es empleado para iluminar las FBGs de forma selectiva mientras que, a través
de las TTDs, se generan los retardos de las señales ópticas que llegan luego la etapa de
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conversión OE. Un modulador del tipo MZI o bien de electroabsorción, se encarga de
modular la portadora de luz, la cual se encuentra generalmente dentro de la banda C o L
del espectro óptico, mediante una señal eléctrica externa de RF. El circulador encamina
la luz de la fuente hacia las FBGs, las cuales producen una reflexión que depende de la
longitud onda de la fuente láser. Luego, la señal óptica reflejada es retardada de forma
diferente para cada una de las FBGs cuyas longitudes de onda de Bragg son iguales a
λ1, λ2, ..., λn. El número de FBGs depende de la resolución del sistema OBF elegida (número
de ángulos, en un rango limitado por el campo de visión (FOV) de alrededor de 120◦). Por
otra parte, el número de líneas de FO del OBF depende del PAA implementado. De esta
manera, el conjunto de FOs y FBGs produce los retardos controlados para cada uno de
los ángulos requeridos θ1, θ2, ..., θn, y la señal reflejada por las FBGs es encaminada por
los circuladores hacia la etapa de conversión OE (basada en fotodetectores y una etapa
que consiste en un amplificador electrónico de transimpedancia). Luego, la señal eléctrica
debe ser reacondicionada para ser inyectada adecuadamente en el PAA, donde se logra
la conformación del haz electromagnético en una dirección establecida. El retardo de la
onda electromagnética generada por dos elementos de antena vecinos (separados en una
distancia d = λRF/2 = c/(2fRF )) se calcula mediante la siguiente ecuación
∆t =
d
c
sin(θ), (3.33)
donde d es la distancia entre elementos de la antena y θ es el ángulo producido entre los
dos haces propagados. Luego, ese retardo temporal traducido al dominio óptico se expresa
por medio de una distancia de propagación en la FO hasta alcanzar una de las FBGs, y se
expresa como
2∆L = vpropFO∆t =
c∆t
n0
=⇒ ∆L = λRF sin(θ)
4n0
, (3.34)
donde vpropFO es la velocidad de propagación de una onda o campo electromagnético por una
FO cuyo índice de refracción efectivo es n0 y θ es igual al valor del ángulo de beamforming.
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Simulación del sistema de OBF propuesto
Con el fin de realizar una simulación del sistema OFB más cercana a la realidad, se utilizó
una herramienta de cálculo de sistemas ópticos en el cual se tuvieron en cuenta la mayoría
de los parámetros de los dispositivos discretos que serán mencionados a continuación.
En nuestro trabajo [43] se modeló un PAA de 4 antenas isotrópicas (4 FOs) y empleando 3
FBGs por cada FO, una para cada ángulo (θ1 = 45◦, θ2 = -45◦ y θ3 = 0◦). La distribución
de las longitudes de onda de los láseres empleados se corresponden con las longitudes de
onda de las FBGs utilizadas en el diseño de las TTD. Las FBGs empleadas presentan un
valor de reflexión elevado, de 99% para las longitudes de onda de Bragg elegidas (λ3 = 1550
nm, λ2 = 1551 nm y λ1 = 1552 nm) y un ancho de banda medido a 3 dB igual a 0,2 nm
(aproximadamente 25 GHz). Suponiendo que son FBGs uniformes, se las puede modelar
con una longitud física del orden de 6 mm y una variación máxima de índice de refracción
δn = 25×10−5. En general, las FBGs introducen una pequeña distorsión de fase la cual
será analizada al final de esta sección, relacionada a los resultados de [43]. La separación
espectral entre las FBGs es igual a 1 nm para evitar problemas de crosstalk debido a la
interferencia de los lóbulos laterales de las mismas, y además permite acotar los efectos
del cambio de la velocidad de grupo (cuyo valor depende de la longitud de onda de la luz
transmitida). Un espaciado menor se puede lograr empleando técnicas de apodización en
el grabado de las FBGs. Sin embargo, un espaciamiento espectral mayor entre las FBGs
provoca que algunos parámetros del sistema, como la velocidad de grupo vg y/o el β2 de
la FO, adquieran un valor diferente para cada longitud de onda, alterando la respuesta de
fase del OBF. En esos casos, se debe recurrir a una ecualización de las TTD para minimizar
los efectos de la distorsión introducida.
Suponiendo que la longitud de onda de la señal electromagnética propagada en el aire es
λRF = c/fRF ≈ 0,3 m (para fRF = 1 GHz) y la distancia de separación entre elementos de
la antena es d = λRF/2 = 0,15 m, se puede estimar el diagrama de retardos. En la Tabla 3.1
se puede observar el diagrama de retardos temporales que produce un direccionamiento de
3 haces como los especificados, mientras que en la Tabla 3.2 se expresan las longitudes de
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θ[◦] Retardo [ps] t1[ps] t2[ps] t3[ps] t4[ps]
0◦ 0 0 0 0 0
-45◦ -353,55 4∆t = -1414,2 3∆t = -1060,65 2∆t = -707,1 1∆t = -353,55
45◦ |∆t| = 353,55 5∆t = 1767,75 6∆t = 2121,3 7∆t = 2474,85 8∆t =2828,4
Tabla 3.1: Diagrama de retardos especificado por las FBGs para un sistema OBF de 3
ángulos y un PAA formado por 4 antenas isotrópicas. La primera fila indica los 4 retardos
(tn con n = 1, 2, 3 y 4) debidos a las FBGs ubicadas en una posición de referencia (∆z =
0).
Línea de OBF θ3 = 0◦ θ1 = −45◦ θ2 = 45◦
1 0 4∆z = 145,19 mm 5∆z = 181,49 mm
2 0 3∆z = 108,89 mm 6∆z = 217,79 mm
3 0 2∆z = 72,59 mm 7∆z = 254,09 mm
4 0 ∆z = c∆t/(2n0) = 36,29 mm 8∆z = 290,38 mm
Tabla 3.2: Ubicación espacial de las FBGs para un sistema OBF de 3 ángulos y un PAA
formado por 4 antenas isotrópicas. La primera columna, ángulo θ3 = 0◦, expresa el punto
de referencia desde donde se miden las distintas longitudes de FO entre las FBGs del OBF.
los tramos de FO entre las distintas FBGs.
En general, los dispositivos discretos empleados en el diseño del sistema de OBF fueron
seleccionados del catálogo de Thorlabs. Se emplean 3 láseres de semiconductor modelo
SFL1550P (longitudes de onda admisibles 1550-1562 nm, con un error absoluto de± 0,5nm)
de longitud de onda fija en vez de un láser sintonizable para simplificar el modelo numérico.
El láser DFB presenta un valor aproximado de ancho de banda igual a 50 kHz, un valor
de densidad espectral de ruido de intensidad relativa RIN igual a -150 dB/Hz y presenta
una intensidad de emisión máxima de 50 mW. El modulador seleccionado es un modulador
Mach-Zehnder de LiNbO3 modelo LN56S y presenta un ancho de banda de 10 GHz. El
fotodetector seleccionado modelo FGA04 presenta una responsividad relativamente plana
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Figura 3.30: Señales fotodetectadas en la etapa de conversión OE, las cuales son even-
tualmente amplificadas para excitar el PAA. Se muestra la salida para (a) θ3 = 0◦ y (b)
θ2 = 45◦.
en toda la banda de longitudes de onda utilizada, mientras que su valor es próximo a 0,9
± 0,05 A/W en 1550nm. Además, presenta un valor de dark current igual a 0,5 nA para 5
V y una potencia equivalente de ruido (NEP) igual a 1,5×10−15 W/√Hz (potencia óptica
mínima para generar una corriente eléctrica en los terminales del fotodetector, el valor se
expresa en unidades de la PSD). El tiempo de subida y/o bajada es próximo a los 100
ps para 5 V y la capacidad de juntura es muy pequeña del orden de 1 pF para 5 V. El
valor de la capacidad es un factor limitante en la detección de señales con gran ancho
de banda. Un circulador estándar modelo 6015-3 presenta las siguientes características:
rango de longitudes de onda de trabajo entre 1525-1610 nm, potencia máxima de 500mW,
pérdida de inserción de IL = 0,8 dB, pérdida de retorno RL ≥ 50 dB y una aislación
mayor a I = 40 dB. El acoplador seleccionado modelo FCQ1315 presenta una pérdida de
inserción de IL = 0,2 dB y opera en un ancho de banda de ± 40 nm sobre una longitud
de onda de trabajo de 1550 nm. Particularmente, un acoplador 1×4 divide la potencia en
partes iguales, por lo tanto se pierden alrededor de 6 dB adicionales (pérdida de inserción).
Las señales fotodetectadas por la etapa de conversión OE pueden ser vistas en la Fig.3.30,
donde se puede observar el retardo relativo de cada una de las señales eléctricas generadas.
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Figura 3.31: Generación de los haces electromagnéticos mediante un sistema OBF y un
PAA formado por 4 antenas isotrópicas. Los diagramas muestran la potencia del campo
resultante medida a 300 m del PAA, para los ángulos de diseño especificados. (a) θ3 = 0◦.
(b) θ2 = 45 ◦. (b) θ1 = -45 ◦.
Además, se observa que las señales presentan un muy bajo nivel de distorsión armónica
para distintos valores de intensidad óptica evaluada, sobre un enlace de longitud igual a
500 m (entre el sistema OBF y el PAA). Las señales obtenidas mediante un fotodetector
tipo PIN y un filtro de Bessel de cuarto orden, empleado para limitar el ruido presente en
la señal fotodetectada [102], permiten generar los siguientes patrones de irradiación EM
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normalizados para un PAA medido a una distancia de 300 m, como se puede observar en
las Figs. 3.31. Como se mencionó de forma implícita en la Fig. 3.28, el campo eléctrico
resultante se calcula como la suma de los campos eléctricos generados por cada uno de
los elementos radiantes del PAA, mientras que la potencia de RF queda definida como
|E|2 = |E1 + E2 + ... + En|2, donde En es el campo eléctrico transmitido por el n-ésimo
elemento del PAA.
Una forma de estimar el desempeño del sistema propuesto es medir la relación portadora
a ruido o CNR. Esta medida se logra obteniendo una relación entre la portadora y el piso
de ruido, medido a 500 kHz de la misma, según especifica la norma mencionada en el
libro de Keiser [6]. Fijando la resolución espectral debida al procesamiento discreto, o sea
∆f = fs/N , donde N es el número de muestras y fs la frecuencia de muestreo, se logra una
resolución espectral igual a 40 kHz y se logra medir un valor CNR = 30 dB, como se muestra
en la Fig. 3.32 (a). La diferencia entre el valor establecido para la portadora y el medido
está relacionado con los problemas de muestreo de las señales coherentes, para las cuales
se debe emplear una gran cantidad de puntos (N) y una frecuencia de muestreo elevada
(lo que complica la medida pues las señales a muestrear son de alta frecuencia). A pesar
de estos inconvenientes, como hemos visto, es posible establecer una cota aproximada del
valor de CNR. Para evaluar el peso de la generación de armónicas en el sistema debidas a
procesos lineales y no-lineales de sus componentes se estima la intermodulación de segundo
orden y tercer orden (CSO y CTB, respectivamente) según se especifica en el libro de Pastor
Abelián [103]. Para el cálculo de la CSO se fija la intensidad del láser a un valor minimo
que permita medir dicho efecto (en nuestro caso 5 mW) y se excita el modulador EO con
dos portadoras, una de frecuencia f1 = 1 GHz y otra igual a f2 = 1,1 GHz. El valor
resultante de CSO para esta condición fue igual a 34,48 dB a (100 MHz y 2,1 GHz), como
se muestra en la Fig. 3.32 (b). Estos valores son correspondientes a las frecuencias f2−f1 y
f1+ f2. Finalmente, la intermodulación de tercer orden (correspondientes a las frecuencias
2f1 − f2 = 900 MHz y 2f2 − f1 = 1,2 GHz) resulta en un valor igual a 29,3 dB. De esta
manera, los valores medidos para la CNR, CSO y CTB son adecuados a lo que indican
las normas mencionadas en [6, 103] y, para este caso, el efecto de las no-linealidades del
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Figura 3.32: (a) Estimación de la relación portadora ruido del sistema OBF. (b) Medida
de distorsión de segundo orden y de tercer orden relacionada a los productos de intermo-
dulación mencionados.
sistema puede ser despreciado.
Finalmente, en nuestro trabajo [43], se introduce una discusión respecto del efecto de las
características de fase de las FBGs y por consecuente en la generación del haz EM producido
por el PAA. Se estudiaron tres posibles variables como: el cambio de la longitud de onda
de Bragg de los filtros empleados, la desviación de la longitud de los tramos de FO que
definen los retardos para cada caso y la modificación de la longitud de onda de los láseres.
Todos los parámetros mencionados fueron tratados de forma estadística mediante el uso de
distintas distribuciones normales, con valores típicos para la media y la desviación estándar.
A partir de los resultados obtenidos mediante simulaciones, se puede observar que un error
en la longitud de onda de Bragg con desviación estándar de 0,066 nm (aproximadamente un
tercio del ancho de banda) produce la mayor distorsión en el patrón de irradiación, mientras
que los desajustes de otros parámetros no tienen mucha influencia para los valores típicos
considerados. Teniendo en cuenta este resultado, se debe prestar especial atención en la
fabricación de las FBGs, con el fin de obtener un patrón de irradiación lo más cercano
posible del ideal.
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3.2.4. Método de caracterización de pulsos basado en un dispo-
sitivo fotónico y dispersivo
En esta sección se propone y analiza un nuevo método para caracterizar pulsos de luz tanto
en intensidad como en fase, basado en una de las propiedades de función de distribución
de Wigner (WDF). Esta función permite representar señales mediante un espacio de fase
tiempo-frecuencia, como se describe en nuestro trabajo [44] y previamente en [104]. Pa-
ra la implementación de este sistema se utilizan dispositivos ópticos pasivos tales como:
acopladores y circuladores de FO, detectores de semiconductor y una FBG no-uniforme
(LCFBG), que introduce una cierta cantidad de dispersión a los pulsos de entrada de forma
controlada. La recuperación de la información completa del pulso (amplitud y fase) per-
mite llevar a cabo dos aplicaciones muy importantes en el área de las telecomunicaciones.
Por un lado, si el pulso recuperado se trata de un pulso transmitido por medio de una FO,
se pueden realizar estimaciones de los parámetros responsables de la distorsión del mismo,
lo que brinda información de la respuesta general del canal de transmisión. En este sen-
tido, la información obtenida del mismo podría servir en el diseño de nuevos dispositivos
que permitan llevar a cabo operaciones de reformateo, ecualización y/o compresión de los
pulsos detectados.
En general, la elección del elemento dispersivo es la parte crítica del método propuesto.
Una LCFBG es un dispositivo compacto que permite introducir una dispersión contro-
lada mediante sus parámetros de diseño con una muy baja atenuación. Los parámetros
constructivos de la LCFBG, relevantes para la implementación del método son: la longi-
tud, la máxima variación del índice de refracción y el período de grabado que determinan
las características de la LCFBG. Mediante estos parámetros se puede estimar el ancho
de banda y la pendiente del retardo de grupo de dicho dispositivo, los cuales se encuen-
tran unívocamente relacionados. La elección de la pendiente del retardo de grupo de la
LCFBG permite determinar el factor de modulación del espectro Φr20 de la señal que se
desea analizar. La desventaja de emplear este tipo de dispositivos puede ser observada en
la distorsión que introduce al sistema de recuperación de los pulsos mediante un ripple que
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se encuentra presente en la característica del retardo de grupo de la LCFBG, inherente a
estos componentes. Sin embargo, como podremos observar, un proceso de apodización de
la LCFBG, realizado durante la fabricación de la misma, permite una recuperación de los
pulsos adecuada con un error muy pequeño.
Descripción del método
El método está basado en la relación que existe entre el momento de primer orden de
la WDF asociada a una señal y su frecuencia instantánea, expresión que se escribe por
comodidad en función de la frecuencia angular ω = 2πf , como Ec. 3.35.
∫
∞
−∞
ωWu(t, ω)dω =
∂φ(t)
∂t
|u(t)|2, (3.35)
siendo Wu(t, ω) la WDF asociada a la señal u(t) = |u(t)|exp(iu(t)), definida como
Wu(t, ω) =
∫
∞
−∞
u(t+ τ/2)u∗(t− τ/2)e−iωτdτ
=
1
2π
∫
∞
−∞
U(ω + Ω/2)U∗(ω − Ω/2)e−iΩtdΩ,
(3.36)
donde U(ω) representa la transformada de Fourier de u(t).
El dominio de la WDF asociada a una señal cuya fase espectral es modulada en forma
cuadrática, o sea H(ω) = exp(−Φr20ω2/2) y sufre un desplazamiento en el sentido del eje
temporal, es decir,
Wuf (t, ω) = Wu(t− Φr20ω, ω), (3.37)
siendo Wu y Wuf las WDFs asociadas a las señales original y filtrada, respectivamente. La
intensidad temporal o instantánea de la señal modulada se puede escribir como
Iuf (t) = |uf(t)|2 =
∫
∞
−∞
Wuf (t, ω)dω =
∫
∞
−∞
Wu(t− Φr20ω, ω)dω, (3.38)
Derivando la Ec. 3.37 respecto del coeficiente de modulación Φr20 se puede demostrar que
∂Iuf (t)
∂Φr20
= − ∂
∂t
[∫
∞
−∞
ωWudω
]
. (3.39)
85
Finalmente, si se reemplaza la Ec. 3.35 en esta última, se obtiene
∂Iuf (t)
∂Φr20
= − ∂
∂t
[
Iu(t)
∂φ(t)
∂t
]
. (3.40)
La Ec. 3.40, que es a veces llamada ecuación de transporte de intensidad temporal, ha
sido utilizada para medir cambios en la fase temporal inducidos por la SPM y XPM, como
muestra en su trabajo Dorrer et.al. [105]. Empleando la Ec. 3.40 es posible recuperar la fase
de una señal, sin embargo, para obtener un procedimiento realizable es necesario introducir
ciertas aproximaciones. Primero, la derivada respecto del coeficiente de modulación puede
ser reemplazada por una aproximación en diferencias finitas centrada como
∂Iuf (t)
∂Φr20
∼= Iuf (t)|Φ
r
20
− Iuf (t)|−Φr20
2Φr20
. (3.41)
La modulación de fase espectral cuadrática puede ser producida mediante la transmisión de
la señal a través de una FO compensadora de la dispersión o por reflexión en una LCFBG,
siendo Φr20 el coeficiente de dispersión de segundo orden por unidad de longitud (β2(ω0L))
de alguno de los dispositivos para la frecuencia angular ω0. De esta manera, la derivada
de la intensidad temporal puede ser implementada realizando dos detecciones temporales
de la señal, cada una afectada por la misma magnitud de dispersión de segundo orden,
pero de signos opuestos. Aprovechando esta implementación, la intensidad Iu(t) puede ser
aproximada por el promedio de las dos detecciones de la señal dispersada como se muestra
en la Ec. 3.42.
Iu(t) ∼=
Iuf (t)|Φr20 + Iuf (t)|−Φr20
2
. (3.42)
Las Ecs. 3.41 y 3.42 sólo son válidas cuando el coeficiente de dispersión de segundo orden
Φr20 posee un valor pequeño. Para encontrar restricciones al valor de Φ
r
20 se considera un
pulso con anchos temporal y espectral ∆t y ∆ω, respectivamente. Si se tiene en cuenta que
Φr20 es igual a la tangente del ángulo de desplazamiento o “cizalladura”, se puede demostrar
fácilmente que el coeficiente de dispersión de segundo orden debe ser mucho menor que la
razón del ancho temporal respecto del ancho espectral, es decir,
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Figura 3.33: Diagrama esquemático de la implementación del dispositivo que permite re-
cuperar la fase y la intensidad de un pulso a partir de dos detecciones de la intensidad del
pulso dispersado. La LCFBG presenta un parámetro de dispersión de segundo orden Φr20.
OC1 y OC2: circuladores ópticos.
Φr20 ≪
∆t
∆ω
. (3.43)
La Fig. 3.33 muestra un diagrama esquemático del sistema propuesto para recuperar la
fase y la amplitud de una señal. El pulso de entrada u(t) es dividido en dos señales por
el acoplador de relación 50:50. Un pulso, luego de propagarse por el circulador óptico
de la izquierda (OC1), se refleja en el extremo izquierdo de la LCFBG y es encaminado
nuevamente por el OC1 para ser detectado luego de pasar por el acoplador de relación 50:50
de la derecha. Un segundo pulso, que es una versión retardada del pulso de entrada, es
retardado un tiempo T mayor a la duración temporal del pulso de entrada, mientras que de
haber circulado por OC2, experimentaría una dispersión de segundo orden de signo opuesto
cuando se reflejaría en el extremo derecho de la LCFBG. Así, luego de dos detecciones
consecutivas (retardadas un tiempo igual a T segundos) de la señal dispersada, la fase y la
intensidad de u(t) pueden calcularse empleando las Ecs. 3.40, 3.41 y 3.42.
Resultados numéricos
Para evaluar la influencia del ripple de una LCFBG en el desempeño del método implemen-
tado por el sistema de la Fig. 3.33, se considera la recuperación de un pulso de tipo secante
hiperbólica con duración media cuadrática (RMS) T0 = 100 ps que presenta variación lineal
de su frecuencia (chirp lineal con parámetro C = 6), similar al resultado numérico obteni-
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(c) (d)
Figura 3.34: Resultados de la recuperación de un pulso de tipo secante hiperbólica de
duración T0 = 100 ps y chirp lineal con parámetro C = 6. (a) y (b) muestran la reflectividad
y el retardo de grupo con pendiente Φr20 = 0,166 ps/GHz de una LCFBG de 5 cm de
longitud con apodización de tipo coseno elevado y sin apodización, respectivamente. (c) y
(d) muestran la intensidad y la fase originales (en línea llena) y recuperadas (en línea a
trazos), para los casos especificados en (a) y (b), respectivamente.
do a la salida de un láser de cavidades acopladas que opera bajo un régimen de operación
tipo APM. La detección de las intensidades se realiza mediante un promedio de 100 in-
tensidades para una relación señal a ruido SNR = 25 dB. En las Figs. 3.34 (a) y (b) se
muestran la reflectividad y el retardo de grupo de una LCFBG de 5cm de longitud con
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apodización de tipo coseno elevado y sin apodización, respectivamente, ambas con pen-
diente del retardo de grupo Φr20 = 0,166 ps/GHz. En las Figs. 3.34 (c) y (d) se muestran
la potencia óptica y la fase originales (en línea llena) y recuperadas (en línea a trazos),
cuando la LCFBG del sistema es la correspondiente a las mencionadas en las Figs. 3.34 (a)
y (b), respectivamente. Se puede observar que la fase del pulso es recuperada satisfacto-
riamente con ambos dispositivos. Esto se debe al efecto de promediado que introducen las
integraciones necesarias para el cálculo de la fase. Sin embargo, la influencia del ripple de
la LCFBG se vuelve apreciable en la recuperación de la potencia óptica del pulso cuando
ésta es aproximada por la Ec. 3.42, como se puede observar a partir de la comparación de
las Figs. 3.34 (c) y (d). En el caso de emplear el método con una red cuyo ripple no puede
ser despreciado, es posible emplear un acoplador extra y otro detector de gran ancho de
banda para obtener la intensidad a través de una medida directa.
Discusión de los resultados numéricos
El sistema de caracterización propuesto está basado en una propiedad de la WDF. En
principio es aplicable a cualquier tipo de pulso o señal. Sin embargo, las aproximaciones
que fueron hechas para poder lograr una implementación fotónica del sistema y las res-
tricciones introducidas por los componentes involucrados, limitan su rango de operación.
En principio, la primera restricción que existe es debida al ancho de banda del detector
utilizado que delimita la duración mínima de los pulsos que pueden ser caracterizados. Por
ejemplo, si se emplea un detector con un ancho de banda de 10 GHz, la duración mínima
de los pulsos estará acotada a 100 ps, aproximadamente. La segunda restricción, y quizás
la más obvia, es el ruido tanto de detección como el propio de la señal óptica. Este in-
conveniente puede salvarse en parte a partir del procesamiento de señales, en una primera
aproximación, como se mostró en los resultados numéricos, promediando la detección de
múltiples pulsos. Sin embargo, esta forma de procesamiento es válida bajo la hipótesis de
que las características de la intensidad y fase de los pulsos sean aproximadamente invarian-
tes en el tiempo. De todos modos, aún cuando se promedien las detecciones para reducir el
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efecto del ruido, el sistema presenta una limitación cuando se pretende caracterizar pulsos
con duraciones grandes, aún cuando se cumple la condición establecida por la Ec. 3.43, es
decir el cociente ∆t/∆ω es mucho mayor que el coeficiente de dispersión del sistema Φr20.
En estos casos, la aproximación a la derivada de la Ec. 3.41 se vuelve inestable debido a
un efecto de amplificación de los errores introducidos por el ruido de manera que el error
efectivo cometido al obtener la forma de onda de fase crece, limitando el rango de operación
para pulsos de duraciones largas, con relaciones señal a ruido no tan favorables (SNR < 25
dB). Una solución a este inconveniente parte de suponer un modelo de ruido apropiado y
estudiar sus efectos en el sistema de caracterización, aunque estos tópicos serán analizados
en un trabajo futuro.
La implementación propuesta para el sistema requiere el empleo, principalmente, de la apro-
ximación a la derivada de la intensidad respecto del coeficiente de dispersión de la Ec. 3.41
y de la aproximación a la intensidad de la Ec. 3.42, aunque esta última puede ser obviada si
se emplea un acoplador extra y otro detector (o dos acopladores y el mismo detector) para
medir la intensidad directamente. Para que dichas ecuaciones sean válidas, se debe cumplir
la condición indicada en la Ec. 3.43. Esto impone otro límite a la duración mínima de los
pulsos. Si se considera la caracterización de un pulso gaussiano con ∆tFWHM = 1,67T0
(siendo T0 el ancho temporal RMS), su ancho espectral será ∆ωFWHM = 1,67T−10 , con lo
que ∆t/∆ω = T 20 si la fase del pulso es constante (no tiene chirp). Entonces, por ejemplo,
para un dado sistema con coeficiente Φr20 = 0,166 ps/GHz como el empleado en la sección
anterior, se podrían caracterizar pulsos gaussianos limitados por transformada con dura-
ciones mayores a ∆tFWHM = 68 ps (T0 = 41 ps), aunque en ese caso el sistema no sería de
gran utilidad. En consecuencia, para el sistema ejemplo planteado, y dependiendo de las
variaciones de fase que presente el pulso, la duración mínima de los pulsos debería tener
un valor estimado mayor a 100 ps.
En general, todos los elementos utilizados para implementar el sistema introducen alguna
limitación. Los elementos principales que reducen considerablemente el rango de operación
del sistema son el detector y la LCFBG. Ya fue mencionado en la sección anterior, como
una LCFBG que presenta un ripple apreciable, distorsiona las formas de onda recuperadas,
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principalmente la de intensidad. También es necesario considerar que, cuando se quieren
caracterizar pulsos de duraciones pequeñas, su correspondiente cociente ∆t/∆ω será pe-
queño y por consiguiente, la pendiente del retardo de grupo de la red deberá tener un valor
menor aún. Este hecho trae aparejado un inconveniente constructivo de la LCFBG puesto
que, para tener pendientes del retardo de grupo de reducido valor, se requieren anchos de
banda muy grandes. Es posible estimar que, para poder recuperar pulsos con duraciones
del orden de las decenas de picosegundos, serían necesarias FBGs cuyas longitudes podrían
ser menores a un centímetro. En una primera aproximación, esta limitación puede ser mi-
tigada en una implementación del sistema como la propuesta en [106], donde se emplea FO
monomodo de dispersión desplazada (NZDS-SMF) y FO compensadora de la dispersión
(DCF) como elemento dispersivo, obteniendo valores pequeños de Φr20.
91
92
Capítulo 4
Modelado de un láser APM pasivo de
cavidades acopladas
Los láseres son dispositivos que generan o amplifican una radiación de forma coherente,
para las regiones del espectro electromagnético cuyas frecuencias son del infrarrojo, visible,
ultravioleta y/o rayos X. Estos operan mediante un principio general que fue originalmente
inventado para frecuencias en el rango de las microondas, también llamado microwave
amplification by stimulated emission of radiation (MASER) [107–109]. Naturalmente, desde
el surgimiento de las frecuencias ópticas, se habla de amplificación de la luz mediante
la emisión estimulada de la radiación (LASER) [110–112]. Este principio es aplicado a
una enorme variedad de dispositivos y sistemas (basados en distinto tipo de materiales,
métodos de excitación y enfoques de diseño) que operan en diversas regiones del espectro
electromagnético. Los láseres de FO en particular, presentan muchas ventajas frente a sus
antecesores, implementados mediante dispositivos ópticos tipo bulk-optics. Actualmente,
son generalmente aplicados en implementaciones robustas y compactas orientadas a las
comunicaciones, el sensado de múltiples variables del mundo físico (presión, temperatura,
deformación y propiedades ópticas, entre otras), el maquinado de materiales y en diversas
industrias, como la automotriz, defensa e inclusive la aeroespacial.
En este capítulo, se introduce en la Sección 4.1 el diseño de una cavidad láser, el cual
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emplea FBGs como dispositivos de realimentación del proceso de generación de la emisión
estimulada láser mediante el empleo de un medio activo basado en una FO dopada con Er3+.
Luego se introducen algunos regímenes de funcionamiento de los láseres y se establecen los
principios del régimen de operaciónmode locking aplicado a un sistema láser de FO formado
por dos cavidades acopladas que emplea FBGs. En la Sección 4.2 se presenta un modelo
analítico, base de este trabajo de tesis que, mediante algunos supuestos, permite describir
la salida pulsada del láser, obteniendo una solución aproximada mediante el uso de una
herramienta de cálculo simbólico. En la Sección 4.3 el modelo analítico es resuelto de forma
numérica mediante un algoritmo que emplea el SSM de forma conjunta con una matriz
de scattering, con el fin de calcular la propagación de los campos en ambas cavidades del
láser, como se muestra en un trabajo que hemos publicado recientemente [2]. El algoritmo
implementado tiene en cuenta las características espectrales de las FBGs (en modulo y
fase) de tal forma que permite resolver el acoplamiento de los campos que concurren a una
única FBG común a ambas cavidades. Mediante este modelo se analizan las propiedades
lineales y no-lineales del sistema y se establecen las condiciones de estabilidad del mismo.
La comparación entre estos resultados numéricos y los obtenidos de forma experimental
es desarrollada en el Capítulo 5. Finalmente, en la Sección 4.4 se discuten los resultados
numéricos obtenidos mediante el modelo propuesto en la Sección 4.3.
4.1. Introducción
En general, los elementos que constituyen un sistema láser son: i) un medio de ganancia
(medio activo); ii) un proceso de bombeo o excitación de dicho medio; y iii) elementos de
realimentación óptica adecuados que componen la cavidad láser, donde la emisión produ-
cida se reinyecta y filtra en forma de modos de (frecuencias discretas) que se estabilizan en
dicho sistema. En la Fig. 4.1 se muestra el esquema general de un láser, donde un proceso
de bombeo del medio activo es requerido para excitar los átomos, iones o moléculas que
componen el material de un nivel de energía inferior a otro más elevado. El proceso de
emisión estimulada ocurre cuando se incrementan los niveles de población de iones dichas
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Figura 4.1: Esquema general de una cavidad LASER.
especies en el estado excitado y se produce un proceso de inversión de la población, para
el cual parte de la energía decae de forma radiativa emitiéndose en forma de luz coherente.
En la práctica para que esto suceda, se debe cumplir una condición en la que la ganancia
del medio (dependiente de las poblaciones involucradas en el proceso láser y de las proba-
bilidades de transición respectivas [14]) supera a las pérdidas en la cavidad. Esta condición
se puede obtener mediante diversas configuraciones y con una amplia variedad de mate-
riales. Una vez que se alcanza la condición umbral (para la cual las pérdidas igualan a la
ganancia), la radiación electromagnética generada dentro de un cierto rango angosto de
frecuencias es amplificada de forma coherente al propagarse a través del medio activo. En
general, la ASE se extiende en un rango de frecuencias generado por la transición de un
nivel de energía superior hasta otro nivel de energía inferior, determinado principalmente
por las probabilidades de ocurrencia de dicho proceso y de la población de los niveles de
energía. Los elementos de realimentación son espejos, o dispositivos similares, que reflejan
parte de la emisión y que están ubicados a ambos lados del medio de ganancia. Debido a
las características de los procesos que lo generan, el haz de salida resulta aproximadamente
monocromático y con una dirección muy bien definida. El estudio de los sistemas láser es
bien conocido y ha sido un tópico de interés para muchos investigadores, y particularmente
para Siegman, como describe minuciosamente en su libro [113].
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4.1.1. Diseño de las cavidades
Las cavidades de los láseres de FO pueden ser diseñadas de diversas formas, como describen
Digonnet y Hodgson en sus libros [15,114]. El tipo más común de cavidad es del tipo Fabry-
Perot, que se realiza ubicando el medio de ganancia entre dos espejos de alta reflectividad,
de una forma análoga a la descrita en el Capítulo 3. La frecuencia fundamental de un láser,
el cual presenta una configuración similar a la observada en la Fig. 4.1, queda definida
mediante el cálculo de la frecuencia de resonancia como
flaser =
1
troundtrips
=
c
2neffL
, (4.1)
donde troundtrips es el tiempo que tarda una onda en recorrer la cavidad de longitud L,
partiendo de un extremo, llegando al otro y retornando al mismo punto de partida (viaje
de ida y vuelta o roundtrips). En general, los dispositivos empleados como espejos pueden
presentar valores bajos o altos de reflectividad (aproximadamente entre un 30-95%) para
las longitudes de onda de emisión del láser, siendo al mismo tiempo transparentes a la
radiación de la excitación aplicada. Una vez obtenida la emisión estimulada en un láser
de FO, por medio de la transmisión de uno de los dispositivos que forman el sistema de
realimentación, es necesario desacoplar la radiación de la excitación o bombeo (la cual es
indeseable en la mayoría de los casos). La forma estándar de desacoplar esta radiación es
utilizando un acoplador de FO del tipo WDM. Un parámetro importante en el diseño de
la cavidad es el tiempo de vida promedio de un fotón (que viaja de un lado al otro de la
misma), el cual está definido por
t¯photon = − troundtrips
log10(R1R2(1− lg)) , (4.2)
donde R1 y R2 son los valores de reflectividad de los dispositivos que conforman el siste-
ma de realimentación (evaluados en la longitud de onda de la emisión λlaser = c/flaser)
y lg son las pérdidas del medio de activo. De esta manera se puede imponer un límite
de coherencia temporal de la señal para valores de tiempo mayores al de vida media del
fotón dentro de la cavidad del láser. Por ejemplo, para el sistema láser que será discutido
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en este capítulo, una longitud de cavidad típica del orden de L = 2 m, con un valor de
reflectividad promedio igual a 93%, resulta en troundtrips ≈ 19 ns y t¯photon ≈ 16troundtrips =
300 ns para un nivel de pérdidas despreciable, mientras que para niveles de pérdida ma-
yores t¯photon < 10troundtrips. El límite de coherencia temporal establecido de esta manera
nos brinda información respecto al tiempo mínimo que podremos representar de forma
adecuada por medio de nuestro modelo analítico, cambios en la intensidad y forma de los
pulsos, sin cometer errores sistemáticos adicionales.
Una forma de generar una realimentación adecuada de la emisión láser es mediante el uso de
FBGs como espejos, como se discutió en el Capítulo 3, lo que permite mejorar la eficiencia
de un láser de FO dopada con Er3+ (EDFL) frente a otros sistemas láser basados en
dispositivos de óptica espacial o bulk-optic, como muestra en su trabajo Kashyap et.al. [115].
La configuración más sencilla emplea dos FBGs en cada uno de los extremos de una FO
dopada con Er3+, formando una cavidad Fabry-Perot activa [116,117]. Otros dispositivos,
como los DFB basados en FBGs, son utilizados en láseres para sintonizar de forma continua
la longitud de onda de la emisión con un ancho de línea muy estrecho [118]. Además,
pueden oscilar en un único modo longitudinal o en múltiples frecuencias, mediante el ajuste
adecuado de la longitud de la FO empleada entre ambas FBGs. De una forma similar,
aunque prescindiendo de un medio activo, hemos diseñado dispositivos fotónicos aptos para
tal fin [39]. El uso de tres FBGs conectadas en serie permite generar un sistema láser de
dos cavidades tipo Fabry-Perot acopladas, donde el sistema admite alteraciones pequeñas
de la longitud de las cavidades mediante un autoajuste de la longitud de onda, el cual
está relacionado a la característica de la dispersión de las FBGs (longitud de penetración
efectiva), como muestra en su trabajo Huang et.al. [22]. Otras configuraciones emplean
las características espectrales de un interferómetro de Mach-Zehnder como elemento para
controlar las pérdidas de forma selectiva dentro de una cavidad de anillo, con el fin de
sintonizar la longitud de onda de la emisión en un rango mayor a 39 nm [119]. El nivel de
las pérdidas de la cavidad se puede modificar mediante el control de la diferencia de camino
óptico introducida por el cambio de la longitud de una de las ramas del interferómetro,
de una forma similar a la vista en el Capítulo 3. Estos filtros son empleados también
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para modular las pérdidas de forma sincronizada con la emisión estimulada alcanzando
tiempos de jitter menores a 130 fs en trenes de pulsos de hasta 40 GHz de frecuencia de
repetición y anchos de pulso de 1 ps, en régimen mode locking activo y de longitud de
onda sintonizable en un rango de 30 nm [41]. En general, el diseño de las cavidades de
los EDFLs basados en resonadores de anillo de FO permite incrementar el ancho espectral
de las señales generadas y lograr pulsos ultracortos de manera más eficiente, debido a que
prescinden del uso de dispositivos de realimentación de la emisión estimulada que son de
banda limitada [28, 29, 84, 120].
El diseño empleado en nuestro trabajo se basa en un conjunto de dos cavidades acopladas,
una cavidad activa formada por un par de FGBs y una FO dopada con Er3+ y una segunda
cavidad formada por un tramo de FO cortada adecuadamente para generar una reflexión
de Fresnel en aire con una reflectividad próxima al 4%, como se puede observar en nuestros
trabajos [2, 46]. Este sistema es compacto, implementeado mediante dispositivos discretos
y muy flexible en el empleo de distinto tipo de FBGs y en la obtención de diversas salidas
de pulsos cortos y frecuencias de repetición como podremos observar a lo largo de este
capítulo y en el Capítulo 5, donde se muestra la implementación real del sistema láser.
4.1.2. Propiedades espectroscópicas del Er3+
Los láseres basados en FO dopada con Er3+ son de especial interés en este trabajo y operan
en varias regiones del espectro óptico, en el rango de longitudes de onda desde el visible
hasta el infrarrojo lejano (FIR). La región del espectro óptico próxima a los 1,55 µm, la cual
es empleada en los sistemas de comunicación ópticos de larga distancia, tiene un mayor
atractivo debido a que la FO estándar presenta un muy bajo nivel de atenuación, como
se discutió en el Capítulo 2. A primera vista, los EDFLs no parecen muy prometedores
debido a que la transición 4I13/2 →4 I15/2 (relacionada con la emisión espontánea) termina
en el estado fundamental del ion Er3+, como se puede observar en la Fig. 4.2. Sin embargo,
una excitación adecuada en 980 nm permite obtener un sistema de tres o cuatro niveles,
como se puede observar en las Figs. 4.2 (a) y (b), respectivamente, donde la transición
98
(a) (b)
Figura 4.2: Diagrama simplificado de los niveles de energía del ion Er3+. La longitud de
onda de excitación más importante corresponde a 980 nm, mientras que la ASE se produce
para longitudes de onda cercanas a los 1,53 µm. (a) La transición 4I11/2 →4 I13/2 es no-
radiativa. (b) Un sistema de cuatro niveles es también probable, en general para longitudes
de onda mayor a 1,55 µm, donde la emisión supera a las pérdidas por absorción.
Figura 4.3: Medida de los espectros de absorción y la emisión normalizados del ion Er+3
de una FO dopada (LIEKKI Er30-4). Para λ ≈ 1,53 µm la pérdida por absorción iguala a
la emisión y en estado excitado se produce una ganancia.
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4I11/2 →4 I13/2 correspondiente a 2,75 µm aproximadamente, se presenta como no-radiativa.
Un sistema de cuatro niveles, también es probable en los mismos EDFLs, donde la emisión
estimulada (para longitudes de onda mayor a la generada por la transición 4I13/2 →4 I15/2)
se produce dentro del nivel fundamental, aunque alcanzando el estado no-excitado mediante
otro proceso no-radiativo (en detrimento de la eficiencia de conversión). En general, ambos
procesos, mostrados en las Figs. 4.2 (a) y (b), pueden funcionar en un mismo esquema
láser, aunque su probabilidad de ocurrencia puede ser alterada mediante la elección de
las características espectrales del sistema de realimentación. Para longitudes de onda de
emisión próximas a la transición 4I13/2 →4 I15/2 (1,53 µm aproximadamente), el esquema de
tres niveles es más probable que el de cuatro niveles. De forma análoga, para una longitud
de onda de emisión mayor a dicha transición, un sistema de cuatro niveles es más probable
que uno de tres niveles. Un EDFL de tres niveles requiere que al menos la mitad de la
población de iones deba ser elevado al estado excitado, por lo que presentan un umbral
alto de excitación. En particular, en el EDFL analizado en este capítulo, un proceso de
cuatro niveles presenta un umbral de excitación pequeño y es más probable debido a que
la longitud de onda de las FBGs es próxima a 1,55 µm.
Un tópico de importancia en la determinación de las características del medio de ganancia
de un EDFL son los tiempos de vida media relacionados con los procesos de absorción
y emisión el ion Er3+ en FOs dopadas. En general, el tiempo de vida de la transición
4I13/2 →4 I15/2 es alrededor de 10 ms y depende de los parámetros físicos de cada FO en
particular, mientras que el tiempo de vida promedio del nivel 4I11/2 es varios órdenes de
magnitud inferior a dicho valor (del orden de 20 µs). La excitación del medio de ganancia
(FO dopada) mediante un haz de 980 nm envía población del nivel fundamental al 4I11/2,
el cual decae en forma no-radiativa y en corto tiempo al 4I13/2. Por otro lado el 4I13/2 pue-
de acumular población debida al bombeo hasta unos 10ms. Por lo mencionado, se puede
considerar que toda la población fue transferida en ese tiempo directamente a dicho nivel.
Si analizamos ahora el fundamental (4I15/2), encontraremos que los niveles vibracionales
superiores, correspondientes a transiciones en la banda de longitudes de onda largas) es-
tán prácticamente despoblados, permitiendo la operación del sistema bajo un esquema de
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cuatro niveles [14]. En general, el valor de la ganancia depende de los niveles de población
4I15/2 (fundamental) y 4I13/2, como
g0 = σe(λ)N13/2 − σa(λ)N15/2, (4.3)
donde la g0 es la ganancia del medio activo, y N15/2 y N13/2 dependen de la intensidad de
excitación y los σe;a son probabilidades de los procesos mencionados, dependientes de la
longitud de onda. En un sistema láser, en el umbral g0 = l (ganancia igual a las pérdidas),
donde ambos son valores positivos, mientras que la ganancia es generalmente g0 > 0. En
particular, la aplicación de este concepto en nuestro modelo analítico, el cual desarrollare-
mos a lo largo de este capítulo, se traduce en un factor de ganancia constante que depende
exclusivamente del nivel de excitación (potencia óptica) aplicado. Esta aproximación es vá-
lida para todos los casos analizados (pulsos cortos del orden de los nanosegundos o menores
de baja intensidad y alta frecuencia), y en general se aplica a la mayoría de los sistemas
láser que operan en régimen mode locking [32].
Una transición importante (4S3/2 →4 I15/2), relacionada a las pérdidas por scattering en el
material, es generada para la zona espectral del verde, próxima a 550 nm. Esta transición
se produce mediante procesos de up conversion en FOs altamente dopadas y con altos
niveles de excitación (aún para longitudes de onda de 980 nm y 1,48 µm), de una forma
similar a la emisión generada en FOs dopadas con Yb3+, como hemos podido observar en
un trabajo previo [45].
Las longitudes de onda de 980 nm y 1,48 µm son comúnmente empleadas para bombear
a las FOs dopadas con Er3+. El rendimiento de EDFLs mejora considerablemente cuando
se emplean ambas longitudes de onda de excitación, debido a la ausencia de absorción en
estado excitado. En efecto, los láseres semiconductores comerciales que operan en estas lon-
gitudes de onda se han desarrollado con el único propósito de generar medios de excitación
para las FOs dopadas con Er3+. La ventaja de su implementación radica en que la emisión
espontánea supera a la absorción en una región del espectro cercana a los 1,53 µm, como
se puede observar de la Fig. 4.3 para una FO dopada con Er3+ (altamente dopada), mien-
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tras que el ancho espectral donde se produce el proceso de emisión espontánea amplificada
(ASE) suele ser del orden de las decenas de nanometros. Esta característica es de gran
interés en el diseño de láseres de pulsos ultracortos en régimen de operación mode locking,
debido a que la suma coherente de diversas componentes espectrales se puede extender en
un amplio rango de frecuencias. Esta propiedad también es de importancia en el diseño de
amplificadores ópticos para señales WDM para las bandas C y L del espectro óptico. La
elección entre 980 y 1,48 µm no siempre es clara, ya que cada longitud de onda de bombeo
tiene sus propios méritos, por lo que se emplean ambas de forma conjunta para desarrollar
EDFLs con excelentes características de rendimiento [121] [122] [123].
4.1.3. Régimen de operación mode locking
En general, existen diversos modos de operación de los sistemas láser dependiendo de sus
características constructivas [15, 113]. Entre los modos de operación más importantes se
encuentran: i) modo de onda continua o CW, donde el medio activo es continuamente
excitado en un modo de resonancia simple (operación de una única frecuencia) o sobre
múltiples modos; ii) modo cuasi-continuo donde la fuente de excitación del medio acti-
vo es conmutada en intervalos de tiempo cortos para prevenir el excesivo incremento de
la temperatura (generada por las pérdidas por scattering y otros mecanismos cuánticos
producidos dentro del láser); iii) el modo de operación de la ganancia conmutada, para
el cual la excitación es modulada a intervalos muy cortos de tiempo (menores al tiempo
de vida promedio de un fotón dentro de la cavidad) con el fin de obtener una emisión de
pulsos cortos; iv) modo de operación Q-switch donde las pérdidas dentro de la cavidad son
moduladas en tiempos más largos (del orden de los nanosegundos con frecuencias de repe-
tición del orden del kilohertz y hasta algunas decenas megahertz), obteniendo láseres de
pulsos energéticos mediante un bombeo continuo o pulsado; v) régimen de operación mode
locking, iniciado y estabilizado mediante un modulador óptico, denominado active mode
locking, o bien mediante un absorbente saturable (material o medio no-lineal) que genera
varios pulsos cortos o ultracortos mediante una excitación continua. En otras ocasiones, los
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láseres exhiben oscilaciones o fluctuaciones caóticas, las cuales son muchas veces relacio-
nadas a procesos denominados como self-pulsing [124, 125], o simplemente presentan una
salida mediante el proceso de emisión espontánea amplificada ASE (no hay emisión láser).
Láseres que operan en régimen mode locking también son diseñados mediante un proceso
de bombeo cuasi-continuo, y/o de forma conjunta con el régimen Q-switch dependiendo
de las intensidades de excitación empleadas, como explica en su trabajo Hideur et.al. [28]
para un láser basado en un medio activo de FO dopada con Yb3+. En general, con láseres
mode locking (activos y/o pasivos, o bien que poseen o no una modulación externa de
las pérdidas) se pueden generar trenes de pulsos con anchos temporales del orden de los
picosegundos o menores, con frecuencias de repetición desde algunos cientos de megahertz
hasta los gigahertz y energías de pulso moderadas (típicamente entre 10−9-10−12 J).
El sistema analizado en la próxima sección es un láser de dos cavidades de FO acopladas
mediante una FBG y que opera bajo el régimen mode locking de la siguiente manera. La
cavidad activa del sistema es formada por una FO dopada con Er3+ y un par de FBG
uniformes que sirven como dispositivos de realimentación de la emisión láser. Esta cavidad
impone modos equiespaciados en frecuencia cada ∆fM = c/(2neffLM ). La cavidad auxiliar
o secundaria es acoplada a la cavidad activa mediante una de sus FBGs, estableciendo una
distribución de frecuencias equiespaciadas en ∆fA = c/(2neffLA) a través de una refle-
xión de Fresnel (interfaz aire-FO). Ambas separaciones espectrales se corresponden con los
modos longitudinales definidos para una cavidad Fabry-Perot, como hemos definido en la
Ec. 4.1 y en el desarrollo del Capítulo 3. El acople o superposición coherente de estas com-
ponentes espectrales se produce sobre la FBG que es común a ambas cavidades, mientras
que la eficiencia del proceso mode locking queda determinada por las características del
medio activo y el sistema de realimentación, como se muestra en [32]. En general, la señal
óptica generada bajo este régimen de operación se puede expresar a través de una suma
finita de dichas componentes, similar a una representación por serie de Fourier como
Elaser(t) =
N∑
n=1
Ene
i2pifnt+iφn , (4.4)
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donde En = |En|exp(iφn) es la envolvente compleja de la n-ésima componente espectral
de frecuencia fn, la cual presenta una fase φn, en principio de naturaleza aleatoria, como
muestra en su tesis de láseres mode locking Hudson [126,127].
Bajo esta representación simplificada, el modelo de Hudson expresa un campo eléctrico a
la salida del láser Elaser(t) en función de un número finito de componentes espectrales N
y se supone que las fases aleatorias φn no guarda correlación alguna entre ellas. De forma
contraria a esta descripción, las componentes espectrales amplificadas dentro del medio
activo presentan un alto grado de coherencia, como hemos mencionado en las propiedades
del mismo. Por lo tanto, la condición de ajuste de dichas componentes de fase en régimen
mode locking, aplicada particularmente a nuestro sistema láser de dos cavidades acopladas,
se alcanza fácilmente mediante una relación de números enteros de ∆fM/∆fA = N/M =
K−1, como se muestra en [1, 128].
En resumen, el modelo definido por la Ec. 4.4 es demasiado simplista y no explicita la
relación entre los términos de amplitud y fase de cada una de las componentes espectrales
con los parámetros físicos de un sistema láser real. De esta manera, la distorsión lineal y
no-lineal de los campos elétricos propagados por una FO real es vagamente representada
por dicho modelo. Recordando los análisis de propagación realizados en el Capítulo 2, la
dispersión de segundo orden juega un rol importante en la determinación de las caracte-
rísticas temporales introduciendo también un chirp (inducido en las distintas componentes
espectrales), mientras que el proceso no-lineal de SPM produce una distorsión de la fase
temporal generando un ensanchamiento de las componentes espectrales (alterando, en su
conjunto, la forma de los pulsos en el dominio del tiempo y la frecuencia). Por lo tan-
to, ambos procesos son de gran importancia en el modelado de estos sistemas láser, los
cuales presentan una solución de tipo solitónica [32, 53, 54]. Una manera de resolver el
problema del modelado de estos sistemas es aplicando un análisis de la propagación de los
pulsos dentro de ambas cavidades del láser, como podremos observar en el desarrollo de
nuestro modelo analítico y numérico, el cual permite un ajuste adecuado de los resultados
teórico-experimentales [2, 46].
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4.2. Descripción del modelo teórico
Los métodos analíticos empleados para calcular la envolvente del campo eléctrico de salida
de un láser, que opera bajo el régimen mode locking, dependen del grado de aproximación
requerido por los resultados. Generalmente, el campo eléctrico es calculado mediante el uso
de una “ecuación maestra” que depende de parámetros simples como: factores de pérdida
y/o ganancia, dispersión y no-linealidad de las fibras ópticas empleadas en el sistema, y
los coeficientes de reflexión o transmisión de los elementos de realimentación (filtros y/o
espejos), como muestra en sus trabajos Haus et al. [31,32]. Sin embargo, en algunos casos
este modelo no puede ser aplicado adecuadamente, en particular cuando las señales de
luz propagadas dentro del sistema presentan un ancho de banda grande, por ejemplo, en
el caso de los láseres de pulsos ultracortos y/o en señales generadas mediante peines de
frecuencia ópticos por procesos de FWM [33–35]. El modelado de estos sistemas involucra
diversos procesos de propagación lineales y no-lineales dentro de las cavidades del láser,
una marcada dependencia de las características de los dispositivos con la longitud de onda,
cambios en la velocidad de grupo y la aparición de otros procesos no-lineales relacionados
al enganche coherente de las componentes espectrales de la señal generada.
En esta sección se presenta un modelo que permite calcular la salida de un láser de FO
con dos cavidades y que opera en régimen APM, como se puede observar en el esquema de
la Fig. 4.4 [2, 46]. La cavidad principal (medio de ganancia) se construye con FO dopada
con Er3+, mientras que la cavidad auxiliar queda definida por un tramo de FO estándar
cortada en uno de sus extremos (perpendicular al eje de longitudinal de la FO), generando
una reflexión de Fresnel del orden de 4%. Las cavidades del láser están acopladas mediante
una FBG común a ambas, mientras que el conjunto de las FBGs que conforman la cavidad
principal proveen la realimentación de la emisión estimulada generada dentro del medio de
ganancia.
Como mencionamos en el Capítulo 2, la propagación de la envolvente del campo eléctrico
por una FO es analizada mediante la NLSE [16]. Suponiendo que es posible expresar dicha
ecuación mediante un operador simplificado, cuyos coeficientes son integrados sobre la
105
Figura 4.4: Esquema del láser de FO de dos cavidades acopladas mediante una FBG. La
cavidad activa está definida por dos FBGs y una FO dopada con Er3+, mientras que la
cavidad auxiliar, acoplada a la anterior por medio de una FBG común a ambas está cons-
truida con un tramo de FO estándar cuyo extremo restante es cortado de forma adecuada
para obtener un dispositivo de baja reflectividad (reflexión de Fresnel). El sistema opera en
régimen APM cuando se verifica la condición de ajuste de la fase, definida por la Ec. 4.8.
longitud de propagación [22, 23], o sea en z = L, y asumiendo que el error de realizar
dicha aproximación es despreciable para pequeños incrementos de longitud δL, la misma
se puede expresar como
Oˆm(·) = igLM2 (·) +
β2mLM
2
∂2(·)
∂t2
− γmLM |(·)|2(·), (4.5)
Oˆa(·) = iαaLA2 (·) +
β2aLA
2
∂2(·)
∂t2
− γaLA|(·)|2(·), (4.6)
donde Oˆm(·) y Oˆa(·) son los operadores de las cavidades principal y auxiliar, respectivamen-
te. El coeficiente de atenuación para una FO estándar αa es reemplazado por la ganancia
del medio activo g en el operador de la cavidad principal. Los coeficientes de dispersión
de segundo orden también son diferentes, para FO estándar es β2a y en FO dopada queda
definido mediante β2m . De la misma manera debemos definir dos parámetros no-lineales
γm y γa en cada una de las cavidades del láser. Todos los parámetros mencionados presen-
tan una dependencia con la longitud de onda. Por lo tanto, es importante determinar la
longitud de onda de trabajo λ0 para no cometer errores sistemáticos adicionales. El cálculo
mediante las Ecs. 4.5 y 4.6 se realiza aplicado a un campo eléctrico E(z = 0, t) a través de
(·) para obtener un campo de salida E(z = δL, t). En el análisis siguiente, las variables in-
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dependientes del tiempo t y la longitud de propagación z son despreciadas para simplificar
la notación.
Las características de reflexión y transmisión de las FBGs (en amplitud y fase) pueden ser
calculadas mediante el TMM, como se mostró en el Capítulo 3. Sin embargo, el acopla-
miento de los campos eléctricos provenientes de ambas cavidades sobre la FBG2, también
puede ser aproximado mediante el uso de una matriz unitaria cuyos elementos están rela-
cionados a los coeficientes de reflexión y transmisión de la FBG [23], de forma similar a
una matriz de scattering [56]. Luego, el campo eléctrico de salida es obtenido mediante el
uso del coeficiente de transmisión de la FBG1, sobre el campo resultante del viaje de ida y
vuelta producido en la cavidad activa. De esta manera, el acoplamiento de los campos que
entran y salen de las FBGs está definido por una matriz cuadrada U , donde Eik y Eok son
los campos eléctricos de entrada/salida, respectivamente, los cuales se definen mediante los
elementos Umn de la matriz U (con m;n = 1, 2.) y donde k = 1, 2. representa la ubicación
de dichos campos en cada dispositivo, o sea

Eo1
Eo2

 =

U11 U12
U21 U22



Ei1
Ei2

 . (4.7)
Los elementos Umn dependen de los parámetros constructivos de las FBGs. En general,
los elementos de la diagonal principal de la matriz U se pueden expresar como función
del coeficiente de reflexión ρ(ω), mientras que los elementos de la diagonal secundaria se
pueden escribir en términos del coeficiente de transmisión τ(ω), como veremos en la próxima
sección. En general, el acoplamiento de los campos entrada/salida sobre la FBG2 queda
definido por la Ec. 4.7. Por lo tanto, el acoplamiento coherente de los campos eléctricos (o
pulsos), provenientes de ambas cavidades del láser, depende de su intensidad y de la fase,
la cual debe cumplir la siguiente condición de ajuste, dada por
LM
LA
=
N
M
= K, (4.8)
donde LM y LA son las longitudes físicas de FO de las cavidades principal y auxiliar,
respectivamente, y K expresa un número entero o bien racional compuesto de una fracción
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de números primos o coprimos [1]. En estos casos, el sistema produce un acoplamiento
de dos señales coherentes provenientes de ambas cavidades del láser, resultando en una
señal estable. Esta señal es estacionaria, de potencia uniforme, pulsada y periódica, con
un período temporal bien definido. De esta manera, el proceso de enganche de los modos
de forma coherente, que establece las propiedades de dicha señal, es determinado por las
características del medio activo y por las propiedades lineales (atenuación y/o ganancia, y
dispersión de segundo orden) y no-lineales (efecto Kerr o SPM) de las FOs utilizadas.
En este sentido, empleando la Ec. 4.7, se puede definir el modelo analítico que describe la
propagación en ambas cavidades del láser, mediante un sistema de ecuaciones no-lineales
acopladas como
e−iφmOˆmU221OˆmEo1 = Ei1 (4.9)
eiφaOˆaU113OˆaEo2 = Ei2, (4.10)
donde el subíndice p = 1, 2 y 3 de Umnp representa cada uno de los dispositivos del
sistema, y los operadores que describen la propagación en las cavidades principal y auxiliar
se expresan mediante los subíndices m y a, respectivamente. Los factores de fase φm y φa
están relacionados con las longitudes de camino óptico de las cavidades principal y auxiliar,
respectivamente, de la siguiente manera
φm,a = 2πLM,Aneff/λ0, (4.11)
donde λ0 es la longitud de onda de trabajo en el vacío.
Reescribiendo los campos de salida Eok de las Ecs. 4.9 y 4.10 mediante la Ec. 4.7, expresán-
dolos en función de los campos de entrada Eik y reescribiendo las ecuaciones del sistema
se obtiene
e−iφmOˆmU221OˆmU112Ei1 −Ei1 + e−iφmOˆmU221OˆmU122Ei2 = 0 (4.12)
eiφaOˆaU113OˆaU212Ei1 + e
iφaOˆaU113OˆaU222Ei2 −Ei2 = 0, (4.13)
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donde, de forma análoga a la aproximación SVEA supuesta generalmente en los cálculos
de la propagación [4] [16], y específicamente en el modelado de este tipo de láseres de FO
mediante una “ecuación maestra” definida por Haus et.al. [31] [32] se obtiene una solución
estacionaria cuando los cambios en la envolvente de campo eléctrico resultante del cálculo
de la propagación en ambas cavidades son pequeños, o sea
e−iφmOˆmU221OˆmU112Ei1 −Ei1 −→ 0 (4.14)
eiφaOˆaU113OˆaU222Ei2 − Ei2 −→ 0. (4.15)
De esta manera, suponiendo una representación matricial del sistema de ecuaciones no-
lineales acopladas, se debe cumplir que la diagonal secundaria compuesta por los opera-
dores de la propagación (NLSE y elementos de la matriz de scattering de cada uno de los
dispositivos del láser), debe ser nula, o sea
e−iφmOˆmU221OˆmU122Ei2 = 0 (4.16)
eiφaOˆaU113OˆaU212Ei1 = 0. (4.17)
Finalmente, aplicando las aproximaciones realizadas y operando de forma algebraica es
posible escribir un par de ecuaciones que resultan como solución de las Ecs. 4.12 y 4.13
mediante
(eiφaOˆaU113OˆaU222 − e−iφmOˆmU221OˆmU122 − 1)Ei2 = 0 (4.18)
(e−iφmOˆmU221OˆmU112 − eiφaOˆaU113OˆaU212 − 1)Ei1 = 0. (4.19)
Como se puede observar, las Ecs. 4.18 y 4.19 permiten calcular las envolventes de campo
eléctrico resultantes en ambas cavidades del sistema. El campo eléctrico de salida se puede
obtener de dos maneras diferentes: i) mediante la aplicación del operador de la reflexión de
la FBG2 sobre el campo Ei1, luego aplicando el operador de la cavidad activa y obteniendo
la salida mediante el operador de la transmisión de la FBG1; o bien, ii) por la difracción
del espejo de la cavidad auxiliar, de forma análoga al caso anterior pero para el campo Ei2,
propagado en la cavidad auxiliar del sistema.
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4.2.1. Análisis de la ecuación del sistema
Suponiendo que las características espectrales de reflexión y/o transmisión de las FBG
pueden ser escritas en términos de ecuaciones diferenciales lineales [23], la matriz U que
define el acoplamiento de los campos eléctricos concurrentes en una FBG queda definida
mediante los siguientes operadores expresados en el dominio del tiempo como
U11 = R1/2
(
(·) +
(
1
Ω2
+ iD
)
∂2(·)
∂t2
)
(4.20)
U12 = U21 ≈ eiφ(1− R)1/2
(
(·)− 2R
(1−R)Ω2
∂2(·)
∂t2
)
(4.21)
U22 = ie−i2φU∗11 = ie
−i2φR1/2
(
(·) +
(
1
Ω2
− iD
)
∂2(·)
∂t2
)
, (4.22)
donde los elementos se han aproximado mediante las constantes de la reflectividad R =
|ρ(ωBragg)|2 de las FBGs, la dispersión D = dGD(ω)/dω|ω=ωBragg (donde GD(ω) es el
retardo de grupo de la FBG en función de la frecuencia angular ω), el ancho de banda
Ω = 2πc∆λFBG/λ2Bragg expresado en unidades de la frecuencia angular y la fase φ =
φρ(ωBragg) es la fase del coeficiente de reflexión de la FBG evaluada a la frecuencia angular
correspondiente a la longitud de onda de Bragg, o sea ωBragg = 2πc/λBragg.
Suponiendo que las FBGs son idénticas, el semiespejo es considerado como un valor de
reflectividad pequeño (R3 = 4%) en un ancho de banda grande comparado con el de las
FBGs y que presenta una fase nula para todas las frecuencias evaluadas, las Ecs. 4.18 y 4.19
pueden ser escritas en términos de las aproximaciones realizadas para dichos dispositivos.
Reemplazando cada uno de los elementos de las matrices, definidos para cada uno de los
dispositivos empleados en el láser (FBGs y semiespejo), por las aproximaciones definidas en
las Ecs. 4.20, 4.21 y 4.22, es posible establecer un estudio analítico del sistema de ecuaciones
no-lineales. Empleando la Ec. 4.19 y las aproximaciones mencionadas se puede obtener
e−iφmOˆmU221Oˆm
{
R
1/2
2
(
Ei1 +
(
1
Ω22
+ iD2
)
E
′′
i1
)}
−eiφaOˆaU113Oˆa
{
eiφ2(1− R2)1/2
(
1− 2R2
(1−R2)Ω22
E
′′
i1
)}
− Ei1 = 0, (4.23)
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aplicando el operador Oˆm sobre el primer término se obtienen los campos en función de
sus derivadas en el dominio del tiempo. Si nos quedamos con las derivadas de primer y
segundo orden, y despreciando las derivadas de orden superior, resulta
e−iφmOˆmU221R
1/2
2
{[
ig
2
− γm
∣∣∣∣∣R1/22
(
Ei1 +
(
1
Ω22
+ iD2
)
E
′′
i1
)∣∣∣∣∣
2]
×
[
Ei1 +
(
1
Ω22
+ iD2
)
E
′′
i1
]
+
β2m
2
E
′′
i1
}
. (4.24)
Además, la ganancia g del sistema se satura rápidamente dependiendo de la intensidad de
los pulsos generados. En nuestro modelo, la ganancia del medio activo se expresa como
g =
g0
1 + Ip/Isat
, (4.25)
donde g0 representa la ganancia de pequeña señal del medio activo para la longitud de onda
de operación, y depende de la intensidad de bombeo o excitación aplicada y de los niveles
de población de la FO dopada [14, 32], Ip =
∫ |E(t)|2dt es la intensidad del pulso presente
en el medio de ganancia, mientras que Isat es la intensidad de saturación. Este último
depende de las características del medio de ganancia y presenta generalmente un valor
estándar expresado en unidades de potencia entre 5-15 dBm, como muestra Desurvire en
su libro [14]. Luego, aplicando el operador de la reflectividad U221 en la Ec. 4.2.1 se obtiene
e−iφmOˆmie
−i2φ1R
1/2
1 R
1/2
2
{[
ig
2
− γm
∣∣∣∣R1/22
(
Ei1 +
(
1
Ω22
+ iD2
)
E
′′
i1
)∣∣∣∣
2]
×
[
Ei1 +
(
1
Ω22
+ iD2
)
E
′′
i1
]
+
β2m
2
E
′′
i1 +
(
1
Ω21
− iD1
)[[
ig
2
− γm
∣∣∣∣R1/22
(
Ei1 +
(
1
Ω22
+ iD2
)
E
′′
i1
)∣∣∣∣
2]
E
′′
i1
−2γmR2
[(
E
′2
i1+
(
Ei1+
1
Ω22
E
′′
i1
)
E
′′
i1
)(
Ei1+
(
1
Ω22
+ iD2
)
E
′′
i1
)
−2
(
Ei1+
1
Ω22
E
′′
i1
)
E
′2
i1
]]}
. (4.26)
Finalmente, aplicamos por segunda vez el operador de la cavidad principal Oˆm, encontrando
una aproximación para el primer término de la Ec. 4.19, el cual es definido como
ie−i(φm+2φ1)R
1/2
1 R
1/2
2
{{
ig
2
− γm
∣∣∣∣∣
[
ig
2
− γm
∣∣∣∣R1/22
(
Ei1 +
(
1
Ω22
+ iD2
)
E
′′
i1
)∣∣∣∣
2]
×
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[
Ei1 +
(
1
Ω22
+ iD2
)
E
′′
i1
]
+
β2m
2
E
′′
i1 +
(
1
Ω21
− iD1
)[[
ig
2
− γm
∣∣∣∣R1/22
(
Ei1 +
(
1
Ω22
+ iD2
)
E
′′
i1
)∣∣∣∣
2]
E
′′
i1
−2γmR2
[(
E
′2
i1 +
(
Ei1 +
1
Ω22
E
′′
i1
)
E
′′
i1
)(
Ei1 +
(
1
Ω22
+ iD2
)
E
′′
i1
)
− 2
(
Ei1 +
1
Ω22
E
′′
i1
)
E
′2
i1
]]∣∣∣∣∣
2}
×
{[
ig
2
− γm
∣∣∣∣R1/22
(
Ei1 +
(
1
Ω22
+ iD2
)
E
′′
i1
)∣∣∣∣
2][
Ei1 +
(
1
Ω22
+ iD2
)
E
′′
i1
]
+
β2m
2
E
′′
i1
+
(
1
Ω21
− iD1
)[[
ig
2
− γm
∣∣∣∣R1/22
(
Ei1 +
(
1
Ω22
+ iD2
)
E
′′
i1
)∣∣∣∣
2]
E
′′
i1
−2γmR2
[(
E
′2
i1 +
(
Ei1 +
E
′′
i1
Ω22
)
E
′′
i1
)(
Ei1 +
(
1
Ω22
+ iD2
)
E
′′
i1
)
− 2
(
Ei1 +
E
′′
i1
Ω22
)
E
′2
i1
]]}
−γmβ2mR2
[(
E
′2
i1 +
(
Ei1 +
E
′′
i1
Ω22
)
E
′′
i1
)(
Ei1 +
(
1
Ω22
+ iD2
)
E
′′
i1
)
+
(
Ei1 +
E
′′
i1
Ω22
)
E
′2
i1
− ig
4γmR2
E
′′
i1 +
∣∣∣∣
(
Ei1 +
(
1
Ω22
+ iD2
)
E
′′
i1
)∣∣∣∣
2
E
′′
i1 +
(
1
Ω21
− iD1
)((
1
Ω22
+ iD2
)
(2 + E
′′
i1)E
′′3
i1
+2Ei1E
′′2
i1 (2 + E
′′
i1)− 3E
′2
i1E
′′
i1
)]}
. (4.27)
Como se puede observar, esta expresión es compleja y depende principalmente del campo
eléctrico y sus derivadas de primer y segundo orden, de los parámetros lineales y no-lineales
de la cavidad principal y de las FBGs que la componen. En general, una forma de establecer
la condición de ajuste de la fase, definida para el primer término de la ecuación del sistema,
se puede expresar como
ΦM = ΦL + ΦNL =
(
−(φm + 2φ1) + φDM
)
+ ΦNLM , (4.28)
donde ΦL representa el aporte de la fase lineal y ΦNLM el término de fase no-lineal indu-
cido por SPM, mientras que el término de la fase lineal φDM corresponde al aporte de la
dispersión en el medio activo. Sin embargo, se debe notar que los términos de la fase lineal
y no-lineal no son independientes uno del otro, debido a la naturaleza de los operadores
definidos anteriormente. De esta forma se hace muy complicado obtener una condición de
ajuste de la fase lineal y no-lineal total del sistema mediante el modelo planteado. Por otra
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parte, los términos de fase lineal de las FBGs (en este caso mediante 2φ1) y el término de
fase φm aparecen de forma explicita e independientes de otros parámetros, lo cual facilita
parcialmente el análisis.
El segundo término de la Ec. 4.2.1 se puede desarrollar despreciando las derivadas de
orden superior y conservando las derivadas hasta de segundo orden. Operando de una
forma similar a la anterior y aplicando el operador de la cavidad auxiliar Oˆa, presente en
el segundo término de dicha ecuación, se obtiene
eiφaOˆaU113


[
iαa
2
− γa(1− R2)
∣∣∣∣∣
(
1− 2R2
(1− R2)Ω22
E
′′
i1
)∣∣∣∣∣
2]
×
(
eiφ2
√
1−R2
(
1− 2R2
(1− R2)Ω22
E
′′
i1
))
, (4.29)
Luego, aplicando el operador U113 = R3 (constante) a la ecuación anterior, y el segundo
operador de la cavidad auxiliar Oˆa, se obtiene
R3
{[
iαa
2
−γa
∣∣∣∣∣
[
iαa
2
−γa(1−R2)
∣∣∣∣
(
1− 2R2
(1−R2)Ω22
E
′′
i1
)∣∣∣∣
2]
eiφ2
√
1−R2
(
1− 2R2
(1−R2)Ω22
E
′′
i1
)∣∣∣∣∣
2]
×
[[
iαa
2
− γa(1−R2)
∣∣∣∣
(
1− 2R2
(1−R2)Ω22
E
′′
i1
)∣∣∣∣
2]√
1−R2
(
1− 2R2
(1−R2)Ω22
E
′′
i1
)]}
ei(φa+φ2), (4.30)
donde el término relacionado a la dispersión de la FBG2 está ausente. En este caso es
sencillo intuir que la condición de fase para la cavidad auxiliar queda definida por
ΦA = ΦLA + ΦNLA =
(
φa + φ2 + φDA
)
+ ΦNLA , (4.31)
donde ΦNLA depende principalmente de la no-linealidad de la cavidad auxiliar (γALA),
la atenuación, la reflectividad de la FBG2 y su ancho de banda. De todas formas, este
término podría ser despreciado debido a que R2 presenta generalmente un valor alto (>
90%), manteniendo una potencia mayor en la cavidad activa del láser, mientras que el
valor de R3 es pequeño. La condición de ajuste de la fase impuesta por la Ec. 4.8, para
valores de K enteros, implica que la diferencia de las fases producidas en ambas cavidades
debe verificar
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∆Φ = ΦM − ΦA =
(
−(φm + 2φ1) + φDM
)
+ ΦNLM
−
(
φa + φ2 + φDA
)
− ΦNLA = 0,
(4.32)
donde la diferencia entre los términos de la fase lineal y no-lineal de ambas cavidades es
compensada de alguna forma, mientras que es incrementado el valor de la fase relacionado a
las FBGs. Una forma de establecer un criterio para resolver el problema de la incertidumbre
de la fase, al menos de forma cualitativa, es mediante el planteo de un ejemplo numérico,
como veremos a continuación.
Resultados obtenidos mediante una herramienta de representación simbólica
Eligiendo adecuadamente los parámetros del sistema, mediante estudio de los distintos com-
ponentes tales como las longitudes y parámetros de las FOs empleadas, las características
de las FBGs y la ganancia contante del medio activo, se puede hallar una solución estacio-
naria suponiendo que el campo Ei1 es un pulso del tipo secante hiperbólica de ancho T0 = 1
ns y potencia P0 = 100 mW (potencia óptica dentro de la cavidad activa). En la Tabla 4.1
se pueden observar los parámetros principales del modelo aplicados en el siguiente calculo
analítico, donde los valores de la dispersión de las FBGs son aproximadamente nulos. La
Fig. 4.6 muestra la solución encontrada mediante el uso de una herramienta matemática
de representación simbólica. La potencia de la envolvente del campo eléctrico resultante,
calculada mediante el producto de la intensidad y el área efectiva de la FO, presenta un
ancho temporal igual a 1,73 ns y un valor de la fase aproximadamente constante alrededor
de pequeñas variaciones de −π/2 radianes. La solución hallada podría ser concluyente si
el sistema de ecuaciones no-lineales pudiera admitir diversos valores de dispersión de las
FBGs. Sin embargo, no se encuentran resultados consistentes para valores de dispersión no
nulos, lo cual implica que el modelo teórico es sensible a estas variaciones [46].
Para asegurar que las soluciones encontradas son representativas del sistema de ecuaciones,
la hipótesis relacionada a la anulación de los términos de la diagonal secundaria del sistema
de ecuaciones debe ser verificada. De esta forma, el primer término de la Ec. 4.13 que define
uno de los operadores de la diagonal secundaria del sistema puede ser evaluado mediante
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Cavidad principal Cavidad auxiliar FBGs
LM =1,86×106λ0/neff = 1,976 m LA = LM |ρ1|2 = |ρ2|2 = 0,75
g0 = 0,2735 m−1 αa = 4×10−5m−1 λ1 = λ2 = 1554 nm
β2m = 108 ps
2/km β2a = -20 ps
2/km ∆λ1;2 = 0,2 nm
γm = 4,5745×10−3 W−1m−1 γa = 1,6519×10−3 W−1m−1 D1;2 ≈ 0 ps/nm
Tabla 4.1: Parámetros principales del sistema láser de cavidades acopladas que opera en
régimen APM. Entre estos se destacan, por su importancia, los parámetros físicos de las
FBGs y la dispersión y no-linealidad de la FO dopada con Er3+. La determinación de
dichos valores es importante para lograr una correcta representación de la salida del láser
mediante los modelos numéricos implementados.
la aplicación del campo de entrada Ei1, resultando
Ezero = eiφaOˆaU113OˆaU212Ei1, (4.33)
donde Ezero es la envolvente de campo eléctrico resultante, como se observa en la Fig. 4.5. Se
puede observar que la potencia óptica es varios órdenes de magnitud inferior a la encontrada
en la Fig.4.6 (a), mientras que la fase presenta un valor que no es del todo despreciable
(comparada con la respuesta observada en la Fig. 4.6 (b)). Estrictamente, el operador de la
diagonal secundaria, relacionado al segundo término de la Ec. 4.12 también debe anularse.
Esta verificación se realiza de una forma similar a la anterior mediante el uso del campo
eléctrico resultante de la cavidad auxiliar Ei2.
De todas formas, los resultados encontrados de forma experimental en [1], se verifican de
forma adecuada mediante las simulaciones mostradas en la Fig. 4.6, para una relación
entre las longitudes de ambas cavidades unitaria, o sea K = 1. Estos resultados han sido
publicados en nuestro estudio analítico [46]; sin embargo, en dicho trabajo los valores de
la dispersión de las FBGs y el cálculo del término no-lineal son dos temas sensibles que
deben ser abordados con cierto cuidado. Por un lado, el perfil de la dispersión de las FBGs
depende de su posición espectral relativa (entre las FBGs de la cavidad principal), mientras
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Figura 4.5: Potencia y fase del campo eléctrico resultante de la diagonal secundaria del
sistema. El primer término de la Ec. 4.13 aplicado al campo Ei1 tiende a ser nulo.
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Figura 4.6: (a) Potencia del campo eléctrico Ei1, solución de láser APM. (b) Fase de Ei1
en función del tiempo.
que la dispersión resonante de la FO dopada con Er3+ puede cambiar en módulo y signo
dependiendo de la longitud de onda de trabajo del láser (establecida en nuestro caso por
las FBGs) [14]. Por otra parte la no-linealidades deberían ser evaluadas de forma conjunta
con la dispersión, con el fin de obtener una solución del tipo solitónica, típica en sistemas
láser que operan en régimen APM [32, 53], y de forma análoga a la descripción realizada
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en el Capítulo 2. Por lo tanto, esta solución no es del todo representativa del sistema, de-
bido a que no admite cambios en el parámetro de dispersión cromática introducido por las
FBGs. En general, esto sucede cuando las distintas derivadas de los campos eléctricos pro-
pagados son calculadas mediante aproximaciones numéricas simples, introduciendo errores
sistemáticos adicionales. Una forma de resolver este problema consiste en emplear un mo-
delo numérico que incluye el perfil de las FBGs (calculadas mediante el TMM), basado
en el acoplamiento de los campos de forma coherente mediante una matriz de scattering,
y que permite calcular la propagación de los campos eléctricos mediante el SSM de paso
variable. De esta manera es posible limitar los errores y estimar correctamente el aporte
de fase no-lineal, como veremos en la próxima sección.
4.3. Modelo numérico implementado mediante SSM
Los modelos numéricos empleados para calcular la propagación de la envolvente del cam-
po eléctrico en un sistema láser están focalizados en la resolución de la NLSE [16]. Un
método de Runge-Kutta es empleado para encontrar una solución en un sistema que pre-
senta condiciones de contorno y parámetros simples [31, 36]. En general, se requiere una
representación completa (módulo y fase) de los elementos que conforman el sistema de re-
alimentación, lo que produce un incremento del costo computacional. Una solución efectiva
a este problema la brinda el SSM de paso variable, el cual permite calcular la propagación
de los campos eléctricos en ambas cavidades del láser, definiendo el efecto conjunto de la
no-linealidad y la dispersión de segundo orden y alcanzando soluciones muy precisas en
tiempos cortos. Además, este método presenta una gran flexibilidad de integración con la
matriz de scattering, la cual es empleada nuevamente para acoplar los campos eléctricos
que concurren a una única FBG, como será mostrado a continuación.
Para analizar el modo de operación pulsado del láser esquematizado en la Fig. 4.4, se
emplea nuevamente un pulso del tipo secante hiperbólica como semilla y la mayoría de los
parámetros mencionados en la Tabla 4.1. Otros parámetros de interés como la longitud de
onda de trabajo λ0 = 1553,55 nm (establecida por la longitud de onda de las FBGs), el
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Figura 4.7: Características de las FBGs utilizadas en nuestro modelo numérico. (a) Re-
flectividad y (b) dispersión en función del detuning normalizado a la longitud de onda de
Bragg ((λ− λBragg)/λBragg).
índice de refracción efectivo neff = 1,46 y el tiempo de muestreo del campo eléctrico Ts =
10 ps (utilizando alrededor de 218 puntos), son importantes en la representación numérica
del problema. Las FBGs empleadas en este caso presentan las siguientes características:
|ρ1|2 = |ρ2|2 = 0,93, λ1 = λ2 = 1553,55 nm y ∆λ1,23dB = 0,2 nm y son modeladas como
funciones dependientes de la longitud de onda, como la reflectividad y la transmitancia
de las mismas. En nuestro trabajo [2], fueron medidas las características espectrales de
las FBGs, tales como los valores de la reflectividad, ancho de banda y longitud de las
mismas. Estos valores fueron empleados para modelar las características espectrales de
dichos dispositivos mediante el TMM, como se puede observar en la Fig. 4.7. Es importante
notar que el valor de la dispersión de las FBGs presenta una dependencia con la longitud
de onda, pudiendo alterar los resultados de forma significativa.
En nuestro modelo numérico los operatores definidos por las Ecs. 4.5 y 4.5 se resuelven
mediante el uso del SSM de paso variable, con el fin de calcular el término de la dispersión
aplicado en el dominio transformado y el término de fase no-lineal en el dominio del tiempo,
como se muestra en el Apéndice. Para calcular la propagación en ambas cavidades del
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Figura 4.8: Diagrama de flujos del modelo numérico implementado para un láser APM
pasivo de dos cavidades acopladas donde LM = LA (K = 1). Los campos provenientes de
ambas ramas del diagrama deben ser sincronizados adecuadamente en tiempo y espacio
para evitar errores sistemáticos en el cálculo de la salida del láser.
láser se aplica el SSM de paso variable para limitar los errores de fase a 1×10−4 rad, con
tolerancias ||Es − Es−1||/||Es−1|| < 1% para s = 1, ..., S pasos, como Skin et al. define
en [52] y, particularmente como considero en un trabajo de mi autoría, relacionado a la
comparación de resultados numéricos y experimentales [2]. Dado que los valores de las
reflectividades de las FBGs son altos (> 90%), en este caso en particular, el tiempo de
ida y vuelta es mucho menor que el tiempo de vida promedio de un fotón dentro de la
cavidad activa del láser (del orden de 0,35 µs). Este modelo permite analizar la interacción
de los procesos lineales (atenuación, GVD y dispersión de las FBGs) y no-lineales (SPM
y de autosaturación de la ganancia) relacionados con la propagación aproximada de un
solitón dentro de las cavidades del láser y, además, es capaz de determinar la envolvente
del campo eléctrico en otros puntos del sistema.
El modelo numérico funciona de la siguiente manera. En un principio, un campo eléctrico
inicial Ein = Ei1 es usado como entrada, el cual es definido mediante un pulso tipo secante
hiperbólica que es bien conocido en sistemas APM, como describen los trabajos de Martí-
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Figura 4.9: (a) Evolución temporal de la potencia del pulso de entrada para K = 1.
Las características del pulso propagado se mantienen durante más de 1000 roundtrips
(equivalente a 20 µs aproximadamente), lo que permite establecer una solución estable. (b)
Espectro del pulso de entrada y salida. El ensanchamiento espectral se debe al efecto del
proceso no-lineal de SPM.
nez et al. [53,54]. En este instante la salida es nula y el pulso es propagado dentro de ambas
cavidades hasta completar un viaje de ida y vuelta. Luego, estos campos son rápidamente
actualizados de forma iterativa hasta alcanzar una solución estable, como veremos a con-
tinuación. El criterio elegido para determinar una solución adecuada (en módulo y fase)
se basa en dos hipótesis: i) la potencia de los pulsos resulta uniforme para una condición
de ajuste de láser, y ii) el ancho temporal de los pulsos propagados permanece inalterado
para un número grande de viajes de ida y vuelta (tiempo de propagación grande). Ambas
hipótesis se verifican para un apropiado conjunto de parámetros del sistema. De todas
formas, debemos notar que para cada condición de ajuste establecida por la Ec. 4.8, el
algoritmo implementado es ligeramente diferente. Específicamente, es necesario combinar
los campos eléctricos que provienen de ambas cavidades mediante una adecuada sincroni-
zación espacial y temporal. Cuando las longitudes de las cavidades del láser son iguales,
o bien K = 1, el campo eléctrico de entrada Ein visto en la Fig. 4.4 es transmitido hacia
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Figura 4.10: (a) Fase del pulso en el dominio del tiempo. (b) Fase de la transformada de
Fourier del pulso de salida.
la cavidad auxiliar y, en el mismo instante, es reflejado y propagado dentro de la cavidad
principal del láser. Los campos resultantes en la FBG1 y el espejo (reflexión al final de
la FO) son nuevamente reflejados hacia la FBG2, completando a viaje de ida y vuelta.
El diagrama de flujos correspondiente a esta descripción del modelo puede ser visto en la
Fig. 4.8. El resultado de esta propagación puede ser visto en la evolución de la potencia del
pulso en el dominio del tiempo, como muestra la Fig. 4.9 (a), donde la potencia y el ancho
temporal se mantienen constantes (aproximadamente 5 mW y 3,5 ns, respectivamente) en
el tiempo de propagación. La Fig. 4.9 (b) se muestra el cambio en el espectro del pulso de
entrada (ancho de banda aproximado 100 MHz) y el resultante que se ensancha (alrededor
de 4,5 veces respecto al original) debido a la presencia del proceso no-lineal de la SPM en
el cálculo de la salida del sistema.
La fase del pulso en el dominio del tiempo presenta una característica similar a la fase de
un pulso con SPM, como se muestra en la Fig. 4.10 (a). Por otra parte, la transformada de
Fourier del pulso tiene una fase con un chirp no-lineal inducido por la dispersión de segundo
orden de las FOs, las FBGs y las no-linealidades del sistema, como puede observarse en
la Fig.4.10 (b). De esta manera, podemos verificar la hipótesis definida en el desarrollo
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del modelo analítico, dado que la característica de la dispersión influye directamente en el
cálculo de la no-linealidad.
El cálculo de la propagación de los pulsos se puede extender a 500 y hasta 1000 roundtrips,
asegurando una solución estacionaria en el sentido que se ha discutido anteriormente. Para
la mayoría de los casos, hemos supuesto que el pico de la potencia de los pulsos presentes
en el medio activo es igual a Pin = |Ei1|2Aeff ≈ 100 mW (20 dBm) y que el ancho
temporal del pulso de entrada empleado para iniciar los cálculos igual a Tin= 2 ns. El número
de roundtrips necesario para encontrar una solución estable puede cambiar dependiendo
de los parámetros de la Tabla 4.1 y las condiciones iniciales del pulso de entrada. Las
características de este último, tales como su potencia, ancho temporal y forma, son elegidas
convenientemente para asegurar una rápida convergencia. Sin embargo, si el pulso ingresado
tiene atributos diferentes a los indicados, el sistema se encarga de ajustarlo de forma
progresiva, alcanzando un resultado en un número de roundtrips mayor, a expensas de
incrementar el tiempo de cálculo.
El valor inicial de la ganancia g está definido por la Ec. 4.25, el cual depende del valor
de g0 mostrado en la Tabla 4.1 y de la intensidad del pulso dentro de la cavidad activa.
Estos valores son compatibles con los valores de ganancia esperados y obtenidos de forma
experimental (gLM menor a 25 dB para amplificadores de FO dopada con Er3+), alcanzando
una salida estable para un valor intensidad de pulso dentro de la cavidad activa de Iin =
Pin/Aeff = 1,57×10−3V2/µm2. El valor de la potencia de saturación elegida para realizar
los cálculos fue de 7 dBm (dentro del rango de valores mencionados anteriormente).
4.3.1. Establecimiento del régimen pulsado y CW mediante un
proceso de ruido aleatorio
Usualmente, una forma de obtener información de un sistema lineal o no-lineal es por
medio del ruido, mediante procesos de identificación de sistemas desarrollados en la teoría
de control moderno [129, 130]. En general, los procesos de ruido son variados y dependen
de la naturaleza física de los elementos que componen el sistema analizado.
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Nuestro modelo también permite estimar una solución para la condición similar al self-
starting del sistema mediante el uso de un pulso embebido en ruido. Esta condición inicial
es análoga a la producida en un régimen de self-pulsing para la cual los sistemas láser emiten
pulsos de potencia baja y de forma regular en el tiempo, como mencionamos anteriormente.
Pequeñas señales de ruido generado por inestabilidades del medio de ganancia, relacionadas
al régimen self-pulsing, podrían establecer un régimen mode locking si las longitudes de las
cavidades son adecuadas. Una vez alcanzado este régimen, generalmente para una emisión
láser de una mayor potencia, la influencia del régimen self-pulsing tiende a ser despreciable.
En nuestro caso en particular aplicamos un pulso del tipo secante hiperbólica y de fase
nula sumado con un proceso de ruido blanco gaussiano y aditivo a la entrada del modelo
numérico, o sea como el campo Ein definido en la Fig. 4.4. El mismo se inyecta al sistema
por medio de secuencias de largo finito (iguales al largo de la señal) y de forma tal que
las diversas realizaciones de ruido no correlacionadas entre sí. El ruido generado y sumado
al pulso mencionado se calcula mediante la envolvente compleja de un proceso pasabanda,
empleando el modelo de ruido de fase y cuadratura como describe en su libro de comuni-
caciones Ziemer [102]. De todas formas, se debe notar que el proceso mencionado se limita
en frecuencia mediante las características espectrales de las FBGs.
Empleando un total de 50 secuencias de ruido y un pulso de potencia Iin ≈ - 50 dBm
con un ancho temporal de Tin = 2 ns se obtiene una baja relación señal a ruido igual a
SNRin = 0,1 dB en la entrada del modelo. Dicho valor se define para el ancho de banda
correspondiente al pulso de entrada, por lo que el pulso de entrada en el tiempo resulta
inmerso totalmente en el ruido. En la Fig. 4.11 (a) se puede observar la evolución de la
potencia del pulso ruidoso de salida del láser en función del número de viajes de ida y
vuelta, donde el modo de operación pulsado presenta una mayor ganancia que el régimen
de onda continua o CW. De esta manera, aún para pequeños valores de SNRin y para bajos
niveles de ganancia g0, el pulso resultante adquiere una SNRout >SNRin. En la Fig. 4.11 (b)
se muestra el ancho temporal promedio del pulso ruidoso, el cual es cercano a 3,5 ns, con
una desviación estándar moderada que está relacionada al bajo valor de SNRin. La SNRout
observada a 10 µs (equivalentes a 500 viajes de ida y vuelta) fue de aproximadamente
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Figura 4.11: (a) Evolución temporal de la señal ruidosa de entrada en función del número
de roundtrips. (b) Estimación del ancho promedio del pulso de salida.
10 dB. Además, se podría establecer un valor para la ganancia del régimen de operación
pulsado como Pout/Pin ≈ 30 dB, evaluando sólo los niveles de la señal óptica de interés. Por
otra parte, el modo de CW crece desde el piso de ruido establecido mediante una potencia
Nin ≈ - 50 dBm hasta alcanzar un valor de potencia de salida próximo a los - 30 dBm,
por lo cual se puede estimar una ganancia del régimen CW cuyo valor e próximo a 20 dB.
Sin embargo, cuando la potencia de ruido aleatorio es incrementada (por ejemplo, para
un medio activo más ruidoso, o más intensamente excitado), el cálculo del término no-
lineal por medio de nuestro modelo resulta mucho más complejo, incrementando el tiempo
de simulación. De todas formas, la ganancia del sistema puede ser regulada mediante la
potencia de excitación del medio activo y el largo de la FO dopada con Er3+, dentro de los
límites mencionados anteriormente.
Claramente, un proceso de ruido gaussiano y aditivo de potencia baja como la especificada
permite determinar las principales características del sistema láser presentado, estable-
ciendo ambos regímenes de funcionamiento (pulsado y CW). Estas propiedades también
pudieron ser encontradas mediante el uso de señales determinísticas, donde se utilizaron
pulsos para determinar el régimen pulsado, y en un análisis posterior, señales constantes en
el tiempo para estimar alguna de las propiedades del régimen de operación CW, obteniendo
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Figura 4.12: (a) Autocorrelación del proceso de salida en función de la diferencia de tiempos
τ . (b) Estimación de la PSD del proceso calculada mediante los últimos 5 µs de simulación.
resultados similares a los mostrados en la Fig. 4.11. Por lo tanto, en la mayoría de los casos
analizados a continuación hemos supuesto que los efectos del ruido son despreciables con
el objeto de reducir el tiempo de cálculo. Este supuesto se basa en los valores adecuados
de SNR encontrados de forma experimental, como se muestra en el Capítulo 5 bajo la
condición de ajuste de la fase establecida para el régimen de operación mode locking.
En la Fig. 4.12 (a) se muestra la autocorrelación de la señal pulsada obtenida anteriormente,
para la cual se ha desafectado el valor medio, correspondiente al régimen CW. El ancho
temporal de la autocorrelación es del orden de 6 ns. Esto indica que el ancho de pulso
promedio, el cual se calcula tomando la mitad de dicho valor, sería algo menor al valor
especificado de forma numérica para el caso de un pulso sin ruido. Por otra parte, se
puede realizar una estimación de la densidad espectral de potencia (PSD) del proceso
de salida empleando el periodograma de Welch [131]. Este algoritmo de procesamiento
digital de señales se aplica dividiendo el vector de tiempo en un número finito de vectores
más pequeños con igual número de puntos. Luego, se calcula la transformada de Fourier
y se calcula el módulo al cuadrado, con el fin de promediar todos estos vectores y así
obtener una estimación de la PSD. Para este caso en particular, se utilizan los pulsos
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calculados mediante el SSM durante un tiempo de simulación correspondiente a los últimos
250 roundtrips, o 5 µs aproximadamente. El resultado de esta estimación puede ser vista en
la Fig. 4.12 (b), donde el ancho de banda correspondiente al proceso de salida es del mismo
orden que el ancho de banda del pulso sin ruido calculado anteriormente. Se puede observar
también que las componentes espectrales están separadas en frecuencia cada ∆fM = ∆fA =
52 MHz (valor que arroja el cálculo de la Ec. 4.1 para una longitud LM = 1,976 m), para
una relación entre longitudes de las cavidades principal y auxiliar unitaria.
4.3.2. Acoplamiento de los campos provenientes de ambas cavi-
dades del láser APM
Extendiendo el modelo numérico explicitado anteriormente para longitudes de la cavidad
auxiliar más pequeñas, o sea LA < LM , se pueden obtener mayores frecuencias de repe-
tición de la emisión láser de salida, disminuyendo el ancho de los pulsos, como podremos
observar en el Capítulo 5. El algoritmo aplicado en el cálculo de estos casos debe ser reacon-
dicionado para seguir la lógica que se describe a continuación. Por ejemplo, cuando K =
2, la envolvente del campo eléctrico Ein = E2i1 es transmitida dentro de la cavidad auxiliar
y es reflejada por el espejo, siendo propagada hacia la FBG2 como E2i2. En este mismo
instante, el campo E2o1 ha sido propagado una distancia LM , obteniendo como resultado
el campo eléctrico E1i2 en la FBG1. El ciclo es completado cuando la envolvente del cam-
po eléctrico reflejado E1o2 es propagada en la cavidad principal hasta lograr que el campo
E2i1 actualizado, mientras que E
2
i2 debe ser renovado para ser acoplado a E
2
i1 mediante
la Ec. 4.7, relacionada a la FBG2. En resumen, los campos de la cavidad auxiliar deben
ser actualizados K veces antes de ser acoplados con un nuevo campo E2i1 (rama izquierda
del diagrama de flujo especificado en la Fig. 4.8). Esta condición debe ser aplicada para
cualquier relación de longitudes entera K, mientras que para relaciones racionales (por
ejemplo, entre números coprimos) el análisis se vuelve más complejo, obligando a realizar
cálculos intermedios e incrementando del uso de la memoria.
Aplicando el modelo numérico descrito anteriormente pero para valores de K iguales a 1,
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Figura 4.13: Simulación de la potencia del campo eléctrico de salida para diferentes valores
de K. (a) K = 1 (Tout = 3,46 ns). (b) K = 2 (Tout = 2,26 ns). (c) K = 3 (Tout = 1,74 ns).
(d) K = 4 (Tout = 1,45 ns).
2, 3 y 4, y manteniendo constante la longitud de la cavidad principal del láser LM = 1,976
m, se pueden obtener los resultados que se muestran a continuación. Para la mayoría de los
casos, una solución estable fue encontrada para un número grande de roundtrips, donde la
forma del campo eléctrico E2i1 (potencia y ancho temporal) se mantienen aproximadamente
constantes con el tiempo de propagación, como hemos observado anteriormente y en nues-
tros trabajos [2, 46]. En la Fig. 4.13 se muestran los resultados numéricos para diferentes
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Figura 4.14: Evolución de la energía del pulso simulada en función de la potencia máxima
y de la relación de longitudes K = 1 y K = 2.
relaciones entre longitudes: (a) K = 1, (b) K = 2, (c) K = 3 and (d) K = 4, donde LM =
1,976 m para todos los casos. En la Fig. 4.13(a) aparece un único pulso debido a que el
tiempo de propagación para ambas cavidades es el mismo. Sin embargo, en las Figs. 4.13(b),
4.13 (c) y 4.13 (d) aparecen 2, 3 o 4 pulsos, respectivamente y en la misma ventana, dado
que para un tiempo de roundtrips de la cavidad principal se están propagando K pulsos en
la cavidad auxiliar del láser. Como se describe anteriormente, esto depende de la frecuencia
de batido resultante entre ambas cavidades, obteniendo una solución particular para cada
caso. Los anchos de pulso obtenidos de forma numérica fueron: (a) 3,46 ns, (b) 2,25 ns, (c)
1,74 ns y (d) 1,45 ns.
En la Fig. 4.14 se muestra cómo se produce la convergencia de un pulso mediante el modelo
numérico especificado hacia una solución estable para dos valores de relación de longitudes
K = 1 y K = 2. Se observa que en los primeros instantes de tiempo, la energía del pulso
se incrementa en pasos moderados, luego estos incrementos se vuelven más pequeños hasta
encontrar una solución estable del sistema.
Una forma de determinar el número de componentes espectrales involucradas en el pro-
ceso de enganche de los modos es mediante el estudio de la PSD de la señal estimada
numéricamente. En la Fig. 4.15 se puede observar el cambio del ancho de banda de la señal
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Figura 4.15: Estimación de la PSD de la señal de salida para distintos valores de K.
El incremento en el ancho de banda de la señal de salida se debe principalmente a la
disminución del ancho de pulso, cuando la longitud de la cavidad auxiliar LA ≤ LM . Con
“◦” se muestran los primeros 50 armónicos correspondientes a cada frecuencia láser de
salida. (a) K = 1 (Tout = 3,46 ns). (b) K = 2 (Tout = 2,26 ns). (c) K = 3 (Tout = 1,74 ns).
(d) K = 4 (Tout = 1,45 ns).
en función del valor establecido por la relación de longitudes de ambas cavidades, dada por
la Ec.4.8. Estos resultados se encuentran empleando pulsos con ruido aditivo gaussiano,
como los vistos en la sección anterior, pero para un valor de SNR elevado igual a 30 dB, y
129
con una potencia de señal dentro de la cavidad activa igual a 20 dBm. En la Fig. 4.15 (a),
las componentes espectrales se encuentran separadas en frecuencia cada ∆fM = 52 MHz
(LM = 1,976 m y K = 1), mientras que la distribución de amplitudes de cada componente
queda definida por la característica espectral del sistema. Comparando dicho resultado con
la 4.12 (b), se observa que el sistema admite que algunas componentes de alta frecuencia
presenten una potencia mayor. Sin embargo, como el sistema presenta una característica en
frecuencia del tipo pasabajos, el resultado obtenido en la Fig. 4.15 (a) puede ser considera-
do como una muy buena aproximación de lo que sucede en la realidad. Para las Figs. 4.15
(b), (c) y (d), correspondientes a las frecuencias de salida flaser = 104 MHz, 156 MHz
y 208 MHz, podemos observar que las componentes espectrales se encuentras espaciadas
en valores múltiplos enteros de dichas frecuencias, mostrando una característica espectral
similar a la mencionada para las altas frecuencias. De estos resultados también se puede
notar que el ancho de banda de la señal generada se incrementa de forma proporcional al
valor de K, mientras que el número de componentes espectrales definidas en un ancho de
banda de 3 dB es pequeño (generalmente < 3). Los anchos de banda de estas señales se
encuentran entre 100-500 MHz aproximadamente, dependiendo del caso. En este sentido,
en el Capítulo 5 realizaremos una medición de la PSD empleando un analizador del es-
pectro óptico (OSA). En ese caso la resolución del instrumento sería una limitación en la
determinación de las distintas componentes espectrales de la señal generada. Una solución
a dicho inconveniente se presenta realizando una estimación de dichas componentes me-
diante la PSD de las señales fotodetectadas para distintas relaciones de longitud K. De
esta forma, podremos observar una similitud muy grande entre los resultados numéricos y
experimentales obtenidos.
4.3.3. Efecto de la dispersión en la cavidad activa
Empleando un modelo simplificado del sistema láser propuesto, el cual está basado en el
subsistema formado por la cavidad principal, se puede estimar el efecto de la dispersión en
la propagación de los pulsos dentro de la misma. El esquema de la Fig. 4.16 muestra una
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Figura 4.16: Esquema de la cavidad principal basada en la reflectividad de las FBGs.
configuración de dos FBGs y un circulador ideal conectado a las mismas mediante tramos
de FO ideales (no introducen pérdidas, efectos de la dispersión y no-linealidades), donde
se ha despreciado el efecto de la cavidad auxiliar, la cual será analizada posteriormente.
Este esquema es fácilmente representado de forma analítica mediante la siguiente relación
E˜out(f)
E˜in(f)
= ρFBG1(f)ρFBG2(f)e
−i2ΦM , (4.34)
suponiendo que E˜out/E˜in expresa la respuesta de la cavidad principal mediante las carac-
terísticas de reflexión de las FBGs y un factor de fase constante debido a la longitud del
camino óptico recorrido, o sea ΦM = φm. Sin embargo, debemos recordar que esta aproxi-
mación es sólo a los efectos de evaluar el comportamiento de la dispersión en dicha cavidad
y supone que las FBGs se comportan como dispositivos lineales para el rango de longitudes
de onda de trabajo. La dispersión de las FBGs, como ya hemos visto en el cálculo numérico,
es un tema sensible en el ajuste de los términos de la fase, establecido por la Ec.4.32. Los
valores de la dispersión estimados para valores pequeños de detuning, como se observa en la
Fig.4.7 (b), pueden ser fácilmente alterados si se produce un desajuste entre las longitudes
de onda de Bragg de las FBGs. Suponiendo que la propiedades de las FBGs son idénticas,
se puede estimar el cambio en el perfil de la dispersión del subsistema analizado, como
se observa en la Fig. 4.17 (a). Cuando la separación espectral entre las características de
reflexión de las FBGs es nulo (fBragg1 = fBragg2), la respuesta de dispersión del filtro es
idéntica a la expresada en la Fig.4.7 (b), mientras que para otros valores (fBragg1 6= fBragg2)
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(a) (b)
Figura 4.17: Características del filtro lineal formado por las FBGs que conforman la cavidad
principal del láser APM para distintos valores de separación espectral entre las mismas,
(fBragg2 − fBragg1)/fBragg1. (a) Dispersión de la cavidad, resultante del producto de los
coeficientes de reflexión de las FBGs que la componen. (b) Producto de las reflectividades
de ambas FBGs en función de la separación espectral relativa entre las mismas.
la dispersión se ve alterada fácilmente en módulo y signo. Por lo tanto, el subsistema
puede generar pulsos más anchos o angostos (si no están limitados por transformada)
en el dominio del tiempo dependiendo de la condición mencionada. Estos cambios en las
longitudes de onda de las FBGs, en la práctica son producidos cambios en la temperatura
ambiente, la cual puede influir de manera diferente en cada uno de los dispositivos que
componen el sistema de realimentación del láser. Por otra parte, también se produce un
cambio en la característica de reflectividad del subsistema, la cual puede ser expresada
mediante el producto de las reflectividades individuales de las FBGs, como se observa en
la Fig. 4.17 (b). Este efecto se traduce en un cambio de la condición de acoplamiento, la
cual podrá ser analizada en la próxima sección mediante un operador de la reflexión de la
cavidad auxiliar.
Luego, si introducimos la dispersión de la FO dopada con Er3+, o sea ΦM = φm+β2MLω2/2,
no se observan cambios significativos en la característica de la dispersión mostrada en la
Fig. 4.17 (a). Esto se debe principalmente a que el valor de la dispersión cromática de la FO
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dopada es pequeño comparado el de las FBGs (para λ0 = 1553,55 nm), para las potencias
de bombeo consideradas (menores a 325 mW), como mostraremos en el Capítulo 5. Sin
embargo, no se puede despreciar dicho aporte ya que la dispersión cromática en dichas FOs
cambia significativamente en módulo y signo, entre dos y tres órdenes de magnitud, depen-
diendo de la longitud de onda de la emisión láser generada, como ya hemos mencionado
en el Capítulo 2.
4.3.4. Coeficiente de reflexión no-lineal de la cavidad auxiliar
El comportamiento del sistema láser esquematizado en la Fig. 4.1 puede ser estudiado
mediante el empleo de otro subsistema compuesto por los dispositivos fotónicos que con-
forman la cavidad auxiliar. El análisis de dicho subsistema debe realizarse bajo la condición
de acoplamiento de los campos eléctricos que provienen de ambas cavidades, debido a que
los resultados dependen principalmente de las no-linealidades introducidas por las mis-
mas. Observando la reflexión generada por este subsistema, definida mediante los campos
eléctricos de entrada/salida de la FBG2 (cavidad activa), se puede escribir la siguiente
relación
Γa(t) =
E2o1(t)
E2i1(t)
, (4.35)
donde Γa(t) es un coeficiente de reflexión del subsistema mencionado. En condiciones ge-
nerales, como la potencia de los pulsos dentro de dicha cavidad es baja (menores a 10
mW para FBGs de 93%), para los casos analizados, este subsistema se comporta como
un filtro cuasi-lineal (para el rango de potencias de pulso y reflectividades de las FBGs
evaluadas). Sin embargo, debemos recordar que pequeños cambios en el módulo y la fase de
la Ec. 4.35, introducidos principalmente por alteraciones en los dispositivos, pueden alterar
las características tiempo-frecuencia del sistema. En la Fig. 4.18 (a) se muestra el módulo
del coeficiente de reflexión para una potencia de entrada igual a Pin = |Ein|2Aeff = 100
mW (valor máximo en la cavidad principal), empleando un ancho de pulso Tin = 2 ns. Se
puede observar que el valor de la reflectividad del filtro es alto, para FBGs con valores de
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(a) (b)
Figura 4.18: Característica temporal del coeficiente de reflexión Γa(t), correspondiente al
subsistema formado por la cavidad auxiliar. (a) Reflectividad del mismo en función del
número de roundtrips. (b) Respuesta de fase del mismo.
reflectividad de 93%, mientras que las fluctuaciones pequeñas de |Γa|2 se producen para
valores de tiempo t ≈ 0. Estas fluctuaciones están asociadas al incremento de la distorsión
en las colas del pulso propagado, debida a la fase no-lineal. En la Figs. 4.18 (b) se observa
la fase del coeficiente de reflexión, la cual presenta cambios pequeños del orden de la centé-
sima de miliradian (dentro de la cota de error establecida para el cálculo de la propagación
mediante el SSM).
Por otra parte, cuando el valor de la reflectividad de las FBGs que componen el láser
disminuye, el subsistema mencionado se comporta de manera ligeramente diferente. En
las Figs. 4.19 (a) y (b) se muestra la reflectividad y la fase del coeficiente de reflexión del
subsistema para un par de FBGs de 75% de reflectividad. Mediante la colección de distintos
resultados se pudo observar que el valor de la reflectividad media del filtro disminuye a
|Γa|2 ≈ 0,65, presentando nuevamente pequeñas variaciones para t ≈ 0. El comportamiento
del filtro es levemente diferente al observado en la Fig. 4.18, debido a que la respuesta es
prácticamente proporcional al perfil del pulso obtenido a la salida del láser. Esto se debe
a la disminución parcial del proceso no-lineal del sistema. La misma conclusión resulta de
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(a) (b)
Figura 4.19: Característica temporal del coeficiente de reflexión Γa(t). La reflectividad de
las FBGs es del 75%. (a) Módulo al cuadrado del coeficiente de reflexión del subsistema.
(b) Respuesta de fase del mismo.
observar las respuestas de la fase del coeficiente de reflexión del subsistema en las Figs. 4.18
(b) y 4.19 (b). Suponiendo que los valores de las reflectividades de las FBGs son orden de
70% o menores se produce un incremento de la intensidad del proceso de acoplamiento
de los campos eléctricos provenientes de ambas cavidades, aunque la potencia de dichos
campos disminuye. De todas formas modificaciones en las características espectrales de los
dispositivos empleados pueden introducir inestabilidades indeseadas en el sistema, como
veremos a continuación.
Cambios en la reflectividad del semiespejo de la cavidad auxiliar del làser
En general, para los parámetros del sistema definidos en la Tabla 4.1, los cambios de la
característica definida por la Ec. 4.35 no son muy significativos. Este comportamiento se
debe a que el valor del coeficiente de reflexión del semiespejo, formado en el extremo de la
FO estándar de la cavidad auxiliar pequeño, del orden de 4%.
Un incremento en la reflectividad del semiespejo induce un aumento de la potencia de los
campos eléctricos realimentados, incrementando la influencia del proceso no-lineal de la
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(a) (b)
(c) (d)
Figura 4.20: (a) y (c) Reflectividad de la cavidad auxiliar para |ρmirror|2 = 0,16 y 0,6,
respectivamente. (b) y (d) Fase del coeficiente de reflexión de la cavidad auxiliar para
|ρmirror|2 = 0,16 y 0,60, respectivamente.
SPM en la cavidad auxiliar del láser (aún para FBGs con valores de reflectividad elevadas).
En la Figs. 4.20 (a) y (c) se muestra una disminución de |Γa|2 ≈ 0,87 y 0,63 para |ρmirror|2 =
0,16 y 0,6, respectivamente, en función del número de roundtrips. Las Figs. 4.20 (b) y (d)
expresan el incremento de los valores de la fase de 1,5×10−6 rad a 6×10−3 rad aproximada-
mente, en forma proporcional al aumento de |ρmirror|2 = 0,16 y 0,6, respectivamente. Dicho
incremento es de alrededor de 100 veces mayor a la cota de error máxima establecida para
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el cálculo de la propagación mediante el SSM. Un aumento significativo del valor de la fase
es importante para establecer un criterio de estabilidad. Como podremos observar en la
próxima sección, un valor de reflectividad del semiespejo |ρmirror|2 > 0,60 correspondiente
a un valor de fase mayor a 6×10−3 rad puede alterar la condición de ajuste de la fase
establecida para el régimen de operación mode locking.
4.3.5. Inestabilidades del sistema
Un análisis de estabilidad en láseres APM es importante para definir las condiciones don-
de se establece el regimen mode locking, como han estudiado de forma minuciosa en sus
trabajos Haus [31, 32] y Nielsen [23], entre otros. Las condiciones de estabilidad del sis-
tema generalmente se basan en un análisis de la dispersión, del chirp inducido por la
no-linealidad, de las distorsiones introducidas por el sistema de realimentación de la emi-
sión generada y los distintos parámetros del sistema propuesto. Particularmente, en [31]
se discuten los cambios en el ancho temporal y espectral de los pulsos en función de la
dispersión total de un sistema con dos cavidades acopladas mediante el uso de un semies-
pejo. En este sentido, podemos realizar dos análisis sencillos mediante el modelo numérico
propuesto: i) modificando la reflectividad de las FBGs (conservando el ancho de banda),
como hemos observado en la sección anterior; ii) incrementando la potencia de los campos
eléctricos propagados mediante un aumento de |ρmirror|2 (reinyectando una señal de mayor
potencia al sistema).
Suponiendo que un incremento sustancial de los valores de la fase puede generar algún
tipo de inestabilidad de la salida, al menos en el sentido definido en la Sección 4.3 (salida
estacionaria de potencia uniforme), es posible realizar un análisis preliminar aumentando
la potencia de las señales (mediante un aumento de |ρmirror|2). Volviendo al resultado
expresado en la Fig. 4.20, habíamos mencionamos que la reflectividad promedio de la
cavidad auxiliar disminuía de forma inversamente proporcional al aumento de |ρmirror|2,
mientras que para valores mayores al 60% se generan respuestas oscilatorias en función
del tiempo de propagación, por lo que la salida es modulada en potencia y fase. Este
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(a) (b)
Figura 4.21: Modulación del coeficiente de reflexión definido para la cavidad auxiliar del
sistema en función del tiempo de propagación para |ρmirror|2 = 0,75. (a) Reflectividad. (b)
Fase del coeficiente de reflexión de la cavidad auxiliar.
caso particular se puede observar en la Fig. 4.21 para un valor |ρmirror|2 = 0,75, donde
dicha modulación de la reflectividad del subsistema compuesto por la cavidad auxiliar
(acoplada a la cavidad principal) es generalmente indeseada. Esta condición se expresa
como inestable en sistemas láser que funcionan bajo el régimen additive-pulse mode locking
ya que la potencia y el ancho de pulso de la emisión de salida resultante se encuentran
modulados en el tiempo. Esta inestabilidad es producida por un desajuste de la fase debida
a un incremento en la no-linealidad del sistema, y por lo tanto, se altera la condición de
ajuste de la fase dada por la Ec. 4.32. De esta manera se puede establecer un límite o
cota del valor de reflectividad del semiespejo, como ya hemos establecido anteriormente
(|ρmirror|2 < 0,6, o bien, ∆Φ < 6×10−3 rad), para la cual se puede asegurar que el sistema
presenta variaciones suaves de la envolvente del campo eléctrico. De todas formas, debemos
recordar que dicho límite puede cambiar en función de los parámetros establecidos en la
Tabla 4.1.
Para el caso mostrado en la Fig. 4.21 podemos extender el análisis a un tiempo de pro-
pagación mayor para asegurar la solución. De esta manera se puede comprobar que la
inestabilidad persiste en el tiempo, donde la potencia máxima y el ancho del pulso son
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Figura 4.22: Inestabilidad producida por el aumento en la reflexión del semiespejo formado
en el extremo de la SMF28 de la cavidad auxiliar. (a) Ancho temporal del pulso y potencia
máxima del pulso en función del tiempo de propagación para |ρmirror|2 = 0,75. (b) Evolución
de la energía del pulso en función del tiempo de propagación, la cual permanece constante
luego de un breve transitorio.
modulados en función del tiempo de propagación, como se observa en la Fig.4.22 (a). Una
manera de verificar este resultado es calcular la energía del pulso en función del número de
roundtrips, la cual resulta constante, como se puede observar en la Fig.4.22 (b). Además,
de estos resultados se observa que la inestabilidad evoluciona con el tiempo de propagación
hacia valores más pequeños, aunque aún inestables. Esto último puede ser visualizado tam-
bién mediante un plano que expresa la potencia máxima del pulso en función de la energía,
como se muestra en la Fig. 4.23 (a), la cual incluye el transitorio inicial. En la Fig. 4.23
(b) se muestra un aumento de la Fig. 4.23 (a) en la zona de energía próxima a 7,32 pJ,
donde la inestabilidad se mantiene aproximadamente acotada para un tiempo de propa-
gación largo (aproximadamente 20 µs). Este resultado es comparable a un “ciclo limite”
(bucle prácticamente cerrado donde se establecen las soluciones del sistema) obtenido de
un plano de fase de un oscilador basado en la generación de armónicas mediante un proceso
no-lineal, como los estudiados en dinámica de sistemas no-lineales [130,132]. Respecto a la
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Figura 4.23: Evolución de la solución del sistema para |ρmirror|2 = 0,75. La inestabilidad
manifiesta en los cambios del ancho de pulso y la potencia de los mismos queda expresada
en el plano potencia en función de la energía. (a) Evolución de la solución desde el inicio de
la propagación. (b) Oscilación generada luego del transitorio inicial (aumento de la zona
más densa de (a)).
verificación experimental, de forma preliminar hemos encontrado algunos resultados que
comprueban la existencia de dichas inestabilidades, empleando un colimador de FO para
1,55 µm (en reemplazo del semiespejo) y un espejo de alta reflectividad. Sin embargo, este
estudio se propone como una de las líneas de investigación futuras.
En resumen, empleando el modelo numérico propuesto, se puede encontrar una relación
entre el valor de la reflectividad del semiespejo y la frecuencia de la inestabilidad. En la
Fig. 4.24 se presenta dicha tendencia para diferentes valores de |ρmirror|2 > 60% y se observa
que para valores de reflectividad del semiespejo mayores al 87% no se puede asegurar una
convergencia para una cota de error de la fase de 1×10−4 rad, fijada para el cálculo de la
propagación de los campos eléctricos con el SSM. Esta característica, en principio, no se
corresponde con ningún otro parámetro físico del sistema láser propuesto y sólo se debe a la
fuerte interacción de los procesos lineales y no-lineales producidos en ambas cavidades del
láser. La comprobación experimental de dicha característica se deja para trabajos futuros.
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Figura 4.24: Frecuencia de la inestabilidad en función de la reflectividad del semiespejo.
Para valores de |ρmirror|2 levemente mayores al 60% las inestabilidades son oscilatorias,
aunque generalmente se desarrollan de forma monótona, algunas hasta alcanzar otra con-
dición estable. Para valores mayores, las inestabilidades de mantienen en el tiempo como
se puede observar de la Fig. 4.23. Valores de |ρmirror|2 > 0,9 complican el cálculo de la
propagación mediante el SSM, debido al incremento del proceso no-lineal de la SPM.
4.4. Discusión de los resultados numéricos
El modelo numérico propuesto, basado en el SSM y el acoplamiento de los campos mediante
la matriz de scattering propuesta, permite calcular la salida de un láser de FO que trabaja
en régimen APM. La ventaja de estos métodos, aplicados en nuestro modelo, es una gran
flexibilidad y fácil implementación de los algoritmos para todos los casos analizados. Otras
configuraciones láser, por ejemplo, con cavidades en forma de anillo, pueden ser analizadas
fácilmente alterando levemente el algoritmo empleado. El modelo numérico presentado ad-
mite las características espectrales completas de las FBGs, calculadas mediante el TMM, y
el costo computacional es reducido en la mayoría de los casos, permitiendo obtener resulta-
dos precisos en tiempos cortos. Por otra parte, el modelo numérico implementado permite
estimar la salida del láser para relaciones entre las longitudes de las cavidades no enteras,
como la observada en [1], aunque dicho algoritmo debe ser modificado para cada caso de
análisis en particular. Con respecto al potencial del SSM con paso variable, se espera una
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mejora en el modelado de sistemas láser de pulsos ultracortos que funcionan bajo el régi-
men APM, incluyendo procesos tan complejos como el FWM y la XPM. La incorporación
de este tipo de procesos en el calculo de la propagación de los campos eléctricos en ambas
cavidades implica que se deba tener en cuenta la variación de los distintos parámetros con
la longitud de onda. En este sentido se debe calcular un número de ecuaciones acopladas
no-lineales igual al número de componentes espectrales evaluadas, como menciona Agrawal
en su libro de telecomunicaciones [5], incrementando el tiempo de cómputo y la complejidad
de los algoritmos.
La resultados numéricos obtenidos son principalmente dependientes de la condición de
ajuste de la fase, de las longitudes de ambas cavidades y principalmente de los parámetros
físicos de las FOs empleadas y las FBGs. Además, se encontró que el acoplamiento de los
campos eléctricos propagados en ambas cavidades se vuelve más intenso cuando el valor
de reflectividad |ρ3|2 >> 0,04, para cuyos valores se produce una fuerte realimentación
de la emisión generada en la cavidad principal del láser, llegando a perder la estabilidad
de la salida del sistema, como hemos podido observar en las últimas secciones. Nuestro
modelo también admite una solución estable para un valor de reflectividad nulo |ρ3|2 =
0, el cual corresponde al caso en el cual la cavidad auxiliar se desacopla de la cavidad
activa. Este comportamiento será discutido en el Capítulo 5. La influencia de cada uno de
los dispositivos constitutivos del sistema láser en la emisión del mismo, es de interés en el
diseño y optimización para su aplicación en sistemas de comunicación y metrología óptica.
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Capítulo 5
Implementación del láser APM de
cavidades acopladas
En este capítulo se muestran los resultados experimentales obtenidos mediante la imple-
mentación del sistema láser de cavidades acopladas presentado en el Capítulo 4. En la
Sección 5.1 se describen los distintos dispositivos que fueron empleados en la implementa-
ción del láser y se realiza una caracterización espectral de las FBGs. En la Sección 5.2.1 se
muestran las mediciones de la salida del láser para relaciones enteras entre ambas longitu-
des de cavidad (K = LM/LA enteros, con LM = 1,976 m). Se realiza una caracterización de
la potencia de salida obtenida en función de la potencia de excitación aplicada verificando
un umbral pequeño para la obtención de la emisión láser. Además, se implementan dos
láseres nuevos cuyas longitudes de cavidad principal son 2LM y 3LM , respectivamente, con
el fin de evaluar el peso de algunos procesos no-lineales como XPM y FWM (los cuales son
comunes en régimen APM). En general, estos procesos producen distorsiones en las carac-
terísticas tiempo-frecuencia de las señales generadas (los pulsos cambian sus forma en el
tiempo y surgen nuevas componentes espectrales). Despreciando estos efectos, como vere-
mos a continuación, podremos resumir todos los resultados obtenidos en una característica
que describe el ancho temporal de los pulsos en función de la frecuencia de la emisión de
salida del sistema láser. Además, se lleva a cabo una discusión contrastando las mediciones
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obtenidas en [1] y las realizadas en nuestro trabajo [2]. En la Sección 5.2.2 se presentan algu-
nas mediciones realizadas para relaciones de longitudes no-enteras (K = M/N racionales,
con M y N números primos) las cuales son de interés en la descripción del funcionamiento
del régimen APM (influencia de las longitudes de FO de ambas cavidades, como se expresó
en el Capítulo 4). Estos resultados son analizados mediante la PSD de las señales medidas
en el dominio del tiempo, lo que permite determinar aproximadamente su composición
espectral y la condición de ajuste del sistema. Se establece un esquema de valores de fre-
cuencias de salida posibles en función de la relación entre longitudes K, para valores todos
los valores posibles, y se realiza una pequeña comparación con las medidas obtenidas en
cada caso (LM , 2LM y 3LM). Finalmente, en la Sección 5.3 se realiza una comparación
teórico-experimental con los datos obtenidos para 2LM y 3LM . Se comparan también los
resultados numéricos y experimentales de todos los láseres implementados, encontrando
una concordancia alta entre ellos. En esta comparación también se utiliza la eficiencia de
conversión del sistema y se realiza una estimación de la densidad espectral de potencia de
la emisión de salida, la cual depende principalmente de la respuesta en frecuencia de las
FBGs.
5.1. Descripción de la configuración experimental
La configuración experimental del láser APM se basa en el esquema mostrado en la Fig. 4.4,
el cual incluye un acoplador tipo WDM de FO monomodo 980/1550 nm que se emplea
para acoplar el haz de bombeo (rama de 980 nm) y a su vez extraer la emisión pulsada
generada mediante la rama de 1550 nm. De esta manera, la rama común del acoplador
WDM es conectada a la FBG1 de la Fig. 4.4. Un láser de semiconductor (SDL Pump
Module modelo SDLO-2500-125) se conecta adecuadamente para permitir el acoplamiento
con una FO estándar y se usa para bombear el medio activo del sistema. Este láser de
semiconductor emite en una longitud de onda próxima a 975,12 nm, con una potencia de
salida máxima de 125 mW y presenta un ancho de línea de 0,5 nm. La cavidad principal
es construida con un tramo de FO altamente dopada con Er3+ (LIEKKI Er30-4/125) y
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se completa en su longitud con un tramo de FO fotosensible (donde las FBGs fueron
grabadas), obteniendo una longitud total igual a LM = 1,976 m (medida desde el centro
de las FBGs, como mencionamos en el Capítulo 3). La FO dopada presenta un pico de
absorción igual a 30 dB/m para una longitud de onda de 1530 nm, un diámetro de campo
modal (bajo la condición monomodo, medido a 1/e2 del máximo de intensidad) igual de 6,5
µm a 1550 nm, una apertura numérica de 0,2 y una longitud de onda de corte en el rango
de longitudes de onda comprendido entre 800-980 nm (según especifica el fabricante). La
cavidad auxiliar es implementada con un tramo de FO estándar del tipo SMF28, la cual
es empalmada a la FO fotosensible de la FBG2. El otro extremo libre de FO estándar
es cortado de forma perpendicular al eje longitudinal de la misma con el fin de generar
un semiespejo cuya reflectividad es del orden de 4% (reflexión de Fresnel). El corte de la
FO estándar que genera dicho dispositivo es realizado mediante un cortador de precisión,
el cual es empleado usualmente en el proceso de empalme de distinto tipo de FOs. La
calidad del corte puede ser verificada fácilmente mediante una imagen obtenida de una
fusionadora de FO marca Ericsson, aunque generalmente se obvia este paso debido a que
el cortador garantiza un calidad más que aceptable para esta aplicación. Las longitudes de
ambas cavidades fueron medidas y ajustadas con un error del orden de ± 1 mm. Como ya
hemos mencionado en el Capítulo 4, cuando estas longitudes no son exactamente ajustadas
(mediante la relación de longitudes establecida por la Ec. 4.8), la longitud de onda de la
emisión de salida del sistema se ajusta de forma automática dentro del límite impuesto
por la longitud de penetración de las FBGs (relacionado al perfil de la dispersión de las
mismas), como describe en su trabajo Huang et al. [22].
5.2. Mediciones experimentales
Las características espectrales de las FBGs uniformes (marca O-ELAND) empleadas en
esta configuración experimental fueron medidas por reflexión mediante un analizador de
FBGs marca MicronOptics modelo SM125-500 el cual tiene un láser basado en una celda
de acetileno que le brinda una resolución espectral del orden de 1 pm con una potencia
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Figura 5.1: Caracterización espectral de las FBGs empleadas en la implementación del
láser APM. La medida de la reflectividad de cada FBG se estima restando la potencia de
la fuente al máximo valor de potencia reflejada.
aproximada de -7 dBm, y cuyos resultados se pueden observar en la Fig. 5.1. Como se puede
observar, ambas FBGs presentan una longitud de onda próxima a λFBG ≈ 1553,5 nm, el
ancho de banda medido a mitad de la característica de reflexión es ∆λ3dB ≈ 0,2 nm y los
valores de reflectividad son próximos al 93% en ambos casos (se estima restando la potencia
de la fuente). Estos resultados son similares a los obtenidos mediante un método de medida
por transmisión empleando un analizador del espectro óptico OSA (Yokogawa AQ6370B)
y una fuente de luz LED de banda ancha (de aproximadamente 40 nm) y cuya longitud
de onda está centrada en 1550 nm, como se menciona en nuestro trabajo [2]. Los distintos
métodos de caracterización espectral de las FBGs han sido discutidos e implementados en
mi trabajo de tesis de grado [40].
En la Fig. 5.2 se puede observar la característica de transferencia del láser APM imple-
mentado. Esta se encuentra midiendo la potencia máxima de los pulsos para cada una de
las distintas potencias de bombeo aplicadas, obteniendo una respuesta cuasi-lineal para
un rango amplio de potencias de excitación. La característica mostrada en la Fig. 5.2 fue
obtenida con el osciloscopio que mencionaremos a continuación, para una longitud de la
cavidad auxiliar LA = 0,395 m, correspondiente a una relación de longitudes K = 5, por lo
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Figura 5.2: Salida del láser APM en función de la potencia de bombeo: • es la componente
CW observada a la salida del láser, N está relacionado al modo de operación pulsado y 
representa la potencia de salida del láser (CW + pulsado). La potencia del modo CW se
obtiene calculando la diferencia entre el nivel de background y el nivel de fondo, obtenido
cuando el fotodetector se encuentra apagado.
que la frecuencia de la emisión pulsada de potencia uniforme fue igual a 260 MHz con un
ancho temporal de los pulsos de 1,2 ns aproximadamente. Sin embargo, la característica de
transferencia puede ser relevada mediante otras condiciones de ajuste del láser. Obviamen-
te, esta caracterización se obtiene siempre para una condición de ajuste del láser, o sea,
cuando la potencia de los pulsos generados es uniforme (no modulada). Como se puede
observar en la Fig. 5.2, la emisión pulsada es obtenida cuando se supera un umbral de
potencia pequeño (para potencias de bombeo mayores a 10 mW). En general, la emisión
de salida presenta un pequeño nivel de fondo o background sumado a la misma que está
relacionado a la presencia del modo continuo CW en el sistema. Si la condición de ajuste no
es satisfecha totalmente, dicho nivel puede ser incrementado, en detrimento de la ganancia
del modo pulsado. Es importante notar que se obtuvieron trenes de pulsos estables y de
potencia uniforme para un amplio rango de potencias de bombeo y aún empleando otros
láseres de bombeo de mayor potencia (menores a 325 mW debido a limitaciones técnicas).
Como ya hemos mencionado anteriormente en el Capítulo 4, un incremento sustancial de la
potencia de las señales propagadas induce un incremento de los procesos no-lineales en las
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FOs y de los distintos dispositivos que conforman un sistema fotónico, induciendo cambios
en la emisión pulsada de salida, tal como los observados en [28].
5.2.1. Relaciones enteras de longitud
La distribución temporal de los pulsos obtenidos a la salida del láser fue medida con
un osciloscopio de muestreo LeCroy WaveExpert 100H que emplea un módulo óptico de
10 GHz de ancho de banda. Con el fin de obtener una emisión pulsada de salida con
potencia uniforme para diferentes frecuencias de repetición se utilizaron distintas longitudes
de cavidad auxiliar LA, manteniendo un valor de longitud de cavidad principal fija (LM =
1,976 m). De esta forma, bajo la condición expresada en la Ec. 4.8, se obtiene una salida
de potencia uniforme y estable mediante un régimen de operación APM. La frecuencia
de la emisión láser a la salida puede ser expresada como un múltiplo de la frecuencia
correspondiente a la cavidad activa, o sea fmain = 2neffc/LM ≈ 52 MHz para LM =
1,976 m. La Fig. 5.3 muestra las medidas de potencia instantánea obtenidas para distintos
valores de LA, expresados como: (a) 1,976 m, (b) 0,988 m, (c) 0,659 m y (d) 0,494 m (o bien
K = 1, 2, 3 y 4, respectivamente). Las frecuencias de repetición correspondientes fueron:
52 MHz, 104 MHz, 156 MHz y 208 MHz, mientras que los anchos de pulso medidos en
cada caso resultaron ser igual a: TK=1 = 3,5 ns, TK=2 = 2,3 ns, TK=3 = 1,6 ns y TK=4 =
1,3 ns, respectivamente. En relación a los resultados obtenidos en [1], cada valor de K,
expresado mediante un número entero, define una frecuencia de repetición que puede ser
calculada mediante la ecuación flaser = Kfmain. En otros casos para los cuales el sistema
no se encuentra adecuadamente ajustado, el régimen de operación APM no es admitido
totalmente y prevalece el efecto de batido entre las señales ópticas que provienen de ambas
cavidades del láser, lo que resulta en una salida cuya potencia no es uniforme o bien
modulada y/o por momentos inestable (variable en el tiempo).
Un análisis complementario del modo pulsado, establecido para las características tempo-
rales observadas en la Fig. 5.3, puede ser desarrollado mediante la estimación de la PSD de
dichas señales. En la Fig.5.4 se muestra la estimación de la PSD mediante la aplicación del
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Figura 5.3: Emisión pulsada y estable del láser con potencia de salida uniforme, obtenida
para diferentes valores de la longitud de la cavidad auxiliar LA. (a) 1,976 m, (b) 0,988 m,
(c) 0,659 m y (d) 0,494 m.
periodograma de Welch de cada una de las salidas temporales fotodetectadas. En la Fig.5.4
(a), para K = 1, se observa que es complicado establecer un ajuste adecuado de las diversas
componentes espectrales del láser, mientras que para las Fig.5.4 (b), (c) y (d), donde K =
2, 3 y 4, respectivamente, las componentes espectrales resultan bien definidas a intervalos
regulares de la frecuencia de repetición fundamental (flaser = mKfmain, donde m es un
entero). Esto se observa mediante el marcador “◦”, el cual fue empleado para representar
los primero 50 armónicos. La condición K = 1, presenta una componente intensa para 52
MHz, mientras que algunas frecuencias, múltiplos de la fundamental, cumplen con la con-
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Figura 5.4: PSD para valores de K enteros. Con “◦” se marcan las frecuencias múltiplos de
la frecuencia de salida que deberían aparecer en cada caso bajo un régimen de operación
APM (presenta los primeros 50 armónicos). (a) K = 1, (b) K = 2, (c) K = 3, (d) K = 4.
dición mode locking y, otras no (batido de frecuencias). Dicha relación resulta siempre más
compleja de hallar experimentalmente y de forma estable, como se podrá observar en la
Sección 5.2.2, donde las frecuencias de salidas posibles se incrementan para valores 0 < K <
1 (condición de ajuste más dificultosa de obtener en la práctica). En general, se observa
que el número de componentes espectrales involucradas en todos los casos es menor a 20
(de distinta potencia), mientras que las componentes de alta frecuencia caen a un nivel de
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Figura 5.5: Emisión pulsada de salida para dos láseres APM con frecuencias de salida igual
a 52 MHz. (a) LM = 5,928 m, LA = 1,976 m (K = 3). (b) LM = 3,952 m, LA = 1,976m
(K = 2).
potencia semejante al ruido. Sin embargo, como podemos observar de las Figs. 5.4 (b), (c)
y (d), el número de frecuencias que definen el ancho de banda medido a 3 dB del máximo
no es mayor a 3 o 4 componentes. Esto verifica de alguna manera que el proceso de FWM
es despreciable para LA < LM con K enteros, como veremos a continuación. Por otra
parte, debemos notar que, para todos los casos aquí mostrados, y en los siguientes, hemos
prescindido del valor medio de la señal, relacionado principalmente al modo CW. El filtrado
de la componente de frecuencia δf = 0, mediante el procesamiento digital de las señales
fotodetectadas, se realiza para mejorar la estimación de las componentes espectrales de
más baja frecuencia de la emisión láser generada.
Extendiendo la caracterización del láser implementado, construimos otro láser de simila-
res características y empleando las mismas FBGs. El nuevo láser presenta una longitud
151
de cavidad principal igual al doble de la longitud original, o sea 2LM = 3,952 m. Para
implementar este nuevo sistema, que también funciona bajo el régimen APM, se agregó un
tramo de FO dopada con Er3+ adicional, con las mismas características que las descritas
anteriormente (LIEKKI Er30-4/125). De esta manera, la nueva frecuencia relacionada a la
cavidad principal del sistema fue igual a fmain = 26 MHz, y las frecuencias de salida obte-
nidas por medio de un cambio en la longitud de la cavidad auxiliar verificaron la ecuación
flaser = Kfmain (donde K = LM/LA es un número entero). Como resultado, se obtuvieron
valores de frecuencia de salida iguales a 26 MHz (K = 1), 52 MHz (K = 2), 78 MHz
(K = 3), 104 MHz (K = 4), 130 MHz (K = 5), etc., observando que los anchos de pulso
medidos son coincidentes a los obtenidos para el primer láser y para los mismos valores de
frecuencia. En el mismo sentido se implementó un tercer láser que opera en régimen APM,
cuya longitud de cavidad principal fue igual a 3LM = 5,928 m. Para ese caso, la frecuencia
fundamental fue igual a fmain = 17,33 MHz y se obtuvo una salida pulsada con frecuencias
de: 17,33 MHz (K = 1), 34,66 MHz (K = 3), 52 MHz (K = 3) y 69,33 MHz (K = 4),
nuevamente disminuyendo la longitud de la cavidad auxiliar LA. Este procedimiento ex-
perimental fue empleado para determinar de forma aproximada el peso de otros procesos
no-lineales en el sistema láser implementado. Uno de los procesos que cobra importancia
cuando las longitudes de FO son incrementadas es el FWM, el cual en sí es un mecanismo
de generación de nuevas componentes espectrales que cumplen una dada condición de fase.
En general, el efecto de este proceso es importante en láseres de pulsos ultracortos, donde
el proceso de XPM también debe ser tenido en cuenta, debido principalmente al gran ancho
de banda que poseen dichos sistemas (como ya hemos mencionado en el Capítulo 4). El
modo de operación APM es sensible al FWM, debido a que las componentes espectrales
cumplen una condición de ajuste de la fase. Sin embargo, como se pudo observar de las
medidas realizadas y el análisis mediante la PSD, el número de componentes espectrales
involucradas es pequeño (generalmente menor a 3 componentes espectrales definidas por
el ancho de banda de 3 dB) por lo que, para las potencias de bombeo aplicadas es posible
despreciar los efectos del FWM y la XPM. Una comprobación simple de esta afirmación
se hace mediante la siguiente medida experimental: cuando LA = 1,976 m, se obtuvo una
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salida pulsada a 52 MHz con un ancho de pulso igual a 3,5 ns para todos los láseres im-
plementados (para distintos valores de K en cada caso). Estos resultados se muestran en
la Fig. 5.5, donde se observa que el ancho temporal de los pulsos depende únicamente de
la longitud LA (para un mismo par de FBGs), la cual debe satisfacer la relación definida
por la Ec. 4.8. De esta forma, para el rango de potencias de bombeo aplicadas, los láseres
implementados mantienen sus propiedades tiempo-frecuencia invariantes.
Discusión de resultados experimentales
En general, mediante los resultados experimentales mostrados anteriormente y los que se
podrán observar en la Sección 5.2.2, se puede verificar que una disminución en la longitud
de la cavidad auxiliar LA (para LM fija) induce una disminución en los anchos de pulso
observados, mientras que de una forma inversamente proporcional, la frecuencia de salida
se ve incrementada. Aunque la dispersión de segundo orden introducida por la FO dopada
con Er3+ es mayor a la observada en FO estándar, se puede suponer que la distorsión
introducida en el dominio del tiempo es pequeña (para las longitudes empleadas y los
anchos de pulso obtenidos). Esto se debe principalmente a que el ancho temporal promedio
de los pulsos obtenidos es de algunos nanosegundos. Sin embargo, bajo otras condiciones
del mismo láser se pueden obtener pulsos del orden de las centenas de picosegundos [1],
o menores, del orden de los 10 ps, empleando una cavida auxiliar de aire [133]. En este
sentido, un tópico de gran interés en el diseño y optimización de este tipo de sistemas
está relacionado a los cambios de la dispersión del medio activo, en módulo y signo, en
función de la longitud de onda de la emisión generada (definida en nuestro caso por las
FBGs) [14]. Un cambio de la longitud de onda de la emisión generada dentro de la zona
espectral comprendida entre 1530-1550 nm implica un cambio en el módulo y signo de la
dispersión cromática, como ya hemos mencionado en el Capítulo 2, lo que puede significar
una alteración notable de la respuesta temporal de los pulsos generados. En la Fig. 5.6 (a) se
muestra la relación entre el ancho temporal de los pulsos y la frecuencia de repetición de los
mismos. La línea de trazos indica un ajuste realizado a los valores experimentales mediante
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Figura 5.6: (a) Medición del ancho de los pulsos de salida en función de la frecuencia
de repetición del láser APM. (b) Comparación entre los ajustes realizados en [1] (con ×,
empleando FBGs provistas por la Universidad de Valencia, España) y los evaluados en
nuestro trabajo [2] (con ◦, utilizando FBGs comerciales marca O-ELAND).
una aproximación del tipo Tpulse = 1,337× 10−3f−0,7226 + 1,045× 10−10 para un valor de
reflectividad de las FBGs igual a 93%, donde Tpulse expresa el ancho temporal de los pulsos
en unidades de segundos y f representa a la frecuencia de salida en Hertz. Mediante el
ajuste mencionado se podría inferir que el valor de Tpulse, para el láser implementado, está
limitado a 105 ps aproximadamente.
Siguiendo la tendencia especificada en el trabajo de Russo et al. [1], el mismo sistema
láser que funciona bajo un régimen APM, aunque construido con FBGs que presentan
distintas características espectrales, puede alcanzar anchos de pulso menores (del orden
de las centenas de picosegundos). Fundamentalmente, el efecto que producen las FBGs
sobre la característica de la frecuencia de salida en función del ancho temporal de los
pulsos puede ser observado en la Fig. 5.6 (b), donde las FBGs empleadas en [1] presentan
dos modificaciones: por un lado, la reflectividad de las FBGs es menor (75%), y por
otra parte, la diferencia entre las longitudes de onda de Bragg entre la FBG1 y FBG2 es
aproximadamente la mitad (aproximadamente 50 pm) del valor de la separación espectral
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obtenida en nuestro caso (∆λ1−2 = λFBG2 − λFBG1 ≈ 0,1 nm). Recordando el análisis
estipulado para el estudio de la dispersión de la cavidad activa del láser APM, descrita
por medio de la Fig. 4.17 (b), es posible inducir eficazmente un cambio en los valores de
la dispersión de la cavidad principal de forma significativa (dentro del mismo orden de
valores o bien mayor de la dispersión cromática, expresado anteriormente para el medio
activo) alterando el ancho de los pulsos generados. Esta afirmación deberá ser discutida
en trabajos futuros, aunque se apoya fuertemente en que las características temporales
de las señales obtenidas dependen de la ubicación espectral relativa entre las FBGs (las
cuales pueden ser modificadas mediante un cambio de la temperatura o una deformación
local), como se pudo verificar empíricamente, entre otras posibilidades. Por otra parte,
el incremento de los valores de reflectividad de las FBGs produce un incremento de la
energía dentro de la cavidad activa, lo que se traduce en un posible aumento de la fase
no-lineal y en una disminución de la intensidad de acoplamiento de los campos eléctricos
provenientes de ambas cavidades del láser. En este sentido, un acoplamiento débil (campos
con potencias menores al caso anterior) presenta una ventaja respecto a la disminución del
ancho temporal de los pulsos.
Retomando la discusión de la implementación realizada en nuestro trabajo [2], debemos
recordar que en la Fig. 5.6 (a) se incluyen los resultados experimentales de todos los láseres
APM descritos anteriormente, con longitudes de cavidad principal resultaron igual a LM =
1,976 m, 2LM = 3,952 m y 3LM = 5,928 m. En todos los casos observados, cuando la
reflexión del semiespejo es aplacada (por ejemplo, mediante micro-curvaturas generadas en
la FO de la cavidad auxiliar, o bien empleando un gel que adapta la diferencia de índices de
la interfaz FO-aire), se observa que la emisión láser presenta una frecuencia de repetición la
cual está únicamente relacionada a la frecuencia fundamental, definida por las propiedades
de la cavidad principal del sistema. Esta comprobación práctica es de gran interés para
conocer el estado de funcionamiento del láser APM implementado.
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5.2.2. Generalización para distintas relaciones de longitud
Un caso particular se puede encontrar para algunos valores de K expresados como un nú-
mero racional (K = M/N > 1, con M y N enteros y coprimos, donde LM > LA) [1]. En
estos casos, la frecuencia de la emisión medida a la salida del láser se puede aproximar
mediante flaser = Mfmain. De esta manera, para una LM = 1,976 m y empleando FBGs
como las utilizadas en [1], se pueden obtener emisión para K = 4/3, 7/4 y 12/7, como
se observa en la Fig. 5.7. Sobre la izquierda se muestran las tres salidas en el dominio
del tiempo y sobre la derecha sus respectivas PSDs, para las cuales el láser ha sido ade-
cuadamente ajustado. En general, se puede observar que para un mismo valor de K el
sistema se encarga de elegir una emisión de salida uniforme, estable y de la menor frecuen-
cia posible. Sin embargo, es posible obtener mayores frecuencias de repetición, aunque la
señal fotodetectada presenta algún tipo de modulación. Este comportamiento es atribuido
principalmente a que el número de frecuencias de repetición posibles, cerca de la condición
K = 1, se ve incrementado, como veremos a continuación.
Particularmente, hemos podido determinar otras emisiones pulsadas para valores de 0 <
K < 1 (expresadas mediante la relación de números primos). En la Fig. 5.8 se observan
diferentes salidas del láser para distintas longitudes de cavidad auxiliar empleadas: (a)
LA = 2,273 m, (b) LA = 2,189 m, y (c) LA = 2,073 m. En estos casos, se puede observar
una fuerte presencia de la componente fundamental del láser, establecida por la longitud
de la cavidad principal (fM = 52 MHz) como una frecuencia moduladora, mientras que
también se encuentran presentes otras estructuras de pulsos de menor duración temporal
(con anchos de pulso promedio entre 500-600 ps). Es notable, en estos casos, la influencia de
las diversas componentes espectrales en la determinación de las características temporales
de la señal moduladora, la cual incrementa su efecto a medida que nos acercamos a la
condiciónK ≈ 1. Estos resultados también se ajustan a la característica del ancho temporal
de los pulsos en función de la frecuencia de repetición anteriormente mostrada en la Fig. 5.6.
En la Fig. 5.8 (a) se muestra la PSD de dicha señal, estableciendo las frecuencias: 52 MHz,
264 MHz, 571 MHz, 877 MHz, 1.139 MHz y una de potencia pequeña a
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Figura 5.7: Salidas del láser para 1 < K < 2 (relación de números coprimos). Sobre la
izquierda se observan las mediciones temporales y del lado derecho la estimación de la
PSD. (a) K = 4/3 (flaser = 208 MHz). (b) K = 7/4 (flaser = 364 MHz). (c) K = 12/7
(flaser = 624 MHz).
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1.709 MHz. Suponiendo que la frecuencia fundamental es fM = 52 MHz, las componentes
espectrales restantes deberían aproximarse a un múltiplo entero de dicha frecuencia, como
mencionamos anteriormente. De esta manera, la componente de 264 MHz resulta en un
factor 5 respecto de la fundamental y la componente de 571 MHz en otro factor igual a 11
aproximadamente. Las demás componentes de frecuencia distan levemente de guardar una
relación de número entero con la frecuencia fundamental. La relación de longitudes medida
para este caso fue igual a K = 0,8693, por lo que podría aproximarse a la relación 5/6 (que
puede ser asociado a la componente de 264 MHz). Sin embargo, un valor igual a 11/13
(relacionado a 571 MHz) se aproxima mejor. Las demás componentes deberían comportarse
de forma análoga, aunque la condición de ajuste para este caso no es óptima y los efectos
del batido de las señales que provienen de ambas cavidades resultan ser más notorios. En
la Fig. 5.8 (b) se puede observar las siguientes frecuencias: 52 MHz, 466 MHz, 983 MHz,
1.501 MHz y una pequeña componente de 1.966 MHz. Nuevamente, la componente de 466
MHz se aproxima a un valor entero igual a 9, 983 MHz resulta en un factor igual a 19 y las
componentes restantes no guardan una relación bien definida con la frecuencia fundamental
(aunque su efecto se puede despreciar debido a que son de potencia pequeña). La relación
de longitudes medida para este caso fue igual a K = 0,903, por lo que un valor racional
probable igual a 9/10 (466 MHz) coincide muy bien con el obtenido de forma experimental.
De todas formas, una relación 19/21 (983 MHz) también se ajusta a dicho valor de K, por
lo que se supone que el láser funciona bajo una condición de funcionamiento probable,
como veremos a continuación. La PSD observada en la Fig. 5.8 (c) muestra las siguientes
frecuencias principales: 52 MHz y 1.089 MHz, mientras que las demás componentes son
despreciables en potencia. La componente de alta frecuencia permite obtener un valor
racional igual a 21/22, el cual se aproxima muy bien al valor real K = 0,953, para una
condición de ajuste cercana a K = 1. Como veremos luego, los valores de frecuencia de
salida posibles se extienden mayormente para 0 < K < 1, por lo que una condición estable
es más difícil de alcanzar (cambios muy pequeños de la longitud alteran significativamente
la frecuencia de salida del láser).
Finalmente, podemos plantear un diagrama de frecuencias posibles establecidas mediante
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Figura 5.8: Potencias de salida del láser para 0 < K < 1 (relación de números coprimos).
Sobre la izquierda se observan las mediciones temporales. Del lado derecho, se muestra
la PSD con las diversas componentes espectrales halladas en cada caso. (a) K = 11/13
(T¯pulse = 477 ps). (b) K = 9/10 (T¯pulse = 588 ps). (c) K = 21/22 (T¯pulse = 500 ps).
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Figura 5.9: Frecuencias posibles y frecuencias medidas en función de K. (a) LM = 1,976 m
( salidas estable, ∗ salidas estables observadas en [1], ◦ salidas moduladas en potencia). (b)
2LM = 3,952 m. (c) 3LM = 5,928 m. En general, el número de frecuencias posibles de estos
diagramas se incrementa con la longitud LM . Para valores enteros pares de dicha longitud
(2LM , 4LM , etc.) las frecuencias posibles para 2LM están incluidas en las frecuencias
posibles halladas para 4LM , 6LM , etc. Ídem para valores impares (LM , 3LM , etc.).
la Ec. 4.1 y el uso de la Ec. 4.8 que permite definir dichas frecuencias en función de
la relación de longitudes K. De esta forma, en las Figs. 5.9 (a), (b) y (c) se expresan los
distintos valores de frecuencias posibles para los tres láseres implementados (con longitudes
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de cavidad activa igual a LM = 1,976 m, 2LM = 3,952 m y 3LM = 5,928 m). En general, la
grilla de frecuencias posibles en función de K depende de la longitud de la cavidad activa,
incrementando el número de frecuencias para longitudes mayores. A simple vista podemos
observar que la grilla se hace más densa para 0 < K < 1, lo que justifica el hecho de
que el ajuste para esos valores de relación de longitudes sea mucho más complicado, como
habíamos advertido. En particular, la grilla de frecuencias posibles para múltiplos pares, o
sea 2LM , 4LM , 6LM , etc., es coincidente (la correspondiente a 6LM contiene los puntos de
4LM y 2LM , pero no se cumple la recíproca). De forma similar sucede con las longitudes
expresadas como múltiplos impares.
5.3. Comparación teórico-experimental de los resul-
tados obtenidos
Una forma de realizar una comparación entre los resultados numéricos y experimentales
consiste en medir el ancho temporal de los pulsos a la salida del láser, como podemos ob-
servar en las Fig. 4.13 y Fig. 5.3. Los resultados numéricos obtenidos se ajustan muy bien
a los experimentales correspondientes, mientras que la desviación máxima es de aproxima-
damente del 10%. Esta conclusión podría ser demasiado optimista, debido a que los pulsos
simulados en la Fig. 4.13 son libres de ruido. Sin embargo, y como ya hemos mostrado en el
Capítulo 4 para el cálculo del régimen pulsado mediante un proceso de ruido, el promedio
de varias realizaciones permite estimar dentro de la misma cota del error mencionada el
ancho temporal de los pulsos. Debemos notar también que la ganancia del modo pulsado y
modo CW son diferentes, por lo que el sistema de alguna manera filtra el ruido para que el
modo pulsado prevalezca frente al modo CW (siempre y cuando se presente la condición de
ajuste de la fase en el régimen mode locking). Esta afirmación pudo ser confirmada median-
te las PSDs de las señales fotodetectadas, las cuales presentan en general una característica
de baja frecuencia o pasabajos (para un ancho de banda mucho menor al establecido por
las FBGs).
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Figura 5.10: Simulación de la emisión pulsada del láser a una frecuencia igual a 52 MHz.
(a) 2LM y K = 2 (con ancho de pulso igual a 3,46 ns); (b) 3LM y K = 3 (con ancho de
pulso igual a 3,48 ns).
Extendiendo la longitud de la cavidad principal (formando dos láseres nuevos), como ya
hemos mencionado a 2LM y 3LM , se obtuvieron resultados teórico-experimentales similares.
En ambos láseres hemos empleado una longitud de la cavidad auxiliar apropiada, a fin de
obtener la misma frecuencia de salida, mostrando un comportamiento similar en cada caso.
En las Figs. 5.10 (a) y (b) se muestran los resultados numéricos encontrados para la misma
frecuencia de la señal de salida (52 MHz), obtenidas con diferentes relaciones de longitudes
K y para los dos láseres mencionados (construidos con 2LM y 3LM). Comparando estos
resultados numéricos con los obtenidos de forma experimental, como muestra la Fig. 5.5, se
establece que la diferencia entre dichos resultados es del orden del 1% para los valores de los
anchos de pulso medidos. El error absoluto en las medidas observadas en las Figs. 5.3, 5.6
y 5.5 es menor que 50 ps, donde los errores de simulación para la mayoría de los casos
verifican dicha cota. Como podemos observar, no se han obtenido cambios significativos en
los anchos de los pulsos medidos a la salida del láser para la misma frecuencia de repetición.
En este caso suponemos que, debido a que la magnitud de los anchos de pulso observados
son del orden de los nanosegundos, la dispersión de la FO en el sistema juega un rol
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Figura 5.11: Eficiencia de conversión del láser en función de la frecuencia de salida, para
los casos numéricos y experimentales analizados.
secundario. Sin embargo, como ya hemos mencionado, la dispersión puede incrementar su
efecto en láseres de pulsos ultracortos.
La Fig. 5.11 se obtiene por medio de los valores de ancho de pulso en función de la frecuencia
de salida medidos en la Fig. 5.6 (a), donde la eficiencia de conversión del láser se calcula
como
η = Tpulseflaser
Ppulse
Ppump
, (5.1)
donde Ppulse y Ppump son las potencias de pulso y excitación, respectivamente. Los valores
obtenidos no son muy elevados, aunque pueden ser incrementados notablemente mediante
la incorporación de algún mecanismo de modulación de las pérdidas en láseres APM, como
ya hemos mencionado en los Capítulos 3 y 4. Comparando con los resultados obtenidos
de forma numérica, se puede realizar una aproximación de la eficiencia de conversión por
medio de η = 1,421 × 10−6f 0,4677 + 4,352 × 10−3, obteniendo una pequeña diferencia del
orden del 3% entre las pendientes simulada y experimental. De esta forma, se puede inferir
que el modelo numérico aplicado se ajusta de forma adecuada a los resultados medidos.
Finalmente, la densidad espectral de potencia (PSD) medida en cada uno de los láseres im-
plementados, mediante el OSA anteriormente mencionado, se puede observar en la Fig. 5.12
163
1553  1553.5 1554  −80
−70
−60
−50
−40
−30
−20
−10
0
M
ed
id
a 
de
 la
 P
SD
 [d
B]
Longitud de onda [nm]
   FWHM ≈ 20 pm
(a)
1553  1553.5 1554  −40
−30
−20
−10
0
10
20
Longitud de onda [nm]
Es
tim
ac
ió
n 
de
 la
 P
SD
 [a
.u.
]
 
 
FBG1
FBG2
Ganancia
Pérdida
PSD
FWHM < 0,1 nm   
(b)
Figura 5.12: (a) Densidad espectral de potencia medida a la salida del láser APM. El ancho
de banda de la emisión generada por el sistema láser implementado es FWHM ≈ 20 pm.
(b) Estimación de la PSD mediante el uso de las características de reflexión de las FBGs
mostradas en la Fig. 5.1. Se consideran los mecanismos de pérdida y ganancia de una
cavidad Fabry-Perot para un nivel de excitación pequeño (resultando en la curva de ASE
del medio activo filtrado por las FBGs).
(a). El ancho de banda de la emisión láser generada es de 20 pm (alrededor de 2,5 GHz
para una longitud de onda de trabajo cercana a los 1,55 µm). Para todas las medidas rea-
lizadas anteriormente (diversas longitudes de cavidad y relaciones de longitudes K) no se
ha podido establecer un cambio significativo de la medición de la PSD. Un ensanchamiento
espectral (relacionado al efecto Kerr), obtenido mediante la aplicación del modelo numéri-
co, no pudo ser verificado de forma experimental para los niveles de potencia de excitación
establecidos. Sin embargo, y como hemos podido estimar de los datos experimentales ob-
servados, existe una modificación de las componentes espectrales de la PSD, dentro de un
ancho de banda estimado en unidades de frecuencia menores a algunos gigahertz, como
pudimos observar en la Sección 5.2.2. Por lo tanto, la razón de no tener resultados expe-
rimentales en este sentido se debe al límite impuesto por la resolución espectral del OSA.
Aún obteniendo una resolución espectral diez veces menor a la especificada (la cual puede
ser alcanzada por el OSA bajo ciertas condiciones), debemos notar que el solo cambio de
una única muestra en la medición de esta nueva PSD, significaría el incremento del ancho
de banda que hemos observado de forma teórica (mediante el modelo numérico). Por otra
parte, se observa que el ancho de banda de la señal generada (medido a 3 dB del máximo
de la PSD) es aproximadamente un 10% del ancho de banda establecido por las FBGs. En
este sentido, la generación de una señal que presente un ancho de banda del especificado
para estos dispositivos, suponiendo que las componentes espectrales verifican la condición
de ajuste de la fase impuesta para el régimen de operación mode locking, permitiría obte-
ner una emisión de salida en forma de trenes de pulsos ultracortos. Para que esto suceda,
las diversas componentes espectrales de la señal generada deberían presentar un nivel de
potencia relativamente uniforme (dentro de un ancho de banda definido por las FBGs).
Una forma de modificar la característica espectral del sistema es mediante una adecuada
elección de la longitud física de la cavidad auxiliar, como ya hemos visto en las simulaciones
del Capítulo 4 y en las mediciones realizadas de forma experimental. En general, se obser-
va que las señales generadas poseen una característica espectral pasabajos. Sin embargo,
el incremento de la frecuencia de salida debida al aumento del valor de K no modifica
de forma significativa dicha característica. Una forma de ecualizar esta respuesta, con el
fin de generar una especie de “peine” de frecuencias óptico, podría ser generando nuevas
componentes mediante un proceso no-lineal como el FWM. Esto se logra, en principio,
aumentando el número de componentes que verifican la condición de ajuste de la fase,
por ejemplo, agregando un medio con un parámetro no-lineal elevado (incrementando el
efecto Kerr). De otra forma es posible, disminuir la longitud de la cavidad activa con el
fin de incrementar la frecuencia de repetición de los pulsos. Sin embargo, la longitud de la
FO que forma la cavidad activa no puede ser arbitrariamente pequeña, debido a un límite
práctico establecido por la máxima concentración del dopante (en nuestro caso el Er3+), el
cual permite incrementar la energía de los pulsos mediante un aumento de la potencia de
excitación de dicho medio (mecanismo de la ganancia).
En la Fig. 5.12 (b) se puede observar la estimación de la PSD correspondiente a la ASE
filtrada por el sistema de realimentación (solapamiento espectral de ambas FBGs del láser).
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Como es de esperarse, al menos de forma intuitiva, esta característica es similar a la parte
más ancha de la PSD observada en la Fig. 5.12 (a). Finalmente, para un nivel de excitación
que supera al umbral del láser mostrado en la Fig. 5.2, la emisión estimulada obtenida
presenta un ancho de banda más estrecho, correspondiente a la región espectral para la
cual se supera el umbral láser donde FWHM < 0,1 nm.
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Capítulo 6
Conclusiones
En este trabajo de tesis se llevó a cabo un estudio de los principales tópicos relacionados
a la propagación de señales ópticas mediante un medio de transmisión no-lineal como
la FO. El cálculo de dicha propagación mediante la ecuación no-lineal de Schrödinger,
la cual es limitada a unos pocos términos, permite describir de una manera simple la
propagación de pulsos gaussianos y de tipo secante hiperbólica bajo un régimen solitónico
(régimen anómalo de la dispersión). El empleo de términos adicionales de la NLSE se basa
principalmente en la posibilidad de realizar una descripción de sistemas de generación de
pulsos de luz ultracortos, para los cuales es necesario emplear una mejor representación de
los perfiles de la dispersión de cada uno de los elementos (dada por procesos tales como
PMD y dispersión de alto orden) y de los procesos no-lineales relacionados al ajuste de
fase coherente, como el FWM y la XPM, además del SRS y el self-steepening. Estos dos
últimos deben ser introducidos en el cálculo de la propagación de pulsos con anchos de pulso
menores a 1 ps. Sin embargo, en el ámbito de las temáticas tratadas en los Capítulos 4 y 5
de este trabajo de tesis, la descripción de la NLSE mediante los términos de atenuación
y/o ganancia, dispersión de segundo orden y la automodulación de la fase, resultan ser
suficientes en el modelado de pulsos cortos, como hemos podido comprobar a través de una
comparación de resultados teórico-experimentales, la cual es desarrollada en el Capítulo 5.
El modelado de diversos dispositivos fotónicos mediante el método de la matriz de trans-
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ferencia o TMM ha sido mostrado a través del diseño y caracterización de distintos tipos
de redes de Bragg grabadas en FO. Además, el TMM ha mostrado una gran flexibilidad
y potencial en la descripción de diversos sistemas y dispositivos, como los vistos en el Ca-
pítulo 3. En las aplicaciones relacionadas a la generación de luz coherente en distinto tipo
de láseres, que operan en regímenes de Q-switch, como el desarrollado en la Sección 3.2.1,
y mode locking en el Capítulo 4, como parte principal de este trabajo de tesis, el TMM
ha mostrado ser una herramienta de análisis y diseño muy importante. Particularmente, el
sistema láser que trabaja en régimen Q-switch permite obtener una señal óptica pulsada
de gran potencia, del orden de los cientos de miliwatts y a una frecuencia de repetición
de las decenas de Kilohertz o mayores, definida por un sistema de modulación [40]. En
el mismo sentido, el diseño de sistemas interferométricos mediante el TMM, empleando
acopladores de FO y FBGs, permitió estudiar los principios de interferencia y coheren-
cia de las señales ópticas, los cuales son potencialmente aplicados a la modulación de las
pérdidas en sistemas láser de pulsos cortos y ultracortos. Estos sistemas de modulación
de la intensidad, producida mediante la modificación de una diferencia de camino óptico
entre las ramas de un MI o MZI, son empleados en láseres que operan en régimen mode
locking, con el fin de incrementar la intensidad y la frecuencia de repetición de los pulsos
de salida, disminuyendo además los niveles de jitter presente en la fase de los mismos.
Dichas cualidades son muy deseables en sistemas de sincronización electrónica aplicados al
procesamiento digital de señales y en comunicaciones de alta capacidad [29,41], entre otras
aplicaciones. El diseño de los parámetros físicos de las FBGs de período uniforme (longi-
tud física y perfil del índice de refracción) y tramos de FO estándar, por medio del TMM,
permitió analizar diversos dispositivos fotónicos, tales como estructuras DFB y cavidades
Fabry-Perot, las cuales son aplicadas al diseño de láseres y filtros de canales WDM [39,40].
Estos dispositivos son compactos, pueden presentar diversas características espectrales, y
al ser integrados en FO permiten eliminar los problemas de alineamiento producidos en
sistemas análogos construidos con elementos de óptica tradicional. El procesamiento de
señales ópticas mediante líneas de retardo puras o TTD, implementadas con FO estándar
y FBGs como elementos de reflexión, es aplicado a un sistema de formación de haces de
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radiofrecuencias o beamforming, el cual es conectado a un PAA. Mediante un análisis de
los principales parámetros de este sistema fotónico, tales como: i) la longitud física de los
tramos de FO que definen el retardo introducido por las TTD, ii) longitud de onda de
las FBGs y iii) longitud de onda del láser de semiconductor, se realiza un análisis esta-
dístico de dichas variables, encontrando que el sistema presenta un estrabismo del haz de
RF generado para pequeños cambios en la longitud de onda de las FBGs [43]. Otro factor
que impacta fuertemente en el procesamiento óptico realizado con este tipo de sistemas
son las no-linealidades introducidas por los distintos dispositivos de FO utilizados y por
otros procesos como: la interferencia de segundo y tercer orden y el crosstalk producido
por la interferencia de los lóbulos secundarios de las FBGs. El estudio de la propagación de
los campos eléctricos en las FBGs de período no-uniforme, en particular de una LCFBG,
fue aplicado en el diseño de un nuevo sistema de caracterización de señales ópticas de
forma completa (intensidad y fase), con un error pequeño. El funcionamiento del mismo
está basado en la implementación de una de las propiedades de la función de distribución
de Wigner o WDF y en el empleo de una aproximación tiempo-frecuencia de los pulsos,
relacionada a la pendiente del retardo de grupo de la LCFBG. El sistema resulta com-
pacto mediante una configuración simple de dispositivos discretos de FO y emplea un par
de fotodetectores de semiconductor para estimar las propiedades de la señal. Además, el
sistema admite una amplia variedad de señales ópticas, y en particular, permite estimar
trenes de pulsos cortos, del orden de 100 ps, para un valor de la pendiente del retardo de
grupo igual a Φr20 = 0,166 ps/GHz, y trenes de pulsos ultracortos, para valores del coe-
ficiente de modulación menores al especificado [44]. Sin embargo, la principal limitación
de este sistema se presenta en el ancho de banda acotado de los fotodetectores, los cuales
son generalmente menores a 40 GHz para la banda C del espectro óptico, restringiendo
el rango de utilización del sistema para trenes de pulsos con anchos temporales menores
a 25 ps. El sistema basado en una LCFBG presenta dos limitaciones importantes: i) en
general, el valor Φr20 depende en forma inversamente proporcional a la longitud física de
la LCFBG, por lo que está limitado a longitudes pequeñas (menores a 1 cm), ii) por otra
parte, la distorsión o ripple en la característica del retardo de grupo de dicho dispositivo
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introduce un pequeño error sistemático en la estimación de la intensidad y la fase de las
señales ópticas. Sin embargo, se han obtenido muy buenos resultados empleando un tren
de pulsos del tipo secante hiperbólica y chirp lineal a la entrada del sistema, los cuales son
similares a los generados con un láser de FO de cavidades acopladas, como el mostrado en
la Sección 4.3. En este sentido, la estimación de la fase de los pulsos generados por estos
sistemas láser, que funcionan bajo el régimen de operación mode locking, es un motivo
para la implementación real del sistema de caracterización, lo que permitiría contrastar
los resultados numéricos del perfil de la fase de los pulsos con sus análogos fotodetectados.
Luego, una solución a las limitaciones mencionadas (valores pequeños de Φr20 y ripple del
retardo de grupo), puede ser parcialmente abordada empleando FOs compensadoras de la
dispersión o DCF.
En el marco de los mecanismos de generación de emisión estimulada coherente en forma
de pulsos de luz, mediante láseres de FO, el estudio de sistemas que operan en régimen
APM ha permitido describir el comportamiento en un láser de dos cavidades acopladas, el
cual emplea como elementos constitutivos del sistema de realimentación un par de FBGs
y un semi-espejo. En este caso, y como hemos mencionado en reiteradas oportunidades en
los Capítulos 4 y 5, el régimen de operación mode locking admite diversas componentes
de frecuencia, definidas por las longitudes de ambas cavidades, las cuales son sumadas a
través de un mecanismo de pulsos que se propagan por el sistema y se acoplan de forma
coherente sobre una FBG, común a ambas cavidades del láser. Se debe notar, que bajo una
relación de longitudes físicas K = LM/LA no entera o racional, la condición de ajuste de la
fase no es verificada y la salida resulta modulada en intensidad, comportándose de forma
análoga a un proceso de batido de las señales ópticas generadas. El modelo analítico pro-
puesto para resolver el campo eléctrico de salida fue implementado mediante el uso de un
operador no-lineal, basado en la NLSE, que tiene en cuenta los siguientes factores: pérdida
o ganancia saturada dependiendo del tipo de FO evaluada (estándar o dopada, respectiva-
mente), dispersión de segundo orden de cada una de las FO y los parámetros no-lineales. La
justificación del empleo de dichos términos se basa en que la salida de este tipo de láseres
presenta generalmente una solución solitónica [53,54], donde la dispersión de segundo orden
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y la no-linealidad trabajan de forma conjunta, como pudimos mostrar en las Secciones 2.2.2
y 4.3. Por otra parte, los procesos de pérdida de la FO estándar (cavidad auxiliar) y de la
ganancia saturada de la FO dopadas con Er3+ (cavidad activa del láser), deben ser tenidos
en cuenta en el modelo para una mejor representación del mismo. En particular, el meca-
nismo de la ganancia saturada definida en [14, 32], aplicada en nuestro modelo analítico y
numérico, se basa en el supuesto de que el medio activo no logra despoblarse por completo
en tiempos cortos, como los observados a lo largo de este trabajo, y de forma completa-
mente contraria a lo que sucede con el sistema láser implementado en la Sección 3.2.1. El
estudio de los términos de la ecuación del sistema mediante dichos factores, una aproxima-
ción de los elementos de realimentación y el empleo de una herramienta de representación
simbólica permiten obtener el campo eléctrico a la salida del láser, al menos de forma apro-
ximada para valores pequeños de dispersión de las FBGs y para un conjunto de parámetros
físicos relacionados a los distintos componentes del sistema. En rigor, dichos parámetros
deberían ser estimados mediante diversas caracterizaciones experimentales, como por ejem-
plo, el valor de la dispersión cromática de la FO dopada con Er3+ y de las FBGs (cuyo
perfil espectral de reflexión ha sido caracterizado adecuadamente, como se muestra en la
Sección 5.2). Estas caracterizaciones podrían ser realizadas de forma relativamente simple
mediante métodos del tipo low coherence interferometry (LCI), empleando fuentes de luz
de emisores súperluminiscentes y un MI de FO [134], de una forma similar a los sistemas
diseñados en la Sección 3.2.2. De todas formas, el conjunto de los parámetros propuestos,
determinados a partir de distintas fuentes bibliográficas, ha resultado más que adecuado
para la obtención de los resultados numéricos mediante un algoritmo que resuelve el siste-
ma de ecuaciones definidas de forma analítica. Este algoritmo introduce el perfil completo
de las FBGs, en módulo y fase, y permite calcular la propagación de los campos eléctricos
mediante el SSM de paso variable con un error de fase menor a 1×10−4 rad, mientras que
el acoplamiento de los campos en la FBG2 (Fig. 4.4), común a ambas cavidades, se realiza
a través del TMM. Con este modelo numérico se estudió el proceso de self-starting del
láser mediante un proceso de ruido gaussiano, sumado a la semilla (pulso del tipo secante
hiperbólica), presentando un pequeño valor de relación señal ruido a la entrada (SNRin =
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0,1 dB). Se pudo observar que el sistema se comporta de dos maneras diferentes, mediante
dos valores de ganancia diferentes relacionados con cada uno de los modos de operación
(pulsado y CW), alcanzando una relación señal ruido SNRout = 10 dB. Mejores valores
de SNRout se pueden obtener incrementando la potencia de excitación del medio activo,
mientras que el nivel de background de la señal resulta inalterado (puede ser modificado
disminuyendo el umbral del láser). Mediante este nuevo modelo numérico se obtuvieron
resultados que permiten describir la salida del láser para distintos valores del parámetro
K, expresado como un número entero positivo mayor o igual a la unidad. Además, por
medio de un análisis realizado mediante la estimación de la PSD de las señales generadas
de forma numérica, se pudo determinar el número de componentes espectrales que intervie-
nen en el proceso mode locking, el cual es generalmente un número pequeño < 3, para un
ancho de banda medido a 3 dB del máximo de potencia. El estudio de la dispersión en la
cavidad activa del láser permite determinar la influencia de las características espectrales
de las FBGs en las pérdidas de la cavidad (reflectividad de las FBGs) y en los cambios en
el perfil de dispersión. Estos últimos resultan ser prácticamente despreciables empleando
una FO dopada con Er3+ en una longitud de onda de trabajo λ0 = 1553,55 nm, mientras
que se producen cambios significativos en la dispersión cromática de dicha cavidad cuando
el corrimiento espectral relativo entre las FBGs, definido por (fBragg2 − fBragg1)/fBragg1
(Fig. 4.17(b)), esta próximo a la mitad del ancho de banda de dichas FBGs. El coeficiente
de reflexión definido para el subsistema de la cavidad auxiliar del láser, compuesta por la
FBG2, la FO estándar y el semiespejo, permite estudiar el incremento de la fase no-lineal
cuando el valor de |ρmirror|2 es incrementado. En este sentido, respecto a las posibles ines-
tabilidades del sistema, el modelo numérico presentado permite estimar un valor de cota
máximo de la fase ∆Φ < 6×10−3 rad, para la cual el láser mantiene una salida estable o
de intensidad uniforme, para valores de |ρmirror|2 < 0,6. Un comportamiento similar se ha
podido observar de forma experimental, empalmando la FO estándar de la cavidad auxiliar
a un colimador y empleando un espejo de alta reflectividad, obteniendo señales moduladas
en potencia y ancho de pulso (condición inestable). Mediante los resultados experimentales
obtenidos para salidas estables del láser de FO de dos cavidades acopladas, cuya implemen-
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tación y caracterización se mostraron en el Capítulo 5, hemos verificado la característica
del ancho temporal de los pulsos de salida en función de la frecuencia de repetición de los
mismos, para distintos valores de K (enteros y racionales). Se realizó una comparación de
los resultados experimentales observados en [1] y [2], y se planteó una hipótesis relaciona-
da con el cambio de la pendiente de dicha característica, la cual se debe principalmente al
empleo de FBGs con diferentes perfiles espectrales de reflexión (reflectividad y corrimiento
espectral de las mismas, lo que induce, como mencionamos, una alteración de la respuesta
de la dispersión). Esta hipótesis pudo ser verificada de forma empírica, mediante la aplica-
ción de una pequeña presión sobre la FBG2, aunque una caracterización completa de estos
cambios se deja para estudios futuros. Por otra parte, se realizó un análisis de las señales
fotodetectadas mediante el uso del periodograma de Welch [131], que permite estimar la
PSD de dichas señales, encontrando una muy buena correlación entre los resultados teó-
ricos y experimentales. Además, se implementaron dos nuevos láseres con longitudes de
cavidad principal igual a 2LM y 3LM , con el fin de comprobar el peso de otros procesos
no-lineales como el FWM. Encontramos que éste último no presenta mayor importancia
para potencias de bombeo menores a Ppump < 325 mW y que el número de componentes
espectrales involucradas en el proceso mode locking es pequeño (menor a 3 en un ancho de
banda medido a 3 dB, verificando los resultados numéricos mostrados en la Sección 4.3.2).
De esta manera, los datos medidos de la frecuencia de repetición y el ancho temporal de los
pulsos en estos nuevos láseres se corresponde muy bien con la característica obtenida ante-
riormente para una longitud de cavidad principal igual a LM = 1,976 m. De esta manera,
todas las medidas realizadas pueden ser resumidas en un diagrama de frecuencias posibles
en función de la relación de longitudes expresada por el parámetro K, mientras que se han
observado bajos niveles de ruido en los pulsos fotodetectados (verificando la hipótesis plan-
teada en la Sección 4.3.1). Además, se realizó una comparación teórico-experimental para
valores de K enteros, mediante la eficiencia de conversión del láser, encontrando que dichos
resultados se ajustan con un error pequeño, menor al 10%. En todos los casos analizados,
la medición de la PSD resultó sin cambios significativos debido a una limitación práctica
impuesta por el OSA. Sin embargo, una estimación de la misma mediante el perfil espectral
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de las FBGs resulta conveniente para una potencia de excitación próxima al umbral del
láser (Ppump = 10 mW), donde la característica queda definida aproximadamente por la
emisión espontánea amplificada o ASE, la cual es filtrada por el sistema de realimentación.
Finalmente, y como resumen de las líneas de investigación que se desean seguir en un
futuro cercano, se encuentran: i) mejoras en las características del sistema láser propuesto,
relacionadas al incremento de la frecuencia de repetición (disminución del ancho temporal)
de los pulsos (mediante el empleo de sistemas de modulación intracavidad y/o de forma
externa); ii) desarrollo de nuevos algoritmos basados en el SSM y el TMM, orientados a
describir la propagación en láseres de pulsos ultracortos que funcionan bajo el régimen
de operación mode locking, los cuales deberían admitir el modelado de otros procesos no-
lineales tales como el FWM, XPM y algunos efectos de scattering inelásticos, dependiendo
del caso; iii) implementación real del sistema de caracterización de pulsos propuesto, con
el fin de estimar la fase de los sistemas láser anteriormente mencionados y en general para
otro tipo de señales ópticas; iv) estudio y diseño de aplicaciones de los láseres APM en
sistemas de comunicación ópticos, metrología y maquinado de materiales.
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Apéndices
Apéndice A: Aplicación del método SSM al calculo de
la NLSE
La propagación expresada a través de la Ec. 2.5 es una ecuación diferencial no-lineal a
derivadas parciales, la cual no resulta generalmente en una solución analítica, excepto
para algunos casos específicos en los cuales el método de scattering inverso puede ser
aplicado [135]. Por lo tanto, una aproximación numérica es necesaria para entender los
efectos no-lineales en las FOs. Existe una amplia gama de métodos que son empleados para
dicho propósito, los cuales pueden ser clasificados en dos grandes grupos: los métodos de
diferencias finitas y los métodos pseudo-espectrales. Estos últimos son generalmente hasta
un orden de magnitud más veloces para conseguir la misma precisión. Un método que ha
sido empleado de forma extensa para resolver el problema de la propagación de pulsos en
un medio dispersivo es el SSM [136]. La velocidad relativa de este método, comparada con
la mayoría de los métodos de diferencias finitas puede ser atribuida en parte al empleo del
algoritmo de la transformada rápida de Fourier (FFT) [131].
La filosofía detrás del SSM se basa en reescribir la NLSE, discriminando de alguna manera
la parte lineal de la no-lineal, como se muestra a continuación
∂E
∂z
=
(
OˆD + OˆNL
)
E (6.1)
donde OˆD es un operador diferencial de la dispersión y la absorción de un medio lineal,
mientras que OˆNL es un operador no-lineal. Estos operadores quedan definidos por medio
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de la NLSE anteriormente definida como
OˆD = −α2 −
i
2
β2
∂2
∂t2
+
1
6
β3
∂3
∂t3
(6.2)
OˆNL = iγ
[
|E|2 + 2i
ω0E
∂
∂t
(|E|2E)− τR∂|E|
2
∂t
]
(6.3)
En general, como ya hemos visto en el Capítulo 2 la no-linealidad y la dispersión actúan
de forma conjunta. El SSM permite obtener una solución aproximada asumiendo que en la
propagación de un campo eléctrico sobre una distancia h, los efectos de la dispersión y la no-
linealidad se pueden calcular de forma independiente. Más específicamente, la propagación
desde cualquier longitud z hasta otra z + h se realiza en dos pasos. En el primer paso,
la no-linealidad actúa sola, mientras que OˆD = 0. En el segundo paso, la dispersión es
calculada suponiendo que OˆNL = 0.
Para estimar el error del SSM, debemos expresar el campo eléctrico propagado una dis-
tancia h y asumir que OˆNL es independiente de z. De esta manera, el campo eléctrico
propagado resulta
E(z + h, t) = eh(OˆD+OˆNL)E(z, t) (6.4)
Sin embargo, el cálculo de la propagación por SSM realiza la siguiente aproximación
eh(OˆD+OˆNL) ≈ ehOˆDehOˆNL , ignorando la naturaleza no conmutativa de los operadores li-
neal y no-lineal [16]. Por lo tanto, empleando la ecuación de Baker-Hausdorff [137] se
puede encontrar que el término del error dominante se obtiene mediante el conmutador
simple h2[OˆD, OˆNL]/2 = h2(OˆDOˆNL− OˆNLOˆD)/2, por lo que el método logra una precisión
de segundo orden en un paso de tamaño h. Este error puede ser mejorado adoptando un
procedimiento diferente, el cual calcula el efecto de la no-linealidad de forma concentrada
en la mitad del paso de tamaño h, como se muestra en la Fig. 6.1.
La implementación del SSM es relativamente sencilla de la forma descrita en la Fig. 6.1. La
FO es dividida en un número grande de segmentos que pueden no ser igualmente espaciados,
Figura 6.1: Esquema de calculo por SSM. La longitud de FO es dividida en un numero
grande de segmentos de ancho h. Dentro de estos segmentos, el efecto de la no-linealidad
es incluida en la mitad del plano, como se muestra con la linea de trazos.
por ejemplo, siguiendo alguno de los criterios formados en [52]. Un pulso óptico de entrada
es propagado de un segmento a otro empleando la siguiente descripción aproximada
E(z + h, t) ≈ exp
(
h
2
OˆD
)[∫ z+h
z
OˆNL(ζ)dζ
]
exp
(
h
2
OˆD
)
E(z, t) (6.5)
donde una aproximación trapezoidal de dicha integral permite estimar el error cometido.
Más específicamente, el campo eléctrico E(z, t) es propagado una distancia h/2 sólo apli-
cando la dispersión mediante el algoritmo de la FFT. En la mitad del segmento, ubicada
en z + h/2 el campo el multiplicado por el término no-lineal, el cual representa el efecto
de OˆNL sobre todo el segmento de tamaño h. Finalmente, el campo es propagado sobre la
una longitud restante de tamaño h/2 para obtener E(z + h, t).
Apéndice B: Método de la matriz de transferencia TMM
El TMM se basa en los principios de la teoría de modos acoplados y permite modelar di-
versos dispositivos fotónicos [56]. Los campos eléctricos de entrada y salida de una capa de
material, cuyas propiedades son invariantes sobre una longitud especifica, es representada
de forma unívoca por una matriz cuadrada. Los elementos de dicha matriz están directa-
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mente relacionados a las propiedades ópticas de cada capa de material. La respuesta total
de un dispositivo, formado de múltiples capas, puede ser evaluada fácilmente a través del
producto de un número finito de matrices acopladas entre sí.
Las características de los dispositivos fotónicos de dos puertos pueden ser modeladas me-
diante una matriz cuadrada U , donde Eik y Eok son los campos eléctricos de entrada y
salida, respectivamente, y donde k = 1, 2. representa cada uno de los puertos del disposi-
tivo. Los elementos de la matriz cuadrada son denominados Tmn con m y n enteros, de tal
forma que

Ei1
Eo1

 =

T11 T12
T21 T22



Ei2
Eo2

 (6.6)
Los elementos Tmn dependen de los parámetros constructivos del dispositivo analizado.
Por otra parte, la matriz T puede ser transformada fácilmente en una matriz S, la cual
permite expresar los elementos en función de los parámetros de scattering [56]. Esto es muy
útil en la determinación de las pérdidas de inserción y las pérdidas de retorno de diversos
dispositivos, definidos como una función de la longitud de onda, o bien de la frecuencia.
Este método es robusto y flexible en el sentido que permite caracterizar el comportamiento
de una amplia gama de dispositivos fotónicos, tales como: FBGs de distinto tipo, estruc-
turas del tipo Fabry-Perot, DFBs y espejos, entre muchos otros [10, 56]. Para modelar
correctamente dichos dispositivos por medio del TMM se emplea una técnica que divide
al dispositivo de FO de largo L en N secciones o tramos de tamaño δl = L/N . El campo
de salida de una sección es el campo de entrada de la sección siguiente. Si una sección de
longitud δl1 tiene asociada a una matriz T (j=1), la salida de dicha matriz se usará como
entrada de una segunda matriz T (j=2) que representa una sección contigua de largo δl2.
El procedimiento se extiende hasta completar el cálculo para un dispositivo de largo L,
obteniendo una matriz de transferencia total expresada como

Ei1
Eo1

 = [T (1)][T (2)][T (3)]...[T (N)]

Ei2
Eo2

 (6.7)
178
La longitud de cada sección puede diferir una de otra, como también podrá ser distinto
el espaciado Λ de la modulación del índice de refracción y su máxima variación ∆n. Es
importante elegir adecuadamente la longitud de cada sección, de tal forma que sus pro-
piedades permanezcan invariantes (período, variación del índice de refracción, etc.). En
caso contrario, una matriz asociada a una sección cuyos parámetros cambian, no represen-
taría correctamente la transferencia del dispositivo. Con esta idea se asocian matrices de
transferencia por cada sección suponiendo que su longitud abarca al menos un período de
grabado, o sea δlj ≫ NΛj (donde Λj es el período de una sección j = 1...N). Por otra
parte, debemos notar que el modelado por medio de la matriz de scattering no puede ser
aplicado como describe la Ec. 6.7 debido a que el producto de las matrices correspondientes
a cada sección no resulta en la matriz final S.
TMM aplicado al calculo de FBGs
Como ya hemos mencionado, el TMM es fácilmente implementado mediante el calculo de
las matrices de transferencia de cada una de las capas de material, definidas en termino de
secciones con propiedades invariantes. Una FBG uniforme es definida mediante la teoría
de modos acoplados como se describe en [10]. Los elementos de cada una de las matrices
asociadas al TMM son expresadas como
T
(j)
11 = cosh(qδlj)−
iδsinh(qδlj)
q
(6.8)
T
(j)
22 = cosh(qδlj) +
iδsinh(qδlj)
q
(6.9)
T
(j)
12 = −
iκsinh(qδlj)
q
(6.10)
T
(j)
21 =
iκsinh(qδlj)
q
(6.11)
donde q =
√
δ2 − κ2, κ = πneffv/λ es la constante de acoplamiento de los modos contra-
propagados dentro de la FBG (v es el coeficiente de modulación del índice de refracción,
también denominada visibilidad) y δ = 2πneff(λ−1 − λ−1Bragg) representa el desajuste de
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fase entre los modos, en función de la diferencia entre la longitud de onda de análisis λ y
la longitud de onda de Bragg λBragg.
Los coeficientes de reflexión ρ y/o transmisión τ que se definen para una matriz T deben ser
calculados empleando la Ec. 6.6, anulando uno de los campos. Para calcular el coeficiente
de transmisión se debe cumplir que Ei1 = 1 y Eo2 = 0 en dicha ecuación, resultando que se
puede definir como τ = Ei2/Ei1 = 1/T11. De forma análoga se puede calcular el coeficiente
de reflexión como ρ = Eo1/Ei1 = T21/T11.
El TMM requiere que se cumplan ciertas condiciones para funcionar correctamente. Pri-
mero, como los parámetros de la FBG son una función de la longitud de propagación z,
la mínima longitud de una sección debe ser δlj ≥ ΛjK, donde K es un número entero.
Este valor depende de la variación del espaciado Λ relacionado a una FBGs con chirp y el
mismo determina el límite superior del número de secciones adecuado para no introducir
errores sistemáticos en el cálculo. Segundo, se debe asegurar que cada sección j tenga un
número entero de períodos para tener transiciones suaves entre las secciones. Un cambio
abrupto en la modulación del índice de refracción de la FBG equivale a tener un defecto,
o sea, una discontinuidad de la fase del coeficiente de reflexión y/o transmisión que ge-
nera un pico (muchas veces indeseado) en el espectro de reflexión y/o absorción. Tercero,
si hay diferencias entre las constantes de acoplamiento (κj) entre secciones adyacentes se
forman super-estructuras, formadas por otros picos en las características espectrales de
una FBG. De esta forma, existe un número mínimo de secciones que permite reducir la
distorsión en el cálculo de dichos dispositivos. Finalmente, al simular FBGs de período
largo (LPFBG) y con mucho chirp es necesario definir una buena resolución espectral para
calcular adecuadamente el retardo de grupo.
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