© 2016 Journal of Communications. This paper was published in Journal of Communications and is made available as an electronic reprint (preprint) with permission of Academy Publisher. The published version is available at: [http://www.jocm.us/index.php?m=content&c=index&a=sh ow&catid=162&id=996]. One print or electronic copy may be made for personal use only. Systematic or multiple reproduction, distribution to multiple locations via electronic or other means, duplication of any material in this paper for a fee or for commercial purposes, or modification of the content of the paper is prohibited and is subject to penalties under law.
of the longest edge in the tree. We call the required point terminals as the additional point Steiner points, and such a tree as a Steiner tree.
Since 1990s, along with the conquest of a series of famous conjectures, the traditional Steiner tree problem has attracted numerous scientists' considerable attentions and interests from both theoretical point of view and its applicability, which has been once a focus in the emerging theory of approximation algorithms. The problem is MAX-SNP hard even when the edge length is only 1 or 2 [2] . For the Steiner tree problem in the Euclidean plane, it is still NP-hard and there is a Polynomial-Time Approximation Scheme (PTAS) for the Euclidean Steiner trees [3] . It is not known whether the Euclidean Steiner tree problem is NP-complete, since membership to the complexity class NP is not known.
New applications of the Steiner tree problem in VLSI routing [4] , wireless communications [5] and phylogenetic tree reconstruction in biology [6] have been extensively explored and studied. These applications have triggered the study of variations of the traditional Steiner tree problem. Algorithms for the two variations, the bottleneck Steiner tree problem [7] [8] [9] [10] and the Steiner tree problem with minimum number of Steiner points and bounded edge-length [11] , [12] , have been fully investigated.
In this paper, we consider the bottleneck Steiner tree problem, which is defined as follows. Given a set P={p 1 , p 2 , ..., p n }of n terminals and a positive integer k, to find a Steiner tree with at most k Steiner points such that the length of the longest edges in the tree is minimized.
The solution of the problem can be applied in the design wireless sensor networks to prolong the lifetime of the wireless sensor networks by introducing additional sensors at proper locations to achieve the goal of minimizing the length of the longest edge in the network [13] .
The problem is NP-hard. In [7] , it has been proved that unless P=NP, the problem cannot be approximated in a polynomial time within performance ratios 2 and 3 in the rectilinear plane and the Euclidean plane, respectively. Moreover, an approximation algorithm with performance ratio 2 for both the rectilinear plane and the Euclidean plane has been generated. For the rectilinear plane, the performance ratio is the best possible, that is, the performance ratio is tight. For the Euclidean plane, however, the gap between the lower bound and upper bound 2 is still big. Based on the existence of a 3-restricted Steiner tree, we have presented a randomized polynomial approximation algorithm with performance ratio 1.866 for the Euclidean problem [8] . Later, a further improvement on the performance ratio to 3 has been reported in [14] , which is so far the best possible approximation result.
Restricted versions of the bottleneck Steiner tree problem have been investigated by many researchers. S. Bae, C. Lee, and S. Choi have studied the Euclidean bottleneck Steiner tree problem when k is restricted to 1 or 2 to produce the exact solutions to this problem in [10] . Due to the restriction of the adjacency of Steiner points in [9] , [15] , [16] , when requiring that no two Steiner points are adjacent, or only degree 2 Steiner points are adjacent, or only Steiner points of degree at least 3 are not allowed to be adjacent in the optimal Steiner tree, these versions of Euclidean bottleneck Steiner tree problem cannot be approximated within 2 in the polynomial time and the existence of approximation ratio has been proved.
In this paper, we first address the Euclidean bottleneck Steiner tree problem, on which, the best possible approximation is provided by a randomized approximation algorithm with performance ratio of 2 ) time rather than as they claimed as O(nlogn + klogn) [7] . The performance ratio is the best possible and any improvement of the ratio will lead to P=NP. By introducing two advanced data structures, the binary heap and the Fibonacci heap, we can reduce the time complexity of their algorithm to O(nlogn + klogn) and amortized O(nlogn + klogn), respectively. To help understanding the algorithms, we first introduce a notion of the k-restricted Steiner tree. A full component of a Steiner tree is a subtree in which each terminal is a leaf and each internal node is a Steiner point. A Steiner tree for n terminals is a k-restricted Steiner tree if each full component spans at most k terminals.
The rest of the paper is organized as below. In Section II, we briefly introduce the approximation algorithm with performance ratio 3 and our improvement. Section III introduces the approximation algorithm with performance ratio 2 for rectilinear bottleneck Steiner problem. Section IV implements the algorithm by introducing two kind of heaps. Simulation results are shown in Section V and the concluding remark appears in Section VI. Xu have shown the existence a performance ratio 3 by the existence of a 3-restricted Steiner tree with the same number of Steiner points as T such that the longest edge in the tree is at most 3 times of the optimum in [14] . Then, they have transformed the computing of an optimal 3-restricted Steiner tree into the computation of the minimum spanning tree problem for 3-hypergraphs in [17] . They have proposed a randomized approximation algorithm to find an optimal 3-restricted Steiner tree, which resulting an algorithm with performance ratio 3 + for any positive number . The algorithm works mainly based on the following lemma.
Lemma 1[14]: Let T be an optimum Steiner tree for Euclidean bottleneck Steiner tree problem. Then, there is a 3-restricted Steiner tree with the same number of Steiner points as T such that the longest edge in the tree is at most 3 times of the optimum.
A hypergraph H = (V, F) is a generalization of a graph where the edge set F is an arbitrary family of subsets of vertex set V. A 3-hypergraph H 3 = (V, F) is a hypergraph, each of whose edges has cardinality at most 3. A weighted 3-hypergraph H 3 = (V, F; W) is a 3-hyperpgrah with each edge associated with a weight. A minimum spanning tree for a weighted 3-hypergraph H 3 = (V, F; W) is a subgraph T of H 3 that is a tree containing every node in V with the least weight.
The following Lemma proves the existence of a randomized algorithm for computing a minimum spanning tree for a weighted 3-hypergraph [17] .
Lemma 2[17]:
There exists a randomized algorithm for the minimum spanning tree problem for weighted 3-hypergraphs, with probability at least 0.5, running in poly(n,w max ) time, where n is the number of nodes in the hypergraph and w max is the largest weight of edges in the hypergraph.
A weighted 3-hypergraph H 3 =(V, F; W) can be constructed from the set P of terminals. Here V = P, and F = {(a, b)|a  P and b  P} ∪ {(a, b, c)| a  P and b  P and c  P }. To obtain the weight of each edge in F, we need to know B, the length of the longest edges in an optimal solution. It is hard to find the exact value of B in an efficient way because of the hardness result of the problem. However, we can finds a value B' that is at most (1+)B for any >0 in time [8] . Fig. 1 
III. 2-APPROXIMATION ALGORITHM
The existence of performance ratio 2 has been proved by constructing a Steinerized spanning tree under the triangle inequality property in the rectilinear plane. The algorithm first constructs a minimum spanning tree for the set of n terminals in P, then the degree-2 Steiner point to long edges in the minimum spanning tree has been repeatedly added. We call such a tree as a steinerized spanning tree. The approximation algorithm has been derived based on the following two lemmas. It follows immediately from Lemma 1 and 2 that when we use the same number of Steiner points to steinerize a spanning tree and a minimum spanning tree, the result from the latter cannot produce the longest edge of length exceeding that from the former. That is, the optimal steinerized spanning tree can be found among steinerized minimum spanning trees. Since only degree-2 Steiner points are possibly adjacent, we only need to add k Steiner points to a minimum spanning tree in order to obtain an optimal steinerized spanning tree.
The idea is explained as follows: for each edge e i = (u, v) in the minimum spanning tree, if we add l i degree-2 Steiner points to it, the length of the longest edge in the resulting path from u to v has the minimum value c(e i )/(l i +1), where c(e i ) is the original length of edge e i . This minimum value can be achieved when the l i Steiner points divide e i evenly. Denote l(e i ) = c(e i )/(l i +1). At the beginning of the algorithm, l(e i ) = c(e i ). Each time a degree-2 Steiner point is added to the edge e i with the largest l(•) value. After e i receives one more degree-2 Steiner point, l i is updated by l i =l i +1 and l(e i ) is updated by c(e i )/(l i +1) and the position of all the degree-2 Steiner points in the edge e i is re-organized by dividing e i evenly.
Algorithm Faster Approximation for Euclidean-Bottleneck
Input: a set P of n terminals in the rectilinear plane and an integer k and a positive number ε Output: a 3-restricted Steiner tree T with at most k Steiner points.
1. Call the ratio-2 approximation algorithm for bottleneck Steiner tree problem in [7] and obtain a number X as the length of the longest edge. 
Algorithm Approximation-Euclidean-Bottleneck-by-Du Wang and Xu
1. Call the ratio-2 approximation algorithm for bottleneck Steiner tree problem in [7] and obtain a number X as the length of the longest edge. Note that e i is defined in the rectilinear plane. The process is repeated until k degree-2 Steiner points have been added. Fig. 3 shows D.-Z Du and L. Wang's approximation algorithm with performance ratio 2 [7] . The algorithm's time complexity is analyzed as below: The first step can be implemented in O(nlogn) time as described in [19] , [20] .
Step 2 takes a linear time. Sorting in Step 3 takes O(nlogn) time. In each loop of Step 4-7,
Step 4 and 5 use a constant time to find the longest edge and update l(· ), Step 6 uses the time linear to the number of Steiner points on that edge, and the step 7 of resetting e i 's position needs O(n) time in the worst case. As Step 4-7 only loops k times, the entire time complexity of the algorithm is O(nlogn+kn+k 2 ).
IV. THE FASTER 2-APPROXIMATION ALGORITHMS
The most time consuming steps in the loop of the Du and Wang's algorithm is Step 6 and 7, either linear to number of Steiner points or to the number of terminals in the worst case. First, we find that moving step 6 in Figure  1 out of the loop as the final step can decrease the time of organization of Steiner points from O(k 2 ) to O(k). Then, the step to find an edge with the largest l(•) and step to update l(•) are frequently executed, together with Step 5 and 7 combined as a single step, which inspires us to use a priority queue to maintain all the edges associated with priority l(•). The priority queue should support two operations efficiently: finding an edge with the highest priority and update an edge's priority.
Over the introduced data structure, a binary max-heap [18] is suitable to implement the priority queue. A binary max-heap is a heap data structure created using a binary tree with two additional constraints: (1) shape property, the tree is a complete binary tree; that is, all levels of the tree, except possibly the last one are fully filled, and, if the last level of the tree is not complete, the nodes of that level are filled from left to right; (2) heap property, the key at each node is greater than or equal to that of its children.
A max-heap supports the operations of a priority queue efficiently. We can construct a heap in a linear time, and a max-heap returns a node with the largest key in O(1) time, and updates a node key in O(logn) time. In fact, the introduction of the max-heap can also decrease the implementation time of Step 7 
from O(n) to O(logn).
Now we can formulate our improved algorithms as shown in Fig. 4 .
It is clear that the time complexity of the above algorithm is O(nlogn+klogn). Obviously, Step 2 only takes the time linear to n. Constructing a max-heap in bottom-up fashion needs only O(n) time.
Step 4 runs in a constant time because the root of the heap indicating the edge with the largest l(•), while Step 5 takes O(logn) time to update an edge's key. Considering that the two steps will be in the loops for k times, Step 4 and Step 5 will run in O(klogn) time in total.
Step 7 can be implemented in If we use a Fibonacci heap [18] to implement the priority queue, the algorithm can be implemented in the amortized time with O(nlogn+klogn). This is because heap construction takes only O(n) of the amortized time, while determining the edge with the largest key and decreasing an edge's key takes only O (1) 
V. SIMULATION OF ALGORITHMS
To demonstrate the differences of the time complexities among the original, binary-heap-based and Fibonacci-heap-based approximation algorithms with performance ratio 2, we code the algorithms to obtain their actual execution times. We have used a computer with Intel(R) Core(TM) i5-3470 CPU @ 3.2GHz+3.2GHz and 3.4GB RAM. Upon the number of fixed and additional base stations (terminals and Steiner points) given, we randomly generate the x-coordinate and y-coordinate of each terminal. Fig. 5-Fig. 8 demonstrate the trends of the execution time with the increasing of terminals when the number of Steiner points is fixed. They show that the advantages of our proposed algorithm become more and more clear with the increasing number of Steiner points. In each figure, the horizontal axis represents the number of terminals and the vertical axis represents the execution time. The blue, green, and red curves represent the trends of running time of the original, the Fibonacci-heap-based, and the binary-heap-based algorithms, respectively. When the number of Steiner points is 50, the two curves representing the original and Fibonacci-heapbased algorithm almost coincide and the latter is a little worse than the original, while the binary-heap-based algorithm performs much better than the other two, e.g., when the number of terminals is 15000, the binary-heapbased algorithm saves about 40% running time of the original one shown in Fig. 5 .
When the number of Steiner points is 100, both of binary-heap-based and the Fibonacci-heap-based algorithms perform better than the original one when the number of terminals exceed 1000. When the number of terminals is 15000, the binary-heap-based and the Fibonacci-heap-based algorithms saves about 52% and 26% running time of the original one, respectively shown in Fig. 6 . When the number of Steiner points is 500, the curves representing the binary-heap-based and the Fibonacciheap-based algorithms almost coincide, and the curve of the Fibonacci-heap-based is a little worse than the binaryheap-based but both of them perform much better than the original one when the number of terminals exceed 2500. When the number of terminals is 15000, both of the binary-heap-based add the Fibonacci-heap-based algorithms saves about 80% running time of the original one as shown in Fig. 7 . When the number of Steiner points is 2000, the curves representing the binary-heap-based and the Fibonacciheap-based algorithms almost coincide. The Fibonacci-heap-based algorithm outperforms a little than the binaryheap-based algorithm. But both of them perform much better than the original one when the number of terminals exceed 2500. When the number of terminals is 15000, both of the binary-heap-based and the Fibonacci-heapbased algorithms save about 80% execution time of the original one shown in Fig. 8 .
From Fig. 5-Fig. 8 , we can find that the Fibonacciheap-based algorithm can obtain much more efficiency, which is the most improvement with increasing number of Steiner points, while the binary-heap-based algorithm performs much better than the original algorithm regardless of the number of Steiner points. The simulation results match the time complexity analysis on the three algorithms.
VI. CONCLUSION
In this paper, we have mainly considered the bottleneck Steiner tree problem. The problem asks to find a Steiner tree with n fixed terminal nodes in the plane and up to k Steiner nodes such that the length of the longest edge in the tree is minimized. We first introduced the randomized approximation algorithm with performance ratio 3 +. Further based on the idea similar to the binary search, we have improved the time complexity of the algorithm from   1 poly(n, k) to  ) (log 1  poly(n, k). Then, we have introduced the approximation algorithm with performance ratio 2 for the rectilinear bottleneck Steiner tree problem. By introducing the binary heap and the Fibonacci heap, we have designed a new algorithm to improve the time complexity of the approximation algorithm to O(nlogn+klogn) and amortized O(nlogn+klogn), respectively. However, the complexity of Fibonacci-heap-based algorithm with a considerable overhead makes the improvement primarily of theoretical value.
An observation is that our improvements can be directly applied to the polynomial approximation algorithm with performance ratio 2 for the Euclidean bottleneck Steiner tree problem. As an application, the algorithms can be used to efficiently determine the locations of additional base stations in the design of wireless communication networks.
