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Asymptotic single-particle states in quantum field theories with small departures from Lorentz
symmetry are investigated perturbatively with focus on potential phenomenological ramifications.
To this end, one-loop radiative corrections for a sample Lorentz-violating Lagrangian contained
in the Standard-Model Extension (SME) are studied at linear order in Lorentz breakdown. It is
found that the spinor kinetic operator, and thus the free-particle physics, is modified by Lorentz-
violating operators absent from the original Lagrangian. As a consequence of this result, both
the standard renormalization procedure as well as the Lehmann–Symanzik–Zimmermann reduction
formalism need to be adapted. The necessary adaptations are worked out explicitly at first order in
Lorentz-breaking coefficients.
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I. INTRODUCTION
Current understanding of physics at the fundamental
level is based on two distinct theories: general relativity
(GR) and the Standard Model (SM) of particle physics.
It is commonly believed that these two theories arise
as the low-energy limit of an underlying Planck-scale
framework that consistently merges gravity and quantum
mechanics. Since direct measurements at this scale are
presently impractical, experimental research in this field
relies largely on ultrahigh-precision searches for Planck-
suppressed effects at attainable energies.
One possible effect in this context is a minute break-
down of Lorentz invariance. Lorentz symmetry is a fun-
damental feature of both GR and the SM, so that any
observed deviation from this symmetry would imply new
physics. A number of theoretical approaches to physics
beyond the SM, such as strings [1], noncommutative
field theories [2], cosmologically varying scalar fields [3],
quantum gravity [4], random-dynamics models [5], mul-
tiverses [6], brane-world scenarios [7], and massive grav-
ity [8], are believed to allow for small violations of Lorentz
invariance at low energies. Searches for such violations
are also motivated by the apparent fundamental char-
acter of Lorentz symmetry. Consequently, Lorentz in-
variance ought to be supported as firmly as possible by
experimental evidence.
It is natural to expect that Lorentz-violating effects can
be described within effective field theory, at least at cur-
rently attainable energies [9]. The framework generally
adopted in this context is the Standard-Model Extension
(SME) [10, 11], which contains both GR and the SM as
limiting cases. The additional Lagrangian terms present
in the SME include all operators for Lorentz violation
that are scalars under coordinate changes. The SME has
constituted the basis for the analysis of numerous exper-
imental searches for Lorentz breakdown [12].
Paralleling the conventional Lorentz-symmetric case,
perturbative quantum-field analyses within the SME also
rely on a few key theoretical concepts. Some of these,
such as canonical quantization [13, 14] and renormal-
ization [15–17], have previously been studied and gen-
eralized to the SME. Another such core concept con-
cerns the treatment of external states. They span the
asymptotic Hilbert space, so their determination is of
fundamental importance for perturbation theory. For
example, explicit S-matrix calculations require a sepa-
rate, independent determination of the external legs up
to the desired order. This special status of external-
leg physics is highlighted by the usual Feynman rules:
external-leg corrections cannot be incorporated into the
diagram for a scattering process; the rules for S-matrix
calculations specifically call for “amputed” diagrams.
The usual treatment of radiative corrections to external
legs involves sophisticated theoretical concepts like the
Ka¨lle´n–Lehmann representation [18] and the Lehmann–
Symanzik–Zimmermann (LSZ) reduction formalism [19].
Although a number of prior investigations have consid-
ered radiative corrections from various other perspec-
tives [20, 21], we are unaware of any dedicated study to
generalize the Lorentz-invariant external-leg treatment to
Lorentz-violating field theories.
A second need for a proper understanding of the
asymptotic Hilbert space in the presence of Lorentz
breakdown derives from its phenomenological impor-
tance: external-state effects govern the physics of free
particles and are therefore also crucial for numerous
Lorentz tests. Examples include various kinematical
2threshold effects in cosmic rays [22], photon birefrin-
gence and dispersion [23, 24], collider kinematics and
interferometry [25–28], and neutrino propagation [29].
Paralleling the conventional Lorentz-symmetric case, all
previous analyses have been performed under the tacit
assumption that the physics of free particles is deter-
mined by the quadratic pieces of the corresponding La-
grangian [30]. However, this approach disregards the self-
interactions of the particle, although such effects are al-
ways present, even for asymptotic states. Consequently,
they need to be considered, e.g., in any scattering process
beyond tree level. In a conventional renormalizable quan-
tum field theory (QFT), Lorentz symmetry implies that
the quadratic Lagrangian can only acquire a mass shift
and a field-strength factor, both of which can be treated
by renormalization of existing quantities. The external
QFT legs are then identical in structure to the quadratic-
Lagrangian solutions, which therefore indeed describe the
propagation of free particles correctly. A nonperturba-
tive rigorous justification for this feature is given by the
aforementioned LSZ reduction formalism [19]. However,
in the presence of Lorentz violation a similar line of rea-
soning fails, and the question regarding the determina-
tion of free-particle properties arises.
The present work is intended to initiate a theoretical
investigation of these issues. In particular, we demon-
strate that in the absence of Lorentz symmetry the ex-
ternal legs in perturbative quantum field theory exhibit
a different structure than the plane-wave solutions aris-
ing from the quadratic Lagrangian [31]. This result is
in accordance with a recent work [32] in which a gener-
alization of the Ka¨lle´n–Lehmann representation for the
propagator was derived for a field-theoretic model with
fermions that are coupled to the same Lorentz-violating
SME coefficients as the ones we are considering in this
work. In fact, we will use the results obtained in Ref. [32]
to extract consistently the one-particle poles at first or-
der in Lorentz violation. These poles define the external
states of scattering amplitudes. To this end, we gener-
alize the conventional LSZ reduction formula to include
Lorentz-breaking SME corrections at linear order.
For this analysis, we restrict ourselves to a subset of
the minimal SME’s electrodynamics sector for simplicity.
Moreover, we are primarily focused on effects that may
potentially be of phenomenological relevance and affect
the usual perturbative expansion of quantum field the-
ory. Our analysis is therefore performed at first order in
SME coefficients, an approach justified on observational
grounds. A future nonperturbative treatment of these is-
sues within formal field theory would be interesting, but
lies outside our present scope. Throughout, we adopt
natural units c = ~ = 1, and our convention for the met-
ric signature is timelike ηµν = diag(+,−,−,−).
The outline of this paper is as follows. In Sec. II, our
Lorentz-violating model Lagrangian is introduced and
some of its properties are reviewed. Section III contains
a discussion of the fermion two-point function within this
model, the correct way to extract the one-particle pole in
the Lorentz-violating case, and the derivation of a gen-
eral formula for the corresponding spinor wave-function
renormalization factor. In Sec. IV, the one-loop radiative
corrections to the fermion propagator are evaluated, the
one-particle pole is extracted, and the dispersion relation
as well as the spinor wave-function renormalization factor
are obtained. Section V extends the LSZ formalism to
the Lorentz-violating case and establishes the associated
Feynman expansion of the scattering matrix. In Sec. VI,
the formalism developed in this paper is applied to the
example of Coulomb scattering. Our summary and an
outlook are contained in Sec. VII. Supplemental mate-
rial is collected in various Appendixes.
II. MODEL BASICS AND SCOPE
Our model is based on the bare gauge-invariant flat-
spacetime Lagrange density for single-flavor quantum
electrodynamics (QED) within the minimal SME:
LSME = 12 i ψB ΓµB
↔
D
B
µ ψB − ψBMB ψB − 14 (FB)2
− 14 (kBF )µνρσFµνB F ρσB + (kBAF )µAνBF˜Bµν . (1)
The label B denotes bare quantities, ψB is a Dirac spinor
and FBµν = ∂µA
B
ν −∂νABµ a gauge-field strength. We have
also implemented the conventional notation for the U(1)-
covariant derivative DBµ = ∂µ + ieBA
B
µ and for the dual
field-strength tensor F˜µνB =
1
2ε
µνρσFBρσ . The Lorentz-
violating effects are contained in the quantities (kBF )µνρσ
and (kBAF )
µ as well as in the generalized gamma matrices
ΓµB and the generalized mass matrix MB. The latter are
given by the explicit expressions
ΓµB = γ
µ + cµνB γν + d
µν
B γ5γν + if
µ
B +
1
2g
λνµ
B σλν + e
µ
B ,
MB = mB + a
µ
Bγµ + b
µ
Bγ5γµ +
1
2H
µν
B σµν . (2)
The nondynamical spacetime constant quantities
(kBF )µνρσ , (k
B
AF )
µ, aµB, b
µ
B, c
µν
B , d
µν
B , e
µ
B, f
µ
B, g
λµν
B , and
HµνB control the type and extent of Lorentz and CPT
breakdown. It has been shown that this flat-spacetime
Lagrangian is multiplicatively renormalizable at one-loop
order [15] and that this renormalizability property is
maintained in curved spacetimes [17].
The complete one-loop structure of Lagrangian (1)
would be of interest, but lies beyond the scope of this
work. Our present goal is rather to initiate the study of
finite radiative corrections in the presence of Lorentz vi-
olation by highlighting several theoretical issues that can
arise within this context. For such illustrative purposes,
it seems appropriate to simplify the model (1) such that
tractability, phenomenological importance, and theoret-
ical relevance are optimized. Considerations along these
lines are presented next.
A key simplification is setting to zero all Lorentz-
violating coefficients, with the exception of cµνB and
(kBF )µνρσ . We may also take the c
B
µν coefficient to be sym-
metric because its antisymmetric piece can be removed
3from the Lagrangian by a field redefinition at leading or-
der [10]. Moreover, we will choose kBF to be of the form
(kBF )
µνρσ = 12 (η
µρk˜νσB −ηνρk˜µσB −ηµσ k˜νρB +ηνσ k˜µρB ) , (3)
where k˜µνB is taken as symmetric, traceless, and given by
k˜µνB = (k
B
F )
µαν
α (4)
We remark that the above choice of Lorentz-violating
couplings is compatible with the structure of the renor-
malization constants, as will become apparent below. In
particular, no additional operators are needed to absorb
ultraviolet divergences in the perturbative quantum-field
expansion of the model. The above choice of SME coeffi-
cients also requires a number of additional considerations,
which we present next.
First, we note that Eqs. (3) and (4) are incompatible in
spacetime dimensions d 6= 4. When dimensional regular-
ization is employed, it might then appear that this could
lead to interpretational difficulties with previously deter-
mined (kBF )µνρσ and c
B
µν counterterms [15] in the context
of minimal subtraction, affect finite radiative corrections,
or may even be associated with trace anomalies. How-
ever, it turns out that such spurious issues can be avoided
altogether by considering a model with k˜µνB in its own
right rather than as the limit of the full (kBF )µνρσ La-
grangian. Throughout this work, we follow this latter,
independent interpretation of our model.
Second, the identification of observables in Lorentz-
violating field theories requires special care due various
types field redefinitions and reinterpretions [33]. In the
present case, it turns out that the cµν and k˜µν coef-
ficients are observationally indistinguishable at leading
order in any fermion–photon system; only their differ-
ence 2cµν − k˜µν can be measured within the context of
Lagrangian (1). This feature has previously been dis-
cussed from various perspectives [23, 26, 34]. For exam-
ple, suitable coordinate rescalings can eliminate the cµν
coefficient in favor of k˜µν , or vice versa. Such coordinate
redefinitions can be exploited to simplify calculations. In
what follows, however, we will for the most part avoid the
choice of a particular coordinate scaling by keeping both
cµν and k˜µν nonzero. This will provide an independent
partial test of our results, since coordinate-scalar expres-
sions for physically observable radiative effects should
only depend on 2cµν − k˜µν .
Third, we also note that various experimental investi-
gations have sought to constrain 2cµν − k˜µν . In particu-
lar, measurements have been performed in the context of
resonance cavities [35], kinematical threshold studies at
colliders [26], synchrotron radiation [27], Compton-edge
investigations in electron–photon scattering [28], and as-
trophysical observations [36]. Through these investiga-
tions, all components of 2cµν − k˜µν are currently obey-
ing bounds at the levels of 10−13 . . . 10−17. At present,
2cµν − k˜µν nevertheless remains the parameter combina-
tion in Lagrangian (1) with the weakest experimental lim-
its providing additional phenomenological justification
for dropping the other SME coefficients from our analysis.
We finally mention that further constraints on 2cµν− k˜µν
may, for example, also be determined with spectroscopic
studies of hydrogen [37] and ultrahigh-energy photon-
shower measurements [38].
Paralleling the conventional case, perturbative calcu-
lations within the present model are conveniently per-
formed by fixing a gauge and allowing for the need to reg-
ularize infrared divergences. For the general description
of massive Lorentz-violating photons, a modified Stueck-
elberg procedure has recently been developed [39]. It es-
sentially consists of amending any Lorentz-violating QED
Lagrange density by
∆L = − 12ξ−1(∂µη˜µνB ABν )2 + 12m2γ ABµ η˜µνB ABν , (5)
where ξ denotes a gauge parameter and mγ parametrizes
the gap in the photon dispersion relation. The tenso-
rial structure η˜µνB ≡ ηµν + δη˜µνB can involve small, but
otherwise arbitrary Lorentz-breaking contributions δη˜µν .
Note that both the ξ and the mγ term need to contain
the same tensor η˜µνB [39].
The choice of δη˜µνB in the present context needs to be
compatible with the specific purpose of the mγ term as
a regulator: no Lorentz violation in addition to c and k˜
should be introduced. One obvious possibility would be
the Lorentz-symmetric choice δη˜µνB = 0. Another possi-
bility is to match the Lorentz-violating structure of the
effective kinetic term of the photon. At leading order in
c and k˜, this kinetic term depends on the combination
ηµν + k˜µνB . If radiative corrections are included, the c
µν
B
coefficient may also appear, but only in the combination
(2cµνB − k˜µνB ), as discussed above. These considerations
suggest the following choice for δη˜µν :
δη˜µνB = k˜
µν
B + f(2c
µν
B − k˜µνB ) . (6)
Here, f is a free multiplicative coefficient that may for
example be chosen to match the radiative corrections to
free-photon propagation. In the present work, it will be
convenient to select the choice (6). Since our primary
focus is the fermion two-point function, we will set f = 0.
Altogether, the above considerations lead to the fol-
lowing bare Lagrange density [40]:
L = ψ¯B
[
i (γµ + cµνB γν)
(
∂µ + ieBA
B
µ
)−mB]ψB
− 1
4
η˜µνB η˜
αβ
B F
B
µαF
B
νβ −
1
2ξ
(
∂µη˜
µν
B A
B
ν
)2
+
m2γ
2
ABµ η˜
µν
B A
B
ν . (7)
The next step is to define finite fields and couplings. To
this end, we employ the usual multiplicative renormaliza-
tion procedure with its Lorentz-violating generalization
4established in Ref. [15]:
ψB =
√
Zψ ψ , A
µ
B =
√
ZAA
µ ,
mB = Zmm, eB = Ze e ,
cµνB = (Zc)
µν
αβ c
αβ ≡ (Zcc)µν ,
k˜µνB = (Zk)
µν
αβ k˜
αβ ≡ (Zkk˜)µν .
(8)
Adopting Feynman gauge (ξ = 1), working in 4 − ǫ di-
mensions, and employing minimal subtraction, we have
at one-loop order [15]:
Zm = 1− 3e
2
8π2ǫ
, Ze = 1 +
e2
12π2ǫ
, (9)
Zψ = 1− e
2
8π2ǫ
, ZA = 1− e
2
6π2ǫ
, (10)
(Zcc)
µν = cµν +
e2
6π2ǫ
(
2cµν − k˜µν
)
, (11)
(Zkk˜)
µν = k˜µν +
e2
6π2ǫ
(
k˜µν − 2cµν
)
. (12)
We remark that these expressions are compatible with
the usual QED Ward–Takahashi identity Ze
√
ZA = 1.
In terms of the above physical couplings and fields, our
model Lagrange density reads
Lck˜ = Zψψ¯
[
i
(
γµ + (Zcc)
µνγν
)
×
(
∂µ + iZe
√
ZAeAµ
)
− Zmm
]
ψ
− ZA
4
(
ηµν + (Zkk˜)
µν
)(
ηαβ + (Zkk˜)
αβ
)
FµαFνβ
− ZA
2ξ
((
ηµν + (Zkk˜)
µν
)
∂µAν
)2
+
ZAm
2
γ
2
Aµ
(
ηµν + (Zkk˜)
µν
)
Aν . (13)
III. THE FERMION TWO-POINT FUNCTION
Our main objective being the treatment of external
fermion states in the context of Lorentz-violating field
theory, we will turn in this section to the general proce-
dure of determining the on-shell limit of the two-point
function in our model (13). We are interested in par-
ticular in the Lorentz-breaking radiative corrections to
this limit. In Lorentz-symmetric field theory, one ex-
tracts from the general off-shell two-point function the
one-particle pole and its residue, which respectively de-
termine the asymptotic single-particle solutions and the
wave-function renormalization coefficient. Lorentz in-
variance strongly restricts the form of the different types
of terms that can occur in the fermion two-point func-
tion. In the presence of the Lorentz-violating parameters
cµν and k˜µν , this procedure has to be generalized because
more general terms can (and do) occur, the only funda-
mental restriction being that they are observer Lorentz
scalars. What makes this generalization particularly non-
trivial is the fact that some of the terms involving gamma
matrices become noncommuting, an effect that does not
occur in the usual Lorentz-symmetric case.
In a recent study [32], a generalization of the Ka¨lle´n–
Lehmann spectral representation was derived for scalar
and fermion field theories in the presence of a Lorentz-
violating background of the type considered in this work.
We will use the form derived for the one-particle pole in
that work as a guiding principle for extracting the one-
particle fermion pole in the present analysis.
+
FIG. 1: O(α, k˜) loop contributions to the fermion self-energy
in the first perturbation scheme with cµν = 0. The single
solid and wavy lines denote conventional Lorentz-symmetric
electron and photon propagators, respectively. The box rep-
resents the Lorentz-violating k˜ insertion [41].
We begin our general discussion of the two-point func-
tion with a few general remarks about the choice of per-
turbation scheme. (An actual perturbative calculation of
this function will have to wait until the next section.) To
set up perturbation theory for calculating the radiative
corrections to the two-point function we have to make a
suitable choice of a zeroth-order system with known so-
lutions, such that the remaining piece can be considered
a small perturbation relative to this zeroth-order system.
While usually one takes as the zeroth-order system the
full quadratic part of the action, in the case at hand there
are at least two reasonable choices one might consider.
In the first scheme, one defines as a basis the renormal-
ized quadratic Lagrangian of the conventional Lorentz-
symmetric case. All Lorentz-violating contributions to
the Lagrangian are then taken as perturbations. One
can, for example, use the minimal-subtraction scheme
to define the counterterms (either Lorentz-symmetric or
Lorentz-violating).
In the second scheme, one defines as a basis the
full renormalized quadratic Lagrangian, including the
Lorentz-violating part. The perturbations are then just
the nonquadratic contributions to the Lagrangian. For
the latter, it is convenient to join the corresponding
Lorentz-symmetric and Lorentz-violating vertices in the
same diagram. One can do this also for the counterterms.
A key difference between the two schemes concerns
their kinematical features, which is best explained by
an example. Consider the one-loop fermion self energy.
In the conventional Lorentz-symmetric case, energy–
momentum kinematics prohibits the internal photon and
fermion lines from going on-shell simultaneously for phys-
ical incoming momenta. Let us next look at the leading-
order Lorentz-violating generalization of this process in
the above two schemes with focus on the special case with
a photon k˜ coefficient only.
5In the first scheme, this process involves the conven-
tional diagram plus another version of the diagram with
a k˜ insertion on the photon line represented by a box in
Fig. 1. Both of these diagrams exhibit the same Lorentz-
symmetric propagators and the same Lorentz-symmetric
dispersion relation for external momenta. The energy–
momentum kinematics is therefore unchanged relative to
the conventional case. In particular, the internal pho-
ton and fermion propagators cannot go on-shell simulta-
neously for physical incoming momenta at this order in
perturbation theory.
FIG. 2: O(α, k˜) loop contributions to the fermion self en-
ergy in the second perturbation scheme with cµν = 0. The
single solid line denotes the conventional Lorentz-symmetric
electron propagator. The double wavy line represents the full
Lorentz-violating photon propagator including all tree-level k˜
effects [41].
In the second scheme, there is a single diagram anal-
ogous to the conventional one, but with the usual pho-
ton propagator replaced by a Lorentz-violating propa-
gator containing k˜, represented by a double photon line
in Fig. 2. At this order, the dispersion relation of the
incoming momentum remains Lorentz symmetric, but
the k˜ propagator modifies the internal kinematics of the
self-energy diagram. In particular, the internal photon
and fermion lines can now go on-shell simultaneously for
physical incoming momenta in certain regimes. This is
evident from the well-established result [42] that photons
that are slowed down by certain values of k˜ lead to vac-
uum Cherenkov radiation at ultrahigh energies: a real
free fermion can now emit a real photon. The nonzero
cross section for this effect is then directly related to
imaginary contributions to the fermion self-energy via
the optical theorem. Note that imaginary contributions
are absent in the first scheme.
Such Cherenkov instabilities are relatively rare: they
do not occur for all Lorentz-violating coefficients and
are in any case only present at ultrahigh energies in
our model. They correspond exactly to the two-particle
regime discussed in Ref. [32], where the Ka¨lle´n–Lehmann
representation of the fermion two-point function was ana-
lyzed in the presence of a cµν -type Lorentz-violating per-
turbation. As was shown there, for ultrahigh momenta
the two-point function can pass from a stable one-particle
regime into an unstable two-particle regime and provoke
a Cherenkov-type decay. In the case at hand, the latter
consists of the fermion plus a photon.
In this work, we are primarily interested in the proper-
ties of external states before such rare instabilities lead to
their decay. We therefore omit imaginary contributions
to the fermion self-energy. If needed, the physics of such
instabilities may still be included subsequently, for ex-
ample via cut diagrams using Cutkosky’s rules [43]. For
the above purpose, which disregards instabilities, the two
schemes become equivalent—a fact we have verified ex-
plicitly at one-loop order. For definiteness, we present
our analysis in the second scheme. It has the advantage
of being more economical, as the number of diagrams is
considerably reduced. In particular, the diagrams in this
scheme are in one-to-one correspondence with the dia-
grams in the Lorentz-symmetric case. Moreover, in the
present context this scheme is free of momentum-routing
ambiguities. Although the prescription for calculating
the corresponding amplitude is more involved due to the
Lorentz-violating coefficients, we have found that the full
calculation is easier to carry out in the second scheme and
is also less prone to error.
Explicitly, the second scheme implies that our model
Lagrange density (13) is split into the following three
pieces:
Lck˜ = L0 + L1 + L2 , (14)
where
L0 = ψ¯ [i (γµ + cµνγν) ∂µ −m]ψ
− 1
4
(
ηµν + k˜µν
)(
ηαβ + k˜αβ
)
FµαFνβ
− 1
2ξ
(
∂µA
µ + k˜µν∂µAν
)2
+
m2γ
2
Aµ
(
ηµν + k˜µν
)
Aν ,
(15)
L1 = ψ¯ [−e (γµ + cµνγν)Aµ]ψ , (16)
and
L2 = ψ¯
[(
(Zψ − 1)ηµν + Zψ(Zc c)µν − cµν
)
iγν (∂µ + ieAµ)
− (ZψZm − 1)m
]
ψ
− 1
4
[
(ZA − 1) ηµνηαβ + 2
(
ZA(Zk k˜)
µν − k˜µν
)
ηαβ
+
(
ZA(Zk k˜)
µν(Zk k˜)
αβ − k˜µν k˜αβ
)]
×
(
FµαFνβ +
2
ξ
(∂µAν) (∂αAβ)
)
+
m2γ
2
Aµ
[
(ZA − 1)ηµν + ZA(Zk k˜)µν − k˜µν
]
Aν .
(17)
The corresponding Feynman rules, which are collected
in Appendix A, now facilitate an order-by-order calcula-
tion of our model’s two-point function
Γ(2)(p) = Γµpµ −m− Σ(pµ) . (18)
Paralleling the conventional perturbative determination
of this function, Σ denotes the contribution of the one-
particle irreducible Feynman diagrams. The summation
procedure for these diagrams, which does not rely on
6Lorentz symmetry, closely parallels the conventional case
and leads directly to Eq. (18).
Before proceeding with an actual one-loop calculation,
it is instructive to determine the general structure of Σ.
This structure is constrained by the requirement of co-
ordinate independence, which dictates that Σ can only
depend on coordinate scalars formed by contractions of
model parameters, external momenta, and gamma ma-
trices. In particular, one can consider the propagator as
an effective function of these contracted Lorentz scalars.
This represents a direct generalization of the conventional
case, where a single independent scalar, /p, can be formed
and the propagator can be treated as depending on /p.
With these considerations in mind, we may decompose
Σ as
Σ = ΣLI(/p) + ΣLV(p
2, cpγ , k˜
p
γ) + δΣ(p
µ, cµν , k˜µν) , (19)
where we have defined cpγ ≡ cµνγµpν and k˜pγ ≡ k˜µνγµpν .
In this decomposition, ΣLI(/p) denotes the Lorentz-
symmetric contributions equivalent to the conventional
diagrams; it can thus only be a function of /p, as usual:
ΣLI(/p) = f0(p
2)m+ f1(p
2) /p , (20)
where both f0(p
2) and f1(p
2) are understood to depend
on the fine-structure constant α = e2/4π and the square
of the 4-momentum p2. The remaining two terms involve
deviations from Lorentz symmetry, so we will describe
them in more detail.
The second term ΣLV(p
2, cpγ , k˜
p
γ) contains all those
Lorentz-violating terms with a gamma-matrix structure
that is already present in the fermion Lagrange den-
sity (i.e., a Lorentz-breaking symmetric traceless 2-tensor
contracted with a gamma matrix and a single momentum
factor). For example, ΣLV includes the counterterms for
cµν and k˜µν together with the corresponding (regulated)
infinities they cancel to yield an ultraviolet finite expres-
sion:
ΣLV(p
2, cpγ , k˜
p
γ) = f
c
2(p
2) cpγ + f
k˜
2 (p
2) k˜pγ , (21)
where f c2 (p
2) and f k˜2 (p
2) depend only on α and p2 since
we are working at leading order in Lorentz violation. Ex-
plicit expressions for f c2 (p
2) and f k˜2 (p
2) can in principle
be determined within perturbation theory to any given
order in α. Below we will calculate f c2 (p
2) and f k˜2 (p
2) at
one loop, i.e., at O(α). Initially, f c2 (p2) and f k˜2 (p2) may
also depend on an infrared regulator and an arbitrary
mass scale introduced by the chosen ultraviolet regular-
ization procedure. But a consistent treatment of infrared
effects and the renormalization conditions should remove
free parameters from ΣLV(p
2, cpγ , k˜
p
γ).
The remaining term δΣ(pµ, cµν , k˜µν) contains novel
Lorentz-breaking structures that are not already present
in the original Lagrange density (13). Like the second
term, it must involve combinations of pµ factors, γ matri-
ces, and—since we are working at linear order in Lorentz
violation—a single cµν or k˜µν coefficient. Up to factors
consisting of powers of p2, a multitude of terms can be
constructed that satisfy these requirements. They are
cµνpµpν , /p c
µνpµpν , γ
5cµνpµpν , γ
5
/p c
µνpµpν ,
γ5cµνγµpν , σ
λµcλ
νpµpν , γ
5σλµcλ
νpµpν , (22)
as well as an additional seven terms with cµν replaced by
k˜µν [44].
The above list (22) can be constrained further by
noting that electromagnetic interactions preserve C, P,
and T. Quantum corrections linear in cµν and k˜µν must
exhibit the same discrete symmetries as the original
Lorentz-violating operators. This fact together with
our scope set out earlier (i.e., omitting instabilities and
thus non-Hermitian expressions) leaves only the first two
terms in the list (22) and their k˜µν analogues [45]. For
this reason, δΣ(pµ, cµν , k˜µν) can only depend on cpp ≡
cµνpµpν and k˜
p
p ≡ k˜µνpµpν , and we may write
δΣ(pµ, cpp, k˜
p
p) = f
c
3(p
2)
cpp
m
+ f c4 (p
2)
/pcpp
m2
+ f k˜3 (p
2)
k˜pp
m
+ f k˜4 (p
2)
/pk˜pp
m2
. (23)
Here, we have introduced the dimensionless functions
f c3(p
2), f c4 (p
2), f k˜3 (p
2), and f k˜4 (p
2), which can in princi-
ple be calculated within perturbation theory to any given
order in α. These functions may initially still contain in-
frared regulators, which can presumably be removed by a
soft-photon treatment. Disregarding the aforementioned
possibility of high-energy non-Hermitian contributions,
Eqs. (19), (20), (21), and (23) determine the full off-
shell structure of the fermion two-point function in our
ck˜ model (13) at all orders in α and at linear order in
Lorentz violation.
Before deriving explicit expressions for the scalar func-
tions appearing in the corrections (20), (21), and (23)—
a task to which we will turn in Sec. IV—it is instruc-
tive to construct a general procedure for extracting the
on-shell external-leg physics determined by the struc-
ture of these corrections. In general, external tree-level
momentum-space Dirac spinors w0 satisfy P0w0 = 0,
where P0 denotes the free Dirac operator of the theory
(e.g., P0 = /p−m in the conventional case). The external
states w in the fully interacting theory must then satisfy
an equation of the structure (P0+ δP
′)w = 0, where δP ′
is a small correction to P0 [46]. It is customary to re-
arrange this equation such that all terms proportional
the matrix /p are removed from δP ′ [47]. This yields
Z−1R (P0 + δP )w = 0, where ZR is some scalar function
and δP is properly adjusted relative to δP ′. For suffi-
ciently small interactions, ZR = 1 + δZR should remain
close to unity and is thus regular for on-shell momenta.
The expression P¯ ≡ P0+ δP can be interpreted as the
effective single-particle Dirac operator in the fully inter-
acting theory, which governs the propagation of exter-
nal states. Standard arguments now directly imply that
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must have the structure ZRP¯−1. In addition to this one-
particle pole, the two-point function may also contain ad-
ditional off-shell effects and multiparticle physics, which
can be included via a general termR that remains regular
in the vicinity of the pole:
Γ(2)(p)−1 = ZRP¯−1 − R . (24)
This result is fully consistent with both the original
Ka¨llen–Lehmann representation [18] and its recent gen-
eralization to Lorentz-violating theories [32].
The reasoning leading Eq. (24) leaves undetermined
the detailed structures of ZR, δP , and R. However,
perturbative expressions for these quantities can be de-
termined. For example, one may compare an explicit
loop-expansion result for Γ(2)(p) to the following form of
Eq. (24),
Γ(2)(p) = Z−1R P¯ + P¯
[Z−2R R(1 −Z−1R P¯R)−1]P¯ . (25)
Note that up to this point, the above procedure, and in
particular the result (25), are general and do not rely on
Lorentz invariance. Symmetry considerations typically
enter in the next step, when a general ansatz for δP is
posited and the free parameters contained in this ansatz
are determined via comparison to the loop expression for
Γ(2)(p).
As an example, let us briefly review the essence of the
conventional QED case. A perturbative evaluation of the
two-point function yields
Γ
(2)
LI = A(p
2)/p+M(p
2)1 = A(/p/p)/p−M(/p/p)1 , (26)
with explicit expressions for A(p2) and M(p2) that de-
pend on the order in pertubation theory [48]. One then
considers the ansatz
P¯ = /p−mph (27)
for the dispersion relation [48], where mph is a free pa-
rameter to be determined. Note that this is the most
general form of P¯ that represents a correction to the tree-
level case and exhibits the canonical normalization of /p,
as discussed above.
With this ansatz, we may rewrite Γ
(2)
LI in Eq. (26) as a
function of P¯ rather than /p:
Γ
(2)
LI (P¯ ) = A(P¯
2 + 2mphP¯ +m
2
ph)P¯
+mphA(P¯
2 + 2mphP¯ +m
2
ph)1
−M(P¯ 2 + 2mphP¯ +m2ph)1 . (28)
The on-shell condition Γ
(2)
LI (P¯ = 0) = 0 yields an implicit
relation for mph
0 = mphA(m
2
ph)−M(m2ph) , (29)
which can be employed to determine the physical mass.
Expanding Γ
(2)
LI (P¯ ) around the pole P¯ = 0 gives
Γ
(2)
LI (P¯ ) = Γ
(2)
LI
′(0) P¯ + P¯
[ ∞∑
n=2
Γ
(2)
LI
(n)(0)
n!
P¯n−2
]
P¯ , (30)
where the zeroth-order term in the expansion vanishes
by virtue of Eq. (29). Comparison with the general re-
sult (25) then establishes
Z−1R = Γ(2)LI ′(0)
= 2m2ph
[
A′(m2ph)−M ′(m2ph)
]
+A(m2ph) . (31)
It is now apparent that Eqs. (29) and (31) completely fix
the expression for pole. Note that in the above Lorentz-
symmetric situation, the only nontrivial Dirac-matrix
structure is /p, so that no matrix-ordering issues arise.
In the present Lorentz-violating case, we may follow a
similar line of reasoning, albeit with generalized versions
of the above Eqs. (26) and (27). Our previous result for
the general structure of our model’s two-point function,
which is summarized in Eqs. (18)–(23), may be recast
into the following form:
Γ(2) = A(p2, cpp, k˜
p
p)/p+C(p
2)cpγ+K(p
2)k˜pγ−M(p2, cpp, k˜pp) .
(32)
Using our previous definitions, we have at leading order
in Lorentz violation:
A = 1− f1(p2)− f c4(p2)
cpp
m2
− f k˜4 (p2)
k˜pp
m2
,
C = 1− f c2(p2) ,
K = −f k˜2 (p2) ,
M = m
[
1 + f0(p
2)
]
+ f c3(p
2)
cpp
m
+ f k˜3 (p
2)
k˜pp
m
. (33)
Note that the presence of the Lorentz-breaking parame-
ters cµν and k˜µν leads to two new features relative to the
Lorentz-symmetric expression (26). First, the coefficient
functions A andM can now also depend cpp and k˜
p
p; these
are the only coordinate scalars in addition to p2 that can
be formed at leading order in Lorentz violation. Second,
two additional gamma-matrix structures, namely cpγ and
k˜pγ , and their respective coefficient functions C(p
2, cpp, k˜
p
p)
and K(p2, cpp, k˜
p
p) can now be formed. As for the Lorentz-
invariant case, the detailed expressions for A, M , C, and
K depend on the order in α under consideration.
Next, we need the generalization of the ansatz (27).
Employing the results of Ref. [32] at leading order in cµν
and k˜µν , we find the most general form for the pole to be
P¯ = /p− m¯+ x¯cpγ + y¯k˜pγ . (34)
Here, the coefficient functions m¯, x¯, and y¯ do not depend
on p2. This is intuitively reasonable, since on-shell we
may replace p2 → m2ph +O(cpp, k˜pp). In any case, this fol-
lows rigorously from the results in Ref. [32]. This means
8we can take x¯ and y¯ to be free constants to be determined
later. Similarly,
m¯ = mph +mcc
p
p +mkk˜
p
p , (35)
with mph, mc, and mk momentum-independent param-
eters to be determined below. Note that as opposed to
the usual Lorentz-symmetric ansatz (27), which contains
the single free quantity mph, the corresponding ansatz
for our Lorentz-violating model is parametrized by five
free coefficients x¯, y¯, mph, mc, and mk.
Paralleling the usual Lorentz-invariant reasoning, we
now use our ansatz (34) to replace /p and p2 = /p/p by P¯
in the expression for the two-point function (32). To this
end, it is useful to write
p2 = /p/p = P¯ P¯ + 2m¯P¯ + β¯ , (36)
where at leading order in Lorentz violation
β¯ = m¯2 − 2x¯cpp − 2y¯k˜pp . (37)
This produces the Lorentz-breaking analogue of Eq. (28):
Γ(2)(P¯ ) = A(P¯ 2 + 2m¯P¯ + β¯, cpp, k˜
p
p)P¯
+ m¯A(P¯ 2 + 2m¯P¯ + β¯, cpp, k˜
p
p)1
−M(P¯ 2 + 2m¯P¯ + β¯, cpp, k˜pp)1
+ C(P¯ 2 + 2m¯P¯ + β¯)cpγ
− x¯A(P¯ 2 + 2m¯P¯ + β¯, cpp, k˜pp)cpγ
+K(P¯ 2 + 2m¯P¯ + β¯)k˜pγ
− y¯A(P¯ 2 + 2m¯P¯ + β¯, cpp, k˜pp)k˜pγ . (38)
Although some higher-order terms in Lorentz violation
appear in this expression for notational convenience,
Eq. (38) holds at linear order in cµν and k˜µν .
We proceed by evaluating Γ(2)(P¯ ) at P¯ = 0. As P¯ is
our ansatz for the pole, we must have Γ(2)(P¯ = 0) = 0.
This yields
0 =
[
C(β¯, cpp, k˜
p
p)− x¯A(β¯, cpp, k˜pp)
]
cpγ
+
[
K(β¯, cpp, k˜
p
p)− y¯A(β¯, cpp, k˜pp)
]
k˜pγ
+
[
m¯A(β¯, cpp, k˜
p
p)−M(β¯, cpp, k˜pp)
]
1 . (39)
Since cµν and k˜µν are in general not proportional [49],
we take cpγ and k˜
p
γ to be linearly independent, so that
each square bracket in Eq. (39) must vanish separately.
The two relations resulting from the first two brackets
are needed at zeroth order in Lorentz violation; they can
be cast into the following form:
x¯ =
C(m2ph)
A(m2ph)
, (40)
y¯ =
K(m2ph)
A(m2ph)
. (41)
Notice that A(m2ph, 0, 0) = A(m
2
ph) is the conventional
coefficient function for the Lorentz-invariant case. In a
similar manner, we have defined C(m2ph) ≡ C(m2ph, 0, 0)
and K(m2ph) ≡ K(m2ph, 0, 0). The relation arising from
the third square bracket in Eq. (39) is needed at first
order in Lorentz violation, so we may expand in cpp and
k˜pp as follows:
0 = m¯A(β¯, cpp, k˜
p
p)−M(β¯, cpp, k˜pp)
=
[
mphA(m
2
ph)−M(m2ph)
]
+ ∂cpp
[
m¯A(β¯, cpp, k˜
p
p)−M(β¯, cpp, k˜pp)
]
cpp,k˜
p
p=0
cpp
+ ∂k˜pp
[
m¯A(β¯, cpp, k˜
p
p)−M(β¯, cpp, k˜pp)
]
cpp,k˜
p
p=0
k˜pp .(42)
We note that M(m2ph, 0, 0) = M(m
2
ph) is the usual
Lorentz-symmetric coefficient function. As we have taken
cµν and k˜µν to be linearly independent, each square
bracket in Eq. (42) must be equal to zero individually,
which yields three algebraic equations:
0 = mphA(m
2
ph)−M(m2ph) , (43)
0 = ∂cpp
[
m¯A(β¯, cpp, k˜
p
p)−M(β¯, cpp, k˜pp)
]
cpp,k˜
p
p=0
, (44)
0 = ∂k˜pp
[
m¯A(β¯, cpp, k˜
p
p)−M(β¯, cpp, k˜pp)
]
cpp,k˜
p
p=0
. (45)
The five relations (40), (41), (43), (44), and (45) deter-
mine the five parameters mph, x¯, y¯, mc, and mk in our
ansatz for the pole (34) in terms of the functions A, C, K,
and M , which are calculable in perturbation theory. It
follows that the expression for P¯ is now completely fixed.
These five relations constitute a direct generalization of
Eq. (29) valid in the usual Lorentz-symmetric context. In
particular, Eq. (29) governing the Lorentz-invariant case
is identical to Eq. (43) in the Lorentz-breaking situation.
We remark that as a consequence the value of the phys-
ical mass mph—which we interpret as the momentum-
independent piece of the coefficient of ψψ—remains un-
affected by Lorentz violation.
The remaining task is to extract the field-strength
renormalization ZR. To this end, we may again proceed
in a manner similar to the Lorentz-invariant situation
and expand the perturbation-theory two-point function
Γ(2)(P¯ ) around P¯ = 0. As opposed to the conventional
case, where only a single nontrivial matrix given by /p ap-
pears, the present Lorentz-violating situation involves the
three matrices /p, cpγ , and k˜
p
γ , which are in general non-
commuting. For this reason, the expansion of Γ(2)(P¯ ),
which we have relegated to Appendix B, requires special
care to avoid matrix-ordering ambiguities. We find
Z−1R = A(β¯, cpp, k˜pp) + 2m¯
[
m¯A′(β¯, cpp, k˜
p
p)−M ′(β¯, cpp, k˜pp)
]
+ 2
[
C′(m2ph)− x¯A′(m2ph)
]
cpp
+ 2
[
K ′(m2ph)− y¯A′(m2ph)
]
k˜pp , (46)
where a prime denotes the derivative with respect to the
first argument.
9IV. ONE-LOOP CALCULATION OF THE
MODIFIED PROPAGATOR
An interesting question concerns the determination
of the functions f0(p
2), f1(p
2), f c2(p
2), f k˜2 (p
2), f c3 (p
2),
f c4(p
2), f k˜3 (p
2), and f k˜4 (p
2) perturbatively at leading or-
der in the fine-structure constant α. To this end, we will
adopt the perturbative scheme based on the expressions
(14)–(17), in which the propagators are built from the
full quadratic Lagrange density, including the Lorentz-
violating parts. The corresponding Feynman rules are
presented in Appendix A, and the only loop diagram in-
volved in the fermion self-energy is shown in Fig. 3.
This diagram together with the corresponding coun-
terterm contributions contains the conventional Lorentz-
symmetric O(α) results
f0(p
2) =
α
π
[
−1
2
− γE −
∫ 1
0
dy ln
(
∆
4πµ2
)]
, (47)
f1(p
2) =
α
4π
[
1 + γE + 2
∫ 1
0
dy (1− y) ln
(
∆
4πµ2
)]
(48)
Here,
∆ = −y(1− y)p2 + y(m2 −m2γ) +m2γ , (49)
γE = 0.57721 . . . denotes the Euler–Mascheroni constant,
mγ represents a fictitious photon mass introduced as an
infrared regulator, and the arbitrary mass scale µ is a
remnant from dimensional regularization. The integra-
tions over y can be performed requiring p2 to be close
to the conventional mass shell: (m − mγ)2 < p2 <
(m +mγ)
2. They yield the infrared-finite limits on the
(conventional) mass shell,
f0(m
2) =
α
π
[
3
2
− γE − ln
(
m2
4πµ2
)]
, (50)
f1(m
2) =
α
π
[
−1
2
+
γE
4
+
1
4
ln
(
m2
4πµ2
)]
. (51)
For the on-shell values of their first and second derivatives
we find at leading order in mγ ,
f ′0(m
2) =
α
πm2
[
ln
(
m
mγ
)
− 1
]
, (52)
f ′′0 (m
2) =
α
4πm4
[
π
m
mγ
− 8 ln
(
m
mγ
)
+ 6
]
, (53)
f ′1(m
2) =
α
πm2
[
−1
2
ln
(
m
mγ
)
+
3
4
]
, (54)
f ′′1 (m
2) =
α
8πm4
[
−π m
mγ
+ 12 ln
(
m
mγ
)
− 14
]
. (55)
An explicit calculation also yields ultraviolet-finite ex-
pressions for the remaining, Lorentz-violating contribu-
FIG. 3: One-loop Feynman diagram for the determination
of the fermion self-energy at O(α). The complete Σ at this
order also contains counterterm insertion diagrams that have
not been included above.
tions to Σ. For the functions f ci (p
2), we obtain
f c2(p
2) =
α
2π
[
1
6
− 5γE
6
−
∫ 1
0
dy(1− y)(1 + 2y) ln
(
∆
4πµ2
)]
, (56)
f c3(p
2) =
2αm2
π
∫ 1
0
dy
y(1− y)2
∆
, (57)
f c4(p
2) = −αm
2
π
∫ 1
0
dy
y(1− y)3
∆
. (58)
While f c2(p
2) is infrared finite, this is not the case for
f c3(p
2) and f c4 (p
2): the latter both diverge on the con-
ventional mass shell p2 = m2 when the limit mγ → 0 is
taken:
f c2 (m
2) =
α
π
[
10
9
− 5γE
12
− 5
12
ln
(
m2
4πµ2
)]
, (59)
f c3 (m
2) =
α
π
[
2 ln
(
m
mγ
)
− 3
]
, (60)
f c4 (m
2) =
α
π
[
− ln
(
m
mγ
)
+
11
6
]
. (61)
Below, we will also need the derivatives of these func-
tions at their on-shell value p2 = m2. To this effect, we
use that
d
dp2
ln∆ = −y(1− y)
∆
,
d
dp2
1
∆
=
y(1− y)
∆2
. (62)
Applying these relations to Eqs. (56)–(58), and evaluat-
ing the integrals on the conventional mass shell yields the
following results:
f c2
′(m2) =
α
2πm2
[
ln
(
m
mγ
)
− 5
6
]
, (63)
f c3
′(m2) =
α
πm2
[
π
2
m
mγ
− 6 ln
(
m
mγ
)
+ 7
]
, (64)
f c4
′(m2) =
α
πm2
[
−π
4
m
mγ
+ 4 ln
(
m
mγ
)
− 35
6
]
. (65)
Note that f c3
′(p2) and f c4
′(p2) have linear, rather than
logarithmic, infrared divergences.
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For the coefficients f k˜i (p
2) one finds
f k˜2 (p
2) =
α
π
[ 1
12
+
γE
3
+
1
2
∫ 1
0
dy(1− y2) ln
(
∆
4πµ2
)]
, (66)
f k˜3 (p
2) =
αm2
π
∫ 1
0
dy
y2(1− y)
∆
, (67)
f k˜4 (p
2) = −αm
2
2π
∫ 1
0
dy
y2(1 − y)2
∆
. (68)
All three coefficients f k˜i (p
2) are infrared finite on the con-
ventional mass shell:
f k˜2 (m
2) =
α
π
[
−29
36
+
γE
3
+
1
3
ln
(
m2
4πµ2
)]
, (69)
f k˜3 (m
2) =
α
2π
, (70)
f k˜4 (m
2) = − α
6π
. (71)
Applying the relations (62) to Eqs. (66)–(68) and eval-
uating the integrals at p2 = m2, one finds the infrared-
divergent expressions
f k˜2
′(m2) =
α
πm2
[
−1
2
ln
(
m
mγ
)
+
7
12
]
, (72)
f k˜3
′(m2) =
α
πm2
[
ln
(
m
mγ
)
− 2
]
, (73)
f k˜4
′(m2) =
α
πm2
[
−1
2
ln
(
m
mγ
)
+
7
6
]
. (74)
Let us now see how the above one-loop calculation and
the general formalism developed in Sec. III can be used
to determine explicit O(α) expressions for P¯ and ZR in
terms of our model’s coefficients. This section’s results
together with the definitions (33) yield the one-loop ap-
proximation of Eq. (43), which can be solved at O(α):
mph = m
[
1 + f0(m
2) + f1(m
2)
]
= m+
α
π
[
1− 3γE
4
− 3
4
ln
(
m2
4πµ2
)]
m. (75)
With this result, the parameters x¯ and y¯ directly follow
from Eqs. (40) and (41) at one-loop order:
x¯ = 1 + f1(m
2)− f c2(m2)
= 1 + 2
α
π
[
−29
36
+
γE
3
+
1
3
ln
(
m2
4πµ2
)]
, (76)
y¯ = −f k˜2 (m2)
= −α
π
[
−29
36
+
γE
3
+
1
3
ln
(
m2
4πµ2
)]
. (77)
We continue with the determination of mc and mk from
Eqs. (44) and (45), respectively. To this end, notice that
β¯ = m2 − 2cpp +O(α), which gives[
∂cppf0(β¯)
]
cpp,k˜
p
p=0
= −2f ′0(m2) +O(α2) , (78)
with an analogous result for the function f1. We then
find at leading order in α:
mc = −2m
[
f ′0(m
2) + f ′1(m
2)
]
+
1
m
[
f c3(m
2) + f c4 (m
2)
]
= − 2α
3πm
, (79)
mk =
1
m
[
f k˜3 (m
2) + f k˜4 (m
2)
]
=
α
3πm
. (80)
The above results together with the general for-
mula (46) allow us to give the following explicit form
of the wave-function renormalization at one-loop order:
Z−1R = 1− f1(m2)− 2m2
[
f ′0(m
2) + f ′1(m
2)
]
+ 2cpp
[
2f ′1(m
2) + 2m2f ′′0 (m
2) + 2m2f ′′1 (m
2)
− f c2 ′(m2)− f c3 ′(m2)− f c4 ′(m2)−
f c4(m
2)
2m2
]
− 2k˜pp
[
f k˜2
′(m2) + f k˜3
′(m2) + f k˜4
′(m2) +
f k˜4 (m
2)
2m2
]
= 1− α
π
[
ln
(
m
mγ
)
− 1 + γE
4
+
1
4
ln
(
m2
4πµ2
)]
− 2α
3πm2
(2 cpp − k˜pp) . (81)
The Lorentz-symmetric piece of ZR is identical to
the conventional one-loop wave-function renormalization
constant for the fermion in QED. In particular, it ex-
hibits the usual logarithmic infrared divergence. On the
other hand, the linear and logarithmic infrared diver-
gences that are present in the various individual f coef-
ficient functions that multiply cpp and k˜
p
p in the interme-
diate step are absent in the final expression of Eq. (81).
As is well known, the Lorentz-symmetric infrared diver-
gences cancel in scattering cross sections when the contri-
butions of soft-photon emission from the corresponding
external legs are taken into account. In Sec. VI, we will
verify that these soft-photon contributions do not intro-
duce additional infrared divergences proportional to cpp
or k˜pp, so that physical observables remain infrared finite.
We also note that the Lorentz-violating radiative correc-
tions indeed appear in the combination (2cµν − k˜µν), as
anticipated in Sec. II.
A novel feature relative to the Lorentz-invariant situa-
tion is the momentum dependence of ZR. We do not see
any conceptual issues arising from this feature in the mo-
mentum range that is of phenomenological interest. How-
ever, bounds on ZR obtained nonperturbatively on phys-
ical grounds may perhaps be used together with Eq. (81)
to investigate the validity of perturbation theory at ul-
trahigh momenta.
We are now also in a position to determine explicit
expressions for physically measurable model parame-
ters. These can be identified via inspection of Eqs. (34)
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and (35). For example, it is apparent that mph, which is
given explicitly at order α in Eq. (75), is the measurable
mass parameter governing the propagation of asymptotic
states. The terms x¯cpγ and y¯k
p
γ in the inverse propaga-
tor (34) cannot individually be resolved in an experiment.
Instead, their sum is interpreted to determine the physi-
cal c coefficient denoted by cµνph ,
cµνph = x¯c
µν + y¯k˜µν
= cµν − α
3π
[
29
12
− γE − ln
(
m2
4πµ2
)]
(2cµν − k˜µν) ,
(82)
where the last equality is based on our above one-loop
results. Note again that the radiative corrections depend
on (2cµν − k˜µν) in line with our discussion in Sec. II.
Note also that cµνph is free of infrared divergences. We
finally remark that unlike cµνph , both c
µν and the scale µ
are unphysical renormalization-scheme-dependent quan-
tities. In particular, the running of cµν with µ [15] cancels
the explicit appearances of µ in Eq. (82), so that cµνph is
independent of µ. This situation is completely analogous
to the conventional relation (75) expressing the constant
mph in terms of µ and the running mass m.
Relative to the tree-level expression
P¯tree(p) = /p+ c
p
γ −m, (83)
the full Dirac operator (34) not only contains the above
radiative corrections to the existingm and cµν pieces, but
it also displays the new structuresmcc
p
p and mkk
p
p , which
possess more than a single power of momentum. Our
results (79) and (80) show that the coefficients mc and
mk are nonzero. At one-loop order, the asymptotic Dirac
operator P¯1 can therefore be written in the form [50]
P¯1 = /p+ (cph)
p
γ −mph +
α
3πm
[
2(cph)
p
p − (k˜ph)pp
]
. (84)
In accordance with the general expectation discussed in
Sec. II, the new structures—shown as the last term in
Eq. (84)—enter in the combination (2cµν − k˜µν). The
fact that in addition to shifts in existing model parame-
ters, asymptotic states in Lorentz-violating field theories
also acquire novel higher-derivative µ-independent struc-
tures represents a key finding of our work. We remark
that this result is fully compatible with the general form
of the one-particle fermion pole of the Ka¨lle´n–Lehmann
representation derived in Ref. [32].
With the asymptotic Dirac operator (34) and its one-
loop approximation (84) at hand, we may determine var-
ious properties of the external fermion states. For exam-
ple, the corresponding two forms of the dispersion rela-
tion are given by
0 = p2 + 2x¯cpp + 2y¯k˜
p
p −m2ph − 2mph(mccpp +mkkpp)
= p2 + 2(cph)
p
p −m2ph +
2α
3π
[
2(cph)
p
p − (k˜ph)pp
]
. (85)
The associated eigenspinors and some of their properties
will be discussed as part of Sec. V.
We mention again the pleasing fact that the procedure
outlined in this section consistently avoids infrared diver-
gences in physical observables, despite their presence in
most of the f coefficient functions and their derivatives.
For example, we see that the dispersion relation (85) is
infrared finite. One can also readily verify that this is in
fact the case for all coefficients A(β¯, cpp, k
p
p), M(β¯, c
p
p, k
p
p),
C(β¯, cpp, k
p
p), and K(β¯, c
p
p, k
p
p) up the order required for
our purposes and also for the coefficients x¯, y¯, mc, and
mk. We conjecture that infrared divergences will con-
tinue to cancel at any order in the perturbative expan-
sion.
Passing the momenta to derivatives, it becomes appar-
ent that the Lagrangian describing the asymptotic on-
shell free fermion field acquires higher spacetime deriva-
tives. This is the case for both the Lagrangian de-
rived from the original proper two-point function and
for the one derived from the operator P¯ (p). Often, it
might be possible to avoid working directly with the
physical field and employ the bare field instead, treating
the higher-dimensional Lorentz-violating terms perturba-
tively. However, this becomes problematic or impossible
if we consider on-shell external states, as in the derivation
of the LSZ reduction formula, which computes scattering
amplitudes for on-shell external physical states. In the
next section, we will analyze how this situation general-
izes to loop-corrected Lorentz-violating Lagrangians.
V. EXTERNAL STATES IN FEYNMAN
DIAGRAMS AND THE LSZ FORMULA
How do the Lorentz-violating radiative corrections
parametrized by the coefficient functions x¯, y¯, and m¯ in
Eq. (34) contribute to S-matrix elements? Let us reflect
a moment on how we can determine the latter.
In the quantum-field description of scattering experi-
ments, it is presupposed that the Fock space of physical
states is generated from a unique vacuum by free fields
ψin(x) and ψ¯in(x) (here we will only consider fermions
in the asymptotic states and ignore the possibility of
photons). One assumes that the coupling terms in the
equations of motion are affected by some adiabatic cut-
off function equal to unity at finite times and vanishing
smoothly as |t| → ∞, and the particles in the initial and
final states have become well separated. Then, according
to the usual adiabatic hypothesis the interacting fields
ψ(x) and ψ¯(x) are presumed to satisfy, in a weak sense,
ψ(x)→ Z1/2ψin(x) as t→ −∞ (86)
[and similarly for ψ¯(x)] for some normalization constant
Z that should be smaller than one, in order to account
for the fact that the content of the state ψ(x)|0〉 is not ex-
hausted by the matrix elements with one-particle states,
while ψin|0〉 is.
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In Sec. IV, we saw that for the Lorentz-violating model
we are considering the normalization constant analogous
to the constant Z in Eq. (86) is not only Lorentz vi-
olating, but becomes dependent on the momentum of
the external particle: Z → ZR(p), see Eq. (81). To see
how this will affect the usual treatment of external states
in scattering amplitudes, let us begin by looking at the
free field ψin(x) (the out-field ψout(x) will be analogous).
Consider the spinor wave functions usin(~p) and v
s
in(~p) of
the physical field ψin(x). They are modified with respect
to the Lorentz-invariant situation. While in the latter
case we have (/p −m)usin(~p) = 0 (with p0 = ωp > 0) and
(/p−m)vsin(~p) = 0 (with p0 = −ωp < 0), the spinors now
satisfy
P¯ (p)usin(~p) = 0 , (p
0 > 0) (87)
for the positive-energy solutions and
P¯ (p)vsin(~p) = 0 , (p
0 < 0) (88)
for the negative-energy solutions corresponding to a given
3-momentum. Thus, we conclude that our model’s ex-
ternal spinors, unlike in the Lorentz-invariant case, are
modified by the one-loop radiative-correction terms cal-
culated in the previous section.
Note also that we get the Lorentz-violating multiplica-
tive contribution ZR
(
(c, k)pp
)
(wave-function renormal-
ization) to the S-matrix for every external fermion that
factors out of the fermion propagator pole.
Let us analyze in some more detail the new equations of
motion for the spinors, Eqs. (87) and (88). To all orders
in α and to first order in Lorentz-violating parameters,
we can use Eqs. (34) and (35), which yield(
/p+ x¯ c
p
γ + y¯ k˜
p
γ −mph −mc cpp −mk k˜pp
)
usin(~p) = 0 .
(89)
For fixed 3-momentum ~p, the value of p0 in Eq. (89) is
determined as the positive root of the dispersion rela-
tion (85). Every term in the dispersion relation is of
even order in the 4-momentum, so that when (p0, ~p ),
where p0 > 0, satisfies the dispersion relation (85), so
does (−p0,−~p ). The latter solution is taken to corre-
spond to vsin(~p), an antifermion with momentum ~p and
energy p0. Thus,(
/p+ x¯ c
p
γ + y¯ k˜
p
γ +mph +mc c
p
p +mk k˜
p
p
)
vsin(~p) = 0 ,
(90)
where p0 takes the same value as in Eq. (89). The fact
that a fermion and an antifermion with the same mo-
mentum have equal energy is a consequence of CPT in-
variance, which is unbroken by the cµν (and by the k˜µν)
coefficients.
On the other hand, in general there are Lorentz-
violating quadratic terms in the dispersion relation (85)
that mix p0 and ~p. As a consequence, the fact that (p0, ~p )
(with p0 > 0) satisfies Eq. (85) does not imply the same
for (−p0, ~p ). This expresses the fact that the c0i (and
k˜0i) violate parity. Another useful observation is that
the dispersion relation (85) is not sensitive to the spin
label s. Note that spin-dependence does play a role for
some of the other types of SME coefficients, but we will
not consider them in this work.
We see from Eqs. (89) and (90) that the equation of
motion has terms quadratic in the momentum due to the
presence of cpp and k˜
p
p . These terms make a rigorous anal-
ysis of the equation of motion for the external fermion
field and a quantization of the latter along the lines of Ap-
pendix C problematic. For instance, they likely introduce
spurious unphysical solutions. For this reason, we use the
zeroth-order dispersion relation p0 =
√
~p 2 +m2 ≡ ωp to
substitute for cpp,
cpp → c00ω2p − 2c0ip0pi + cijpipj (91)
and similarly for k˜pp. For simplicity, we will suppress the
k˜ terms in the following. Equation (89) becomes(
Γµpµ −mph −mcc00ω2p
+ 2mcc
0ip0pi −mccijpipj
)
usin,1(~p) = 0 , (92)
with
Γµ = γµ + x¯cµνγν . (93)
The spinor usin,1(~p) satisfying Eq. (92) differs from the
original one usin(~p) by terms of second order (and higher)
in the Lorentz-violating coefficients. We remark that this
higher-order difference between the spinors permits a self-
consistent treatment of the asymptotic Hilbert space in
terms of usin,1(~p), while also allowing us to switch back
to the original spinors usin(~p) at a later point in the cal-
culation.
With these considerations, we can proceed as in Ap-
pendix C. The equation of motion can be written in the
form of an eigenvalue equation:
Γ˜0(~p )−1
[
Γipi +mph +mcc
00ω2p+mcc
ijpipj
]
usin,1(~p)
= p0usin,1(~p) , (94)
where
Γ˜0(~p ) = Γ0 + 2mcc
0ipi . (95)
The operator acting on the left-hand side of Eq. (94) on
the spinor is Hermitian with respect to the inner product
(u1|u2) ≡ u¯1Γ˜0(~p )u2 , (96)
which is different from that in Eq. (C13). Consequently,
it has real eigenvalues, with the corresponding eigen-
spinors forming an orthonormal basis in spinor space
{us=1in,1(~p), us=2in,1(~p), vs=1in,1(−~p), vs=2in,1(−~p)} satisfying the re-
lations
u¯rin,1(~p)Γ˜
0(~p )usin,1(~p) =
ωp
m
δrs ,
v¯rin,1(−~p)Γ˜0(~p )vsin,1(−~p) =
ωp
m
δrs , (97)
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as well as
2∑
s=1
[
usin,1(~p)u¯
s
in,1(~p) + v
s
in,1(−~p)v¯sin,1(−~p)
]
Γ˜0(~p ) =
ωp
m
1 ,
(98)
in analogy to Eqs. (C14) and (C15). Incidentally, note
the Hermiticity relation Γ˜0(~p )† = γ0Γ˜0(~p )γ0 for Γ˜0(~p ).
The free field has the Fourier decomposition
ψin(x) =
∫
d3~p
(2π)3
m
ωp
2∑
s=1
[
bins (~p)u
s
in,1(~p)e
−ip·x
+ dins
†(~p)vsin,1(~p)e
ip·x
]
. (99)
From Eq. (92) we see that it satisfies the (linearized)
equation of motion,[
iΓµ∂µ −mph +mcc00(∇2 −m2)
− 2mcc0i∂0∂i +mccij∂i∂j
]
ψin(x) = 0 . (100)
The creation and annihilation operators can be expressed
by the following projections,
bins
†(~p) =
∫
d3x e−ip·xψ¯in(x)Γ˜
0(~p )usin,1(~p) , (101)
dins
†(~p) =
∫
d3x e−ip·xv¯sin,1(~p)Γ˜
0(−~p )ψin(x) , (102)
and their Hermitian conjugates. We remind the reader
that the zeroth components of the momentum in the
plane-wave exponentials in Eqs. (101) and (102) depend
on the corresponding mode: p0u,s and p
0
v,s.
The results derived in Appendix C for the free-field
quantization in the presence of Lorentz violation hold
analogously for the field ψin(x). Note in particular the
(Feynman) propagator
〈0|Tψin(x)ψ¯in(y)|0〉 =
∫
d4p
(2π)4
i e−ip·(x−y)
Γµpµ −mph −mc(c00ω2p − 2c0ip0pi + cijpipj) + iǫ
≈
∫
d4p
(2π)4
i e−ip·(x−y)
P¯ (p) + iǫ
. (103)
In the last step, we have retained only the leading-order
Lorentz-violating corrections to the denominator of the
integrand. This approximation holds provided one ig-
nores any possible unphysical poles far from the mass
shell that might appear in the integration over p0 when
taking P¯ (p) as the momentum-space two-point function.
From the discussion at the beginning of this section, we
can now give a more precise formulation of the adiabatic
hypothesis for the interacting field ψ(x) and the free field
ψin(x). Comparing Eq. (103) with the on-shell limit of
Eq. (24) it follows that instead of relation (86) we now
have, in the limit x0 → −∞:
ψ(x)→
∫
d3~p
(2π)3
m
ωp
Z
1
2
R
(
(c, k˜)pp
) 2∑
s=1
[
bins (~p)u
s
in,1(~p)e
−ip·x
+ dins
†(~p)vsin,1(~p)e
ip·x
]
. (104)
For large negative times, Eq. (101) can thus be written
in terms of the interacting field,
bins
†(~p) =
∫
d3x e−ip·xψ¯(x)Γ˜0(~p )usin,1(~p)Z−
1
2
R
(
(c, k˜)pp
)
,
(105)
and similarly for d†in. In the same way we can express the
out-oscillators in terms of the interacting field for large
positive times.
We will now use the above results to derive the LSZ
reduction formula for the Lorentz-violating case. For
this expression to exist, it is important that the Cauchy
initial-value problem of the field theory be well defined.
Fortunately, the above procedure leading to a spinor
equation of motion linear in the zeroth component of the
4-momentum is exactly what is needed for a consistent
derivation of the LSZ formula, as we will see below.
We begin by defining a smearing procedure for the
definite-momentum creation and annihilation operators,
so that the states created by the smeared operators can
be localized in position space. For example,
b†~q,s ≡
∫
d˜3p fq(~p )b
†
s(~p) , (106)
with analogous definitions for the various other creation
and annihilation operators. Here, we have abbreviated
d˜3p ≡ (md3~p)/(ωp8π3), and fq(~p ) ∼ exp[−(~p−~q)2/4σ2],
describing the creation of a particle localized in 3-
momentum space near ~q and localized in 3-position space
near the origin. In the Schro¨dinger picture, a state cre-
ated by this operator evolves in time. Applying this
smearing to bins
† given in the form of Eq. (105) yields
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bin~q,s
† =
∫
d˜3p fq(~p )
∫
d3x e−ip·xψ¯(x)Γ˜0(~p )usin,1(~p)Z−
1
2
R
(
(c, k˜)pp
)|t=−∞
= bout~q,s
† −
∫
d˜3p fq(~p )
∫
d4x∂0
[
e−ip·xψ¯(x)Γ˜0(~p )usin,1(~p)Z−
1
2
R
(
(c, k˜)pp
)]
= bout~q,s
† + i
∫
d˜3p fq(~p )
∫
d4x ψ¯(x)Γ˜0(~p )(i
~
∂0+ p
0)usin,1(~p) e
−ip·xZ−
1
2
R
(
(c, k˜)pp
)
. (107)
We can now use the equation of motion (94) for usin,1(~p) to express Γ˜
0p0 in the last equation in terms of ~p. We
then trade the pi components for partial derivatives acting to the right on the exponential. By performing partial
integrations they can be converted to partial derivatives acting to the left, which yields
bin~q,s
† − bout~q,s † =
= i
∫
d˜3p fq(~p )
∫
d4x ψ¯(x)
[
i
~
∂0 Γ˜
0(i
~
∇) + iΓi
~
∂i+mph +mc
(
c00(m2−
~
∇2)− cij
~
∂i
~
∂j
)]
usin,1(~p) e
−ip·xZ−
1
2
R
(
(c, k˜)pp
)
= i
∫
d˜3p fq(~p )
∫
d4x ψ¯(x)
[
iΓ˜µ
~
∂µ+mph −mc
(
cµν
~
∂µ
~
∂ν− c00(
~
 +m2)
)]
usin,1(~p) e
−ip·xZ−
1
2
R
(
(c, k˜)pp
)
≈ −i
∫
d˜3p fq(~p )
∫
d4x ψ¯(x)P˜ (−i
~
∂ )usin,1(~p) e
−ip·xZ−
1
2
R
(
(c, k˜)pp
)
. (108)
The last identity is valid to first order in Lorentz violation, on the physical mass shell (i.e., any spurious, unphysical
solutions of P¯ (p) = 0 far from the mass shell should be disregarded). Similarly, if we start with an antifermion in the
initial state:
din~q,s
† − dout~q,s † ≈ i
∫
d˜3p fq(~p )
∫
d4x v¯sin,1(~p) e
−ip·xP˜ (i~∂ )ψ(x)Z−
1
2
R
(
(c, k˜)pp
)
. (109)
Suppose we have fermions labeled (p1, . . .) and antifermions labeled (p
′
1, . . .) in the in-state, and fermions labeled
(q1, . . .) and antifermions labeled (q
′
1, . . .) in the out-state (label for spin degrees of freedom and vector arrows sup-
pressed for clarity). The conjugate spacetime variables are respectively denoted (x1, . . .), (x
′
1, . . .), (y1, . . .), and
(y′1, . . .). It follows that the scattering amplitude,
〈f |i〉 = 〈out| · · · doutq′1 · · · b
out
q1 b
in
p1
† · · · dinp′1
† · · · |in〉 , (110)
can be expressed, using Eqs. (108) and (109) and their Hermitian conjugates, as the LSZ reduction formula
〈f |i〉 =
∫
d4x1 · · · d4y′ · · · exp
[− i(p · x+ · · ·+ p′ · x′ + · · · − q · y − · · · − q′ · y′ − · · · )]
× · · · (−i)Z−
1
2
R
(
(c, k˜)q1q1
)
u¯in(~q1)P˜ (i~∂y1) · · · iZ−
1
2
R
(
(c, k˜)
p′1
p′1
)
v¯in(~p
′
1)P˜ (i
~∂x′1)
× 〈0|T [· · · ψ¯(y′1) · · ·ψ(y1)ψ¯(x1) · · ·ψ(x′1) · · · ]|0〉
× P˜ (−i
~
∂x1)uin(~p1)(−i)Z−
1
2
R
(
(c, k˜)p1p1
) · · · P˜ (−i ~∂y1)vin(~q ′1)iZ− 12R ((c, k˜)q′1q′1) · · ·
+ disconnected terms. (111)
As in the derivation for the Lorentz-invariant case (see,
e.g., Ref. [51]), the introduction of the time-ordered prod-
uct in Eq. (111) is necessary so that the field operators
are in a convenient order with respect to the in- and
out-vacua. In deriving Eq. (111), we have taken the mo-
mentum distributions fq(~p ) to the delta-function limit,
fq(~p )→ δ3(~p− ~q). (112)
In practical calculations it is most useful to express
the scattering amplitude in terms of truncated Green’s
functions. Using the definition
G˜2n(p
′
1, . . . p
′
n; p1, . . . , pn) =
∫ n∏
i=1
d4z′i d
4zi exp
[
i
n∑
i=1
(p′i · z′i + pi · zi)
]
T
[ n∏
i=1
ψ¯(z′i)
n∏
j=1
ψ(zj)
]
(113)
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in Eq. (111), the connected scattering amplitude can be expressed as
〈f |i〉c = · · · (−i)Z−
1
2
R
(
(c, k˜)q1q1
)
u¯in(~q1)P¯ (−q1) · · · iZ−
1
2
R
(
(c, k˜)
p′1
p′1
)
v¯in(~p
′
1)P¯ (p
′
1)G˜
(2n)(−q′1, . . . , p1, . . . ;−q1, . . . , p′1, . . .)
× P¯ (−p1)uin(~p1)(−i)Z−
1
2
R
(
(c, k˜)p1p1
) · · · P¯ (q′1)vin(~q ′1)iZ− 12R ((c, k˜)q′1q′1) · · · . (114)
If we now introduce the truncated Green’s functions,
(2π)4δ
(∑
pi + p
′
i
)
G
(2n)
trunc(p
′
1, . . . p
′
n; p1, . . . , pn) =
n∏
i=1
[
Γ(2)(p′i) Γ
(2)(pi)
]
G˜2n(p
′
1, . . . p
′
n; p1, . . . , pn) , (115)
in which all external legs are multiplied by the inverses of the corresponding complete propagators, it follows from
Eqs. (B7), (114), and (113) that
〈f |i〉c = (2π)4δ4(
∑
pi +
∑
p′i −
∑
qi −
∑
q′i) · · · (−i)Z
1
2
R
(
(c, k˜)q1q1
)
u¯in(~q1) · · · iZ
1
2
R
(
(c, k˜)
p′1
p′1
)
v¯in(~p
′
1)
×G(2n)trunc(−q′1, . . . , p1, . . . ;−q1, . . . , p′1, . . .)uin(~p1)(−i)Z
1
2
R
(
(c, k˜)p1p1
) · · · vin(~q ′1)iZ 12R((c, k˜)q′1q′1) · · · . (116)
Note that G
(2n)
trunc carries 2n Dirac indices (that are contracted with the spinors), which are suppressed here for
readability.
Formula (116) embodies the Feynman rules for the
scattering amplitude, incorporating:
• a momentum-conserving delta-function;
• the amputated Green’s function;
• a momentum-dependent wave-function renormal-
ization factor ±iZ
1
2
R
(
(c, k˜)pp
)
for every external leg;
• a Dirac spinor for every external leg:
– usin(~p) for an incoming fermion;
– u¯sin(~p) for an outgoing fermion;
– vsin(~p) for an outgoing antifermion;
– v¯sin(~p) for an incoming antifermion.
We will end this section with a derivation of some ex-
plicit formulas for the spinors usin(p) and v
s
in(p) satisfying
Eqs. (87) and (88). The most convenient way to achieve
this is to take them proportional to the usual Lorentz-
invariant spinor functions usLI(p) and v
s
LI(p), but then
not calculated for the real, physical momentum pµ, but
for a redefined momentum value p˜µ satisfying
/˜p−mph ∝ P¯ (p) . (117)
Thus
usin(p) = Cu(~p )u
s
LI(p˜) (118)
vsin(p) = Cv(~p )v
s
LI(p˜) (119)
where Cu(~p ) and Cv(~p ) are normalization constants to
be determined below. One easily checks that
p˜µ =
(
1− mc
mph
cpp −
mk
mph
k˜pp
)
pµ +
(
x¯cµν + y¯k˜µν
)
pν
=
(
1 +
α
3πm2
(2cpp − k˜pp)
)
pµ + (cph)
µνpν (120)
satisfies Eq. (117) to first order in the Lorentz-violating
parameters and obeys the dispersion relation p˜2 = m2ph.
Let us work out the normalization constants Cu(~p ) and
Cv(~p ), in accordance with Eq. (97). Consider the case of
Cu(~p ) first. For u
s
LI(~p) we have the usual relations
u¯rLI(p˜)γ
µusLI(p˜) =
p˜µ
mph
δrs , (121)
u¯rLI(p˜)u
s
LI(p˜) = δrs . (122)
Demanding now that usin(p) satisfies the normalization
condition (97) it follows that
|Cu(~p )|2u¯rLI(p˜)Γ˜0(~p )usLI(p˜) =
ωp
m
δrs . (123)
Using Eqs. (121) and (122) and working to first order in
Lorentz violation one obtains the following expression for
the normalization constant:
|Cu(~p )|−2
=
m
ωpmph
[
p˜0 + (cph)
0ν p˜ν +
2α
3π
(2c0i − k˜0i)p˜i
]
=
mωp˜
ωpmph
[
1 +
1
ωp˜
(
(cph)
0ν p˜ν +
2α
3π
(2c0i − k˜0i)p˜i
)]
.
(124)
In the last equation, we defined ωp˜ ≡ p˜0 =
√
p˜ip˜i +m2ph.
Note that the same analysis can be done for the vsin(p)
spinors. The normalization constant turns out to be the
same as for the u spinors, so that we can safely suppress
the u and v indices:
Cv(~p ) = Cu(~p ) ≡ C(~p ) . (125)
As an additional simplification, the normalization con-
stants are also independent of the spin index s. This
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allows us to determine spin-sum formulas. They fol-
low directly from the usual expressions for the Lorentz-
invariant case:∑
s
usin(~p)u¯
s
in(~p) = |C(~p )|2
/˜p+mph
2mph
(126)
∑
s
vsin(~p)v¯
s
in(~p) = |C(~p )|2
/˜p−mph
2mph
(127)
In Eqs. (126) and (127), it is understood that p0 ≡ p0u =
p0v [see Eqs. (89) and (90)].
VI. SAMPLE CALCULATION: INFRARED
DIVERGENCES IN COULOMB SCATTERING
It is instructive to apply the techniques described
above to a particular case. We will do this for the
Coulomb (or rather Mott) scattering of a fermion off a
stationary charge. For simplicity, we will assume that
only the Lorentz-violating parameter k˜µν is nonzero.
Let us review quickly the Lorentz-invariant case. We
have for the scattering amplitude at tree level
Sfi = ie
m
V
√
EiEf
∫
d4x u¯s(pf ) /A(x)e
i(pf−pi)·xur(pi) .
(128)
Here, we have normalized the states in a finite volume
V . For the Coulomb problem, we can take ~A = 0 and
A0 = Ze/4π|~x|, so
Sfi =
iZα
V
m√
EiEf
2πδ(Ef − Ei)
×
∫
d3x
e−i~q·~x
|~x| u¯
s(pf )γ
0ur(pi) . (129)
We can now pass to the cross section by squaring the
absolute value of Eq. (129), multiplying by the number
of possible final states V d3pf/(2π)
3 and dividing by the
incident flux |~vi|/V and the time interval T . Note that
for large time intervals T , one can take |2πδ(Ef−Ei)|2 ≡
T 2πδ(Ef − Ei). It then follows that
dσ0fi =
∫
4Z2α2m2
|~pi|Ef |~q |4 δ(Ef − Ei)
× |u¯s(pf )γ0ur(pi)|2p2fdpfdΩf . (130)
Using now that
|~pi| = |~pf | = pf and pfdpf = EfdEf , (131)
it follows that
dσ0fi =
4Z2α2m2
|~q |4 |u¯
s(pf )γ
0ur(pi)|2dΩf . (132)
If we do not observe the final polarization, we must sum
over s, while for an unpolarized incident wave we average
over the initial polarizations r. With the usual formulas
for the spin sums one obtains
dσ0fi
dΩ
∣∣∣∣∣
unpol
=
4Z2α2m2
|~q |4
1
2
tr
(
γ0
/pi +m
2m
γ0
/pf +m
2m
)
=
Z2α2
4|~p |2β2 sin4(θ/2)
(
1− β2 sin2 θ
2
)
. (133)
When turning on Lorentz violation, various adapta-
tions have to be made to the formulas (129)–(133) at
tree level:
1. The Maxwell equations become Lorentz violating:
Aµ = jµ ⇒ ˜ η˜µνAν = jµ , (134)
where η˜µν = ηµν + k˜µν and ˜ = ∂αη˜
αβ∂β . This
means that the Fourier transform of the Coulomb
potential becomes
Aˆµ = Ze
δ0µ − k˜0µ
qαη˜αβqβ
δ(q0) = Ze
δ0µ − k˜0µ
qiη˜ijqj
δ(q0) . (135)
2. The incident velocity is now given by the group ve-
locity vgi = ∂E/∂p
i, which is fixed by the dispersion
relation (85). However, note that, as in this exam-
ple we choose cµν = 0, there is no Lorentz-violating
effect at tree level.
3. The dispersion relation (85) also implies Lorentz-
violating modifications to the integration-variable
transformation from dpf to dEf implied by
Eq. (131). However, also here there is no effect
at tree level because we take cµν = 0. Incidentally,
note that the factors
√
Ei and
√
Ef in the denom-
inator of Eq. (129) remain equal to their Lorentz-
invariant form
√
ωi,f (ω ≡
√
~p 2 +m2).
4. The spinors are modified according to the relations
(118)–(120) and (124). In the unpolarized cross
section (133), we have to use the modified spin
sum (126) or (127), as appropriate. Again, there
is no effect at tree level as we take cµν = 0.
It is straightforward but tedious to adapt the formulas
for the tree-level cross sections (132) and (133) to the
Lorentz-violating case accordingly. Rather than doing
this explicitly, we will move our attention to radiative
corrections. The diagrams shown in Fig. 4 contribute to
one-loop order. Note that the fermion self-energy dia-
grams are taken into account implicitly in the order α
corrections to the external spinors in formulas (118)–
(124), as well as by the inclusion of the wave-function
renormalization Z1/2R for each external fermion leg.
Instead of carrying out the full calculation of the one-
loop diagrams, we will just concentrate on the infrared-
divergent contributions to the scattering amplitude. We
will then show that they indeed cancel in the experimen-
tal cross section, just as in the Lorentz-invariant case.
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FIG. 4: Diagrammatic topologies contributing to the vertex function up to one-loop order with cµν = 0. Counterterm
contributions have been omitted for clarity.
Paralleling the usual Lorentz-invariant case, the
vacuum-polarization diagram is infrared finite, so that
we only have to consider the vertex-correction diagram.
With the modified photon propagator (recall that we
have chosen cµν = 0) the amplitude for the vertex cor-
rection is given by
−iqΓµ(p′, p) = (−iq)3µǫ
∫
ddk
(2π)d
γαi(/p
′ − /k +m)γµi(/p− /k +m)γβ(−i)(ηαβ − k˜αβ)(
(p′ − k)2 −m2 + iǫ)((p− k)2 −m2 + iǫ)(k2 + 2k˜kk −m2γ + iǫ) . (136)
The integral on the right-hand side of Eq. (136) is infrared divergent. This divergence arises from the residue of
the photon propagator. In order to isolate it, we can use the fermion on-shell relations p2 − m2 = O(α) ≈ 0 and
(p′)2 −m2 = O(α) ≈ 0. It is then straightforward to show that
u¯r(p′)γα(/p
′ +m)γµ(/p+m)γ
βus(p)(ηαβ − k˜αβ) = 4u¯r(p′)γµus(p)(p′ · p− k˜p
′
p ) (137)
by using the (approximate) equations of motion for the spinors. Moreover, we can drop terms linear in k in the
numerator and quadratic in k in the fermion pole factors in the denominator. It then follows that
u¯r(p′)Γµ(p′, p)us(p) ≈ −iq2µǫu¯r(p′)γµus(p)
∫
ddk
(2π)d
p′ · p− k˜p′p
k2 + 2k˜kk −m2γ + iǫ
1
(p′ · k)(p · k) . (138)
We can evaluate the integral (138) by using the identity
1
k2 + 2k˜kk −m2γ + iǫ
= P
1
k2 + 2k˜kk −m2γ
− iπδ(k2 + 2k˜kk −m2γ) , (139)
where P denotes the principle-value part. Omitting the infrared-finite contribution from the principal value we find
u¯r(p′)Γµ(p′, p)us(p) = − α
4π2
u¯r(p′)γµus(p)
∫
d4k δ(k2 + 2k˜kk −m2γ)
p′ · p− k˜p′p
(p′ · k)(p · k) . (140)
It follows that the one-loop contributions to the elastic Coulomb scattering amplitude are obtained by substituting
M0 ≡ u¯sf (pf )γ0usi(pi) in Eq. (132) by
M =M0
{
1− α
4π2
∫
d4kδ(k2 + 2k˜kk −m2γ)
p′ · p− k˜p′p
(p′ · k)(p · k)
}
Z1/2R (p′)Z1/2R (p) + · · · . (141)
where the ellipsis indicates infrared-finite contributions. For the elastic cross section, this implies
dσelfi
dΩ
=
dσ0fi
dΩ
{
1− α
2π2
∫
d4kδ(k2 + 2k˜kk −m2γ)
p′ · p− k˜p′p
(p′ · k)(p · k)
}
ZR(p′)ZR(p) + · · · . (142)
The term proportional to α as well as the factors ZR in expression (142) are infrared divergent for mγ → 0.
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In the Lorentz-invariant case, infrared divergences are
canceled if one incorporates the fact that some final states
that include soft photons are experimentally indistin-
guishable. We will now proceed to check that this con-
tinues to hold true in the case at hand.
Following the usual procedure, we consider final states
that include one soft photon with energy smaller than the
detector resolution ∆E. The amplitude for this process
is
M = qM0
[
2p′ · ǫr
2p′ · k +
2p · ǫr
−2p · k
]
, (143)
whereM0 is the amplitude for elastic scattering without
photon emission. To get the cross section for this process,
we have to include also the final-state volume element for
the photon. As shown in Appendix D, a consistent way
to do this is to take
d3k
(k0+ + k0−)(2π)3
(144)
rather than the conventional factor d3k/(2ωk(2π)
3).
Here, k0±(~k) are the absolute values of the solutions for
k0 to the modified dispersion relation.
Combining Eqs. (143) and (144) and employing for-
mula (D25) one then finds for the cross section for this
(soft-bremsstrahlung) process
dσ1γfi
dΩ
≈ dσ
0
fi
dΩ
q2
2(2π)3
∫
ω≤∆E
d4k η˜00δ4
(
k2 + k˜kk −m2γ
) 3∑
λ=1
[
2p′ · ǫ(λ)(k)
2p′ · k +
2p · ǫ(λ)(k)
−2p · k
]2
. (145)
Using the polarization-sum formula (D24), Eq. (145) reduces to
dσ1γfi
dΩ
≈ dσ
0
fi
dΩ
α
(2π)2
∫
ω≤∆E
d4k δ4
(
k2 + k˜kk −m2γ
) [− (p′)2 − k˜p′p′
(p′ · k)2 −
p2 − k˜pp
(p · k)2 +
2p′ · p− 2k˜p′p
(p′ · k)(p · k)
]
. (146)
Comparing the third term inside brackets in Eq. (146)
with Eq. (142) we see that both contain integrals over
the same p, p′ term, with opposite sign, so that the cor-
responding infrared divergences cancel.
To verify that the same happens for the p, p and the
p′, p′ terms in Eq. (146) and the ZR(p′)ZR(p) factors in
Eq. (142), we evaluate the k integral over, say, the p, p
term in Eq. (146). To this end, we perform a change of
variables kµ → k¯µ such that
k¯2 = k2 + k˜kk . (147)
To first order, this means that k¯µ = kµ+ 12 k˜
µνkν . To low-
est order, the measure d4k is invariant under this trans-
formation, as
Det
[
∂k¯
∂k
]
≈ Det
[
δµν +
1
2
k˜µν
]
≈ 1 + 1
2
k˜µµ = 1 . (148)
It follows that∫
ω≤∆E
d4k δ
(
k2 + k˜kk −m2γ
)p2 − k˜pp
(p · k)2
≈
∫
ω¯≤∆E
d4k¯ δ(k¯2 −m2γ)
p˜2
(k¯ · p˜)2 , (149)
where we have defined p˜µ = (ηµν − 12 k˜µν)pν . Note that
strictly speaking, the upper limit of the transformed en-
ergy ω¯ is modified by the transformation, but the result
is an effect of higher order in k˜ and can be ignored. The
resulting integration is a standard one with result, [51]
4π ln
(
∆E
mγ
)
+ · · · , (150)
where the ellipsis indicates terms that are finite as mγ →
0. Substitution in Eq. (146) gives (for the second term)
−dσ
0
fi
dΩ
α
π
ln
(
∆E
mγ
)
+ finite. (151)
It follows that the infrared divergence in Eq. (151) in-
deed cancels the corresponding one in the elastic cross
section (142) arising from the multiplicative renormal-
ization function ZR(p) that was evaluated in Eq. (81):
ZR
(
(c, k)pp
)
= 1 +
α
π
ln
(
m
mγ
)
+ finite. (152)
VII. SUMMARY AND OUTLOOK
Perturbative Lorentz-invariant quantum field theory
rests on a few core field-theoretic techniques. One of
these concerns the order-by-order determination of the
asymptotic Hilbert space, and thus the calculation of
quantum corrections to the external states. Such effects
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govern the propagation of free particles and are indis-
pensable for scattering amplitudes. The present work
for the first time has addressed the issue how to general-
ize this core technique to Lorentz-violating quantum-field
theories. To illustrate the salient features of this gener-
alization, we have focused on a particular sector of the
SME. We expect, though, that our reasoning can also
be applied to other Lorentz-violating field theories with
a more complex structure and a wider variety of coeffi-
cients.
Specifically, we considered the SME’s single-flavor
QED sector in the presence of the cµν and the nonbire-
fringent piece of the kµναβF coefficients. Working per-
turbatively, we found that the presence of these Lorentz-
breaking terms in the Lagrangian has some profound con-
sequences for the radiative corrections to the pole struc-
ture of the external states. In particular, the Dirac equa-
tion satisfied by the external-state spinors turns out to
be modified by Lorentz-violating operators not present
in the Lagrangian, a feature that is unknown in usual
Lorentz-symmetric field theories. Our analysis also shows
that the wave-function renormalization will typically con-
tain Lorentz-breaking coefficients contracted with mo-
menta. We note that this is in contrast to the usual one-
loop QED result, where Zψ is a momentum-independent
constant. Momentum dependence of the wave-function
renormalization is known to occur in certain other con-
texts [52].
We have limited our present study primarily to theo-
retical techniques for determining quantum corrections to
external states in Lorentz-violating backgrounds. How-
ever, our results indicate that such corrections may
have profound phenomenological implications for Lorentz
tests, which can be seen as follows. The new, radiatively
induced term exhibits two powers of the momentum,
whereas the existing terms contain only up to a single
power. The correction term should therefore grow faster
with the momentum than the existing terms. This opens
the possibility—at least in principle—that the Lorentz-
breaking radiative corrections become larger than the
original tree-level Lorentz violation. Note that this does
not necessarily signal a breakdown of perturbation theory
because the perturbation Hamiltonian also includes the
conventional electromagnetic interaction, which is com-
paratively much larger.
In our simple model, the radiative-correction term of
size ∼ α3πm (2cpp − k˜pp) can reach the size of the tree-level
contribution cpγ when αp ∼ m. It follows that for Lorentz
tests involving free electrons with energies ∼> 100 MeV,
radiative Lorentz-breaking corrections may not always
be negligible relative to the tree-level Lorentz violation.
Note that electrons in such an energy range are routinely
employed in various Lorentz tests. We remark, how-
ever, that in our particular model the resulting fermion
eigenenergies are free of this effect. This may be a spe-
cial property of our model as both the tree-level Lorentz
violation and the induced correction have the same C,
P, and T properties. Nevertheless, the model discussed
in this work could still exhibit other observables, such
as ones involving the one-loop eigenspinors, in which the
Lorentz-breaking correction dominates the tree-level ef-
fects. In the context of more general models involving
the parity-odd weak interaction, the radiatively induced
terms are likely to display a greater variety of structures
since they do not necessarily have to share the same C,
P, and T properties of the tree-level Lorentz violation.
Then, even the eigenenergies may show the effects men-
tioned above.
Another immediate consequence of our result concerns
multimetric theories [53], such as recently proposed bi-
metric models [54, 55]. The basic idea in models of this
type is that different fields experience different effective
metrics. But our analysis shows that the concept of two
metrics is difficult to maintain in a quantum theory: be-
yond tree level, radiative corrections to particle propa-
gation typically induce higher-order terms incompatible
with an effective-metric interpretation. This difficulty by
itself does not affect the consistency of such models; it
rather illustrates, for example, that the trajectory of the
particle is not a geodesic with respect to some metric.
To see this more explicitly, consider first the free elec-
tromagnetic field in our model. Inspection of Eqs. (6)
and (7) establishes that ηˆµν = ηµν + k˜µν can be in-
terpreted as the effective (inverse) metric that governs
photon propagation at tree level. Similarly, comparison
of our fermion kinetic term 12 iψ(δ
µ
a + c
µ
a)γ
a
↔
∂µ ψ with
that in general coordinates 12 ieψe
µ
aγ
a
↔
∂µ ψ reveals that
we may interpret δµa + c
µ
a as the vierbein e
µ
a [56]. It is
then apparent that the fermion propagation is controlled
by the (inverse) effective metric (gf)
µν = eµae
ν
bη
ab =
ηµν + 2cµν +O(c2) at tree level. We see that in the ab-
sence of quantum corrections our Lorentz-violating QED
extension can indeed be interpreted as a bimetric model
in the flat-spacetime limit. We remark in passing that
this is consistent with our earlier discussion that only
2cµν − k˜µν is observable. On the other hand, our analy-
sis has shown that the leading radiative corrections to the
free-fermion propagation—displayed in Eq. (84)—are de-
termined by a term of the form ψ(2cµν− k˜µν)∂µ∂νψ. But
such a term precludes an interpretation of the fermion’s
propagation as being governed by an effective metric.
On a more practical level, we applied our formalism to
Coulomb scattering for the case cµν = 0, k˜µν 6= 0. We
showed that, just like in the usual Lorentz-symmetric
case, infrared divergences cancel when soft-photon emis-
sion is taken into account in the final fermion states. It
should be stressed that this result involves a nontrivial
cancellation between various infrared-divergent Lorentz-
violating terms. Our study also demonstrates how to
extract the S-matrix of a process with external fermion
states in the presence of Lorentz-breaking coefficients,
generalizing the usual LSZ reduction formula to incorpo-
rate leading-order SME effects.
In this paper, we have only considered linear Lorentz-
violating radiative effects on fermion external states,
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which suggests two natural avenues for further explo-
ration. One of these concerns a nonperturbative treat-
ment of asymptotic states at all orders in Lorentz break-
ing within formal field theory. A study of this kind could
yield additional theoretical insight, such as the analytic
structure of the single-particle propagator away from the
pole. The second avenue for future investigations involves
photon-propagation effects, and in particular the incor-
poration of Lorentz breakdown into vacuum polarization.
An analysis along these lines needs to include a study of
the Ka¨lle´n–Lehmann representation for the photon prop-
agator in the presence of the full kµναβF coefficient to fa-
cilitate a proper extraction of the photon pole(s). We
expect to return to this issue in the future.
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Appendix A: Feynman rules for the second
perturbation scheme
This appendix presents the Feynman rules needed for
perturbative calculations in our model. In Sec. III, we
briefly discussed two natural schemes for setting up per-
turbation theory, each entailing different decompositions
of our model’s full Lagrangian and the ensuing different
sets of Feynman rules for each scheme. For convenience,
we selected as the zeroth-order system the full renormal-
ized quadratic Lagrangian (including quadratic Lorentz-
violating pieces) and to treat the nonquadratic terms as
a perturbation. The Feynman rules for this choice, i.e.,
for decomposition corresponding to Eqs. (15), (16), and
(17), are displayed in Fig. 5, where we have selected ξ = 1
Feynman gauge. Counterterm expressions, which are not
displayed here, have been taken from Ref. [15].
FIG. 5: Feynman rules in ξ = 1 gauge for the decomposi-
tion of our Lagrangian according to Eqs. (15), (16), and (17).
Counterterm insertions are not shown.
Appendix B: Expansion of Γ(2)(P¯ )
We begin by considering the expression (38) for
Γ(2)(P¯ ), which shows that expansions of the scalar co-
efficient functions A, C, K, and M are needed,
A(P¯ 2+2m¯P¯ + β¯, cpp, k˜
p
p) =
∞∑
n=0
1
n!
A(n)(β¯, cpp, k˜
p
p)(P¯
2 + 2m¯P¯ )n , (B1)
with analogous expressions for C, K, and M . Here, we
have denoted the nth derivative with respect to the first
argument by the superscript (n). No ordering ambigui-
ties arise at this stage, because the only nontrivial matrix
in all of these expansions is P¯ .
More care is required when the expansions for A, C, K,
and M are inserted into the expression (38) for Γ(2)(P¯ )
because the expansions are then multiplied by cpγ and k˜
p
γ ,
and these two matrices do in general not commute with
P¯ . However, by virtue of Eq. (36) we see that (P¯ 2 +
2m¯P¯ ) = p2 − β¯ is proportional to 1 and thus commutes
with any matrix. Therefore, we may write for n ≥ 2,
cpγ(P¯
2 + 2m¯P¯ )n =
P¯
[
(P¯ + 2m¯)cpγ(P¯
2 + 2m¯P¯ )n−2(P¯ + 2m¯)
]
P¯ , (B2)
with analogous expressions for C, K, and M , as well as
cpγ replaced by k˜
p
γ . This implies that all terms with n ≥ 2
in our above expansion of Γ(2)(P¯ ) take the generic form
P¯ [. . .]P¯ , where the square brackets contain some matrix
polynomial in pµ. But terms of this form can be ignored
for the purpose of extracting the pole structure, as is
apparent from our discussion in the context of Eqs. (24)
and (25).
The structure of the pole is governed by the remain-
ing terms corresponding to n = 0, 1. At this point, the
order of various matrices must be determined carefully.
Consider, for example, the term
C′(β¯, cpp, k˜
p
p)(P¯
2 + 2m¯P¯ )cpγ , (B3)
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which represents the n = 1 contribution to the fourth
line in Eq. (38). In this expression, cpγ and (P¯
2 + 2m¯P¯ )
may still be interchanged freely, but the pole is deter-
mined by terms linear in P¯ . One might then be tempted
simply to drop P¯ 2 contributions. However, this yields ei-
ther 2m¯C′(β¯, cpp, k˜
p
p)P¯ c
p
γ or 2m¯C
′(β¯, cpp, k˜
p
p)c
p
γP¯ depend-
ing on the choice of matrix ordering in the original n = 1
term (B3). Moreover, regardless of which one of these
two choices is adopted, the resulting expression fails to
be of the form Z−1R P¯ required by Eq. (25) , where Z−1R
is a number and not a matrix.
The basic idea behind the selection of the proper or-
dering is as follows. We parametrize all possible ordering
choices, arrange this general expression into series in P¯ ,
and then fix the parameter (and thus the ordering choice)
such that an expression with the structure demanded by
Eq. (25) emerges. Let us demonstrate this idea explicitly
for the above sample term (B3), where we may ignore the
C′(β¯, cpp, k˜
p
p) coefficient in the present context. We write
(P¯ 2 + 2m¯P¯ )cpγ = ζ(P¯
2 + 2m¯P¯ )cpγ
+ (1− ζ)cpγ(P¯ 2 + 2m¯P¯ )
= 2ζ(2cppP¯ − P¯ cpγP¯ )
+ (1− 2ζ)cpγ(P¯ 2 + 2m¯P¯ ) , (B4)
where ζ is a free coefficient parametrizing the matrix or-
dering. To arrive at the last equality, we have employed
the result {P¯ 2 + 2m¯P¯ , cpγ} = 4cppP¯ − 2P¯ cpγP¯ , which fol-
lows from an explicit evaluation of the anticommutator.
The next step is to fix ζ by requiring compatibility with
Eq. (25). This is achieved by choosing ζ = 12 , which
eliminates the offending terms in the last line. We con-
clude that the following symmetrized representation of
Eq. (38),
Γ(2)(P¯ ) = A(P¯ 2 + 2m¯P¯ + β¯, cpp, k˜
p
p)P¯
+ m¯A(P¯ 2 + 2m¯P¯ + β¯, cpp, k˜
p
p)1
−M(P¯ 2 + 2m¯P¯ + β¯, cpp, k˜pp)1
+ 12
{
C(P¯ 2 + 2m¯P¯ + β¯), cpγ
}
− 12 x¯
{
A(P¯ 2 + 2m¯P¯ + β¯, cpp, k˜
p
p), c
p
γ
}
+ 12
{
K(P¯ 2 + 2m¯P¯ + β¯), k˜pγ
}
− 12 y¯
{
A(P¯ 2 + 2m¯P¯ + β¯, cpp, k˜
p
p), k˜
p
γ
}
, (B5)
possesses the proper matrix ordering when an expansion
in powers of P¯ with the structure (25) is desired.
From a practical perspective, the above discussion im-
plies that we may replace
1
2
{
C(P¯ 2 + 2m¯P¯ + β¯), cpγ
}→ C(β¯)cpγ + 2C′(β¯)cppP¯ (B6)
for the purpose of extracting the pole with analogous
relations for the remaining anticommutators in Eq. (B5).
To leading order in Lorentz violation, we find
Γ(2)(P¯ ) = +
[
m¯A(β¯, cppk˜
p
p)1 −M(β¯, cpp, k˜pp)1
+ C(m2ph)c
p
γ − x¯A(m2ph)cpγ
+K(m2ph)k˜
p
γ − y¯A(m2ph)k˜pγ
]
+
[
A(β¯, cpp, k˜
p
p) + 2m¯
2A′(β¯, cpp, k˜
p
p)
− 2m¯M ′(β¯, cpp, k˜pp)
− 2x¯A′(m2ph)cpp − 2y¯A′(m2ph)k˜pp
+ 2C′(m2ph)c
p
p + 2K
′(m2ph)k˜
p
p
]
P¯
+ P¯ [. . .]P¯ , (B7)
where we have employed the same notation as in Eqs. (40)
and (41). The first square bracket needs to vanish since
Γ(2)(0) = 0 at the pole. We thus recover the result (39).
The second square bracket is identified as Z−1R .
Appendix C: Quantization of the Dirac field in the
presence of Lorentz violation
In this appendix, we carry out the explicit quantiza-
tion of the Dirac field in the presence of Lorentz viola-
tion. One possible approach is to use a field redefinition
ψ = Aχ that transforms the terms with time derivatives
to the standard Dirac form [13, 57]. Alternatively, one
may use an unconventional scalar product in spinor space
to bypass the Hermiticity issues associated with uncon-
ventional time derivatives [58]. The method presented
below is based on this latter approach, is more direct,
maintains spinor coordinate covariance, is more direct,
maintains spinor coordinate covariance, and introduces
explicit creation and annihilation operators for the par-
ticle modes corresponding to the physical field ψ as well
as an expression for the Hamiltonian in terms of these.
These features are particularly suitable for the quantiza-
tion of the spinor equation of motion (100).
We start with the free-fermion Lagrange density
Lf = ψ¯(iΓµ∂µ −M)ψ , (C1)
with
Γµ = γµ + cµνγν + d
µνγ5γν + if
µγ5 +
1
2
gλνµσλν + e
µ ,
(C2)
M = m+ aµγµ + b
µγ5γµ +
1
2
Hµνσµν . (C3)
The Lorentz-violating background is taken as real valued,
so that Γµ† = γ0Γµγ0 and M † = γ0Mγ0. The canonical
momentum is given by
π =
∂RLf
∂ψ˙
= iψ¯Γ0 , (C4)
22
and the canonical Hamiltonian becomes
H =
∫
d3x
[
πψ˙ − Lf
]
=
∫
d3x ψ¯(−i ~Γ·~∇+M)ψ
=
∫
d3xπ(Γ0)−1(−~Γ·~∇− iM)ψ . (C5)
The matrix Γ0 is indeed invertible for perturbatively
small Lorentz violation [13]. From this Hamiltonian, one
can recover the equation of motion
ψ˙(x) =
δH
δπ(x)
= (Γ0)−1(−~Γ·~∇− iM)ψ . (C6)
Next, we expand the solutions of the equation of mo-
tion for ψ in Fourier modes,
ψ(x) =
∫
d3~p
(2π)3
m
ωp
∑
s=1,2
[
bs(~p)u
s(~p)e−ip·x
+ d†s(~p)v
s(~p)eip·x
]
, (C7)
where ωp ≡ +(m2 + ~p 2)1/2 denotes the conventional
fermion energies, and p0 takes the absolute value of the
respective (four) eigenvalues of (Γ0)−1(Γipi +M). The
latter are, in general, all different. But for small enough
Lorentz-violating parameters, two of them (which we
will denote p0u,s) are positive, and two (−p0v,s) are nega-
tive [13]. Below, we will show that these eigenvalues are,
in fact, real. The corresponding eigenvectors are us(~p)
and vs(~p), which satisfy
(Γµpµ −M)us(~p) = 0 , (Γµpµ +M)vs(~p) = 0 . (C8)
Here, Latin superscripts r, s, . . . from the middle of the
alphabet label the spin-type state. To quantize, we re-
place the Poisson brackets with i×anticommutators:
[ψa(~x, t), ψ¯b(~y, t)]+ = [ψa(~x, t),−iπc(~y, t)]+(Γ0)−1cb
= (Γ0)−1ab δ
3(~x− ~y) (C9)
and
[ψa(~x, t), ψb(~y, t)]+ = [ψ¯a(~x, t), ψ¯b(~y, t)]+ = 0 , (C10)
where Latin subscripts a, b, c, . . . from the beginning of
the alphabet denote spinor components. We now pro-
ceed to check that the anticommutation relations (C9)
and (C10) correspond to taking for the oscillators the
following nonzero anticommutators:
[br(~p), b
†
s(~q)]+ = [dr(~p), d
†
s(~q)]+ = (2π)
3ωp
m
δ3(~q − ~p) δrs .
(C11)
With these relations, we find from Eq. (C7),
[ψa(~x, t), ψ¯b(~y, t)]+ =
∫
d3~p
(2π)3
m
ωp
∑
s
[
usa(~p)u¯
s
b(~p)
+ vsa(−~p)v¯sb (−~p)
]
e+i~p·(~x−~y) . (C12)
To see that the matrix Γ−10 (
~Γ ·~p +M) has real eigen-
values, we note that
〈u|v〉 ≡ u¯Γ0v (C13)
represents an (unconventional) inner product on spinor
space. In this expression, u and v are arbitrary spinors
with the usual notation u¯ ≡ u†γ0. The definition (C13)
clearly satisfies the appropriate linearity conditions of an
inner product. To establish positive definiteness, note
first that u¯Γ0u is always real since (Γ0)† = γ0Γ0γ0.
Moreover, γ0Γ0 differs from 1 only by SME corrections,
which implies positive definiteness for sufficiently small
Lorentz violation [13]. The matrix Γ−10 (
~Γ ·~p +M) turns
out to be Hermitian with respect to the modified inner
product (C13), which shows that this matrix indeed pos-
sesses real eigenvalues, as claimed. Moreover, the pre-
sumed small size of the SME corrections implies that
these eigenvalues are perturbations around the conven-
tional ones, so two eigenenergies are positive and two
negative [13]. The four corresponding eigenspinors are
orthogonal and can be normalized in the usual way:
u¯r(~p)Γ0us(~p) = v¯r(−~p)Γ0vs(−~p) = ωp
m
δrs . (C14)
As {u1(~p), u2(~p), v1(−~p), v2(−~p)} forms a complete set of
eigenspinors of the operator (Γ0)−1(~Γ ·~p +M), we have
the completeness relation
2∑
s=1
[
usa(~p)u¯
s
c(~p) + v
s
a(−~p)v¯sc(−~p)
]
Γ0cb =
ωp
m
δab . (C15)
We can now use this completeness relation in Eq. (C12),
recovering the result of Eq. (C9).
As a further application, let us derive an expression
for the Hamiltonian in terms of the oscillators. The
quantum-field version of Eq. (C5) is given by
H =
∫
d3x : ψ¯(−i ~Γ·~∇+M)ψ : . (C16)
With the Fourier decomposition (C7) we find, using the
equations of motion (C8) for us(~p) and vs(~p), an explic-
itly positive-definite expression for the Hamiltonian,
H =
∫
d3~p
(2π)3
m
ωp
2∑
s=1
[
Esub
†
s(~p)bs(~p) + E
s
vd
†
s(~p)ds(~p)
]
,
(C17)
where Esu and E
s
v are the (positive) energies correspond-
ing to the solutions of Eq. (C8). We also note the useful
expressions
b†s(~p) =
∫
d3x e−ip·xψ¯(x)Γ0us(~p) , (C18)
d†s(~p) =
∫
d3x e−ip·xv¯s(~p)Γ
0ψ(x) , (C19)
and their Hermitian conjugates.
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The time-ordered product is defined in the usual
way [59] and satisfies
Tψa(x)ψ¯b(y) = 〈0|Tψa(x)ψ¯b(y)|0〉+ : ψa(x)ψ¯b(y) : ,
(C20)
where
〈0|Tψa(x)ψ¯b(y)|0〉 ≡ iS(x− y)ab (C21)
is the modified Feynman propagator:
S(x− y) =
∫
d4k
(2π)4
e−ik·(x−y)
Γµkµ −M + iǫ . (C22)
Indeed, one can verify that
(iΓµ∂µ −M)〈0|Tψ(x)ψ¯(y)|0〉 = iδ4(x − y) . (C23)
Here, we used that ψ(x) satisfies the modified Dirac equa-
tion (C6) and the anticommutator relation (C9).
Appendix D: Canonical quantization of the radiation
field with Lorentz-violating parameter k˜µν
Our starting point is the following Lorentz-violating
Stueckelberg Lagrange density in ξ = 1 Feynman gauge,
Lγ = − 14 η˜αβ η˜µνFαµFβν − 12 (∂µη˜µνAν)2 + 12m2γAµη˜µνAν ,
(D1)
where η˜µν = ηµν+k˜µν , with k˜µν = k˜νµ and k˜µµ = 0. The
quantization of such photon models has recently been
studied by various authors [60]. Here, we summarize the
main results and tailor the presentation to the case at
hand.
We begin by finding the canonical momenta
Πµ =
∂L
∂(∂0Aµ)
= η˜µαη˜0βFαβ − η˜0µ(∂µη˜µνAν) , (D2)
and impose the fundamental equal-time commutation re-
lations
[Aµ(t, ~x), Aν(t, ~y)] = [Π
µ(t, ~x),Πν(t, ~y)] = 0 , (D3)
[Aµ(t, ~x),Π
ν(t, ~y)] = iδνµδ
3(~x− ~y) . (D4)
From Eq. (D3) it follows that the spatial derivatives of
Aµ commute at equal times. Using Eqs. (D4) and (D2),
one then deduces that
[A˙µ(t, ~x), Aν(t, ~y)] = i(η˜
00)−1η¯µνδ
3(~x− ~y) , (D5)
where η¯µν is defined as the inverse of η˜
µν ,
η˜µαη¯αν = δ
µ
ν , η¯µν ≈ ηµν − k˜µν . (D6)
The equation of motion following from (D1) is(
∂αη˜
αβ∂β +m
2
γ
)
Aµ = 0 , (D7)
which implies that the dispersion relation is the same for
all four modes. In other words, our model is strictly free
of any birefringence.
Consider now the vacuum expectation value of the
time-ordered product
〈0|T Aµ(x)Aν (y)|0〉 . (D8)
Acting on it with the kinetic operator we find(
∂αη˜
αβ∂β +m
2
γ
)
x
〈0|T Aµ(x)Aν(y)|0〉 =
= 〈0|T [(∂αη˜αβ∂β +m2γ)Aµ(x)]Aν(y)|0〉
+ δ(x0 + y0)〈0|[η˜0β∂βAµ(x)Aν (y)]|0〉
= δ(x0 − y0)η˜00〈0|[A˙µ(x), Aν(y)]|0〉
= iδ4(x− y)η¯µν , (D9)
where we have used relation (D5). We infer that
〈0|T Aµ(x)Aν (y)|0〉 must indeed be equal to the (mod-
ified) Feynman propagator:
〈0|T Aµ(x)Aν (y)|0〉 = −i
∫
d4k
(2π)4
e−ik·(x−y)
kαη˜αβkβ −m2γ + iǫ
η¯µν ,
(D10)
paralleling the Lorentz-invariant case.
It is useful to cast Eq. (D10) in an alternative form.
To this end, we write
1
kαη˜αβkβ −m2γ + iǫ
=
(η˜00)−1
k0+ + k0−
(
1
k0 − k0+ + iǫ −
1
k0 + k0− − iǫ
)
, (D11)
where ±k0±(~k) are the two roots of the dispersion relation
kαη˜
αβkβ −m2γ = 0 , (D12)
which follows from Eq. (D7). Here, k0±(~k) are both taken positive, so that the roots of the dispersion relation have
alternate signs, as in the Lorentz-invariant case. (This is justified, for example, in concordant frames, in which we
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may take |k˜µν | ≪ 1 on experimental grounds.) Note that, generally, k0+(~k) 6= k0−(~k), but
k0±(~k) = k0∓(−~k) (D13)
follows because Eq. (D12) is even in the components of the momentum. Using Eq. (D11), one derives easily that the
Feynman propagator (D10) can be represented as
〈0|T Aµ(x)Aν (y)|0〉 = −η¯µν(η˜00)−1
∫
d3~k
(2π)3
1
k0+ + k0−
[
θ(x0 − y0)e−i(k0+ x0−~k·~x) + θ(y0 − x0)ei(k0+ x0−~k·~x)
]
. (D14)
Note that in both terms of Eq. (D14) only the positive root for k0 appears in the exponentials. It is also worthwhile
pointing out the factor k0+ + k0− (which, unlike the individual roots k0±, is an even function of ~k) that appears in
the denominator, replacing the usual factor 2k0.
Let us now try to represent the dynamical system described above by the simple mode expansion
Aµ(x) =
∫
d3~k
(2π)3N(k)
3∑
λ=0
[
a(λ)(k)ǫ(λ)µ (k)e
−ik·x + a(λ)†(k)ǫ(λ)∗µ (k)e
ik·x
]
, (D15)
where kµ = (k0+, ~k) satisfies the dispersion relation (D12), and N(k) is a (yet to be determined) function. Next, we
posit creation and annihilation operators satisfying the nonzero commutation relations
[a(λ)µ (k), a
(λ′)†
ν (k
′)] = −(2π)3ηλλ′M(~k)δ3(~k − ~k′) . (D16)
Here, the normalization M(~k) is to be chosen later. With Eqs. (D15) and (D16) at hand, the time-ordered product
〈0|T Aµ(x)Aν(y)|0〉 can be expressed as
〈0|T Aµ(x)Aν (y)|0〉 = −
∫
d3~k
(2π)3
M(k)
N(k)2
∑
λ,λ′
ǫ(λ)µ (k)ǫ
(λ′)
ν (k)ηλλ′
[
θ(x0 − y0)e−ik·(x−y) + θ(y0 − x0)eik·(x−y)
]
. (D17)
Comparing Eq. (D14) with our earlier form of the Feyn-
man propagator (D17), we deduce
M(k)
N(k)2
∑
λ,λ′
ǫ(λ)µ (k)ǫ
(λ′)
ν (k) ηλλ′ =
1
k0+ + k0−
(η˜00)−1η¯µν .
(D18)
While there are various ways to satisfy Eq. (D18), we will
take
N(k) =M(k) = k0+ + k0− (D19)∑
λ,λ′
ǫ(λ)µ (k)ǫ
(λ′)
ν (k) ηλλ′ = (η˜
00)−1η¯µν (D20)
in what follows. It is a nontrivial but straightforward
exercise to verify that with the choices (D19) and (D20)
the equal-time commutators (D3) and (D4) are correctly
represented. As an aside, we note that the usual relation
[A˙µ(t, ~x), A˙ν(t, ~y)] = 0 is no longer valid.
Equation (D20) implies the normalization condition
ǫ(λ)µ (k)ǫ
(λ′)
ν (k) η˜
µν = (η˜00)−1ηλλ
′
. (D21)
It is convenient to select the timelike, unphysical polar-
ization mode as
ǫ(0)µ (k) =
kµ
mγ
√
η˜00
. (D22)
in accordance with the spin sum (D21). The three trans-
verse, physical polarization modes ǫ
(λ)
µ (k) for λ = 1, 2, 3
are orthonormal, spacelike vectors, orthogonal to kµ,
with respect to the effective metric η˜µν . This choice of
the transverse modes corresponds to defining the physical
states satisfying
〈phys|∂µη˜µνAν |phys〉 = 0 . (D23)
It follows from Eqs. (D20) and (D22) that the physical-
polarization sum becomes
η˜00
3∑
λ=1
ǫ(λ)µ (k)ǫ
(λ)
ν (k) = −η¯µν +
kµkν
m2γ
. (D24)
Finally, we note that with the choice (D19) the 3-
momentum measure appearing in Eq. (D15) satisfies the
property∫
d3k
k0+ + k0−
f(k0+, ~k) =
=
η˜00
2
∫
d4k δ4(kαη˜
αβkβ −m2γ)f(k0, ~k) , (D25)
where f(kµ) is an arbitrary even function of kµ.
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