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Abstract
Let A and B be sets of nonnegative integers. For a positive integer n let RA(n)
denote the number of representations of n as the sum of two terms from A. Let
sA(x) = max
n≤x
RA(n) and dA,B(x) = max
t: at ≤ x or bt ≤ x
|at − bt|. In this paper we
study the connection between sA(x), sB(x) and dA,B(x). We improve a result of
Haddad and Helou about the Erdo˝s - Tura´n conjecture.
2000 AMS Mathematics subject classification number : 11B34. Key words and phrases :
additive number theory, representation functions, Erdo˝s - Tura´n conjecture.
1 Introduction
Let N denote the set of nonnegative integers. Let A = {a1, a2, . . . }, 0 ≤ a1 < a2 < . . . ,
B = {b1, b2, . . . }, 0 ≤ b1 < b2 < . . . be infinite sequences of nonnegative integers. Let
RA(n) denote the number of solutions of the equation
ai + aj = n, ai, aj ∈ A, i ≤ j,
where n ∈ N. Let A(x) denote the number of elements of the sequence A up to x. A
(finite or infinite) set A of positive integers is said to be a Sidon set if all the sums
a + b with a, b ∈ A, a ≤ b are distinct. Let sA(x) = max
n≤x
RA(n) and sA = lim
x→∞
sA(x),
dA,B(x) = max
t: at ≤ x or bt ≤ x
|at − bt|, dA,B = lim
x→∞
dA,B(x). Throughout the paper we
use the following usual notations. If f and g are real functions, then f  g means that
f = O(g). If there exist positive constants c1 and c2 such that c1g ≤ f ≤ c2g then we
write f = Θ(g). We write f ∼ g if the function f is asymptotically equal to g.
In 1941 Erdo˝s and Tura´n [7] posed the following conjecture: if RA(n) is positive from
a certain point on, then it cannot be bounded. Despite all the efforts this conjecture is
still unsolved. In [8] and [9] Erdo˝s and Fuchs formulated the following conjecture which
is a little bit stronger then the original conjecture of Erdo˝s and Tura´n.
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Conjecture 1. For any A = {a1, a2, . . . } set of nonnegative integers with an ≤ cn2 for
all n and c > 0 real constant, we have lim sup
n→∞
RA(n) =∞.
It is clear that this conjecture implies the original conjecture of Erdo˝s and Tura´n. How-
ever, a lot of partial results has been made about the Erdo˝s - Tura´n conjecture [2, 3, 4, 5,
6, 7, 8, 9, 10, 15, 16, 18, 19, 20, 21, 22, 24, 25, 26, 28], very little progress has been made
about the generalized Erdo˝s - Tura´n conjecture. In [10], [12] Grekos, Haddad, Helou and
Pihko proved several statements that are equivalent to the generalized Erdo˝s - Tura´n
conjecture. In particular, they proved [12], [13] that the conjecture is true if an = o(n
2).
In [16] Haddad and Helou proved the following theorem:
Theorem 1 (Haddad, Helou, 2012). If |an−n2| = o(
√
log n), or in general |an− q(n)| =
o(
√
log n), where q(n) is a quadratic polynomial with rational coefficients, then RA(n) is
unbounded.
In this paper we improve on their result by proving that
Theorem 2. For an arbitrary ε > 0 if A ⊂ N, A = {a1, a2, . . . } such that |an − n2| =
O
(
e(log 2−ε)
logn
log logn
)
, then RA(n) cannot be bounded.
We conjecture that this result can be generalized.
Problem 1. Let q(n) be a real quadratic polynomial with positive leading coefficient. Is
it true that for |an − q(n)| = O
(
e(log 2−ε)
logn
log logn
)
we have sA =∞?
The aim of this paper is to study the connections between the functions sA(x), dA,B(x)
and sB(x). We distinguish four cases according to sA and dA,B are finite or infinite.
Theorem 3. deals with the case sA and dA,B are finite. We determine all the possible
triplets (sA, sB, dA,B). Note that the first part of Theorem 3. is Corollary 3. in [12].
Theorem 3. 1. Let A,B ⊂ N such that sA <∞, dA,B <∞. Then we have
sA
4dA,B + 1
≤ sB ≤ (4dA,B + 1)sA.
2. Let a, b, d ∈ Z+ such that
a
4d+ 1
≤ b ≤ (4d+ 1)a.
Then there exist A,B ⊂ N such that sA = a, sB = b, dA,B = d.
The following theorem deals with the case when the representation function RA(n) is
unbounded, but the distance dA,B(n) is bounded.
Theorem 4. 1. Let A, B ⊂ N such that sA = +∞, dA,B < +∞. Then
1
4dA,B + 1
≤ lim inf
x→∞
sB(x)
sA(x− 2dA,B) ≤ lim supx→∞
sB(x)
sA(x+ 2dA,B)
≤ 4dA,B + 1.
2
2. Let d be a positve integer and α, β positive real numbers such that 1
4d+1
≤ α ≤ β ≤
4d+ 1. Then there exist A, B ⊂ N such that sA = +∞, dA,B = d and
lim inf
x→∞
sB(x)
sA(x− 2d) = α, lim supx→∞
sB(x)
sA(x+ 2d)
= β.
The next theorem shows that for a finite sA and finite or infinite sB the rate of the
unbounded distance dA,B(n) can be arbitrary small.
Theorem 5. Let a ∈ Z+, b ∈ Z+ ∪ {∞} and let f : Z+ → N be a monoton increasing
function with f(n) → ∞. Then there exist A,B ⊂ N such that sA = a, sB = b and
|an − bn| ≤ f(n). The last inequality implies, that dA,B(n− 1) ≤ f(n).
The right hand side of inequality (1) in Lemma 1. implies that for a function f(n) and
for Sidon set A and set B having condition dA,B(n) f(n) we have sB(x) f(x). The
next theorem tells us that this is sharp for f(n) = n1/3.
Theorem 6. There exist a Sidon set (i.e., sA = 1) A ⊂ N, A = {a1, a2, . . . } and a set
B ⊂ N, B = {b1, b2, . . . } such that dA,B(n) n1/3 and sB(n) n1/3.
If sA is finite then a routine calculation gives that A(n) = O(
√
n). Hence for dA,B(n) =
O(n) we get that B(n) = O(
√
n), which implies that sB(n) = O(
√
n). We pose the
following question.
Problem 2. Is it true that for every 1/3 < α < 1/2 there exist sets A,B ⊂ N such that
sA <∞, dA,B(n) nα and sB(n) nα?
The following theorem is about the case when both the representation function RA(n)
and the distance dA,B(n) are unbounded.
Theorem 7. Let A,B ⊂ N such that sA =∞, dA,B =∞. Then we have
max{1, sA(x− 2dA,B(x))
dA,B(x)
}  sB(x) sA(x+ 2dA,B(x))dA,B(x).
We will prove Theorem 2. from Theorem 7. Starting out from the set of squares
A = {n2 : n ≥ 1} we will show that for any ε > 0 arbitrary small, we have sA(x) >
exp
(
(log 2− ε) log x
log log x
)
for x ≥ x0(ε). This implies Theorem 2. The following three
theorems deals with cubes.
Theorem 8. Let C be the set of positive cubes. Then we have sC(x) log log x.
The next result is a direct consequence of Theorem 7 and Theorem 8.
Corollary 1. Let us suppose that for a sequence an we have an = n
3 +o(log log n). Then
sA =∞
In the other direction we have
Theorem 9. There exists a set of positive integers such that an = n
3 +O(n2.5 log n), and
sA <∞.
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Problem 3. What conditions on α are needed to ensure that there exists a sequence an
such that an = n
3 +O(nα), and sA <∞?
It follows from Theorem 7 that
Corollary 2. Let sA(x) ∼ xα, dA,B(x) ∼ xβ. Then we have
xmax{0,α−β}  sB(x) xmin{α+β,1}.
Problem 4. Let α, β be nonnegative real numbers and max {0, α − β} ≤ γ ≤ min{α +
β, 1}. What conditions on α, β and γ are needed to ensure that there exist A, B ⊂ N
such that sA(x) ∼ xα, dA,B(x) ∼ xβ and sB(x) ∼ xγ?
2 Proofs
Lemma 1. For any subsets A and B of N we have
sA(x− 2dA,B(x))
4dA,B(x) + 1
≤ sB(x) ≤ sA(x+ 2dA,B(x))(4dA,B(x) + 1). (1)
Proof. Let n ≤ x. If bi + bj = n, then bi ≤ n ≤ x and bj ≤ n ≤ x. By the definition of
dA,B(x) we have
|ai − bi| ≤ max
t: at ≤ bi or bt ≤ bi
|at − bt| = dA,B(bi),
then we have
−dA,B(bi) ≤ ai − bi ≤ dA,B(bi),
thus
bi − dA,B(bi) ≤ ai ≤ dA,B(bi) + bi,
which implies
bi − dA,B(x) ≤ ai ≤ dA,B(x) + bi.
Similarly for bj,
bj − dA,B(x) ≤ aj ≤ dA,B(x) + bj.
It follows that
bi + bj − 2dA,B(x) ≤ ai + aj ≤ 2dA,B(x) + bj + bi,
thus
n− 2dA,B(x) ≤ ai + aj ≤ 2dA,B(x) + n.
Then we have
RB(n) ≤ |{(i, j) : n− 2dA,B(x) ≤ ai + aj ≤ n+ 2dA,B(x), i ≤ j}|
≤
∑
n−2dA,B(x)≤m≤n+2dA,B(x)
RA(m) ≤ (4dA,B(x) + 1) max
n−2dA,B(x)≤m≤n+2dA,B(x)
RA(m)
≤ sA(x+ 2dA,B(x))(4dA,B(x) + 1),
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which proves the second inequality of (1). If we replace x by x−2dA,B(x), and A by B in
the second inequality and by using the fact that dA,B(x− 2dA,B(x)) ≤ dA,B(x), we obtain
that
sA(x− 2dA,B(x)) ≤ sB(x− 2dA,B(x) + 2dA,B(x− 2dA,B(x)))(4dA,B(x− 2dA,B(x)) + 1))
≤ sB(x)(4dA,B(x) + 1),
which proves the first inequality in (1). 
Proof of the first part of Theorem 3. It is clear that there exists an x0 such that
if x ≥ x0 then sA(x) = sA, sB(x) = sB, dA,B(x) = dA,B. If we choose x = x0 + 2dA,B it
follows from (1) that
sA(x0 + 2dA,B − 2dA,B(x))
4dA,B(x0 + 2dA,B) + 1
≤ sB(x0 + 2dA,B) ≤ sA(x0 + 4dA,B(x))(4dA,B(x0 + 2dA,B) + 1),
thus
sA
4dA,B + 1
≤ sB ≤ (4dA,B + 1)sA,
which proves the first part of Theorem 3. 
Proof of the first part of Theorem 4. The first and the third inequality follows from
Lemma 1 immediately. We prove the second inequality by contradiction. Assume that
lim inf
x→∞
sB(x)
sA(x− 2dA,B) = α, lim supx→∞
sB(x)
sA(x+ 2dA,B)
= β,
where α > β. Then for any ε > 0 there exist an x0 such that for x ≥ x0 we have
sB(x) > (α− ε)sA(x−2dA,B) and sB(x) < (β+ ε)sA(x+ 2dA,B). Let x0 ≤ N ≤M . Then
we have ∑
N≤x≤M
(α− ε)sA(x− 2dA,B) <
∑
N≤x≤M
(β + ε)sA(x+ 2dA,B),
thus ∑
N+2dA,B≤x≤M−2dA,B
(α− β − 2ε)sA(x) (2)
≤
∑
M−2dA,B<x≤M+2dA,B
(β + ε)sA(x)
≤ 4(β + ε)sA(M + 2dA,B)dA,B.
Let ε = α−β
3
. We may choose N such that
sA(N) ≥ 4(β + ε)4dA,B
α− β .
Then we have ∑
N+2dA,B<x≤M−2dA,B
(α− β − 2ε)sA(x) ≥ α− β
3
(M −N − 4dA,B)sA(N) ≥
5
α− β
3
· 4(β + ε)4dA,B
α− β (M −N − 4dA,B) =
4
3
(β + ε)4(M −N − 4dA,B)dA,B.
It follows from (2) that
4
3
(β + ε)4(M −N − 4dA,B)dA,B ≤ 4(β + ε)(M + 2dA,B)dA,B,
thus we have
4
3
(M −N − 4dA,B) ≤M + 2dA,B,
which is a contradiction if N is fixed and M is large enough. 
Proof of Theorem 7. Theorem 7. follows from Lemma 1 immediately. 
Proof of Theorem 2. Let A be the set of positive squares. Consider the sequence
primes q1 < q2 < . . . where every qi ≡ 1 mod 4. Define
Qk =
k∏
i=1
qi.
Let QK denote the maximal Qk not exceeding x. It is easy to see from the well known
formula about the number of representations of a positive integer as the sum of two
squares [23] that RA(QK) = 2
K−1. The well known formula for primorial [27] implies
that
QK = e
(1+o(1))K logK .
It follows that
RA(QK) = e
(log 2+o(1))
logQK
log logQK .
It is clear that
log(Qk+1)
log(Qk)
→ 1
as k →∞. Thus we have
sA(x) ≥ e(log 2+o(1))
log x
log log x .
We apply Theorem 7. If bn = n
2 +O
(
e(log 2−ε)
log x
log log x
)
, then dA,B(x) = O
(
e(log 2−ε)
log x
log log x
)
.
Then by Theorem 7. we have
sB(x) sA(x− 2dA,B(x))
dA,B(x)
≥ e
(log 2+o(1)) log x
log log x
e(log 2−ε)
log x
log log x
= e(ε+o(1))
log x
log log x ,
which implies that sB =∞, thus the function RB(n) is unbounded. 
To prove the second part of Theorem 3. and Theorem 4. we need the following Lemma.
Lemma 2. Let a(n), b(n), d(n) be monotone increasing sequences of positive integers
satisfying
a(n)
4d(n) + 1
≤ b(n) ≤ a(n)(4d(n) + 1).
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We put
T (n) =
∑
k≤n
max{a(k), b(k)}.
Let cn = d(n)(2+10
n+T (n)). Then there exist sets A,B ⊂ N such that the following holds.
(i) sA(cn − 2d(n)) = sA(cn + 2d(n)) = a(n),
(ii) sB(cn − 2d(n)) = sB(cn + 2d(n)) = b(n),
(iii) dA,B(cn) = d(n),
(iv) A(cn) = B(cn) = 2T (n) ≥ 2n.
Proof. We give a construction for the sets A, B, which built up by blocks. Let A =
∪∞n=1A(n), and B = ∪∞n=1B(n), where
A(n) = {a(n)i : 1 ≤ i ≤ 2max{a(n), b(n)}}.
B(n) = {b(n)i : 1 ≤ i ≤ 2max{a(n), b(n)}}.
Assume that max{a(n), b(n)} = a(n). Then let
a
(n)
i =
{
d(n)10n−1+i+T (n−1), if 1 ≤ i ≤ a(n)
d(n)10n+T (n) − d(n)10n−1+i−a(n)+T (n−1), if a(n) + 1 ≤ i ≤ 2a(n),
therefore a
(n)
i = cn − 2d(n) − a(n)i−a(n) for a(n) + 1 ≤ i ≤ 2a(n). It is easy to see that for
any 1 ≤ i ≤ a(m) and a ∈ A, a < a(m)i we have
10a ≤ a(m)i . (3)
Let
b
(n)
i =

d(n)10n−1+i+T (n−1) − d(n)− 1 +
⌈
i
2b(n)
⌉
, if 1 ≤ i ≤ a(n)
d(n)10n+T (n) − d(n)10n−1+i−a(n)+T (n)
− d(n)− 1 +
⌈
i−a(n)+b(n)
2b(n)
⌉
, if a(n) + 1 ≤ i ≤ 2a(n).
Assume that max{a(n), b(n)} = b(n). Then let
a
(n)
i =
d(n)10
n−1+i+T (n−1) − d(n)− 1 +
⌈
i
2a(n)
⌉
, if 1 ≤ i ≤ b(n)
d(n)10n+T (n) − d(n)10n−1+i−b(n)+T (n−1) − d(n)− 1 +
⌈
i−b(n)+a(n)
2a(n)
⌉
, if b(n) + 1 ≤ i ≤ 2b(n),
and
b
(n)
i =
{
d(n)10n−1+i+T (n−1), if 1 ≤ i ≤ b(n)
d(n)10n+T (n) − d(n)10n−1+i−b(n)+T (n−1), if b(n) + 1 ≤ i ≤ 2b(n).
It is easy to see that for any 1 ≤ i ≤ b(m) and a ∈ A, a < a(m)i we have
10a ≤ a(m)i . (4)
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In the next step we prove that the above sets A and B satisfy the Lemma.
First we prove (i). To do this we show that both sA(cn + 2d(n)) ≥ a(n) and sA(cn +
2d(n)) ≤ a(n) hold. In the first case assume that max{a(n), b(n)} = a(n). It is clear
from the definition of a
(n)
i that a
(n)
i + a
(n)
i+a(n) = d(n)10
n+T (n) = cn − 2d(n) for 1 ≤
i ≤ a(n). Therefore, RA
(
d(n)10n+T (n)
)
= RA(cn − 2d(n)) ≥ a(n). Thus we have
sA(cn + 2d(n)) ≥ a(n). In the second case we assume that max{a(n), b(n)} = b(n). Now
we have a
(n)
i + a
(n)
i+b(n) = d(n)10
n+T (n) − 2d(n) = cn − 4d(n) for 1 ≤ i ≤ a(n), which
implies that RA(cn − 4d(n)) ≥ a(n) and so sA(cn + 2d(n)) ≥ a(n). It remains to prove
that sA(cn+2d(n)) ≤ a(n). Since d(n) is monotone increasing, if max{a(n), b(n)} = a(n)
then a
(n+1)
1 = d(n+1)10
n+1+T (n) > cn+2d(n) = d(n)10
n+T (n)+4d(n). On the other hand,
if max{a(n), b(n)} = b(n) then a(n+1)1 = d(n+ 1)10n+1+T (n+1) − d(n+ 1) > cn + 2d(n) =
d(n)10n+T (n) + 4d(n). It is enough to show that RA(as + at) ≤ a(n) for any fixed
as, at ∈ ∪ni=1A(i).
In the next we give an upper estimation to the number of pairs (u, v) such that as + at =
au + av, where au, av ∈ A, and we may suppose that as ≥ au ≥ av ≥ at, and as ∈ A(m)
for some m ≤ n. We distinguish two cases.
In the first case assume that max{a(m), b(m)} = a(m). We will prove that if as+at =
au + av is a nontrivial solution, i.e., RA(as + at) ≥ 2, then
as + at = d(m)10
m+T (m).
We have five subcases depending on how many of as, at, au, av are selected from the set
{a(m)1+10m , a(m)2+10m , . . . , a(m)10m+10m}.
If none of them are selected from the set {a(m)1+10m , a(m)2+10m , . . . , a(m)10m+10m}, then a(m)j +
at = au + av. It follows from (3) that au = a
(m)
j , thus as + at = au + av must be a trivial
solution.
If one of the terms as, at, au, av are selected from the set {a(m)1+10m , a(m)2+10m , . . . , a(m)10m+10m},
that is, as = a
(m)
j , for some a(m) < j ≤ 2a(m) then it is clear that a(m)j + at > au + av, a
contradiction.
If two of the terms as, at, au, av are selected from the set {a(m)1+10m , a(m)2+10m , . . . , a(m)10m+10m},
then let as = a
(m)
j and au = a
(m)
k , where a(m) < j ≤ k ≤ 2a(m). Then we have
cm − 2d(m)− a(m)j−a(m) + at = cm − 2d(m)− a(m)k−a(m) + av.
Thus we have
a
(m)
k−a(m) + at = a
(m)
j−a(m) + av. (5)
If k = j then as + at = au + av is a trivial solution. If j < k then it follows from (3) that
av = a
(m)
k−a(m) and at = a
(m)
j−a(m), therefore as + at = a
(m)
j + a
(m)
j−a(m) = d(m)10
m+T (m).
If three of the terms as, at, au, av are selected from the set {a(m)1+10m , a(m)2+10m , . . . , a(m)10m+10m},
then let as = a
(m)
j and au = a
(m)
k , where a(m) < j ≤ k ≤ 2a(m). Then we have
a
(m)
k−a(m) + at = a
(m)
j−a(m) + av,
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where only one term is selected from the set {a(m)1+10m , a(m)2+10m , . . . , a(m)10m+10m}, which is
absurd.
If four of the terms as, at, au, av are selected from the set {a(m)1+10m , a(m)2+10m , . . . , a(m)10m+10m},
then let as = a
(m)
j , au = a
(m)
k , av = a
(m)
l and at = a
(m)
q where a(m) < j ≤ k ≤ l ≤ q ≤
2a(m). Then
a
(m)
k−a(m) + a
(m)
l−a(m) = a
(m)
j−a(m) + a
(m)
q−a(m),
which must be a trivial solution.
We have a(m) elements of the set A in the interval[d(m)
2
10m+T (m), d(m)10m+T (m)
]
,
therefore RA(as + at) ≤ a(m) ≤ a(n).
In the second case assume that max{a(m), b(m)} = b(m). In this case we prove
that the nontrivial equation as + at = au + av implies the existence of the integers
1 ≤ j ≤ k ≤ b(m) such that as = a(m)j , at = a(m)j−b(m), au = a(m)k and av = a(m)k−b(m).
Then we have five subcases as above.
If none of them are selected from the set {a(m)1+10m , a(m)2+10m , . . . , a(m)10m+10m}, then as+at =
au + av, where as = a
(m)
j and 1 ≤ j ≤ b(m). It follows from (4) that au = a(m)j , thus
as + at = au + av must be a trivial solution.
If one of the terms as, at, au, av are selected from the set {a(m)1+10m , a(m)2+10m , . . . , a(m)10m+10m},
that is, as = a
(m)
j , for some b(m) < j ≤ 2b(m) then it is clear that a(m)j + at > au + av, a
contradiction.
If two of the terms as, at, au, av are selected from the set {a(m)1+10m , a(m)2+10m , . . . , a(m)10m+10m},
then let as = a
(m)
j and au = a
(m)
k , where b(m) < j ≤ k ≤ 2b(m). Then the equation
as + at = au + av means that
d(m)10m+T (m) − d(m)10m−1+j−b(m)+T (m−1) − d(m)− 1 +
⌈j − b(m) + a(m)
2a(m)
⌉
+ at
= d(m)10m+T (m) − d(m)10m−1+k−b(m)+T (m−1) − d(m)− 1 +
⌈k − b(m) + a(m)
2a(m)
⌉
+ av,
that is
d(m)10m−1+k−b(m)+T (m−1) + at
= d(m)10m−1+j−b(m)+T (m−1) + av +
⌈k − b(m) + a(m)
2a(m)
⌉
−
⌈j − b(m) + a(m)
2a(m)
⌉
,
therefore,
d(m)10m−1+k−b(m)+T (m−1) − d(m)− 1 +
⌈k − b(m)
2a(m)
⌉
+ at
= d(m)10m−1+j−b(m)+T (m−1) − d(m)− 1 +
⌈j − b(m)
2a(m)
⌉
+ av
+
⌈k − b(m)
2a(m)
⌉
−
⌈j − b(m)
2a(m)
⌉
+
⌈k − b(m) + a(m)
2a(m)
⌉
−
⌈j − b(m) + a(m)
2a(m)
⌉
,
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i.e.,
a
(m)
k−b(m) + at = a
(m)
j−b(m) + av +
⌈k − b(m)
2a(m)
⌉
+
⌈k − b(m) + a(m)
2a(m)
⌉
−
(⌈j − b(m)
2a(m)
⌉
+
⌈j − b(m) + a(m)
2a(m)
⌉)
.
If k = j then as + at = au + av is a trivial solution. Since b(m) ≤ a(m)(4d(m) + 1) and
b(m) < j ≤ k ≤ 2b(m), if j < k then we have
1 ≤
⌈k − b(m)
2a(m)
⌉
≤
⌈ b(m)
2a(m)
⌉
≤
⌈(4d(m) + 1)a(m)
2a(m)
⌉
= 2d(m) + 1,
and
1 ≤
⌈k − b(m) + a(m)
2a(m)
⌉
≤
⌈(4d(m) + 1)a(m) + a(m)
2a(m)
⌉
= 2d(m) + 1.
It follows from (4) that av = a
(m)
k−b(m) and by the definition of a
(m)
j−b(m) = d(m)10
m−1+j−b(m)+T (m−1)
it follows that at = a
(m)
j−b(m). Fix the elements as and at. The equation as + at = au + av
can be written in the form a
(m)
j + a
(m)
j−b(m) = a
(m)
k + a
(m)
k−b(m).
If three of the terms as, at, au, av are selected from the set {a(m)1+10m , a(m)2+10m , . . . , a(m)10m+10m},
then let as = a
(m)
j , au = a
(m)
k and av = a
(m)
l , where b(m) < j ≤ k ≤ l ≤ 2b(m). Then we
have
a
(m)
j + at < a
(m)
k + a
(m)
l ,
where only one term is selected from the set {a(m)1+10m , a(m)2+10m , . . . , a(m)10m+10m}, which is
absurd as we have seen earlier.
If four of the terms as, at, au, av are selected from the set {a(m)1+10m , a(m)2+10m , . . . , a(m)10m+10m},
then let as = a
(m)
j , au = a
(m)
k , av = a
(m)
l and at = a
(m)
m where b(m) < j ≤ k ≤ l ≤ q ≤
2b(m). Then by definition the equation a
(m)
j + a
(m)
q = a
(m)
k + a
(m)
l means that
d(m)10m+T (m) − d(m)10m−1+j−b(m)+T (m−1) − d(m)− 1 +
⌈j − b(m) + a(m)
2a(m)
⌉
+d(m)10m+T (m) − d(m)10m−1+q−b(m)+T (m−1) − d(m)− 1 +
⌈q − b(m) + a(m)
2a(m)
⌉
= d(m)10m+T (m) − d(m)10m−1+k−b(m)+T (m−1) − d(m)− 1 +
⌈k − b(m) + a(m)
2a(m)
⌉
+d(m)10m+T (m) − d(m)10m−1+l−b(m)+T (m−1) − d(m)− 1 +
⌈ l − b(m) + a(m)
2a(m)
⌉
.
Therefore,
d(m)10m−1+j−b(m)+T (m−1)−
⌈j − b(m) + a(m)
2a(m)
⌉
+d(m)10m−1+q−b(m)+T (m−1)−
⌈q − b(m) + a(m)
2a(m)
⌉
= d(m)10m−1+k−b(m)+T (m−1)−
⌈k − b(m) + a(m)
2a(m)
⌉
+d(m)10m−1+l−b(m)+T (m−1)−
⌈ l − b(m) + a(m)
2a(m)
⌉
,
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which implies that q = l and j = k, a trivial solution.
If RA(as + at) > 1 then for the nontrivial solution as + at = au + av we have integers
1 ≤ j ≤ k ≤ b(m) such that as = a(m)j at = a(m)j−b(m), au = a(m)k , av = a(m)k−b(m).
By the definition we have
d(m)10m+T (m) − d(m)10m−1+j−b(m)+T (m−1) − d(m)− 1 +
⌈j − b(m) + a(m)
2a(m)
⌉
+d(m)10m−1+j−b(m)+T (m−1) − d(m)− 1 +
⌈j − b(m)
2a(m)
⌉
= d(m)10m+T (m) − d(m)10m−1+k−b(m)+T (m−1) − d(m)− 1 +
⌈k − b(m) + a(m)
2a(m)
⌉
+d(m)10m−1+k−b(m)+T (m−1) − d(m)− 1 +
⌈k − b(m)
2a(m)
⌉
.
Thus we have⌈k − b(m) + a(m)
2a(m)
⌉
+
⌈k − b(m)
2a(m)
⌉
=
⌈j − b(m) + a(m)
2a(m)
⌉
+
⌈j − b(m)
2a(m)
⌉
.
Let j = (l1 − 2)a(m) + h1 and k = (l2 − 2)a(m) + h2, where 1 ≤ h1, h2 ≤ a(m). Then we
have⌈(l1 − 2)a(m) + h1
2a(m)
⌉
+
⌈(l1 − 1)a(m) + h1
2a(m)
⌉
=
⌈(l2 − 2)a(m) + h2
2a(m)
⌉
+
⌈(l2 − 1)a(m) + h2
2a(m)
⌉
,
hence ⌈ l1 − 1
2
⌉
+
⌈ l1
2
⌉
=
⌈ l2 − 1
2
⌉
+
⌈ l2
2
⌉
,
that is l1 = l2, which implies that the number of suitable pairs (u, v) is at most a(m) ≤
a(n).
Changing the role of a(n) and b(n), the proof of (ii) is the same as the proof (i) thus
we omit it and leave the details to the reader.
Now we prove (iii). Assume that max{a(m), b(m)} = a(m), where m ≤ n. Then if
1 ≤ i ≤ a(m), then
a
(m)
i − b(m)i = d(m) + 1−
⌈ i
2b(m)
⌉
.
As 1 ≤ i ≤ a(m) ≤ (4d(m) + 1)b(m), then we have
1 ≤
⌈ i
2b(m)
⌉
≤
⌈(4d(m) + 1)b(m)
2b(m)
⌉
= 2d(m) + 1,
then −d(m) ≤ a(m)i − b(m)i ≤ d(m). If a(m) < i ≤ 2a(m), then
a
(m)
i − b(m)i = d(m) + 1−
⌈i− a(m) + b(m)
2b(m)
⌉
.
Since a(m) ≤ (4d(m) + 1)b(m), then
1 ≤
⌈i− a(m) + b(m)
2b(m)
⌉
≤
⌈a(m) + b(m)
2b(m)
⌉
≤
⌈(4d(m) + 1)b(m) + b(m)
2b(m)
⌉
= 2d(m) + 1,
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thus −d(m) ≤ a(m)i − b(m)i ≤ d(m). As d(m) is monotonous increasing and |a(m)1 − b(m)1 | =
d(m), it follows (iii). If max{a(m), b(m)} = b(m), changing the role of a(m) and b(m),
the argument is the same.
The statement (iv) follows easily from the construction. By the definition of A(n) it
is clear that it has at least two elements. Therefore, up to cn the set A has at least 2n
elements. The same argument works for the set B as well. 
Proof of the second part of Theorem 3. If we put a(n) = a, b(n) = b, d(n) = d in
Lemma 2, the Theorem follows immediately. 
Proof of the second part of Theorem 4. Let us suppose that the monotone increasing
sequences {un} and {vn} satisfy
lim
n→∞
un
vn
= α,
and
lim
n→∞
un+1
vn
= β.
Let b(2n− 1) = un, b(2n) = un+1, a(2n− 1) = a(2n) = vn, and d(n) = dA,B in Lemma 2.
then by the construction we have
sB(c2n−1)
sA(c2n−1 − 2dA,B) =
un
vn
→ α,
and
sB(c2n)
sA(c2n + 2dA,B)
=
un+1
vn
→ β.
If c2n−1 ≤ k ≤ c2n, then sA(c2n−1 − 2dA,B) = sA(k − 2dA,B) = sA(k + 2dA,B) = sA(c2n +
2dA,B) = vn. It follows that
α← sB(c2n−1)
sA(c2n−1 − 2dA,B) ≤
sB(k)
sA(k − 2dA,B) =
sB(k)
sA(k + 2dA,B)
≤ sB(c2n)
sA(c2n + 2dA,B)
→ β.
If c2n ≤ k ≤ c2n+1, then sB(c2n − 2dA,B) = sB(k) = sB(c2n+1 + 2dA,B) = un+1. It follows
that
α← sB(c2n+1)
sA(c2n+1 − 2dA,B) ≤
sB(k)
sA(k + 2dA,B)
≤ sB(k)
sA(k − 2dA,B) ≤
sB(c2n)
sA(c2n + 2dA,B)
→ β,
which completes the proof. 
Proof of Theorem 5. First assume that b is a positive integer. Let a(n) = a. Without
loss of generality we may assume that a ≤ b. Let
b(n) =

a, if f(n) <
⌈
b
a
⌉
b, if f(n) ≥
⌈
b
a
⌉
,
and let d(n) = f(n) in Lemma 2. Since A(cn) ≥ 2n, dA,B(cn) = d(n) = f(n), then if
k ≤ 2n, this implies that |ak − bk| ≤ f(n), therefore |an − bn| ≤ f(n).
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On the other hand, if b = +∞, then let a(n) = a, b(n) = af(n), d(n) = f(n) in
Lemma 2. It follows that sB = +∞, sA = a, A(cn) ≥ 2n, dA,B(cn) = d(n) = f(n). This
implies that |an − bn| ≤ f(n). 
Proof of Theorem 6. We give a construction for the sets A and B recursively.
Define the sets A(m) and B(m) in the following way. Fix a nonnegative integer m
and we will choose the distinct positive integers 200 · 1000m ≤ b(m)1 , . . . , b(m)10m ≤ 300 ·
1000m. Define b
(m)
i+10m by b
(m)
i+10m = 1000
m+1 − b(m)i , where 1 ≤ i ≤ 10m. Let B(m) =
{b(m)1 , . . . , b(m)10m , b(m)10m+1, . . . , b(m)10m+10m}. It is easy to see that RB(1000m+1) ≥ 10m 
(1000m+1)1/3. This implies that sB(n)  n1/3. Now we define the sets A(m) in the
following way. Let a
(m)
i = b
(m)
i + i, and a
(m)
i+10m = b
(m)
i+10m , where 1 ≤ i ≤ 10m. Let
A(m) = {a(m)1 , . . . , a(m)10m , a(m)10m+1, . . . , a(m)10m+10m}. Define the sets A = ∪∞m=1A(m) and B =
∪∞m=1B(m) and let A = {a1, a2, . . . }, a1 < a2 < . . . and B = {b1, b2, . . . }, b1 < b2 < . . . .
It is clear that |aN − bN |  N and aN = Θ(N3) for every N , therefore dA,B(n)  n1/3.
In the next step we prove that A may be chosen for a Sidon set. Our strategy is the
following. It is clear from the definition that A is built up from blocks. We use the
greedy algorithm to construct the set A. Assume that we have already constructed the
first few blocks, and we have already chosen some elements to obtain the next block.
Suppose that this set satisfies the Sidon property. By the definition of a block, A(m)
contains two different type of elements, therefore in each step we have to add two new
elements to the set had already been constructed. We have to guarantee the Sidon prop-
erty. Since we have two new elements, we will need an extra condition to ensure that
the sum of the two new elements does not destroy the Sidon property either. More for-
mally, let B0 = {200, 800} and A0 = {201, 800} and assume that we have already chosen
blocks A(0), A(1), A(2), . . . , A(m−1) and integers a(m)1 , . . . , a
(m)
i−1, a
(m)
10m+1, . . . , a
(m)
10m+i−1, where
1 ≤ i ≤ 10m. For 0 ≤ l ≤ i− 1, define
A(m)l = ∪m−1t=0 A(t) ∪ {a(m)1 , . . . , a(m)l , a(m)10m+1, . . . , a(m)10m+l}.
We prove by induction on l that the integers a
(m)
j , a
(m)
j+10m may be selected such that A(m)l
satisfies the Sidon property, that is a + a
′ 6= a′′ + a′′′ , where a, a′ , a′′ , a′′′ ∈ A(m)l except
for the trivial solutions and the extra condition
a+ a
′ 6= 1000m+1 + j,
where a, a
′ ∈ A(m)l , and for every l ≤ j ≤ m. It is enough to prove that we may
add integers a
(m)
i and a
(m)
i+10m to the set A(m)i−1 retaining the Sidon property and the extra
condition.
a+ a
′ 6= 1000m+1 + j,
where a, a
′ ∈ A(m)i , for any i < j ≤ 10m. In order to guarantee it we distinguish six
cases. Let a, a
′
, a
′′ ∈ A(m)i−1, and we put a(m)i and a(m)i+10m to the set A(m)i−1. We have to
guarantee that adding new elements a
(m)
i and a
(m)
i+10mto the set A(m)i−1 does not destroy its
Sidon property i.e.,
a
(m)
i + a 6= a
′
+ a
′′
, (6)
and
a
(m)
i+10m + a 6= a
′
+ a
′′
, (7)
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and
a
(m)
i + a
(m)
i+10m 6= a+ a
′
, (8)
and
a
(m)
i + a 6= a(m)i+10m + a
′
. (9)
Moreover, by the extra condition we have
a
(m)
i + a 6= 1000m+1 + j, (10)
and
a
(m)
10m+i + a 6= 1000m+1 + j, (11)
where i < j ≤ 10m.
It is easy to see that the number of elemets of A(m)i−1 is less than 10m + . . . + 1,
thus the number of possibilities to choose triplets (a, a
′
, a
′′
) in (6) and (7) is at most
(10m + . . . + 1)3 · 2 <
(
10
9
· 10m
)3
· 2.
In the next step we show that inequality (8) holds. It is clear that a
(m)
i + a
(m)
i+10m =
1000m+1 + i and the extra condition a + a
′ 6= 1000m+1 + j for any a, a′ ∈ A(m)i−1 and
i − 1 < j ≤ 10m. In the special case j = i we have a + a′ 6= 1000m+1 + i, which proves
(8). In equation (9)
a
(m)
i + a 6= a(m)i+10m + a
′
= 1000m+1 + i− a(m)i + a
′
,
implies that
2a
(m)
i 6= 1000m+1 + i+ a
′ − a.
It is clear that the number of possibilities to choose pairs (a, a
′
) is at most (1 + . . . +
10m)2 < (10
9
10m)2.
It is easy to see that in inequalities (10) and (11) the number of possibilities to choose
pairs (a, j) and is at most 2 · (1 + . . . + 10m) · 10m < 20
9
· (10m)2.
It follows that the number of wrong a
(m)
i is at most
2
(10
9
10m
)3
+ (
10
9
10m)2 +
20
9
· (10m)2 < 100 · 1000m.
This shows that we may choose elements which does not destroy the Sidon property. 
Proof of Theorem 8. It is enough to prove that for every k ≥ 1, there exists an integer
n ≤ 100100k such that RC(n) ≥ k. To prove this we use the well-known formulas of Vieta:
Let us suppose that
x3 + y3 = az3,
then we have
(x(x3 + 2y3))3 + (−y(2x3 + y3))3 = a(x3 − y3)3z3.
After repeating we get(
x(x3 + 2y3)(x3(x3 + 2y3)3 − 2y3(2x3 + y3)3))3
+
(
y(2x3 + y3)(2x3(x3 + 2y3)3 − y3(2x3 + y3)3))3
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= a(x3 − y3)3 (x3(x3 + 2y3)3 + y3(2x3 + y3)3)3 z3.
We define the sequences ui, vi and wi recursively as follows. Let u1 = 4
k−1, v1 = 1 and
w1 = 1 and let
ui+1 = ui(u
3
i + 2v
3
i )(u
3
i (u
3
i + 2v
3
i )
3 − 2v3i (2u3i + v3i )3)
vi+1 = vi(2u
3
i + v
3
i )(2u
3
i (u
3
i + 2v
3
i )
3 − v3i (2u3i + v3i )3)
wi+1 = (u
3
i − v3i )(u3i (u3i + 2v3i )3 + v3i (2u3i + v3i )3)wi,
for i = 1, 2, . . . , k − 1. Then we have
u3i + v
3
i = (64
k−1 + 1)w3i
and wi|wk. Let xi = uiwiwk, yi = viwiwk and zi = wi, for 1 ≤ i ≤ k. Hence
x3i + y
3
i = (64
k−1 + 1)w3k.
It is enough to show that 0 < yi ≤ xi, the vectors (xi, yi) are different and (64k−1+1)w3k <
100100
k
. Obviously
xi+1
yi+1
=
ui+1
vi+1
=
ui
vi
· u
3
i + 2v
3
i
2u3i + v
3
i
· u
3
i (u
3
i + 2v
3
i )
3 − 2v3i (2u3i + v3i )3
2u3i (u
3
i + 2v
3
i )
3 − v3i (2u3i + v3i )3
. (12)
We will show by induction that ui ≥ 4k−ivi (and therefore ui ≥ vi) and ui, vi > 0. This
is trivial for i = 1. Let suppose that ui ≥ 4k−ivi ≥ 4vi for some 1 ≤ i ≤ k. Then we have
u3i (u
3
i + 2v
3
i )
3 − 2v3i (2u3i + v3i )3 > 0
and therefore by (10) we have
ui+1
vi+1
≥ ui
vi
· 1
2
· 1
2
,
which shows the inductive step. On the other hand in view of (10) we can see that
ui+1
vi+1
< ui
vi
, and therefore we have k different vectors (xi, yi). To finish the proof we have
to verify (64k−1 + 1)w3k < 100
100k . We know wi+1 ≤ 54u15i wi and therefore
wk ≤ 54k−1u15k−1u15k−2 . . . u151 w1 ≤ 54k−1u15(k−1)k−1
Since ui+1 ≤ 81u16i , we get
uk ≤ 811+16+162+···+16k−2 ≤ 81 16
k−1
15 ,
thus
(64k−1 + 1)wk ≤ (64k−1 + 1)54k−181(k−1)16k−1 ≤ 100100k ,
which completes the proof. 
Proof of Theorem 9. To prove Theorem 9 we use the probabilistic method due to
Erdo˝s and Re´nyi. The method is standard therefore we does not give the probabilistic
background here (see e.g. the excellent book of Halberstam and Roth [17]). We denote
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the probability of an event by P, and the expectation of a random variable ζ by E(ζ).
Let Ω denote the set of the strictly increasing sequences of positive integers. Theorem
13. in [17], p. 142. shows that one can obtain a valid probability space (Ω, X, P), where
the events E (n) = {A: A ∈ Ω, n ∈ A} are independent for n = 1, 2, . . . . We denote the
characteristic function of the event E (n) by %(A, n):
%(A, n) =
{
1, if n ∈ A
0, if n /∈ A.
Furthermore, for some A = {a1, a2, . . . } ∈ Ω denote by A(n) the number of elements of
A up to n, i.e.,
A(n) =
∑
a∈A
a≤n
1.
It is clear that
A(n) =
n∑
j=1
%(A, j)
is the sum of Boolean random variables. We need two basic results of probability theory.
Lemma 3. (Borel-Cantelli) Let X1, X2, . . . be a sequence of events in a probability space.
If
+∞∑
j=1
P(Xj) <∞,
then with probability 1, at most a finite number of the events Xj can occur.
See [17], p. 135. The next tool is the well-known correlation inequality of Chernoff.
Lemma 4. (Chernoff’s inequality) If ti’s are independent Boolean random variables and
X = t1 + . . . + tn, then for any δ > 0 we have
P
(|X − E(X)| ≥ δE(X)) ≤ 2e−min(δ2/4,δ/2)E(X).
See in [1]. Define the random sequence A by P({A: A ∈ Ω, n ∈ A}) = P(n ∈ A) = 1
3
1
n2/3
for every positive integer n. It is easy to see that
E(A(x)) =
x∑
n=1
1
3
1
n2/3
=
∫ x
1
1
3
y−2/3dy +O(1) = x1/3 +O(1).
As A(x) is the sum of independent Boolean random variables, it follows from Chernoff’s
inequality with δ = 3
x1/6
√
log x, that
P
(|A(x)− E(A(x))| ≥ 3
x1/6
√
log xE(A(x))
) ≤ 2e− 94x1/6 log xE(A(x))
< 2e−
9
4
x−1/3(log x)(x1/3+O(1)) < e−2 log x ≤ 1
x2
,
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if x is large enough. By the Borel - Cantelli lemma we have
A(x) = E(A(x)) +O(x1/6
√
log x).
with probability 1 for every x ≥ 2. It is clear that
n = A(an) = an
1/3 +O(a1/6n
√
log an).
It follows that
a1/3n = n+O(
√
n log n),
thus we have
an = n
3 +O(n5/2
√
log n).
On the other hand we put
r2(A, n) =
∑
1≤j<n/2
%(A, j)%(A, n− j),
which is also a random variable. It is easy to see that
E(r2(A, n)) = 1
9
∑
1≤j<n/2
1
j2/3(n− j)2/3 
1
n2/3
∑
1≤j<n/2
1
j2/3
=
1
n2/3
(∫ n/2
1
j−2/3dj+O(1)
)
 n−1/3.
Let Ei be the event
Ei = {i ∈ A, n− i ∈ A}.
It is clear that the events Ei’s are mutually independent. Thus we have
P(r2(A, n) > 3) ≤
∑
1≤i1<i2<i3<i4<n/2
P(Ei1 ∩ . . . ∩ Ei4) =
∑
1≤i1<i2<i3<i4<n/2
P(Ei1) . . .P(Ei4)
≤
(1
9
∑
1≤j<n/2
1
j2/3(n− j)2/3
)4
= E(r2(A, n))4  n−4/3.
It follows from the Borel - Cantelli lemma that with probability 1, for n > n0, r2(A, n) ≤
3. This implies that RA(n) is also bounded and so does sA(n). 
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