In faculty member selection, the large number of candidates is often a great challenge to the selection committee. A large number of candidates requires a large number of pairwise comparison matrices which leads to considerable time to obtain the final ranking of candidates. To determine a suitable approach we compared the singular value decomposition (SVD) and the duality approach in AHP for the average time taken to obtain a final ranking of candidates and compared them for their rank consistency. Simulation results showed that SVD is three times faster than the duality approach in AHP. A linear regression study and a two-way ANOVA study of the two approaches are presented.
Introduction
Saaty [1, 2] , nearly three decades ago, first introduced the Analytic Hierarchy Process (AHP) to tackle multi-criteria decision making problems. The AHP is easy, comprehensive and logical. It can be used in both quantitative and qualitative multi-criteria decision making problems and it is widely accepted by the decision making community, be they the academics or the practitioners. Among those who have been involved in the issue of criticism, study and application of the AHP are Donegan, Dodd and McMaster [3] , Schniederjans and Wilson [4] , Triantaphyllou and Mann [5] and Cheng, Young and Hwang [6] , to name a few.
In the AHP, true to its name, the multi-criteria decision making problem is structured hierarchically. At the top of the hierarchy or the first level is the main objective of the problem. To help ease the decision process, the problem is broken down into all possible related criteria contributing to the decision process. These form the second level of the hierarchy. The problem may even be further refined into sub-criteria under each of the selection criteria in level two. The decision maker is responsible for the size and complexity of the hierarchy with both left to his own discretion. At the lowest level of the hierarchy are the decision alternatives. The next step is for the decision maker to create square pairwise comparison matrices of the selection criteria, subcriteria and decision alternatives. From these pairwise comparison matrices, the decision maker will be able to derive the weights of the criteria, sub-criteria and decision alternatives that lead to the overall best decision. The AHP is also suitable for qualitative problems where Saaty's scale of relative importance is used in order to make the judgments in the pairwise comparison process.
Saaty suggested the Eigenvector Method (EM), where the right principal eigenvectors of the pairwise comparison matrices are used as the derived priority vectors. For example, consider pairwise comparisons of decision alternatives under criterion 1. A rough estimate of the eigenvector can be obtained as follows. First all elements in a column are divided by that column's sum producing a new normalized matrix. Next, the values of all elements in each row of the new normalized matrix are added up and then divide the sum by the number of elements in the row. The results would be the weights of the decision alternatives under selection criterion 1. Priority vectors are similarly derived for all the other pairwise comparison matrices.
The last step of synthesizing results throughout the hierarchy is to compute the overall ranking or weights of decision alternatives using the standard AHP weighting and adding process. The decision maker thus obtains the best decision for his/her problem: the alternative having the largest synthesized final priority.
To ensure that the decisions made are acceptable the decision maker needs to be consistent in his/her pairwise judgements. Thus the consistency ratio (C.R.) is set to be less than or in the neighbourhood of 0.10. Otherwise the decision maker needs to re-judge or re-evaluate his/her preference judgments in a pairwise comparison matrix. Details of the formulation are given in [1, 2] . However, the authors used their own calculated Random Inconsistency index (R.I) in the calculation of the C.R. for this study. The table of the R.I. for a matrix order n is given in Table 1 .
As widely accepted as it is, the AHP is not free of criticisms. Those include Belton and Gear [7] , Dyer and Wendell [8] , Escobar and Moreno-Jiménez [9] , to name a few. Other than the criticisms, the literature has also seen the AHP combined with other methods such as fuzzy logic [10] [11] [12] , dynamic programming [13] and engineering [14] .
The two main issues in the AHP are rank consistency and the time it takes to make judgments in a complex decision problem especially in cases when the number of decision alternatives to be addressed is large. This paper looks at two techniques in dealing with the above-mentioned issues, the singular value decomposition (SVD) in AHP and the duality approach in AHP applied to a case of faculty member selection. We study the linear regression analysis to examine whether there exists any linear relationship between the average time taken for each approach to obtain the final ranking of candidates, where the number of pairwise comparisons matrices is n × m, where n is the number of criteria and m denotes the number of decision alternatives. We also applied a two-way analysis of variance (ANOVA) technique where we tested the hypotheses that the number of rank consistencies between the two approaches depends on the C.R. of the pairwise comparison matrix and matrix size. In this paper, the number of rank consistencies is defined as the number of matches of the final ranking of candidates between the SVD and duality approaches in AHP.
In Section 2 we give a brief description of the structure of the two methods in faculty member selection. Section 3 discusses the linear regression study on the time complexity of the SVD in AHP and the duality approach in AHP. In Section 4 the ANOVA study is given and lastly, our conclusions are given in Section 5.
Methods of multi-criteria decision making applied to faculty member selection
In faculty member selection it is desirable to select the best of the proposed candidates to be the new member on a faculty. Candidates go through a number of procedures such as interviews, written tests, presentations, video presentations and so on before the final decision is made. The AHP is a suitable method to be used in this decision making problem since it is a qualitative multi-criteria decision making method. For the purposes of this paper, we restrict the hierarchy to three levels with the top level being the objective of selecting the best candidate; the second level consisting of the selection criteria: academic qualifications, working experience, leadership qualities and some Note: Practically speaking, there can be more selection criteria and more candidates.
As mentioned before, the number of candidates can be quite large, depending on how many advertisements have been put out about the vacancies. Hence the selection committee may face a great challenge in trying to make consistent pairwise comparisons both in terms of time consumption and in justifying the overall ranking results of AHP. Gass and Rapcsák [15] proved that the rank one left and right singular vectors, that is, the vectors associated with the largest singular value, yield a theoretically justified weight and Triantaphyllou [16] found that the duality approach reduces the total number of pairwise comparisons required when the number of decision alternatives is larger than the number of selection criteria plus one.
We applied linear regression analysis to see if there was any linear relationship between the pairwise comparison matrix size and the average time taken to obtain the final ranking results for each approach. On the issue of rank consistency, we did an ANOVA study to see whether the rank consistency between the two approaches depends on either the C.R. of the pairwise comparison matrix or on the matrix size.
Singular value decomposition (SVD) in AHP
Hitherto the SVD has gained popularity and become a useful and important tool in both the literature and practical worlds including image processing, gene expression analysis, geophysical inversion and face recognition. For a decision making problem, Gass and Rapcsák [15] integrated the SVD and the theory of low rank approximation of a matrix [17] with the AHP to obtain a better result.
To obtain the weights in SVD, we offer the following theorem.
Theorem 2.1. Let a pairwise comparison matrix A be given and let u and v be the left and right singular values belonging to the largest singular value of A, respectively. Then, the priorities, based on A, can be approximated by the uniquely determined, normalized positive weight vector
which is obtained by solving a distance-minimization and a measure-minimization problem with each having a unique solution.
All the proofs, justification and consistency measures based on SVD are available in [15] .
Duality approach in AHP
In Saaty's original AHP, the selection committee would have to provide the pairwise comparison matrices for the criteria and for the decision alternatives under each selection criterion. If there are n selection criteria and m candidates, the selection committee would have to make n(n − 1)/2 + n(m(m − 1)/2) pairwise comparisons, a substantial number even for a small n and m (<8).
In order to reduce the number of pairwise comparisons Triantaphyllou [16] proposed a method via the duality approach governed by the assumption that in a given multi-criteria decision making problem the criteria influence the perception of the alternatives and vice versa. Hence, instead of comparing two candidates under each selection criterion, the selection committee now looks at the relative importance of criterion 1 (leadership qualities, say) when compared to criterion 2 (say, general traits) in terms of candidate A, and so on. In other words, in a problem with n number of selection criteria and m number of decision alternatives, the m number of dual pairwise comparison matrices (denoted by
it is possible to derive the elements of any column in the decision matrix normalized in terms of each column, creating the matrix V by using the formula
However, when the above elements h i j are normalized by dividing each element by the sum of the entries of its column, the above formula becomes In dual pairwise comparisons the flexibility in choosing a way to normalize the decision matrix is due to the assumption governing it: "Given a matrix V and one row of a matrix H , then matrix H can be derived according to the above relation, assuming invariance of proportions".
Triantaphyllou has shown that when m > n + 1 the number of pairwise comparisons in the duality approach is n(n − 1)/2 + mn(n − 1)/2 + m(m − 1)/2 which is less than the amount required in the original AHP. More theorems and corollaries can be found in [16] .
A linear regression study on time complexity
In the duality approach the number of comparisons can be said to be less than the number of comparisons in the original AHP and thus reduce the amount of time needed to obtain the final ranking of the alternatives. The SVD in general, is computable in O(min{mn 2 , m 2 n}) time.
For each approach, we have used Monte Carlo simulations (functions written in Matlab). We considered the cases for n = 6 and n = 7 and 10 ≤ m ≤ 20. For each combination of n and m we considered 100 replications, so a total of 4200 matrices are randomly generated and modified to suit the AHP requirements. All the matrices in this study are with C.R. ≤ 0.10. We also incorporated a consistency improving method by Zeshui and Cuiping [18] to achieve the desired C.R. in order to reduce the simulation time.
From the 100 replications of each combination of n and m, we took the average time taken to obtain the overall ranks. The aim is to search for the linear relationship between the average time and the matrix size for the SVD approach in AHP and for the duality approach in AHP. Based on the simulation results, we plotted the regression line with m (number of candidates) as the independent variable versus the average time taken to obtain the overall rank as the dependent variable. The simulation results produced the graphs shown below in Figs. 2-5 .
From the graphs above, we found that a linear relationship exists between the average time taken to obtain the final ranking results and the order of the matrix for both the SVD and duality approaches in AHP. To study the relationship statistically, we tested the hypothesis on both the cases separately. For the first case, consider n = 6 and m = 10-20, the hypothesis to test is that there is no linear relationship between the average time taken to obtain the overall rank results and the order of the matrix when using the SVD to get the weights. Testing at 5% level of significance, we will reject the hypothesis if the test statistic calculated is bigger than t 0.025,9 = 2.262 or less than −t 0.025,9 = −2.262. From the data, the test statistic calculated is 20.01. Therefore we reject the null hypothesis and conclude that there 10  4  2  3  3  3  1  2  2  4  2  11  2  0  1  2  2  1  2  1  4  2 is significance evidence that there is a linear relationship between the average time taken to obtain the final ranking results and the order of the matrix when using the SVD in AHP. For the case of n = 7 and m = 10-20, with the same hypothesis and rejection rule, the test statistic calculated is 15.03. Again we reject the hypothesis and will have the same conclusion as in the previous case.
For the duality approach, we considered the same hypothesis: that there is no linear relationship between the average time taken to obtain the overall rank results and the order of the matrix. Considering the data used for Fig. 3 , for n = 6 and m = 10-20, the calculated test statistic is 10.43. Comparing this with the critical value of t 0.025,9 = 2.262, 10.43 is larger than 2.262. Hence we reject the null hypothesis and conclude that there exists a linear relationship between the average time taken and the order of the matrix when using the duality approach in AHP at a 5% significance level. Considering the case of n = 7 and m = 10 to, the test statistic equals 10.30. Again, our decision is to reject the null hypothesis that there is no linear relationship between the average time taken and the order of the matrix.
We have tested and concluded that the average time needed to obtain the final ranking of the candidates of our case study depends on the order of the matrix for both the AHP problem using the SVD and the duality approaches as the means to calculate the weights of selection criteria and decision alternatives. From the linear regression lines above, we can also deduce which is the better approach of the two. In the case of Figs. 2 and 3 , we see that the slope of the linear regression line when using the duality approach (b = 0.005702) is 3.29 times the slope of the regression line when using the SVD approach (b = 0.001739). Again, in the case of Figs. 4 and 5, the slope of the linear regression line when using the duality approach (b = 0.00656) is 3.29 times the slope of the regression line when using the SVD approach (b = 0.00199). Therefore, we can say that the SVD approach in AHP requires on the average less time to obtain the final ranking results than the duality approach in AHP.
A two-way ANOVA for the study of rank consistency
The issue of concern is the number of rank consistencies between the SVD and duality approach in AHP. The number of rank consistencies/consistency used in this paper refers to the number of matches of the final ranking of candidates between the SVD and duality approaches in AHP. Monte Carlo simulations are run to generate the data. We consider matrices with n = 7, m from 10 to 18 and C.R. values from 0.01 to 0.10 with an increment of 0.01. Each combination of n, m and C.R. with 100 times replications, we have generated 9000 random matrices each modified to be reciprocal with 1 on the diagonal entries. If the C.R. calculated is bigger than expected, we applied [18] a consistency improving method to save on simulation time.
Here, we study the effects of different C.R. values of the pairwise comparison matrices on the number of rank consistency between SVD and duality approaches in obtaining the final ranking results in AHP. Consider the C.R. values as the treatment factors. However, observations on the simulation results suggest a downward trend in the rank consistency when the matrix order increases. The results on rank consistency may also be controlled by the order of the matrix. Therefore to control any variability that may arise because of the order of the matrix, we study the effect of orders of the matrix on the number of rank consistencies. Here the order of the matrix becomes the blocking (block) factor. The simulation results are summarized in a tabular format in Table 2 . For the first study, the null hypothesis is that there is no difference in the number of rank consistencies between the SVD and duality approaches in the AHP with respect to different C.R. values or when the treatment effects of the C.R. values are equal to 0. The second study is to test the null hypothesis that the block effects of the order of the matrix are equal to 0 or that there is no difference in the number of rank consistencies between the SVD and duality approaches in the AHP with respect to different orders of the matrix. Both the tests are conducted at the 5% level of significance. The ANOVA table is given in Table 3 .
In the first study, the C.R. values considered are from 0.01 to 0.10 with an increment of 0.01. The values are selected following Saaty's statement that pairwise comparison matrices having C.R. values less than 0.10 are acceptable. The rejection rule is to reject the null hypothesis if the F-test statistic calculated for the treatment effect is bigger than the critical value of f 0.05,9,72 = 2.013. The treatment F-test statistic is 1.51. Therefore we fail to reject the null hypothesis and conclude that there is no significant evidence that the C.R. value affects the number of rank consistencies of the overall rank results obtained by using the SVD and duality approaches in AHP.
To test the effects of the order of the matrix on the number of rank consistencies, we used a matrix order of n = 7 (the number of selection criteria in faculty member selection) and m from 10 to 18 (number of candidates is large). The critical value for the rejection rule is f 0.05,8,72 = 2.070. F-test statistic calculated for the block factor (from the ANOVA table) equals to 27.48 and is bigger than 2.070. Therefore we reject the null hypothesis and conclude that there is significant evidence that the order of the pairwise comparison matrix affects the number of rank consistency of the overall rank results for the SVD and duality approaches in AHP.
Conclusion
The linear regression analyses showed that there exists a linear relationship between the average time used to compute the final ranking of candidates in faculty member selection and the order of the pairwise comparison matrix. Also we have seen that the ratio of the slope of the regression lines is 3.29, so we can say that the average time taken to compute the final ranking results with the SVD approach in AHP is one-third of the average time taken with the duality approach in AHP.
A two-way ANOVA study tested and concluded that at the 5% level of significance the number of rank consistencies of the final ranking of candidates ranks given by the SVD and the duality approaches in AHP does not depend on the C.R. value of the pairwise comparison matrix. In the case of perfect consistency (i.e. C.R. = 0.00), the number of matches of candidates' rankings in both the SVD and duality approaches in AHP is more. However, in the case of order of the matrix (number of candidates), when the number of candidates is large, then the number of rank consistencies or matches in the rankings of the SVD and duality approaches in AHP will be very small or zero.
