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We report theory for time-resolved spectator resonant Interparticle Coulombic Decay (ICD) pro-
cesses. Following excitation by a short extreme ultraviolet pulse, the spectrum of the resonant ICD
electron develops. Strong-field ionization is imagined to quench the decay at different time delays
and to initiate regular ICD.In this latter process, the ICD electron signal can be measured without
interference effects. The typical lifetimes of ICD processes allow for the observation of oscillations
of the time- and energy-differential ionization probability. We propose to utilize this oscillation to
measure lifetimes of electronic decay processes.
I. INTRODUCTION
Interparticle Coulombic Decay (ICD) [1, 2] is an elec-
tronic decay process of ionized systems consisting of at
least two weakly bonded units, be it atoms, molecules or
clusters. ICD has been observed in multiple systems like
noble gas clusters [3–11] and clusters of different solvent
molecules like water [4, 5, 12] or ammonia [13–16]. It
allowed to explain the repair mechanism of the enzyme
photolyase [17] and was used to establish a more effi-
cient double ionization strategy [18]. ICD is furthermore
discussed as a source of slow electrons, which are most
efficient in damaging the DNA after exposure to high
energy radiation or radioactive materials in the human
body [19–24]. In this work, we shed light on this fun-
damental process by offering a time-resolved perspective
directly of the electron dynamics.
Due to developments in creating short pulses in the
extreme ultraviolet (XUV) and x-ray domain [26] a
time-dependent investigation of ICD processes should be
within reach. Fano profiles of a much faster autoion-
ization (AI) process were recently measured [27, 28].
A few time-resolved investigations of ICD have already
been performed theoretically and experimentally, where
the ions produced in the process were measured [29–36].
However, electrons can be measured with higher energy
resolution than ions and grant direct access to the elec-
tron dynamics and interference effects during the process.
In this work, we will therefore focus on the evolution of
the time- and energy-differential ionization probability,
propose how it might be possible to measure this quan-
tity in experiment, and discuss how decay lifetimes can
be determined from the time-resolved signal.
In brief, the ICD process starts from a unit A, which is
ionized in the inner valence shell. This vacancy is filled
by an electron from the same unit and the excess en-
ergy is simultaneously transferred to a neighbouring unit
B. The latter is consequently ionized by emission of the
ICD electron. The two positively charged units undergo
a Coulomb explosion (see Fig. 1). A related process is
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initiated by an excitation of unit A. This resonant ICD
(RICD) can be characterized by the behaviour of the ex-
cited electron: it either participates in the decay process
or not. The respective processes are called participator
RICD (pRICD) [37] and spectator RICD (sRICD) [37–
42]. In this work, we will focus on the sRICD signal: Unit
A is excited from the inner valence. The vacancy is then
filled by an electron from the valence and the excess en-
ergy is used to ionize the neighbouring unit B (see Fig. 1).
This process is usually characterized by lifetimes of sev-
eral tens to hundreds of femtoseconds. After the sRICD
process, the excited unit A decays via fluorescense within
a few nanoseconds. AI and pRICD are competing decay
channels and their effect on the sRICD signal is taken
into account in the theory developed below.
We propose to initiate a sRICD process by exciting
with a short XUV pulse. The system will then decay
under emission of an sRICD electron. This is illustrated
in Fig. 1 for electronic energies and resonance parame-
ters corresponding to the neon dimer after an excitation
to the Ne 2s−15p state. At a later time ts, a second
short and intense infrared (IR) laser pulse quenches the
sRICD process by ionization. By varying the time delay
ts one should be able to observe the time-dependent for-
mation of the sRICD signal, as illustrated to the right in
Fig. 1 before the second laser pulse, by pump-probe spec-
troscopy similar to the AI process measured in Ref. [27].
At the same time, the proposed quenching would initiate
an ICD process involving the excited ion A+∗. Due to
the strong-field ionization initiating this latter process,
the signals are well-separated in energy. In this paper
we provide the basic formulation for a purely electronic
solution upon which more complex scenarios, including
nuclear dynamics, will be built in future work.
II. THEORY
The relevant property for the description of the
time evolution of the ICD processes is the time- and
energy-differential ionization probability obtained from
the time-dependent wavefunction |Ψ(t)〉 by P (Ekin, t) =∑
i
|〈Ei|Ψ(t)〉|2. Here |Ei〉 denotes a continuum state with
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2FIG. 1. Illustration [25] of the considered process. At t = 0, a spectator Resonant Interparticle Coulombic Decay (sRICD) is
initiated by XUV excitation. At a later time ts, which in this example plot is 35 fs, a second strong infrared laser pulse quenches
the sRICD process by ionization and thereby initiates ICD. The signals of the respective electrons with kinetic energies Ekin
are well separated. While the sRICD appears from the start of the XUV pulse centered at t = 0, the ICD signal appears
after the second pulse. This approach allows for a time-resolved measurement of the sRICD signal and an interference free
measurement of the ICD signal. sRICD: Unit A is excited from the inner valence shell. The created vacancy is filled with
an electron from the outer valence and the excess energy is simultaneously transferred to B, which emits the sRICD electron.
ICD: The initial state is created by removing the excited electron in A. It is then filled by an electron of the outer valence of
A while the excess energy is transferred to B, which consequently emits the ICD electron. The two units are both positively
charged and therefore undergo Coulomb explosion. The panel to the right illustrates typical time and energy resolved traces
of sRICD and ICD electrons (see text).
energy Ei, which entails both the kinetic energy Ekin of
the emitted electron and the energy of the final cationic
state i. These continuum states are orthogonal to all
bound states of the system and amongst each other. Be-
cause the signals of the competing decay channels do
not overlap, we can and will focus on the sRICD signal.
Atomic units are used throughout unless stated other-
wise.
We obtain the wavefunction of the system by solv-
ing the time-dependent Schro¨dinger equation i∂t |Ψ(t)〉 =
H(t) |Ψ(t)〉 for a model system consisting of the ground
state |G〉, the resonant state |R〉 for the sRICD and the
resonant state |I〉 for the ICD process, as well as three
sets of continuum states characterized by the respective
final state energy of the decay process. All parameters
describing a general resonant state are designated by the
index r. The Hamiltonian consists of the single configura-
tion Hamiltonian H0, the residual configuration interac-
tion operators VRICD and VICD as well as Vo for the com-
peting autoionization and pRICD decay channels, and
the operator HX(t) of the exciting XUV pulse:
H(t) = H0 + VsRICD + Vo + VICD +HX(t). (1)
The effect of the ionizing infrared pulse is modelled by
terminating the sRICD and starting the ICD process at
the time of the second pulse ts. We will come back to
this point below.
A. Description of the RICD process
The sRICD process we intend to describe in a fully
time-dependent manner is schematically illustrated in
Fig. 2. Starting from the ground state |G〉 we excite
the system with an XUV pulse with a mean photon en-
ergy Ω into the resonant state |R〉 with the corresponding
energy ER. This resonant state can then under emission
of an electron either decay to the continuum state charac-
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FIG. 2. Schematic illustration of the energy levels involved
in the RICD process. The laser pulse with mean photon en-
ergy Ω excites the system into the resonant state |R〉 with
energy ER. The resonant state couples to two continua (de-
noted Cont. in the figure), one characterized by the sRICD
final state, the other characterized by the pRICD and AI fi-
nal state. Both channels have partial lifetimes in the order
of femtoseconds. The continuum state of the sRICD process
can then couple to other continuum states by emission of a
photon. This fluorescence process has a lifetime τfl., which
typically is in the order of nanoseconds and therefore much
larger than the timescales of interest here. Alternatively, all
continuum states can be reached directly by simulateneously
ionizing and exciting in case of the sRICD or single ionization
in case of the pRICD and AI. All couplings to the continuum
via spontaneous radiative transitions are ignored in this work.
terized by a final state of the sRICD |EsR〉 with a partial
lifetime of τsR or to a continuum state characterized by
the shared final state of pRICD and autoionization (AI)
decay |Eo〉 with a different partial lifetime τo. The con-
tinuum state of the sRICD couples to other continuum
states under emission of a photon. This fluorescence pro-
cess is usually several orders of magnitudes slower than
the electronic decay process and is therefore ignored in
this work. Alternatively to arriving in the continuum via
the decaying resonant state, a simultaneous direct exci-
tation and ionization in the case of sRICD or a direct
ionization in case of the pRICD and AI channel, is also
possible, which is denoted ”dir” in the figure.
We assume low field strengths of the XUV pulse and
therefore use first-order perturbation theory to describe
its interaction with the system. Hence, the wavefunction
evolves according to
|Ψ(t)〉 = U˜(t, t0) |G(t0)〉 − i
t∫
t0
dt′ U˜(t, t′)HX(t′) |G(t′)〉 .
(2)
Here, U˜(t, t0) is the time evolution operator from a time
t0 until time t of the unperturbed system pertaining to
the first four terms on the right hand side of Eq. (1).
We are free to choose an energy reference and there-
fore set EG = 0. This conveniently removes the time-
dependence from the ground state, since |G(t0)〉 =
exp{−iEGt0} |G〉 = |G〉.
We introduce approximations for the time-evolution
operator U˜(t, t′) appearing in the last term of Eq. (2).
After the system has interacted with the XUV via HX(t
′)
at time t′, the system decays via the configuration inter-
action V . In this general discussion, V refers to the sum
of all configuration interaction terms of Eq. (1). We will
specify the explicit form of V for the different cases below.
In the continuum we neglect the Coulomb interaction for
simplicity, which leads to the time evolution operator
U˜(t, t′) = U0(t, t′)− i
t∫
t′
dt′′ U0(t, t′′)V U˜(t′′, t′), (3)
where U0(t, t
′) is the free-particle time-evolution opera-
tor.
By inserting Eq.(3) into Eq.(2) we arrive at
|Ψ(t)〉 =U˜(t, t0) |G〉
− i
t∫
t0
dt′ U0(t, t′)HX(t′) |G〉
−
t∫
t0
dt′
t∫
t′
dt′′ U0(t, t′′)V U˜(t′′, t′)HX(t′) |G〉 .
(4)
The time-evolution operator U˜(t′′, t′) in the last in-
tegral describes the contribution of the Hamiltonian
H0 + V . This is equivalent to the Hamilton operator
used in Fano’s description [43] of a decaying resonant
state and below we therefore add the subscript F to the
time-evolution operator and remove the tilde.
We now project on a continuum state |EsR〉 charac-
terized by the sRICD final state energy of the ionized
system and the kinetic energy of the emitted electron.
The first term vanishes, because of the orthogonality be-
tween bound and continuum states, and we obtain
〈EsR|Ψ(t)〉 =− i
t∫
t0
dt′ 〈EsR|U0(t, t′)HX(t′)|G〉
−
t∫
t0
dt′
t∫
t′
dt′′ 〈EsR|U0(t, t′′)V
× UF (t′′, t′)HX(t′) |G〉 . (5)
The time-evolution operator U0(t, t
′) solves the time-
dependent Schro¨dinger equation for the Hamiltonian
~p2/2. The corresponding wavefunctions with wavevector
4~k are |Ψ0~k(t)〉 = |~k〉 exp
[
−i
t∫
−∞
dt′ 12
~k2
]
. Another way of
formulating a time-evolution operator is by a projection
from basis functions at time t′ to such of time t:
U0(t, t
′) =
∫
d~k |Ψ0~k(t)〉 〈Ψ0~k(t′)| . (6)
At this point we only consider the kinetic energy of the
emitted electron and can therefore write the projection of
a general continuum state 〈E| on the free-particle time-
evolution operator in the following way:
〈E|U0(t, t′) = 〈E| exp[iΦ0(E, t, t′)] (7)
= 〈E| exp
[
−i
t∫
t′
(
k2
2
+ Efin
)
dt′′′
]
, (8)
where k2/2 is the kinetic energy relative to the final state
Efin. The interaction V between a general resonant state
|r〉 coupling to one of the continuum states is given by
V =
∫
dE′ |E′〉VE′r 〈r|+
∫
dE′ |r〉VrE′ 〈E′| . (9)
For two different final states, and therefore two con-
tinua, it reads
V =
∫
dE′1 |E′1〉VE′1r 〈r|+
∫
dE′1 |r〉VrE′1 〈E′1|
+
∫
dE′2 |E′2〉VE′2r 〈r|+
∫
dE′2 |r〉VrE′2 〈E′2| .
(10)
This case is, e.g., relevant for systems that can not only
decay via sRICD but also via autoionization or pRICD,
which both yield a singly ionized system, which is the
case that we investigate. At the same time, the initiating
energy of the XUV laser pulse will be chosen too low to
initiate an ICD process. Hence, V = VsRICD + Vo in our
case.
We also insert the resolution of the identity between
the Fano time-evolution UF (t
′′, t′) operator, to be speci-
fied below, and the Hamilton operator of the XUV field
using
1 = |R〉 〈R|+
∫
dE′1 |E′1〉 〈E′1|+
∫
dE′2 |E′2〉 〈E′2| (11)
= |R〉 〈R|+
∫
dE′sR |E′sR〉 〈E′sR|+
∫
dE′o |E′o〉 〈E′o| .
(12)
By suppressing all dependences on angular momentum
and using Eqs. (5), (10) and (12) we arrive at an ampli-
tude of the sRICD process for the resonance |R〉 consist-
ing of four terms:
〈EsR|Ψ(t)〉 =− i
t∫
t0
dt′ 〈EsR|U0(t, t′)HX(t′)|G〉 −
t∫
t0
dt′
t∫
t′
dt′′ 〈EsR|U0(t, t′′)|EsR〉 VER 〈R| URF (t′′, t′)|R〉 〈R|HX(t′)|G〉
−
t∫
t0
dt′
t∫
t′
dt′′
∫
dE′sR 〈EsR|U0(t, t′′)|EsR〉 VER 〈R| URF (t′′, t′)|E′sR〉 〈E′sR|HX(t′)|G〉
−
t∫
t0
dt′
t∫
t′
dt′′
∫
dE′o 〈EsR|U0(t, t′′)|EsR〉 VER 〈R| URF (t′′, t′)|E′o〉 〈E′o|HX(t′)|G〉 . (13)
In these expressions, U0(t, t
′) is the free particle time
evolution operator, whose action was specified in Eq. (8).
VER = 〈E|V |R〉 =
√
ΓsR/(2pi) is related to the par-
tial sRICD decay rate of the resonant state ΓsR and
URF (t
′′, t′) is the Fano time-evolution operator, which is
specific to the resonant state |R〉. The variables of the
other, competing, processes are designated with the in-
dex o. The total decay width of the RICD resonant state
is given by ΓR = ΓsR + Γo.
The terms of Eq. (13) are linked to the different path-
5ways shown in Fig. 2 as follows. The first term of Eq. (13)
describes the direct excitation and ionization to the con-
tinuum state, while the second term describes the excita-
tion from the ground state to the resonant state followed
by a decay to the continuum state. The third, indirect,
term describes the direct excitation and ionization to the
continuum state related to the sRICD final state, which
couples to the resonant state, which then again decays
into the continuum state. The last term is similar to the
indirect term, but couples to the continuum of the com-
peting pRICD and AI channels. Due to a different model
system including only one final state, the latter term is
not present in Eq. (11) of Ref. [44]. The interference
of these different terms leads to the characteristic Fano
profile [43].
We describe the interaction between the system and
the exciting XUV field in the dipole approximation.
Therefore, the corresponding Hamilton operator in the
length gauge is given by HX(t
′) = −µEX(t′) =
−µ ddt′AX(t′)fX(t′), where EX(t′) denotes the time-
dependent field strength of the XUV laser, while µ de-
notes the dipole operator, AX(t
′) = A0X cos(Ωt′) is the
vector potential of the laser field in the direction of the
linear polarization and fX(t
′) is the Gaussian pulse en-
velope. Over the energy range of interest, we assume
the transition dipole matrix element from the ground
state to the continuum to be independent of the energy of
the continuum state. To indicate these assumptions, we
change the notation as 〈Ei|µ|G〉 = 〈Ci|µ|G〉. We further-
more assume the coupling elements between the resonant
and the continuum state to be real and independent of
the continuum energy and therefore change the notation
VE1R → VR and VE2R → WR. Then, the Fano matrix
elements, i.e., 〈R| URF (t′′, t′)|R〉 and 〈R| URF (t′′, t′)|E′〉 of
Eq. (13), can be solved using the projection formulation
of the Fano time-evolution operator and solving the re-
sulting integral by contour integration. Hence, we write
the Fano time-evolution operator as
UF (t
′′, t′) =
∫
dE |ΨE(t′′)〉 〈ΨE(t′)|
=
∫
dE |ΨE〉 〈ΨE | exp[−iE(t′′ − t′)]. (14)
The evaluation of these Fano matrix elements is given
in Appendix A and for the sRICD signal we finally arrive
at:
〈E|Ψ(t)〉 =i 〈CsR|µ|G〉
t∫
t0
dt′ exp[iΦ0(EsR, t, t′)]EX(t′)
+
(
VR 〈R|µ|G〉 − ipiV 2R 〈CsR|µ|G〉
−ipiVRWR 〈Co|µ|G〉)
×
t∫
t0
dt′
t∫
t′
dt′′ exp[iΦ0(EsR, t, t′′)]
exp[−i(ER − ipi(V 2R +W 2R))(t′′ − t′)]EX(t′).
(15)
The first integral corresponds to the direct ionization
process. The second integral is identical for the resonant
and the two indirect terms. They have, though, different
prefactors. For the case of a slowly varying envelope func-
tion ( ddt′ fX(t
′) ≈ 0) and only considering the absorption
of an XUV photon these two integrals are solved analyt-
ically for times after the exciting pulse. The direct term
is given by
− A0XΩ 〈CsR|µ|G〉
4
exp
[
−it(Ekin + Efin)
]
exp
[
−σ
2
2
(Ekin + Efin − Ω)2
]
<
[
erf
(
1√
2σ
(TX
2
+ iσ2
(
Ekin + Efin − Ω
)))]
,
(16)
where < denotes the real value and erf denotes the er- ror function. The resonant and indirect ionization terms
without their respective prefactors are given by
+
A0X Ω
4(ER − ipi(V 2R +W 2R)− Ekin − Efin)
exp
[
−it(ER − ipi(V 2r +W 2R))
]
exp
[
−σ
2
2
(ER − Ω)2
](
erf(τ1,max)− erf(τ1,min)
)
− A0X Ω
4(ER − ipi(V 2R +W 2R)− Ekin − Efin)
exp
[
−it(Ekin + Efin)
]
exp
[
−σ
2
2
(Ekin + Efin − Ω)2
](
erf(τ2,max)− erf(τ2,min)
)
(17)
6with τ1,max =
1√
2σ
(
TX
2 − iσ2(ER − ipi(V 2R +W 2R)− Ω)
)
,
τ1,min = − 1√2σ
(
TX
2 + iσ
2(ER − ipi(V 2R + W 2R) − Ω)
)
,
τ2,max =
1√
2σ
(
TX
2 − iσ2(Ekin + Efin − Ω)
)
and τ2,min =
− 1√
2σ
(
TX
2 + iσ
2(Ekin + Efin − Ω)
)
. Here, σ is the stan-
dard deviation of the Gauss distribution in time and TX
is the duration of the exciting XUV pulse.
The time- and energy-differential ionization probabil-
ity of the RICD process is the absolute square of the
amplitude given in Eq. (15) and therefore a sum over 28
different terms (7 absolute squares and 21 mixed interfer-
ence terms). Their relative contributions are determined
by the Fano parameter q = 〈R|µ|G〉〈C|µ|G〉piVR .
B. Transition from the Resonant State of the
RICD Process to the initial state of the ICD Process
We propose a time-resolved measurement of the RICD
process, where the quenching of the RICD process by
strong field ionization with an IR pulse at time ts entails
the initiation of an ICD process. Technically, this means
a population transfer from the resonant state of the RICD
process to the initial state of the ICD process. We assume
the transition in time to be Gaussian shaped and that
the ICD signal is unaffected by pulse shape effects. The
transition is modelled as follows.
We determine the remaining population of the resonant
state of the RICD process N0 at the beginning of the
second pulse t = ts − δt as:
N0 =
| 〈R|µ|G〉 |2
4
exp[−σ2(Ω− ER)2]
× exp[−(ΓsR + Γo)(ts − δt)]. (18)
Here, δt is chosen as 52σIR with σIR being the standard
deviation of the IR pulse in time. We assume the de-
crease of the population NR(t) in the resonant state of
the RICD process |R〉 to have a Gaussian shape fIR(t)
centered around the time of the second pulse:
dNR(t)
dt
= −fIR(t)NR(t) (19)
and therefore
NR(t) = N0 exp
[
−α
2
erf
(
− δt√
2σ
,
t− ts√
2σ
)]
. (20)
Correspondingly, the population of the initial state |I〉
of the ICD process NR(t) is increased
NI(t) = N0 −NR(t). (21)
The square roots of the time-dependent populations
are then updated in every time step and used instead of
〈r|µ|G〉 in the calculation of the amplitude of the ioniza-
tion probability. In order to allow for a complete depop-
ulation of the resonant state, we have chosen α = 8.
Since we assume a direct population of the resonant
state of the ICD process |I〉 from the resonant state of
the sRICD process |R〉 induced with a short and intense
laser pulse, we assume, that the terms of Eq. (13), which
are mediated by the continuum, can be neglected. After
the end of the ionizing pulse the amplitude of the ICD
process associated with resonance |I〉 therefore reads
〈E|Ψ(t)〉 = −
t∫
t0
dts
t∫
ts+δt
dt′′ 〈E|U0(t, t′′)|E〉 VEI 〈I| U IF (t′′, ts)|I〉
√
NI . (22)
III. COMPUTATIONAL DETAILS
In our model system, where the nuclei are kept fixed,
we evaluated Eq. (13), and simulated the time-dependent
build up of the Fano resonance for the sRICD process for
parameters corresponding to those of the neon dimer at
the equilibrium distance of 3.08 A˚ [47] after an excitation
to the Ne2s−12p65pz state. The parameters are given in
Table I. All simulations were performed with ELDEST
[48–52], where only the outer integral over t′ in Eq. (15)
is solved numerically. We use the Fano parameter q = 10.
The exact q value is unknown to us, but we expect it to
be larger than unity due to the low probability for direct
single photon ionization and excitation. Since the exact
q-values are unknown, we assume equal values for the two
continua. We have performed calculations for a range of
q parameters, of which a cut is shown in Fig. 3. The
time of t = 93 fs after the initiating excitation was cho-
sen to illustrate a typical behaviour. It becomes evident
that the basic features of the spectra are identical, even
though the width and the amplitude of the signal differ.
Therefore, the conclusions of this paper are independent
of the choice of the q parameter.
The exciting pulse for the main results in Figs. 1 and
5 has A0X = 5 × 108 W/cm2, Ω = 47.6930 eV, and a
FWHM = 6.1 fs corresponding to 50 cycles. This du-
7TABLE I. Energies and lifetimes for the excited states
Ne2s−12p6np - Ne (n = 4, 5) undergoing RICD. The reso-
nant energies are taken from Ref. [45], the final state energies
of the sRICD Ne2s22p5(P3/2,1/2)np - Ne2p
5(P3/2,1/2), of the
pRICD and AI Ne2s22p5(P3/2,1/2) - Ne and the ICD process
were averaged to give approximations of non-relativistic en-
ergies. The lifetimes, τ , of the sRICD and pRICD + AI are
from Ref. [40] and the ICD lifetime are from Ref. [46].
n = 4 n = 5 pRICD + AI ICD
Er [eV] 47.1230 47.6930 48.4750
Efin [eV] 41.8391 42.4138 21.6290 47.8688
τ(2s−1(npz)1Σ+u ) [fs] 112 106 206 98
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FIG. 3. Peak shape of the spectator RICD electron spectrum
for 50 cycles of the exciting pulse with different values of the
Fano q parameter at time t = 93 fs after the excitation at
time t = 0. The Fano profile is modified by an oscillation in
energy. This oscillation stems from the interference terms of
the direct term with the resonance terms of P (Ekin, t) and is
described by Eq. (24). The larger q, the less likely the direct
path and therefore, for increasing q, the signal is damped for
a given transition dipole moment into the resonant state.
ration ensures that the bandwidth is so small that only
the Ne2s−12p65pz state in the neon dimer is resonantly
excited.
We assumed a complete population transfer from the
resonant state of the sRICD process to the resonant state
of the ICD process during the second ionizing pulse over
a time of 15 fs as realized experimentally[27].
IV. RESULTS AND DISCUSSION
In the investigation of decay processes with short laser
pulses, the shortness comes with the cost of an energy
broadening. As a consequence, the kinetic energy spec-
trum of an sRICD electron is given by a Fano profile
centered around the kinetic energy, that corresponds to
the energy of the resonant state, convoluted with a Gaus-
sian centered around the kinetic energy, that would cor-
respond to a direct excitation and ionization into the final
4.6 4.8 5 5.2 5.4 5.6 5.8 6
0 × 100
2 × 10−6
4 × 10−6
6 × 10−6
8 × 10−6
1 × 10−5
Ekin [eV]
P
(E
k
in
)
nX = 50
off. res.
nX = 30
nX = 20
nX = 10
FIG. 4. Peak shape of the sRICD electron spectrum for late
time t  1
ΓR
after excitation of our system with electronic
parameters corresponding to those of the 5p state in the neon
dimer depending on the number of cycles of the exciting pulse
nX . The shape can be explained by folding the Fourier trans-
form of the exciting pulse in time with a Fano profile. In this
example, the Fano parameter is q = 10. Around the reso-
nance energy, the peaks are identical. The width of the peak
is decreased for an increased number of cycles nX and there-
fore determined by the duration of the exciting pulse. The
dashed line illustrates an excitation 0.5 eV off resonance for
nX = 30.
state. Here, we show the Voigt profile part inherent to
most terms of the absolute square of Eq. (15).
P (Ekin,∞) ∝ exp[−σ
2
t (Ekin + Efin − Ω)2]
(Ekin + Efin − ER)2 + Γ
2
R
4
(23)
The shapes of the spectra are illustrated for different
numbers of cycles nX for the exciting pulse in Fig. 4 for
a late time t  1ΓR . There, the mean pulse energy was
chosen to be on resonance and therefore, the Fano profile
is centered on the maximum of the Gaussian. It is clearly
seen, how the peak is narrowed with an increased num-
ber of laser cycles in the exciting pulse. In order to only
excite into a single state we choose nX = 50, such that
other excited states are outside 3σE of the energy distri-
bution of the exciting pulse. In future investigations of
the interaction between several decaying resonant states,
a smaller number of cycles will be appropriate.
For the case of an off-resonant excitation, the Fano
profile and the Gaussian will not be centered around the
same kinetic energy of the sRICD electron and the sRICD
electron peak will be damped accordingly as illustrated
by the dashed line of Fig. 4 for nX = 30.
By using the parameters for the neon dimer (see Table
I), we simulated the time-evolution of an intial excita-
tion at t = 0 and quenching of the decay processes by
ionization with a second laser pulse centered at the time
t = 35 fs. The results are presented in Fig. 5. We will
discuss its different characteristics separately.
The time-resolved spectrum shows two energy-
separated signals within the chosen kinetic energy range.
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Ekin,RICD
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FIG. 5. Time-resolved sRICD and ICD spectrum after initial
excitation at t = 0 and quenching the sRICD at t = 35 fs. The
sRICD signal centered around 5.3 eV before the second pulse
shows the buildup of a Fano profile, with an additional os-
cillation in energy cos [(Ekin + Efin − Er)t] [see (a) and text].
After depopulation of the sRICD resonant state around ts,
the signal shape remains constant [see (b)]. For the ICD sig-
nal centered around 0.6 eV shown in (c), only the resonant
term of Eq. (13) contributes, which has the shape of a Voigt
profile. A pump-probe spectrum can be obtained by varying
ts
The signal of the sRICD process is initiated with the
first and the signal of the ICD process by the second
laser pulse, which at the same time reduces those contri-
butions of the sRICD signal, that involve a population
of the resonant state. Due to the fast depopulation of
the resonant state, the signal before and after the second
pulse are effectively the same [compare Fig. 5(a) and
(b)]. This allows to generate a full pump-probe spectrum.
The competing autoionization and pRICD process would
result in much higher kinetic electron energies of about
26 eV and can therefore unambigously be distinguished
from the sRICD and ICD electrons shown in Fig. 5.
While the sRICD signal shows the buildup of a Fano
profile [see Fig. 5(a)], and therefore interference effects,
the ICD signal is an interference free Voigt profile [see
Fig. 5(c)], because only the resonant term [see Eq. (22)]
significantly contributes to it. This can be explained by
the initiating process being ionization rather than excita-
tion. In case of the ICD process, the final state is charac-
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·10−12
0× 100
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P
(t
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Ekin = 5.3 eV
a exp{−t−b2d } + c
FIG. 6. Oscillation in time for observing the sRICD electron
with a kinetic energy of 5.3 eV, for nX = 50 and q = 10.
This oscillation can be described by cos [(Ekin + Efin − Er)t].
Its period is therefore depending on the kinetic energy of the
electron. It is damped in time by the decay of the resonant
state exp(−Γrt/2). While the oscillations in energy are known
and have been observed in energy, the oscillations in time
require a process with a long enough lifetime to be observed
around the resonance energy.
terized by a doubly ionized system. A single photon dou-
ble ionization with low laser intensities is very unlikely
compared to a single ionization. Hence, the correspond-
ing Fano parameter would be very large and interference
effects would have low amplitudes. At the same time, the
kinetic energy distribution of the two emitted electrons
can be expected to be wide and not necessarily to peak
at the energy of the ICD electrons, which would further
marginalize the contribution of the direct pathway. As
a result, the signal shape is described by the absolute
square of Eq. (22), i.e., the terms of Eq. (17).
We now turn our attention from the variation of the
signals in energy to their variation in time. During the
build up of the signals over time, they show oscillations
in both energy and time, which are easiest seen for the
ICD in the video supplementing this paper [53]. For the
sRICD process, the variation in time can be obtained
by solving the dominant part of the absolute square of
Eq. (15) analytically. For the ICD process, the domi-
nant part of the absolute square of Eq. (22) needs to be
solved.In both cases, it can be shown that the signal is
proportional to
cos[(Er − Ekin − Efin)t] exp(−Γr
2
t). (24)
This equation is not specific to the decay process and
therefore valid for both the sRICD and the ICD sig-
nal (r = R, I). The variation in energy, illustrated in
Fig. 5(a), is in agreement with Ref. [54]. As can be seen
from Eq. (24), the oscillation is also visible in time as
shown in Fig. 6 for a fixed kinetic energy of the sRICD
electron of Ekin = 5.3 eV.
In order to be observed, such an oscillation requires
9long enough lifetimes of the resonant state. The compa-
rably slow sRICD process offers the opportunity to ob-
serve and utilize it. An oscillation in time has recently
been observed experimentally for an AI process [55]. In
both the latter and in our case, a discrepancy between
the actual and the fitted lifetime is observed. Given the
analytical expressions of this work, we are able to un-
derstand this discrepancy. The kinetic energy in Fig. 6
is slightly higher than the kinetic energy corresponding
to the resonant state. The further away from the res-
onance this energy is chosen, the shorter the period of
this oscillation. The oscillation is exponentially damped
by the lifetime of the decaying state. However, the dy-
namics of the system are more complex than shown in
Eq. (24), because some terms of the resonant and indi-
rect contributions are damped by exp(−Γrt) while others
are damped by exp(−Γrt/2), which can be seen by eval-
uating the time-dependence of the absolute square of Eq.
(15). This behaviour is effectively only observed in the
beginning of the decay, because its contribution becomes
small within a short time. Therefore, a fit of the maxima
at longer times, where the parts damped by exp(−Γrt)
can be neglected, to the function a exp[−(t − b)/2d] + c
gives a good estimate of the lifetime d ≈ τr. The fit
in Fig. 6, where the first maximum was omitted, yields
a lifetime of 68 fs. The effective overall lifetime of the
excited resonant state used as input parameter for the
simulations is given by 1τeff =
1
τsRICD
+ 1τo and τeff = 70 fs
using the parameters given in Table I. The value deter-
mined from the fit is slightly lower than this effective
lifetime but still matches it very well. This kind of fit
can therefore be used to determine the lifetime of the
electronic decay process.
V. SUMMARY
We have presented a time-dependent theoretical de-
scription of the sRICD and ICD processes investigated
with short laser pulses for a model system with frozen
nuclei. We suggest sRICD as the primary process. We
then imagine that it is possible to quench the sRICD pro-
cess by a strong laser pulse and thereby initiate the ICD
process interference free. We have shown an oscillation
of the ionization probability in time, which is general for
eletronic decay processes. For processes with comparably
long lifetimes, such as the ICD processes, this oscillation
allows for a new way of measuring the lifetime of the
underlying processes. Moreover, the basic formulation
opens the door for future investigations in controlling the
decay processes and to guide time-resolved experimental
studies.
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Appendix A: Fano matrix elements
1. One continuum final state
The time-independent wavefunction |ΨE〉 is a solution
to the same Hamiltonian as considered in Ref. [43]. We
therefore have the same solution
|ΨE〉 = a(E) |r〉+
∫
dE′bE′(E) |E′〉 (A1)
with coefficients
a(E) =− Vr√
(E − Er − F (E))2 + pi2V 4r
(A2)
bE′(E) =
Vra(E)
E − E′
− E − Er − F (E)√
(E − Er − F (E))2 + pi2V 4r
δ(E − E′).
(A3)
Here, F (E) is a small shift in the energy position of the
resonant state |r〉, which is of second order in V and,
which we neglect in the following.
The Fano matrix elements of Eq. (13) involving the
Fano time-evolution operator can now be solved by
contour integration in the negative complex half-plane,
where a−1 is the first order residue and we use that
〈r|r〉 = 1, 〈E|E′〉 = δ(E − E′) and 〈E|r〉 = 0:
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〈r| UF (t′′, t′)|r〉 =
∫
dE exp[−iE(t′′ − t′)] |a(E)|2 (A4)
=V 2r
∫
dE
exp[−iE(t′′ − t′)]
(E − Er)2 + pi2V 4r
(A5)
=V 2r
∫
dE
exp[−iE(t′′ − t′)]
(E − Er + ipiV 2r ) (E − Er − ipiV 2r )
(A6)
=V 2r exp[−iEr(t′′ − t′)]
∫
dE˜
exp[−iE˜(t′′ − t′)]
(E˜ + ipiV 2r ) (E˜ − ipiV 2r )
(A7)
=2pii V 2r exp[−iEr(t′′ − t′)] a−1 (A8)
= exp[−i(Er − ipiV 2r )(t′′ − t′)] (A9)
∫
dE′ 〈r| UF (t′′, t′)|E′〉 =
∫
dE
∫
dE′ exp[−iE(t′′ − t′)] a(E)b∗E′(E) (A10)
=V 2r
∫
dE
(E − Er) exp[−iE(t′′ − t′)]
(E − Er)2 + pi2V 4r
(A11)
=V 2r
∫
dE
(E − Er) exp[−iE(t′′ − t′)]
(E − Er + ipiV 2r ) (E − Er − ipiV 2r )
(A12)
=V 2r exp[−iEr(t′′ − t′)]
∫
dE˜
E˜ exp[−iE˜(t′′ − t′)]
(E˜ + ipiV 2r ) (E˜ − ipiV 2r )
(A13)
=2pii V 2r exp[−iEr(t′′ − t′)] a−1 (A14)
=− ipiVr exp[−i(Er − ipiV 2r )(t′′ − t′)] (A15)
2. Two continuum final states
The time-independent wavefunction |ΨE〉 is a solution
to the same Hamiltonian as considered in Ref. [43]. After
neglecting F (E) as before we therefore have the same
solutions
|ΨE〉 = a(E) |r〉+
∫
dE′1bE′1(E) |E′1〉+
∫
dE′2bE′2(E) |E′2〉
(A16)
with coefficients
a(E) =−
√
V 2r +W
2
r√
(E − Er)2 + pi2(V 2r +W 2r )2
(A17)
bE′1(E) =
Vra(E)√
V 2r +W
2
r (E − E′1)
− E − Er√
(E − Er)2 + pi2(V 2r +W 2r )2
δ(E − E′1) (A18)
cE′2(E) =
Wra(E)√
V 2r +W
2
r (E − E′2)
− E − Er√
(E − Er)2 + pi2(V 2r +W 2r )2
δ(E − E′2). (A19)
The Fano integrals can now be solved by contour inte-
gration in the negative complex half-plane, where a−1
is the first order residue and we use that 〈r|r〉 = 1,
〈E|E′〉 = δ(E − E′) and 〈E|r〉 = 0:
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〈r| UF (t′′, t′)|r〉 =(V 2r +W 2r )
∫
dE exp[−iE(t′′ − t′)] |a(E)|2 (A20)
=(V 2r +W
2
r )
∫
dE
exp[−iE(t′′ − t′)]
(E − Er)2 + pi2(V 2r +W 2r )2
(A21)
=(V 2r +W
2
r )
∫
dE
exp[−iE(t′′ − t′)]
(E − Er + ipi(V 2r +W 2r )) (E − Er − ipi(V 2r +W 2r ))
(A22)
=(V 2r +W
2
r ) exp[−iEr(t′′ − t′)]
∫
dE˜
exp[−iE˜(t′′ − t′)]
(E˜ + ipi(V 2r +W
2
r )) (E˜ − ipi(V 2r +W 2r ))
(A23)
=2pii (V 2r +W
2
r ) exp[−iEr(t′′ − t′)] a−1 (A24)
= exp[−i(Er − ipi(V 2r +W 2r ))(t′′ − t′)] (A25)
∫
dE′ 〈r| UF (t′′, t′)|E′〉 =
∫
dE
∫
dE′ exp[−iE(t′′ − t′)] a(E)b∗E′(E) (A26)
=Vr
∫
dE
(E − Er) exp[−iE(t′′ − t′)]
(E − Er)2 + pi2(V 2r +W 2r )2
(A27)
=Vr
∫
dE
(E − Er) exp[−iE(t′′ − t′)]
(E − Er + ipi(V 2r +W 2r )) (E − Er − ipi(V 2r +W 2r ))
(A28)
=Vr exp[−iEr(t′′ − t′)]
∫
dE˜
E˜ exp[−iE˜(t′′ − t′)]
(E˜ + ipi(V 2r +W
2
r )) (E˜ − ipi(V 2r +W 2r ))
(A29)
=2pii Vr exp[−iEr(t′′ − t′)] a−1 (A30)
=− ipiVr exp[−i(Er − ipi(V 2r +W 2r ))(t′′ − t′)]. (A31)
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