The Frobenius number F (a) of a lattice point a in R d with positive coprime coordinates, is the largest integer which can not be expressed as a non-negative integer linear combination of the coordinates of a. Marklof in [M10] proved the existence of the limit distribution of the Frobenius numbers, when a is taken to be random in an enlarging domain in R d . We will show that if the domain has piecewise smooth boundary, the error term for the convergence of the distribution functions is at most a polynomial in the enlarging factor.
Introduction
Finding the Frobenius number for a given primitive lattice point is known as "the Coin Exchange Problem". When d = 2, Sylvester's formula shows that F (a) = a 1 a 2 − a 1 − a 2 , and no explicit formula is known when d ≥ 3. However, many results on upper bounds were obtained by the 1980's. As was discussed in [AG07] , if a ∈ Z d >0 with a 1 ≤ a 2 ≤ · · · ≤ a d , the estimates include the work by Erdös and Graham [EG72] F (a) ≤ 2a d 
and the work by Vitek [V75] F (a) ≤ (a d − 2)(a 2 − 1) 2 − 1.
(1.3)
There are also results on the limit distribution of Frobenius numbers from different perspectives. In dimension d = 3, Bourgain and Sinai (cf. [BS07] ) by using continued fractions, showed that for ensembles Ω N = {a ∈ Z d >0 : a i ≤ N}, the limit distribution of (ii) Q 0 is continuous on Ω 0 ;μ 0 (E R ) is continuous in R, i.e.μ 0 ({L ∈ Ω 0 : Q 0 (L) = R}) = 0 for any R > 0.
We now give a brief explanation why the limit distribution exists based on [LM] . Aliev and Gruber showed in [AG07] that for any a ∈ Z d >0 , there exists a d − 1 dimensional unimodular lattice L a ∈ Ω 0 with
(1.5) This is essentially due to a geometric interpretation of the Frobenius numbers found by Kannan ([K92] ). It is observed that using an argument concerning the equidistribution of a Farey sequence proved in [M10] , one can show that, for "nice" bounded set D ⊂ R d >0 (e.g. D has boundary of Lebesgue measure zero), and for any bounded continuous function φ on Ω 0 , we have
Since E R = {L ∈ Ω 0 : Q 0 (L) ≤ R} has boundary measure zero, we can apply χ E R to (1.6), and get the limit distribution of the random variable 
hence (1.6) means that the set of lattices {L a : a ∈ T D∩ Z d } appearing in (1.5) is uniformly distributed in Ω 0 . Theorem 1.1 also implies that for large R and T , the probability that a random lattice point
is greater than 99%. This gives a somewhat better estimate compared with (1.1), (1.2) and (
The aim of this paper is to estimate the decay of the function Ψ(R) = 1 −μ 0 (E R ) and the error term of (i) of Theorem 1.1.
. In other words, the function Ψ(R) decays in at least a polynomial rate of R. Theorem 1.2 improves the exponent compared with Theorem 1 of [AHH09] . After this paper was completed, Marklof, in an unpublished work [M10-2] has shown that there exists a constant c d > 0, so that
We say a subset of a Riemannian manifold has piecewise smooth boundary, if the boundary is the union of finitely many smooth submanifolds of codimension 1. Theorem 1.3. There exists κ > 0 dependent only on d, so that for any R > 0, and any domain D ⊆ {x ∈ R d : 0 < x i < 1} with piecewise smooth boundary, there exist constants C R , C D > 0, such that for every T ≥ 1 we have
When d = 3, more explicit calculation was done by Ustinov in [U10] for the domain {x ∈ R 3 : 0 < x i < 1}, and Theorem 1.3 is consistent with his result. It is worth pointing out that the constants C d , C R , C D and κ in Theorem 1.2 and 1.3 are computable, which will be revealed in the proof of the theorems. As a consequence, this enables us to find the large R and T to ensure the better upper bound estimate of F (a) for most a ∈ T D ∩ Z d mentioned before.
Organization of the paper In section 2 we will use the geometry of numbers to prove Theorem 1.2. We will also give an explicit description for the L a appearing in formula (1.5). Section 3 and 4 are devoted to proving effective equidistribution of both expanding horospheres, and a Farey sequence on a specified closed horosphere, under the translation of a one sided diagonal flow. We will give an error term estimate of (1.6) for non-negative compactly supported C 1 test functions. In section 5 we will estimate the error term of (1.6) when the test function is the indicator function of E R = {L ∈ Ω 0 : Q 0 (L) ≤ R}, and thus complete the proof of Theorem 1.3.
We will also borrow many ideas from [M10] in Section 4 to formulate a series of equidistribution results which lead to the error term estimate of (1.6). Many technical complications arise when we try to get effective results, and we will make extensive use of the geometry of numbers, and harmonic analysis on Lie groups.
Notation We will always work with column vectors. For brevity we will use ≪ to represent the inequalities in which the implicit constants depend on the underlying Lie groups or Euclidean spaces. In a metric space X, B X (x, r) stands for the open ball the radius r centered at x. On a Lie group G, B G (r) = B G (e, r) with a specified metric on G; in R n , B(r) = B R n (0, r) with Euclidean norm.
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Covering Radius and the Frobenius Numbers
We call a subset K of R d−1 a convex body if K is a compact convex set with nonempty interior. A convex body is called centrally symmetric if it is symmetric with respect to the origin. For a centrally symmetric convex body K, its polar K * is again a centrally symmetric convex body defined by
We now introduce the notion of dual lattice. Let L = AZ d−1 ∈ Ω 0 where A ∈ G 0 , and let A * be the inverse transpose of A, we call the lattice L * = A * Z d−1 the dual lattice of L. One readily verifies that the definition of L * is independent of the choice A, and moreover the map L −→ L * is a diffeomorphism of Ω 0 which preservesμ 0 .
From the definition we know that
as ∆ in what follows.) The covering radius is related to the Minkowski ′ s successive minima. Let K ⊆ R d−1 be a centrally symmetric convex body, and L be a lattice in
Lemma 2.1 (Minkowski's Second Theorem). Let K ⊆ R d−1 be a centrally symmetric convex body and L be a lattice in
Lemma 2.2 (Kannan-Lovász, 2.4, 2.8 [KL88] ). Let K be a convex body and L be a lattice in R d−1 , and set
Proof. By Lemma 2.1 and (i) of 2.2,
Lemma 2.4. (Lemma 4.1 of [AM09] ) For any centrally symmetric convex body K in R d−1 , there exists a constant C K > 0 so that for any r > 0,
Proof of Theorem 1.2:
By Lemma 2.2, for any R > 0,
It completes the proof of Theorem 1.2.
Let us recall Kannan's geometric interpretation (c.f. [K92] ) of the Frobenius numbers in terms of the covering radius. For T > 0, x ∈ R d−1 and y ∈ R d−1 with each coordinate y i = 0, we define
Since a is primitive, M a has determinant a d .
By T d−1 we denote the d − 1 torus, which can be (and will be) identified with
We now present an explicit description of the lattice L a which appears in formula (1.5) in the introduction: Theorem 2.6. With the same assumption as the above lemma,
where
Proof. Note that for any y = (
The conclusion follows immediately from the above lemma.
Translations of Horospheres and Effective Equidistribution Preliminaries
Let d ≥ 3 be an integer, and let
be a diagonal subgroup of G, and
their Lie algebras consist of the common eigenspaces of F + with eigenvalues in absolute value bigger than 1, smaller than 1, and equal to 1 respectively.
Let us fix a right invariant Riemannian metric on G. Any closed subgroup of G inherits a Riemannian structure from G. Hence if we let
On the other hand, H is called the expanding horospherical subgroup of G with respect to F + in the sense that
Let Ω = G/Γ be the space of unimodular lattices in R d , with the Riemannian metric coming from G. Any H−orbit in Ω is called an expanding horosphere (with respect to F + ). Let and T d−1 respectively). Choose a left Haar measure ν ′ on H ′ so that µ is locally the product of ν and ν ′ . This means, in view of Theorem 8.32 in [Kn02] , for any f ∈ L 1 (G):
Decay of Matrix Coefficients and Its Consequences
Let us temporarily assume that G is a connected semisimple Lie group with finite center, endowed with a right invariant Riemannian metric "d". Let ρ be a unitary representation of G on a Hilbert space H. We say a vector v ∈ H is Lipschitz if
The relation between the isolation of representations and the decay of matrix coefficients has been revealed by the works of many people, such as Howe, Cowling, Katok and Spatzier. Based on the previous works, Kleinbock and Margulis proved the following quantitative decay of matrix coefficients for Lipschitz vectors.
Theorem 3.1 (Theorem A.4 in [KM96] ). Let G be a connected semisimple Lie group with finite center, and let (ρ, H) be a unitary representation of G such that the restriction of ρ to any simple factor of G is isolated from the trivial representation. Then there exists a constant α 1 > 0 (dependent only on G and ρ) such that for any Lipschitz vectors v, w ∈ H and g ∈ G
Let us specialize the case where
, and H the expanding horospherical subgroup with respect to F + . Consider the action of G on H × Ω by g.(h, z) = (h, gz) and the associated unitary representation of G on L 2 (H × Ω). Note that G acts trivially on the subrepresentation
We say a function ψ on a metric space X (with the metric "dist") is Lipschitz if
Denote by Lip(X) the space of Lipschitz functions on X. Observe that Lipschitz functions on H × Ω are necessarily Lipschitz vectors in L 2 (H × Ω) (with respect to the G-action mentioned above), moreover Lip(ψ) ≤ ψ Lip . We have the following corollary for the decay of matrix coefficients of square integrable Lipschitz functions: Corollary 3.2. Let G, Ω, g t , H, H 0 be as above, and P : L 2 (H × Ω) → H 0 be the orthogonal projection. Then for any two functions ϕ, ψ ∈ Lip(H × Ω) ∩ L 2 (H × Ω) and for any t ≥ 0
where α 1 here is as in Theorem 3.1.
Observe that there is no trivial subrepresentation of G on H ⊥ 0 , hence the restriction of the representation of G on H ⊥ 0 is isolated from the trivial representation. The conclusion follows immediately by applying Theorem (3.1) to g t and the functions ϕ − Pϕ, ψ − Pψ.
Effective Equidistribution and F + −translations
1} be a basis of the Lie algebra of G coming from a basis of the Lie algebras of H, H − , F and G 0 . Every X in the Lie algebra of G corresponds to a right invariant vector field ∂X on G given by
We say a bounded differentiable function f on G is
Similarly, one can define the C 1 −norm for bounded differentiable functions on Ω. We now present a quantitative equidistribution result of the F + −translations of the H−orbit {(h, hx) : h ∈ H} (where x ∈ Ω) in H ×Ω. The method in our approach is by no means new. The proof we are going to give here is a modification of the proofs for the equidistribution of the F + −translations of {hx : h ∈ H} in Ω (cf. [KM96] and [KM07] ). The technique is sometimes known as the "equidistribution via mixing", which originated in Margulis' thesis. Unlike the cases in [KM96] and [KM07] , special care must be taken for the additional variable on the horosperical subgroup H when we do the "thickening". The "thickening" is based on the following well known property of C 1 functions.
Lemma 3.3. For any 0 < r < 1, there exists a nonnegative function θ ∈ C ∞ (R n ) supported in B(r), such that R n θ = 1, θ L 2 ≪ r −n/2 and θ C 1 ≪ r −n−1 .
Theorem 3.4. Let f ∈ C 1 (H) with compact support, 0 < r < 1 and x ∈ Ω be such that π x : G → Ω, π x (g) = gx is injective on B G (r)supp(f ). Then for any t ≥ 0 and
where α 1 is as in Corollary 3.2, and here we specify the Riemannian structure on H which comes from the Euclidean norm on R d−1 .
Proof. Without loss of generality, we assume Ω ϕ(h, z)dμ(z) = 0 for every h ∈ H. Otherwise we replace ϕ by ϕ(h, z) − Ω ϕ(h, z)dμ(z).
Since H ′ θ ′ = H θ 1 = 1 and in view of Theorem 8.32 of [Kn02] and formula (3.2)
Define a function on
). The definition makes sense because of the injectivity assumption. Then
On the other hand
Let P : L 2 (H × Ω) → H 0 be the orthogonal projection as in Corollary 3.2, so P(ϕ) = Ω ϕ(h, z)dμ(z) = 0 by assumption. Due to (3.3)
The theorem follows immediately.
The following theorem concerns the equidistribution of F + −translations of the Lebesgue measure on {(x, n(x)Γ) : x ∈ I d−1 } where I = (0, 1). The result without the additional variable on I d−1 is the classical equidistribution of the closed horosphere. The reason that we also consider a variable on I d−1 here is that the matrix m(x), which is related to Frobenius numbers via Theorem 2.6, is defined for x ∈ I d−1 . This will get involved later in Theorem 4.6. Theorem 3.5. There exists a constant α 2 > 0 (dependent only on the dimension d) such that for any T ≥ 1 and any φ ∈ C 1 (I d−1 × Ω),
Here dx is the Lebesgue measure.
Proof. In order to apply Theorem 3.4 and get the error term estimate, we need to approximate both χ I d−1 and φ by C 1 functions on R d−1 and R d−1 × Ω respectively. Take a partition {E i : 1 ≤ i ≤ N} of I d−1 with the interior of each E i being an open cube, and choose an r 0 > 0 such that for each i the restriction of π 0 : G → Ω, π 0 (g) = gΓ to {gn(x) : g ∈ B G (r 0 ), x ∈ E i } is injective. There exists a constant C > 0 dependent only on the partition, so that for every 0 < r < r 0 and 1
There is also a function
Apply Theorem 3.4 to the functions p i (x) andφ(x, z)
Set r = T −α 2 for some appropriate α 2 > 0 we conclude that
Translations of a Farey Sequence and Effective Equidistribution
The Farey fractions on the torus T d−1 are those points whose coordinates are rational numbers. We already know that the expanding horosphere Y = {hΓ : h ∈ H} becomes equidistributed under F + −translations. What happens to the Farey fractions on Y ? Let K be the subgroup of G defined by
which is the semidirect product of G 0 and H − . Let Λ = {D(s)kΓ : s > 1, k ∈ K}. This is an embedded submanifold of Ω. For any element λ ∈ Λ, there exist unique s > 1 and z ∈ KΓ/Γ such that λ = D(s)z. 
For any lattice in KΓ/Γ, the last coordinates of its lattice points form the set Z. This means that
Let π 0 : G −→ Ω, π 0 (g) = gΓ be the projection map, and
To study the error term of the equidistribution of the Farey sequence, we need to introduce the following notion.
Definition 4.2. For any subset C ⊆ KΓ/Γ, the injectivity radius of C on the horospherical subgroup H is by definition
Lemma 4.3. Let C be a compact subset of KΓ/Γ. Then rad H (C) > 0.
Proof. Since C is compact, there exists a compact subset K of K such that π 0 maps K bijectively onto C. Suppose the entries of elements in K is bounded by M in absolute value. Let r < 1/2Md, it is enough to show that whenever n(
for some x ∈ B(2r), T ≥ 1, k 1 , k 2 ∈ K, then we have x = 0, T = 1 and k 1 = k 2 . Indeed, let
the last coordinates of the lattice points in k 2 Z d form the set Z, it follows that the Z−span of the entries in the last row of n(x)D(T )k 1 also form the set Z, i.e.
where a i 's are the columns of A. By the choice of r we have |x · a i | < 1 and hence x = 0 and T = 1. By the injectivity of π 0 on K, we get k 1 = k 2 .
Remark 4.4. It follows from the proof of Lemma 4.3 that for any compact subset K ′ ∈ K with the entries of elements in K ′ bounded by N in absolute value, then
Let dk be the left Haar measure on K such that dk = dµ 0 db, where db is the Lebesgue measure on R d−1 , and let dk be the induced probability measure on KΓ/Γ. The Lie algebra of G is the direct sum of the Lie algebras of the subgroups H, F and K. According to Siegel's volume formula (cf. [S45] and [M10] ) and Theorem 8.32 of [Kn02] , for any f ∈ L 1 (G)
This gives a Borel measure on Λ:
Theorem 4.5. There exists a constant α 3 > 0 dependent only on the dimension d, so that for every ϕ ∈ C 1 (I d−1 × Λ) with {z ∈ KΓ/Γ : (x, D(s)z) ∈ supp(ϕ)} ⊆ C where C is compact subset in KΓ/Γ, and every T > 1
Proof.
Step (i) Thicken the function ϕ to ψ 0 ∈ C 1 (I d−1 × Ω). Since C is compact, there exists a compact subset K such that π 0 maps K bijectively onto C. By Lemma 4.3 r 0 = rad H (C) > 0 and the restriction of π 0 to B H (r 0 )F + K is injective. For any r < r 0 let E r = {x ∈ I d−1 : dist(x, ∂I d−1 ) > r}, and we have
Choose θ ∈ C ∞ (B(r)) according to Lemma 3.3, and define ψ ∈ C
,
The definition makes sense, and since π 0 is locally isometric,
Step (ii) Compare the average of ϕ over the translated Farey sequences, and the average of ψ 0 over the expanding horospheres. Put ϕ(x, z) = 0 whenever x / ∈ I d−1 , and by Lemma 4.1 we have
Step (iii) Apply the equidistribution result of expanding horospheres. Theorem 3.5 implies that
By equation (4.1)
Therefore if we let r = T −α 3 for 0 < α 3 < α 2 /(d + 1), the above shows that whenever T α 3 > r
Hence when 1 < T < r
, we need a multiple r −1 0 (= rad H (C) −1 ) to dominate the error terms.
Recall from Theorem 2.6 that for any primitive lattice point a ∈ Z d >0 , the lattice L a appearing in (1.5) which produces the Frobenius number F (a), is given by
The following theorem shows that under this translation, the set of lattices L
Theorem 4.6. There exists a constant α 4 > 0 dependent only on the dimension d, so that for every ϕ ∈ C 1 (I d−1 × Λ) with {z ∈ KΓ/Γ : (x, D(s)z) ∈ supp(ϕ)} ⊆ C where C is compact subset in KΓ/Γ, and every T > 1
Remark 4.7. The non-effective result can be derived from Theorem 4.5 via the following simple fact. Suppose φ : X → Y is a continuous map, and µ n , µ are Borel measures on X so that µ n converge to µ in the weak* topology. Then the push-forward Borel measures (on Y ) φ * (µ n ) also converge to φ * (µ). Here the pushforward map is given by T :
Proof. Let T be as in Remark 4.7. However, since T is not Lipschitz, ϕ • T is not C 1 . We need to approximate ϕ • T by C 1 functions to get the error term estimate. Let E r = {x ∈ I d−1 : dist(x, ∂I d−1 ) > r}. Choose a nonnegative function θ ∈ C 1 (I d−1 ), such that χ Er ≤ θ ≤ χ E r/2 and θ C 1 ≪ r −1 . Consider the functioñ ϕ(x, λ) = θ(x)ϕ(x, m(x)λ) as an approximation of ϕ(x, m(x)λ).
Indeed, the entries of each m(x) −1 (x ∈ E r/2 ) are bounded by 2/r in absolute value, and the claim follows from Remark 4.4.
Claim 2: There exists a constant n > 0 dependent only on the dimension d, such that φ C 1 ≪ r −n θ C 1 ϕ C 1 . Proof: For any X in the Lie algebra of H ′ = H 0 H − , we denote by ∂ λ X the tangent vector induced by X at λ ∈ Λ. That is,
It should not cause any confusion if we use
as a tangent vector at each
th entry. Hence the norm of dT satisfies dT ≪ r −n for some n = n(d).
Now we have
Note that the Haar measure dk on KΓ/Γ is left invariant, so
Apply Theorem 4.5 to the functionφ, we get
We complete the proof by setting r = T −α 4 for suitable α 4 > 0.
Let us define
The map which sends 
Corollary 4.8. For every ψ ∈ C 1 (M D 0 ) with {z ∈ KΓ/Γ : (x, y, D(y) −1 z) ∈ supp(ψ)} ⊆ C where C is a compact subset in KΓ/Γ, and every T > 1
where α 4 is as in Theorem 4.6.
Proof. This push-forward the equidistribution result in Theorem 4.6 to M D 0 via the map Q :
Define a functionψ on
By Theorem 4.6:
Remark 4.9. Formula (4.3) tracks the primitive lattice points in the equidistribution result, which enables us to derive (1.6). For any φ ∈ C(Ω 0 ), define a function φ 0 on
It is clear that φ 0 ∈ C(M D 0 ) and we have
Suppose D has boundary of Lebesgue measure zero, we can apply the weak* convergence argument of Corollary 4.8 to complete the proof.
Remark 4.9 suggests that to get the error term estimate of (4.5), we have to deal with the error term in the equidistribution result (4.3) for any test function which is the product of an indicator function and a C 1 function. Technically we need to endow some condition on the boundary of the sets.
Definition 4.10. Let X be a metric space (d) with a positive Borel measure µ. We say that a bounded open set E is "C-good" with respect to µ if for each 0 < r < 1,
Any bounded open subset with piecewise smooth boundary in a Riemannian manifold is "good" with respect to the measure induced by the volume form. The following lemma shows how to get effective equidistribution results for the indicator functions of "good" subsets, when we have error term estimates for C 1 test functions. The idea has been used in the proof of Theorem 3.5.
Lemma 4.11. Let {µ T : T ≥ 1} and µ be positive Borel measures on a Riemannian manifold X. Suppose there exists a constant α > 0, so that for any non-negative function f ∈ C 1 (X) and T ≥ 1, we have
Then there exists a constant 0 < β < α, such that for any open subset E ⊆ X which is C−good with respect to µ, and for any T ≥ 1,
Proof. For any "C−good" set E and 0 < r < 1, there exist
and by (4.6)
Now pick r = T −β for some suitable 0 < β < α, we obtain that
Theorem 4.12. For any D ⊆ D 0 with piecewise smooth boundary, there exists a constant C D > 0, so that for every non-negative function φ ∈ C 1 (Ω 0 ) with supp(φ) ⊆ C where C is a compact subset in Ω 0 , and every T > 1
The exponent α 5 > 0 is dependent only on the dimension d
Proof. We will follow the notation in Remark 4.9.
Step (i) Show that φ 0 ∈ C 1 (M D 0 ). Since φ is now differentiable, so is φ 0 . Note that Step (ii) Apply Lemma 4.11 to χ D . By Corollary 4.8, for any f ∈ C 1 (D 0 ) (the metric on D 0 comes from M D 0 ),
(4.9)
Observe that any D ⊂ D 0 with piecewise smooth boundary is "good" with respect to the Lebesgue measure. Since φ is non-negative, by Lemma 4.11 there exists a constant 0 < α 5 < α 4 (dependent only on the dimension d) and a constant C D > 0, so that (4.5) ≪ rad H (C) −1 C D φ C 1 T −a 5 .
Proof of Theorem 1.3
To establish our main results, we need to introduce the Siegel Integral Formula. Proof of Theorem 1.3:
To get the error term estimate of (4.8) for the test function χ E R , in view of Lemma 4.11, we only need to show that E R is "good". It is enough to show there exist constants C, r 0 > 0 dependent only on R, such that whenever 0 < r < r 0 µ 0 ({L ∈ Ω 0 :d 0 (L, ∂E R ) < r}) ≪ Cr. 
