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We present a detailed theory for finite-frequency conductivities Re[σαβ(ω)] of quantum Hall
stripes, which form at Landau level N ≥ 2 close to half filling, in the presence of weak Gaussian
disorder. We use an effective elastic theory to describe the low-energy dynamics of the stripes with
the dynamical matrix being determined through matching the density-density correlation function
obtained in the microscopic time-dependent Hartree-Fock approximation. We then apply replicas
and the Gaussian variational method to deal with the disorder. Within this method, a set of sad-
dle point equations for the retarded self energies are obtained, which are solved numerically to get
Re[σαβ(ω)]. We find a quantum depinning transition as ∆ν, the fractional part of the filling fac-
tor, approaches a critical value ∆νc from below. For ∆ν < ∆νc, the pinned state is realized in
a replica symmetry breaking (RSB) solution, and the frequency-dependent conductivities in both
the directions perpendicular and parallel to the stripes show resonant peaks. These peaks shift to
zero frequency as ∆ν → ∆νc. For ∆ν ≥ ∆νc, we find a partial RSB (PRSB) solution in which
there is RSB perpendicular to the stripes, but replica symmetry along the stripes, leading to free
sliding along the stripe direction. The quantum depinning transition is in the Kosterlitz-Thouless
universality class. The result is consistent with a previous renormalization group analysis.
PACS numbers: 73.43.Nq, 73.43.Lp, 73.43.Qt
I. INTRODUCTION
Charge density waves (CDWs) may form in many correlated electronic systems when the Coulomb interaction
dominates over the kinetic energy. For a two-dimensional electron gas in a perpendicular magnetic field, the quanti-
zation of the kinetic energy into Landau levels can enhance this possibility1. Each Landau level is highly degenerate,
with the number of states equal to the number of magnetic flux quanta passing through the system. If the field
and corresponding degeneracy is sufficiently large, the low-energy physics of the system may then be dominated by
electrons in the highest partially occupied (Nth) Landau level, with the other electrons essentially renormalizing the
effective Coulomb interaction in this level2. In this situation, the kinetic energy is quenched and the system arranges
itself in order to minimize the interactions. The Hartree-Fock approximation1 predicts the formation of CDW ground
states for N ≥ 2. These CDWs evolve from Wigner crystals to “bubble states”1 as the partial Landau-level filling
factor ∆ν increases. For ∆ν & 0.4, the bubble states give way to stripe states (also called unidirectional CDWs.) This
Hartree-Fock result is corroborated by density matrix renormalization group calculations3 and exact diagonalization
studies4. DC transport experiments indeed observe highly anisotropic, and apparently metallic, conductivity5 near
half-filling of higher Landau levels (N ≥ 2). This is likely due to the formation of stripe states.
Because the stripe state breaks translational symmetry in only one direction, it has the symmetry of a smectic
liquid crystal6, and as in that system supports a set of gapless phonon modes7. These modes are present because
the stripe state lacks any restoring force when a single stripe slides with respect to the others. In the context of an
electron system, the smectic state can be thought of as a self-organized array of Luttinger liquids6,8, a state of fermions
that does not obey Landau Fermi liquid theory and (so far) is known to exist only in one dimension9. One way of
viewing the Luttinger liquid is in terms of a one dimensional crystal that has lost long-range order due to quantum
fluctuations10. This idea is easily generalized to the case of stripes11, and suggests that the low-energy degrees of
freedom for the system may be described in terms of a displacement field. This will be the basic language for our
study.
It has long been recognized that disorder can pin a CDW and render it insulating12,13. (Similarly, Luttinger liquids
may be pinned by impurities in spite of their liquid-like correlations14.) In this situation, the real part of the zero
wavevector, finite-frequency conductivity σαβ(ω) vanishes as ω → 0, and has a resonance at higher ω with a peak
(or pinning) frequency and width that are determined by the effective restoring force due to the disorder12. Such
behavior has indeed been observed in high Landau levels for ∆ν sufficiently far away from 1/2 so that one expects the
electrons to be organized into bubble states15. As ∆ν is increased, there is a general trend for the pinning frequency to
decrease, eventually becoming lost in the noise as the filling factor approaches the value at which the DC conductivity
becomes anisotropic and metallic5. Experiments to better resolve the dynamical conductivity as the stripe phase is
entered are currently underway16.
2A fundamental question that arises in this context is whether the apparent metallic behavior seen in DC transport
experiments represents the true zero temperature behavior in the stripe state. While current data suggests the
diagonal conductivities σxx and σyy saturate to finite values at low temperatures, presumably such experiments can
answer this fundamental question unambiguously only by reaching significantly lower temperatures than are currently
available. The possibility that near half-filling the stripes may not be fully pinned is extremely intriguing because, if
this is indeed the case, then the electrons have avoided becoming localized and the resulting anisotropic metal cannot
be a Fermi liquid. Thus this state could well be a higher dimensional analogue of a Luttinger liquid. Developing and
understanding the results of experiments beyond DC transport – such as measurements of the dynamical conductivity15
– then take on an additional significance.
One possible route to metallic behavior for the stripe system could be via a depinning transition. In principle this
could happen in a one dimensional Luttinger liquid, if one could continuously tune the interactions from repulsive to
attractive14. Because the stripe system has a larger parameter space needed to describe its elastic properties than the
single stiffness that describes a one-dimensional solid (specifically, one needs to estimate the dynamical matrix along
a line in the Brillouin zone, as we discuss below), it is possible to arrive at this depinning transition even when the
bare interaction parameters among the electrons are purely repulsive11. The question of whether stripes may become
depinned must be answered via a detailed calculation of the stripe elasticity, and depending on how one estimates
this, different answers are possible8,17, as we discuss in more detail below.
In what follows, we will adopt an approach that models the quantum Hall (QH) stripe system as an array of
one dimensional, quantum disordered solids as shown in Fig. 1. We estimate the dynamical matrix of this system
by matching the elastic theory to the results of a microscopic calculation within the time-dependent Hartree-Fock
approximation (TDHFA). This approach was taken by some of us17 in a perturbative renormalization group (RG)
calculation, which demonstrated that a quantum depinning transition can occur as ∆ν → ∆νc from below, with
the critical partial filling ∆νc depending on the details of the system: Landau level index, layer thickness, disorder
strength, etc. Our goal is to compute the dynamical conductivity as the system passes through the transition, to
identify signatures that would indicate that the system has passed into an unpinned stripe state. A brief summary
of our major results has been published elsewhere18. In this article, we provide details of the calculations as well as
some further results.
Our general approach to this problem is to use replicas19 and the Gaussian variational method (GVM), as was first
introduced by Me´zard and Parisi for elastic manifolds20 and then further developed by Giamarchi and Le Doussal
and their coworkers in applications to a variety of condensed matter systems21–24. In the QH systems, this method
was used by Chitra et al.24 for pinned Wigner crystals in the N = 0 Landau level, and by Orignac and Chitra25
for stripes, in the latter case using a different set of approximations than us and yielding very different results than
those described below. Because of the strong fluctuations inherent in the depinning transition, we have found that
one cannot correctly solve for the dynamical conductivity using the “semiclassical approximation” to the saddle point
equations (SPE’s), which we review below, that has given this approach its attractive simplicity. By relaxing this
approximation we will see that in the depinned state the dynamical conductivity can have a surprising power-law
frequency dependence, and a discontinuous behavior at the transition that is analogous to the universal stiffness jump
that occurs at a Kosterlitz-Thouless (KT) transition26. Moreover, we will see that the solution to the SPE’s that
yield this behavior have an unusual structure involving breaking the replica symmetry for motion perpendicular to the
stripes, while preserving it parallel to the stripes. This partial replica symmetry breaking (PRSB) indicates that the
stripes may be pinned for perpendicular motion while free to slide relative to one another. This qualitative behavior
was anticipated by the perturbative RG study17.
As discussed above, when the system is pinned there are resonant peaks which appear in σxx and σyy. (We choose
the xˆ direction to be perpendicular to the stripes, and the yˆ direction to be parallel to it as shown in Fig. 1. Of
course, the two diagonal conductivities are not the same due to the anisotropy of the stripe state.) The peaks drop
to zero frequency as ∆νc is approached from below, with their weights increasing for motion along the stripes, and
decreasing for motion perpendicular to them. As the transition is approached, the resonance peaks become increasingly
asymmetric. Upon crossing the transition, σyy develops a δ-function at ω = 0, indicating superconducting behavior,
while σxx rises from zero as a power of ω. This unusual behavior is a result of the power-law correlations associated
with the Luttinger liquid-like behavior of the unpinned state. We note that our ω = 0 results are not consistent with
the DC conductivity results seen in experiments, although preliminary experimental results for finite frequency do
bear some resemblance to our predictions16. We will comment below on what is missing from our model that we
believe leads to this discrepancy.
This paper is organized as follows. In Sec. II we review the procedure for determining the dynamical matrix in the
elastic model. This is followed by a review in Sec. III of the qualitative effects of disorder within the RG analysis. In
Sec. IV, we review the replica and GVM which leads to a set of saddle point equations (SPE’s) for the self energy.
Solutions of the SPE’s and the result for the conductivities are presented in Sec. V, focusing on the pinned state
for ∆ν < ∆νc, and in Sec. VI, which is devoted to the depinned state for ∆ν > ∆νc. We discuss the nature of
the depinning transition in Sec. VII, and conclude in Sec. VIII. There are four appendices: the first summarizes the
3Hartree-Fock (HF) and the TDHFA formalisms, the result of which is used for determination of the dynamical matrix;
the second gives a derivation for the inversion rules needed for hierarchical matrices of the type dealt with in this
paper; the third discusses analytic continuation of the dynamical conductivity from imaginary time to real time; and
the forth discusses another possible solution to the SPE’s that has unphysical properties.
II. ELASTIC MODEL OF QH STRIPES
A. Elastic action
In our approach, low energy distortions from the mean-field state are described by an elastic model, with
displacement fields ux (r) and uy (r) representing the effective dynamical variables of the QH stripes. Fig. 1
shows schematically the one-dimensional arrays modelling the stripes. They obey single Landau level dynamics27
[ux(R), uy(R
′)] = il2BδR,R′ , where lB =
√
~c/eB is the magnetic length. In the pure limit, the Euclidean action of
the elastic model may be written as (throughout this work, we use the unit kB = ~ = 1)
S0 =
1
2T
∑
q,ωn
∑
α,β=x,y
uα (q, ωn) G
(0)−1
αβ (q, ωn )uβ (−q,−ωn) , (1)
where T is the temperature, ωn (= 2πn/T ) the bosonic Matsubara frequency, and
G
(0)
αβ (q, iωn) =
l4B(
ω2n + ω
2
q
) ( Dyy (q) ωnl2B −Dxy (q)−ωn
l2
B
−Dyx (q) Dxx (q)
)
αβ
(2)
is the unperturbed Green’s function of the displacement fields with Dαβ(q) being the dynamical matrix and
ωq = l
2
B
√
Dxx (q)Dyy (q)−D2xy (q) (3)
being a general expression for phonon modes of a charged elastic system in a strong magnetic field (magnetophonon
modes). As always for a Gaussian theory, the correlation function may be expressed in terms of the Green’s function
via
G
(0)
αβ (q, ωn) =
∫ 1/T
0
dτeiωnτ 〈Tτuα (q, τ) uβ (−q, 0)〉S0 , (4)
where 〈· · · 〉S0 denotes an average over the displacement fields with the usual weighting factor e−S0 , and Tτ is the
imaginary time ordering operator.
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FIG. 1: Schematic diagram of quasi one-dimensional arrays modelling the QH stripes. The stripes are along the yˆ direction,
and ux and uy are the displacement fields. The shaded area is the unit cell of the stripes crystal with the volume axay.
Because of inversion and reflection symmetries, and the fact that the dynamical matrix elements in real space are
real, we have
Dαβ (q) = Dβα (−q) , (5)
Dxy (q) = Dyx (q) , (6)
Dxy (qx, qy) = −Dxy (−qx, qy) = −Dxy (qx,−qy) , (7)
4so that the unperturbed Green’s function has the symmetries
G(0)αα (q, ωn) = G
(0)
αα (−q, ωn) = G(0)αα (q,−ωn) = G(0)αα (−q,−ωn) , (8)
G(0)xy (q, ωn) = G
(0)
yx (q,−ωn) , (9)
G(0)xy (qx, qy, ωn) = G
(0)
xy (−qx,−qy, ωn) = −G(0)xy (−qx, qy, ωn) = −G(0)xy (qx,−qy, ωn) . (10)
To perform quantitative calculations, it is necessary to produce estimates of the dynamical matrix elements Dαβ(q)
for the QH stripe states. We do this with a matching procedure that uses results from microscopic TDHFA compu-
tations. Below we briefly review this matching procedure.
B. Relation between G
(0)
αβ (q, ω) and guiding-center density-density correlation function
In a classical model, each site of the crystal is occupied by an electron whose charge density is specified by a form
factor f (r) (with
∫
drf (r) = 1 ). In the absence of any fluctuations these electrons will lie on the oblique Bravais
lattice as shown in Fig. 1. Fluctuations around this reference state are given in terms of the displacement fields u(R).
The time-dependent electronic density is then written as
n (r, t) =
∑
R
f (r−R− u (R, t)) . (11)
The Fourier transform of this density is given by
n(q, t) =
∫
dre−iq·rn (r, t) ≈ f(q)δq,K − if(q)
√
Nsq · u(q), (12)
where Ns is the number of crystal sites or electrons and K is a reciprocal lattice vector. The form factor f(r) is real
and has inversion symmetry so that f(q) is real.
The fact that the density fluctuations are related to the displacement field via
δn(q+K, t) ≈ −if(q+K)
√
Ns (q+K) · u(q) (13)
(with q a vector in the first Brillouin zone of the reciprocal lattice) implies that we can relate the displacement Green’s
function G
(0)
αβ (q, ω) to the density-density correlation function χ
(n,n)
K,K′ (q, τ) (introduced in Appendix A) through
χ
(n,n)
K,K′ (q, τ) = −Nsf(q+K)f (q+K′)
[
(q+K) · Ĝ(0) (q, τ) · (q+K′)] . (14)
Here χ
(n,n)
K,K′ (q, τ) is a quantity that we compute in the microscopic TDHFA
7. In Appendix A, we summarize the HF
and TDHF formalisms. Eq. (A14) there will be used for the determination of the dynamical matrix. Substituting
Eq. (2) in Eq. (14) yields
χ
(n,n)
K,K′ (q, iωn) = −
Nsl
4
B(
ω2n + ω
2
q
) [Γ1 + Γ2ωn
l2B
]
f (q+K) f (q+K′) , (15)
with the definitions
Γ1 = − (q+K)×←→D (q)× (q+K′) , (16)
and
Γ2 = (q+K)× (q+K′) . (17)
The two-dimensional vector product in the last two equations stands for a× b = axby − aybx.
The analytical continuation of χ
(n,n)
K,K′ (q, iωn) in Eq. (15) results in
χ
(n,n)
K,K′ (q, ω) = −Nsl4B
[
Z
ω + iδ + ωq
− Z
∗
ω + iδ − ωq
]
f (q+K) f (q+K′) , (18)
where
Z =
Γ1
2ωk
− i Γ2
2l2B
. (19)
5We can now request that Eq. (18) be equivalent to Eq. (A14) in Appendix A in order to obtain the dynamical
matrix. This requires that
∆ν l4BZ
∗f (q+K) f (q+K′) = F (q+K)F (q+K′)Wi (q+K,q+K
′) , (20)
where Wi (q+K,q+K
′) is the weight associated with the magnetophonon frequency εi in the TDHFA response
and ∆ν = N/Nϕ is the filling factor of the partially filled level. The magnetophonon frequency εi is found, at
small wavevector q, by locating the eigenvalue εi of the matrix M defined in Eq. (A11) with the biggest weight
Wi (q+K,q+K) in the diagonal response function χ
(n,n)
K,K (q, ω) .
A careful examination shows that, because ωq is given by the determinant of the matrix Dˆ, the quantity Γ1/2ωq
is unchanged if all the components of the dynamical matrix are multiplied by some constant. Eq. (20) is thus
indeterminate. To avoid this, we replace ωq by εi in this equation. Our final equation is then
f (q+K) f (q+K′)
[
l2BΓ1 + iεiΓ2
]
=
2εi
∆νl2B
F (q+K)F (q+K′)Wi (q+K,q+K
′) . (21)
With this equation, we can determine the 3 components of the dynamical matrix as well as the form factors f (q+K) .
C. Matching procedure
At this point, it is worthwhile remarking that, in the HFA, there is an extremely small energy difference (of
order 10−6 e2/κlB) between the energies of the stripe crystals with in-phase and out-of-phase modulation on adjacent
stripes. As a result, the magnetophonon dispersion in the TDHFA has a very small gap in the perpendicular direction.
This interstripe locking energy is, however, not accessible within our numerical accuracy so that our calculated
magnetophonon dispersion is that appropriate for a smectic. In particular, it contains a line of gapless modes for
qx 6= 0, qy = 0. Because of this nodal line, we need to fit the dynamical matrix for small qy i.e., for long wavelengths
along the stripes, and for all values of qx in the Brillouin zone. Indeed, these low-energy modes play a crucial role in
determining the effects of both quantum and thermal fluctuations on the system.
We choose to solve Eq. (21) for the shortest three reciprocal lattice vectors: K,K′ = (0, 0), (0,±Ky0) where
Ky0 = 2π/ay with ay being the lattice constant along the stripes direction (see Fig. 1). For each q, the TDHFA
calculation provides ten independent numbers, nine in the 3× 3 Hermitian matrix Wi (q+K,q+K′) and one in εi.
We use six of them to determine Dxx, Dxy, Dyy, and the three real parameters f(q +K). The rest may be used to
check the consistency of the numerical procedure. The final result17 indicates that the matching is very accurate.
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)
FIG. 2: Dynamical matrix Dyy as a function of qy at small qy and qx = Kx0/2. Curves from right to left correspond to
∆ν = 0.36, 0.38, 0.4, 0.42, 0.44, 0.46, 0.48, respectively.
A typical result for Dyy(q) as a function of qy at small qy and qx = Kx0/2 is shown in Fig. 2. Clearly Dyy(q) is
quadratic in qy. Indeed, based on symmetry considerations
7,8, the low energy sector of D(q) should have the form
6for small qy:
Dxx (q) ≃ dxx (qx) + κbq4y, (22)
Dxy (q) ≃ dxy (qx) qy, (23)
Dyy (q) ≃ dyy (qx) q2y, (24)
where κb is the bending coefficient. The absence of a quadratic qy term in Dxx follows from rotational symmetry and
is the major difference between a smectic and a crystal dynamical matrix. In our calculation below, we will use this
smectic form, determining dxx (qx), dxy (qx) and dyy (qx) on a grid of qx points numerically. The κbq
4
y in Eq. (22)
reflects the bending energy of the stripes. In practice, this term merely plays the role of high-qy cutoff and thus κb is
chosen for convenience to be 2 in our numerical calculation.
Inserting Eqs. (22-24) into Eq. (3) yields
ωq ≃ l2B
√
dxx (qx) dyy (qx)− d2xy (qx) qy (25)
for small qy.
Once the Green’s function has been determined, we can easily compute the conductivity. Since the electric current
is carried by the charge, the current density can be expressed as
j (q, τ) = ie
du (q, τ)
dτ
. (26)
The conductivity is then determined by the Kubo formula to be
σαβ (ω) = − 1
ω axay
[∫ 1/T
0
dτeiωnτ 〈jα (q = 0, τ) jβ (q = 0, 0)〉
]
iωn→ω+i0+
= − e
2
axay
iω Gretαβ (q = 0, ω) . (27)
where ax is the distance between the centers of two neighboring stripes (see Fig. 1). It is easy to check that in the pure
limit, the electromagnetic response of the system is purely transverse. Calculating Gretαβ in the presence of disorder is
our next (and indeed most important) task.
III. QUALITATIVE EFFECT OF DISORDER
A. Modeling the disorder
We assume that the disorder can be modeled as a Gaussian random potential V (r). The disorder action reads
Simp =
∫
dr
∫ 1/T
0
dτ V (r )n (r, τ) (28)
where V (r) has the following Gaussian distribution function
P (V ) = exp
[
−1
2
∫
dr1
∫
dr2V (r1) Γ
−1 (r1 − r2)V (r2)
]
, (29)
with
Γ (r1 − r2) = V (r1)V (r2) = V 20 ax ay δ (r− r′) . (30)
Here the overline denotes average over disorder:
A =
∫ DV P (V )A∫ DV P (V ) . (31)
The electron density operator n (r, τ) in Eq. (28) must, in order to capture the possibility of pinning by disorder,
be approximated more accurately than was needed in the matching procedure discussed in the preceding section.
7Following Giamarchi and Le Doussal22, under the assumption of small ∇u(r) (which is justified for weak disorder)
we write
n(q, τ) ≃ f(q)
Ns − i√Nsq · u (q, τ) + ∑
K6=0
∫
dr eiK·[r−u(r,τ)]−iq·r
 . (32)
This differs from our approximation in Eq. (12) essentially via the last term which captures the short wavelength
oscillations in the charge density and allows pinning by impurities. In employing Eq. 32, since only the last term can
actually lead to pinning22, we will drop the first two terms upon substitution into Eq. 28. Moreover, in the reciprocal
lattice sum we retain only the smallest non-trivial wavevectors, so that in what follows (unless otherwise specified)∑
K6=0 really means sum over K = (±Kx0, 0) , (0,±Ky0) , (±Kx0,±Ky0), where Kx0 = 2π/ax. These simplifications,
we will see, allow us to compute the Green’s function in a relatively straightforward manner while retaining the
essential physics of pinning so that our results are qualitatively correct. The major effect of these approximations is
to replace the soft cutoff in wavevector that would enter through the form factor with a hard one in the reciprocal
lattice sum. With these approximations, the impurity action with which we work is
S′imp = n0
∫
dr dτ V (r)
∑
K6=0
eiK·[r−u(r,τ)], (33)
where n0 = 1/axay.
B. Review of the RG analysis
Before proceeding with our replica analysis, we review the highlights of the perturbative RG analysis previously
undertaken by some of us17 to set the stage for our expectations for the results. In the RG approach, one performs
momentum shell integrals for large (absolute values of) frequency and qy, rescales the lengths and times to keep the
cutoffs fixed, and then examines how the parameters of the theory evolve under this transformation. The power of
this approach is that it may be carried out perturbatively in the disorder, allowing one to avoid the subtleties that
arise from the employment of replicas or other methods needed to handle disorder averages when V (r) remains in
the exponent.
Another useful feature of the RG approach is that it allows one to look at the contributions to the impurity action
individually. Specifically, one must modify Eq. (33) to read
S′imp = n0
∫
dr dτ V (r)
∑
K6=0
∆K (ℓ) e
iK·[r−u(r,τ)], (34)
where l is the standard scaling variable and ∆K (ℓ = 0) = 1. The behavior of ∆K (ℓ) is different depending on whether
K is parallel or perpendicular to the stripes. For K parallel to the stripes, one finds
d∆K (ℓ)
dℓ
=
(
1− γK
2
)
∆K, (35)
with γK increasing for increasing K, and taking the value
γK =
axl
2
B
ay
∑
qx
dqx
dxx (qx)√
dxx (qx) dyy (qx)− d2xy (qx)
− 2, (36)
for K = Ky0yˆ, i.e., for the shortest wavevector parallel to the stripes. The form of Eq. (34) indicates that the
stripes can undergo a quantum phase transition, from one in which they are pinned for motion parallel to the stripes
(∆K=(2pi/ay)yˆ relevant) to one in which they are unpinned (∆K=(2pi/ay)yˆ irrelevant) and free to slide. As can be seen
from Eq. (36), which state the system ends up in depends in detail on the elastic stiffness of the stripes. For the
N = 3 Landau level, using the same matching procedure as we described above, it was found that the stripes undergo
a quantum depinning transition around ∆ν ≈ 0.43 for very weak disorder, with the unpinned state occurring for the
larger values of ∆ν. From the form of Eq. (34), one can see the depinning occurs via a KT transition17.
The RG analysis is more complicated if K is perpendicular to the stripes. In this case, for any K = (Kx, 0), the
free energy F ≡ − ln ∫ Du exp (−S0 − S′imp) diverges at low temperatures as T−2/5 for any ∆ν. This indicates that
pinning perpendicular to the stripes is always relevant. Our interpretation of this is that the stripes will be trapped
8in channels; however, they are still free to move along the channels so that this would not spoil the phase transition
described above.
The perturbative RG thus leads us to expect a quantum phase transition from a pinned to an unpinned state as
∆ν increases towards 1/2. We will see that the replica analysis discussed below bears out this expectation, and gives
results very much in harmony with those of the perturbative RG.
Before closing this section, we believe it is important to point out that different methods for estimating the
dynamical matrix Dαβ will lead to different values of γK, and may ultimately lead to different conclusions regarding
whether there is a depinning transition in this system. Specifically, calculations based on edge state models for the low
energy states of the stripes8,25 lead to estimates in which the stripes are always in the pinned phase for all ∆ν 6= 1/2.
This difference does not come as a result of a fundamental difference in the assumed degrees of freedom for the
underlying low-energy model; indeed, one may show the edge state and disordered solid models can be mapped onto
one another8,28. The difference arises purely as a result of the different estimates one arrives at for the dynamical
matrix using the two different approaches.
A convincing argument has been made8 in the context of the edge state model that the stripes should be in the
pinned state provided the system preserves particle-hole symmetry at ∆ν = 1/2. This is not the situation for the
model we have adopted: by modeling the stripes as quantum disordered crystals, we assume the system is isomorphic
to one in which the system is composed of point particles, which does not have this symmetry. This is natural for
our starting point, the modulated stripe HF ground state. These states are highly reminiscent of a collection of
electrons in wavepackets, and it is natural to suppose the low-energy fluctuations will consist of displacements of
these wavepackets. Moreover, the HF groundstates from which we start spontaneously breaks particle-hole symmetry
at ∆ν = 1/2, arriving at a lower energy state than the uniform, particle-hole symmetric one. Although the sliding
fluctuations modify the density to one where the particle-hole symmetry breaking may not be immediately apparent,
one does expect to see the broken symmetry in pair correlation functions. Since our estimates of the dynamical matrix
elements are taken from the density-density response function, which is closely related to the pair correlation function,
it is not surprising that our final result does not respect the limit set by particle-hole symmetry.
An interesting aspect of our approach is that it predicts, in the clean limit, that there will be two smectic states, a
particle-like one, and a hole-like one, at ∆ν = 1/2. The transition between them as a function of ∆ν will presumably
be first order. While a direct experimental confirmation of this is difficult, the predictions we make in the present
study – a depinning transition, and a dynamical conductivity whose form is characteristic of a depinned state – offer a
falsifiable test of whether the QH smectic actually breaks particle-hole symmetry: should experiments show that the
dynamical conductivity unambiguously displays behavior associated with the depinned state, then it is most likely
that the QH smectic indeed spontaneously breaks particle-hole symmetry at ∆ν = 1/2.
IV. BEYOND PERTURBATION THEORY: REPLICAS AND THE GVM
When a perturbation is relevant in an RG analysis, it is necessary to develop some method for approximating the
action to which the system is flowing in order to compute properties of the system. For a pinned elastic system, replicas
combined with the Gaussian variational method (GVM) make this possible. In this section, we briefly introduce this
method, and go on to discuss some aspects of its application to the stripe system. A fuller discussion may be found
in Refs. 20–23.
A. Basic equations
The fundamental idea of the GVM is to replace a complicated action S with a variational action Svar that is
quadratic, with coefficients chosen to best match the original problem. This is accomplished by minimizing a free
energy23
Fvar = F0 + T
[〈S〉Svar − 〈Svar〉Svar] , (37)
where Svar is the quadratic variational action, F0 is the free energy associated with that action, and here 〈· · · 〉Svar
indicates a functional integral over displacements, with Svar as a weighting. For our problem, we would like to disorder
average Fvar, a difficult task because the disorder potential V enters Fvar in a complicated and analytically intractable
way. A standard method for dealing with this is the replica trick31, in which one creates n copies of the original action,
computes the replicated partition function Zn , and then takes the n→ 0 limit. The identity F = limn→0 (1− Zn) /n
connects the disorder-averaged, replicated partition function to the free energy. In practice, one first replicates both
the Gaussian variational free energy and the original action, performs the disorder average on Zn, and then applies
Eq. 37 to the resulting replicated effective action, taking the n → 0 limit only after finding the equations that come
from minimizing Fvar.
9Following this program, the effective replicated action after disorder averaging is defined by
exp (−Seff) = 1∫
DV P (V )
∫
DV P (V ) exp
{
−
n∑
a=1
[
S
(a)
0 + S
′(a)
imp
]}
, (38)
which yields
Seff = S
(eff)
0 + S
(eff)
imp , (39)
S
(eff)
0 =
1
2T
n∑
a=1
∑
q,ωn
∑
α,β=x,y
uaα (q, ωn) G
(0)−1
αβ (q, ωn )u
a
β (−q,−ωn) , (40)
S
(eff)
imp ≃ −vimp
n∑
a,b=1
∫ 1/T
0
dτ1
∫ 1/T
0
dτ2
∫
dr
∑
K6=0
cos
[
K · [ua(r, τ1)− ub(r, τ2)]] , (41)
where vimp = V
2
0 a
2
xa
2
yn
2
0, and a, b are replica indices that run from 1 to n. In obtaining the last line of Eq. (41) we
have neglected some rapidly oscillating terms.
In the pure limit the action is diagonal in the replica indices. Disorder averaging introduces coupling among the
replicas through the impurity coupling S
(eff)
imp in Eq. (41). This coupling is non-Gaussian, so we next apply the GVM.
We introduce the Gaussian variational action Svar which takes the form
Svar =
1
2T
∑
q,ωn
uaα (q, ωn)
(
G−1
)ab
αβ
(q, ωn) u
b
β (−q,−ωn) , (42)
where Gabαβ (q, ωn) is the displacement Green’s function,
Gabαβ (q, ωn) =
∫ 1/T
0
dτ
〈
Tτu
a
α (q, τ) u
b
β (−q, 0)
〉
Svar
. (43)
This quantity is to be determined through minimization of the free energy. It is convenient to write it in terms of the
bare Green’s function via (
G−1
)ab
αβ
(q, ωn) = G
(0)−1
αβ (q, ωn) δab − ζabαβ (ωn) , (44)
where ζabαβ (ωn) is the element of the variational self-energy matrix ζˆ (here and hereafter the “hat” indicates that the
quantity is a 2 × 2 matrix). Note that there is no q dependence in ζˆ because we have chosen our impurity action
to be local in space; this will become clear when we find the saddle point equations below. Note also the obvious
symmetries Gab = Gba and ζab = ζba.
Substituting S = Seff into Eq. (37) and performing the functional integrals, one finds
Fvar = F0 + T
[〈
S
(eff)
0
〉
Svar
+
〈
S
(eff)
imp
〉
Svar
− 〈Svar〉Svar
]
, (45)
where
F0 = −1
2
T Tr ln Ĝ+ const., (46)〈
S
(eff)
0 − Svar
〉
Svar
=
1
2
∑
q,ωn
n∑
a,b=1
∑
α,β=x,y
[
G
(0)−1
αβ (q, ωn) δab − (G−1)abαβ (q, ωn)
]
Gbaαβ(q, ωn), (47)
〈
S
(eff)
imp
〉
Svar
= −vimp
T
n∑
a,b=1
∑
K6=0
∫ 1/T
0
dτ exp
−1
2
∑
αβ
KαKβ B
ab
αβ (τ)
 , (48)
with
Babαβ(τ) =
〈
Tτ [u
a
α(r, τ) − ubβ(r, 0)]2
〉
Svar
= T
∑
q,ωn
[
Gaaαβ(q, ωn) +G
bb
αβ(q, ωn)− 2 cos(ωnτ)Gabαβ(q, ωn)
]
. (49)
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B. Saddle point equations
Equation (37) next needs to be extremized, which is accomplished by taking derivatives with respect to the matrix
elements of G, ∂Fvar/∂Gˆ = 0. The resulting saddle point equations (SPE’s) are most easily expressed in terms of the
self-energy matrix as21,22
ζaaαβ(ωn) = 4vimp
∫ 1/T
0
dτ
(1− cosωnτ) V ′αβ [Baa(τ)] +∑
b6=a
V ′αβ
[
Bab(τ)
] , (50)
ζ
a(b6=a)
αβ (ωn) = −4vimp
∫ 1/T
0
dτ cosωnτ V
′
αβ
[
Bab(τ)
]
, (51)
where
V ′αβ
[
Bab(τ)
]
=
∑
K6=0
KαKβ exp
[
−1
2
∑
µν=x,y
KµKνB
ab
µν(τ)
]
. (52)
It is apparent at this point that the self-energy has no q dependence. Moreover, if we assume that reflection
symmetry for the stripe system is not spontaneously broken after disorder averaging, it is clear that the solutions of
interest to Eqs. (50) and (51) will satisfy ζabxy = 0. Our task will be to find the self-energy matrix elements that are
diagonal in the spatial indices.
It is now convenient to take n → 0 limit. In doing so, the replica indices are taken to be continuous rather than
integral, and they are taken from running from 1 to n to running from 1 to 0. An important aspect of taking this
limit is that one assumes the self-energy and Green’s function matrices may be written in a “hierarchical form”19,31.
In the limit n→ 0 such matrices are characterized by diagonal and off-diagonal terms, which may be written as
ζaaαα → ζ˜α, (53)
ζab( 6=a)αα → ζα(u), for 0 ≤ u ≤ 1. (54)
Similarly, Gaaαβ → G˜αβ , Gab( 6=a)αβ → Gαβ(u) (0 ≤ u ≤ 1). Since the disorder potential V (r) is time independent, a fur-
ther simplification one finds is that the off-diagonal replica components ζ
ab( 6=a)
αα and G
ab( 6=a)
αβ are τ independent,
21,22,24
so that Ĝ(q, ωn, u) and ζˆ(q, ωn, u) are different than zero only for ωn = 0:
Ĝ(q, ωn, u) = Ĝ(q, u) δωn,0, (55)
ζˆ(ωn, u) = ζˆ(u) δωn,0. (56)
The SPE’s (50) and (51) now may be written as
ζ˜α(ωn) =
∫ 1
0
du ζα(u) + 4vimp
∫ 1/T
0
dτ (1− cos (ωnτ)) V ′αα
[
B˜(τ)
]
, (57)
ζα(u) = −4vimp
T
V ′αα [B(u)] , (58)
where, from Eq. (49),
B˜µµ(τ) = 2T
∑
q,ωn
(1− cos(ωnτ)) G˜µµ(q, ωn), (59)
Bµµ(u) = 2T
∑
q
{[∑
ωn
G˜µµ(q, ωn)
]
−Gµµ(q, u)
}
= 2T
∑
q
[G˜µµ(q, ωn = 0)−Gµµ(q, u)]+ ∑
ωn 6=0
G˜µµ(q, ωn)
 . (60)
Note that Eq. (57) also gives us
ζ˜α(ωn = 0) =
∫ 1
0
duζα(u). (61)
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To solve the Eqs. (57) and (58) we must know the relation between G˜(ωn), G(u) and ζ˜(ωn) and ζ(u). Eqs. (55)
and (56) indicate that
G˜µµ(q, ωn 6= 0) =
[
Ĝ(0)−1(q, ωn)− ˆ˜ζ(ωn)
]−1
µµ
. (62)
The quantities
̂˜
G(q, ωn = 0) and Gˆ(u) are related to
ˆ˜ζ(ωn = 0) and ζˆ(u) through inversion rules that generalize
the inversion of an n × n hierarchical matrix to the n → 0 limit. The inversion rules for a simple hierarchical
matrix are well-known20,31, and their generalization to a situation in which the elements of the hierarchical matrix
are proportional to the unit matrix – which would be the case for our matrices if the elastic system were isotropic –
is trivial. However, in our case the entries of the hierarchical matrix are 2 × 2 matrices with a non-trivial structure.
Moreover, the perturbative RG indicates we should expect the pinning properties perpendicular and parallel to the
stripes to be different, and we need to generalize the inversion rules to allow for this possibility. With some work, the
most general inversion rules for our situation can be derived analytically, and we present this derivation in Appendix B.
According to Eq. (B16), the Green’s functions are related to the self-energy by
̂˜
G(q, ωn = 0)− Ĝ(q, u) =
[
D̂(q)− ˆ˜ζ(ωn = 0) + ζˆ(u)
]−1
+
∫ 1
u
dv
[
D̂(q) +
[
ζˆ
]
(v)
]−1
· ζˆ′(v) ·
[
D̂(q) +
[
ζˆ
]
(v)
]−1
, (63)
where ζˆ′(v) = dζˆ(v)/dv, and [
ζˆ
]
(u) = u ζˆ(u)−
∫ u
0
dv ζˆ(v). (64)
Once we have obtained the self-energy, we can compute the finite-frequency conductivities in Eq. (27) by analytically
continuing to real frequency in Eq. (62), so that
G˜retµµ(q, ω 6= 0) =
[
Ĝ
(0)−1
ret (q, ω)− ˆ˜ζret(ω)
]−1
µµ
. (65)
Inserting Eq. (65) into Eq. (27) we arrive at the longitudinal conductivity
σαα(ω) =
e2
axay
iωζ˜retα¯ (ω)
ζ˜retx (ω)ζ˜
ret
y (ω)− ω2/l4B
, (66)
where α¯ = y (x) for α = x (y).
To obtain ζ˜retα (ω), we analytically continue Eq. (57). As shown in Appendix C, this results in the equation (for
T = 0)
ζ˜retα (ω) = eα − 4vimp
∑
K6=0
K2α
∫ ∞
0
dt (eiωt − 1)Im [I(t,Kx)I (t,Ky)] , (67)
where
I (t,Kµ) = exp
[
−K
2
µ
π
∫ ∞
0
df Aµ(f)
(
1− eitf)] , (68)
Aµ(f) =
∑
q
Im
[
G˜retµµ(q, f)
]
, (69)
eα = ζ˜
ret
α (0
+) =
∫ 1
0
du ζα(u)− 4vimp
∑
K6=0
K2α
∫ ∞
0
dt Im [I(t,Kx)I (t,Ky)]
−2vimp
∑
K6=0
K2α
∫ 1/T
0
dτ exp
[
−1
2
∑
µ=x,y
K2µB˜µµ(τ)
]
. (70)
As we proceed with our analysis, it is helpful to keep in mind that Aµ(f) is a spectral function, and that eα 6= 0
is an energy offset that in a pinned state opens a gap in the phonon spectrum, as discussed more fully below. Note
also that Eq. (67) indicates that ζ˜retα (ω) at each ω point depends on the whole spectrum of Aα(f), and this will be
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complications that for this analysis cannot be avoided, as is the case for other pinned systems21,22. Since quantum
fluctuations play a crucial role in this system, it is useful for us to define effective Debye-Waller factors via
W (K) =
1
π
∑
µ=x,y
K2µ
∫ ∞
0
df Aµ(f). (71)
These quantities are a measure of the mean square displacements in units of the lattice constants, and when large
they indicate that quantum fluctuations cannot be ignored in computing the dynamical conductivity. Clearly this
will be the case in the vicinity of the quantum depinning transition. On the other hand, if W (K) are small for all K,
one may expand the exponential function on the right-hand side of Eq. (68) and keep only the leading order term.
Eqs. (67) then become greatly simplified, taking the form
ζ˜retα (ω) = eα + 2vimp
∑
K6=0
K2α
∑
µ=x,y
K2µ
∑
q
[
G˜retµµ(q, ω)− G˜retµµ(q, ω = 0+)
]
. (72)
This is called the semiclassical approximation (SCA)21,22, and it presents a powerful simplification when it is valid.
In particular one sees that Eq. (72) is local in the frequency, so that ζ˜retα (ω) may be determined one frequency at a
time. Unfortunately, the SCA is not valid in our present problem, and we are forced to solving the full SPE’s (67)
numerically. We will see however that the solutions have several interesting properties that give clear signatures of
the depinned phase and the transition leading to it.
C. Replica symmetric (RS) solution vs replica symmetry breaking (RSB) solution
Eq. (67) shows that the replica diagonal self energy ζ˜retα (ω) depends on the off-diagonal terms ζα(u) through the
constants eα. It is instructive to first examine the possible structure of ζα(u). If ζα(u) is a constant in u, the symmetry
of permutation of the replica indices is kept and the solution is “replica symmetric” (RS). On the other hand, when
ζα(u) varies with u, the solution displays replica symmetry breaking (RSB).
For many low-dimensional systems (d ≤ 2), the appropriate solution to the SPE’s is of the RSB type. Often there
is a simple “one-step RSB” solution, with ζ(u) piecewise constant, but stepping up or down at a single point uc
(0 < uc < 1). It follows from Eq. (64) that [ζα] (uc) 6= 0 in the RSB state. On the other hand, [ζα] (uc) = 0 for the
RS solution.
Following Refs. 21 and 23, one can establish a close relation between [ζα] (uc) and eα. By making use of [ζα] (uc),
Eq. (57) can be rewritten as
ζ˜α(ωn 6= 0) = [ζα] (uc)− 4vimp
∫ 1/T
0
dτ (1− cos (ωnτ))
{
V ′αα[B˜(τ)] − V ′αα[B(uc)]
}
. (73)
Here, substituting V ′αα [B(uc)] from V
′
αα
[
B˜(τ)
]
guarantees that as T → 0 the second term of the right-hand side of
Eq. (73) vanishes at ωn → 0. Comparing Eqs. (73) and (67) one immediately concludes that
eα = − [ζα] (uc). (74)
So eα = 0 in the RS state and eα 6= 0 in the RSB state. The two constants ex and ey have significant physical
meanings. They may be regarded as a measure of the strength of pinning by the disorder potential and are roughly
speaking proportional to the gap in the low-energy magnetophonon modes. If eα = 0, the phonon spectrum is gapless
at q = 0 indicating the system can slide as a whole without energy cost, and is not pinned. Thus an RS solution is
expected in the unpinned state. If eα 6= 0 as in the RSB solution, a gap opens up in the low-energy magnetophonon
modes, uniform sliding cannot be achieved at zero energy, and the system is pinned by disorder.
We will show in Sec. V that for ∆ν < ∆νc, both ex and ey are nonzero and the stripes are thus fully pinned. As
∆ν → ∆νc, ey → 0, indicating a quantum depinning transition. The solution to the SPE’s is RS for motion along
the stripes but RSB for motion perpendicular to the stripes. We call this type of solution to the SPE’s a partial RSB
state. The detailed behavior of the system in this state will be explored in Sec. VI.
V. RESULTS FOR PINNED STATE: RSB SOLUTION
We begin by examining solutions of the SPE’s for which the QH stripes are fully pinned by disorder. According to
the RG result reviewed in Sec. III B, this corresponds to ∆ν < ∆νc in which the disorder is relevant. In this case both
ex and ey are nonzero. We begin by discussing constraints on ex and ey which determine their values, allowing us to
solve the SPE’s without explicitly solving for ζα(u) and ζ˜α. We then present numerical results for the conductivity.
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A. Two constraints for ex and ey
The SPE’s (67) become a set of closed equations if ex and ey are known. Formally, ex and ey need to be determined
self-consistently by solving Eq. (58). The SPE’s in fact have a family of solutions (parameterized by uc), and
determining which is best generically would be determined by minimization of the free energy. In the case of spatial
dimension d > 2, uc determined this way leads to Re[σ(ω)] ∼ ω2 at small ω. This is consistent with arguments by
Mott as well as some exact solutions29 (up to a logarithmic correction). However, for d ≤ 2, this approach can yield
an unphysical result in which, in the pinned state, the conductivity shows a true gap: Re[σ (ω)] vanishes below some
gap frequency. Alternatively, one may impose the condition Re[σ(ω)] ∼ ω2 at small ω. It is known that the doing
so generates an equation that may be understood as imposing a marginal stability on the so-called replicon mode21.
Although this point is not fully understood, it is a common procedure that leads to physically reasonable results, and
we will adopt it by imposing the condition Re[σαα(ω)] ∼ ω2 at small ω in the pinned state. From Eq. (66), this is
equivalent to Im[ζretα (ω)] ∼ ω. Note that this guarantees the magnetophonon mode density of state vanishes at zero
frequency, as one should expect for a pinned system.
To obtain the explicit condition leading to Im[ζretα (ω)] ∼ ω, we expand the SPE’s, Eqs. (67), for small-ω. The
integral over t now is dominated by the large t region. Therefore, the term
∫∞
0
df Aµ(f)e
ift in the argument of the
exponential function in Eq. (68) must be small due to the rapidly oscillating nature of eift, leading to
I(t,Kx)I(t,Ky) ≃ e−W (K)
[
1 +
1
π
∑
µ=x,y
K2µ
∫ ∞
0
df Aµ(f)e
itf
]
. (75)
The SPE’s (67) at small ω become
ζ˜retα (ω) ≃ eα + 2
∑
K6=0
v(K)K2α
∑
µ=x,y
K2µ
∑
q
[
G˜retµµ(q, ω)− G˜retµµ(q, ω = 0+)
]
, (76)
where v(K) = vimpe
−W (K). This is very similar to the SPEs (72) within the SCA except that vimp in Eq. (72) is now
replaced by v(K). Apparently, when W (K) ≪ 1 the semiclassical approximation is valid, and Eq. (76) reduces to
Eq. (72).
At small ω, we write
Re
[
ζ˜retα
]
≃ eα, (77)
Im
[
ζ˜retα
]
≃ βαω, (78)
and correspondingly
∑
q G˜
ret
µµ(q, ω) ≃ Gµ0 +
∑
α=x,y gµαβαω. The condition for nonvanishing βα from Eq. (76)
becomes
(Uxx − 1)(Uyy − 1)− UyxUxy = 0, (79)
where
Uµν = 2
∑
K6=0
K2ν v(K)
∑
α=x,y
K2αgαµ. (80)
Eq. (79) is our first constraint for ex and ey.
The second constraint follows from the assumption of a one-step RSB solution in which ζα(u < uc) = 0. Eqs. (74)
and (64) immediately yield
eα = −ucζα (uc) . (81)
Inserting Eq. (81) into Eq. (63) and noting ζ′α(v) = 0 for v ≥ uc we get̂˜
G(q, n = 0)− Ĝ(q, uc) =
[
D̂(q) + eˆ
]−1
, (82)
where the elements of the matrix eˆ are eαβ = eαδαβ . Substituting Eq. (82) in (60) and making use of G˜µµ(q, ωn →
0) =
[
D̂(q) + eˆ
]−1
µµ
results in the equation
Bµµ(uc) =
2
π
∫ ∞
0
dfAµ(f), (83)
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which can be inserted in Eq. (58) to give
ζα(uc) =
4vimp
T
∑
K6=0
K2αe
−W (K). (84)
Eqs. (84) and (81) lead to the ratio
ey
ex
=
∑
K6=0K
2
y e
−W (K)∑
K6=0K
2
x e
−W (K)
. (85)
This shows that the pinning of the stripes will generically be anisotropic, and serves as our second constraint for eα.
The appearance of the Debye-Waller factors W (K) in Eq. (85) has a significant impact: they are responsible for
the change of behavior in ζ˜retα (ω) across the depinning transition. As we shall see, whenever Ky 6= 0, W (K) increases
as ∆ν → ∆νc from below, and it eventually diverges at ∆νc leading to a suppression of ey. We will discuss this in
detail below. We stress that this behavior cannot be captured by the semiclassical approximation.
B. Numerical results
We are now in a position to solve the problem numerically. For a given pair of ex and ey, we use an iterative
method to solve for ζ˜retα (ω) from the SPE’s (67). (Typically 20-30 iterations lead to a good convergence.) The
computed ζ˜retα (ω) are then inserted in the two constraint equations (79) and (85) to generate new values of eα, and
the entire process is repeated until we reach self-consistency. We work in the N = 3 Landau level, although different
Landau indices should give similar results. All our calculations are obtained for a disorder level vimp = 0.0005e
4/l2B.
This is likely to be somewhat larger than experimental values, but we choose it for numerical convenience30. We
do not expect our results to qualitatively change for smaller disorder strengths. We note that the bending term in
Eq. (22) plays an important role of eliminating an artificial ultraviolet divergence at large qy, but beyond this has
little effect. We choose κb = 2 for all the fillings since this leads to a relatively fast convergence of the SPE’s, although
we believe the value should be somewhat smaller (of order 1).
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FIG. 3: (a) Constants ex and ey in units of e
2/l3B , and (b) peak positions Ωpx and Ωpy in units of e
2/lB , as functions of ∆ν in
the pinned state.
Results for ex and ey as functions of the partial filling in the pinned state are shown in Fig. 3 (a). The quantity ex
is a weak function of ∆ν, but ey decreases with increasing ∆ν, and eventually vanishes at ∆ν = ∆νc ≃ 0.459. This is
the consequence of a divergence in W (Kx;Ky 6= 0) at ∆ν = ∆νc. Note ∆νc is somewhat larger than what was found
in the perturbative RG17. This is due to the non-vanishing disorder strength; as vimp decreases, ∆νc decreases to the
value found in Ref. 17.
The dynamical conductivities perpendicular to the stripes in a pinned (RSB) phase are presented in Fig. 4. For
∆ν well below ∆νc ≈ 0.459, Re[σxx (ω)] has a pinning peak whose lineshape is qualitatively similar to what is found
15
using the SCA.24. The prominent behavior visible in Fig. 4 is a monotonic decrease of the peak frequency Ωpx with
growing ∆ν, and its eventual collapse as the depinning transition is approached. The peak frequency behavior is more
clearly shown in Fig. 3 (b). Notice the lineshape becomes increasingly asymmetric as the transition is approached.
Experimental observations so far seem to be consistent with this15,16.
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FIG. 4: Real part of conductivity perpendicular to the stripes as a function of frequency in the pinned (RSB) state. The
disorder strength vimp = 0.0005e
4/l2B is used. All curves start from Re[σxx (ω)] = 0 at ω = 0, and curves except for ∆ν = 0.36
are lifted upward for clarity.
The real part of the conductivity along the stripes Re[σyy (ω)] is shown in Fig. 5. It also presents a pinning peak
whose frequency Ωpy falls down with increasing ∆ν as shown in Fig. 3 (b). But the observed peak lineshape is more
interesting than that of Re[σxx (ω)]. Below the peak frequency Ωpy, in the range ey < ω < Ωpy the conductivity
appears to tend toward a non-vanishing value when ∆ν is sufficiently below ∆νc; only for ω well below this range
does one find Re[σyy(ω)] decreasing. The reason for this is that the quantity ey turns out to be rather small [as
shown in Fig. 3 (a)] due to a large Debye-Waller factor, and in this frequency range the system displays a behavior
similar to an incoherent metal response32. We discuss this in more detail for the depinned (PRSB) phase below. For
ω ≪ ey, Re[σyy(ω)] vanishes quadratically with ω (not visible on the scale of Fig. 5), as required for a pinned state.
As ∆ν → ∆νc, we eventually reach a situation in which ey and Ωpy are of similar order, in which case the pinning
peak sharpens and grows quite large. This peak continuously evolves into a δ-function at zero frequency as the system
enters into the PRSB state, so that the transition from pinned to depinned behavior is very continuous.
Interestingly, as shown in Fig. 3, ey → 0 governs the vanishing of both Ωpx and Ωpy. To understand this, we note
that there are two gapless collective modes in the absence of the magnetic field; the magnetic field mixes them into
two other modes, one of which is at a high value (order of ~ωc), leaving the other (magnetophonon) mode as the only
gapless one. It is this single mode that responds to the electric field, albeit in an anisotropic manner in the xˆ and yˆ
directions. Technically, at ω ∼ Ωpx,Ωpy, ζretα (ω) obeys Eqs. (77-78), and the longitudinal conductivities in Eq. (66)
become
Re [σαα(ω)] ≃ e
2
axay
ω2
eα¯(exβy + eyβx) + βα¯
[
(1 + βxβy)ω
2 − exey)
]
[(1 + βxβy)ω2 − exey]2 + ω2 [exβy + eyβx]2
. (86)
From this we can extract
Ωpx ∼ Ωpy ∼
√
exey
1 + βxβy
. (87)
VI. RESULTS FOR DEPINNED STATE: PARTIAL RSB (PRSB) SOLUTION
For ∆ν ≥ ∆νc the state is characterized by ex 6= 0 but ey = 0. As discussed in Sec. IV.C, this corresponds to a
RSB solution for ζx(u) but a RS solution for ζy(u). We call this the PRSB state. This state has various interesting
properties that we will present below.
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FIG. 5: Real part of conductivity along the stripes as a function of frequency in the pinned (RSB) state. The vimp is the same
as in Fig. 4. Curves from right to left correspond to ∆ν = 0.36, 0.38, 0.4, 0.42, 0.43, 0.44, 0.45, 0.452, 0.454, respectively.
A. Power law behavior for ζ˜rety (ω)
From the results of the perturbative RG, we expect the stripes to remain pinned for motion in the xˆ direction
even as the stripes become depinned for motion in the yˆ direction. We therefore assume that in the PRSB state, the
small-ω asymptotic behavior of ζ˜retx (ω) remains the same as that in the RSB state [Eqs. (77-78)], and this turns out to
yield a self-consistent solution. However, ζ˜rety (ω) is qualitatively different in the depinned state. To see this explicitly
we examine the SPEs (67) for ζ˜rety (ω),
ζ˜rety (ω) = −4vimp
{
2K2y0
∫ ∞
0
dt
(
eiωt − 1) Im [I(t,Ky0)] + 4K2y0 ∫ ∞
0
dt (eiωt − 1)Im [I(t,Ky0)I(t,Kx0)]
}
. (88)
There is a self-consistent solution for this equation in which ζ˜rety (ω) has an anomalous power law behavior at low
frequencies,
Re
[
ζ˜rety (ω)
]
≃ αyω2, (89)
Im
[
ζ˜rety (ω)
]
≃ βyωγ+1. (90)
This solution is only valid when
γ ≥ 1, (91)
where γ is defined in Eq. (96) below. Note that at small ω, ζ˜rety (ω) is dominated by large-t behavior of the integrands
in Eq. (88), and this in turn depends on small-f asymptotics of Aα(f)
(
1− eitf ) in I(t,Kα0) [see Eq. (68)]. Making
use of Eqs. (77-78) and (89-90), and of the smectic form of the dynamical matrix D̂(q) in Eqs. (22-24) (with the
bending term neglected), we obtain
Ay(f) ≃ axay
(2π)2
∫
dqx [dxx(qx)− ex] Im
[∫ ∞
−∞
dqy
gx(qx)q2y − (1 + αy) (f + i0+)2
]
≃ πcv
f
, (92)
where
gx(qx) = (1 + αy)
{
[dxx(qx)− ex] dyy(qx)− d2xy(qx)
}
, (93)
and
cv =
axayl
2
B
(2π)2
∫
dqx
dxx − ex√
gx(qx)
. (94)
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The quantity Ay bears a singular 1/f term which is responsible for the unusual feature of ζ˜
ret
y (ω). In contrast,
Ax(f) can be easily shown to converge to a constant at small f . Therefore, in Eq. (88), the large t behavior of
I(t,Ky0)I(t,Kx0) is dominated by I(t,Ky0), and the two terms within the braces have qualitatively the same small-ω
behavior. Substituting Eq. (92) in Eq. (68) leads to
I(t,Ky0) ∼ (1 + itΛω)γ+2, (95)
where
γ =
K2y0cv
π
− 2. (96)
Here Λω is a high-energy cutoff of order the magnetophonon band width. Inserting Eq. (95) into Eq. (88) and keeping
only the leading-order terms in ω we produce Eqs. (89-90) provided Eq. (91) is met. For larger values of γ, the
solution is not self-consistent, and one must revert to the full RSB (pinned) solution.
Equations (89-91) are the criteria for the existence of a PRSB solution. The inequality (91) defines a critical
value γc = 1. Since γ in Eq. (96) increases monotonically with ∆ν, this critical value corresponds to a critical filling
∆νc. Our numerical result shown below in Sec. VI C indicates that ∆νc obtained this way matches nicely with
the critical filling defined in the RSB state through the collapse of the pinning peaks. One can also see that in the
vanishing disorder limit (ex, αy → 0), γ reduces to γ0 defined in Eq. (36) that occurs in the RG flow equation (34),
and the condition (91) matches the RG condition for the irrelevance of the disorder. Technically, the reason these
coincide originates from the similar ways in which the Green’s function enters in the SPE (88) and in the calculation
of the scaling dimension of the impurity term in the RG analysis. The minor difference is that the GVM includes
the renormalization of the Green’s function by disorder, while the RG analysis, being perturbative, uses the Green’s
function for the pure system.
In both the RSB and the PRSB states, Im
[
ζ˜rety (ω)
]
shows power-law behavior Im
[
ζ˜rety (ω)
]
∼ ωγζy [Eqs. (78) and
(90)], although the exponent is fixed at 1 for the RSB state. Plotting γζy as a function of the partial filling in Fig. 6 (a),
we see that γζy jumps from 1 in the RSB state to 2 in the PRSB state. This jump arises from an underlying jump
in the low-frequency exponent in Re
[
ζ˜rety (ω)
]
(from 0 in the RSB state [Eq. (77)] to 2 in the PRSB state [Eq. (89)]).
Such jumps are typical for a KT-type phase transition. In the next subsection we will show the corresponding jumps
in the low-frequency exponents in conductivities.
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FIG. 6: Low-frequency exponents (a) γζy of Im
[
ζrety
]
, and (b) γσx of Re[σxx (ω)] and γσy of Re[σyy (ω)], as functions of the
partial filling ∆ν. vimp is the same as in Fig. 4. ∆νc ≃ 0.459 marks the quantum depinning transition point and ∆ν
′
c corresponds
to the second transition point at which the system changes its behavior from divergent as ω → 0 to metallic. Circles are the
numerical result.
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B. Anomalous low-frequency exponents for conductivities
The unusual low-frequency exponents of ζ˜rety (ω) directly affect the low-frequency behavior of the conductivities.
Inserting Eqs. (77-78) and (89-90) in Eq. (66) we find that at small ω,
Re [σyy(ω)] ≃ e2
[
sy0 δ(ω) + sy1ω
γ−2 + sy2
]
, (97)
Re [σxx(ω)] ≃ e2
[
sx1 ω
γ + sx2 ω
2
]
, (98)
where sy0 = ∆νex/2(1 − exαy), sy1 = e2xβy∆ν/2π, sy2 = βx(1 + exαy)∆ν/2π, sx1 = βy(1 + exαy)∆ν/2π, sx2 =
α2yβx∆ν/2π. The most significant feature in Re[σyy(ω)] lies in the δ peak at ω = 0
34. Physically, this means that
the PRSB phase is a superconducting state, and the system manages to find an effective free path to slide along
the stripes. By contrast, Re[σxx(ω → 0)] = 0, implying the system is insulating for motion perpendicular to the
stripes. This suggests that the PRSB state has infinite anisotropy in the DC conductivity. This is not observed in
DC transport experiments5, and we comment in Sec. VIII on what is missing from our model that we believes leads
to this discrepancy.
The other two terms in Eq. (97) and the terms in Eq. (98) imply an incoherent contribution at ω 6= 0. Interestingly,
these terms compete with each other in determining the low-frequency exponents of the conductivities, leading to
a second transition. For 1 ≤ γ < 2, the second term in Eq. (97) and the first term in Eq. (98) dominate, so that
Re[σyy(ω)] ∼ ω−(2−γ) which diverges as ω → 035. This is a very unusual finite frequency response, which arises
from the form of the Green’s function in the PRSB state and so appears to be specific to this system just after the
depinning transition. The response perpendicular to the stripes is insulating but also anomalous, Re[σxx (ω)] ∼ ωγ
with γ non-integer. Since γ increases with the filling ∆ν, the low-frequency exponents of Re[σyy(ω)] and Re[σxx(ω)]
evolve (continuously) from ∆νc (for which γ = 1) to a second critical filling ∆ν
′
c (for which γ = 2). As ∆ν further
increases from ∆ν′c, γ becomes larger than 2, and the third term in Eq. (97) and the second term in Eq. (98) dominate
the low frequency behavior. Consequently, Re[σyy(ω)] ∼ const. for small but non-vanishing ω, which is a standard
finite frequency response for a superconductor, sometimes called “incoherent metallic behavior”32. Furthermore,
Re[σxx (ω)] ∼ ω2 which is similar to the behavior in the fully pinned state. Thus, at ∆ν′c, the system experiences a
second transition in which the finite-frequency behavior of the stripes changes. The conductivities thus have a very
unusual low-frequency behavior for a small window of filling factors, ∆νc < ∆ν < ∆ν
′
c. Interestingly, such changes
in power-law behavior above a KT transition is known to occur in other contexts36. The qualitative result of the
low-frequency exponents γσα of Re[σαα (ω)] discussed here can be seen in Fig. 6 (b). The numerical values of ∆νc
and ∆ν′c for our calculations will be discussed in the next subsection. As also shown in Fig. 6 (b), both γσx and γσy
jump at the depinning transition point ∆νc.
In practice, the visibility of the various terms in Eqs. (97) and (98) depends on the relative size of the coefficients
of each term, which we discuss in the next subsection.
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∆ν ex βx αy βy sy1 sy2 sx1 sx2
0.46 -0.0037 2.26 0.68 2.2 2.2e-6 0.165 0.161 0.076
0.463 -0.0037 1.96 0.34 2.6 2.6e-6 0.143 0.192 0.016
0.466 -0.0037 1.98 0.18 2.9 2.9e-6 0.146 0.215 0.0049
0.47 -0.0035 1.97 0.10 3.4 3.1e-6 0.147 0.252 0.0014
0.48 -0.0034 1.85 0.02 5.0 4.4e-6 0.141 0.382 4e-5
TABLE I: Table of the coefficients of the leading order terms of the self energy and conductivities in the PRSB state at various
filling.
C. Constraint for ex and numerical result for the conductivities
To obtain quantitative results for the conductivities in the PRSB state, we need to numerically solve the SPEs
(Eqs. 67) together with the constraint for ex. This constraint can be obtained, under the assumption of the existence
of linear-ω term in ζ˜retx (ω) at small ω, from the first constraint Eq. (79) in the pinned state by examining the limit
ey → 0. It is easy to find that gxx ∼ const., gxy ∼ |ey|1/2, and gyy ∼ |ey|3/2. On the other hand, e−W (±Kx0,0) tends
to a non-vanishing constant as ey → 0, while both e−W (0,±Ky0) and e−W (±Kx0,±Ky0) scale as |ey|−(γ+2)/2, where γ
was defined in Eq. (96). Plugging these into Eq. (80) yields Uxx ∼ const., Uxy ∼ |ey|−1/2, Uyx ∼ |ey|(γ+1)/2, and
Uyy ∼ |ey|(γ−1)/2. (99)
Eq. (79) thus becomes
(Uxx − 1)
(
c0|ey|(γ−1)/2 − 1
)
∼ |ey|γ/2, (100)
where c0 is a constant whose precise value is irrelevant for our discussion. In the PRSB state, γ > 1 and ey = 0, so
that the constraint becomes
Uxx − 1 = 0. (101)
In Appendix D, we discuss another way of satisfying Eq. (100) which leads to an unphysical solution.
We have carried out numerical calculations of the exponents and conductivities for the fillings ∆ν =
0.46, 0.463, 0.466, 0.47, 0.48, all of which are in the PRSB state. Results for γ are shown as squares in Fig. 7. Clearly,
γ increases monotonically with filling factor. Notice that γ at ∆ν = 0.46 is very close to the critical value 1, and
by an extrapolation we conclude that ∆νc ≃ 0.459. By comparing with Fig.3 in the RSB state, we find that ∆νc
agrees with that from the RSB state, yielding a non-trivial check on our numerics. In Fig. 7 we also plot γ0 (circles)
which is computed from Eq. (36) in the pure limit. The critical γ0 results in a critical filling at the vanishing disorder
limit ∆ν
(0)
c ≃ 0.432. The result of ∆νc > ∆ν(0)c reflects the fact that a stronger disorder strength makes pinning
more likely and so increases ∆νc. As we mentioned before, the disorder level we choose is most likely larger than
the experimental situation. We expect that in the experimental parameter regime the critical filling for the quantum
depinning transition for N = 3 is some value between 0.432 and 0.459.
The numerically computed values of γζy, γσx and γσy are shown as circles in Fig. (6). We find ∆ν
′
c ≃ 0.467.
Our numerical result also confirms the low-energy behavior of the self-energy Eqs. (77-78) and (89-90). In Tab. 1,
we present the coefficients of the leading terms of the self energy. It is clear that ex is nearly a constant, and βx
and βy are also moderate functions of ∆ν. But αy increases drastically as ∆ν approaches ∆νc from above. We will
comment on this in Sec. VII.
It is important to note that the coefficients we find for sy1 are numerically very small (see Table I), so that the
anomalous divergence near ω = 0 can only be visible at very small frequencies. This suggests that the divergence may
be in practice difficult to observe, and indeed it is beyond the numerical accuracy of our calculations too because the
frequency grid required would be much finer than can practically be achieved. For frequencies of order ω > 10−5 we
find that the anomalous divergence cannot be seen (for the parameters of our calculation) and the finite frequency
response appears to be that of an incoherent metal. Interestingly we find that the incoherent contribution to the
dynamical conductivity becomes sharply peaked for ω < .001, but this levels off to a constant when the frequency
becomes small enough.
Numerical results for the conductivities perpendicular to the stripes at various fillings are shown for a fairly large
frequency range in Fig. 8. The low-energy pinning mode is absent, and there is instead a broad peak at high
frequencies. We would like to remark that the result at such high energy scales should be taken with a grain of salt,
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Note that the low-energy pinning mode is absent in the PRSB.
as our elastic model only reproduces the excitation spectrum of the quantum Hall stripes for low energies. The peak
may be interpreted as being due to a maximum in the phonon density of states that occurs in the elastic model, and
is not a pinning peak. For much lower frequencies where our computation is accurate, Re[σxx(ω)] shows the power
law behavior as expected. For ∆ν = 0.47 and 0.48 which are larger than ∆ν′c, the anticipated Re[σxx(ω)] ≃ ω2 is not
visible within our numerical accuracy. As shown in Table I, the coefficient of the ω2 term, Sx2, is much smaller than
that of the ωγ term, Sx1, for ∆ν = 0.47 and 0.48, again requiring a very fine ω grid to observe. Thus in practice one
may observe the anomalous power law dependence over a relatively large range of filling factors.
VII. QUANTUM DEPINNING TRANSITION - KT UNIVERSALITY CLASS
In the previous section, we observed jumps in the low-frequency exponents of ζ˜rety , Re[σxx (ω)] and Re[σyy (ω)] at
the quantum depinning transition point. In this section, we discuss the connection of these jumps with the universal
jump in the superfluid stiffness and the critical exponent of correlation functions of the KT transition26.
The depinning transition we have found is of the KT form, as is clear from the perturbative RG analysis17. Inserting
the smectic form of Dyy(q) in Eq. (24) into the action (40) one can see that dyy(qx) acts as an effective stiffness along
the stripes direction. The action in Eqs. (39)-(41) for the stripes phase then can be viewed as a generalized quantum
sine-Gordon model: for vimp = 0, the action behaves as a collection of 1+1 dimensional elastic systems, one for each
qx; the impurity term couples these systems. As is well-known, the two-dimensional classical sine-Gordon model
supports a roughening transition33, which formally is closely related to a smectic-to-crystal transition, and is a dual
description of the KT vortex unbinding transition33.
An interesting aspect of our system is that, in the pure limit, there is no term that is quadratic in ω in either
diagonal component of the Green’s function, so that there is no analogue of dyy(qx) in the time direction. However,
such a term is generated in the self-energy as a result of the variational method when the disorder is present, even in
the depinned state. Writing Re
[
ζ˜rety (ω)
]
≃ αyω2 for small ω, we plot αy as a function of partial filling factor ∆ν above
the transition in Fig. 9. One can see the sharp increase as the transition is approached. Such an increase is consistent
with the usual RG for the roughening transition, for which the stiffness increases in the RG flows, although one needs
to go to higher order in perturbation theory than was undertaken in Ref. 17 to see this. We note finally that αy
cannot increase indefinitely: as it increases, the value of γ (Eq. (96)) decreases, eventually crossing the critical value
and forcing the system into the fully pinned state. In this state, Re
[
ζ˜rety (ω)
]
≃ αyω2 no longer vanishes as qy, ω → 0,
but rather goes to a constant. This can be roughly interpreted as a system with an infinite stiffness, so that one may
associate the transition with a jump in αy from its critical value to infinity.
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VIII. CONCLUSION
In this paper, we have used replicas and the Gaussian variational method to calculate the finite-frequency conduc-
tivity of QH stripes in order to see its detailed behavior in the vicinity of the quantum depinning transition. The
low-energy degrees of freedom of the QH stripes are described within an effective elastic model that is character-
ized by a dynamical matrix which is determined by matching to microscopic TDHFA calculation. Our results show
that in the pinned state for ∆ν < ∆νc, the system is in an RSB state, and the conductivities have resonant peaks
for excitation both parallel and perpendicular to the stripes. As ∆ν approaches ∆νc from below, a Debye-Waller
factor W (Kx;Ky 6= 0) increases and eventually diverges at ∆ν = ∆νc, resulting in a vanishing pinning energy ey
for motion along the stripes. For ∆ν > ∆νc, the system enters a new state with partial replica symmetry breaking
(PRSB), in which the solution has RSB perpendicular to the stripes, but is replica symmetric along them. In this
state Re[σyy(ω)] has a superconducting response at zero frequency and an anomalous power law behavior for both
Re[σxx(ω)] and Re[σyy(ω)] for ∆ν just above the critical value. Moreover, there are jumps in the low-frequency
exponents of both the self-energy and conductivities at the transition point, as one might expect for a KT transition.
We conclude by discussing a prominent discrepancy between our results and those of existing experiments. In
DC transport, one observes metallic behavior with finite anisotropy rather than the infinite one found in the PRSB
state. We believe the missing ingredients from our model are processes allowing hopping of electrons between stripes.
These processes are very difficult to incorporate into an elastic model. It is clear that, if relevant in the RG sense,
such processes can broaden the δ-function response to yield anisotropic metallic behavior. Our results should apply
at frequency scales above this broadening. Indeed, microwave absorption experiments become quite challenging at
low frequencies, and it is unclear whether existing measurements of the dynamical conductivity can access the low
frequency conductivity in the unpinned state, whether or not it is broadened. In any case, it is interesting to speculate
that a true δ-function response might be accessible in structured environments where barriers between stripes may
suppress electron hopping among stripes37, or that there may be analogous states for layered 2+1 dimensional classical
systems of long string-like objects, which has been shown11 to be closely related to the two-dimensional quantum stripe
problem.
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APPENDIX A: SUMMARY OF HF AND TDHF FORMALISMS
In a previous work7, two of us have shown that, in the HFA, the smectic state (as in the edge state model8)
is unstable with respect to density modulations along the direction of the stripes. The ground state of the two-
dimensional electron gas near half filling of the higher Landau levels is instead an anisotropic two-dimensional Wigner
crystal with basis vectors R1 = (0, ay) and R2 = (ax, ay/2). (One can also see this crystal as an array of 1D
Wigner crystals with out-of-phase modulations on adjacent 1D crystals). The electronic density of this crystal is fully
determined by the Fourier components of the electronic density {〈n (K)〉} where K is a reciprocal lattice vector of
the oblique lattice shown in Fig. 1.
In our analysis, the Hilbert space is restricted to that of the partially filled Landau level. It is then convenient to
define a density of orbit centers or “guiding-center density” 〈ρ (K)〉 which is related to the electronic density by the
equation
〈n (K)〉 = NφFN (K) 〈ρ (K)〉 , (A1)
where Nϕ is the Landau-level degeneracy and
FN (K) = e
−K2l2B/4L0N
(
K2l2B
2
)
, (A2)
( L0N (x) is a generalized Laguerre polynomial) is a form factor for an electron in Landau level N. The 〈ρ (K)〉′ s can
be computed7 by solving the HF equation of motion for the single particle Green’s function
G (K,τ) = − 1
Nφ
∑
X,X′
e−
i
2
Kx(X+X′)δX,X′−Kyl2B
〈
TτcX (τ) c†X′ (0)
〉
, (A3)
with
〈ρ (K)〉 = G (K,τ = 0−) . (A4)
In Eq. (A3), cX
(
c†X
)
is the destruction(creation) operator for an electron in Landau level N with guiding-center X
in the Landau gauge.
From the set of 〈ρ (K)〉′ s computed in the HFA, one can derive the dynamical “density-density” correlation function
χ
(ρ,ρ)
K,K′ (q, τ) = −Nϕ 〈Tτ ρ˜ (q+K, τ) ρ˜ (−q−K′, 0)〉 , (A5)
in the TDHFA7. In Eq. (A5), q is a vector restricted to the first Brillouin zone of the stripe crystal and ρ˜ ≡ ρ− 〈ρ〉.
By following the poles of χ(ρ,ρ) with non-vanishing weight as the wavevector q is varied in the Brillouin zone of the
reciprocal lattice, we get the dispersion relation of the phonon and higher-energy collective modes of the stripe state.
The equation of motion for χ
(ρ,ρ)
K,K′ (q, τ), in the TDHFA, is given by∑
K′′
[iωnδK,K′ −MK,K′′ (q)]χ(ρ,ρ)K′′,K′ (q, iωn) = BK,K′ (q) , (A6)
where ωn is a Matsubara bosonic frequency and the matrices MK,K′ and BK,K′ are defined by
MK,K′ (q) = −2i
(
e2
κlB
)〈
ρ
(
K−K′)〉 (A7)
× sin
[
(q+K)× (q+K′) l2B
2
] [
HN (K−K′)−XN
(
K−K′)−HN (q+K′) +XN (q+K′)]
and
BK,K′ (k) = 2i sin
[
(q+K)× (q+K′) l2B
2
] 〈
ρ
(
K−K′)〉 (A8)
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respectively. (Here a× b stands for axby − aybx.)
In Eq. (A7), HN (q) and XN (q) are the HF interactions in Landau level N :
HN (q) =
(
e2
κlB
)
1
qlB
e
−q2l2
B
2
[
L0N
(
q2l2B
2
)]2
, (A9)
XN (q) =
(
e2
κlB
)√
2
∫ ∞
0
dx e−x
2 [
L0N
(
x2
)]2
J0
(√
2xqlB
)
. (A10)
To solve for χ
(ρ,ρ)
K,K′ (q, iωn), we diagonalize the matrix MK,K′′ (q) by the transformation
M = CEC−1, (A11)
where C is the matrix of the eigenvectors ofM and Ei,j = εjδi,j is the diagonal matrix of its eigenvalues. The analytic
continuation of χ
(ρ,ρ)
K,K′ (q, iωn) is given by
χ
(ρ,ρ)
K,K′ (q, ω) =
∑
j,k
CK,j (q)
[
C (q)−1
]
j,k
Bk,K′ (q)
ω + iδ − εj (q) (A12)
≡
∑
i
Wi (q+K,q+K
′)
ω + iδ − εi , (A13)
where Wi (q+K,q+K
′) is the weight of the pole εi in the response function. The true density response function is
simply
χ
(n,n)
K,K′ (q, ω) = Nφ
∑
i
FN (q+K)Wi (q+K,q+K
′)FN (q+K
′)
ω + iδ − εi . (A14)
APPENDIX B: INVERSION RULES FOR MATRICES
The inversion rules for hierarchical matrices in the n → 0 limit for the case where the entries are scalars may be
found in Ref.20. In this appendix we generalize these inversion rules for the situation when the entries are themselves
n0 × n0 matrices, with our problem corresponding to n0 = 2.
mi
(i) M    =
FIG. 10: Schematic structure of the matrix M (i). All the matrix elements in the shaded area are 1 and 0 elsewhere.
In the replica method, we introduce n replicas of the system and thus deal with(n0n) × (n0n) matrices. In the
RSB states, in order to invert matrices in the limit of n → 0 analytically, we follow the scalar case to assume
that the (n0n) × (n0n) matrices have a hierarchical structure. This may be described by a set of integers m0(=
n),m1, · · · ,mk,mk+1(= 1) where mi/mi+1 is also an integer. Such matrices may be constructed by introducing k+2
“block” matrices M (i) (i = 0, · · · , k+1) all of size n× n. These are defined such that their elements are 1 within the
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mi blocks along the diagonal and 0 elsewhere. These matrices can be used as a basis for a group, so that any n0n by
n0n hierarchical matrix A can be expressed as
A = ˜ˆa⊗ 1 +
k∑
i=0
aˆi ⊗ [M (i) −M (i+1)]. (B1)
where ˜ˆa and aˆi are n0 × n0 matrices. It is easy to check that
(aˆi ⊗M (j)) · (aˆl ⊗M (s)) = (aˆi · aˆl)⊗ (M (j) ·M (s)). (B2)
This means that A is characterized by k + 2 n0 by n0 matrices ˜ˆa and aˆi (i = 0, · · · , k). In fact, A is completely
parametrized by its topmost row
˜ˆa aˆk · · · aˆk︸ ︷︷ ︸ ˆak−1 · · · ˆak−1︸ ︷︷ ︸ · · · · · · aˆ0 · · · aˆ0︸ ︷︷ ︸ . (B3)
mk mk−1 m0
We can then define
aˆ(u) =

aˆ0 for n−m1 < u < n
...
aˆk for 1 < u < mk
(B4)
to parameterize the off-diagonal element matrices.
We assume that the matrix A has an inverse matrix B which because of the group properties should also be a
hierarchical matrix, and thus is characterized by
˜ˆ
b and bˆi (i = 1, · · · , k). If we multiply two matrices A and B and
call the product C, it may be written as
C = A ·B = ˜ˆc⊗ 1 +
k∑
i=0
cˆi ⊗ [M (i) −M (i+1)], (B5)
with
˜ˆc = ˜ˆa · ˜ˆb−
k∑
i=0
(mi+1 −mi)aˆi · bˆi, (B6)
cˆi = aˆi · ˜ˆb−miaˆi · bˆi +
k∑
j=i+1
(mj −mj+1)(aˆi · bˆj + aˆj · bˆi)−
i∑
j=0
(mj+1 −mj)aˆj · bˆj. (B7)
Now we are in the position to analytically continue the hierarchical matrix to n→ 0. We first analytically continue
aˆ(u) to be defined for u ∈ [1, n] and then take the limit n → 0. The limit n → 0 then suggests that the hierarchical
matrix A is specified by a diagonal-element matrix ˜ˆa and a matrix function aˆ(u) for u ∈ [0, 1]. The matrix B can be
analytically continued in the same way. Eqs. (B6-B7) therefore become
˜ˆc = ˜ˆa · ˜ˆb−
∫ 1
0
du aˆ(u) · bˆ(u), (B8)
cˆ(u) = (˜ˆa− 〈aˆ〉) · bˆ(u) + aˆ(u) · (˜ˆb − 〈bˆ〉)−
∫ u
0
dv [aˆ(u)− aˆ(v)] ·
[
bˆ(u)− bˆ(v)
]
, (B9)
where 〈aˆ〉 = ∫ 1
0
dv aˆ(v). Since B is the inverse matrix of A, we require
˜ˆc = 1ˆ, cˆ(u) = 0ˆ. (B10)
Differentiating Eq. (B9) with respect to u and using Eq. (B10) leads to{
˜ˆa− 〈aˆ〉 − [aˆ] (u)
}
· bˆ′(u) + aˆ′(u) ·
{
˜ˆ
b− 〈bˆ〉 − [bˆ](u)
}
= 0ˆ, (B11)
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where [aˆ] (u) =
∫ u
0 dv [aˆ(u)− aˆ(v)], and aˆ′(u) = daˆ(u)/du. By making use of ([aˆ](u))′ = uaˆ′(u), Eq. (B11) becomes{
˜ˆa− 〈aˆ〉 − [aˆ] (u)
}
·
{
˜ˆ
b− 〈bˆ〉 − [bˆ](u)
}
= const. (B12)
To determine the constant matrix in Eq. (B12), we examine Eqs. (B8) and (B9) at u = 1 and get[
˜ˆa− aˆ(1)
]
·
[
˜ˆ
b− bˆ(1)
]
= 1ˆ. (B13)
So const. = 1ˆ, and Eq. (B12) gives {
˜ˆ
b− 〈bˆ〉 − [bˆ](u)
}
=
{
˜ˆa− 〈aˆ〉 − [aˆ](u)
}−1
, (B14)
which can be inserted into Eq. (B11) to produce one of the inversion rules
bˆ(u)− bˆ(v) =
∫ v
u
dy
{
˜ˆa− 〈aˆ〉 − [aˆ](y)
}−1
· aˆ′(y) ·
{
˜ˆa− 〈aˆ〉 − [aˆ](y)
}−1
. (B15)
This is very similar to Eq. (AII.5) in Ref. 20. Eqs. (B15) and (B13) lead to
˜ˆ
b− bˆ(u) =
[
˜ˆa− aˆ(1)
]−1
−
∫ 1
u
dv
{
˜ˆa− 〈aˆ〉 − [aˆ](v)
}−1
· aˆ′(v) ·
{
˜ˆa− 〈aˆ〉 − [aˆ](v)
}−1
. (B16)
This is the inversion rule we have used in our work [see Eq. (63) in the text].
For completeness, we also show, without giving the details of the derivation, some other inversion rules as well as
the formula for limn→0
(
1
nTr lnA
)
which appears in the expression of free energy:
˜ˆ
b =
(
˜ˆa− 〈aˆ〉
)−1
·
{
1ˆ−
∫ 1
0
du
u2
[aˆ](u) ·
(
˜ˆa− 〈aˆ〉 − [aˆ](u)
)−1
− aˆ(0) ·
(
˜ˆa− 〈aˆ〉
)−1}
, (B17)
bˆ(u) = −
(
˜ˆa− 〈aˆ〉
)−1
·
{
aˆ(0) ·
(
˜ˆa− 〈aˆ〉
)−1
+
1
u
[aˆ](u) ·
(
˜ˆa− 〈aˆ〉 − [aˆ](u)
)−1}
lim
n→0
(
1
n
Tr lnA
)
= ln det
(
˜ˆa− 〈aˆ〉
)
+Tr
[
aˆ(0) ·
(
˜ˆa− 〈aˆ〉
)−1]
−
∫ 1
0
du
u2
ln
det
(
˜ˆa− 〈aˆ〉 − [aˆ](u)
)
det
(
˜ˆa− 〈aˆ〉
)
 . (B18)
APPENDIX C: SPE’S FOR THE RETARDED SELF ENERGY
In this Appendix, we analytically continue the SPE’s (57) for the Matsubara self energy in order to derive the
SPE’s (67) for the retarded self energy. We rewrite Eq. (57) as
ζ˜α(ωn) =
∫ 1
0
du ζα(u) + 4vimp
∫ 1/T
0
dτV ′αα
[
B˜(τ)
]
− 4vimpJ(ωn), (C1)
where J(ωn) is the Fourier transform in Matsubara frequencies of
J0(τ) = exp
[
−1
2
∑
µ
K2µB˜µµ(τ)
]
(C2)
with B˜µµ(τ) being defined in Eq. (59). Obviously, J0(τ) is a Matsubara correlation function, and its corresponding
real-time ordered correlation function reads
J˜0(t) = iJ0(τ → it) = θ(t)J1(t) + θ(−t)J2(t), (C3)
where J1(t) = J˜0(t > 0), J2(t) = J˜0(t < 0) with the relation J2(−t)/i = (J2(t)/i)∗, and θ(t) is the step function. The
retarded function becomes
J ret0 (t) = θ(t)[J1(t)− J2(t)]. (C4)
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FIG. 11: Real part of conductivity perpendicular to the stripes (a) and parallel to the stripes (b), in the unphysical so-
lution. Curves from right to left correspond to ∆ν = 0.46, 0.44, 0.42, 0.4, 0.38, respectively. Smaller disorder strength
vimp = 0.0001e
4/l2B is used. Inset in (b): Peak frequencies as functions of the partial filling.
Using the Nambu representation
G˜µν(q, ωn) = − 1
π
∫ ∞
−∞
df
Aµ(f)
iωn − f , (C5)
where Aµ(f) is defined in Eq. (69), we find that B˜µµ(τ) in Eq. (59) becomes
B˜µµ(τ) =
1
π
∫ ∞
0
dfAµ(f)
[
T
∑
ωn
(1 − cosωnτ) 2f
ω2n + f
2
]
. (C6)
We can then easily sum over the Matsubara frequency in the above equation to get
B˜µµ(τ) =
1
π
∫ ∞
0
dfAµ(f)
[
1− e−|τ |f + 2 [1− cosh(fτ)]
eu/T − 1
]
. (C7)
Apparently, at T = 0, the last term inside the parentheses in Eq. (C7) vanishes. Inserting Eq. (C7) into Eq. (C2) and
following the procedure described in Eqs. (C3) and (C4), we find that at T = 0,
J ret0 (t) = i θ(t) Im exp
[
−
∑
µ
K2µ
π
∫ ∞
0
dfAµ(f)
(
1− e−|τ |f
)]
. (C8)
From Eqs. (C1) and (C8) and noting that J ret0 (ω) =
∫ −∞
∞
dteiωtJ ret0 (t), we immediately obtain Eq. (67).
APPENDIX D: UNPHYSICAL SOLUTION OF THE SPE’S
In our numerical search, we also notice the existence of another solution which we present here and argue is
unphysical. Fig. 11 shows the result of the conductivities from this solution which corresponds to a much smaller
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disorder level. Both Re[σxx (ω)] and Re[σyy (ω)] show the pinning behavior and the peak frequencies move in as also
shown in the inset of Fig. 11 (b). However, unlike in the solution we presented in the text, no quantum depinning
transition occurs.
Interestingly, this solution displays a peak move-in behavior that is reminiscent of what is seen in the physical
solution. This is the result of a decreasing ey, due to the increasing W (Kx;Ky 6= 0) with the partial filling ∆ν.
However, at small ey, unlike in the other solution, the constraint (100) is not satisfied through Uxx = 1, but instead
through Uyy = 1. This can be seen from Eq. (99), according to which Uyy will rapidly decrease from very large values
to very small values right near γ = 1. This means that near this value Uyy must pass through one, satisfying the
constraint. In this solution, γ remains very close to one over a range of filling factors, and does so by making |ex|
very large, even for small vimp. This implies an unphysically large pinning for sliding perpendicular to the stripes.
Because of this, and the close agreement between the other solution and the perturbative RG results, we ignore this
solution to the SPE’s as physically unreasonable.
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