This note studies lumped-delay approximations of distributed-delay (DD) control laws. It is shown that approximation problems reported in some recent studies are caused by a brutal combination of poor approximation accuracy in the highfrequency range (a non-strictly proper approximation of a strictly proper transfer function) and excessive sensitivity of the design method to high-frequency additive plant uncertainties. It is also shown that a safe implementation can be achieved by eliminating either of these two factors. Some remedies toward this end are proposed.
Introduction
Time delays arise naturally in numerous control applications, both from physical delays in processes and in control interfaces and from the use of delays to model complicated high-frequency dynamics. The presence of time delays imposes strict limitations on achievable performance and might considerably complicate controller design. The latter is an obstacle especially when finitedimensional controllers are considered: most available approaches resort to strictly sufficient conditions and result in rather conservative results.
Attractive alternatives are offered by controllers involving infinite-dimensional elements. The classical example is the Smith controller that combines clear design guidelines and relatively simple implementation, especially using digital equipment, see (Palmor, 1996) and the references therein. The Smith controller includes an infinite-dimensional internal feedback of the form P − P e −sh (here P is the delay-free plant and h is the loop delay) that aims at predicting the plant output. This element, called the Smith predictor or the dead-time compensator, may enable one to reduce the controller design for time-delay systems to that for delay-free systems, thus simplifying the overall treatment. The Smith predictor, however, cannot be applied to unstable systems since in such applications it performs unstable pole-zero cancellation. To overcome this problem, the Smith predictor block can be replaced with Π . = P a − P e −sh (modified/generalized Smith predictor), where P a is a rational function so that Π is stable. A natural way to achieve this is by enforcing Π to be the so-called distributed-delay (DD) system.
The DD element can be described as follows. Let G = C g (sI − A g ) −1 B g and denote G α . = C g e −Agh (sI − A g ) −1 B g . The finite impulse response (FIR) completion π h {G e −sh } of G e −sh is defined (Mirkin, 2003a) as
= e −sh C g e (sI−Ag)h −I (sI − A g ) −1 B g (1b)
It can be shown that 1 Y (s) = π h {G(s) e −sh }U(s) iff y(t) = C g e Ag (t−h) t t−h e −Agτ B g u(τ ) dτ (2) that explains the term "distributed-delay element." As the relation above defines an FIR system, π h {G e −sh } is stable for any G. In other words, P a in the generalized Smith predictor can always be chosen as P α , thus guaranteeing the stability of Π irrespective of P .
Control laws involving DD elements are used extensively in control of timedelay systems. They play an important role in the stabilization of systems with delays enabling finite spectrum assignment (Manitius and Olbrot, 1979; Artstein, 1982; Watanabe, 1986) , see also (Watanabe and Ito, 1981; Furukawa and Shimemura, 1983; Curtain et al., 1996; Mirkin and Raskin, 2003) . DD blocks arise naturally in H 2 and H ∞ optimization problems (Kleinman, 1969; Başar and Bernhard, 1995; Tadmor, 2000; Meinsma and Zwart, 2000; Mirkin, 2003a) , including multiple-delay systems (Meinsma and Mirkin, 2003) , and also appear in optimal preview tracking (Kojima and Ishijima, 2003) , optimal prediction and smoothing (Mirkin, 2003a,b) , etc.
Implementation of the DD element might be more complicated than imple-1 Hereafter, X(s) stands for the Laplace transform of a signal x(t). mentation of the Smith predictor. If G in (1) is stable, then so is G α and the DD element can be implemented as the difference between two stable transfer matrices (1a), much like the Smith predictor. Yet if G is unstable, then π h {G e −sh } contains unstable hidden modes and therefore can no longer be implemented in the form (1a), see (Palmor, 1996) . The form (2) (or, more precisely, its approximations) should be used instead.
Recently, the possibility of a numerically stable approximation of (2) was questioned by some studies. Van Assche et al. (1999) demonstrated by numerical examples that some "discretizations" of (2) might destabilize the closed-loop system even when the discretization step approaches zero. This point can be illustrated by the following simple example, which is essentially from (Van Assche et al., 1999) .
Example 1 Consider the plant P = 1 s−1 e −sh controlled by −2 e h 1+2 e h π h {P } , i.e., the control law is
where y is the plant output, u is the control input, and r is a command signal. If this control law were implemented precisely, then the closed loop transfer function would be T = 1 s+1 e −sh with the step response shown in Fig. 1(a) . Let us now approximate the DD part of the control law by the following lumped delay expression (which is in a sense the "projection" of the trapezoidal integration rule on the system-theoretic context):
where h ν (ν ∈ Z + ) is the discretization step. As demonstrated in (Van Assche et al., 1999) , the approximated control law gives rise to an unstable closed-loop response no matter how large ν is, see Fig. 1(b) where the simulation for h = 1 and ν = 10 is shown.
An analysis of this phenomenon reveals that the problem is caused by the fact that approximation (4) introduces additional closed-loop poles, some of which are located in the right-half plane even for an arbitrarily large ν. The same turns out to be true for some other approximation schemes, see, e.g., (Van Assche et al., 1999 Mondié et al., 2001a; Engelborghs et al., 2001 ). This gave rise to a suspicion that DD control laws might be unapproximable for some plant-controller configurations. Motivated by this conjecture, several alternatives have recently been proposed, e.g., to introduce a nonlinear resetting mechanism to assure stability of a (1a)-based implementation (Mondié et al., 2001b) or to compromise performance to get a safer implementation (Michiels et al., 2002) . The problem of safe implementation of DD controllers was included in a recent survey paper (Richard, 2003) as one of the open problems in the control of time-delay systems.
The purpose of this note is to show that the reported implementation problems are not intrinsic, but rather are caused by an unwanted combination of (a) poor high-frequency accuracy of the approximation method and (b) excessive sensitivity to high-frequency additive plant uncertainties. These facts are evinced by adopting a simple frequency-domain analysis of the approximation error motivated by small-gain arguments. Although such arguments generally yield rather conservative results, it is demonstrated that their application in the context of lumped-delay approximations of DD control laws does capture the essence of the problem. It is therefore argued that sophisticated pole location analysis, like that used in (Mondié et al., 2001a) , can be avoided. The paper also shows that the elimination of either of the two causes above resolves the problem and enables one to reliably approximate DD controllers. In particular, it is shown that
• the robustness of the implementation can be considerably improved if the observer-predictor control law is replaced with the (theoretically equivalent) generalized Smith predictor scheme and that
• a simple modification of the approximation scheme can be used to force the approximation error to vanish in the high-frequency range.
The paper is organized as follows. In Section 2 the analysis framework is introduced, and it is shown how the approximation error can be "localized" for different DD control laws. Using this framework, in Section 3 instability mechanisms are revealed and in Section 4 some remedies are proposed. Finally, concluding remarks and a discussion on some alternative approximation methods are provided in Section 5. We consider control of systems of the form P (s) e −sh , where P is a rational plant given by its (stabilizable and detectable) state realization
and h > 0 is a delay (either in the control input or in the measurement). Although only single delay systems are considered, the arguments in this section can be extended to systems with multiple delays as well. Also, for the sake of simplicity, we are concerned only with closed-loop stability.
The purpose of this section is to introduce a unified framework for analyzing the effect of numerical approximations in the implementation of some DD control laws. More specifically, the so-called state predictor ( §2.1), observerpredictor ( §2.2), and generalized Smith predictor ( §2.3) configurations are considered and it is shown that in all these cases the (stable) approximation error, say ∆ Π , can be "localized" in the form shown in Fig. 2 , where G • is some stable transfer matrix 2 . Advantages of this localization are that G • is finite dimensional and does not depend on the approximation.
State predictor
Let us start with the case of C = I, i.e., the case when the (delayed) full state vector of P , x(t − h) . = x h (t), can be measured. The state predictor control law can be written as
(note that Π = P α − e −sh P ), see Fig. 3 (a). When there are no disturbances and uncertainties, the signal is just the h time units ahead predictor of x(t). Control law (5) is known to make the closed-loop characteristic polynomial equal to det(sI − (A + BF )), see, e.g., (Manitius and Olbrot, 1979) . In other words, the closed-loop characteristic polynomial is finite dimensional and its roots can be arbitrarily assigned by an appropriate choice of the gain F provided the pair (A, B) is controllable. Hereafter, we assume that F is chosen so that A+BF is Hurwitz. Now assume that (5) is implemented using the approximation of its DD part Π by some stable systemΠ. For example, approximation (4) in Example 1 corresponds to the following lumped-delay system:
The control system with the approximated control law can be presented in the form depicted in Fig. 3(b) , where
is the (stable) approximation error. Note that since ∆ Π appears as an internal feedback of the controller, it actually acts in parallel with the plant. This observation leads to the rearrangement depicted in Fig. 3(c) , in which the part in the dashed box corresponds to the "nominal" (i.e., not approximated) part of the system. Fig. 3 (c) thus can be thought of as a localization of the approximation error.
The system in Fig. 3 (c) is already in the form of Fig. 2 with G • = G sp being the transfer matrix from w to z. Yet the latter is just the closed-loop transfer matrix from the output disturbance to the control signal for the approximationfree system in Fig. 3 (a). To calculate the latter, note that P e −sh and Π are connected in parallel and that P e −sh +Π = P α is finite dimensional. Hence the transfer matrix G sp from w to z, which is then the feedback interconnection
of F e Ah and P α , is finite dimensional as well and its state-space realization is:
As A + BF is Hurwitz, G sp is always stable. Moreover, G sp (s) is a proper (not strictly proper) transfer matrix whenever F = 0. The latter property will play an important role in the further analysis.
Observer-predictor
When only a part (y = Cx) of the state vector of P is measured, the state predictor scheme can be modified by adding a (delayed) state observer block in front of the state predictor. In other words, the control law is now
(this time Π =P α −P e −sh ) and the observed statex is generated by the standard Luenberger observeṙ
This controller, called the observer-predictor, is shown in Fig. 4 . As in the case discussed in the previous subsection, e Ah Π is actually a predictor for the state vector of P . It is known (Furukawa and Shimemura, 1983; Mirkin and Raskin, 2003 ) that (7) internally stabilizes the system iff both A + BF and A + LC are Hurwitz. Moreover, the closed-loop poles are assigned to the roots of the
The analysis of the effect of the approximation of Π by Π + ∆ Π follows the steps in §2. 
(this can be done since the closed-loop system is internally stable). Since Tx u corresponds to the full state measurement case, the effect of an approximation of Π in the observer-predictor scheme is equivalent to that in the state predictor scheme. In other words, approximations of the DD in the controller in Fig. 4 can be analyzed by the block-diagram in Fig. 2 with G • = G op , where
is exactly as in the state predictor case (i.e., does not depend on the observer).
Generalized Smith predictor with FIR predictor block
Another possible stabilizing controller configuration in the case of incomplete state measurements is the so-called generalized Smith predictor shown in Fig. 5 , where
and K α is a rational controller stabilizing P α . Although numerous choices of K α are possible, we consider the observer-based controller for P α , i.e.,
where F and L are any matrices such that A + BF and A + LC are Hurwitz. Such a K α is chosen for a fair comparison with the observer-predictor scheme. Indeed, it is known (Mirkin and Raskin, 2003) that the open-loop transfer functions from y to u in Figs. 4 and 5 are equivalent.
The equivalence, however, takes place only under the ideal implementation of the FIR DD block. The effect of the approximation of Π is different for each case. To see this, let us again replace Π with Π + ∆ Π and convert the configuration in Fig. 5 to that in Fig. 2 . To this end, the reasoning in §2.1 is followed. It is easy to see that G gsp is delay free and is actually the feedback interconnection of K α and P α :
As in the cases studied in §2.1 and §2.2, G gsp is stable and finite dimensional. Yet unlike the configurations above, G gsp (s) is always strictly proper. As will be shown in §4.1, this fact plays a central role in the comparison of the generalized Smith predictor scheme with the (theoretically equivalent) observer-predictor scheme from the safety of lumped-delay approximations of their FIR predictor blocks.
Instability mechanisms
We are now in the position to study the instability phenomenon described in Example 1 in the Introduction. Consider a general approximation of Π(s) = π h {G e −sh } by the following commensurate-delay system: The first important observation to be made is that (for any choice of η i ) Π ∈ H ∞ is not strictly proper in the sense that its frequency response does not vanish at infinity. More precisely,
and this quantity does not vanish for any finite (even arbitrarily large) ν. On the other hand, π h {G e −sh } itself is strictly proper for every strictly proper G(s) (this follows from the fact that both terms in the right-hand side of (1a) are strictly proper). Thus, (11) is a non-strictly proper approximation of a strictly proper transfer matrix! Not surprisingly, such an approximation can never converge to Π because of the intrinsic high-frequency mismatch.
To illustrate this point, consider again the trapezoidal approximation (4) in Example 1. Fig. 6(a) shows the magnitudes of the frequency responses of Π (solid red line) and its approximationΠ for ν = 10 (dashed blue line). The plot shows clearly the substantial high-frequency mismatch between the DD block and its approximation. The qualitative picture remains the same as ν gets larger. The only difference in that case is that the approximation mismatch is shifted to higher frequencies.
Remark 2 The problem with approximation (11) could also be seen from a different point of view. On the imaginary axis the integrand in (1c), i.e., e −jω(h−σ) C g e −Aσ B g , might vary arbitrarily fast at high frequencies due to its first term. When such a function is sampled with any nonzero sampling period, say h ν , there always exist frequencies at which these variations do not show up. For example, at ω = 2π h ν all ν + 1 samples of e −jω(h−σ) in the interval σ ∈ [0, h] are equal to 1 though the function itself is far from being constant. This phenomenon is exactly the hidden oscillation phenomenon extensively studied in sampled-data control (for time-domain discretizations), see (Åström and Wittenmark, 1997) . In the sampled-data literature the ideal sampling of non-bandlimited signals is avoided by the introduction of antialiasing filters. Similar ideas could be adopted in the context of the approximation of DD controllers, see §4.2.
The fact that the lumped-delay approximation (11) does not converge to Π does not yet explain the instability phenomenon, though does indicate a potential problem. A further insight can be gained by analyzing the setup in Fig. 2 . To this end, consider the state-predictor controller (i.e., A g = A, B g = B, and C g = I) so that G • = G sp is given by (6). For the system in Fig. 2 define the open-loop transfer matrix L sp (s)
The standard small-gain arguments yield that the system in Fig. 2 is stable if
This condition is clearly only sufficient and might in general be rather conservative. It turns out, however, that when combined with the high-frequency properties of approximation (11), condition (12) does provide a reasonable basis for the the stability analysis of the lumped-delay approximation.
To see this, consider what happens with the loop gain in Example 1. Fig. 6 (b) depicts the magnitude of L sp (jω) for ν = 10. It is clearly seen that condition (12) is violated. Moreover, and this observation is crucial, (12) fails in the highfrequency range, at arbitrarily high frequencies. In other words, the following condition lim
is violated. Although (13) is milder than (12), its violation is considerably more severe. Indeed, if (13) fails, then the closed-loop system in Fig. 2 , even if it is stable, has zero delay margin, i.e., it can be destabilized by an arbitrarily small loop delay. Qualitatively, this fact follows from the Nyquist criterion arguments and has been known for decades, see for instance (Willems, 1971; Palmor, 1996) . Georgiou and Smith (1989) then introduced a more general notion of "w-stability" (stability with respect to small high-frequency modeling errors) and later showed (Georgiou and Smith, 1993 ) that condition (13) is necessary Thus, the system in Example 1 is not w-stable. It is argued that at this point no further analysis is required, no matter whether the system is stable or not. The violation of w-stability implies that the approximate implementation of the state-predictor control law in Example 1 is practically unstable. In fact, for the system in Example 1 necessary conditions for w-stability would easily be calculated. Indeed, in this case
ν(e h/ν −1)
where F = −2 is the feedback gain and the fact that η i corresponds to the trapezoidal approximation in (4) is used. Therefore, even when the discretization step approaches zero, approximation (4) of the state-predictor control law (3) is not w-stable (hence, practically unstable) whenever h ≥ ln 3 2 ≈ 0.405. Furthermore, it is clear that the absolute value of a stabilizing gain F must be larger than 1. Hence, the lower bound for the achievable high-frequency loop gain is e h −1. In other words, whenever h ≥ ln 2 ≈ 0.693, there is no stateobserver control law which stabilizes the plant and admits a safe lumped-delay approximation (4).
On first sight, the discussion above leads to quite a pessimistic conclusion about the implementability of the control law (3). Moreover, similar arguments apply to general plant and approximation of the form (11). The important question then is whether distributed-delay control laws are intrinsically unapproximable? It is shown below that the answer to this question is negative.
Remedies
As discussed in Section 3, the main problem with lumped-delay approximations of the state predictor control law (like that in Example 1) is that the corresponding system in Fig. 2 has too large high-frequency loop gain. This is caused by a combination of poor approximation accuracy at high frequencies and a large value of G sp (∞). The latter actually is equivalent to poor robustness to high-frequency additive plant uncertainty. Indeed, G sp is equivalent to the closed-loop transfer matrix from the output disturbance to the plant input for the configuration in Fig. 3(a) which, in turn, is the transfer matrix "responsible" for the robustness to additive plant uncertainty (Zhou et al., 1995) .
Intuitively, the loop gain can be reduced by improving either the robustness of the finite-dimensional part of the controller (which is always a good idea) or the approximation accuracy, especially in the high-frequency range. It will be shown below that in both these cases simple and intuitively appealing remedies 
More robust design (and implementation)
We start with the "robustification" of the DD controller. It is clear that the high-frequency loop gain in the state-predictor scheme can only be affected by the gain matrix F : the "smaller" F is, the lower is lim sup L sp . On the other hand, for unstable systems a size of F is limited from below so that there might be a situation where for a given system no safely implementable stabilizing state-predictor control law exists, cf. the discussion at the end of Section 3.
Notably, the same would happen if the state-predictor scheme were replaced with a dynamical feedback implemented in the observer-predictor form discussed in §2.2 (since G sp ≡ G op ). In other words, the observer-predictor scheme offers only a limited opportunity to "robustify" the lumped-delay approximation of the form (11) and the observer gain L has no effect on this.
On the other hand, a dynamical feedback implemented in the generalized Smith predictor form as discussed in §2.3 can be robustified quite easily. To see this, note that the resulting loop transfer matrix is L gsp = G gsp ∆ Π with strictly proper G gsp given by (10). Therefore, lim sup L gsp = 0, so that condition (13) in the generalized Smith predictor case always holds. This, in turn, implies that the loop in Fig. 2 is w-stable whenever it is stable. Moreover, as the bandwidth of L gsp can be affected by the observer gain and ∆ Π is large only in the high-frequency range, one would expect that L gsp can be reduced even to satisfy (12) by an appropriate choice of L. This point is illustrated below.
Example 3 Consider the same plant as in Example 1 and now let the control law be
which corresponds to (9) under F = −2 and L = −λ. Here Π = π h {P e −sh } and the dynamics in the last term are added to guarantee that the closed-loop transfer function from r to y is 1 s+1 e −sh , exactly as in Example 1. Let Π again be approximated by (4). It is readily verified that the loop transfer function for the setup in Fig. 2 
, where the magnitude plot of L sp is shown in Fig. 6(b) . For λ ≫ 1 the low-pass filter
practically does not affect L gsp at low frequencies, whereas it reduces the loop gain at frequencies above λ. The inspection of the frequency response of L sp suggests that λ = 10 would be a reasonable choice to reduce the loop gain at high frequencies. Indeed, it can be seen from Fig. 7 (a) that in this case L gsp satisfies (12) and therefore guarantees stability of the closed-loop system. Time-domain simulation results in Fig. 7 (b) confirm this conclusion, showing that the step response with the approximated controller (solid line) is close to the "ideal" response (dashed line).
Note that the choice of the observer gain in Example 3 was based on "naive" arguments that might be difficult to apply in more complicated cases. It is also not clear what is the "best" choice of L. On the other hand, the minimization of L gsp ∞ can be naturally embedded into a standard H ∞ optimization procedure. Moreover, since G gsp is just the closed-loop transfer matrix "responsible" for the robustness to additive uncertainty, such H ∞ problem admits quite a simple solution, see (Zwart and Bontsema, 1997; Mirkin and Raskin, 2003) . Further advancement along this line, however, goes beyond the scope of this paper. The sole purpose of the discussion above is to show that the "approximability" of DD controllers can be dramatically improved using simple and intuitively appealing robust stability arguments.
Remark 4 A curious consequence of the discussion above is that the generalized Smith predictor implementation is more robust with respect to approximation errors in the dead-time compensator part than the (analytically equivalent) observer-predictor form. In the observer-predictor case, condition (13) holds only if the state-feedback gain is "small enough." On the other hand, in the generalized Smith predictor case, condition (13) holds whenever the primary controller K α in the diagram in Fig. 5 is strictly proper, irrespective of the state-feedback gain. This observation actually applies not only to the controllers described in Section 2, but also to other controllers, like those arising in H ∞ control of delay systems. This might be an important point in comparing the schemes proposed in (Başar and Bernhard, 1995; Tadmor, 2000) (observer-predictor forms) with those in (Meinsma and Zwart, 2000; Mirkin, 2003a) (generalized Smith predictor forms).
Remark 5 After this paper was completed the author became aware of the paper (Mondié and Michiels, 2003) , where the need to include a low-pass filter to achieve a safe implementation of DD control laws was recognized as well. The analysis in (Mondié and Michiels, 2003) , however, uses more involved pole location arguments and does not reveal the fact that lumped-delay approximations have poor precision at high frequencies.
Strictly proper approximations
Although robust design does enable one to compensate high-frequency approximation errors, the presence of these errors is still uncomfortable. As will be shown below, the presence of these errors is also unnecessary and can easily be avoided. Remember, that for any choice of η i approximation (11) is a non-strictly proper approximation of the strictly proper transfer matrix Π . = π h {G e −sh }. Not surprisingly, the accuracy of the lumped-delay approximation, especially in the high-frequency range, can be improved by imposing the strictly properness constraint on the approximation.
To this end, note that for any τ > 0 and
This looks like one just expresses one DD system (Π) via another DD system having a similar structure (Π τ ). The advantage of this trick becomes evident when Π is approximated in terms of a lumped-delay approximation of Π τ ,Π τ . Indeed, even thoughΠ τ is not strictly proper, the resulting approximation of Π,
is. Thus, (14) is a strictly proper approximation of a strictly proper transfer matrix, as required. It is clear that the high-frequency gain of the approximation error ∆ Π should in this case be zero (since ∆ Π ≤ Π + Π ). Hence, condition (13) always holds. Moreover, it can be shown that ∆ Π ∞ can be made arbitrarily small provided the discretization step h ν is small enough. Therefore, there always exists a ν such that condition (12) holds, the system in Fig. 2 is w-stable, and, finally, the approximate implementation of all DD Example 6 Consider again the problem studied in Example 1 with the only difference that Π is approximated not by (4 ′ ), but rather by the following strictly proper commensurate-delay transfer function:
2ν
which is the trapezoidal approximation version of (14). The magnitude of the frequency response of thisΠ is shown in Fig. 8(a) . The comparison of this plot with that in Fig. 6(a) shows clearly that approximation (15) is considerably better than (4 ′ ) as the approximation error vanishes at infinity. As a result of the better approximation, the loop gain L sp is also considerably smaller than that of the approximation in Example 1. The peak value of |L sp (jω)| is now ≈ −20dB, see Fig. 8(b) , which is obviously enough to guarantee stability of the closed-loop system. Time-domain simulations of the state predictor control law approximated by (15) give a virtually ideal response like that in Fig. 1(a) .
As in the case discussed in §4.1, there is certain freedom in the choice of the parameter τ > 0 in (14). Intuitively, τ should be large enough to guarantee the attenuation of |∆ Π (jω)| for frequencies where the accuracy ofΠ τ is not good. On the other hand, a large τ would yield a large "C" matrix C(I + τ A g ) of Π τ that, in turn, would lead to a larger gain of L • . Another rationale in the choice of τ might be the simplicity of the resulting FIR block Π τ . If G has at least one stable pole, then taking −τ equal to the inverse of this pole would result in a reduced-order Π τ . This might be of value in the implementation. Nonetheless, a more detailed analysis of this issue is beyond the scope of this paper.
Concluding remarks
This paper has studied lumped-delay approximations of DD control laws. It has been argued that approximation problems reported in some recent research studies are caused by a combination of poor approximation accuracy in the high-frequency range and excessive sensitivity of the design method to highfrequency additive plant uncertainties. It has also been demonstrated that a safe implementation can be achieved by eliminating either of these two causes. Some remedies toward this end have been proposed. In particular, it has been shown that the use of the generalized Smith predictor form of observer-based controller enables one to "robustify" the approximation (this is not always true for the observer-predictor form). Also, a modification of the lumped-delay approximation has been proposed which ensures that the approximation error vanishes in the high-frequency range.
Some alternative approximations of the DD part can be considered. For example, the following choices appear natural.
• Rational approximation of π h {G e −sh } = G α −G e −sh can be performed simply by a rational approximation of the irrational term there. For example, let W be a rational weighting function and let R w ≈ W e −sh be rational. Then the approximated DD block can be chosen asΠ = G α − GW −1 R w . The important point here is to guarantee stability of such aΠ. This can be done by imposing interpolation constraints upon R w to ensure that all unstable poles of G are canceled inΠ.
• DD blocks can also be approximated by performing a time-domain discretization (i.e., introducing sample-and-hold circuits) of equation (2). It is not difficult to show that such an approximation converges as the sampling period approaches zero. Just note that since the ideal sampler is not bounded as the operator L 2 → ℓ 2 , certain care should be taken to guarantee that the analysis loop in Fig. 2 contains an antialiasing filter. To this end, the introduction of a low-pass filter similar to that in §4.2 is useful.
A rigorous study of these and some other possibilities is left for future research.
