Automatic gear sorting system based on monocular vision  by Wu, Wenqi et al.
Available online at www.sciencedirect.com
H O S T E D  B Y
Digital Communications and Networks (2015) 1, 284–291http://dx.doi.org/1
2352-8648/& 2015 C
under the CC BY-NC
nCorresponding au
E-mail address: x
Peer review under
and Telecommunicajournal homepage: www.elsevier.com/locate/dcanAutomatic gear sorting system based
on monocular vision
Wenqi Wu, Xingang Wangn, Guan Huang, De XuResearch Center of Precision Sensing and Control, Institute of Automation, Chinese Academy of Sciences,
Beijing 100190, ChinaReceived 29 September 2015; received in revised form 26 October 2015; accepted 26 October 2015
Available online 10 November 2015KEYWORDS
Gear;
Monocular vision;
Image processing;
Automatic sorting
system0.1016/j.dcan.201
hongqing Universi
-ND license (http:
thor.
ingang.wang@ia.a
responsibility of
tions.Abstract
An automatic gear sorting system based on monocular vision is proposed in this paper. A CCD
camera ﬁxed on the top of the sorting system is used to obtain the images of the gears on the
conveyor belt. The gears' features including number of holes, number of teeth and color are
extracted, which is used to categorize the gears. Photoelectric sensors are used to locate the
gears' position and produce the trigger signals for pneumatic cylinders. The automatic gear
sorting is achieved by using pneumatic actuators to push different gears into their correspond-
ing storage boxes. The experimental results verify the validity and reliability of the proposed
method and system.
& 2015 Chongqing University of Posts and Communications. Production and Hosting by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Small-modulus plastic gears are widely used in instruments,
household appliances, toys, machinery and other ﬁelds
because of their low cost, light weight, low transmission
noise and so on. Plenty of different gears are assembled in
these products. In the assembly process of these products,
different gears need to be detected and sorted, especially on
the production line. The quality of products and the work
efﬁciency of the production line are directly affected by the
accuracy and the efﬁciency of sorting the gears. The5.10.001
ty of Posts and Communications. P
//creativecommons.org/licenses/
c.cn (X. Wang).
Chongqing University of Poststraditional manual sorting is extremely difﬁcult when the
number of gears is large, the alveolar space is small and
different gears are very similar. Automatic gear sorting has
been largely considered as a solved problem.
The automatic gear sorting remains a challenging task due
to the structure of the gears. The gears have the character-
istics including serried teeth, small alveolar space and high
similar in different gears. The accuracy of the gears' classi-
ﬁcation is decided by feature selection and extraction, which
is the key problem in automatic gear sorting. On the other
hand, the small-modulus plastic gears have the specialty of
being light and thin, thus it is hard to adopt the contact
trigger mode on the automatic gear sorting. System efﬁ-
ciency is reduced by the contact trigger mode on general
production lines. While there is a high request for stability of
the system and classiﬁcation pattern if the system adopts a
non-contact trigger mode.roduction and Hosting by Elsevier B.V. This is an open access article
by-nc-nd/4.0/).
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Fig. 1 The sketch of automatic gear sorting system.
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and efﬁciency of this system, in this paper, an automatic gear
sorting this system based on monocular vision is presented. It
includes a method of image processing, feature extraction and
non-contact pneumatics. The system can classify different gears
automatically, and it uses the pneumatic cylinder to push the
gear to its corresponding boxes at the rear of the transmission
belt [1,2]. The gears' images are captured by the camera while
the conveyer belt moves the gears under the camera. The
image segmentation [3,7,8], morphological transformation,
connected region labeling [10], edge image extraction, and
the distance set computing are used in the image processing
algorithm module [4] in the computer to get the gears’ features
including the number of holes, number of teeth and color.
These features can be used to give a unique classiﬁcation
result. The recognized gear's type is used to control the
effectors in order to push the gear into the correct storage
box. The developed automatic gear sorting system has the
advantages of non-contact measurement and high efﬁciency.
The rest of the paper is organized as follows. An overview
of our system conﬁguration is introduced in Section 2. The
algorithm of image processing and feature extraction is
presented in Section 3. The cylinder push logic is minutely
illustrated in Section 4. Experiment and conclusion are
given in Sections 5 and 6, respectively.Fig. 2 Different kind of gears.
2. System conﬁguration
The designed automatic gear sorting system consists of a
conveyor belt, a CCD camera, a LED light source, 6 photo-
electric sensors, a computer, 5 pneumatic cylinder effectors
and an air pump, etc. Its sketch is given in Fig. 1. The
conveyor belt is used to move the gears on it. It is driven by a
servo motor to move at a given speed. A mechanism with two
guide boards is ﬁxed at the beginning of the conveyor to
arrange the gears in a queue. The camera is mounted at a
position upon the conveyor. It is downward and its optical axis
is vertical to the conveyor. The ring shaped LED light source is
mounted below the camera to provide illumination for the
camera. The 6 photoelectric sensors are placed at 6 positions
to detect the gears. A photoelectric sensor is at the position to
indicate the camera, whose signal is input into the computer
to trigger the camera. The other 5 photoelectric sensors are at
the positions to represent the 5 storage boxes, whose signals
are input into the computer to trigger the pneumatic cylinder
effectors. The computer is used to control the camera to
capture images and to process them. It is also used for the
control of the 5 pneumatic cylinder effectors. The air pump
works as the air source to drive the pneumatic cylinders.
First of all, different types of gears are selected for
registration, as a reference for the classiﬁcation of gears.
The gears on the conveyor are moved forward by the
conveyor. A triggering signal is formed when a gear is moved
to the photoelectric sensor's position under the camera. The
camera is triggered by the signal. The gear's image is captured
by the camera and sent to the computer. The computer
processes the image to extract the features such as number of
holes ,number of teeth and color. Then the gear is classiﬁed
according to its features. The gear's type is storage in a
queue, which is used to activate the corresponding pneumatic
cylinder effector be active. The pneumatic cylinder effectorquickly pushes the gear into the corresponding storage box
when the photoelectric sensor at the position of the storage
box detects the gear according to the sequence in the queue.3. Image processing and feature extraction
As shown in Fig. 2, different kinds of gears have different
number of holes, teeth or different colors. So these three
features can be used to uniquely determine the gears'
categories. The number of holes is the number of holes
inside the gear, tooth number is the number of the gear's
teeth and the color value is the average color value of the
gear's surface in RGB space.
The ﬂow diagram for extracting the three features of a
gear in an image obtained by the CCD camera is shown in
Fig. 3. It consists of three steps including color extraction,
hole number extraction and teeth number extraction.
3.1. Color extraction
The gear's average color values for different types of gears are
extracted before detection. The gear area of the color image is
obtained by image segmentation according to the color of the
back ground. Then the gear's average color values (VRj, VGj, VBj)
are calculated, j is the class of different gears, it is in the range
of [1, Nc] and Nc is the total number of classes.
In the process of detection, the average RGB values (VR,
VG, VB) in the gear area of the color image obtained by CCD
camera are calculated. The minimum Euclidean distance Lj
is used to discriminate the classiﬁcation of the gear. The
class j with the smallest Euclidean distance is taken as the
gear's class if LjoLT, LT is the threshold of the Euclidean
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Fig. 3 Flow diagram of image processing.
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j¼ arg min
j
Lj;
Lj ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
VRVRj
 2þ VGVGj 2þ VBVBj 2q ; 1rjrNc ð1Þ
3.2. Gear hole number extraction
The weighted average method shown in Eq. (2) is used to
obtain the gray image from the color image obtained by the
CCD camera.
Y ¼ αRRþαGGþαBB ð2Þ
where αR, αG, αB are the weights of the color components R,
G, B, respectively; Y is the gray value of the pixel.
The traditional weights are employed. That is, αR=0.30,
αG=0.59, αB=0.11. The gray image is separated into the
foreground and the background by the threshold segmenta-
tion method. In this paper, we use the Otsu algorithm
[5,11,13] to get the best threshold. The Otsu algorithm to
get the best threshold is described as follows for convenience.
The normalized histogram of a gray image is represented
as:
pi ¼
ni
MN
; 0r irL1 ð3Þ
where M is the width of the image, N is the height of the
image, L is the gray level and ni represents the number of
pixels at i-th gray level.
A threshold k is used to classify the gray levels into two
categories C1 and C2, in which C1 covers the gray values
range [0, k] and C2 includes [k+1, L–1]. P1(k) indicates theprobability of Class C1, P2(k) indicates the probability of
Class C2:
P1ðkÞ ¼
Xk
i ¼ 0
pi ð4Þ
P2ðkÞ ¼
XL1
i ¼ kþ1
pi ¼ 1P1ðkÞ ð5Þ
The cumulative mean m(k) from 0 up to level k is
computed as given in Eq. (6). The global mean mG of the
whole image is given in Eq. (7).
mðkÞ ¼
Xk
i ¼ 0
ipi ð6Þ
mG ¼
XL1
i ¼ 0
ipi ð7Þ
Thus between-class variance s2BðkÞ can be deduced as:
s2BðkÞ ¼
½mGP1ðkÞmðkÞ2
P1ðkÞ½1P1ðkÞ
ð8Þ
The best threshold k* can be obtained by maximizing the
between-class variance s2BðkÞ:
s2BðkÞ ¼ max0rkr L1s
2
BðkÞ ð9Þ
After the best threshold is obtained, the image is
binarized as shown in Eq. (10).
gðx; yÞ ¼
1; fðx; yÞ4k
0; fðx; yÞrk
(
ð10Þ
Fig. 4 The images in the process of hole extraction, (a) the binary image obtained by the Otsu algorithm, (b) the image after closed
operation, (c) the image after performing FloodFill algorithm, (d) the image only with holes obtained by subtraction operation.
Fig. 5 The binary images in the tooth number extraction process, (a) the image after the second closed operation, (b) the erosive
image, (c) the gear edge image.
287Automatic gear sorting system based on monocular visionwhere g(x, y) is the binary value, f(x, y) is the gray value of
a pixel.
As shown in Fig. 4(a), there are some small closed areas in
the interior of the gear in the binary image, which will have
apparent inﬂuences on the holes' number calculation. In order
to eliminate these small closed areas, closed operation is
executed on the binary image. The binary image after closed
operation is shown in Fig. 4(b). It can be found that the small
closed areas are successfully deleted. Then the FloodFill
algorithm [6,11,12] is used to ﬁll holes of the image in Fig. 4
(b), the image as shown in Fig. 4(c) is obtained. The image
subtraction operation [9] is performed between Fig. 4(b) and
(c), the image only with holes is obtained as shown in Fig. 4(d).
Finally, the eight-connected region labeling algorithm [10] is
used to mark the connected regions in the image with only the
holes as Fig. 4(d). The gear holes number is the number of the
closed regions in the Fig. 4(d).
3.3. Gear tooth number extraction
In order to extract the edge of the gears, we carry out
the closed operation on the image in Fig. 4(c) again to
eliminate the bubbles. The image after the second closed
operation is shown in Fig. 5(a). The image shown in Fig. 5
(b) is after the erode operation is carried on the image in
Fig. 5(a). The gear edge image shown in Fig. 5(c) is
obtained by an XOR operation on the images in Fig. 5
(a) and (b).
From Fig. 5(c), we can see that the gear edge image is
not a single pixel edge, which will inﬂuence the number of
teeth calculation. The edge image of the single pixel of the
gear is extracted as follows. Firstly, the gear centercoordinates (Xc,Yc) are calculated by Eq. (11).
Xc ¼
Xk
i ¼ 0
xi
Yc ¼
Xk
i ¼ 0
yi
8>>><
>>>:
ð11Þ
where (xi, yi) are the image coordinates of the edge point of
the gear, k is the number of edge points.
Then the distance between each edge point and the
center point is calculated, and the angle between the line
from the edge point to the center point and horizontal axis
is calculated. The angular range is constrained to 0–3601.
Multiple edge points share the same line to the center
point, so they have same angle but different distances. The
average of the distance is computed for these edge points.
It is used to form the angle-distance curve for the edge
points, as shown in Fig. 6.
In Fig. 6, the X axis is the angle of the lines from the
center point to the edge point, whose range is from 0 to 360
degrees. Each edge point has a unique angle. The Y axis is
the distance from the center point to the edge point.
Finally, the number of teeth is obtained by the number of
peaks of the curve in Fig. 6. The number of curve peaks is
calculated by algorithm 1. The distance is regarded as the
standard of the found peaks. From 0 to 360 degrees, the
distance disi is compared with disi+1 one by one. If the
distance disi+1 is greater than the foregoing distance disi
and the continuous following 5 distances, then the degree
Depeak corresponding to the distance Dpeak is deemed as a
peak. All of these operations are continuously executed, so
W. Wu et al.288we can get the total peaks and count the number of peaks
Ntooth. The number of peaks is the number of teeth.
Algorithm 1. Calculation of the number of peaks.
Input: the set of distance dis
Output: the number of peaks Ntooth
1 The distance value of peak point is set as Dpeak=0
2 Let the threshold thres=5
3 for i=1 to 360 do
4 if disi4Dpeak then
5 Set the distance value of peak point Dpeak with disi:
Dpeak=disi
6 the degree of peak is set to the current degree:
Depeak= i
7 end
8 if i-Depeak4thres then
9 Depeak=0
10 Ntooth ++Fig. 6 The angle-distance curve for the edge points.
Fig. 7 Flow diagram of11 end
12 end
13 Return Ntooth
The result of gear's classiﬁcation is determined by the three
features including color, number of holes and number of teeth
of the current gear are compared with those features of the
registered gear classes. The gear's class is the class of the
registered gear whose features are matched with the gear's
ones. The gear belongs to others if its features are not
matched with the features of any registered gear class.
4. Cylinder push logic
The gear's class is determined by the three features
extracted in the image processing algorithm as described
in Section 3. If this class belongs to one of the ﬁve
registered categories, the cylinder corresponding to the
class will push the gear into its storage box. The photo-
electric sensor is used to detect the gear. When the gear
reaches or passes through the photoelectric sensor, the
photoelectric sensor outputs a signal for almost one second
due to the gear has a certain length diameter. The cylinder
is not permitted to keep push status for a long time since it
will block off other gears. Therefore, we use the trigger
mode of the signal's rising edge.
6 photoelectric sensors are installed in the proposed
system, and each time, the statuses of the 6 photoelectric
sensors are read by the computer. Not every gear needs to
be pushed when it passes through the photoelectric sensorcylinder push logic.
289Automatic gear sorting system based on monocular visionof the cylinder. The cylinder push logic algorithm is designed
as shown in Fig. 7. The 6 photoelectric sensors are used in
the trigger mode of the rising edge. tc represents the trigger
status of the camera photoelectric sensor and t1, t2, t3, t4,
and t5 represent the triggers statuses of the cylinders'
photoelectric sensors 1, 2, 3, 4, and 5 respectively. The
gear's data is pushed in the stack when the camera is
triggered successfully. The data of every gear has two ﬂags:
Ct indicates the number of times that the gear goes through
the photoelectric sensors. The position of the photoelectric
sensor of the current gear is denoted with Pt. Nc means the
category number of the gear after image processing and
classiﬁcation, from 1 to 5. If the current gear's category isCylinder 
Effector 
Storage box 
Photoelectric
 sensor 
Conveyor 
belt 
LED light 
source 
Camera 
Guide board 
Computer 
Interface 
Fig. 8 The equipment of automatic gear sorting system.
Tab. 1 Detection results of the number of teeth and
holes.
Parameters number of
holes
number of
teeth
Average
color
Correct times 499 496 494
Wrong times 1 4 6
Accuracy (%) 99.8 99.2 98.8
Fig. 9 The 5 reg
Tab. 2 Features of 5 registered gears.
The
ﬁrst
kind
The
second
kind
Hole number 2 3
Tooth number 36 53
Average
value of
the
color
R 79 47
G 231 159
B 192 231corresponding to the triggered cylinder category, the data is
popped from the stack and the corresponding push ﬂag Pci is
set to 1. The push ﬂag is reset after the push action.
Firstly, the value of tc is decided by whether or not the stack
adds a gear. The category number of the gear Nc is assigned to
the ﬁrst ﬂag of the generated gear Ct and the second ﬂag Pt is
set to 0 if tc=1, which indicates that the camera photoelectric
sensor is triggered. Secondly, if the ﬁrst trigger status of the
cylinder's photoelectric sensor t1=1, the gear whose second ﬂag
Pt=0 is searched for on the stack. Then the ﬁrst ﬂag Ct and the
second ﬂag Pt of this gear are adjusted as in Fig. 7. Finally, if this
gear's ﬁrst ﬂag Ct is 1, the data of this gear is popped from the
stack and the corresponding push ﬂag Pc1 is set to 1. The triggers
status of the cylinders' photoelectric sensor 1–5 are orderly
judged.
5. Experiment
5.1. The experimental system
In this paper, the experimental system was developed for the
automatic gear sorting system as shown in Fig. 8. The conveyor
belt was driven by a servo motor. The CCD camera was an
acA1300-30gm. The photoelectric sensors were FD-33G. The
computer was 3.6 GHz Core i7-4790 CPU. The cylinders were
SMC15 series. The software part was designed, which includes
the image processing module, the cylinder push logic module,
and the human–computer interface. The ﬁve cylinders and the
corresponding photoelectric sensors were installed at the tail
of the conveyor belt. The 5 storage boxes were mounted on
the opposite sides of the cylinders.
5.2. Experimental results
We carried out 20 experiments with 25 different gears, a
total of 500 times. The accuracy of each feature extractionistered gears.
The
third
kind
The
fourth
kind
The
ﬁfth
kind
3 2 3
30 39 30
159 103 25
253 79 102
253 35 50
Tab. 3 Gear classiﬁcation accuracy.
The
ﬁrst
kind
The
second
kind
The
third
kind
The
fourth
kind
The
ﬁfth
kind
Others
Number of gears 20 20 20 20 20 400
Number of detected gears 20 19 19 20 20 402
Accuracy of each kind (%) 100 95 95 100 100 99.5
Average accuracy (%) 99.2
Tab. 4 Gear classiﬁcation stability.
The
ﬁrst
kind
The
second
kind
The
third
kind
The
fourth
kind
The
ﬁfth
kind
Number of
gears
500 500 500 500 500
Number of
classiﬁed
gears
495 490 498 492 493
Accuracy of
each kind
(%)
99.0 98.0 99.6 98.4 98.6
Tab. 5 Confusion matrix.
Actual
Positive Negative
Predicted
Positive 2459 9
Negative 32 491
W. Wu et al.290including the number of holes and teeth is shown in Tab. 1.
We can see that the detection results of the number of holes
were very stable and the correct rate is 99.8%, but the
detection results of tooth number relative to the number of
holes were not stable enough, mainly due to small stains on
the conveyor belt. When the stain point is just connected
with the outer edge of the gear, the error of the gear edge
extraction was introduced in the image processing and
caused on the ﬁnal tooth number detection.
The 5 different kinds of gears were selected for registra-
tion. The images of 5 registered gears on the belt are
showed in Fig. 9, and their corresponding three features are
showed in Tab. 2. When the system was working, every
gear's features were compared with the 5 registered gears
to determine its class. Then the gear was pushed into its
corresponding storage box by the cylinder.
The results of the classiﬁcation of gears in 500 experi-
ments are listed in Tab. 3. We wanted to select the
5 registered gears from all of gears. The cases that the
gears were correctly and successfully pushed into their
storage boxes was considered as correct classiﬁcation. Thegears that do not belong to the ﬁrst to ﬁfth category are
listed as others in the last column. We see from the
experimental results that the automatic gear sorting system
proposed in this paper has high classiﬁcation accuracy.
The performance of system stability is showed in Tab. 4.
Every kind of gear was continuously tested 500 times. We can
see that our system was very stable and the correct rate
overtops 98% for each kind. The result of the second kind had
poor performance compared with other kinds, because the
second kind gear had more teeth than the others, and it
could be more inﬂuenced by environment, such as illumina-
tion, background, etc.
We also worked out the confusion matrix to express the
system's accuracy and sensitivity of the classiﬁcation. The
confusion matrix is shown in Tab. 5. It has four categories:
True positive (TP) is the example correctly classiﬁed as
positive. False positive (FP) refers to negative example
incorrectly classiﬁed as positive. True negative (TN) corre-
sponds to negative correctly classiﬁed as negative. Finally,
false negative (FN) refers to the positive example incorrectly
labeled as negative. The calculation method of accuracy
(ACC) and sensitivity (TPR) of the classiﬁcation was shown
in Eqs. (12) and (13). And the result of accuracy (ACC) and
sensitivity (TPR) are 0.986 and 0.987, respectively. It proves
that our system has high performance for classiﬁcation.
ACC¼ TPþTN
PþN ¼
TPþTN
TPþTNþFPþFN ð12Þ
TPR¼ TP
TPþFN ð13Þ
In the whole system, the speed of conveyor belt is set to
0.2 m/s, the separation distance between each gear is more
than 0.12 m. So, the efﬁciency of our system could reach to
100 gears per minute. On the other hand, the average
processed time of each gear image was 115 ms. One of the
limiting factors in system efﬁciency is the speed of the
cylinder. The push and pull processes have an upper speed
for any cylinder, and it will decide the highest speed of
conveyer belt and the longest distance of each contiguous
gears. So, the system efﬁciency could be improved by the
promotion of hardware structure.
6. Conclusion
In this paper, an automatic gear sorting system based on
monocular vision is designed. We propose a new method of
291Automatic gear sorting system based on monocular visiongear image processing and feature extraction, and we apply
non-contact photoelectric sensor and pneumatic mode of
gear sorting to build a high-efﬁciency classiﬁcation system.
It captures the images of the gears through a CCD camera,
and extracts three features of gears including color, the
number of holes and teeth. The gears are classiﬁed by the
three features. The recognized gear is pushed into the
corresponding storage box via the cylinder. The camera and
cylinders are triggered by non-contact photoelectric sen-
sors. The system has good accuracy, stability and efﬁciency.
The system has wide application perspective. It can be
applied to other production line sorting tasks after the
image processing module is modiﬁed.
The proposed system has some disadvantages. For exam-
ple, it needs high stability of photoelectric sensor, and it is
difﬁcult to extract the feature of gears when the illumina-
tion has an enormous change in the operational process. So
for future work, we would like to include different features
into the framework of extraction. These features may
include mean tooth space, diameter of the gear, etc. On
the other hand, the inﬂuence of illumination is reduced by
the online learning. We can observably improve the perfor-
mance of our proposed system when above methods are
applied.
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