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ABSTRACT 
Leah B. Townsend: Genetic Mutations Associated with Autism Disrupt Higher Visual Cortical 
Area Development and Function in Mice 
(Under the direction of Spencer L. Smith) 
Autism spectrum disorder (ASD) is a heterogeneous cluster of neurodevelopmental 
disorders characterized by social and communication deficits as well as repetitive and restricted 
interests. While ASD is currently diagnosed on the basis of these behavioral symptoms, 400-
1,000 genes have been implicated in the etiology of this disorder. It is currently unknown how 
these diverse genetic mutations impact developing neural circuitry in order to give rise to the 
behavioral features of ASD, making it difficult to discover biomarkers or identify therapeutic 
targets. Humans as well as mice have a primary visual cortex (V1) as well as a series of higher 
visual areas (HVAs) that are canonically grouped by visual function: dorsal stream-associated 
areas responsible for processing aspects of motion and ventral stream-associated areas 
responsible for processing aspects of form perception. Several aspects of visual processing are 
often abnormal in individuals with neurodevelopmental disorders, including ASD. Examining 
how these aspects of visual functioning develop in individuals with ASD might shed light on 
other aspects of disordered higher cortical functioning in these individuals. Here, we use HVAs 
in mice as a genetically tractable model system to explore the effects of genetic mutations 
associated with increased ASD risk on the functional development of visual cortical circuitry. 
 In order to model some of the variability in severity and presentation of ASD, we 
examined the effect of both a non-syndromic and a syndromic ASD-associated mutation on the 
functional development of mouse HVAs. In Chapter 2, we describe a sex-specific decrease in 
dorsal HVA activity due to loss of Cntnap2, a non-syndromic ASD risk gene. The decreased 
activity in dorsal HVAs emerges during development, likely due to abnormalities in experience-
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dependent refinement of these cortical circuits. The finding that ventral HVAs and V1 are not 
impacted supports the notion that dorsal HVAs may have a unique susceptibility to genetic and 
environmental effects. Data reported in Chapter 3 identifies a stimulus-specific deficit in both 
ventral and dorsal HVAs that arises due to lack of maternal Ube3a expression, producing a 
‘syndromic’ form of ASD. The decreased HVA activity emerges with development, implicating 
abnormalities in experience-dependent maturation of these cortical circuits. Further, deficits in 
interneuron signaling appear to underlie these circuit phenotypes. However, the behavioral 
consequence of these circuit phenotypes was unknown. 
 In order to examine the impact of these ASD-associated mutations on relevant behaviors 
in mice, we first had to develop a new behavior task and training paradigm, presented in 
Chapter 4. Mice readily learned to perform a random dot kinematogram (RDK) task, commonly 
used in human psychophysics experiments. We then modified this task to study the changes in 
mouse psychophysics performance due to genetic mutations associated with ASD.  
In sum, this study extends our knowledge about the development and function of HVAs 
in the mouse by revealing the impact of genetic mutations associated with ASD on these 
regions. Further, it provides a tool to behaviorally probe these effects in future work.  
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CHAPTER 1 INTRODUCTION 
1.1 Overview 
Autism spectrum disorder (ASD) comprises a cluster of complex neurodevelopmental 
disorders characterized by social and communication deficits as well as repetitive and restricted 
interests that typically emerge around 2-3 years of age (American Psychiatric Association, 
2013). While there is a large degree of heterogeneity in presentation and severity of the 
behavioral features of ASD (Constantino and Charman, 2016), currently 1 in 50 children in the 
United States is affected (Blumberg et al., 2013) with males four times more likely to receive an 
ASD diagnosis than females (Newschaffer et al., 2007; Werling and Geschwind, 2013). The 
results from genome-wide association studies have implicated 400-1,000 genes in the etiology 
of ASD (Gilman et al., 2011; Li et al., 2012; He et al., 2013), however the variability in the 
molecular targets and roles of these genes have identified numerous cellular and molecular 
pathways, rendering it difficult to discern shared pathological mechanisms across ASD cases 
(Krishnan et al., 2016). While we have yet to reconcile how these heterogeneous mutations 
converge to produce the behavioral features of ASD, the molecular and cellular changes caused 
by these ASD-associated mutations ultimately result in changes in neural circuitry (Ebert and 
Greenberg, 2013; Sahin and Sur, 2015). Accordingly, there may be a pattern of common 
changes in neural circuitry caused by these mutations that give rise to behavioral symptoms. 
From the earliest published descriptions of individuals with ASD, sensory hyper- and 
hypo-responsivity and fascination with moving and spinning objects was observed (Kanner, 
1943). Sensory abnormalities and sensory symptoms impact as many as 90% of individuals 
with ASD (Leekam et al., 2007). Occurring in multiple sensory modalities, sensory abnormalities 
in ASD are present in individuals of all ages and severities (Ben-Sasson et al., 2009; Marco et 
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al., 2011). While often manifesting as tactile, somatosensory, and auditory hyper- and hypo-
responsivity, these sensory features also frequently include abnormalities in visual integration 
and global motion processing (Milne et al., 2002; Simmons et al., 2009; Marco et al., 2011; 
Robertson et al., 2012; Manning et al., 2013). With the recent revision to the DSM-5, hyper- or 
hyposensitivity to sensory input or unusual interest in sensory stimuli has now been included as 
a potential diagnostic criterion for ASD diagnosis (American Psychiatric Association, 2013). It 
has been proposed that altered sensory processing may serve as an indicator of underlying 
cortical network pathology and aid in identification of individuals with a higher probability of 
developing disorders, such as ASD (Levit-Binnun et al., 2013). Further, sensory processing 
abnormalities often precede the emergence of primary ASD features (Baranek, 1999; Bryson et 
al., 2007; Levit-Binnun et al., 2013). Thus, studies that focus on the etiology of these altered 
sensory processes can potentially shed light on the developmental pathology of ASD. 
A key question then becomes how genetic mutations associated with ASD alter sensory 
processing in primary and higher cortical areas. We hypothesize that the multitude of genetic 
contributions to ASD ultimately converge in a pattern of common perturbations to neural circuitry 
that arise during development. Below, we briefly overview the development and function of 
primary and higher visual circuitry in humans and non-human primates and draw connections to 
the structure and function of analogous murine regions. We will also introduce new findings 
about the development of these regions in the mouse. Lastly, we will describe mouse models of 
a syndromic and a non-syndromic mutation associated with ASD, which we have used to query 
this hypothesis. 
1.2 Dorsal and ventral visual processing streams  
The basic components of the mammalian visual system have been well described 
(Braddick and Atkinson, 2011). Briefly, information from the retina is transmitted via the lateral 
geniculate nucleus (LGN) of the thalamus to primary visual cortex (V1) (Rosa and Krubitzer, 
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1999). Preserving distinct pathways that first emerge in the retina, parallel projections from the 
LGN to layer 4 of V1 transmit visual information that is segregated by speed, color, contrast 
sensitivity, and resolution (Livingstone and Hubel, 1988). Within V1, new and more complex 
information emerges such as color, direction, and orientation selectivity (Livingstone and Hubel, 
1988). From there, V1 transmits information to multiple higher cortical areas (Livingstone and 
Hubel, 1988; Felleman and Van Essen, 1991; Sincich and Horton, 2003). In humans and non-
human primates, visual processing is then canonically divided into two specialized processing 
streams: the ventral or ‘what’ pathway and the dorsal or ‘where’ pathway (Goodale and Milner, 
1992). While hierarchical in nature, there is a high degree of bidirectional connectivity between 
structures within this pathway (Felleman and Van Essen, 1991). Anatomical studies have shown 
that extrastriate cortex is separated into these two parallel yet interconnected processing 
pathways and studies of damage to these structures has shed light on the functions of each of 
these pathways (Nassi and Callaway, 2009). 
The ventral or ‘what’ pathway includes V4 and other areas projecting to the temporal 
lobe (Felleman and Van Essen, 1991; Nassi and Callaway, 2009). This pathway is responsible 
for object, face, and scene recognition with damage to areas within this pathway producing 
visual form agnosia, also known as object blindness (James et al., 2003; Karnath et al., 2009; 
Bridge et al., 2013). The dorsal or ‘where’ pathway is particularly selective for features of visual 
motion such that damage to or inactivation of brain areas in this pathway produces impaired 
motion perception (Newsome et al., 1985; Newsome and Pare, 1988; Beckers and Zeki, 1995).  
This pathway includes the middle temporal visual area (MT), middle superior temporal visual 
area (MST) and other areas projecting to the parietal lobe (Felleman and Van Essen, 1991; 
Nassi and Callaway, 2009). It is worth nothing that certain early lines of evidence suggest that 
visual perception of motion can occur without parallel activity in V1 (Barbur et al., 1993; Beckers 
and Zeki, 1995), implying that visual information sufficient for motion perception can reach MT 
without first passing through V1. 
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At maturity, the ventral and dorsal visual streams are largely functionally segregated, but 
the independent functionalities of these pathways emerge along different developmental 
trajectories. In humans, the ventral stream develops relatively quickly, with some aspects of 
form perception reaching adult levels around 5 years (Armstrong et al., 2009) and sensitivity to 
global form reaching adult levels by 10 years of age (Gunn et al., 2002). In contrast, the dorsal 
stream develops relatively slowly. Beginning around 12 weeks of age, infants show sensitivity to 
global motion (Banton et al., 2001). Global motion perception then improves gradually during 
development before reaching adult-like levels between 10-14 years old (Gunn et al., 2002; 
Armstrong et al., 2009; Hadad et al., 2011; Bogfjellmo et al., 2014). Other aspects of motion 
perception, such as speed discrimination, develop along different trajectories: by 11 years of 
age, processing of fast speeds is at adult-like levels while processing of slow speeds is still quite 
immature (Manning et al., 2012). Taken together, dorsal and ventral-associated functions follow 
temporally distinct developmental trajectories with dorsal stream-associated functions trending 
towards slower development (Braddick and Atkinson, 2011).  
Examination of the development and function of these regions in atypical individuals has 
also provided strong evidence about the role of visual experience and developmental critical 
periods in their development and refinement. In individuals with bilateral cataracts from birth, a 
far larger impairment is observed in perception of global motion (dorsal stream) than perception 
of global form (ventral stream) once the cataracts are removed (Lewis and Maurer, 2009). 
Deficits in global motion perception have also been observed in individuals with hemiplegia 
(Gunn et al., 2002), dyslexia (Ridder et al., 2001; Pellicano and Gibson, 2008), and Fragile X 
Syndrome (Kogan et al., 2004) among others.  
Deficits in higher-level dorsal stream functionality are observed in children with ASD. 
These include abnormalities in visual integration, global motion processing, biological motion 
processing, and speed processing  (Milne et al., 2002; Pellicano and Gibson, 2008; Simmons et 
al., 2009; Brieber et al., 2010; Marco et al., 2011; Robertson et al., 2012; Greimel et al., 2013; 
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Manning et al., 2013). Based on these and similar findings, a ‘dorsal-stream vulnerability’ 
hypothesis has been proposed, wherein the late-maturing neural systems that underlie motion 
perception (dorsal stream) are more susceptible to early genetic or environmental effects than 
earlier maturing neural systems that underlie form perception (ventral stream) (Braddick et al., 
2003; Pellicano and Gibson, 2008). Studies utilizing psychophysics tasks and functional imaging 
have led to general descriptions of the effects of ASD on the development of the dorsal stream 
(Pellicano and Gibson, 2008; Brieber et al., 2010; Greimel et al., 2013), however these 
techniques do not have the resolution to examine the neural underpinnings of these circuit 
effects.  
1.3 Higher visual areas in mice 
Recent advances in our understanding of the structure and function of the visual cortex 
in the mouse have strengthened the case for its attractiveness as an animal model for the visual 
system. In mice, cortical visual pathways diverge downstream of V1 via projections to at least 9 
higher visual areas (HVAs) (Wang and Burkhalter, 2007) (Figure 1). While the precise visual 
functions supported by these HVAs are still under investigation, recent work examining the 
projection targets and stimulus preferences of these regions have begun to shed light on their 
capabilities and functions. The strongest projections from V1 terminate in lateromedial (LM) and 
anterolateral (AL) regions (Wang et al., 2011) (Figure 1). These regions have their own 
projection bias with LM projecting primarily to ventral-associated temporal cortex and AL 
projecting primarily to dorsal-associated dorsal and medial cortex (Wang et al., 2011; Wang et 
al., 2012) (Figure 1). It is important to note however that these regions are all heavily 
interconnected (Wang et al., 2012). Based on careful examination of the projections of mouse 
HVAs, these regions have been classified into two subnetworks of cortical areas specialized for 
motion (dorsal stream) or form processing (ventral stream) (Wang et al., 2011; Wang et al., 
2012) analogous to the dorsal and ventral stream distinction presented previously (Goodale and 
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Milner, 1992). Laterointermediate (LI) and LM are categorized as ventral stream regions while 
anteromedial (AM), posteromedial (PM), rostrolateral (RL), and AL are categorized as dorsal 
stream regions (Wang et al., 2012) (Figure 1).  
Work examining the stimulus preferences of these regions further supports this 
classification. Temporal frequency (TF) refers to the number of occurrences of a repeating event 
in a given unit of time, usually in 1 second (Hz). Spatial frequency (SF) refers to the number of 
occurrences of a repeating event across a position in space, in this case degrees of visual 
space (cpd). By dividing TF by SF, we calculate the rate of change of the stimulus in °/s, giving 
us the speed of the stimulus. Given that ventral-associated areas are involved in object 
perception, it would be expected that they have a preference for high SFs and good orientation 
selectivity. Dorsal-associated areas that encode information about motion would be expected to 
have high direction selectivity and a preference for high TFs and stimulus speeds.  
Ventral-associated areas LM and LI as well as AM prefer TFs 2-3 times higher than V1 
while PM prefers lower TFs than V1 (Marshel et al., 2011). Dorsal stream-associated areas AL 
and RL also prefer high TFs, showing a preference for TFs double that of V1 (Marshel et al., 
2011). All HVAs except LI are more sharply tuned for SF and more selective for orientation than 
V1, although LI and PM prefer high SFs, similar to V1 (Marshel et al., 2011). Dorsal-associated 
areas AL, RL, and AM have a higher proportion of direction selective neurons that are more 
direction selective than those in V1 or ventral-associated LM (Marshel et al., 2011). In line with 
these SF and TF findings, another group has shown that AL prefers faster speeds (20-1000°/s) 
than PM (1-40°/s) and that V1 spans this range (1-1000°/s) (Andermann et al., 2011). While 
these stimulus preferences do not perfectly align with ventral and dorsal stream classifications 
(i.e. PM has properties that are ventral-like), there is a high degree of correspondence between 
classification based on projections and stimulus preferences (i.e. AL, RL, and AM have 
properties that are dorsal-like while LI has properties that are ventral-like). Future work using 
more complex stimuli will strengthen the classification of mouse HVAs into dorsal and ventral 
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streams by identifying the function of these regions as well as analogous structures in primates. 
For instance, a recent study has shown that neurons in RL encode motion components 
analogous to region MT in humans (Juavinett and Callaway, 2015). Additionally, it is possible 
that these discrepancies emerge due to differences in the techniques used to identify HVAs. 
Increased standardization of HVA identification either through automated mapping approaches 
(Garrett et al., 2014) or careful registration of functionally identified HVAs with anatomical 
landmarks (Appendix A) could ensure that the same structure is being queried.  
Although there is compelling evidence to classify mouse HVAs into ventral and dorsal 
subnetworks, their developmental trajectories have been largely unexplored. Based on 
development in humans and non-human primates, it was expected that dorsal-associated HVAs 
would develop more slowly than ventral-associated HVAs (Braddick and Atkinson, 2011). To 
address this question, we studied the development of functional responses in V1 and HVAs 
using intrinsic signal optical imaging (ISOI) in C57BL/6J mice (Smith, Townsend, In press). 
Briefly, ISOI measures visually-evoked changes in the intrinsic hemodynamic signal, providing a 
measure of stimulus-evoked activity modulation in a cortical area (Grinvald et al., 1986; Frostig 
et al., 1990; Kalatsky and Stryker, 2003). It is important to note that while this measure of 
neuronal activity modulation provides a readout of activity modulation across an entire cortical 
area, it does not resolve responses at the level of single cells (Grinvald et al., 1986). However, a 
major advantage of ISOI is the ability to measure the magnitude of visually evoked responses in 
V1 and HVAs simultaneously in vivo to a large set of stimuli in unlabeled mice (Kalatsky and 
Stryker, 2003; Marshel et al., 2011). Using ISOI, we found that ventral stream-associated 
regions LM and LI in C57BL/6J mice are functional from the time of eye-opening and increase in 
activity early in development, reaching adult-like levels with 5 days of visual experience (Smith 
et al., In press). In contrast, dorsal stream-associated regions AL, RL, and AMPM show weak 
activity at eye-opening which increases slowly through development, reaching adult-like levels 
with roughly two weeks of visual experience (Smith et al., In press). Thus mouse dorsal-
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associated HVAs, like dorsal stream regions in humans, lag in development relative to ventral-
associated HVAs.  
Given this late development of dorsal stream HVAs in mice, we wondered if these 
regions showed unique vulnerability to environmental effects compared to the earlier-maturing 
ventral stream regions (Braddick et al., 2003). In order to test this, we examined the effects of 
visual deprivation on the visual system by dark rearing pups from embryonic day 14 to postnatal 
day 40 (P40) and examining HVA activity compared to normally reared conspecifics. We found 
that despite a lack of visual experience, ventral-associated HVAs showed no deficit in visually-
evoked activity (Smith et al., In press). Dorsal-associated HVAs however showed significantly 
reduced activity levels that were not rescued when mice were exposed to a recovery period of 
25 days of normal visual experience (Smith et al., In press). Taken together, this suggests that 
dorsal-associated HVAs are more sensitive to disruptions early in development and that there 
may be a critical period for development of these regions.  
To explore the development of these regions in greater detail, we turned to 2-photon 
calcium (2p Ca 2+) imaging to examine the response properties of individual neurons in ventral 
stream region LM and dorsal stream region PM at multiple time points. Neuronal activity results 
in rapid changes in intracellular calcium levels (Tank et al., 1988; Sabatini et al., 2002), a 
property widely exploited by using genetically encoded calcium indicators to monitor calcium 
transients, enabling measurements of neuronal activity in vivo (Tian et al., 2012). Using virally-
induced expression or transgenic animals expressing the genetically encoded calcium indicator 
GCaMP6, one can visualize action potentials in individual neurons using 2p Ca2+ imaging (Chen 
et al., 2013; Baker et al., 2016; Ringach et al., 2016). This use of genetically encoded calcium 
indicators enables the capture of the dynamic activity of neural circuits over multiple spatial and 
temporal scales (Huber et al., 2012; Chen et al., 2013; Ziv et al., 2013; Ringach et al., 2016; 
Yamada et al., 2016). Using transgenic mice expressing GCaMP6s and 2p Ca2+ imaging to 
measure the development of neuronal response properties in LM and PM, we found that the 
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differences in the development of visually-evoked responses at the level of individual neurons 
likely underlie processing stream-mediated differences in these regions (Smith et al., In press). 
Specifically, we observed that visually-evoked responses of neurons in dorsal stream region PM 
increase in magnitude during development, especially for high SF gratings while ventral stream 
region LM showed a relatively modest increase in response magnitude to the same stimuli 
during the same developmental window (Smith et al., In press). This is in agreement with prior 
work showing that PM in mature mice prefers higher SF stimuli than LM (Marshel et al., 2011), 
demonstrating how this stimulus preference develops at the level of individual neurons. In future 
studies this general approach to identifying the characteristics of individual neurons that underlie 
larger circuit phenotypes can be applied to elucidate the neuronal underpinnings of other 
phenotypes identified with ISOI. 
1.4 Mouse models of autism spectrum disorders 
 Given that the development of dorsal-associated HVAs in mouse mirrors the 
developmental trajectory seen in humans (Smith et al., In press), the mouse model offers a 
viable opportunity to test the dorsal-stream vulnerability hypothesis in a genetically tractable 
system. The complex genetic background found in the human population confounds 
interpretation of the role of any single gene in complex diseases such as ASD (Gilman et al., 
2011; Li et al., 2012; He et al., 2013). However, generations of inbreeding have produced 
strains of laboratory mice with little to no genetic variability from individual to individual. Through 
targeted modifications of ASD-associated genes on these inbred genetic backgrounds, we can 
examine how individual ASD-risk genes influence the development of mouse HVAs. In an 
inbred genetic system, it is not feasible to examine all or even a large subset of the 400-1000 
genetic mutations that have been linked to ASDs (Li et al., 2012). In order to try to capture some 
of the variability in both severity and etiology of genetic factors, we conducted our examination 
of HVAs in two genetic models of ASD – a non-syndromic mutation in CNTNAP2 which is 
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implicated in ASD by human genetic screening studies and a mutation in UBE3A which 
produces a syndrome with a high comorbidity with ASD. These models are further described 
below.  
1.4.1 CNTNAP2 
‘Non-syndromic’ ASD refers to cases of ‘classic’ ASD for which no additional clinical 
features are present and typically the genetic etiology is unknown (Sztainberg and Zoghbi, 
2016). One approach to model non-syndromic ASD in mice is to examine the effects of genetic 
mutations that have been implicated as ASD risk genes (Gilman et al., 2011). While the 
resulting mouse strains do not fully recapitulate ASD, they do enable researchers to determine 
the effects of ASD-linked mutations on developing cortical circuitry and behavior. Contactin 
associated protein-like 2 (CNTNAP2, also known as CASPR2) is widely identified as an ASD 
susceptibility gene (Alarcon et al., 2008; Arking et al., 2008). CNTNAP2 is one of the largest 
genes in the human genome (Nakabayashi and Scherer, 2001), encoding a member of the 
neurexin superfamily that is responsible for K+ channel clustering in juxtaparanodes of axons 
(Poliak et al., 1999; Poliak et al., 2003). While both homozygous and heterozygous mutations in 
CNTNAP2 are associated with increased ASD risk, heterozygous mutations are far more 
common (Strauss et al., 2006; Alarcon et al., 2008). We chose to examine this gene in greater 
detail due to its links to ASDs in humans as well as its diverse roles in cortical circuitry and 
findings that mutations alter aspects of cortical dynamics. 
There is a strong link between mutations in CNTNAP2 and ASD risk. In humans, 
homozygous mutations in exon 22 of CNTNAP2 result in an ASD diagnosis in 67% of cases 
(Strauss et al., 2006) while mutations at other loci are also associated in development of ASD 
and other neurodevelopmental phenotypes (Penagarikano and Geschwind, 2012). Beyond 
examination of specific cases, several genome-wide association studies (GWAS) have identified 
CNTNAP2 as having a significant association with ASD diagnosis (Alarcon et al., 2008; Arking 
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et al., 2008; Voineagu et al., 2011). It is interesting to note that Alarcon and colleagues report 
that the association between CNTNAP2 mutations and increased ASD risk was driven by 
affected males; it is possible that this gene contributes to the different sex incidence of ASD 
(Newschaffer et al., 2007; Werling and Geschwind, 2013). Further, abnormal developmental 
patterning of cortex may be a driver of ASD pathophysiology (Voineagu et al., 2011). Patches of 
disrupted cortical laminar structure with altered CNTNAP2 expression have been observed in 
children with ASD (Stoner et al., 2014), suggesting that CNTNAP2 may play a crucial role in 
establishing correct cortical structure. Heterozygous mutations in CNTNAP2 are also associated 
with changes in brain structure and functional connectivity (Scott-Van Zeeland et al., 2010; 
Dennis et al., 2011; Whalley et al., 2011) in otherwise normal adults. This shows that even 
seemingly innocuous mutations in CNTNAP2 can exert large effects on the development of 
cortical circuitry. 
A mouse model lacking Cntnap2 (Poliak et al., 2003) recapitulates many of the hallmark 
features of ASD, including repetitive behaviors and impairments in social interaction and 
communication (Penagarikano et al., 2011; Penagarikano et al., 2015). Intriguingly, this work 
has also shown that lack of Cntnap2 results in reduced neuronal migration, fewer interneurons, 
decreased dendritic spines, and decreased neuronal synchrony while leaving many other 
aspects of neuronal activity, including axonal conductance, intact (Poliak et al., 2003; 
Penagarikano et al., 2011; Gdalyahu et al., 2015b). By examining how this non-syndromal ASD-
linked mutation alters cortical development, we will begin to understand how genetic factors 
perturb developing cortical circuitry to increase risk of developing ASD.  
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1.4.2 UBE3A 
A ‘syndromic’ form of ASD refers to a condition in which an ASD diagnosis occurs in 
conjunction with additional clinically significant phenotypes (Sztainberg and Zoghbi, 2016). It is 
important to note that syndromic ASD is distinct from non-syndromic and is not simply ASD 
cases for which we have a clear genetic etiology. Rather, these syndromes have unique clinical 
presentations and developmental trajectories. However, studying syndromic ASD cases offer 
the opportunity to examine disorders with a known etiology that also exhibit a high ASD 
prevalence. Angelman syndrome (AS) is one such syndromic ASD, with ASD occurring in 34% 
of AS cases (Richards et al., 2015). AS is produced by loss of ubiquitin protein ligase E3A 
(UBE3A) in neurons, either through deletion or mutation of the maternal allele (Kishino et al., 
1997; Matsuura et al., 1997). The paternal allele of UBE3A is epigenetically silenced in most 
neurons through imprinting (Rougeulle et al., 1997; Vu and Hoffman, 1997), as a result deficient 
expression or function of the maternal allele is sufficient to cause AS (Kishino et al., 1997; 
Matsuura et al., 1997; Williams et al., 2010). Copy number variants in the UBE3A gene can also 
produce neurodevelopmental disorders in humans more generally, as increased UBE3A gene 
dosage via duplications is also associated with autism (Cook et al., 1997; Battaglia, 2005; 
Glessner et al., 2009).  
AS is a severe neurodevelopmental disorder with an estimated prevalence of 1:12,000-
1:20,000 (Clayton-Smith and Pembrey, 1992; Steffenburg et al., 1996). The disorder is 
characterized by absent speech, severe developmental delay, ataxia and delayed motor 
milestones, dysmorphic facial features, and an apparent happy demeanor (Clayton-Smith and 
Pembrey, 1992; Williams et al., 2006). Severe seizures are also a common feature with 
seizures occurring in up to 90% of AS cases and onset typically occurring around 1-3 years of 
age (Pelc et al., 2008). Numerous types of seizures are reported in cases of AS, however 
atypical absence seizures and myoclonic seizures are the most prominent (Pelc et al., 2008). 
Cases of AS arising from point mutations within UBE3A rather than full deletion have a 
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reduction in absence seizures (Goto et al., 2015), implying that other genes located close to 
UBE3A on chromosome 15q11 contribute to observed seizure types.  Patterns of EEG 
abnormalities in delta wave activity are also a characteristic of AS and are present by at least 1 
year of age, often before seizure onset or AS diagnosis (Boyd et al., 1988). Sensory processing 
deficits, including visual impairments, are also common in individuals with AS (Van Splunder et 
al., 2003; Walz and Baranek, 2006; Peters et al., 2012).  
Mouse models of AS have both construct and face validity (Sztainberg and Zoghbi, 
2016) . AS has been modeled in mice by mimicking the genetic etiology of the syndrome: a null 
mutation of the maternal allele of Ube3a (Jiang et al., 1998). Since the paternal allele is 
imprinted in mice, the AS mouse model (Ube3am–/p+) lacks expression of Ube3a in cortex (Jiang 
et al., 1998), mimicking the human etiology of AS (Kishino et al., 1997; Matsuura et al., 1997; 
Williams et al., 2010). The AS mouse model also recapitulates many of the phenotypes of AS 
including seizures, movement and balance defects, and learning deficits (Jiang et al., 1998; 
Huang et al., 2013; Hayrapetyan et al., 2014). By using the AS mouse model, the effects of 
maternal Ube3a loss on developing cortical circuitry can be examined in detail. For example, 
lack of maternal Ube3a produces defects in synaptic plasticity as well as enhanced delta activity 
and interneuron-specific abnormalities (Yashiro et al., 2009; Sato and Stryker, 2010; Wallace et 
al., 2012; Judson et al., 2016). However other features, such as gross formation of V1, eye 
opening, and acuity development proceed normally (Yashiro et al., 2009; Sato and Stryker, 
2010), suggesting that much of the visual system may be intact despite loss of maternal Ube3a. 
Closely examining how these known synaptic and cellular deficits alter the functional activity of 
cortical visual areas may provide insight into the pathophysiology of AS. 
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1.4.3 Behavior in mouse models of ASD 
As described above, human psychophysics tasks have been extensively used to 
characterize deficits in dorsal-stream functioning in ASD. However, dramatic variability within 
and between these studies have limited the interpretation of these findings (Dakin and Frith, 
2005; Jones et al., 2011; Koldewyn et al., 2013; Manning et al., 2015). Certainly, 
genetic/environmental variability in individuals with ASD as well as differences in experimental 
paradigms have contributed to the discrepancies observed (Simmons et al., 2009). However, 
these limitations can be partially offset using inbred mouse models to assess the impact on 
performance of analogous behavioral assays.  
Mouse models of ASD are widely used to probe the behavioral effects of ASD-linked 
mutations on ASD core symptoms or to demonstrate face validity of their model (Nakatani et al., 
2009; Penagarikano et al., 2011; Huang et al., 2013; Kloth et al., 2015; Penagarikano et al., 
2015). Recently tasks examining learning and memory in mice have been applied to mouse 
models of human disorders (Bussey et al., 2001; Bussey et al., 2012; Horner et al., 2013; 
Oomen et al., 2013; Nithianantharajah et al., 2015; Yang et al., 2015; Nilsson et al., 2016b; 
Nilsson et al., 2016a).  However, these tasks primarily test visuo-spatial learning and memory 
rather than aspects of visual perception per se. This is likely due to the fact that mouse 
psychophysics are difficult to probe, with few reports of successfully examining this type of 
behavior in mice (Douglas et al., 2006; Busse et al., 2011; B. Sriram, 2013). Development of a 
successful assay to examine visual perception in the mouse would enable researchers to test 
the effects of ASD-associated genes on psychophysics performance, providing strong evidence 
for the effects of these mutations on dorsal stream-mediated tasks. 
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1.5 Chapter 1 Figures 
 
Figure 1. Schematic of mouse V1 and HVAs 
Information from the lateral geniculate nucleus (LGN) of the thalamus is projected to V1 (dashed 
arrow). V1 then projects to at least 6 HVAs; line thickness indicates strength of projection (Wang 
et al., 2011; Wang et al., 2012). Lateromedial (LM) and laterointermediate (LI) areas then 
predominantly project to temporal cortex. Anterolateral (AL), rostrolateral (RL), anteromedial 
(AM), and posteromedial (PM) areas project predominantly to dorsal and medial cortex. Red: 
ventral-associated HVAs. Blue: dorsal-associated HVAs. Recurrent connections between HVAs 
are not shown. 
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CHAPTER 2 GENOTYPE- AND SEX-DEPENDENT EFFECTS IN A NON-SYNDROMAL 
MOUSE MODEL OF ASDs 
2.1 Overview 
Autism spectrum disorder (ASD) is a heritable, heterogeneous neurodevelopmental 
disorder that is four times more likely to affect males than females (Newschaffer et al., 2007; 
Werling and Geschwind, 2013). Despite this overt sex-bias, it is unclear how genetic mutations 
associated with ASD alter cortical circuitry to produce the behavioral phenotypes by which ASD 
is diagnosed. We began our investigation by assessing the impact of a mutation in contactin 
associated protein-like 2 (CNTNAP2), a gene associated with non-syndromal ASD (Alarcon et 
al., 2008), on the development and function of cortical visual circuitry. Cntnap2 knockout (KO) 
mice (Poliak et al., 2003) recapitulate many of the symptoms of ASDs (Penagarikano et al., 
2011), however previously the effect on cortical circuit function was poorly understood. 
Moreover, although heterozygous (Het) mice better recapitulate the observed human genotype 
for ASD-associated CNTNAP2 mutations, to our knowledge, no effects in Het mice have been 
previously reported. 
In Chapter 2.2, below, we used intrinsic signal optical imaging (ISOI) to measure 
functional visual responses in primary and higher visual cortical areas, comparing visually-
evoked modulation of cortical activity by genotype and sex. We found that visually-evoked 
activity in dorsal-stream associated higher visual areas was decreased in both KO and Het adult 
males relative to wildtype (WT) adult males. Surprisingly, this decrease was sex-specific. We 
then extended this finding by characterizing development of this dorsal-stream effect in males, 
measuring visual responses in primary and HVAs of male mice at two earlier time points, P17-
18 and P30-32, spanning the visual critical period (Gordon and Stryker, 1996). We found that 
 17 
dorsal stream-associated areas in WT males developed similarly to what we had previously 
seen in C57BL/6J males (Smith et al., In press), reaching functional maturity sometime after 
P30. We also found that that the genotypic differences observed in adult males also begin to 
emerge at this age, suggesting that the normal maturation of these dorsal stream-associated 
areas is impaired in KO males.  
Overall, the data described in Chapter 2.2, is the first description of genotypic 
differences between WT and Het Cntnap2 mice as previous work has either not examined the 
effects of the heterozygous mutation or have not found differences (Penagarikano et al., 2011; 
Gdalyahu et al., 2015b; Kloth et al., 2015; Penagarikano et al., 2015). The data presented in 
Chapter 2.2 is also the first to describe sex-dependent effects of altered Cntnap2 expression, as 
prior studies of Cntnap2 mice have either not reported sex differences, use only one sex, or 
pool data from both sexes in their results (Penagarikano et al., 2011; Gdalyahu et al., 2015b; 
Kloth et al., 2015; Penagarikano et al., 2015). These findings can shed light on how non-
syndromal ASD-associated mutations impact the sex-dependent incidence of ASD. 
2.2 Genotype- and sex-dependent effects of altered Cntnap2 expression on the function of 
visual cortical areas1 
2.2.1 Introduction 
Individuals with autism spectrum disorder (ASD) have characteristic impairments in 
social interaction and communication, and restricted, repetitive behaviors and interests that 
emerge around 2-3 years of age (Association, 2013). For reasons not fully understood, males 
are more likely to be affected, with the male to female ASD incidence ratio estimated at roughly 
4:1 for high-functioning individuals (Newschaffer et al., 2007; Werling and Geschwind, 2013). 
Genome-wide association studies implicate between 400-1,000 genes in ASDs (Li et al., 2012), 
                                               
1 Chapter 2.2 is currently in revision at the Journal of Neurodevelopmental Disorders as: Townsend, L.B. & Smith, 
S.L. Genotype- and sex-dependent effects of altered Cntnap2 expression on the function of visual cortical areas in 
mice.  
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making it difficult to elucidate potential shared pathological mechanisms across ASD cases. 
However, any molecular and cellular changes caused by these ASD-linked genetic mutations 
ultimately result in changes in neural circuitry (Ebert and Greenberg, 2013; Sahin and Sur, 
2015). Thus, examining the effects of ASD-associated mutations on neuronal circuitry can 
inform our understanding of the pathology of ASD.  
One important ASD susceptibility gene is contactin associated protein-like 2 (CNTNAP2, 
also known as CASPR2) (Alarcon et al., 2008; Arking et al., 2008). Cntnap2 encodes a member 
of the neurexin superfamily that is responsible for K+ channel clustering in juxtaparanodes 
(Poliak et al., 1999; Poliak et al., 2003).  Homozygous mutations in exon 22 of CNTNAP2 result 
in an ASD diagnosis in 67% of cases (Strauss et al., 2006), while heterozygous mutations are 
associated with altered brain structure and functional connectivity in otherwise neurotypical 
subjects (Scott-Van Zeeland et al., 2010; Dennis et al., 2011; Whalley et al., 2011). Mouse 
models lacking Cntnap2 recapitulate the hallmark symptoms of ASDs, including repetitive 
behaviors and impairments in social interaction and communication (Penagarikano et al., 2011; 
Penagarikano et al., 2015). However, the effects of this gene on the functional development of 
the brain remain unclear.  
To examine the effects of altered Cntnap2 expression on neural circuitry, we measured 
functional responses in primary (V1) and higher visual areas (HVAs) of the mouse. The cerebral 
cortex is critical for sensory processing and cognition, both of which are altered in ASDs. In 
mice, cortical visual pathways diverge downstream of V1 via parallel cortico-cortical projections 
to multiple HVAs (Wang and Burkhalter, 2007). Analogous to the dorsal and ventral stream 
distinction in primates (Goodale and Milner, 1992), mouse V1 and HVAs have distinct spatial 
and temporal frequency preferences (Andermann et al., 2011; Marshel et al., 2011) and 
anatomical projections (Wang et al., 2011; Wang et al., 2012) that support their classification 
into two subnetworks of cortical areas specialized for motion (dorsal stream) or form processing 
(ventral stream) (Wang et al., 2011; Wang et al., 2012). Given the impact of Cntnap2 mutations 
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on brain structure and functional connectivity as well as the specialization of the dorsal and 
ventral processing steams, we hypothesized that these subnetworks may be differentially 
impacted by altered levels of Cntnap2 expression. To test this, we examined functional 
responses in V1 and HVAs using intrinsic signal optical imaging (ISOI) in a mouse model of 
Cntnap2 mutations.  Using this functional imaging technique, we have identified genotype- and 
sex-dependent effects of altered Cntnap2 expression on the dorsal and ventral visual steams. 
These results may shed light on the phenotypic variations observed in ASDs as well as the sex-
dependent difference in ASD prevalence. 
2.2.2 Methods 
2.2.2.1 Mouse breeding 
All procedures involving living animals were carried out in accordance with the 
guidelines and regulations of the US Department of Health and Human Services and approved 
by the Institutional Animal Care and Use Committee at the University of North Carolina. 
Cntnap2 wildtype (WT), heterozygous (Het), and homozygous (KO) mice (n= 7 per sex per 
genotype, Jackson Labs) were generated by heterozygous mating pairs with day of birth 
designated at P0. Mice for P17-18 experiments (WT: males n=7, KO: males= 5) were removed 
from the nest and immediately used for imaging experiments. Mice for the P30-32 experiments 
(WT: males n=6, KO: males = 6) were weaned into cages of 3-5 mice and housed with all three 
genotypes (when possible) until used for experiments. Mice for P100 experiments were weaned 
into cages of 3-5 mice and housed with all three genotypes (when possible) until used for 
experiments between P97-108. Separate cohorts of adult males and females were collected. 
While males and females were housed separately, cages of siblings were housed beside each 
other to account for any environmental differences within the animal facility. Mice were raised in 
a temperature- and humidity-controlled room on a 12hr light/12hr dark cycle and provided ad 
libitum access to food and water. 
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2.2.2.2 Surgical procedure 
Anesthesia was induced with 5% isoflurane. This was reduced to 1.0-2.5% isoflurane for 
surgery, and further reduced to 0.5% for imaging. After initial induction of anesthesia, 2.5 mg/kg 
chlorprothixene was administered (i.p.). Ophthalmic ointment (Lacri-lube, Allergan) was applied 
to the eyes prior to surgery and removed immediately prior to imaging. Throughout the surgery, 
body temperature was maintained via a heating pad. The scalp covering the right occipital 
cortex was resected, exposing the skull. In juvenile Cntnap2 WT and KO mice, the skull was 
then covered with physiological saline for imaging. In adult Cntnap2 WT, Het, or KO mice, a 
4mm craniotomy was performed exposing brain and dura and then covered with physiological 
saline for imaging. Mice were then transferred to the intrinsic signal optical imaging (ISOI) rig. 
Prior to imaging, an additional dose of chlorprothixene (2.5 mg/kg, i.p.) was administered, and 
the mouse was maintained on 0.5% isoflurane for the duration of imaging. All procedures were 
performed blind to genotype. 
2.2.2.3 Imaging and visual stimuli 
Intrinsic signal optical imaging was used to measure cortical activity (Kalatsky and 
Stryker, 2003). The brain was illuminated with 700 nm light and imaged with a tandem lens 
macroscope focused 600 μm into the brain from the vasculature (Figure 2A). Images were 
acquired with a 12-bit CCD camera (Dalsa 1M30), frame grabber and custom software (David 
Ferster, Northwestern University with in-house modifications by Jeffrey Stirman). Images were 
acquired at 30 frames per second. The images with 12-bit pixel data were binned in software 
four times temporally and 2 x 2 spatially, resulting in images with 16-bit pixel data. From these 
binned images, Fourier analysis of each pixel’s time course was used to extract the magnitude 
and phase of signal modulation at the stimulus frequency. This in turn was used to generate 
magnitude maps of cortical areas modulated by the stimulus (to measure the strength of the 
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visually-evoked response) and the phase of the cortical response (to map retinotopy; Figure 
2B).  
The experimenter was blind to genotype during imaging and subsequent data analysis. 
Visual stimuli were presented to the contralateral eye relative to the imaged hemisphere using a 
Dell LCD monitor (Dell U2711b, 2560 x 1440 pixels, 60 Hz) positioned 20 cm from the mouse 
(Figure 2A). The monitor was tilted towards the mouse 17.5° from vertical to cover the visual 
field (110° by 75°) of the contralateral eye. All stimulus frames were generated and presented 
using MATLAB and Psychtoolbox (http://psychtoolbox.org/) (Brainard, 1997; Pelli, 1997; Kleiner 
et al., 2007) controlled by custom LabVIEW software. Retinotopy stimuli were modified to 
correct for the distortion caused by the flat surface of the monitor 
(http://labrigger.com/blog/2012/03/06/mouse-visual-stim/). Retinotopy was mapped by showing 
the animal a single bar drifting across the screen to identify V1 and higher visual areas (HVAs; 
horizontally for azimuth and vertically for elevation) (Figure 2C). Mice were then shown a 
drifting grating stimulus previously shown to elicit visually-evoked cortical activity modulation in 
V1 and HVAs (Andermann et al., 2011; Marshel et al., 2011). This drifting grating stimulus 
consisted of a 50° patch in the center of the visual field displaying square-wave generated black 
and white bars (0.04 cycles/°) that changed in drift velocity from 0°/s (6 seconds) to 50°/s (2 
seconds). This stimulus was presented for 50 eight-second-long cycles. On rare occasions (< 
5% of experiments) when a high fidelity retinotopic map was not obtainable for a given mouse, 
the experiment was terminated and the data excluded from analysis. 
2.2.2.4 Data quantification and statistical analysis 
Retinotopic map generation and data quantification were performed blind to genotype 
and sex of mice. Retinotopy maps were generated by drawing regions of interest (ROIs) offline 
in FIJI (Fiji is Just ImageJ; fiji.sc/Fiji)(Schindelin et al., 2012; Schneider et al., 2012; Schindelin 
et al., 2015) using the magnitude and phase maps generated by the elevation and azimuth 
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stimuli (Figure 2C, Figure 3). The borders of visual areas were identified by reversals 
(meridians) in the progression of retinotopy (Kalatsky and Stryker, 2003; Wang and Burkhalter, 
2007; Marshel et al., 2011). Once the borders of the HVAs were identified, these boundaries 
were used to measure the visual activity evoked in each region by the drifting grating stimulus.  
To quantify the response amplitude of visually evoked activity, we analyzed the 
magnitude maps as follows. First, we created a duplicate copy of the magnitude map and 
applied a Gaussian filter (kernel size: 5 x 5 pixels). This filtered map was then processed by 
applying a threshold to include only visually responsive cortex and converted to a mask, 
excluding non-responsive cortical regions. This mask was applied to the original magnitude map 
generated by the stimulus such that only visually responsive cortex was included in subsequent 
analysis. The previously defined boundaries of V1 and the HVAs were then applied to the 
masked magnitude map to obtain average activity measurements across each region in 
response to the drifting grating stimulus. The average activation for each of these HVAs was 
then normalized to the average activity level of V1 for each animal. This normalization 
decreases the mouse-to-mouse variability in overall cortical activation and hemodynamic 
responses, and facilitates comparison of HVA activation within individual animals.  
All results are presented as mean +/- SEM. For analysis of the results from the adult 
time point, a one-way ANOVA was used to assess the differences between the three genotypes 
(WT, Het, and KO). For analysis of the developmental data, a two-way ANOVA was used to test 
differences for each region between genotypes by age. Bonferroni posthoc tests were used 
where appropriate.  
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2.2.3 Results 
2.2.3.1 Identification and measurement of HVA activity with ISOI 
Adult mice were classified, after blind data collection and initial analysis, by genotype 
(WT, Het, KO) and sex. Body weights were similar within sex across genotypes (two-way 
ANOVA, effect of genotype F(2,36)=0.519, p=0.60; effect of sex F(1,36)=54.5, p<0.0001) (Figure 
2D), suggesting that loss of or reduced CNTNAP2 did not change gross physiology, consistent 
with prior reports (Penagarikano et al., 2011; Penagarikano et al., 2015). Adult mice were 
imaged between postnatal day 97 (P97) and P108 in age. No significant differences in age were 
present in any genotype or sex (two-way ANOVA, effect of genotype F(2,36)=0.772, p=0.47 effect 
of sex F(1,36)=0.492, p=0.49) (Figure 2E). 
In each mouse, we first used ISOI to map V1 and six HVAs: lateromedial area (LM), 
laterointermediate area (LI), anterolateral area (AL), rostrolateral area (RL), anteromedial area 
(AM), and posteromedial area (PM) using retinotopic landmarks (Kalatsky and Stryker, 2003; 
Wang and Burkhalter, 2007; Marshel et al., 2011). All borders between cortical areas were 
routinely resolved, except the border between areas AM and PM (Figure 3). Accordingly, areas 
AM and PM were combined for analysis.  After mapping V1 and HVAs, we measured the 
magnitude of visual responses in these cortical areas. 
2.2.3.2 Genotype and sex does not alter activity in V1 or ventral HVAs 
In humans, heterozygous and homozygous mutations in CNTNAP2 are associated with 
significant changes in structural and functional cortical connectivity (Strauss et al., 2006; Scott-
Van Zeeland et al., 2010). However in many individuals the effect of a heterozygous mutation 
does not result in an ASD diagnosis (Dennis et al., 2011; Whalley et al., 2011). To examine how 
differences in Cntnap2 expression levels alter cortical area functioning, we measured the 
magnitude of visual responses in V1 and ventral HVAs LM and LI in adult WT, Het, and KO 
Cntnap2 mice (Figure 4). Further, given the differences in incidence of ASDs by sex, we sought 
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to examine whether differences in Cntnap2 expression levels have differing effects in males and 
females by adding a female cohort (Newschaffer et al., 2007; Werling and Geschwind, 2013). 
Altered Cntnap2 expression does not impact gross development or retinotopic organization 
given that HVAs were reliably identified in all animals, regardless of genotype or sex (Figure 
4A, Figure 3). As measured with ISOI, activation of V1 did not differ by either sex or genotype 
(two-way ANOVA, effect of genotype F(2,36)=0.188, p=0.83; effect of sex F(1,36)=2.73, p=0.11; 
n=42 animals, 7 per group) (Figure 4B). The cortical activity of each HVA was then normalized 
to the average amplitude of the response in V1 (separately for each mouse) in order to account 
for any global variations, which can be caused by mouse-to-mouse variability or differences in 
anesthetic depth.  
We next examined the effect of differences in Cntnap2 expression levels on activity in 
LM and LI. Given the distinct visual stimulus preferences and projections of these regions, 
despite being grouped into the same visual pathway, we examined the effect in LM and LI 
separately (Marshel et al., 2011; Wang et al., 2011; Wang et al., 2012). We found that 
differences in Cntnap2 expression levels had no effect on activity in LM in either males or 
females (Males LM: one-way ANOVA F(2,18)=1.96, p=0.17; Females LM: one-way ANOVA, 
F(2,18)=0.248, p=0.78; n=21 measurements per HVA, 21 animals, 7 per genotype) (Figure 4C-
D). Similarly in LI, we found no effect of Cntnap2 expression levels on visually-evoked activity 
(Males LI: one-way ANOVA F(2,18)=0.368, p=0.70; Female LI: one-way ANOVA, F(2,18)=0.051, 
p=0.95; n=21 measurements per HVA, 21 animals, 7 per genotype) (Figure 4E-F). Taken 
together, this data suggests that changes in Cntnap2 expression levels does not alter activity in 
primary or ventral stream-associated visual areas. 
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2.2.3.3 Genotype-dependent and sex-dependent decreases in dorsal HVAs 
Next, we examined the effects of changes in Cntnap2 expression levels on dorsal 
steam-associated areas AL, RL, and AMPM in both males and females. Based on previous 
studies identifying diverse visual stimulus preferences and projections for regions within this 
visual pathway, we examined the effect of Cntnap2 expression levels on each of these regions 
individually (Andermann et al., 2011; Marshel et al., 2011; Wang et al., 2011; Wang et al., 2012; 
Juavinett and Callaway, 2015).  In males, dorsal-associated area AL showed a significant 
difference in visually evoked activity (one-way ANOVA F(2,18)=4.22, p=0.032; n=21 animals, 7 
per genotype) with KO males showing decreased activity modulation compared to WT males 
(p=0.027) and a trend towards decreased activity modulation in Het males (p=0.083) (Figure 
5A). Dorsal-associated area RL showed no difference between genotypes in visually evoked 
activity in response to drifting gratings (one-way ANOVA, F(2,18)=2.90, p=0.081; n=21 animals, 7 
per genotype) (Figure 5B). Dorsal-associated area AM/PM showed a significant difference in 
visually evoked activity modulation (one-way ANOVA, F(2,18)=8.64, p=0.002; n=21 animals, 7 per 
genotype) with KO and Het males showing decreased activity relative to WT controls (p=0.004 
and p=0.005 respectively) (Figure 5C). Taken together, this suggests that lack of Cntnap2 
expression in adult males decreases cortical activity modulation preferentially in dorsal stream 
HVAs relative to WT controls.  
Females, however, did not show genotype-dependent decreases in dorsal stream 
activity modulation (Figure 6). In contrast to males however, dorsal-associated areas AL, RL, 
and AM/PM in females showed no difference across genotypes in visually evoked activity in 
response to drifting gratings (AL: one-way ANOVA, F(2,18)=0.262, p=0.77; RL: one-way ANOVA, 
F(2,18)=0.680, p=0.52; AM/PM: one-way ANOVA, F(2,18)=0.182, p=0.84; n=21 measurements per 
HVA, 21 animals, 7 per genotype) (Figure 6A-C). These results indicate that decreasing 
expression of Cntnap2 in female mice does not alter visually-evoked activity modulation in 
dorsal stream-associated higher visual areas.  
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2.2.3.4 Effect of Cntnap2 mutation in development 
Given the unexpected specificity of the effects of altered Cntnap2 expression on cortical 
visual circuitry, we next examined when in development the deficits observed in adult males 
emerge. The mammalian visual system undergoes experience-dependent maturation that relies 
on a sensitive or “critical” period of development for functional development (Hubel and Wiesel, 
1970; Gordon and Stryker, 1996). Cntnap2 is expressed in mice beginning at embryonic day 14 
(E14) and has many roles in cortical circuitry that change with development (Poliak et al., 2003; 
Penagarikano et al., 2011; Penagarikano et al., 2015; Gordon et al., 2016). As a result, it was 
not apparent whether the deficits observed in adult males emerge prior to the visual sensitive 
period (~P20-P35) as a consequence of processes that are not dependent upon experience-
dependent plasticity or after this period as a result of experience-dependent refinement of this 
cortical circuitry (Hubel and Wiesel, 1970; Gordon and Stryker, 1996; Penagarikano et al., 2011; 
Ebert and Greenberg, 2013). To test this, we examined visually-evoked activity in HVAs in P17-
18 and P30-32 WT and KO male mice in response to drifting gratings. 
The ventral-associated HVAs, LM and LI, exhibited different patterns of functional 
development in response to the drifting grating stimulus. In LM, modulation of cortical activity 
increased with age in both WT males and KO males (two-way ANOVA, Age F(2,32)=3.40, 
p=0.046, Genotype F(1,32)=6.07, p=0.019) (Figure 7A). In contrast, area LI exhibited similar 
cortical modulation in both genotypes at all ages examined (two-way ANOVA, Age F(2,32)=0.912, 
p=0.41, Genotype F(1,32)=0.890, p=0.35) (Figure 7B).  
The dorsal-associated HVAs all exhibited a strong effect of development on visually 
evoked responses that was impaired by lack of Cntnap2 expression. Activity modulation in area 
AL increased with a main effect of age (two-way ANOVA, Age F(2,32) = 17.2, p<0.0001) and 
genotype (Genotype F(1,32)=8.58, p=0.0062) (Figure 7C). Post-hoc analysis revealed that adult 
WT males have significantly higher activity modulation than adult KO males in AL (p<0.05) 
(Figure 7C). In areas RL and AM/PM, modulation of cortical activity increased with age more in 
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WT males than KO males (two-way ANOVAs; RL Age F(2,32)=8.05, p=0.0015, Genotype 
F(1,32)=12.03, p=0.0015; AM/PM Age F(2,32)=13.6, p<0.0001, Genotype F(1,32)=24.4, p<0.0001) 
(Figure 7D, E). Post-hoc analysis revealed that adult WT males have significantly higher activity 
modulation than KO males in both RL and AM/PM (p<0.05 and p<0.001 respectively) (Figure 
7D, E).  Additionally, post-hoc analysis revealed that at P30-32, WT males have higher activity 
modulation than KO males in AM/PM (p<0.05) (Figure 7E). Our results show that genotype-
dependent differences in dorsal-stream activity emerge around or after P30-32 and then 
strengthen into adulthood. This suggests that there may be a window prior to the end of the 
visual sensitive period for intervention to try to correct this dorsal-stream deficit.  
2.2.4 Discussion 
It is unclear how ASD-linked mutations alter cortical circuitry and contribute to the 
pathophysiology of ASD. Here, we used a mouse model of a Cntnap2 null mutation to assess 
the impact of this mutation on the function of cortical circuitry. We found that a lack of Cntnap2 
(either Het or KO) in males results in decreased visually-evoked activity in dorsal-associated 
HVAs, but in females dorsal stream responses are similar among WT, Het, and KO mice. Loss 
of CNTNAP2 produces abnormal neuronal migration, decreased numbers of interneurons, and 
reduced cortical synchrony among other neuropathological abnormalities (Penagarikano et al., 
2011). Our results shed light on the functional consequence at the level of an entire cortical 
region of these previously identified cellular-level effects.  
Recently, altered sensory processing has been recognized as a key symptom for many 
individuals with ASD (Association, 2013). In addition to exhibiting tactile, somatosensory, and 
auditory sensitives, individuals with ASD often show abnormalities in visual integration and 
global motion processing (Milne et al., 2002; Simmons et al., 2009; Robertson et al., 2012; 
Manning et al., 2013). Based on these and similar findings, a ‘dorsal-stream vulnerability’ 
hypothesis has been proposed, wherein the late-maturing neural systems that underlie motion 
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perception (dorsal stream) are more susceptible to early genetic or environmental effects than 
earlier maturing neural systems that underlie form perception (ventral stream) (Braddick et al., 
2003; Pellicano and Gibson, 2008; Manning et al., 2012). The finding that a lack of Cntnap2 
results in decreased visually-evoked activity in specifically dorsal stream-associated visual 
areas in response to moving gratings is in line with this hypothesis. The observed decrease in 
dorsal stream HVA activity may provide a launching point for future studies seeking to examine 
the neuronal underpinnings of the human ‘dorsal-stream vulnerability’ hypothesis. 
Male mice that were heterozygous for the Cntnap2 mutation showed a reduction similar 
to KO males in dorsal-associated activity. The Het genotype is more similar to that found in 
humans, as complete KO is only seen in the rare neurodevelopmental disorder cortical 
dysplasia-focal epilepsy, of whom 2/3 have an ASD diagnosis (Strauss et al., 2006). Previous 
studies using the same mouse line have not reported differences between WT and Het mice 
(Penagarikano et al., 2011; Gdalyahu et al., 2015a; Kloth et al., 2015; Penagarikano et al., 
2015). Perhaps the assay we present here can more sensitively detect subtle changes in 
cortical circuit functioning. If so, the assay could be useful in further studies of 
neurodevelopmental disorders (Penagarikano et al., 2011; Kloth et al., 2015).  
Prior studies of Cntnap2 mice have not reported sex differences, and either use only one 
sex or pool both sexes in their results (Penagarikano et al., 2011; Gdalyahu et al., 2015a; Kloth 
et al., 2015; Penagarikano et al., 2015). In this context, our finding that females lacking Cntnap2 
show no change in visually-evoked cortical activity is surprising. As noted previously, the 
incidence ratio of ASDs is highly skewed towards males in high-functioning individuals with ASD 
(Newschaffer et al., 2007; Werling and Geschwind, 2013). This imbalance could be due to the 
same mechanisms that underlie the sex-dependent effects of altered Cntnap2 expression that 
we observed in mice. Human studies of SNPs and CNVs in CNTNAP2 indicate there is a 
significant association between these mutations and ASD (Alarcon et al., 2008; Arking et al., 
2008). One such study points to the significant association arising from affected males (Alarcon 
 29 
et al., 2008). The authors interpret this finding by suggesting their female sample was too small 
due to the imbalance in incidence ratio by sex in ASD to adequately capture these mutations in 
females. However, the association they report in males could also suggest that males are more 
susceptible to the mutations they identified; consequently, in this interpretation, females carrying 
CNTNAP2 mutations would not be often identified because they are more likely to be 
neurotypical. Our findings are supportive of the latter interpretation, showing that males are 
more susceptible to the effects of altered Cntnap2 expression levels than females. This could be 
the result of females being able to carry additional mutational burden without being affected 
(Zhao et al., 2007). 
It is unusual that WT females showed relatively low levels of activity in only dorsal 
stream-associated HVAs when raw V1 activity and ventral stream HVA activity was comparable 
to WT males. While we did not control for estrous cycle, given the number of individuals 
collected it is likely that we sampled from both estrous and non-estrous individuals and the 
resulting data does not show a bimodal distribution or unusual variability. Further, a recent 
meta-analysis of 293 studies concluded that freely cycling females are no more variable than 
males (Prendergast et al., 2014). Additionally, there was no difference in raw V1 activity, either 
by genotype or by sex. This implies that V1 activity is not effected by CNTNAP2, with WT males 
and females specifically showing no difference in raw V1 activity. This also argues that it was 
not simply an inability to detect visually evoked activity in female mice driving our findings. 
Further, our ability to detect an effect in AM/PM in males argues against a floor effect, since 
dorsal stream HVA AL has a higher WT response level than AM/PM in males. From this, we 
conclude that the WT female data is an accurate representation of our colony. 
In humans that go on to receive an ASD diagnosis, early neurodevelopment can be 
relatively typical prior to two years of age (Lord et al., 2006; Constantino and Charman, 2016). 
In the mouse visual system, several different neurodevelopmental epochs have been identified 
and studied. Prior to eye-opening around P13, connectivity in visual cortical circuitry is driven by 
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initial molecular genetic programs and spontaneous, internally-generated, patterns of activity 
(Xu et al., 2011; Ackman et al., 2012; Burbridge et al., 2014). After eye opening (~ P13), visual 
cortical circuitry is rapidly refined with visual experience (Smith and Trachtenberg, 2007). 
Beginning at P19, the classical critical period for ocular dominance plasticity refines cortical 
circuitry through P32 in mice (Gordon and Stryker, 1996). These epochs in the mouse visual 
system development can place our developmental findings in a broader neurodevelopmental 
context, and potentially provide a link to time points in which ASDs are typically diagnosed. Our 
finding that differences in dorsal-stream HVAs begin to emerge after P30 suggest that canonical 
critical period mechanisms for circuit refinement may not be driving the deficits observed in 
adulthood. Much is still unknown with regards to the development of HVAs; it is possible that 
dorsal HVAs in mice develop after the canonical critical period, contributing to the development 
of the deficit we observed. Future studies examining the early function and development of 
these HVAs as well as the effects of genetic and environmental manipulations on their 
development will greatly contribute to the field. 
By identifying how a non-syndromal ASD-linked mutation alters cortical development 
and cortical functioning, we have begun to understand how genetic factors perturb developing 
cortical circuitry to increase risk of developing ASD. This ISOI-based approach can provide 
analogous and complementary data to human functional imaging studies, for parallel human-
mouse investigations for identifying biomarkers and investigating mechanisms of ASD 
pathophysiology.  
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2.3 Chapter 2 Figures 
 
Figure 2. Experimental setup and baseline data 
(A) Schematic of intrinsic signal optical imaging (ISOI) setup. Visual stimuli were presented to 
the left eye of a lightly anesthetized mouse via an LCD screen. The craniotomy over right visual 
cortex was illuminated with 700 nm light and changes in reflectance were captured with a CCD 
camera. (B) The tandem lens macroscope was focused 600 µm into the brain from the surface 
vasculature (left, shown before focusing into the brain). Magnitude and phase maps (right) were 
extracted using Fourier analysis of each pixel’s time course. Scale bars are 1 mm. (C) Example 
retinotopic maps from a male WT P101 mouse depicting six HVAs. (D) Although male mice 
were systematically larger, body weights were similar within sex and across genotypes (two-way 
ANOVA, effect of genotype F(2,36)=0.519, p=0.6; effect of sex F(1,36)=54.5, p<0.0001). (E) No 
significant differences in age were detected (two-way ANOVA, effect of genotype F(2,36)=0.772, 
p=0.47; effect of sex F(1,36)=0.492, p=0.49).   
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Figure 3. Example retinotopy maps for male and female mice 
(A) Sample elevation and azimuth maps from WT, Het, and KO male mice used in the adult 
male experiments. White lines denote ROI boundaries between cortical visual areas. AM and 
PM are not separated in Het and KO due to lack of clear boundaries. Scale bar, 1 mm. (B) 
Sample elevation and azimuth maps from WT, Het, and KO female mice used in the adult 
female experiments. White lines denote ROI boundaries between cortical visual areas. AM and 
PM are not separated in Het and KO due to lack of clear boundaries. Scale bar, 1 mm. Regions 
V1, LM, LI, AL, and RL were consistently identified with high fidelity, regardless of genotype or 
sex. 
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Figure 4. Genotype and sex does not alter activity in V1 or HVAs 
(A) Magnitude maps showing amplitude of cortical modulation in WT males and females in 
response to drifting grating. Scale bar is 1mm. (B) Raw V1 cortical activation did not differ 
across sex or genotype (two-way ANOVA, effect of genotype F(2,36)=0.188, p=0.83; effect of sex 
F(1,36)=2.73, p=0.11). C-F, Scatter plots of cortical modulation amplitude for ventral higher visual 
areas (HVA) with population mean and SEM overlaid in black. N=7 mice per genotype. (C) 
There were no genotypic differences in cortical modulation in LM in either males (LM: one-way 
ANOVA F(2,18)=1.96, p=0.17) or (D) females (LM: one-way ANOVA, F(2,18)=0.248, p=0.78). (E) 
No genotypic modulation of activity was observed in LI in males (LI: one-way ANOVA 
F(2,18)=0.368, p=0.7) or (F) females(LI: one-way ANOVA, F(2,18)=0.0510, p=0.95).   
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Figure 5. Adult males show genotype-dependent decreases in dorsal-stream activity 
Scatter plots of cortical modulation amplitude for dorsal HVAs in males with population mean 
and SEM overlaid in black. N=7 mice per genotype. (A) WT mice showed higher amplitudes in 
AL (AL: one-way ANOVA, F(2,18)=4.22, p=0.032). (B) WT RL trended toward increased activity 
(one-way ANOVA, F(2,18)=2.90, p=0.081). (C) WT mice showed higher amplitudes in AM/PM 
(one-way ANOVA, F(2,18)=8.64,p=0.0023). Results of post hoc analysis are graphically indicated 
where appropriate, *p<0.05, **p<0.01. 
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Figure 6. Adult females show no changes in cortical activity modulation of dorsal HVAs 
Scatter plots of cortical modulation of dorsal stream HVAs in females with population mean and 
SEM overlaid in black. N=7 mice per genotype. There were no significant differences in cortical 
modulation in (A) AL (one-way ANOVA, F(2,18)=0.262, p=0.77), (B)  RL (one-way ANOVA, 
F(2,18)=0.680, p=0.52), or (C) AM/PM (F(2,18)=0.182, p=0.84).  
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Figure 7. Comparison of responses of juvenile and adult males to drifting gratings 
Bar plots of the developmental trajectories of cortical modulation in all observable HVAs in 
males. SEM overlaid in black. P17-18: N=7 WT and 5 KO, P30-32: N=6 per genotype, P100: 
N=7 per genotype, collected between P97-108. (A) There was an effect of age and genotype in 
LM (two-way ANOVA, Age F(2,32)=3.40, p=0.046, Genotype F(1,32)=6.07, p=0.019). (B) No 
differences were observed in LI. (C) AL had a main effect of age and genotype (two-way 
ANOVA; Age: F(2,32)=17.2, p<0.0001, Genotype F(1,32)=17.2, p<0.0001). (D) RL showed a main 
effect of age and genotype (two-way ANOVA; Age: F(2,32)=8.05, p=0.0015, Genotype 
F(1,32)=12.03, p=0.0015). (E) AM/PM showed both effects of age and genotype (Age: F(2,32)=13.6, 
p<0.0001, Genotype F(1,32)=24.4, p<0.0001). Results of post hoc analysis are graphically 
indicated where appropriate, * p<0.05, **p<0.01. 
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CHAPTER 3 GENOTYPE-DEPENDENT EFFECTS IN A SYNDROMIC MOUSE MODEL OF 
ASDs 
3.1 Overview 
Syndromic ASD mutations provide the opportunity to examine disorders with a known 
genetic etiology that result in a high ASD prevalence (Sztainberg and Zoghbi, 2016). Finding 
that loss of CNTNAP2, a non-syndromic ASD risk gene, preferentially impacted the 
development of dorsal stream-associated HVAs (Figure 5), we wanted to examine the effects of 
a syndromic ASD gene on the same developing cortical circuitry.  
AS is a severe neurodevelopmental disorder resulting from loss of function of the 
maternal UBE3A allele (Kishino et al., 1997; Matsuura et al., 1997). AS is often classified as a 
syndromic ASD given that 34% of AS cases also have ASD (Richards et al., 2015). Mouse 
models of AS recapitulate several features of the disorder, including learning deficits, seizures, 
and movement defects (Jiang et al., 1998; Huang et al., 2013; Hayrapetyan et al., 2014). Loss 
of maternal Ube3a results in deficits in synaptic function and experience-dependent plasticity in 
vitro (Yashiro et al., 2009; Sato and Stryker, 2010; Wallace et al., 2012). At the onset of this 
study however, the consequences of these deficits in vivo on the function of cortical regions 
were unknown. We hypothesized that loss of maternal Ube3a impairs cortical circuit 
development, resulting in weak neuronal responses to stimuli that rely on circuitry that develops 
after eye opening.  
 In Chapter 3.2 below, we tested this hypothesis using ISOI to measure stimulus-evoked 
visual responses in primary and HVAs. We found that while many aspects of visual processing 
were intact, complex stimuli that taxed HVAs resulted in genotypic deficits in activity in LM, AL, 
and RL. Further, we identified that both the WT response and the deficits observed in AS model 
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mice emerge after P40, late in development compared to simpler stimuli examined in Chapter 2 
and previously examined in C57BL/6J mice (Smith et al., In press). This suggests that the 
circuitry involved in processing these more complex stimuli develops after P40 and that the 
development of that circuitry is impaired in AS model mice. Using 2-photon population calcium 
imaging, we then identified that this effect is driven by abnormal stimulus-evoked activity in 
interneurons of AS model mice. Below, we describe our findings in detail as well as their 
implications for the role of Ube3a in HVA development and function.  
3.2 Stimulus-dependent visual cortical circuit dysfunction in a mouse model of Angelman 
syndrome2 
3.2.1 Introduction 
Copy number variants in the UBE3A gene, which encodes an E3 ubiquitin ligase, result 
in neurodevelopmental disorders in humans. While loss of UBE3A in neurons underlies 
Angelman syndrome (AS) (Kishino et al., 1997; Matsuura et al., 1997), increased UBE3A gene 
dosage via duplications is associated with autism (Cook et al., 1997; Battaglia, 2005; Glessner 
et al., 2009). AS is characterized by developmental delay, speech impairment, movement and 
balance disorders, and an apparent happy demeanor (Williams et al., 2006). Sensory 
processing abnormalities are also common in individuals with AS and can include hyper- and 
hypo-responsivity to visual stimuli (Van Splunder et al., 2003; Walz and Baranek, 2006; Peters 
et al., 2012). Intriguingly, many individuals with AS also exhibit a fascination with water, mirrors, 
and reflections (Clayton-Smith, 1993), which may be indicative of changes in higher-order visual 
circuitry (Sun et al., 2016). Because the paternal allele of UBE3A is epigenetically silenced in 
most neurons (Rougeulle et al., 1997; Vu and Hoffman, 1997; Judson et al., 2014; Jones et al., 
2016; Burette et al., 2017), deficient expression or function of the maternally inherited UBE3A 
allele is sufficient to cause AS (Kishino et al., 1997; Williams et al., 2010). Mouse models of AS, 
                                               
2 A version of Chapter 3.2 is currently under review at eLife as: Townsend, L.B., Jones, K.A., Dorsett, C.R., Philpot 
B.D., & Smith, S.L. Stimulus-dependent visual circuit dysfunction in a mouse model of Angelman syndrome. 
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which lack maternal Ube3a expression, recapitulate many of the phenotypes of AS including 
seizures, movement and balance defects, and learning deficits (Jiang et al., 1998; Huang et al., 
2013; Hayrapetyan et al., 2014).  
In humans, loss of maternal UBE3A produces symptoms that emerge during 
development, such that individuals with AS often go undiagnosed until 6-12 months of age 
(Williams et al., 2006). This developmental emergence of behavioral phenotypes is also 
observed in mouse models of AS (Huang et al., 2013; Mandel-Brehm et al., 2015). The 
behavioral phenotypes occur in concert with the emergence of specific circuit defects, while 
many circuit functions appear to remain intact.  For example, loss of maternal Ube3a does not 
alter retinotopic map formation in primary visual cortex (V1), eye opening, or acuity development 
but does alter specific V1 microcircuits and impairs ocular dominance plasticity (Yashiro et al., 
2009; Sato and Stryker, 2010; Wallace et al., 2012; Judson et al., 2016). These findings suggest 
that functional deficits in processing likely emerge with development, but how such changes 
alter the visually evoked activity of cortical areas remains unknown. 
To determine the effects of maternal Ube3a loss on functional processing in the cortex, 
we examined visually evoked responses in visual cortical areas of both wildtype (WT) mice and 
a mouse model of AS, which lacks the maternal Ube3a allele (Jiang et al., 1998). Mouse visual 
cortex contains V1 and higher visual areas (HVAs) that process visual information (Wang and 
Burkhalter, 2007; Andermann et al., 2011; Ko et al., 2011; Marshel et al., 2011; Katzner and 
Weigelt, 2013). Mice can perform tasks that rely on processing complex visual stimuli (Douglas 
et al., 2006; Nithianantharajah et al., 2015; Yang et al., 2015; Stirman et al., 2016), and neurons 
in V1 and HVAs exhibit tuning for visual features, such as orientation, spatial frequency, and 
temporal frequency (Andermann et al., 2011; Marshel et al., 2011; Glickfeld et al., 2013a).  
We first measured the responsiveness of V1 and HVAs to visual stimuli with intrinsic 
signal optical imaging (ISOI) at multiple time points during development. This revealed that a 
lack of maternal Ube3a produces stimulus-specific deficits in HVA activity, and that these 
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deficits develop after an important developmental milestone: the canonical critical period for 
ocular dominance plasticity (P19-P32) (Gordon and Stryker, 1996). To determine the cellular-
basis of these neural response deficits in AS model mice, we also probed these circuits at the 
single neuron level using two-photon population calcium imaging in vivo. Analysis of stimulus-
evoked neuronal activity modulation in excitatory and inhibitory neurons revealed that the 
stimulus-specific deficit was linked to a decrease in inhibitory interneuron activity. Our findings 
demonstrate the functional consequences of maternal Ube3a loss on cortical visual circuitry and 
connects inhibitory interneurons to developmentally emergent stimulus-selective circuit deficits. 
3.2.2 Methods 
3.2.2.1 Animals 
All animal procedures were approved by the Institutional Animal Care and Use 
Committee of the University of North Carolina School of Medicine and were performed in 
accordance with the guidelines of the U.S. National Institutes of Health. AS (Jiang et al., 1998) 
(Ube3am–/p+) (Jackson Labs Stock # 016590; C57BL6) mice and their wildtype littermates were 
generated by breeding Ube3am+/p– females with wildtype males.  Mice for P20 ISOI experiments 
were removed from the nest and immediately used for imaging. Mice for P40 ISOI, P85 ISOI, 
and two-photon experiments were weaned into cages of 2-4 mice and housed until used for 
experiments. Mice for two-photon experiments were generated using the Ai96 mouse line 
(B6;129S6-Gt(ROSA)26Sortm96(CAG-GCaMP6s)Hze/J; Jackson Labs Stock # 024106), which 
conditionally expresses GCaMP6s under the control of a floxed-STOP cassette. To examine 
excitatory cell activity, double transgenic – NexCre/+ :: Ai96/Ai96 or Gad2Cre/+ 
::Ai96/Ai96(Goebbels et al., 2006)– males were generated and were bred with Ube3am+/p– 
females to produce triple-transgenic experimental mice: NexCre/+ :: Ai96/+ :: Ube3am–/p+ or 
NexCre/+ :: Ai96/+ :: Ube3am+/p+. To examine interneuron activity, double transgenic –Gad2Cre/+ 
::Ai96/Ai96 (Jackson Labs Stock # 010802; C57BL6)– males were generated and were bred 
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with Ube3am+/p– females to produce triple-transgenic experimental mice: Gad2Cre/+ :: Ai96/+ :: 
Ube3am–/p+ or Gad2Cre/+ :: Ai96/+ :: Ube3am+/p+. Mice were raised in a temperature- and humidity-
controlled room on a 12hr light/dark cycle and provided ad libitum access to food and water. All 
experiments were conducted during the animals’ light cycle. 
3.2.2.2 Surgical procedure 
Anesthesia was induced with 5% isoflurane that was reduced to 1.0-2.5% isoflurane for 
surgery. After initial induction of anesthesia, 2.5mg/kg chlorprothixene was administered (i.p.). 
Opthalmic ointment (Lacri-lube, Allergan) was applied to the eyes prior to surgery and removed 
immediately prior to imaging. Throughout the surgery, body temperature was maintained via a 
heating pad. The scalp was resected over right visual cortex and a 4mm craniotomy performed, 
exposing cortex. For ISOI experiments, physiological saline was added to cover the cranial 
window and mice were then transferred to the ISOI rig. For calcium imaging experiments, a 1-
mm glass coverslip was placed over the craniotomy and saline added before transferring the 
mouse to the ISOI rig.  
3.2.2.3 ISOI imaging and visual stimuli 
All imaging was performed blind to genotype. Intrinsic signal optical imaging (ISOI) was 
used to identify and measure cortical activity in V1 and the HVAs of mice (Kalatsky and Stryker, 
2003). Mice were maintained on 0.5% isoflurane for the duration of imaging. The brain was 
illuminated with 700-nm light and imaged with a tandem lens macroscope focused 600 um into 
the brain from the vasculature. Images were acquired at 30 Hz with a 12-bit CCD camera (Dalsa 
1M30), frame grabber and custom LabView software (David Ferster, Northwestern University, 
with in-house modifications by Jeffrey Stirman). These 12-bit images were binned in software 
four times temporally and 2 x 2 spatially, resulting in images with 16-bit pixel data. From these 
binned images, Fourier analysis of each pixel’s time course was used to extract the magnitude 
and phase of signal modulation at the stimulus frequency. This produced phase maps of the 
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cortical response, used to map retinotopy, as well as magnitude maps of cortical areas 
modulated by the stimulus, used to measure the strength of the visually evoked response.  
Visual stimuli were presented using Psych ToolBox to the contralateral eye relative to 
the imaged hemisphere via a Dell LCD monitor (Dell U2711b, 2560 x 1440 pixels, 60 Hz). 
Stimulus frames were modified to correct for the flat surface of the monitor 
(http://labrigger.com/blog/2012/03/06/mouse-visual-stim/). Retinotopy was mapped by showing 
the animal a single bar drifting across the screen to identify V1 and higher visual areas 
(horizontally for azimuth and vertically for elevation). Mice were then shown experimental 
stimulus set and the magnitude of activity for each ROI quantified.  
Still-Fast gratings: This stimulus consisted of a 50° patch in the center of the visual field, 
displaying square-wave generated black and white bars (0.04 cycles/°) that changed in drift 
velocity from 0°/s (6 seconds) to 50°/s (2 seconds). This stimulus was presented for 50 eight-
second cycles.  
Slow-Fast gratings: This stimulus consisted of a 50° patch in the center of the visual field, 
displaying square-wave generated black and white bars (0.04 cycles/°) that changed in drift 
velocity from 10°/s (6 seconds) to 50°/s (2 seconds). This stimulus was presented for 50 eight-
second cycles. 
Other grating stimuli: The drift velocity parameter was explored further by changing the slower 
speed, with 5°/s to 50°/s and 7.5°/s to 50°/s being used. In all other regards, these two stimuli 
were identical to Still-Fast and Slow-Fast gratings. 
Random dot kinematogram (RDK): A random dot kinematogram with 0% coherence was also 
used. This stimulus was presented as a patch in the center of the visual field with dots moving 
randomly for 6 seconds and remaining stationary for 2 seconds. 
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3.2.2.4 Two-photon imaging and visual stimuli 
 All imaging was performed blind to genotype. Using ISOI as described above, V1 and 
HVA boundaries were identified as well as the boundaries of cortical areas that were visually 
responsive to Slow-Fast gratings. These two sets of ROIs were registered with respect to the 
vasculature and all areas targeted for imaging were chosen relative to vascular landmarks 
within areas activated by the Slow-Fast gratings within V1 and AL. The mouse was immediately 
transferred to a Zeiss 7MP controlled by Zen10 software for two-photon imaging and maintained 
on 0.25-0.5% isoflurane for the duration of the experiment. Fields of view were identified based 
on vascular landmarks using widefield microscopy, illuminated by an HBO lamp. Imaging was 
then switched to two-photon microscopy, with the laser at 950-980nm. Laser power varied 
between 17-40% (of approx. 1140mW) for NexCre/+ experiments or 20-45% for Gad2Cre/+ 
experiments. Visually-evoked calcium transients reported by GCaMP6s were recorded in mice 
at P85. Data was acquired as a time-series at 267.27ms per frame, with 0s between frames, 
449.9um x 452.um with a pixel size of 1.3um. Imaging was performed in layer 2/3, with multiple 
depths within each field of view acquired if possible.  
 Stimuli were displayed to the contralateral eye relative to the imaged hemisphere at 30 
Hz via an optically isolated monitor (Digital TFT LCD, 480 x 272 pixels)) controlled by custom 
LabVIEW software. The monitor shroud ensured a consistent distance (60mm) between the eye 
of the mouse and the center of the screen as well as a consistent view angle (46°, 
0.1338°/pixel). As a result, the visual stimuli presented via this monitor were analogous to the 
50° patch stimuli used with ISOI. Three stimuli were used in each field of view, with each 
stimulus triggered by the frame synchronization output from the Zeiss 7MP which was 
monitored by a NI DAQ Board (NI USB-6501).  
Gratings with multiple orientations: In order to not bias our field of view selection, an 
orientation grating stimulus was used to confirm regions of visually responsive cells. This 
stimulus consisted of two epochs: a gray screen displayed for 30 imaging frames and a grating 
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epoch displayed for 40 imaging frames (8 cycling orientations, 5 imaging frames each). This 
was repeated for 11 cycles. 
Still-Fast gratings: This stimulus consisted of square-wave generated black and white bars 
(0.04 cycles/°) that changed in drift velocity from 0°/s (50 imaging frames) to 50°/s (50 imaging 
frames). This stimulus was presented for 21 cycles.  
Slow-Fast gratings: This stimulus consisted of square-wave generated black and white bars 
(0.04 cycles/°) that changed in drift velocity from 10°/s (50 imaging frames) to 50°/s (50 imaging 
frames). This stimulus was presented for 21 cycles.  
3.2.2.5 Data quantification  
All retinotopic map generation and data quantification were performed blind to genotype 
and, for developmental studies, age. Retinotopy maps were generated by drawing regions of 
interest (ROIs) offline in FIJI (Fiji is Just ImageJ; Fiji.sc/Fiji) using the magnitude and phase 
maps generated by the elevation and azimuth stimuli. The borders of visual areas were 
identified by reversals (meridians) in the progression of retinotopy (Kalatsky and Stryker, 2003; 
Wang and Burkhalter, 2007; Marshel et al., 2011). V1, LM, AL, and RL were clearly identified in 
all mice examined (Figure 8). However, LI, AM, and PM were not consistently delineated by 
strong phase reversals, so these regions were excluded from further analysis (Figure 8). Once 
the borders of the HVAs were identified, these boundaries were used to measure the visual 
activity evoked in each region by the stimulus set. 
To quantify the response amplitude of visually evoked activity, we analyzed the 
magnitude maps as follows. First, we created a duplicate copy of the magnitude map and 
applied a Gaussian filter (kernel size: 5 x 5 pixels). This filtered map was then processed by 
applying a threshold to include only visually responsive cortex and converted into a mask, 
excluding non-responsive cortical regions. This mask was applied to the original magnitude map 
generated by the stimulus such that only visually responsive cortex was included in subsequent 
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analysis. The previously defined boundaries of V1 and the HVAs were then applied to the 
masked magnitude map to obtain average activity measurements across each region in 
response to the stimulus set. The average activation for each of these HVAs was then 
normalized to the average activity level of V1 for each animal. This normalization decreases the 
mouse-to-mouse variability in overall cortical activation and hemodynamic responses, and 
facilitates comparison of HVA activation within individual animals. A small difference in raw V1 
amplitude was observed between AS and WT mice in response to Still-Fast gratings, t(20) = 
2.592, p=0.017,  but not Slow-Fast gratings, t(20) = 1.738, p=0.098 (Figure 9).  
To quantify cellular activity recorded with two-photon imaging, each data stack for a field 
of view was loaded into FIJI. An experimenter blind to genotype then manually identified regions 
of interest (neuron locations in the data stack) for each field of view and saved these ROIs as a 
binary mask. Delta F/F was calculated for each ROI after removing the first stimulus 
presentation (i.e. including the last 20 stimulus presentations) for both Still-Fast and Slow-Fast 
gratings. Cells responsive to Slow-Fast gratings were determined using an ANOVA comparing 
the average delta F/F between the two imaging epochs (10°/s and 50°/s) across 20 stimulus 
presentations. These cells were then included in the analysis of activity modulation. Activity 
modulation to the ‘speed up’ component of the stimulus was calculated as the difference in 
average activity before and after the transition from 10°/s to 50°/s in 25 frame bins. Activity 
modulation to the ‘slow down’ component of the stimulus was calculated as the difference in 
average activity before and after the transition from 50°/s to 10°/s in 25 frame bins. Both 
calculations were performed for each cell deemed responsive to Slow-Fast gratings, providing 
an analysis of population response to this stimulus. 
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3.2.2.6 Statistical analysis 
All data collection, image analysis, HVA identification, and quantifications were carried 
out blind to genotype, and in the developmental experiments, age. GraphPad Prism 7 was used 
to calculate two-tailed t-tests and two-way ANOVAs. Paired, two-tailed t-tests were used to 
calculate population differences in Figure 10C. Tukey’s and Bonferroni post hoc analyses were 
conducted where noted. Population data are reported in text as mean ± SEM. All graphs are 
depicted as mean ± SEM. 
3.2.3 Results 
We used ISOI to map retinotopy in visual cortical areas and thus locate the borders of 
V1 and HVAs in both AS mice and wildtype (WT) mice (both groups were drawn from the same 
litters, thus maternal care and other aspects of early experience were similar or identical). 
Subsequently, we measured the magnitude of visually evoked response modulation using 
periodic stimuli in V1 and HVAs simultaneously in vivo in unlabeled mice (Kalatsky and Stryker, 
2003; Wang and Burkhalter, 2007; Marshel et al., 2011) (Figure 10A). Visually evoked signals 
from lateromedial area (LM), anterolateral area (AL), and rostrolateral area (RL) were more 
reliably detected (Figure 8) than signals from anteromedial area (AM), posteromedial area 
(PM), and laterointermediate area (LI) in these WT mice, and so we focused additional analyses 
on the former group of HVAs. To control for mouse-to-mouse variability, we normalized HVA 
modulation to raw V1 activity for each stimulus (Figure 9).   
3.2.3.1 A stimulus-specific deficit of visual responses in HVAs in AS mice  
We first examined responses to three stimuli: Still-Fast gratings, Slow-Fast gratings, and 
random dot kinematograms (RDK). The Still-Fast grating stimulus consisted of black and white 
bars that periodically cycled in drift speed from 0°/s to 50°/s (Andermann et al., 2011; Marshel et 
al., 2011). The Slow-Fast grating stimulus was identical to the Still-Fast grating except that it 
periodically cycled in drift speed from 10°/s to 50°/s (Tohmi et al., 2014). RDK consisted of a 
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field of white dots on a black background, which move with 0% coherence (Milne et al., 2002; 
Robertson et al., 2012). We found that visually evoked responses measured with ISOI were 
mostly similar in AS and WT mice in response to two of our stimuli. Still-Fast gratings produced 
no differences between AS and WT mice in LM and RL (LM: t(20)=1.577, p=0.131; RL: 
t(20)=0.1471, p=0.885; WT: N = 11, AS: N = 11) and a change in response modulation in AL 
between AS mice (0.477 ± 0.044) and WT mice (0.705 ± 0.072), t(20)=2.679, p=0.0144 (WT: N = 
11, AS: N = 11) (Figure 10B, C). In response to RDK, a difference in response modulation was 
only observed in AL between AS mice (0.266 ± 0.047) and WT mice (0.397 ± 0.033), t(18)=2.327, 
p=0.032, (WT: N = 11, AS: N = 9) (Figure 11).  Together, this confirms that HVA functioning is 
intact, to a degree, in AS mice. 
However, in response to the less salient Slow-Fast grating stimulus, we observed 
genotypic differences in activity in all HVAs examined. This stimulus produced significantly (p < 
0.005) stronger response modulations in WT HVA activity compared to those in AS mice in all 
regions examined (two-tailed t-tests; LM: 217 ± 31% in WT, 106 ± 15% in AS, p=0.0047; AL: 
236% ± 38% in WT, 86.5 ± 11% in AS, p=0.0012, and RL: 98.9% ± 19% in WT, 32.7 ± 6.1% in 
AS, p=0.004) (Figure 10B, C).  We compared responses to the two grating stimuli within 
individual regions and found that response modulations were higher in response to Slow-Fast 
gratings than to Still-Fast gratings in HVAs of WT mice (LM: t(20)=3.546, p=0.002; AL: t(20)=4.296, 
p=0.0004; RL: t(20)=4.625, p=0.0004) (Figure 10C). In contrast, in AS mice we found a much 
smaller increase in response modulation in HVAs between the two stimuli (LM: t(20)=1.712, 
p=0.1023; AL: t(20)=3.107, p=0.0056; RL: t(20)=2.529, p=0.0199) (Figure 10C). Together, these 
results reveal a stimulus-specific deficit in neuronal responses in HVAs in AS mice.  
We sought to investigate this effect in more detail by varying the starting stimulus speed, 
examining speeds between 0°/s and 10°/s. We measured visually evoked responses to two 
additional stimuli, measuring responses to four different starting speeds in total: 0°/s, 5°/s, 
7.5°/s, and 10°/s (in all cases, periodically speeding up to 50°/s). In this way, we generated 
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starting-speed response curves for each HVA in each mouse (Figure 10D). We found that 
areas LM, AL, and RL in WT mice showed steeper starting-speed response curves than AS 
mice (two-way ANOVA; LM: Stimulus F(3,80)=7.898, p=0.0001, Genotype F(1,80)=15.45, p=0.0002, 
Interaction F(3,80)=3.424, p=0.0211; AL: Stimulus F(3,80)=15.54, p<0.0001, Genotype F(1,80)=29.76, 
p<0.0001, Interaction F(3,80)=6.290, p=0.0007; RL: Stimulus F(3,80)=14.93, p<0.0001, Genotype 
F(1,80)=14.48, p=0.0003, Interaction F(3,80)=6.188, p=0.0008).  Post hoc analysis revealed that 
areas LM, AL, and RL increased activity modulation in response to Slow-Fast gratings in WT 
mice, while cortical activity in AS mice was unchanged across all 4 stimuli (Tukey’s multiple 
comparisons; WT LM: 10°/s vs 0°/s p<0.0001, 10°/s vs 5°/s p<0.0001, 10°/s vs 7.5°/s p=0.0023; 
WT AL: 10°/s vs 0°/s p<0.0001, 10°/s vs 5°/s p<0.0001, 10°/s vs 7.5°/s p<0.0001; WT RL: 10°/s 
vs 0°/s p<0.0001, 10°/s vs 5°/s p<0.0001, 10°/s vs 7.5°/s p<0.0001) (Figure 10C). These 
results imply that the Slow-Fast grating stimuli engage HVA circuitry in WT mice but less so in 
AS mice, particularly when the starting speed is higher. Although the WT speed curves suggest 
that comparison of speeds faster than 10°/s would also elicit genotypically divergent cortical 
modulation, raw (non-normalized) response amplitudes were too low (compared to the noise 
floor) to generate reliable measurements (0°/s: average signal is 4.9x greater than noise in V1, 
10°/s: average signal is 1.9x greater than noise in V1, 20°/s: average signal is 1.5x greater than 
noise in V1).  Thus, our subsequent analysis focused on the 10°/s→ 50°/s (Slow-Fast grating 
stimulus) point of the speed response curve where modulation is reliably observed in WT mice, 
and the visually driven signal in AS mice is approximately half that in WT mice.   
3.2.3.2 HVA responses to Slow-Fast stimuli develops after P40 
In both individuals with AS and AS model mice, deficits emerge during postnatal 
development (Williams et al., 2006; Huang et al., 2013). Accordingly, we determined when the 
HVA response to the Slow-Fast stimulus develops. We examined two developmental time 
points – postnatal days 20 (P20) and 40 (P40) – to assess the development of HVA responses 
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both before and after a critical period for visual cortical development in mice (Gordon and 
Stryker, 1996). We observed that the Slow-Fast grating stimulus evokes weak cortical activity in 
HVAs of both P20 and P40 mice (Figure 12A). In area LM, we found significant main effects of 
age (F(2,39)=8.733, p=0.007) and genotype (F(1,39)=4.197, p=0.0473) as well as an interaction 
effect (F(2,39)=3.364, p=0.0449) (two-way ANOVA; Figure 12B). Post hoc analysis revealed that 
there was a large difference between WT and AS mice at P85 but not at prior ages (p<0.001, 
Bonferroni’s, Figure 12B). In AL, we also found significant main effects of age (F(2,39)=7.823, 
p=0.0014) and genotype (F(1,39)=5.188, p=0.0283), as well as an interaction effect (F(2,39)=4.102, 
p=0.0242) (two-way ANOVA, Figure 12B). Post hoc analysis revealed that there was a large 
difference between AL in WT and AS mice at P85 but not at prior ages (p<0.001, Bonferroni’s, 
Figure 12B). Finally, RL only showed a main effect of genotype (F(1,39)=4.391, p=0.0427), with 
post hoc analysis showing a large difference in RL in WT and AS mice at P85 (p<0.01, 
Bonferroni’s, Figure 12B). Thus the response to Slow-Fast gratings in HVAs of WT mice 
develops between P40 and P85, after the critical period for ocular dominance plasticity. This 
suggests that there may be a developmental window for corrective intervention for some 
aspects of AS. 
3.2.3.3 Genotypic differences in stimulus-evoked activity at the cellular level 
Measurements obtained with ISOI provide a readout of neuronal activity in response to 
stimuli (Grinvald et al., 1986; Kalatsky and Stryker, 2003), but responses at the single cell level 
are not resolved. Ube3a is expressed in both excitatory neurons and inhibitory interneurons in 
cortex (Gustin et al., 2010; Wallace et al., 2012; Judson et al., 2016), and it regulates synaptic 
development and function in both cell classes (Yashiro et al., 2009; Wallace et al., 2012; Judson 
et al., 2016). Accordingly, the stimulus-specific effect observed with ISOI could arise from 
altered activity modulation in either excitatory neurons, inhibitory interneurons, or both 
populations of cells. To distinguish among these possibilities, we turned to two-photon calcium 
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imaging and recent advances in genetically encoded calcium indicators (Chen et al., 2013; 
Madisen et al., 2015). We generated mouse lines carrying the mutant Ube3a allele while also 
expressing the genetically encoded calcium indicator GCaMP6s under the control of either the 
Nex promotor (to drive expression in excitatory neurons) or the Gad2 promotor (to drive 
expression in inhibitory interneurons). We used two-photon population calcium imaging to 
measure visually evoked responses of individual neurons in these two genetically engineered 
mouse lines.  
To identify appropriate subregions of cortical areas for imaging, we first performed ISOI 
to identify the locations of HVAs as well as the subregions within these areas that respond to 
the Slow-Fast stimulus (Figure 13A). These ROIs were registered to the vessel map of each 
mouse to identify areas activated within V1 and AL (Figure 13A). Mice were then transferred to 
a two-photon microscope for imaging (Figure 13B). We obtained strong cellular responses in 
both excitatory neurons and inhibitory interneurons regardless of the genotype or visual area in 
response to a modified version of the Slow-Fast grating stimulus used for ISOI (Figure 13C&D). 
Due to the periodicity of the stimulus, two transition points occurred that could drive activity 
modulation: the “speed up” (SU) from 10°/s to 50°/s or the “slow down” (SD) from 50°/s to 10°/s. 
We analyzed the stimulus-evoked response by breaking the data down into these two epochs.  
3.2.3.4 Genotypic differences in responses of excitatory neurons  
We calculated the neuronal responses to the SU epoch by taking the difference in 
average activity before and after the 1050°/s transition (Figure 14A). In excitatory layer 2/3 
neurons, we found no genotypic difference between neuronal responses in V1 during SU 
(p=0.3521, Figure 14B). In both WT and AS mice, excitatory neuron activity in V1 decreased 
during SU (-0.063 ± 0.007 and -0.055 ± 0.006 respectively). In AL, the SU transition produced a 
bi-modal distribution of cellular responses in both WT and AS mice, but the distribution pattern 
was inverted between the two genotypes, with a net increase of excitatory responses in AL of 
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WT mice (0.044 ± 0.007) and a net decrease in AL of AS mice (-0.016 ± 0.006) (t(554)=5.895, 
p<0.0001) (Figure 14C). Thus, the SU transition results in a similar excitatory activity pattern in 
V1 of WT and AS mice (Figure 14D), but opposite patterns of activity in AL, with WT mice 
showing net increases and AS mice showing net decreases in excitatory neuron activity (Figure 
14D).  
The response to the SD component of the stimulus was calculated in a similar way to the 
SU: by taking the difference in average activity before and after the 5010°/s transition (Figure 
14E). As with the SU component, there was no genotypic difference in V1 activity (p=0.42, 
Figure 14F). Excitatory neurons in V1 of both genotypes increased activity modulation in 
response to SD (0.16 ± 0.013 and 0.15 ± 0.009 respectively). In AL, the SD component 
produced a bi-modal population response, similar to the response to SU. The average activity 
modulation was a net increase in excitatory activity in AS mice (0.022 ± 0.007), and a slight net 
decrease in excitatory activity in WT (-0.012 ± 0.009, t(554)=3.077, p=0.0022) (Figure 14G). In 
summary, the SD component produces an increase in excitatory neuron activity in V1, 
regardless of genotype, as well as an increase in AL of AS mice not seen in WT AL (Figure 
14H).   
3.2.3.5 Genotypic differences in responses of inhibitory interneurons 
Next, we measured responses of inhibitory interneurons to the Slow-Fast stimulus. We 
calculated activity modulation to the SU component by again taking the difference in average 
activity before and after the 1050 °/s transition (Figure 15A). The SU component decreased 
interneuron activity in V1 in both WT (-0.14 ± 0.01) and AS (-0.095 ± 0.008) mice, with WT mice 
showing greater decreases in activity (t(1155)=3.505, p=0.0005) (Figure 15B). In AL, the SU 
component produced opposite activity patterns by genotype, with the WT population on average 
decreasing in activity (-0.044 ± 0.009) and the AS population showing a slight increase on 
average (0.0073 ± 0.009), t(618)=4.081, p<0.0001 (Figure 15C-D).  
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Responses to the SD component of the stimulus were calculated by taking the average 
difference before and after the 5010 °/s transition (Figure 15E).  In response to the SD 
component, both WT (0.34 ± 0.02) and AS (0.21 ± 0.01) mice show a strong increase in 
inhibitory activity in V1 (t(1155)=4.877, p<0.0001) (Figure 15F). In AL however, WT interneurons 
showed a strong increase in activity to the SD component (0.09 ± 0.008), while AS interneurons 
showed a slight decrease in stimulus evoked-activity average (-0.0073 ± 0.008), t(618)=8.614, 
p<0.0001 (Figure 15G-H). Taken together, the increases in WT inhibitory activity in response to 
the SD and the decreases at the SU phase suggest that in WT mice, inhibitory activity is locked 
to the stimulus (Figure 15H). In contrast, AS mice show weak inhibitory interneuron activity in 
AL throughout the stimulus cycle (Figure 15H). 
3.2.3.6 Genotypic differences in aggregate neuronal populations 
The combined findings from excitatory neurons and inhibitory interneurons offer a 
potential cellular level explanation of the deficits measured with ISOI. We pooled the activity 
modulation results for both excitatory (NexCre/+ experiments) and inhibitory (Gad2Cre/+ 
experiments) neurons by genotype to examine aggregate stimulus-evoked activity modulation. 
During the SU epoch of the stimulus, in V1 of both WT and AS mice, a decrease in inhibitory 
activity dominates, with WT mice showing a larger decrease in inhibitory response (WT: -0.11 ± 
0.007, AS: -0.072 ± 0.004), t(2460) = 3.883, p=0.0001. During the same epoch, in AL of both WT 
and AS mice, the activity modulation of excitatory and inhibitory neurons largely cancel each 
other out (in WT: -0.002 ± 0.006; in AS: -0.0034 ± 0.006; no genotypic difference, p=0.8601). 
This indicates that the aggregate response in both genotypes during the SU epoch is a 
decrease in neuronal activity in V1 and a net lack of activity modulation in AL.  
During the SD epoch, however, we observe a genotype-dependent response. An 
increase in inhibitory interneuron activity in both V1 and AL of WT mice outweighs the decrease 
in excitatory neuron activity during the same stimulus epoch to produce a net increase in 
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neuronal activity (V1: t(2460) = 5.027, p<0.0001, WT: 0.25 ± 0.01, AS: 0.18 ± 0.007; AL: t(1174) = 
4.296, p<0.0001, WT: 0.042 ± 0.006, AS: 0.0064 ± 0.005). These results suggest that the 
activity modulation observed with ISOI in AL of WT mice arises from increases in inhibitory 
interneuron activity during the SD epoch of the stimulus, and the absence of activity modulation 
in AL of AS mice is due to a lack of inhibitory interneuron activity during the SD epoch of the 
stimulus. 
3.2.4 Conclusions 
We used in vivo ISOI and 2-photon imaging to reveal a functional deficit in HVAs caused 
by the lack of maternal Ube3a expression. HVAs of WT mice exhibit strong activity modulations 
in response to a grating stimulus that varies in in drift speed (Tohmi et al., 2014). In contrast, 
HVAs in AS mice exhibited only weak activity modulation in response to the same stimulus. We 
found that this deficit in AS mice emerges after P40, relatively late in development of visual 
circuitry (Espinosa and Stryker, 2012). Further, we identified that decreased stimulus-evoked 
interneuron activity and, to a lesser extent, excitatory neuron activity underlie this deficit in HVAs 
of AS mice. 
A lack of maternal Ube3a expression causes widespread synaptic and cellular deficits, 
including abnormalities in specific V1 microcircuits, impairments in ocular dominance plasticity, 
and defects in experience-driven dendritic spine maintenance (Yashiro et al., 2009; Sato and 
Stryker, 2010; Wallace et al., 2012; Judson et al., 2016; Kim et al., 2016). The collective effect 
of these synaptic and cellular deficits on the function of visual cortical circuitry in vivo was 
unknown. Given these previously described deficits, visual cortical function could have been 
expected to be broadly dysfunctional. However, we found that visually evoked activity in V1 and 
HVAs of AS mice was largely normal, at least for the Still-Fast grating stimulus and the RDK 
stimulus. In contrast, the Slow-Fast grating stimulus modulated activity in HVAs in WT mice 
(Tohmi et al., 2014) to an extent not observed in AS mice. Further, the genotypic differences 
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identified by the speed response curve imply that the abnormalities in HVA activity could 
represent a stimulus threshold deficit. Since the deficit is more pronounced for small speed 
changes, i.e. subtler stimulus modulations, this suggesting a role for UBE3A in shaping circuitry 
for finer aspects of visual processing. 
The decrease in HVA activity modulation appears to be mostly due to decreases in 
interneuron activity. While AS mice did have differences in activity modulation in both excitatory 
neurons and inhibitory interneurons, we found larger abnormalities in interneuron activity, with 
this cell population exhibiting weak modulation of activity regardless of the phase of the 
stimulus. This finding is consistent with observations that loss of maternal Ube3a produces 
deficits in presynaptic vesicle cycling and release in interneurons, associated with decreased 
inhibitory drive onto excitatory neurons (Wallace et al., 2012). The larger deficits in stimulus-
evoked inhibitory activity we observed may be due to this presynaptic accumulation of vesicles 
in interneurons, impairing effective inhibitory signaling that is crucial for regulating the timing of 
neuronal activity in cortical circuits (Sohal et al., 2009; Atallah et al., 2012; Tremblay et al., 
2016). This would also explain the abnormal stimulus-evoked activity patterns in excitatory 
neurons we observed in AL of AS mice: impaired interneuron activity would be unable to 
effectively regulate excitatory neurons, leading to disorganized excitatory activity that does not 
effectively respond to the stimulus. This type of dysregulation in cortical signaling is compatible 
with findings that loss of maternal Ube3a in interneurons is sufficient to produce pathology, 
specifically increasing seizure susceptibility and EEG delta power (Judson et al., 2016). It is 
likely then that the lack of a uniform stimulus-evoked response in interneurons underlies the lack 
of stimulus-evoked activity modulation in HVAs of AS mice.  
Curious about how this abnormal circuitry develops, we also examined the functional 
development of HVAs both prior to and after the critical period for ocular dominance plasticity 
(Gordon and Stryker, 1996; Espinosa and Stryker, 2012). The HVA response in WT mice to the 
Slow-Fast stimulus strengthened after P40, but in AS mice, the response changed little from 
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P20 to adulthood. Loss of Ube3a produces abnormalities in experience-dependent refinement 
of cortical circuitry (Yashiro et al., 2009; Sato and Stryker, 2010; Kim et al., 2016) and several 
inhibitory deficits emerge only with development (Wallace et al., 2012). The development of 
appropriate visual cortical responses to fine stimulus distinctions is therefore likely sensitive to 
the effects of decreased Ube3a. These findings also imply that there may be a developmental 
window wherein the circuitry is amenable to therapeutic intervention or other manipulations.  
What might the functional consequences be of the observed deficits in HVAs? In 
humans, sensitivity to speed perception emerges relatively late in development, with maturation 
continuing even at 16 years of age (Manning et al., 2012; Joshi and Falkenberg, 2015). While 
different speeds and task configurations were used for these human experiments, our finding 
that the cortical response to a low saliency speed-change stimulus develops relatively late in 
WT mice is in line with these human findings. It is possible that a developmental mechanism 
that fine-tunes the visual system to subtler aspects of visual perception, especially speed 
discrimination, is conserved across species and involves UBE3A. However, this might be 
difficult to test experimentally due to known motor and learning deficits that also arise with lack 
of maternal Ube3a (Egawa et al., 2012; Huang et al., 2013; Hayrapetyan et al., 2014). 
Together, these data show that higher sensory processing might be generally intact 
except when challenged by less salient stimuli. Based on this, we argue that the in vivo 
consequence of known abnormalities caused by loss of Ube3a in interneurons produces 
circuitry that is grossly normal, except when strained by subtle stimuli. Thus, changes to 
stimulus saliency bring out genotypic differences in cortical circuitry lacking maternal Ube3a.  
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3.3 Chapter 3 Figures 
 
Figure 8. Example retinotopy maps for WT and AS mice 
(A) Sample elevation and azimuth maps from 3 WT mice used in the experiments in Figure 10. 
White lines: ROI boundaries between cortical visual areas. AM and PM are not separated in 
mouse #3 due to lack of clear boundary. Scale bar, 1mm. (B) Sample elevation and azimuth 
maps from 3 AS mice used in the experiments in Figure 10. White lines: ROI boundaries 
between cortical visual areas. LI not identified in mouse #4. AM and PM are not separated in 
mice #5 & 6 due to lack of clear boundaries. Scale bar, 1mm. Regions V1, LM, AL, and RL were 
consistently identified with high fidelity, regardless of genotype. 
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Figure 9. Raw V1 activity in AS and WT mice in response to two grating stimuli 
Schematic of drifting grating stimulus presented as a 50° patch. 050 °/s (still-fast) stimulus 
produces a statistically significant difference between WT and AS mice. 1050 °/s (slow-fast) 
stimulus produces no genotypic difference. Two-tailed t-test. *, p<0.05. 
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Figure 10. Higher visual areas in Angelman syndrome model mice show stimulus-
specific deficits in activity modulation 
(A) Schematic of intrinsic signal optical imaging (ISOI) used to identify the boundaries of and 
measure activity in HVAs. Visual stimuli were presented to the contralateral (left) eye to a lightly 
anesthetized mouse via an LCD screen. Magnitude and phase maps in response to multiple 
stimuli were obtained. Phase maps evoked by a single drifting bar stimulus were used to 
determine retinotopy. (B) Representative magnitude maps of primary and higher visual areas of 
WT and AS model mice in response to still-fast (050 °/s) and slow-fast (1050 °/s) gratings. 
ΔR/R, normalized to V1. White lines designate boundaries between visual areas determined by 
retinotopy; solid lines indicate regions quantified in (C); dashed lines indicate regions not 
quantified. Scale bar, 1 mm. (C) Quantification of amplitude of responses of HVAs LM, AL, and 
RL to still-fast and slow-fast gratings, normalized to V1 activation for each stimulus. Each 
animal’s response to both stimuli is connected by a line. Two-tailed paired t test. *, p<0.05; **, 
p<0.01; ***, p<0.001. (D) Stimulus-response curves in HVAs LM, AL, and RL to stimuli in which 
only the starting speed is changed.  LM: Stimulus effect (p=0.0001), Genotype effect 
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(p=0.0002), and Interaction effect (p=0.0211). AL: Stimulus effect (p<0.0001), Genotype effect 
(p<0.0001), and Interaction effect (p=0.007). RL: Stimulus effect (p<0.0001), Genotype effect 
(p=0.0003), and Interaction effect (p=0.0008). Two-way ANOVA. Tukey’s post hoc. ****, 
p<0.0001. 
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Figure 11. HVA response to RDK stimulus 
Schematic of random dot kinematogram stimulus, presented at 0% coherence. No difference 
between LM and RL was observed. The RDK stimulus produced a genotypic difference in AL. 
Two-tailed t-test. *, p<0.05. 
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Figure 12. Enhanced HVA response to slow-fast gratings emerges late in development in 
WT but not AS mice 
(A) Representative magnitude maps of primary and HVA responses to slow-fast gratings at 
P20, P40, and P85. ΔR/R, normalized to V1. Scale bar, 1mm. (B) Quantification of responses to 
slow-fast gratings in LM, AL, and RL of WT and AS mice. LM: Age effect (p=0.0007), Genotype 
effect (p=0.0473), Interaction effect (p=0.0449). AL: Age effect (p=0.0014), Genotype effect 
(p=0.0283), and Interaction effect (p=0.0242). RL: Genotype effect (p=0.0427). Two-way 
ANOVA. Bonferroni post hoc. **, p<0.01; ***, p<0.001. 
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Figure 13. Two-photon population calcium imaging of stimulus-evoked responses in 
inhibitory and excitatory neurons 
(A) ISOI is used to identify V1 and HVA boundaries as well as cortical areas that are responsive 
to the slow-fast gratings to create two sets of ROIs. Areas activated within V1 and AL were 
registered with respect to vasculature. Scale bar, 1mm. (B) Schematic of two-photon imaging 
setup. Stimuli are presented to the contralateral (left) eye via an optically isolated monitor. The 
vasculature map was used to target activated areas within V1 and AL. Sample FOV projection 
from V1 of a NexCre/+::Ai96Ds/+::Ube3am+/p+ mouse (Nex, excitatory neurons) and a 
Gad2Cre/+::Ai96Ds/+::Ube3am+/p+ mouse (Gad2, inhibitory interneurons). (C) Sample traces 
from excitatory neurons in V1 and AL of both WT and AS mice. Mean is plotted with SEM. (D) 
Sample traces from inhibitory interneurons in V1 and AL of both WT and AS mice. Mean is 
plotted with SEM.   
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Figure 14. WT and AS mice show opposite patterns of modulation of excitatory neurons 
in AL in response to speed up and slow down stimulus components 
(A) Diagram of how activity modulation in response to ‘speed up’ (SU) was calculated. The 
difference in average activity before and after the 1050°/s transition was calculated for each 
cell responsive to the stimulus. (B,C) Population responses of V1 (B) and AL (C) excitatory 
neurons in response to the SU component. Insets show average activity modulation across the 
cell population. (D) Summary of average excitatory activity modulation to SU by region and 
genotype. (E) Diagram of how activity modulation in response to ‘slow down’ (SD) component 
was calculated. The difference in average activity before and after the 5010 °/s transition was 
calculated for each cell response to the stimulus. (F,G) Population responses of V1 (F) and AL 
(G) excitatory neurons in response to the SD component. Insets show average activity 
modulation across the cell population. (H) Summary of average excitatory activity modulation to 
SD by region and genotype. Two-tailed t test. **, p<0.01; ****, p<0.0001.  
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Figure 15. Stimulus-evoked inhibitory activity modulation is reduced in AS mice 
(A) Diagram of how activity modulation in response to ‘speed up’ (SU) was calculated. The 
difference in average activity before and after the 1050 °/s transition was calculated for each 
cell responsive to the stimulus. (B,C) Population responses of V1 (B) and AL (C) inhibitory 
neurons in response to the SU component. Insets show average activity modulation across the 
cell population. (D) Summary of average inhibitory activity modulation to SU by region and 
genotype. (E) Diagram of how activity modulation in response to ‘slow down’ (SD) component 
was calculated. The difference in average activity before and after the 5010 °/s transition was 
calculated for each cell response to the stimulus. (F,G) Population responses of V1 (F) and AL 
(G) inhibitory neurons in response to the SD component. Insets show average activity 
modulation across the cell population. (H) Summary of average inhibitory activity modulation to 
SD by region and genotype. Two-tailed t test. ***, p<0.001; ****, p<0.0001. 
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CHAPTER 4 BEHAVIORAL ASSAYS TO EXAMINE VISUAL PERCEPTION IN MICE 
4.1 Overview 
In order to examine how higher visual areas in mice contribute to visual perception, a 
behavioral assay sensitive enough to probe mouse psychophysics was needed. Previous efforts 
to develop such an assay produced tasks that are relatively labor intensive with low throughput 
or tasks that test learning and memory rather than visual perception (Bussey et al., 2001; 
Douglas et al., 2006; Bussey et al., 2008; Horner et al., 2013; Oomen et al., 2013). We 
developed a visual perception task in mice by evaluating global motion perception in a 
touchscreen-based paradigm. Global motion perception is a function of higher, or extrastriate, 
visual system circuitry and thus an ideal initial visual function to measure in mouse 
psychophysics. Prior to this work, however, the precise parameters of global motion perception 
in mice were unclear. Therefore, we developed a touchscreen-based, two-alternative forced 
choice (2AFC) task to explore global motion detection in mice using random dot kinematograms 
(RDK). Performance data was used to compute coherence thresholds for global motion 
perception. In addition to being a better measure of psychophysics than previously described 
assays, our new methodology proved to be highly scalable. The touchscreen-based task 
allowed for parallel training and testing with multiple chambers and minimal experimenter 
intervention with mice performing hundreds of trials per session. Parameters of the random dot 
kinematograms, including dot size, lifetime, and speed, were tested. Mice learned to 
discriminate kinematograms whose median motion direction differed by 90 degrees in 7-24 days 
after a 10-14 day pre-training period. The average coherence threshold (measured at 70% 
correct) in mice for this task was 22 ± 5%, with a dot diameter of 3.88 mm and speed of 58.2 
mm/second. Our results confirm the ability of mice to perform global motion discriminations, and 
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the touchscreen assay provides a flexible, automated, and relatively high throughput method 
with which to probe complex visual function in mice. 
We then conducted an exploratory study to assess the feasibility of adapting this task to 
probe visual perception phenotypes in mouse models of autism spectrum disorder (ASD). Using 
the 2AFC task, we examined grating speed discrimination (GSD) in mice in order to determine 
whether the cortical deficits observed in Ube3am–/p+ (AS) mice produced a behaviorally relevant 
phenotype (Chapter 3). Wildtype (WT) mice (N=3) learned to discriminate between a static 
grating and a drifting grating (50°/s) in 21-26 days after a 10-14 day pre-training period. Two of 
three WT mice were then able to generalize this to discriminate between pairs of gratings for 
which the difference between the two stimulus speeds differed. This data demonstrates that it is 
possible to generate a psychometric curve for speed discrimination in WT mice. However, a 
larger sample size is necessary to determine the true speed discrimination threshold in WT 
mice.  In contrast, AS mice were unable to learn the GSD task and showed additional learning 
difficulties unrelated to visual stimulus discrimination.  Thus, though the touchscreen-based 
2AFC task holds promise as an assay of the psychophysics of speed discrimination in mice, in 
current form it does not appear to be suitable for use in our mouse model of AS.  
Below, we describe the development and validation of the touchscreen-based 2AFC 
task. Future directions, additional applications, and potential modifications to this protocol are 
presented and discussed.  
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4.2 A touchscreen based global motion perception task for mice3 
4.2.1 Introduction 
Detection of motion cues in the external environment is a fundamental component of 
visual processing. The ability to detect changes in the environment signaled by motion is 
necessary for survival, regardless of whether the animal is predator or prey. Visual motion 
detection is not restricted to mammals, being widely observed across the animal kingdom, in 
species including zebrafish, and Drosophila melanogaster (Orger et al., 2000; Fisher et al., 
2015). In humans and non-human primates, visual perception is canonically divided into two 
specialized processing streams: the ventral or ‘what’ pathway and the dorsal or ‘where’ pathway 
(Goodale and Milner, 1992). The dorsal pathway is particularly selective for features of visual 
motion, with damage to brain areas in this pathway producing impaired motion perception 
(Newsome et al., 1985; Newsome and Pare, 1988). Accumulating evidence suggests that these 
two visual processing streams also exist in mice (Wang et al., 2011; Wang et al., 2012), with 
mouse higher visual areas exhibiting diverse spatial and temporal tuning preferences for 
oriented gratings (Andermann et al., 2011; Marshel et al., 2011; Glickfeld et al., 2013a; Juavinett 
and Callaway, 2015). To determine how these cortical areas contribute to visual processing, it is 
prudent to first quantify the psychophysical limits of motion perception in mice (Douglas et al., 
2006; Busse et al., 2011). Mouse psychophysics can be combined with reversible optogenetic 
lesions to delineate requisite brain areas (Glickfeld et al., 2013a; Guo et al., 2014a), and 
genetically engineered mouse models can be used to link genetic changes to psychophysical 
performance (Yang et al., 2015; Nilsson et al., 2016b). However, there is a currently a lack of 
methodologies for measuring psychophysical thresholds with motion stimuli in freely moving 
mice. 
                                               
3 Chapter 4.2 previously appeared in the Journal of Vision Research. The original citation is Stirman, J.N., Townsend, 
L.B., & Smith, S.L. (2016) A touchscreen based global motion perception task in mice. Journal of Vision Research, 
142, 4080-4091. 
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In humans and non-human primates, one common method used to examine motion 
perception is the random dot kinematogram (RDK) task (Williams and Sekuler, 1984; Newsome 
and Pare, 1988; Trick and Silverman, 1991; Tanaka et al., 1993; Gilmore et al., 1994; Milne et 
al., 2002; Kogan et al., 2004; Conlon et al., 2012; Kiorpes et al., 2012; Robertson et al., 2012; 
Bogfjellmo et al., 2014; Conlon et al., 2015; Joshi et al., 2015). This task presents subjects with 
a field of random dots, some percentage of which are moving in the same direction while the 
rest move randomly. By varying the percentage of dots moving coherently and asking subjects 
to report the direction of motion, researchers can measure the threshold at which subjects are 
unable to discern coherent global motion from background noise (Williams and Sekuler, 1984). 
Use of RDK in non-human primates has greatly enhanced our understanding of the cortical 
areas and computations required to successfully perform this task (Salzman et al., 1990; 
Salzman et al., 1992; Celebrini and Newsome, 1995; Kim and Shadlen, 1999). Researchers 
have also used the RDK task to obtain global motion coherence thresholds in diverse species, 
including harbor seals (Weiffen et al., 2014), pigeons (Bischof et al., 1999), lizards (Woo and 
Burke, 2008), and rodents (Douglas et al., 2006; Petruno et al., 2013). Douglas and colleagues 
(Douglas et al., 2006) reported that mice can learn the RDK task in a water swimming task. 
However, in that task, mice are manually handled on every trial, and this limits throughput in the 
paradigm. More generally, mice have been noted to be difficult to train to perform visual 
psychophysics tasks (Douglas et al., 2006; Busse et al., 2011; B. Sriram, 2013). Thus we 
sought to develop a higher throughput paradigm, and use it to explore global motion processing 
in mice. 
Here, we present a video-based, touchscreen chamber task in which mice learn a RDK 
discrimination task. This work extends prior work on touchscreen-based learning and memory 
assays (Bussey et al., 2001; Bussey et al., 2008; Horner et al., 2013) to incorporate motion 
video stimuli and procedures to measure psychophysical thresholds in mice. Using this 
approach, we obtained a multi-faceted characterization of global motion processing in mice. We 
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measured learning rates, psychometric curves, the influence of stimulus parameters on 
performance, response times as a function of either learning or discrimination difficulty, and we 
correlated learning rates with psychophysical thresholds. The behavior task we present here 
can facilitate further explorations of mouse psychophysics, and the data we present can 
constrain models of mouse visual processing of global motion stimuli.  
4.2.2 Methods 
4.2.2.1 Subjects 
Seven adult C57BL/6 mice were used in the experiments reported here. Animals were 
between 60 and 100 days old at the start of training which lasted for approximately 3 months. All 
training and procedures were reviewed and approved by the Institutional Animal Care and Use 
Committee of the University of North Carolina, which ensures compliance with the standards of 
the American Association for Laboratory Animal Science (AALAS).  
4.2.2.2 Apparatus 
The operant chamber is a modification of the mouse chamber available from Lafayette 
Instrument and reported in References (Bussey et al., 2001; Bussey et al., 2008; Horner et al., 
2013). The central chamber is a trapezoidal shaped enclosure with a metal perforated floor. The 
front wall of the chamber is a touchscreen monitor (1024 x 768) with a plastic screen and an IR 
sensor (Figure 16A). The IR sensor in the touchscreen monitor reduced the necessity for the 
mouse to touch the screen with significant force to register a response. The back of the 
trapezoidal enclosure was modified to contain a liquid delivery reservoir (Coulbourn 
Instruments, H14-03M) connected to a custom lick sensor (Slotnick, 2009). The liquid reward 
was delivered to the reservoir by a peristaltic pump (Williamson Manufacturing, Model 100-035-
012-008/4). Control of the house light, pump, and detection of the lick sensor was performed 
with a DIO board (Phidgets, 1012_2) connected to the control computer. The control computer 
ran up to four operant chambers simultaneously. Each of the four chambers received sound 
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from one channel of a sound card (Asus, Xonar DX 7.1) installed in the control computer. The 
sounds used in this task were either a 1 kHz sinusoidal tone or Gaussian white noise. A six-
monitor video card (VisionTek, Radeon 7750 eye6) was used to deliver the visual stimulus to 
the four chambers as well as the main monitor for the control computer. All aspects of the 
system were controlled by custom software written in LabVIEW. 
4.2.2.3 Stimuli 
Three stimulus image pairs (pairs 1, 2, and 5 from Reference (Bussey et al., 2008)) were 
used for pre-training. RDK were used for training and testing, and were generated in a custom 
LabVIEW program and saved as AVI video files. For a given set of parameters (dot size, dot 
speed, coherence, and lifetime) each AVI file consisted of 300 frames which, at the video 
display rate (30 Hz), formed 10 seconds of unique stimulus that was looped. Additionally, for 
each trial this video began at a unique frame number so the animal could not learn the task 
based on the initial frame presented. Dot diameter (3.88 mm) and dot speed (58.2 mm/s or 1.94 
mm step size per video frame) were selected to match previously used stimulus parameters 
(Douglas et al., 2006). The dot area coverage for training was 12.5% which resulted in 
approximately 77 dots for each stimulus side. The dot lifetimes, τ (frames), used were either 
infinite or short (165 ms, or 5 video update frames).  
Within a RDK, there are two populations of dots: one population that has the same 
movement direction (this defines the coherence percentage and net motion) and another 
population where each dot has a random direction of motion. All the dots in a kinematogram 
have the same dot size, lifetime, and step size. In a 100% coherent motion RDK all dots move 
in the same direction, while in a 0% coherence RDK all dots move randomly and no net 
direction of movement is perceived (Figure 16B). To create a kinematogram, each dot (number 
of dots is determined by the dot density) is either placed in the coherent group or the random 
group and this assignment does not change. The dots in the coherent group are assigned a 
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direction of travel (left or up in this study) and each dot in the non-coherent category is assigned 
an initial random direction evenly sampled across all directions.  
Dot lifetime defines the number of frames a dot will appear on the screen while 
maintaining its trajectory. Throughout the dot lifetime, the dot will travel in the direction assigned 
at the creation of the dot (Figure 16C). In the frame after the end of the dot lifetime, the dot will 
appear in a new location on the screen, and travel in an assigned direction depending on its 
membership to either the coherent group or random group. If it is part of the random group it will 
be assigned a new random direction of travel; a dot in the coherent group will appear in a new 
location but will keep the same direction of travel. At the start of the RDK, all dots are equally 
distributed to a position within their lifetime, therefore only 1/τ of the dots are appearing in a new 
location per frame. A consequence of this is then that the maximum coherence percentage is 
100% x (τ-1)/τ, which for τ=5 is 80%. We use this corrected percent coherence for all reported 
measurements. For the “infinite” dot lifetime, we used 20 frames. Supplemental Video 1 shows 
a series of kinematograms with decreasing dot coherence (80% - 0%) for a dot lifetime of 165 
ms (5 frames).  
4.2.2.4 Behavioral training 
Eight-week old C57BL/6 mice were separated into single housing and given free access 
to food for 5-7 days or until weight plateaued. During this period of time, mice typically gained 
10-20% of their original body weight. We found it to be important for the animals to gain weight 
prior to food restriction so the decrease in caloric intake would not lead to lethargy. The mice 
were then placed on food restriction and brought to and maintained at 85% of their plateaued 
body weight for the duration of training and testing.  
Once a mouse reached its target weight, we began the training protocol summarized in 
Table 1. Animals were trained 5 days a week at the same time every day, weighed immediately 
prior to the start of and fed immediately after the end of their training session. Over the course 
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of training, mice learned to select a specific target stimulus on the touchscreen in order to earn 
a reward at the reward port. For our study, 5 µl of strawberry kefir was used as a reward. The 
total amount of reward was calculated at the end of a training period and the additional caloric 
requirements were supplied by Prolab RMH 3000 LabDiet (Granville Milling, Purina) chow. The 
daily food intake for each animal was adjusted individually to maintain 85% body weight. As 
mentioned, training occurred 5 days a week; on non-training days, the mouse obtained all of its 
daily calories from an adjusted amount of Prolab RMH 3000 chow.  
The training was conducted in four phases described below (Figure 17A-C). Depending 
on the phase of training, sessions varied between 60 and 150 minutes. The first three phases 
were considered ‘pre-training’. 
4.2.2.4.1 Training stage 1: free reward (FR)  
The purpose of this phase of training was to associate the tone with the delivery of a 
reward, and learning the location of the reward (liquid port). During this phase, mice learned to 
lick the reward port to receive a reward. A trial started with a one second, 1 kHz tone followed 
by the delivery of a reward to the liquid port. Licking the reward port triggered the start of a new 
trial after the mouse had discontinued licking the reward port for at least 200 ms. This allowed 
for the mouse to consume the reward (Figure 17A). There was no timeout and no stimuli were 
presented on the touchscreen during this phase of training. In order to advance, mice had to 
trigger more than 200 trials in an hour long session during two consecutive training days (Table 
1). Mice were allowed to take up to a maximum of five training days to reach criteria, however 
the mice in this study completed this stage in an average of 2.1 ± 0.4 (mean ± S.D.) days 
(Figure 18A, Table 1).  
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4.2.2.4.2 Training stage 2: must touch (MT)  
The goal of this phase was to associate touching the screen with delivery of a reward. 
During this phase, mice had to touch any location on the screen at the front of the box to receive 
a reward. Random image pairs (pairs 1, 2, and 5 from Reference (Bussey et al., 2008)) were 
presented on the touchscreen at the start of the trial with each image presented on a random 
side of the screen. After touching the screen, the images disappeared and a one second, 1 kHz 
tone sounded along with a reward. No timeouts were used during this phase of training. In this 
phase, cessation of licking the reward port triggered a new trial which began with random image 
pairs presented on the touchscreen (Figure 17B). After 2 consecutive training days of more 
than 200 initiated trials per hour, the mice progressed to the next phase of training (Table 1). 
For this phase of training, mice were again allowed up to a maximum of five training days to 
reach criteria, however the mice in this study completed this stage in an average of 2.4 ± 0.5 
(mean ± S.D.) days (Figure 18A, Table 1). 
4.2.2.4.3 Training stage 3: image discrimination (IM) 
This training phase utilized a dot and fan image pair stimulus (Bussey et al., 2001) and 
required the mice to touch a specific target stimulus on the screen to earn a reward. The target 
stimulus was randomly presented on either the left or right side of the screen with no more than 
three target stimuli appearing on the same side sequentially. During the initial stage of this 
phase, no mask was present in front of the screen in order to encourage touching the screen. 
Touching the target image (dot) on the screen earned the mouse a reward from the reward port 
along with a 1 kHz tone (1 second), while touching the distractor image (fan) resulted in a 
Gaussian white noise sound (1 second) and the house lights coming on for a timeout period of 
10 seconds (Figure 17C). After an incorrect answer, a correction trial (Horner et al., 2013; 
Oomen et al., 2013) was given in which the same stimuli were presented on the same side of 
the screen. This was repeated until the animal chose correctly. The correction trial helped to 
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break any bias that a mouse might have for one side of the chamber and thus prevents the 
mouse from accepting a time out ~50% of the time. Only the initial answer to a stimulus 
presentation was counted toward the percentage correct (correction trials were ignored). Again 
in this phase, a new trial was immediately triggered upon cessation of licking the reward port. As 
a result, the stimuli was present as soon as the mouse turned and faced the screen, maximizing 
time for discrimination while also assuring the stimuli were presented when the mouse was 
roughly equidistance between the two choices. In order to advance to the next stage of training, 
mice had to perform this task with 85% accuracy on 200 or more trials in one hour for two 
consecutive training days (Table 1). Mice were allowed up to a maximum of 10 training days to 
reach criteria. After reaching criteria, a dividing mask was added in front of the screen to more 
clearly delineate the two stimuli and allowed up to an additional two days to return to criteria 
(Table 1). In practice, performance improved on the task with introduction of the mask, with no 
mice in this study taking the maximum of 12 days to pass this stage of training (Figure 18A) 
The average number of training days at this stage (without and with the mask) was 7.4 ± 1.3 
(mean ± S.D.) training days (Table 1). 
4.2.2.4.4 Training stage 4: random dot kinematogram (RDK)  
Upon reaching this phase, mice were trained to discriminate between two moving stimuli 
(see Section 2.3 Stimuli): dots moving upward (target stimulus) and dots moving leftward 
(distractor stimulus). This stage of training also incorporated correction trials as described above 
(Figure 17C). Mice were initially trained on the RDK task with an infinite dot lifetime (RDK-inf, 
Figure 18A) and a progressively increasing timeout and session duration (Table 1). After mice 
were performing with at least 85% accuracy on two consecutive days, the RDK stimulus was 
changed to a version with short (165 ms = 5 frames) dot lifetimes (RDK-short, Figure 18A). The 
average number of training days on RDK-inf was 13.4 ± 4.4 (mean ± S.D.) and on RDK-short 
was 5.6 ± 2.5 training days. 
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4.2.2.5 Behavioral testing  
Stimuli for testing consisted of 11 levels of coherence (0% to 80% in steps of 8%) with a 
dot lifetime of 165 ms. Testing consisted of interleaved blocks of testing and training. Mice were 
not cued as to whether they were in a testing or training block.  
During testing blocks, all 11 coherence levels (11 trials per block) were presented in a 
random order, using the “Method of Constant Stimuli” (Laming and Laming, 1992). All answers 
were rewarded as if correct to counter nonvisual factors, such as the past history of rewards and 
failures, which have been shown to strongly impact behavior (Busse et al., 2011). Further, given 
that our testing stimuli range from relatively easy to discriminate (80% coherence) down to 
impossible to discriminate (0% coherence), we did not want to “discourage” the mouse for an 
incorrect response if the mouse was well motivated and attempting to indicate the correct 
answer. In these blocks, it is possible that the mouse may shift its behavior to no longer be 
stimulus-dependent. To counter this, we added interleaved training blocks to our testing 
paradigm, which included the usual time-out periods for incorrect responses. 
During training blocks (7 trials per block), stimuli at 80% coherence were presented and 
normal performance feedback (including timeout periods and correction trials) was provided. 
Performance during these interleaved training blocks served as an internal control to ensure the 
mice were still working to perceive the direction of the MDK stimuli in the testing blocks. Testing 
data was used only if the animal performed on average at criteria (≥85% correct) during training 
blocks for a testing session. All responses and coherence levels were recorded for analysis. 
Testing sessions were conducted for 150 minutes and resulted in an average of 330 testing 
trials with 30 trials per individual coherence level.  
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4.2.2.6 Parameter alterations 
To further test the system, we altered stimuli parameters and assessed the performance 
of the mice. After training and coherence testing were successfully completed, a separate 
testing day was used to examine mouse performance with changes in either dot size or step 
size. Both dot size and step size were tested under a constant coherence of 48% to avoid a 
ceiling effect. The dot size was tested between 0.97 mm and 6.78 mm in increments of 0.97 mm 
and with a constant speed of 58.2 mm/s (step size of 1.94 mm/step). The dot density was held 
to a constant coverage of 12.5%. The influence of speed (step size) was tested by using the 
following levels of speed (step size): 7.2, 14.4, 36.3, 58.2, 87.3, 138.0, 181.5 mm/s (0.24, 0.48, 
1.21, 1.94, 2.91, 4.60, 6.05 mm/step) while maintaining a dot size of 3.88 mm. 
4.2.2.7 Curve fitting and statistical analyses 
LabVIEW and MATLAB programs were used to analyze data. To obtain precise 
measurements of coherence thresholds from our psychometric data and control for variation in 
maximum performance, data for each mouse was normalized to maximum performance (non-
normalized, or “raw”, data is also presented). This data was then fit with a Weibull cumulative 
distribution function (𝑃Weibull) where x is the observed value (Glickfeld et al., 2013a; May and 
Solomon, 2013) 
𝑃Weibull = 1 − 0.5exp[−(∆x/α)
β]. 
The slope (β) and threshold parameters (α) (May and Solomon, 2013) were obtained by 
optimizing the log likelihood comparing the observed psychometric data to the data generated 
by the Weibull function. To detect linear correlations, Pearson's coefficient was computed, along 
with a two-tailed p-value. 
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4.2.3 Results 
4.2.3.1 Training 
All mice trained in this study (7 of 7) successfully passed the pre-training phases (FR, 
MT, & IM), meeting criteria to advance to RDK training in 12 ± 1.5 days (mean ± S.D.) (Figure 
18A). These mice also readily acquired the RDK task (7 of 7, Figure 18A), ultimately 
discriminating correctly between vertical and horizontal motion on 85% or more of trials (Figure 
18B). Six out of seven mice performed significantly below chance for the first four days of RDK 
training, suggesting an implicit bias for selecting the non-target stimulus (Figure 18B). However, 
regardless of initial performance, all animals reached RDK testing criteria with additional training 
(Figure 18B). As the mice learned the task, the median response time (time from stimulus 
presentation until selection) showed a significant decrease (Figure 18C, p = 0.004, paired t-
test). It is worth noting that the animal that was above chance on the initial day of RDK training 
also learned the RDK task quickest (blue line, Figure 18D), however most mice took longer to 
acquire the RDK task (inset, Figure 18D). Once mice performed the RDK task at 100% 
coherence with 85% accuracy for 2 consecutive days, the task was modified, with the stimulus 
switching from infinite dot lifetimes to dot lifetimes of 165 ms (arrows, Figure 18D). Performance 
in all mice decreased after switching to short dot lifetimes, however the mice returned to criteria 
within a few days of continued training (Table 1, Figure 18A,B,D). Due to the decrease in dot 
lifetimes, the maximum coherence displayed decreased to 80% (see Section 2.3). This likely 
produced the initial decrease in seen in task performance. On average, mice acquired the RDK 
task with 19 ± 5 (mean ± S.D.) days of training with one training session per day. Supplemental 
Video 2 shows an example of a mouse during the RDK training phase. 
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4.2.3.2 Coherence threshold testing 
Psychometric coherence curves were obtained for six mice by interleaving testing and 
training blocks. One mouse failed to generate a coherence curve despite meeting the RDK 
criteria. During testing blocks, mice were presented stimulus pairs of coherence levels between 
80% and 0% in random order, allowing us to sample the full range of coherence values for each 
animal (Figure 19A). Feedback was not given on trial performance as all answers were 
rewarded as if correct. Training blocks with performance feedback using stimuli at 80% 
coherence were given after a testing block and served as an internal control. Testing data was 
used if the animal performed on average at criteria (at least 85% of trials correct) during training 
blocks. Supplemental Video 3 shows an example of a mouse during a RDK testing phase. The 
raw curves from six animals show similar trends, regardless of how quickly the mouse acquired 
the task (Figure 19A, B). Weibull curves were fitted (Glickfeld et al., 2013a) to the data 
normalized to maximum performance for each animal (Figure 19C). The maximum performance 
between animals was similar (Figure 19D). We computed both raw and normalized (to the 
maximum performance of each mouse) coherence thresholds (Figure 19D). The average 
threshold for coherence detection, defined as the level at which performance drops to 70% 
correct, was 22% ± 5% for the normalized values and 34% ± 7% for the raw values (Figure 
19D). One mouse was retested on two days and yield similar thresholds for both days (17.9% 
and 22.7%, normalized threshold). Mice that learned the task quickly also exhibit more sensitive 
(lower) thresholds for RDK discrimination. The correlation between the time of acquisition of the 
task (the number of training sessions on the RDK task with infinite lifetime) and the ultimate 
psychophysical measure of coherence threshold was highly significant (Figure 19E; Pearson 
correlation = 0.97; p = 0.0014). To examine if the coherence threshold tested affected the 
response time, we calculated the mean of the fastest 50% of response times (measured from 
the start of the stimulus presentation until the selection occurred) for each coherence level for 
each mouse. The mean of the six mice show a positive Spearman correlation (Figure 19F; 
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Spearman correlation = 0.397; p = 0.00098). This result indicates that on the more difficult trials 
the response time increased. Each animals’ plot was normalized to the mean response time to 
normalize animal variations. Finally, we investigated whether mice exhibited a bias towards 
selecting the right or left sides of the touchscreen. Four of the six animals showed no significant 
bias in choice (p > 0.16 for those four mice, Wilcoxon signed rank test of choice side versus 
presentation side). Mouse 3 exhibited a bias toward the right side (~6.6% relative to 
presentation, p = 0.0118, Wilcoxon signed rank test) and Mouse 6 exhibited a bias toward the 
left side (~5.6% relative to presentation, p = 0.0022, Wilcoxon signed rank test). Collectively the 
mice demonstrated no systematic choice preference for a given side (p = 0.32, t-test). 
4.2.3.3 Parameter alterations 
Next, we explored the stimulus parameter space. We systematically altered dot size and 
speed (which is related to step size), and then measured how these parameters affect 
performance. To detect both increases and decreases in performance (i.e., minimizing potential 
ceiling effects), stimuli were generated using a coherence level of 48%, which produced 
average performance levels of 75% correct. Dot size of the stimuli was then varied around the 
level used to obtain the coherence curves (Figure 19). Individual curves show similar trends 
(Figure 20A), and the average shows that dot diameters 2.91 – 4.84 mm were readily perceived 
by the mice (> 60% performance; Figure 20B). We then tested whether changes in speed (step 
size) altered discrimination performance. Again, stimuli were generated using a coherence level 
of 48%. Step size of the stimuli was varied around the level used to obtain the coherence curves 
(Figure 19). Raw curves show similar trends between mice (Figure 20C) while the average 
curve shows that speeds (36.3 – 181.5 mm/s (step size 1.21 – 6.05 mm/step) were easily 
perceived by the mice (> 60% performance; Figure 20D). 
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4.2.4 Discussion 
We have presented an automated, touchscreen-based behavioral training and 
psychophysical testing method for measuring global motion perception in mice. To our 
knowledge, this is the first report of the use of video stimuli in a touchscreen-based paradigm for 
mice. With this paradigm, mice performed several hundred trials per session without 
experimenter intervention. This adaptation of the original touchscreen based operant system 
(Bussey et al., 2001) allowed us to train multiple mice in parallel (limited by the number of 
chambers available, four in this study), and measure several aspects of psychophysical 
performance for RDK discriminations. Using this method, we found that mouse-to-mouse 
variability in RDK coherence thresholds was low (Figure 19), and mice had similar sensitivities 
to dot size and dot speed (Figure 20). These findings can help constrain models of visual 
processing for motion perception. 
Since the mice are freely moving in this task, the stimulus parameters (dot size and 
speed) in units of degrees of visual arc increase as the mouse moves towards the stimulus 
screen. The stimulus parameters, in units of degrees of visual arc, depend on both viewing 
distance and viewing angle (Figure 20E). For a particular viewing distance and angle (ie, 
position of the mouse and portion of the screen viewed) conversions from millimeters to degrees 
are straightforward (Figure 20F). Manual observation revealed that mice would often approach 
one side of the screen, but then alter their path and observe the other side before choosing a 
response (Supplemental Video 2, 3). By moving from side to side, some of the relative 
changes in dot size and speed are mitigated. With our experiment, we obtained an average raw 
coherence threshold of 34%, which is in agreement with the threshold obtained in a swim-based 
assay (Douglas et al., 2006), and this value was similar across mice in the task (Figure 19). 
Moreover, systematic variation in performance as a function of stimulus parameters was similar 
across mice (Figure 20). Thus this source of imprecision does not preclude quantitative 
psychophysical measurements. 
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To date, there are few prior reports on visual psychophysics in mice. Aspects of mouse 
behavior can make psychophysics tests challenging in this species (Douglas et al., 2006; Busse 
et al., 2011; B. Sriram, 2013), and this has been a barrier to progress. Here we present a test 
that can be performed in freely moving mice, offers relatively high throughput, and provides 
maximal performance values > 85%, and reproducible performance from mouse-to-mouse. 
One of the applications of this task is to measure psychophysical thresholds and 
parameter sensitivity, to constrain models of visual function, just as we did here. Another 
application is to use the freely moving behavior task to determine parameters and generate 
stimuli for lower throughput headfixed tasks (Andermann et al., 2010; Glickfeld et al., 2013a; 
Guo et al., 2014b; Li et al., 2015; Burgess et al., 2016). The ability to more rapidly test and 
generate trained animals in the freely moving behavioral tasks can expedite training and restrict 
the parameter space for headfixed behavioral tasks. 
The automated, touchscreen-based RDK task we have developed will enable 
researchers to take advantage of available genetic tools in mice to probe both normal circuit 
function and the effects of genetic manipulations on task performance. The psychophysics task 
we present here, and freely moving touchscreen tasks more generally, are compatible with 
various experimental approaches for interrogating neural circuitry, including calcium imaging 
using head-mounted fluorescent microscope (Ghosh et al., 2011), fiber photometry (Guo et al., 
2015), optogenetics (Fenno et al., 2011), and chemogenetics (Roth, 2016). Thus, this assay can 
support further explorations into neural circuitry underlying visual processing in mice. 
RDK stimuli are used both in both basic vision research and clinical research. In 
humans, this task is used to study the development of global motion perception and the effect of 
aging on signal discrimination (Trick and Silverman, 1991; Conlon et al., 2015). It has also been 
used to assess the nature and severity of impairment in individuals suffering from congenital 
cataracts, amblyopia, and dyslexia (Ellemberg et al., 2002; Lewis and Maurer, 2009; Conlon et 
al., 2012; Joshi et al., 2015). Psychometric measurements of this task have been successfully 
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applied to neurodevelopmental and other psychiatric disorders, such as Fragile X Syndrome, 
Autism Spectrum Disorders, and Alzheimer’s (Gilmore et al., 1994; Milne et al., 2002; Kogan et 
al., 2004; Robertson et al., 2012). Using the RDK discrimination paradigm presented here, this 
task can be readily tested in mouse models of diseases to reveal the effects of disease-related 
mutations on task performance (Nithianantharajah et al., 2015). 
4.3 Adapting the touchscreen based visual perception task for mouse models of ASD 
4.3.1 Introduction  
There is a growing emphasis on the need to improve the translational efficacy of 
screening tools used in rodent models of human disease (Crawley, 2012; Hessl et al., 2016). 
Recently, touchscreen-based tasks have emerged as a way to improve translational efficiency.  
In particular, sophisticated touchscreen-based tasks have been developed for rodents that offer 
cognitive and perceptual translational potential (Bussey et al., 2012; Nithianantharajah et al., 
2015; Yang et al., 2015; Nilsson et al., 2016a; Stirman et al., 2016).  
More than 90% of individuals with ASD have sensory abnormalities and sensitivities 
(Leekam et al., 2007), including abnormalities in visual integration and global motion processing 
which are suggestive of altered higher order visual processing (Milne et al., 2002; Simmons et 
al., 2009; Robertson et al., 2012). However, the complex interplay of genetic and environmental 
factors that contribute to ASD susceptibility render it difficult to examine the role of any one 
mutation or environmental influence on visual processing or cortical circuit function (Constantino 
and Charman, 2016). Increasingly touchscreen-based tasks are being employed in mouse 
models of genetic mutations implicated in ASD to formally evaluate both whether these mouse 
models recapitulate the behavioral symptoms and psychophysics performance of individuals 
with ASD and the link between these genetic mutations and behavioral outcomes 
(Nithianantharajah et al., 2015; Copping et al., 2016; Leach et al., 2016). However, existing 
mouse behavioral assays are primarily designed to test visuo-spatial learning and memory, 
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rather than dorsal-stream mediated motion perception (Nithianantharajah et al., 2015). To 
address this limitation, we generated a novel touchscreen-based task for evaluating motion 
perception in mice (Stirman et al., 2016). Here, we tested whether adaptations of the 
touchscreen-based 2AFC task are compatible with a mouse model of a genetic mutation linked 
to ASDs. 
Of the two ASD-associated genes we studied, CNTNAP2 and UBE3A, we chose to 
examine the behavioral significance of the functional deficits we reported in the UBE3A line due 
to the more striking phenotype observed. As described in Chapter 3, AS model mice have a 
prominent stimulus-specific deficit in neuronal responses in HVAs LM, AL, and RL (Figure 10). 
While LM is typically labeled as a ventral stream structure and AL and RL are associated with 
the dorsal visual stream (Wang et al., 2011; Wang et al., 2012), all three regions prefer higher 
TFs than V1 (Marshel et al., 2011). Additionally, AL and RL are more direction sensitive than 
either V1 or LM (Marshel et al., 2011). Recent findings have also argued that RL supports 
cortical functions analogous to MT in humans and non-human primates (Juavinett and 
Callaway, 2015). Our finding that the lack of maternal Ube3a produces a speed-specific deficit 
in activity in LM, AL, and RL but not primary visual cortex suggests that these regions are 
involved in computing some of the subtler aspects of speed processing and perception. 
In order to test whether this cortical phenotype has behavioral significance, a new 
discrimination task, Grating Speed Discrimination (GSD), had to be designed to both train mice 
to discriminate between speeds of drifting gratings and also obtain psychometric curves of this 
parameter. For the training stage of GSD, we could not use a grating stimulus that had a high 
likelihood of producing a genotypic difference. Previously, a 0°/s → 50°/s grating stimulus (Still-
fast stimulus) had shown no genotypic difference as measured by ISOI in this mouse line 
(Figure 10). We could have chosen to show two gratings that changed in drift velocity, identical 
to the ISOI stimulus used previously (3.2.2.3 ISOI imaging and visual stimuli). However, due 
to the freely moving nature of the task using our apparatus, we had no way to ensure that the 
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mouse would attend to the entire stimulus prior to making a selection. Further, that approach 
would require two stimuli (one speeding up from 0°/s to 50°/s before looping and another as a 
distractor stimulus) and it was not obvious what velocities the second training stimulus should 
use for comparison. Based on these factors, we decided to deconstruct the Still-Fast ISOI 
stimulus into its two components and use those as training stimuli; a static grating and a grating 
drifting at 50°/s.  
Additionally, a new testing paradigm had to be developed for GSD. Unlike the RDK task, 
noise (in the form of coherence) could not simply be added to the stimulus to obtain a 
psychometric curve. Instead, each stimulus had to ask the mouse to discriminate some aspect 
of speed related to the decreased cortical activity evoked in AS mice by the 10°/s → 50°/s 
grating (Slow-Fast stimulus) (Figure 10). Since the 50°/s grating had been rewarded during 
training, we elected to continue to reward that grating as correct while varying the speed of the 
other grating between 0°/s and 25°/s in increments of 2.5 °/s.  From the results obtained with 
ISOI, one would predict that both WT and AS mice would be able to discriminate between a 
static gratings and a grating drifting at 50°/s, since the comparable ISOI stimulus showed no 
genotypic difference in HVA activity (Figure 10). In contrast, based on the genotypic differences 
observed in response to the Slow-Fast ISOI stimulus, one would expect that AS mice would be 
unable to correctly discriminate between gratings drifting at 10°/s and 50°/s (Figure 10B-C). 
Further, it would be expected that performance with speeds between 0°/s and 10°/s would 
potentially yield a speed discrimination curve (Figure 10D). Thus, based on the data previously 
obtained with this mouse, we created a modified version of the touchscreen-based 2AFC task to 
test these predictions of GSD psychophysics in AS mice.  
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4.3.2 Methods 
4.3.2.1 Subjects 
 Adult AS (Jiang et al., 1998) (Ube3am–/p+) (Jackson Labs Stock # 016590; C57BL6) mice 
(N=6) and wildtype (WT) littermate controls (N=3) were generated in house by breeding 
Ube3am+/p- females with WT males. All procedures were approved by the Institutional Animal 
Care and Use Committee of the University of North Carolina.  
4.3.2.2 Apparatus 
 The 2AFC apparatus was set up and used as previously described (Stirman et al., 
2016). 
4.3.2.3 Stimuli 
 Pre-training stimuli pairs  1, 2, and 5 were used essentially as previously described 
(Bussey et al., 2008) were essentially used as previously described (Stirman et al., 2016). All 
grating stimuli used for training and testing were generated in a custom LabVIEW program and 
saved as AVI video files (Figure 21B). A looping grating stimulus that drifted at 50°/s was 
generated in a custom LabVIEW program by generating a square wave grating and then shifting 
the grating 1 pixel rightward each frame. The static grating stimulus was created by taking a 
single frame from this movie. The stimuli used for testing were generated by subsampling 
frames from the 50°/s movie, rounding up to the highest integer closest to the desired speed.  
4.3.2.4 Behavioral training 
Behavioral training was preformed essentially as previously described, with modification 
to training stage 4 to examine the impact of genotype on grating speed discrimination (Table 2). 
For Training Stage 4 (Grating Speed Discrimination), mice were trained to discriminate between 
a static grating image (distractor stimulus) and a grating drifting rightward at 50°/s (target 
stimulus). Mice were rewarded for selecting the grating drifting at 50°/s. This training stage 
incorporated correction trials as described in Figure 17C. Timeout and session duration were 
 86 
progressively increased in order to increase the consequence of the mouse making an incorrect 
choice (Table 2). Performance criteria for this stage was defined as correctly selecting the 
grating moving at 50°/s on 85% of trials for 2 consecutive days.  
4.3.2.5 Behavioral testing 
 Stimuli for testing consisted of 11 sets of gratings, of which one grating was always 
moving at 50°/s and the other varied in drift speed (0°/s to 25°/s in steps of 5°/s). Testing 
consisted of interleaved testing and training blocks and mice were not cued as to which block 
they were in. During testing blocks, all 11 sets of speed comparisons (11 sets per block) were 
presented following the protocol used previously (Stirman et al., 2016).  For training blocks, the 
stimulus used for training stage 4 (50°/s vs 0°/s) was used and normal performance feedback 
was provided.  
4.3.3 Results 
4.3.3.1 Training 
 We began this pilot study with six pairs of age-matched mice (WT and AS), planning to 
add new mice as mice were dropped from the study due to a failure to meet training criteria. As 
a result, three WT mice and six AS mice were used in this pilot. Pre-training consisted of three 
stages: Free Reward (FR), Must Touch (MT), and Image Discrimination (IM). All three WT mice 
passed FR and MT, completing each stage in 2 days (Figure 22A,B). Immediately prior to 
beginning the FR stage, one of the AS mice became lethargic, developed seizures, and died. 
The five remaining AS mice showed no signs of lethargy or adverse effects due to food 
restriction and passed both FR and MT without incident, completing each stage in 2 days 
(Figure 22A,B).  
All three WT mice also successfully met IM criteria in an average of 8.3 +/- 0.6 days 
(Figure 22C). This is well within the range previously reported in C57/BL6 mice (Stirman et al., 
2016). Of the five AS mice trained on IM, three were successful, meeting criteria in an average 
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of 10 +/- 1.0 days (Figure 22C). Of the two AS mice that did not meet criteria, one developed 
complete cataracts and so was unable to continue in the study, and the other failed to reach 
criteria after 15 days of IM training.  
A total of six mice (WT N=3, AS N=3) successfully passed pre-training and advanced to 
Grating Speed Discrimination (GSD). Of the six mice trained on GSD, two WT mice met criteria 
(85% of responses correct for 2 consecutive days) in an average of 23.5 +/- 3.5 days (Figure 
22D,E). No AS mice met the performance criteria for this stage of training, with the best 
performing AS mouse reaching a maximum of 81.4% correct after 28 days of training (Figure 
22D,E).  
4.3.3.2 Speed discrimination threshold testing 
 Using the previously described testing method (Stirman et al., 2016), we obtained 
performance curves for two WT mice (Figure 23A). Both mice were able to generalize between 
the rule learned with the GSD training stimulus set (static grating versus 50°/s grating) and the 
11 sets of speed grating pairs tested, correctly choosing the 50°/s grating at above chance 
levels regardless of the speed of the other grating (Figure 23).  Though AS mice failed to reach 
a priori performance criteria, to probe the performance capacity of AS mice, we lowered the 
performance criteria for GSD to 80% and tested the highest performing AS mouse (81.4% 
correct). This mouse responded to all presented speed pairs by correctly selecting the 50°/s 
grating on roughly 70% of trials (Figure 23). Data from additional mice will be required before 
any conclusions can be drawn as to whether this is representative of the performance of AS 
mice or due to a failure to meet training performance criteria. Taken together, this first 
evaluation of a GSD testing paradigm suggests that GSD can be measured in WT mice, but 
points to technical challenges for refining these tests for use in mouse models of ASDs. 
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4.3.4 Discussion 
Previous reports in humans have shown that not all cortical differences identified by 
neuroimaging translate into behavioral deficits (Brieber et al., 2010). Likewise, not all neuronal 
and circuit deficits in animal models correlate with the predicted behavioral and cognitive deficits 
(Leach et al., 2016). In this pilot study, we tested whether AS model mice are capable of 
learning a GSD task and then generalize this task in order to obtain psychophysics curves of 
speed discrimination. Based on the results from Chapter 3, we hypothesized that AS mice 
would be able to learn to discriminate between a static grating and a grating drifting at 50°/s. We 
further hypothesized that genotypic differences between AS mice and their WT littermates 
would emerge during psychophysics threshold testing of GSD, mirroring the cortical phenotype 
measured with ISOI (Figure 10). 
Using the protocol from Chapter 4.2, we replicated our previous findings that the pre-
training protocol is robust in training WT mice to discriminate between static images with all 
three mice tested meeting criteria for advancement (Figure 18A, Figure 22A-C). Of the six AS 
mice in this study, three successfully completed pre-training, taking slightly longer than their WT 
littermates (10 versus 8.3 days, Figure 22C). Of the three mice that failed to advance past IM, 
only one mouse failed because of an inability to learn the task within 10 days. It is possible that 
there is further protocol optimization that might increase the success rate of AS mice in pre-
training. However, another group has noted difficulty in training AS mice on a similar static 
image discrimination task, finding that AS mice take significantly longer (27 +/- 4 days) than WT 
mice (14 +/- 3 days) to learn the task (Leach et al., 2015). It should be noted that it took AS 
mice nearly three times longer to learn the task that Leach and colleagues developed than what 
we report here (27 +/- 4 days versus 10 +/- 1 day), suggesting that our IM task and pre-training 
protocol in general may already be fairly well optimized.   
 Of the six mice (WT N=3, AS N=3) that were trained on the GSD task, only two WT mice 
met the criteria of 85% correct trials for two consecutive days. Moving forward, it is possible that 
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changes to the timeout duration and session length may increase the percentage of mice that 
learn this task. However, none of the AS mice (N=3) reached criteria, with the highest 
performing mouse showing a maximum performance of only 81.4% (Figure 22D,E). AS mice 
have known deficits in context- and tone-dependent learning as well as spatial learning (Jiang et 
al., 1998; Huang et al., 2013). These findings suggest that the inability of AS mice to learn the 
GSD task may be due to learning deficits unrelated to perception of the stimulus.  
Using our new testing approach, we obtained two performance curves for WT mice that 
met GSD training criteria. We were surprised to see the lack of a clear performance ‘threshold’ 
in these two mice. From these two pilot mice, it appears that each mouse might have a different 
threshold (25°/s for WT mouse 1 and 17.5°/s for WT mouse 2) and may even have multiple 
thresholds (12.5°/s for WT mouse 1, Figure 23). We also lowered our criteria threshold and 
included the AS mouse that reached 81.4% correct in order to attempt to obtain a curve from an 
AS mouse. All three mice were able to generalize the rule learned during GSD training, correctly 
selecting the 50°/s grating at above chance levels (Figure 23). This is remarkable as the 
training stimulus consisted of a static and a drifting grating. However, the results from these 
curves are inconclusive as it appears that the testing range was not optimal and should have 
included speeds between 25°/s and 50°/s. Further, the AS mouse performed at threshold (70% 
correct) seemingly regardless of the stimulus speed, which could either be due to genotypic 
differences in perception or undertraining.  
 Moving forward, this pilot study has shown that WT mice can learn to discriminate 
between gratings based on speed. With careful optimization, it is possible that this task may be 
successful in the AS mouse line. Previous work has shown that AS mice have significant 
changes in reward circuitry (Berrios et al., 2016), rendering it possible that the strawberry yogurt 
reward used in this study was not sufficiently motivating. In future studies it may worth 
examining a different reward in order to determine whether this would improve the performance 
of AS mice. Additionally, since the three WT mice spent the first several days of GSD training 
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below chance (Figure 22E), it is possible there is a slight bias towards the static grating. Task 
acquisition and testing performance may improve in both WT and AS mice by changing the task 
to account for this potential bias, rewarding selection of the static or slower drifting grating 
instead of the 50°/s grating. However, with minimal changes the GSD task could be used in 
C57BL/6J mice to launch an in-depth examination of the roles of HVAs in speed processing 
(Andermann et al., 2011; Marshel et al., 2011; Tohmi et al., 2014; Juavinett and Callaway, 
2015) first by determining the threshold for speed discrimination in mice and then by selectively 
activating or shutting down regions and assessing the impact on performance (Fenno et al., 
2011; Roth, 2016).  
4.4 Significance 
There are few prior reports of visual psychophysics in mice as aspects of mouse 
behavior render psychophysics tests challenging in this species (Douglas et al., 2006; Busse et 
al., 2011; B. Sriram, 2013). The protocol that we have developed will enable researchers to 
assay aspects of mouse visual perception that previously were difficult to examine and has 
already proven to be robust and adaptable. Following our pre-training touchscreen-based 
protocol, a project examining natural image discrimination has already shown promising results 
(http://www.slslab.org/nid/). Additionally, a second project adapting this protocol to test visual 
perceptual discrimination between mouse facial expressions is also showing early success 
(Unpublished, Alex Tuttle & Mark Zylka). Given the widespread use of assays such as RDK in 
examining human visual functioning, this protocol and future adaptations will provide valuable 
results with translational value.  
We also attempted to adapt our protocol for use in a mouse model of ASD. Despite the 
fact that our pilot study using AS model mice was unsuccessful, it may be interesting to note 
that while AS mice can learn image discrimination, it appears that more complex moving stimuli 
may be too difficult. While not a parameter we explored, the effect of stimulus complexity on 
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task performance may be crucial to consider, especially when adapting the touchscreen-based 
2AFC task for use in mouse models of ASDs. Another factor to consider in future work is the 
effect of learning deficits, unrelated to the aspect of visual perception that is being tested, on 
task acquisition and psychophysics performance in mouse models of ASDs. AS mice have 
known deficits in several aspects of learning as well as reward circuitry (Jiang et al., 1998; 
Huang et al., 2013; Berrios et al., 2016), any of which could interfere with task acquisition and 
confound interpretation of psychophysics thresholds. Thus, while it is possible that this task 
could successfully be adapted for use in mouse models of ASD, stimulus complexity and design 
as well as learning and reward phenotypes associated with the mouse model must be carefully 
considered and accounted for when possible. 
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4.5 Chapter 4 Figures 
 
Figure 16. System layout and random dot kinematogram (RDK) visual stimuli 
(A) Dimensions of the touchscreen based behavioral apparatus are given. On the left is the 
trapezoidal enclosure utilized and on the right is the screen insert used to delineate the two 
sides of the stimuli. (B) Examples for three coherence levels for the RDK are shown. Circles 
with the green outline belong to the coherent group and travel in the same direction. (C) Each 
subsequent frame the dot travels a given step size. After a given number of frames (dot lifetime) 
the dot disappears and appears in a new location. The example given is for a dot lifetime of 5 
frames. 
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Figure 17. Training flowcharts 
(A) In the Free Reward (FR) stage, the mouse associates the tone with a reward and learns the 
location of the reward. (B) In the Must Touch stage, the mouse learns to associate touching the 
screen with reward delivery. In this stage, touching either side of the screen results in a reward. 
(C) In the Image Discrimination (IM) stage of training, the mouse is only rewarded for touching 
the side of the screen presenting the target static image stimulus. In Random Dot 
Kinematogram (RDK) training, the task is identical to IM except both stimuli are moving dot 
kinematograms.  
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Figure 18. RDK discrimination learning 
(A) The number of training days for each mouse until performance criteria were met for 
progression to the next stage (solid line indicates the population mean).  The “cutoff criteria” 
(dotted line) is the maximum number of training days allowed for a stage. (B) Initial and final 
performance during training on the RDK task. On the first day of training the mice were close to 
chance level (dotted line at 50%). After 10-24 days of training, all mice had acquired the task to 
the criteria level (dotted line at 85%). (C) The median response time (time from the presentation 
of the stimulus until the selection of a stimulus) for each animal on both the initial and final days 
of RDK training indicates that there is a significant decrease (p = 0.004, paired t-test) the in 
response time after the mice learned the task. (D) RDK training curves of the fastest (blue) and 
slowest (red) mice to reach the criteria. Acquisition of the RDK task occurred over 10-24 days of 
training (one training session per day). The arrow indicates the switch from infinite dot lifetime to 
finite dot lifetime. Due to the decrease in coherence level created by the change in dot lifetime, 
the performance of the mice decreased. In the inset, the RDK training curves for all mice 
showing performance across training sessions are shown. Criteria level (85%) and chance level 
(50%) are indicated. The tick marks on the inset plot have the same values as those shown on 
the larger plot. 
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Figure 19. Psychometric curves 
(A) Coherence curves were obtained for six mice by interleaving testing and training blocks. 
During testing blocks, mice were presented stimulus pairs of coherence levels between 80% 
and 0% in random order, allowing us to sample the full range of coherence values for each 
animal. Feedback was not given on trial performance during testing blocks as all answers were 
rewarded as if correct. Training blocks with performance feedback using stimuli at 80% 
coherence were given after a testing block and served as an internal control. The fastest (blue) 
and slowest (red) learners are labeled. (B) The average (black line) and s.e.m. (gray shading) 
for the six mice tested in (A). The threshold for performance was considered 70% correct and is 
plotted as a dotted line. (C) Weibull curves were fit to the data normalized to maximum 
performance for each animal. The coherence threshold for each mouse is labeled in the 
corresponding graph and denoted with a dotted line. The fastest (blue) and slowest (red) 
learners are labeled. (D) Parameters from the Weibull curve fits yielded the coherence threshold 
(percent coherence at 70% accuracy) for both the raw and data normalized (left) and the 
maximum performance (right). The horizontal bar indicates the mean and the vertical bar is the 
S.E.M. (E) The number of days of training a mouse required on the infinite dot lifetime RDK task 
correlated with the psychophysical measure of coherence threshold. The fastest (blue) and 
slowest (red) learners are labeled. (F) Mean of the fastest 50% of response times (measured 
from the start of the stimulus presentation until the selection occurred) for each coherence level 
for each mouse was normalized to their mean and was then averaged. The mean of the six 
mice show a positive Spearman correlation (Spearman correlation = 0.397; p = 0.00098).  
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Figure 20. Comparing stimulus parameters and performance 
After training and coherence testing were successfully completed, a separate testing day was 
used to examine mouse performance with changes in either dot diameter (A, B) or speed (step 
size) (C, D). Both dot diameter and speed were tested under a constant coherence of 48% to 
avoid a ceiling effect. (A) Individual mouse performance as dot size was varied. (B) The mean 
(black) and S.E.M. (gray) of the 4 mice from (A). (C) Individual mouse performance as the 
speed (resulting in changes in the step size) was varied. (D) The mean (black) and S.E.M. 
(gray) of the 4 mice from (C). The arrows in A-D indicate the values used for training. (E) 
Apparent size and speed of a dot (in degrees of visual field) changes as a function of viewing 
distance along the normal to the screen and along the perpendicular direction. As the animal 
approaches the screen along the midline, the relative dot size and speed increases for the dots 
closest to the midline (blue), and increases until a maximum is reached before decreasing again 
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for the dots further from the midline (red, yellow). Viewing angles for the three screen location 
for a 76 mm viewing distance (along the central axis of the chamber) are indicated. (f) Panels 
(B) and (D) have been plotted with the x-axis converted to mm and mm/s assuming a viewing 
distance of 76 mm and angle of 28.1°. 
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Figure 21. System layout and grating speed discrimination (GSD) visual stimuli 
(A) Dimensions of the touchscreen based behavioral apparatus are given. On the left is the 
trapezoidal enclosure utilized and on the right is the screen insert used to delineate the two 
sides of the stimuli. (B) The grating stimulus used for the grating speed discrimination (GSD) 
task. During the training phase, mice were trained to select the grating drifting at 50°/s instead 
of the static grating.  
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Figure 22. WT and AS GSD learning curves 
(A-D) The number of training days for each mouse until performance criteria were met for 
progression to the next stage (solid line indicates the population mean).  The “cutoff criteria” 
(dotted line) is the maximum number of training days allowed for a stage. (A) Free Reward (FR) 
(B) Must Touch (MT) (C) Image Discrimination (IM) (D) Grating Speed Discrimination (GS) (E) 
GSD training curves of the WT and AS mice. Two WT mice acquired the GSD task over 21-26 
days of training (one training session per day). None of the AS mice acquired the GSD task 
within 30 days. Criteria level (85%) and chance level (50%) are indicated.  
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Figure 23. GSD psychometric curves 
(A) Performance curves were obtained for three mice (2 WT and 1 AS) by interleaving testing 
and training blocks. During testing blocks, mice were presented with stimulus pairs of drifting 
gratings (50°/s versus 0 to 25°/s) in random order, allowing us to sample the speed 
discrimination abilities for each animal. Feedback was not given on trial performance during 
testing blocks as all answers were rewarded as if correct. Training blocks with performance 
feedback using stimuli that presented 50°/s and 0°/s gratings were given after a testing block 
and served as an internal control. The black, dark gray, and red labels are conserved from 
Figure 22. 
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Table 1. Chapter 4.2 training protocol 
 
Summary of the various phases of training as described in ‘4.2.2.4 Behavioral training‘. “Cutoff 
criteria” refers to the maximum number of possible training days allowed per mouse for a given 
stage. If a mouse failed to reach the criteria for progression in that number of days or fewer, the 
mouse was cut from training. No mice were cut from training during this study. ”Criteria for 
progression” details the minimum number of initiated trials, performance level (if applicable), 
and minimum number of consecutive days at the specified performance level are required to 
advance to the next stage. The duration of a training session under each stage as well as the 
duration of the timeout used for punishment (if applicable) are also given. 
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Table 2. Chapter 4.3 training protocol 
 
Summary of the various phases of training as described in ‘4.3.2.4 Behavioral training‘. “Criteria 
for progression” details the minimum number of initiated trials, performance level (if applicable), 
and minimum number of consecutive days at the specified performance level are required to 
advance to the next stage. The duration of a training session under each stage as well as the 
duration of the timeout used for punishment (TO, if applicable) are also given. “Cutoff criteria” 
refers to the maximum number of possible training days allowed per mouse for a given stage. If 
a mouse failed to reach the criteria for progression in that number of days or fewer, the mouse 
was cut from training. The mean and S.D. for successful mice are reported for each stage of 
training for both wildtype (WT) and AS mice (AS) as well as the total number of mice used (Total 
mice). “Successful mice” refers to the number of mice that met performance criteria for 
progression. A One mouse died from seizures prior to beginning FR. B One mouse was dropped 
from the study due to the development of bilateral cataracts.  
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Supplemental Video 1. Random dot kinematogram 
http://dx.doi.org/10.1016/j.visres.2016.07.006  
RDK are shown on the left and right of the video. On the left side the dots move to the left: this 
is the target stimulus. On the right side the dots move up: this is the non-target stimulus. Shown 
are RDKs with a dot lifetime of 165 ms (5 frames; display rate is 30 frames/s) for 11 coherence 
levels ranging from 80% to 0% in steps of 8%. 
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Supplemental Video 2. RDK training 
http://dx.doi.org/10.1016/j.visres.2016.07.006  
During the training phase the mouse is presented with a target (dots moving left) and non-target 
(dots moving up) on random sides of the screen. A correct choice generates a 1 kHz tone and a 
reward is delivered. An incorrect choice generates a white noise and a punishment time out (no 
reward and house lights on) followed by a correction trial. 
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Supplemental Video 3. RDK testing - psychometric data 
http://dx.doi.org/10.1016/j.visres.2016.07.006  
The testing phase alternates between training blocks and testing block. The training blocks 
consist of 7 presentations of the RDK as described in Supplemental Video 2. The testing 
blocks consist of 11 levels of coherence (Supplemental Video 1) presented in a random order 
with the target stimulus on a random side of the screen. The mouse is rewarded regardless of 
the choice. 
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CHAPTER 5 CONCLUSIONS 
5.1 Effects of ASD-linked mutations on visually-evoked activity in V1 and HVAs 
We initially hypothesized that the effects ASD-associated genetic mutations converge in 
a common pattern of perturbations to neural circuitry arising during development, positing that 
these perturbations underlie the behavioral features of ASD. Using mouse visual cortex as our 
model system to evaluate this hypothesis, we examined whether a non-syndromic (CNTNAP2) 
and a syndromic (UBE3A) ASD-associated mutation produce a common pattern of alterations in 
sensory processing in primary and higher cortical visual areas. Based on recent work supporting 
the classification of mouse HVAs into a putative ‘dorsal’ and ‘ventral’ stream (Andermann et al., 
2011; Marshel et al., 2011; Wang et al., 2011; Wang et al., 2012; Juavinett and Callaway, 2015; 
Smith et al., In press), and the dorsal-stream vulnerability hypothesis in human 
neurodevelopmental disorders (Braddick et al., 2003), we predicted that the convergent effects 
of ASD-associated genetic mutations would be observed in dorsal stream-associated HVAs 
such as AL, RL, AM, and/or PM. 
Genetic mechanisms are known to underlie development of V1 and HVAs where they 
regulate formation, location, and size of these cortical regions. For example, Emx2 expression 
levels specify and scale V1 and HVAs linearly (Hamasaki et al., 2004; Zembrzycki et al., 2015). 
Accordingly, ASD-linked mutations could cause perturbations in HVA activity by altering V1 and 
HVA structural formation directly and/or by altering inputs to these regions. Examining the 
effects on the structural formation of V1 and HVAs in mice lacking Cntnap2 or maternal Ube3a, 
we found that retinotopy was not grossly impacted by either of these mutations, with clear 
meridians delineating V1 and HVAs (Figure 3, Figure 8). This shows that the gross 
organization of visual cortex is not impacted by either mutation, arguing that the structural 
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formation of V1 and HVAs is not changed. Proper visual development also requires precise 
patterns of input activity (Zhang et al., 2011). Since retinotopy in V1 or HVAs was not grossly 
altered by either mutation, visual information is reliably transmitted from the retina through 
subcortical structures to V1 and downstream HVAs. Thus, these ASD-associated mutations do 
not produce circuit abnormalities by altering V1 and HVA formation or by altering general inputs 
to these regions. 
ASD-associated mutations could produce changes in processing within V1, altering 
information flow to downstream targets (Figure 1). However, raw stimulus evoked V1 activity 
was not altered by loss of Cntnap2 (Figure 4) and only altered by loss of maternal Ube3a in 
response to some stimuli (Figure 9). This is unexpected given that loss of CNTNAP2 results in 
aberrant neuronal migration, reduced numbers of interneurons, and reduced cortical synchrony 
in addition to other neuropathological features (Penagarikano et al., 2011; Gdalyahu et al., 
2015b), any of which could significantly impact visually evoked activity in V1. Loss of maternal 
UBE3A also causes widespread synaptic and cellular deficits (Yashiro et al., 2009; Sato and 
Stryker, 2010; Egawa et al., 2012; Kim et al., 2016), including abnormalities in V1 micro-circuitry 
(Wallace et al., 2012; Judson et al., 2016), that would be predicted to alter visually-evoked 
responses in V1.  That the responses in V1 appear to be grossly unaffected by these two ASD-
linked mutations argues that the synaptic and cellular deficits caused by these mutations do not 
translate into widespread dysfunction at the level of primary sensory cortex. This is in 
accordance with the finding that many aspects of visual functioning, including V1-associated 
orientation perception and discrimination, are intact in individuals with ASD (Simmons et al., 
2009; Shafai et al., 2015). While these findings are compatible with the results from human 
studies, they also offer an explanation of negative findings arising from model systems (Leach 
et al., 2016) and suggest that work examining the synaptic and cellular deficits arising from 
ASD-associated mutations should be examined in a broader context. 
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 We initially predicted that ASD-associated genetic mutations would exert a common 
pattern of effects on dorsal-associated HVAs. In the two genes examined in this body of work, 
CNTNAP2 and UBE3A, we found divergent results: the findings obtained from mice lacking 
Cntnap2 supported this prediction and the results obtained from mice lacking maternal Ube3a 
conflicted with this prediction. Loss of Cntnap2 in adult males in response to a salient grating 
stimulus (Still-Fast) decreases activity in dorsal stream-associated regions AL, RL, and AMPM 
(Figure 5), but not ventral stream-associated regions LM and LI (Figure 4). This supports the 
dorsal-stream vulnerability hypothesis by showing that late-maturing dorsal stream HVAs AL, 
RL, and AMPM are more susceptible to genetic effects than earlier maturing ventral stream 
HVAs LM and LI (Braddick et al., 2003; Smith et al., In press). We also examined the 
development of this dorsal stream HVA deficit, using ISOI to measure stimulus-evoked activity 
at P17-18 and P30-32. We found that the development of visual response to this stimulus in WT 
mice is consistent with our previous findings in the C57BL/6J mouse strain (Smith et al., In 
press), with ventral stream areas LM and LI reaching adult levels quickly while AL, RL, and 
AMPM are still immature at P30-32 (Figure 7). The decreased activity in dorsal stream areas in 
KO mice begins to emerge at P30-32, suggesting that the mechanism supporting the maturation 
of this visual response in WT mice is impaired in KO mice. These developmental results also 
support the dorsal stream vulnerability hypothesis (Goodale and Milner, 1992), demonstrating 
that an ASD-linked mutation preferentially impairs functional development of dorsal stream-
associated regions.   
 In contrast, lack of maternal Ube3a did not preferentially impact the functional 
development of dorsal HVAs. In response to the same simple grating stimulus (Still-Fast), 
visually evoked responses measured with ISOI were similar between WT and AS mice except 
for a small decrease in activity in AL in AS mice. While this decrease in activity in dorsal stream-
associated AL is in line with the dorsal stream vulnerability hypothesis and is similar to the effect 
seen in mice lacking Cntnap2, other results from this mouse strain diverge in significant ways.  
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In response to a subtle grating stimulus that produced no genotypic differences in the Cntnap2 
line (data not shown), striking genotypic differences were observed in the AS mice (Figure 10): 
in WT mice, LM, AL, and RL show a strong increase in activity while HVAs in AS mice respond 
relatively weakly. The deficit in LM of AS mice conflicts with the dorsal stream vulnerability 
hypothesis since LM should have been protected from the effects of maternal Ube3a loss since 
the ventral-associated region matures relatively early (Braddick et al., 2003; Smith et al., In 
press). This could argue that loss of maternal Ube3a has more severe consequences on 
developing cortical circuitry. Alternatively, this observation may be explained by differences in 
stimulus complexity. LM showed no genotypic differences in response to the simple grating 
stimulus and there is at least one prior report of LM exhibiting dorsal-like behavior in response 
to a complex stimulus (Juavinett and Callaway, 2015). This suggests that the effect of lack of 
maternal Ube3a on visual cortical circuitry may emerge as a function of stimulus 
saliency/complexity rather than a simple ventral-dorsal stream distinction. 
Additionally, when examining the development of the response to the less salient Slow-
Fast grating stimulus in the AS model mouse, we found that the response in WT mice develops 
later in AL, RL, and LM than the response to the more salient Still-Fast grating stimulus, with 
development in all HVAs examined beginning after P40 (Slow-Fast, Figure 12). It is worth 
noting that LM reaches adult-like levels of activity in response to the Still-Fast stimulus by P18 
(Smith et al., In press). Thus, the HVA response to the less salient Slow-Fast stimulus takes 
longer to mature in WT mice in both dorsal and ventral HVAs, potentially rendering the 
‘protection’ of early maturation of ventral regions void as it appears that the response in LM 
does not mature early to this stimulus. The late development of HVA response to the Slow-Fast 
grating also suggests the involvement of mechanisms beyond those of the canonical critical 
period (Gordon and Stryker, 1996; Espinosa and Stryker, 2012). AS mice have known deficits in 
cortical plasticity that manifest during the critical period (P23-32) and continue into the post-
critical period (>P32) (Gordon and Stryker, 1996; Yashiro et al., 2009; Sato and Stryker, 2010). 
 111 
It is possible that these deficits in cortical plasticity underlie the failure of HVAs in AS mice to 
develop a response to the less salient grating stimulus. 
Even so, the fact that the two mouse models examined show such divergent results 
remained puzzling: male mice lacking Cntnap2 show dorsal stream deficits in response to the 
simple grating stimulus but no change to the subtle grating stimulus while AS model mice 
lacking maternal Ube3a show only a change in AL in response to the simple grating stimulus 
and widespread deficits in response to the subtle stimulus (Figure 6 and Figure 10 
respectively). The performance of the AS mice on the GSD task may offer an explanation. The 
identified decrease in V1 activity in AS mice in response to 0°/s → 50°/s gratings may be more 
significant originally assumed (Figure 9). For each stimulus examined, stimulus-evoked HVA 
activity is normalized to the stimulus-evoked activity in V1 in order to account for mouse to 
mouse variability, differences in anesthesia, and other parameters (3.2.2 Methods). We found 
that the relationship in activity between V1 and the HVAs remains largely intact in AS mice 
compared to WT mice for the 0°/s → 50°/s grating stimulus. However, V1 activity, and 
accordingly HVA activity, is significantly reduced in AS mice, so while the relationship of cortical 
activity levels is the same as WT, overall activity is lower in AS mice. It is possible that the 
inability of AS mice to learn the GSD task (Figure 22Figure 22. WT and AS GSD learning 
curves), which is based on a modification of the 0°/s → 50°/s grating stimulus, is the behavioral 
consequence of that phenotype. More broadly, this suggests that lack of maternal Ube3a may 
produce effects on cortical circuit function that complicate the interpretation of the response 
evoked by the Still-Fast grating. 
 In conclusion we found conflicting evidence for the dorsal stream vulnerability hypothesis 
by examining the functional effects of ASD-associated mutations on HVAs. Based on this 
hypothesis, one would expect that cortical regions and processes upstream of dorsal HVAs as 
well as ventral HVAs would be unchanged by ASD-associated mutations. Given that the 
structure and function of V1 was intact in both mice lacking Cntnap2 and mice lacking maternal 
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Ube3a, visual function upstream of HVAs is grossly unchanged in the presence of these 
mutations. This is in line with the dorsal stream hypothesis. Additionally, the preserved 
retinotopic organization within the HVAs themselves shows that the formation of these regions 
is largely normal and suggests that they are receiving appropriate input from V1 (Figure 1).  
However, while male mice lacking Cntnap2 have stream-specific deficits in dorsal HVAs, mice 
lacking maternal Ube3a appear to have a more general deficit in HVA functioning. Thus, lack of 
Cntnap2 produces effects that support the dorsal stream vulnerability hypothesis while lack of 
maternal Ube3a produces effects that are more difficult to interpret in the dorsal-ventral 
framework.  
It is possible that this discrepancy arises from our use of AS model mice (lacking 
maternal Ube3a) as a model system in this study given that AS is a syndromic disorder with a 
unique clinical presentation and features beyond those of ASD (Sztainberg and Zoghbi, 2016). 
In this interpretation, despite the fact that ASD occurs in a high percentage of individuals with 
AS, perhaps the circuit phenotypes we have identified in our mouse model pertain to the clinical 
features of AS itself rather than ASD and may not be generalizable to circuit deficits in ASD. 
This can easily be addressed in future work by examining the effects of additional ASD-
associated mutations on the function and development of mouse visual cortex, enabling our 
findings to be compared and contrasted with a larger sample of mutations. For instance, 
mutations in CHD8, a non-syndromal ASD-associated gene (Neale et al., 2012; O'Roak et al., 
2012; Bernier et al., 2014; Katayama et al., 2016), may preferentially exert effects on dorsal 
stream HVAs while mutations in SCN1A, a syndromal ASD gene of which haploinsufficiency 
results in Dravet Syndrome (Han et al., 2012; O'Roak et al., 2012), may produce a unique 
pattern of circuit deficits more analogous to those seen in our AS model mice.  Another 
possibility is that the level of convergent effects of these ASD-associated mutations lie further 
downstream of the HVAs we examined, either within the dorsal stream or in other cortical areas 
(Wang et al., 2012). Examination of the transmission of information from the HVAs we examined 
 113 
to their downstream targets in mouse models of ASD-associated mutations would address this 
possibility (Glickfeld et al., 2013b). Another approach would be to study regions that are 
involved more directly with higher cognitive tasks, as in the PPC for example (Harvey et al., 
2012), in mouse models of ASD-associated mutations. Regardless, the results presented in this 
work can serve as a foundation for future studies to build upon in the search to understand the 
effects of ASD-associated mutations on developing cortical circuitry and to identify potential 
points of convergence of these effects. 
5.2 Sex-dependent effects of ASD-associated mutations 
 As previously introduced, males are more likely to receive a diagnosis of ASD than 
females, with the male to female incidence ratio estimated at 4:1 in high functioning individuals 
(Newschaffer et al., 2007; Werling and Geschwind, 2013). The mechanisms that underlie this 
imbalance are not understood and an active area of research (Mottron et al., 2015), with one 
theory positing that the imbalance is due to females being able to carry additional mutational 
burden without being affected (Zhao et al., 2007). Our finding that lack of Cntnap2 produces 
decreases in dorsal stream HVA activity in males but not females (Figure 5 and Figure 6 
respectively) is intriguing in that perhaps a mechanism similar to that driving our findings 
underlies the bias in incidence in humans. Given that previous studies using this mouse model 
have not reported sex differences (Penagarikano et al., 2011; Gdalyahu et al., 2015b; Kloth et 
al., 2015; Penagarikano et al., 2015), it is possible that ISOI is sensitive enough to detect subtle 
and meaningful differences in cortical circuitry not previously identified.  
Indeed, there is a prior report of sex-dependent differences in a mouse model of the 
ASD-linked gene GABARB3 with males showing synaptic deficits that were compensated for at 
the level of behavior (Mercer et al., 2016). Intriguingly, females showed no phenotype either at 
the level of behavior or cortical circuitry (Mercer et al., 2016). Taken together, these findings 
argue that care should be taken to examine the interaction of ASD-associated mutations and 
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sex (Shansky and Woolley, 2016), especially at the level of cortical circuitry as there may be 
compensation at the level of behavior. Further studies dissecting the mechanisms that underlie 
this ‘protective’ effect observed in female mice, perhaps by manipulating sex-specific hormone 
levels, may shed light on the sex bias in ASD. 
 It should be noted that lack of maternal Ube3a in our mouse model of AS does not 
produce sex specific effects (data not shown). This may again be due to differences arising from 
comparing a non-syndromic ASD-associated genetic mutation with a syndromic form of ASD 
(Sztainberg and Zoghbi, 2016). Unlike the known sex bias in incidence observed in ASD, AS 
appears to affect males and females equally (Clayton-Smith, 1993; Andersen et al., 2001; 
Peters et al., 2010). Accordingly, the lack of sex-dependent differences observed in the AS 
mouse model indicates that this mouse strain may more closely model the unique clinical 
features of AS rather than ASD.  
5.3 Interneuron dysfunction and implications for ASD 
Children with ASD have greater neural responses to aversive sensory stimuli than 
typically developing counterparts (Takarae et al., 2016), due to a failure to habituate neural 
activity to the sensory stimulus in individuals with ASD and sensory hyper- and hypo-
responsivity (Green et al., 2013; Green et al., 2015).  This may arise due to deficient inhibitory 
signaling in individuals with ASD. Individuals with ASD have fewer parvalbumin positive 
interneurons (Hashemi et al., 2016), a class of interneurons known to synchronize the activity of 
pyramidal cells through perisomatic and axo-axonic inhibition (Sohal et al., 2009). Individuals 
with ASD also have disrupted inhibitory signaling (Robertson et al., 2016).  
In this work, both mutations examined produce functional effects that implicate changes 
in interneuron function as a source of developmental pathology. Previously observed 
asynchronous neuronal activity in Cntnap2 null mice may be the result of deficient inhibitory 
signaling due to decreased numbers of inhibitory interneurons (Sohal et al., 2009; Penagarikano 
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et al., 2011). While ISOI does not allow us to draw conclusions about specific cell population 
(Grinvald et al., 1986; Frostig et al., 1990; Kalatsky and Stryker, 2003), our finding that a lack of 
Cntnap2 results in decreased visually-evoked activity in specific visual areas could theoretically 
be the functional consequence of a failure to modulate neuronal activity to the visual stimulus 
due to deficient inhibitory signaling (Penagarikano et al., 2011). In this line of reasoning, given 
the role of inhibitory interneurons in regulating the timing of neuronal activity (Sohal et al., 2009), 
deficient inhibitory signaling would result in abnormal stimulus-evoked responses in excitatory 
neurons, producing the decreases visually-evoked activity measured with ISOI. Future studies 
could test this in detail by examining the stimulus-evoked responses in excitatory and inhibitory 
cell populations, perhaps with genetically encoded calcium indicators and 2p Ca2+ imaging (Tian 
et al., 2012; Chen et al., 2013). It is possible that increasing inhibitory interneuron activity may 
rescue the circuit level deficits reported here (Yizhar et al., 2011). Certainly, future studies 
examining the cellular underpinnings of our observed phenotype in CNTNAP2 deficient mice 
would need to take inhibitory interneuron activity into account. 
Interneuron deficits are also associated with the abnormalities in HVA activity caused by 
lack of maternal Ube3a. Using 2p Ca2+ imaging, we found that abnormalities in stimulus-evoked 
inhibitory activity underlie the ISOI deficit we observed. While we observed differences in activity 
modulation in both excitatory neurons and inhibitory interneurons in AS mice, we found larger 
abnormalities in interneuron activity, with this cell population exhibiting weak modulation of 
activity regardless of the phase of the stimulus (Figure 15). This finding is consistent with 
observations that some of the largest deficits caused by lack of maternal Ube3a occur at 
inhibitory synapses (Egawa et al., 2012; Wallace et al., 2012; Judson et al., 2016) and that 
cortical hyperexcitability in this model is driven by loss of Ube3a in interneurons (Judson et al., 
2016). Inhibitory signaling in interneurons is crucial for regulating the precise timing of neuronal 
activity in cortical circuits (Sohal et al., 2009). It is likely then that the imprecise and weak 
stimulus-evoked activity of interneurons underlie the lack of stimulus-evoked activity modulation 
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in HVAs of AS mice.  Thus, loss of Ube3a in interneurons produces circuitry that, when 
challenged by complex stimuli, results in dysfunctional visual responses. 
The deficits in HVA activity caused by a lack of Ube3a and Cntnap2 also emerged 
relatively late in development, after much of visual cortex had already matured (Espinosa and 
Stryker, 2012). A candidate mechanism for this late experience-dependent maturation of 
interneurons is brain derived neurotrophic factor (BDNF) signaling. The level of BDNF 
expression plays a critical role in the maturation and function of GABAergic inhibition with 
chronically increased BDNF levels accelerating the maturation of interneurons, increasing the 
rate of visual acuity development, and resulting in early termination of the critical period for 
ocular dominance plasticity (Huang et al., 1999). Conversely, chronically decreased BDNF 
levels result in reduced cycling of GABAergic vesicles as well as an overall decrease in 
inhibition that produces an imbalance in the strength of excitatory compared to inhibitory 
signaling (Abidin et al., 2008). The effect of lack of Cntnap2 on BDNF signaling is currently 
unknown, however AS mice have a known deficit in BDNF signaling (Cao et al., 2013), which is 
crucial for activity-dependent maturation of cortical inhibitory signaling in development (Jiao et 
al., 2011; Gao et al., 2014). It is possible that refinement of interneuron function and connectivity 
late in development contributes to the prolonged developmental trajectory of slow speed 
refinement observed in in this study and in humans (Manning et al., 2012) and that Ube3a plays 
a critical role in this process. 
In conclusion, it is possible that common changes to inhibitory signaling may be one 
level of convergence within cortical circuitry in ASDs. With the recent development of new 
strategies and techniques to selectively manipulate interneurons, future studies will be able to 
test this hypothesis in detail (Yizhar et al., 2011; Dimidschstein et al., 2016).  
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5.4 Remaining questions/future directions 
5.4.1 Source of these deficits 
Visual information proceeds from the retina, via the LGN, to V1 where it is projected to 
HVAs. In both mutant lines examined, deficits in HVA processing were found despite relatively 
intact V1 activity. Taking a conventional approach to analyzing our data, we have assumed that 
information projected from V1 to the HVAs is truly intact, such that our observed deficits in 
HVAs could only arise from altered activity either within the HVA or abnormal information 
entering the HVA from another source. Given that the decreased stimulus-evoked activity 
modulation in HVAs is associated with abnormal interneuron activity in layer 2/3 (Figure 15) and 
that deficits within interneurons in layer 2/3 of visual cortex are sufficient to drive abnormal 
neuron activity (Wallace et al., 2012; Judson et al., 2016), our findings from the AS model 
mouse especially support this interpretation.  
However, there is some evidence that visual perception of motion can occur in humans 
without activity in V1 (Barbur et al., 1993; Beckers and Zeki, 1995), implying that visual 
information sufficient for motion perception can reach MT without first passing through V1. 
Anatomical tracing studies in primates support this interpretation, showing that a V1-
independent pathway projects from the SC to MT and other dorsal-stream associated regions in 
primates (Lyon et al., 2010). Recent work in mice has shown an analogous projection from SC 
to HVAs sufficient for transmitting target-specific stimulus velocity information (Tohmi et al., 
2014). Further, examination of preferred stimulus velocity in mouse HVAs has shown that 
lesioning V1 only alters the gain of the response, not the visual property differences between 
HVAs (Tohmi et al., 2014). Within the SC, there are multiple classes of neurons with one 
subpopulation responding preferentially to small, slowly moving stimuli and another (comprised 
of GABAergic neurons) responding to the sudden appearance or rapid movement of large 
stimuli (Gale and Murphy, 2014). Since both lack of Cntnap2 and lack of maternal Ube3a 
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produce deficits in GABAergic signaling (Penagarikano et al., 2011; Wallace et al., 2012; 
Judson et al., 2016), specific populations within the SC required for motion processing may be 
effected. 
Taken together, it is possible that the perception of grating speed is heavily mediated by 
subcortical circuitry, independent of V1. Thus, while we interpret our findings as emergent 
deficits in cortical circuit function within specific HVAs due to the ASD-linked genes examined, 
we cannot rule out that changes in subcortical pathways may also contribute to our findings. 
Future studies are necessary to explicitly test this hypothesis through examination of the impact 
of ASD-linked mutations on SC functioning and the integrity of V1-independent projections to 
HVAs.  
5.4.2 Behavioral relevance of these deficits 
Unfortunately, we were unable to successfully adapt our touchscreen-based 2AFC task 
in order to examine the decreased HVA activity we observed with ISOI. Based on the striking 
nature of the phenotype (Figure 10), we chose to first develop the GSD in order to train AS 
mice to distinguish between moving and stationary gratings (Figure 21). Despite successfully 
training WT mice on GSD, AS mice were unable to reach criteria (Figure 22). Learning and 
motor deficits unrelated to visual perception confounded our ability to examine the behavioral 
relevance of the circuit-level deficits we identified in Chapter 3 (Huang et al., 2013; Leach et al., 
2015) and may be a recurring difficulty when studying mouse models of ASD-linked genetic 
mutations (Copping et al., 2016).  
Alternative approaches could potentially enable us to examine the effect of visual circuit 
abnormalities caused by ASD-linked mutations on visual perception. Adapting the GSD task for 
a headfixed configuration could potentially ameliorate the effects of motor deficits on 
performance (Guo et al., 2014b; Burgess et al., 2016). Optogenetics or chemogenetics could 
also be used to selectively depress activity in selected HVAs in a neurotypical mouse 
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performing GSD or another task, mimicking cortical deficits observed in these mouse models of 
ASDs and evaluating the effects on performance. This approach would avoid the confounding 
factors of motor and learning deficits.   
5.4.3 Can these deficits be rescued? 
It certainly remains an open question of whether and how the cortical deficits identified in 
this study can be rescued. All of the deficits presented in this study emerge relatively late in the 
development of the mouse visual system, providing at least 30 days for potential therapeutic 
intervention or manipulations. Recent studies have shown that pharmacological approaches can 
successfully unsilenced the paternal Ube3a allele (Huang et al., 2011; Meng et al., 2015), which 
may be a viable method to examine whether the decrease in HVA activity seen in AS model 
mice can be rescued. Other studies have shown that repetitive behaviors and socialization 
deficits due to loss of Cntnap2 can be at least partially rescued with risperidone and oxytocin 
administration treatment respectively (Penagarikano et al., 2011; Penagarikano et al., 2015). 
Further, early chronic oxytocin administration results in a lasting improvement in socialization, 
despite discontinuation of treatment (Penagarikano et al., 2015). It is possible that 
pharmacological treatment or other interventions may ameliorate the decreased stimulus-
evoked HVA activity that we observe with ISOI.  
Timing of interventions will be crucial to their success as administering treatment in 
adulthood does not necessarily improve outcomes (Clement et al., 2012; Meng et al., 2015; 
Silva-Santos et al., 2015). While windows of therapeutic intervention have not been extensively 
characterized in Cntnap2 mutants, recent work has shown that some motor deficits and 
repetitive behaviors can be improved with Ube3a reactivation prior to 3 weeks of age however 
intervening as early as possible is most likely to improve outcomes (Silva-Santos et al., 2015). 
Although we know that the deficits HVA activity in both Ube3a and Cntnap2 mutants emerge 
after P40 and P30 respectively, our data do not provide illumination as to whether intervening 
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prior to deficit emergence would rescue these deficits. Thus, it remains an open question of 
when interventions might improve HVA activity in the cortical phenotypes presented in this 
study, requiring further work to identify key developmental windows for the maturation of 
stimulus-evoked HVA responses. In the future however, the decreases in stimulus-evoked HVA 
activity that we observe with ISOI could be utilized as a functional therapeutic screening tool, 
enabling the assessment of whether compounds or other interventions improve the function of 
cortical circuitry, measured as an appropriate increase of HVA activity, in vivo. 
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APPENDIX A: FUNCTIONAL MAPPING OF HIGHER VISUAL AREAS IN MICE 
A.1 Introduction 
In mice, primary visual cortex (V1) projects to at least nine higher visual areas (HVAs) 
that contain retinotopically organized maps (Wang and Burkhalter, 2007). Exploiting the 
optimized genetic tools and neurophysiological approaches available in mice, numerous 
investigations into this circuitry have begun to demonstrate how mammalian cortical circuitry is 
organized to process visual input (Wang et al., 2007; Andermann et al., 2011; Marshel et al., 
2011; Garrett et al., 2014; Gong et al., 2015; Juavinett and Callaway, 2015; Zembrzycki et al., 
2015; Pafundo et al., 2016). For instance, the strongest projections from V1 terminate in HVAs 
lateromedial (LM) and anterolateral (AL) (Wang et al., 2011). From there, LM has projections 
biased towards regions in temporal cortex while AL has projections biased towards dorsal and 
medial cortex (Wang et al., 2011; Wang et al., 2012). Similar examinations of the projection 
patterns of other mouse HVAs have resulted classification of these regions into two 
subnetworks reminiscent of the ventral-dorsal processing stream distinction in humans and non-
human primates (Goodale and Milner, 1992): AL, rostrolateral (RL), anteromedial (AM), and 
posteromedial (PM)  are putative dorsal stream-associated regions specialized for motion 
processing and LM and laterointermediate (LI) are putative ventral stream-associated regions 
specialized for form processing (Wang et al., 2011; Wang et al., 2012). However, studies 
examining the stimulus preferences of these regions provide mixed support. For instance, PM, a 
dorsal stream-associated region, has been shown to prefer high spatial frequencies and stimuli 
moving at slow speeds (1-40°/s) which would theoretically be a feature of a ventral stream-
associated area (Andermann et al., 2011; Marshel et al., 2011). In contrast, AL, RL, and AM all 
have clear dorsal stream-like preferences for high temporal frequency stimuli and have a large 
proportion of neurons that are highly direction selective (Marshel et al., 2011). Further, the 
optimal stimulus speed for neurons in AL (20-1000°/s) spans the upper range of stimulus 
speeds detectable by V1(Andermann et al., 2011), supporting the classification of this region 
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into the dorsal stream. Responses to more complicated stimuli, such as moving plaids, has 
further complicated the dorsal or ventral stream classification, revealing that while RL encodes 
motion components similar to region MT in humans, LM also responds to those components 
(Juavinett and Callaway, 2015). Such variability in results may result from differences in the 
stimuli examined, however differences in experimental approach and mouse to mouse variability 
certainly could contribute to these findings. 
Retinotopy can be used to identify the borders among mouse HVAs and V1. Reflections, 
or reversals, in the progression of retinotopy along one axis occur at borders between visual 
cortical areas (Wang and Burkhalter, 2007). Retinotopic maps can be created with classical 
electrophysiological techniques (Drager, 1975; Wagor et al., 1980; Wang and Burkhalter, 2007). 
However, this approach is intensive in both time and labor, and requires many invasive 
electrode penetrations. By contrast, intrinsic signal optical imaging (ISOI) can resolve retinotopic 
maps for V1 and HVAs less invasively and in less time (Schuett et al., 2002; Kalatsky and 
Stryker, 2003; Andermann et al., 2011; Marshel et al., 2011; Tohmi et al., 2014). By 
simultaneously measuring visually evoked signals across V1 and HVAs, borders between areas 
can be reliably mapped in concert. While ISOI can be performed with unlabeled wild-type mice, 
similar data can be obtained using transgenic mice expressing genetically encoded calcium 
indicators and a fluorescence imaging system (Wekselblatt et al., 2016). Thus, retinotopic 
mapping using imaging modalities can reveal precise borders among HVAs and V1 in mice, and 
can also provide landmarks from which to identify adjacent cortical areas. 
However, functional mapping is not always possible or practical, and in those cases 
stereotaxic coordinates are used to target cortical areas (Franklin and Paxinos, 2001; Wang and 
Burkhalter, 2007; Wang et al., 2007, 2011). Stereotaxic approaches often rely on the 
assumption that there is minimal animal-to-animal variability in cortical area location. This is not 
always true. For example, developing mice can undergo significant changes in the organization 
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of their cortical areas (Homman-Ludiye and Bourne, 2014) or genetic manipulations can alter 
their location (Zembrzycki et al., 2015).  
Thus, to integrate findings from multiple studies, we first need to ensure that the same 
cortical areas are under study, and this requires registering functional maps to stereological 
coordinates. We also need to quantify the variability in cortical area location between mice in 
order to understand the degree of uncertainty when targeting these structures with stereotaxic 
techniques. In order to address these two points, we recorded the location of reference points 
with respect to commonly used anatomical landmarks and then used ISOI to functionally identify 
HVAs. By reconciling the location of the ISOI-identified HVA with known anatomical landmarks, 
we created a registration system allowing for comparison to stereological coordinates as well as 
comparison of HVA locations between mice. Examining inter-mouse variability, we conclude 
that current techniques are likely suitable for studying primary visual cortex, however HVAs 
should be identified using a systematic functional imaging approach to ensure different groups 
are querying the same structure. 
A.2 Materials and Methods 
A.2.1 Subjects 
All procedures were reviewed and approved by the Institutional Animal Care and Use 
Committee (IACUC) of the University of North Carolina at Chapel Hill, which ensures 
compliance with the standards of the American Association for Laboratory Animal Science 
(AALAS). Mice were imaged at two time points in adulthood: postnatal day 60 or 61 (P60 group) 
or postnatal day 100-103 (P100 group). Twelve adult C57BL/6J mice (Jackson labs) were bred 
in house for the experiments reported here. Mice from multiple breeding pairs were used to 
ensure any heterogeneity in the C57BL/6J line was adequately represented. Equal numbers of 
males and females were imaged for the P60 and P100 groups (6 mice per time point, 3 of each 
sex for each time point). 
 124 
A.2.2 Surgical procedure and imaging 
On the day of imaging, anesthesia was induced with 5% isoflurane. After initial 
anesthesia induction, 2.5 mg/kg chlorprothixene was administered via intraperitoneal injection. 
Isoflurane was reduced and maintained between 1-2.5% during surgery. Opthalmic ointment 
(Lacri-lube, Allergan) was applied to both eyes and a heating pad maintained body temperature. 
The scalp was then resected, exposing the skull over visual cortex.  
To register functional maps of visual cortical areas to stereotaxic landmarks, three 
reference points were labeled with a marker near primary visual cortex (0.8 mm anterior to 
lambdoid suture, 2.3 mm lateral to midline, Figure 24A)(Franklin and Paxinos, 2001). Using 
digital calipers, three separate measurements were taken from the center of each dot to midline 
(medio-lateral coordinates) and from the center of each dot to the lambdoid suture (rostro-
caudal coordinates) (Figure 24A,B). For each reference point, the three measurements were 
averaged. 
A circular head-plate was then affixed to the skull such that all three dots were visible 
and the mouse was placed into a holder that kept the position of the head constant. The mouse 
was then transferred to the intrinsic signal optical imaging (ISOI) rig and maintained on 0.5% 
isoflurane for the first imaging run. The ophthalmic ointment was removed from the contralateral 
eye prior to imaging by manually blinking the eye gently. In the first imaging run, the camera 
was focused on the skull to acquire an image of the dots relative to the head-plate and major 
vessels visible through the skull (Figure 24B). The camera was then adjusted for ISOI imaging 
and an initial retinotopy set was acquired through the skull (Kalatsky and Stryker, 2003).  
The brain was illuminated with 700 nm light and imaged with a tandem lens macroscope 
focused 600 μm into the brain from the vasculature (Figure 24C).  Images were acquired with a 
12-bit CCD camera (Dalsa 1M30), frame grabber and custom software (David Ferster, with in-
house modifications by Jeffrey Stirman). Images were acquired at 30 frames per second. The 
images with 12-bit pixel data were binned in software four times temporally and 2 x 2 spatially, 
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resulting in images with 16-bit pixel data. From these binned images, Fourier analysis of each 
pixel’s time course was used to extract the magnitude and phase of signal modulation at the 
stimulus frequency. The phase of signal modulation was used to generate maps of the phase of 
the cortical response, mapping retinotopy of the visual cortex (Figure 24D). The mouse was 
then removed from the ISOI rig and given a second dose of 2.5 mg/kg chlorprothixene. 
Opthalmic ointment was reapplied to the contralateral eye. A 3.5 - 4 mm craniotomy was then 
performed over visual cortex and the mouse was then returned to the ISOI rig. The retinotopy 
stimuli were rerun along with any additional stimuli required to clearly distinguish the higher 
visual areas. 
A.2.3 Visual stimuli 
Visual stimuli were presented to the contralateral eye relative to the imaged hemisphere 
using a Dell LCD monitor (Dell U2711b, 2560 x 1440 pixels, 60 Hz) sitting 20 cm from the 
mouse. The monitor was tilted towards the mouse 17.5° from vertical to cover the visual field 
(110° by 75°). All stimuli were generated and presented using MATLAB and Psychtoolbox 
(http://psychtoolbox.org/) (Brainard, 1997; Pelli, 1997; Kleiner et al., 2007). All stimuli were 
modified to correct for visual distortions caused by the flatness of the monitor 
(http://labrigger.com/blog/2012/03/06/mouse-visual-stim/). Retinotopy was initially mapped by 
showing the animal a single, square-wave white bar drifting across a black background to 
identify V1 and HVAs (horizontally for azimuth and vertically for elevation). Other stimuli were 
used as necessary to clearly identify boundaries between specific areas, which included a full-
field grating (FFG) stimulus and a small square (SmSq) stimulus. The FFG stimulus displayed 
square-wave generated black and white bars (0.04 cycles/°) that changed in drift velocity from 
0°/s (6 seconds) to 50°/s (2 seconds). This stimulus was presented for 50 eight-second-long 
cycles. The SmSq stimulus displayed a square-wave generated small black and white square 
that rapidly cycled between 8 orientations. This stimulus was presented for 200 eight-second-
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long cycles and could be displayed in different positions to map out specific portions of visual 
cortex in greater detail.  
A.2.4 Image registration and identification of ROI centers 
Retinotopic maps were drawn (ImageJ/Fiji) (Schindelin et al., 2012; Schneider et al., 
2012; Schindelin et al., 2015) based on the first set of imaging data (obtained through the skull) 
and then modified as needed with the second set (obtained without the skull) to ensure that 
boundaries between cortical visual areas were accurately identified (Figure 24D). These maps 
are drawn according to lab protocols for identifying regions based on color reversals (Wang and 
Burkhalter, 2007) and other landmarks present in the retinotopy data. For example when 
identifying AL, we look for three stereotyped color reversals to identify the border between AL 
and LM/LI, AL and V1, and AL and RL (Figure 25). We also use the magnitude maps from 
these stimuli to ensure that the anterior boundary between AL and non-visual extrastriate areas 
is accurately restricted to the area that is visually responsive. A slight shift in camera position 
can occur in ISOI when changing focus down 600 μm. In order to account for this, the location 
of the stereotaxic reference coordinates before and after the change in focus was recorded and 
accounted for in the retinotopic map of each mouse individually. 
The stereotaxic reference coordinates were first plotted (Prism) (Figure 24B), and the 
registered to the cortical area location by aligning the plotted coordinates with the reference 
image (image of the stereotaxic reference coordinates marked on the skull) using a vector 
editing program (Adobe Illustrator Adobe). The reference image was then scaled such that 1 
mm in the reference image was the equivalent of 1 mm in the coordinate plot (Figure 24B). The 
reference image was then rotated and moved in X-Y (rigid transform) so that the plotted 
stereotaxic reference coordinates were in agreement with the marks in the reference image 
(Figure 24B). Using the plotted stereotaxic reference markers, the same image transformations 
were applied to the retinotopically identified ROIs, producing a set of ROIs registered relative to 
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stereotaxic reference coordinates (Figure 24E). This was done for each mouse in the data set. 
The center of each ROI was computed using the smallest bounded square method, providing a 
location in pixels. This was then converted to millimeters by measuring the number of pixels in 1 
mm and dividing the center location by the conversion factor.  
A.3 Results 
Using ISOI, we functionally mapped the locations of cortical visual areas and registered 
them with stereotaxic reference coordinates (Figure 24). In our imaging, we reliably observed 
clear boundary delineations for V1 and six HVAs: lateromedial (LM), laterointermediate (LI), 
anterolateral (AL), rostrolateral (RL), anteromedial (AM), and posteromedial (PM) (Figure 25). 
In order to address whether HVA location can vary with age, we examined HVA locations at P60 
and P100. No gross differences in retinotopic organization were observed between these two 
ages (Figure 25A,B).  
We began by examining each cortical visual area individually, quantifying the degree of 
overlap between mice in V1 and each HVA by taking the ratio of the total area covered by all six 
samples of a specific HVA to the area of overlap from all six samples. At P60, 40% of the area 
created by V1 ROIs overlap (Figure 26A). At P100, this overlap increases to 50% (Figure 26D). 
This high degree of overlap in ROIs between mice demonstrates relatively low inter-animal 
variability in V1. Further, this variability in V1 decreases with increasing age (Figure 26A,D). In 
contrast, ventral-associated areas LM and LI are both quite variable at P60, making targeting 
with coordinates alone difficult (Figure 26B,C). At P100, LM is slightly less variable, with 1.4% 
of the area created by LM ROIs overlapping (Figure 26E). Similar to P60, LI shows no overlap 
at P100 (Figure 26F). The low or lack of overlap in ROIs in these HVAs would make accurate 
stereotaxic targeting of these regions difficult. 
Higher visual areas AL, RL, and PM show an age-related decrease in variability (Figure 
27). At P60, the degree of overlap ranges from 1.4-10% (Figure 27A-D). At P100, the degree of 
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overlap in AL, RL, and PM increases (Figure 27E-H). At P100, AL is less variable, with 5.8% of 
the area created by AL ROIs overlapping (Figure 27E). RL and PM are also less variable, with 
15% and 6.2% of the area created by RL and PM ROIs overlapping respectively (Figure 
27F,H). The decrease in variability seen in regions AL, RL, and PM would make stereotaxic 
targeting of these regions easier at P100 than P60. In contrast, variability in AM did not 
decrease with age. Overlap in AM decreased from 10% at P60 (Figure 27C) to 6.0% at P100 
(Figure 27G). 
We also examined animal sex and weight as potential sources of variability in visual 
cortical area location (Figure 28). There does not appear to be an overt effect of sex at either 
time point (Figure 28A,B). HVA location in both males and females was quite variable at P60, 
with the location of the medial boundary of V1 being slightly different by sex (F(1,8) = 6.28, 
p=0.037) (Figure 28C). However, there is no statistical difference between sexes in the 
boundaries of V1 at either time point (Figure 28D). Weight of the mouse was also examined for 
potential impact on HVA location (Figure 28E-G). The four lightest mice (mean weight ± SD, 
19.9 ± 2.0 g, Figure 28E) were not statistically different than the four heaviest mice (mean 
weight ± SD, 26.9 ± 2.8 g, Figure 28F) in the medial or lateral boundary of V1, however 
qualitatively there appears to be less variability in the location of HVA ROIs in the heavier mice 
(>24g) (Figure 28G).  These four mice were also all P100, so we compared the degree of 
overlap in ROIs in these mice to the degree of overlap in the entire P100 cohort. The overlap in 
V1 increased from 50% to 60% and remained 1.4% in LM. In AL, the overlap increased from 
5.8% to 9.8%; in RL, the overlap increased from 15% to 24%; in AM, the overlap increased from 
6.0% to 15%; and in PM, the overlap increased from 6.2% to 21%.  
Thus, while our recommendation is to utilize functional imaging where possible to 
accurately target HVAs, these data show that older (P100) and heavier mice (> 24 g) have less 
variability in HVA location. 
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A.4 Discussion 
Here, we have presented data on the variability within V1 and HVAs identified with 
functional imaging (ISOI) and then registered these functional maps to stereotaxic reference 
points. V1 showed the least amount of variability of the regions examined. The low variability 
combined with the relatively large area of V1 would readily allow for accurately targeting this 
region with stereotaxic coordinates. At P60 however, all of the HVAs examined showed a low 
degree of ROI overlap. This high variability combined with the relatively small area of these 
HVAs make accurate targeting of these regions with stereotaxic coordinates at P60 difficult. In 
contrast, the HVAs examined showed a higher degree of ROI overlap (0-14.8%) at P100; this 
may make targeting these regions slightly easier at P100. Sex and weight were also examined 
as potential sources of variability, but a strong effect of sex was not observed. Qualitatively, 
weight appears to decrease variability in mice weighing greater than 24 grams. The average 
center location of the HVAs may serve as a helpful guide if attempting to target these cortical 
regions (Table 3). 
These results also allow for data obtained via ISOI to be interpreted in the context of 
anatomical positioning relative to commonly used stereotaxic coordinates. The average location 
of the center of V1 is in agreement with commonly used coordinates (Franklin and Paxinos, 
2001; Wang et al., 2011). However, the average center location of LM and AL (Table 3) are 
different than reported in Wang et al., 2011, reflecting the high variability seen in HVAs more 
generally.   
One drawback to functional imaging with ISOI is the need for expertly trained 
experimenters to reliably identify ROI locations from retinotopy data. This approach could be at 
least partially automated (Garrett et al., 2014; Juavinett and Callaway, 2015). As more is 
learned about mouse visual circuitry, research questions are leading labs to target HVAs for 
study. In order to ensure that the same structures are being reliably targeted between mice, 
experiments, and research groups, functional identification will become increasingly necessary.  
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A.5 Appendix A Figures 
 
Figure 24. Schematic for using ISOI to identify HVAs with reference to stereotaxic 
landmarks 
(A) Dorsal view of mouse skull depicting common anatomical reference points used for 
stereotaxic coordinates, as well as demarcating how the distance from the lambdoid suture (LS) 
and midline was measured. (B) Scaled vessel map taken through skull showing marks for which 
measurements relative to LS and midline were obtained. (C) Schematic of intrinsic signal optical 
imaging (ISOI). (D) Phase maps evoked by a single drifting bar stimulus were then used to 
determine retinotopy. (E) HVA boundaries determined in (D) were then overlaid upon the map 
obtained in (B) to register HVA boundaries relative to known anatomical landmarks. 
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Figure 25. Example retinotopy maps for mice at P60 and P100 
(A) Three sample retinotopy sets for mice at P60. (B) Three sample retinotopy sets for mice at 
P100. Scale bars are 1mm. HVA boundaries as determined by retinotopy are outlined in white 
lines. White arrows indicate three stereotyped color reversals used to delineate AL from V1, 
LM/LI, and RL at P60 and P100. 
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Figure 26. Variability in location of V1 and LM decreases with age 
(A) Variability in V1 observed in six P60 mice. Amongst the mice examined, approximately 
31.9% of V1 overlapped. (B) Variability in LM at P60 with no overlap in ROIs. (C) Variability in LI 
at P60 with no overlap in ROIs. (D) Variability in V1 observed in six P100 mice. Amongst the 
mice examined, approximately 49.7% of V1 overlapped. (E) Variability in LM at P100, with 1.4% 
overlap in ROIs. (F) Variability in LI at P100, with no overlap in ROIs. Regions outlined with 
dotted white line denote areas with overlap from all mice examined. Percent overlap was 
calculated with reference to total area of all ROIs for that region. 
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Figure 27. Variability in AL, RL, and PM decreases with age 
(A) Variability in AL observed in six P60 mice, with 1.9% overlap in ROIs. (B) Variability in RL at 
P60, with 6.7% overlap in ROIs. (C) Variability in AM, with 10.3% overlap in ROIs. (D) Variability 
in PM at P60, with 1.4% overlap in ROIs. (E) Variability in AL observed in six P100 mice, with 
5.8% overlap in ROIs. (F) Variability in RL at P100, with 14.8% overlap in ROIs. (G) Variability in 
AM at P100, with 6.0% overlap in ROIs. (H) Variability in PM at P100, with 6.2% overlap in 
ROIs. Regions outlined with dotted white line denote areas with overlap from all mice examined. 
Percent overlap was calculated with reference to total area of all ROIs for that region. 
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Figure 28. Variability in HVA location decreases with increasing weight 
Variability in ROI location by sex at P60 (A) and at P100 (B) with males denoted in shades of 
blue and females in shades of pink. (C) Medial boundary of V1 quantified at P60 and P100 in 
both sexes. Effect of sex, F(1,8) = 6.278, p = 0.0366. Effect of age, p = 0.7825. Two-way ANOVA. 
Bonferroni’s post hoc. (D) Lateral boundary of V1 quantified at P60 and P100 in both sexes. 
Effect of sex, p=0.0763. Effect of age, p=0.9008. (E) Variability in ROI location in mice weighing 
less than 22 grams. Individual mice are denoted in different shades of gray. (F) Variability in 
ROI location in mice weighing more than 24 grams. Individual mice are denoted in different 
shades of green. (G) Areas of overlap in ROIs in mice less than 22 grams (gray) and more than 
24 grams (green).  
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Table 3. Coordinates of average center locations for each HVA 
 
Average coordinates +/- SD lateral to midline and anterior to LS for both P60 and P100 mice. 
 
 
  
 136 
REFERENCES 
Abidin I, Eysel UT, Lessmann V, Mittmann T (2008) Impaired GABAergic inhibition in the visual 
cortex of brain-derived neurotrophic factor heterozygous knockout mice. The Journal of 
physiology 586:1885-1901. 
 
Ackman JB, Burbridge TJ, Crair MC (2012) Retinal waves coordinate patterned activity 
throughout the developing visual system. Nature 490:219-225. 
 
Alarcon M, Abrahams BS, Stone JL, Duvall JA, Perederiy JV, Bomar JM, Sebat J, Wigler M, 
Martin CL, Ledbetter DH, Nelson SF, Cantor RM, Geschwind DH (2008) Linkage, 
association, and gene-expression analyses identify CNTNAP2 as an autism-susceptibility 
gene. American journal of human genetics 82:150-159. 
 
Andermann ML, Kerlin AM, Reid RC (2010) Chronic Cellular Imaging of Mouse Visual Cortex 
During Operant Behavior and Passive Viewing. Frontiers in Cellular Neuroscience 4:3. 
 
Andermann ML, Kerlin AM, Roumis DK, Glickfeld LL, Reid RC (2011) Functional specialization of 
mouse higher visual cortical areas. Neuron 72:1025-1039. 
 
Andersen WH, Rasmussen RK, Stromme P (2001) Levels of cognitive and linguistic development 
in Angelman syndrome: a study of 20 children. Logopedics, phoniatrics, vocology 26:2-9. 
 
Arking DE, Cutler DJ, Brune CW, Teslovich TM, West K, Ikeda M, Rea A, Guy M, Lin S, Cook 
EH, Chakravarti A (2008) A common genetic variant in the neurexin superfamily member 
CNTNAP2 increases familial risk of autism. American journal of human genetics 82:160-
164. 
 
Armstrong V, Maurer D, Lewis TL (2009) Sensitivity to first- and second-order motion and form in 
children and adults. Vision research 49:2774-2781. 
 
Association AP (2013) Diagnostic and statistical manual of mental disorders: DSM-5, 5th Edition. 
Washington, D. C.: American Psychiatric Association. 
 
Atallah BV, Bruns W, Carandini M, Scanziani M (2012) Parvalbumin-expressing interneurons 
linearly transform cortical responses to visual stimuli. Neuron 73:159-170. 
 
B. Sriram AC-M, L. Denardo, E. J. Kim, M. Patel, P. Huynh, E. Giering, P. Reinagel, A. Ghosh 
(2013) Visually guided behavior in freely moving mice. In: Society for Neuroscience. San 
Diego, Ca. 
 
Baker CA, Elyada YM, Parra A, Bolton MM (2016) Cellular resolution circuit mapping with 
temporal-focused excitation of soma-targeted channelrhodopsin. eLife 5. 
 
Banton T, Dobkins K, Bertenthal BI (2001) Infant direction discrimination thresholds. Vision 
research 41:1049-1056. 
 
Baranek GT (1999) Autism during infancy: a retrospective video analysis of sensory-motor and 
social behaviors at 9-12 months of age. Journal of autism and developmental disorders 
29:213-224. 
 137 
Barbur JL, Watson JD, Frackowiak RS, Zeki S (1993) Conscious visual perception without V1. 
Brain : a journal of neurology 116 ( Pt 6):1293-1302. 
 
Battaglia A (2005) The inv dup(15) or idic(15) syndrome: a clinically recognisable neurogenetic 
disorder. Brain Dev 27:365-369. 
 
Beckers G, Zeki S (1995) The consequences of inactivating areas V1 and V5 on visual motion 
perception. Brain : a journal of neurology 118 ( Pt 1):49-60. 
 
Ben-Sasson A, Hen L, Fluss R, Cermak SA, Engel-Yeger B, Gal E (2009) A meta-analysis of 
sensory modulation symptoms in individuals with autism spectrum disorders. Journal of 
autism and developmental disorders 39:1-11. 
 
Bernier R et al. (2014) Disruptive CHD8 mutations define a subtype of autism early in 
development. Cell 158:263-276. 
 
Berrios J, Stamatakis AM, Kantak PA, McElligott ZA, Judson MC, Aita M, Rougie M, Stuber GD, 
Philpot BD (2016) Loss of UBE3A from TH-expressing neurons suppresses GABA co-
release and enhances VTA-NAc optical self-stimulation. Nature communications 7:10702. 
 
Bischof WF, Reid SL, Wylie DR, Spetch ML (1999) Perception of coherent motion in random dot 
displays by pigeons and humans. Perception & psychophysics 61:1089-1101. 
 
Blumberg SJ, Bramlett MD, Kogan MD, Schieve LA, Jones JR, Lu MC (2013) Changes in 
prevalence of parent-reported autism spectrum disorder in school-aged U.S. children: 
2007 to 2011-2012. National health statistics reports:1-11, 11 p following 11. 
 
Bogfjellmo LG, Bex PJ, Falkenberg HK (2014) The development of global motion discrimination 
in school aged children. Journal of vision 14. 
 
Boyd SG, Harden A, Patton MA (1988) The EEG in early diagnosis of the Angelman (happy 
puppet) syndrome. European journal of pediatrics 147:508-513. 
 
Braddick O, Atkinson J (2011) Development of human visual function. Vision research 51:1588-
1609. 
 
Braddick O, Atkinson J, Wattam-Bell J (2003) Normal and anomalous development of visual 
motion processing: motion coherence and 'dorsal-stream vulnerability'. Neuropsychologia 
41:1769-1784. 
 
Brainard DH (1997) The Psychophysics Toolbox. Spatial vision 10:433-436. 
 
Bridge H, Thomas OM, Minini L, Cavina-Pratesi C, Milner AD, Parker AJ (2013) Structural and 
functional changes across the visual cortex of a patient with visual form agnosia. The 
Journal of neuroscience : the official journal of the Society for Neuroscience 33:12779-
12791. 
 
Brieber S, Herpertz-Dahlmann B, Fink GR, Kamp-Becker I, Remschmidt H, Konrad K (2010) 
Coherent motion processing in autism spectrum disorder (ASD): an fMRI study. 
Neuropsychologia 48:1644-1651. 
 138 
Bryson SE, Zwaigenbaum L, Brian J, Roberts W, Szatmari P, Rombough V, McDermott C (2007) 
A prospective case series of high-risk infants who developed autism. Journal of autism 
and developmental disorders 37:12-24. 
 
Burbridge TJ, Xu HP, Ackman JB, Ge X, Zhang Y, Ye MJ, Zhou ZJ, Xu J, Contractor A, Crair MC 
(2014) Visual circuit development requires patterned activity mediated by retinal 
acetylcholine receptors. Neuron 84:1049-1064. 
 
Burette AC, Judson MC, Burette S, Phend KD, Philpot BD, Weinberg RJ (2017) Subcellular 
organization of UBE3A in neurons. The Journal of comparative neurology 525:233-251. 
 
Burgess CP, Steinmetz N, Lak A, Zatka-Haas P, Ranson A, Wells M, Schroeder S, Jacobs EAK, 
Bai Reddy C, Soares S, Linden JF, Paton JJ, Harris KD, Carandini M (2016) High-yield 
methods for accurate two-alternative visual psychophysics in head-fixed mice. bioRxiv. 
 
Busse L, Ayaz A, Dhruv NT, Katzner S, Saleem AB, Scholvinck ML, Zaharia AD, Carandini M 
(2011) The detection of visual contrast in the behaving mouse. The Journal of 
neuroscience : the official journal of the Society for Neuroscience 31:11351-11361. 
 
Bussey TJ, Saksida LM, Rothblat LA (2001) Discrimination of computer-graphic stimuli by mice: 
a method for the behavioral characterization of transgenic and gene-knockout models. 
Behavioral neuroscience 115:957-960. 
 
Bussey TJ, Padain TL, Skillings EA, Winters BD, Morton AJ, Saksida LM (2008) The touchscreen 
cognitive testing method for rodents: how to get the best out of your rat. Learn Mem 
15:516-523. 
 
Bussey TJ, Holmes A, Lyon L, Mar AC, McAllister KA, Nithianantharajah J, Oomen CA, Saksida 
LM (2012) New translational assays for preclinical modelling of cognition in schizophrenia: 
the touchscreen testing method for mice and rats. Neuropharmacology 62:1191-1203. 
 
Cao C, Rioult-Pedotti MS, Migani P, Yu CJ, Tiwari R, Parang K, Spaller MR, Goebel DJ, Marshall 
J (2013) Impairment of TrkB-PSD-95 signaling in Angelman syndrome. PLoS biology 
11:e1001478. 
 
Celebrini S, Newsome WT (1995) Microstimulation of extrastriate area MST influences 
performance on a direction discrimination task. Journal of neurophysiology 73:437-448. 
 
Chen TW, Wardill TJ, Sun Y, Pulver SR, Renninger SL, Baohan A, Schreiter ER, Kerr RA, Orger 
MB, Jayaraman V, Looger LL, Svoboda K, Kim DS (2013) Ultrasensitive fluorescent 
proteins for imaging neuronal activity. Nature 499:295-300. 
 
Clayton-Smith J (1993) Clinical research on Angelman syndrome in the United Kingdom: 
observations on 82 affected individuals. American journal of medical genetics 46:12-15. 
 
Clayton-Smith J, Pembrey ME (1992) Angelman syndrome. Journal of medical genetics 29:412-
415. 
 
 
 
 139 
Clement JP, Aceti M, Creson TK, Ozkan ED, Shi Y, Reish NJ, Almonte AG, Miller BH, Wiltgen 
BJ, Miller CA, Xu X, Rumbaugh G (2012) Pathogenic SYNGAP1 mutations impair 
cognitive development by disrupting maturation of dendritic spine synapses. Cell 151:709-
723. 
 
Conlon EG, Lilleskaret G, Wright CM, Power GF (2012) The influence of contrast on coherent 
motion processing in dyslexia. Neuropsychologia 50:1672-1681. 
 
Conlon EG, Brown DT, Power GF, Bradbury SA (2015) Do older individuals have difficulty 
processing motion or excluding noise? Implications for safe driving. Neuropsychology, 
development, and cognition Section B, Aging, neuropsychology and cognition 22:322-339. 
 
Constantino JN, Charman T (2016) Diagnosis of autism spectrum disorder: reconciling the 
syndrome, its diverse origins, and variation in expression. The Lancet Neurology 15:279-
291. 
 
Cook EH, Jr., Lindgren V, Leventhal BL, Courchesne R, Lincoln A, Shulman C, Lord C, 
Courchesne E (1997) Autism or atypical autism in maternally but not paternally derived 
proximal 15q duplication. American journal of human genetics 60:928-934. 
 
Copping NA, Berg EL, Foley GM, Schaffler MD, Onaga BL, Buscher N, Silverman JL, Yang M 
(2016) Touchscreen learning deficits and normal social approach behavior in the Shank3B 
model of Phelan-McDermid Syndrome and autism. Neuroscience. 
 
Crawley JN (2012) Translational animal models of autism and neurodevelopmental disorders. 
Dialogues in clinical neuroscience 14:293-305. 
 
Dakin S, Frith U (2005) Vagaries of visual perception in autism. Neuron 48:497-507. 
 
Dennis EL, Jahanshad N, Rudie JD, Brown JA, Johnson K, McMahon KL, de Zubicaray GI, 
Montgomery G, Martin NG, Wright MJ, Bookheimer SY, Dapretto M, Toga AW, Thompson 
PM (2011) Altered structural brain connectivity in healthy carriers of the autism risk gene, 
CNTNAP2. Brain connectivity 1:447-459. 
 
Dimidschstein J et al. (2016) A viral strategy for targeting and manipulating interneurons across 
vertebrate species. Nature neuroscience. 
 
Douglas RM, Neve A, Quittenbaum JP, Alam NM, Prusky GT (2006) Perception of visual motion 
coherence by rats and mice. Vision research 46:2842-2847. 
 
Drager UC (1975) Receptive fields of single cells and topography in mouse visual cortex. The 
Journal of comparative neurology 160:269-290. 
 
Ebert DH, Greenberg ME (2013) Activity-dependent neuronal signalling and autism spectrum 
disorder. Nature 493:327-337. 
 
Egawa K, Kitagawa K, Inoue K, Takayama M, Takayama C, Saitoh S, Kishino T, Kitagawa M, 
Fukuda A (2012) Decreased tonic inhibition in cerebellar granule cells causes motor 
dysfunction in a mouse model of Angelman syndrome. Science translational medicine 
4:163ra157. 
 140 
Ellemberg D, Lewis TL, Maurer D, Brar S, Brent HP (2002) Better perception of global motion 
after monocular than after binocular deprivation. Vision research 42:169-179. 
 
Espinosa JS, Stryker MP (2012) Development and plasticity of the primary visual cortex. Neuron 
75:230-249. 
 
Felleman DJ, Van Essen DC (1991) Distributed hierarchical processing in the primate cerebral 
cortex. Cereb Cortex 1:1-47. 
 
Fenno L, Yizhar O, Deisseroth K (2011) The development and application of optogenetics. Annual 
review of neuroscience 34:389-412. 
 
Fisher YE, Silies M, Clandinin TR (2015) Orientation Selectivity Sharpens Motion Detection in 
Drosophila. Neuron 88:390-402. 
 
Franklin KBJ, Paxinos G (2001) Paxinos and Franklin's The mouse brain in stereotaxic 
coordinates, Fourth edition. Edition. 
 
Frostig RD, Lieke EE, Ts'o DY, Grinvald A (1990) Cortical functional architecture and local 
coupling between neuronal activity and the microcirculation revealed by in vivo high-
resolution optical imaging of intrinsic signals. Proceedings of the National Academy of 
Sciences of the United States of America 87:6082-6086. 
 
Gale SD, Murphy GJ (2014) Distinct representation and distribution of visual information by 
specific cell types in mouse superficial superior colliculus. The Journal of neuroscience : 
the official journal of the Society for Neuroscience 34:13458-13471. 
 
Gao M, Maynard KR, Chokshi V, Song L, Jacobs C, Wang H, Tran T, Martinowich K, Lee HK 
(2014) Rebound potentiation of inhibition in juvenile visual cortex requires vision-induced 
BDNF expression. The Journal of neuroscience : the official journal of the Society for 
Neuroscience 34:10770-10779. 
 
Garrett ME, Nauhaus I, Marshel JH, Callaway EM (2014) Topography and areal organization of 
mouse visual cortex. The Journal of neuroscience : the official journal of the Society for 
Neuroscience 34:12587-12600. 
 
Gdalyahu A, Lazaro M, Penagarikano O, Golshani P, Trachtenberg JT, Geschwind DH (2015a) 
The Autism Related Protein Contactin-Associated Protein-Like 2 (CNTNAP2) Stabilizes 
New Spines: An In Vivo Mouse Study. PloS one 10:e0125633. 
 
Gdalyahu A, Lazaro M, Penagarikano O, Golshani P, Trachtenberg JT, Geschwind DH (2015b) 
Correction: The Autism Related Protein Contactin-Associated Protein-Like 2 (CNTNAP2) 
Stabilizes New Spines: An In Vivo Mouse Study. PloS one 10:e0129638. 
 
Ghosh KK, Burns LD, Cocker ED, Nimmerjahn A, Ziv Y, Gamal AE, Schnitzer MJ (2011) 
Miniaturized integration of a fluorescence microscope. Nature methods 8:871-878. 
 
Gilman SR, Iossifov I, Levy D, Ronemus M, Wigler M, Vitkup D (2011) Rare de novo variants 
associated with autism implicate a large functional network of genes involved in formation 
and function of synapses. Neuron 70:898-907. 
 141 
Gilmore GC, Wenk HE, Naylor LA, Koss E (1994) Motion perception and Alzheimer's disease. 
Journal of gerontology 49:P52-57. 
 
Glessner JT et al. (2009) Autism genome-wide copy number variation reveals ubiquitin and 
neuronal genes. Nature 459:569-573. 
 
Glickfeld LL, Histed MH, Maunsell JH (2013a) Mouse primary visual cortex is used to detect both 
orientation and contrast changes. The Journal of neuroscience : the official journal of the 
Society for Neuroscience 33:19416-19422. 
 
Glickfeld LL, Andermann ML, Bonin V, Reid RC (2013b) Cortico-cortical projections in mouse 
visual cortex are functionally target specific. Nature neuroscience 16:219-226. 
 
Goebbels S, Bormuth I, Bode U, Hermanson O, Schwab MH, Nave KA (2006) Genetic targeting 
of principal neurons in neocortex and hippocampus of NEX-Cre mice. Genesis 44:611-
621. 
 
Gong Y, Huang C, Li JZ, Grewe BF, Zhang Y, Eismann S, Schnitzer MJ (2015) High-speed 
recording of neural spikes in awake mice and flies with a fluorescent voltage sensor. 
Science 350:1361-1366. 
 
Goodale MA, Milner AD (1992) Separate visual pathways for perception and action. Trends in 
neurosciences 15:20-25. 
 
Gordon A, Salomon D, Barak N, Pen Y, Tsoory M, Kimchi T, Peles E (2016) Expression of 
Cntnap2 (Caspr2) in multiple levels of sensory systems. Molecular and cellular 
neurosciences 70:42-53. 
 
Gordon JA, Stryker MP (1996) Experience-dependent plasticity of binocular responses in the 
primary visual cortex of the mouse. The Journal of neuroscience : the official journal of the 
Society for Neuroscience 16:3274-3286. 
 
Goto M, Saito Y, Honda R, Saito T, Sugai K, Matsuda Y, Miyatake C, Takeshita E, Ishiyama A, 
Komaki H, Nakagawa E, Sasaki M, Uto C, Kikuchi K, Motoki T, Saitoh S (2015) Episodic 
tremors representing cortical myoclonus are characteristic in Angelman syndrome due to 
UBE3A mutations. Brain & development 37:216-222. 
 
Green SA, Hernandez L, Tottenham N, Krasileva K, Bookheimer SY, Dapretto M (2015) 
Neurobiology of Sensory Overresponsivity in Youth With Autism Spectrum Disorders. 
JAMA psychiatry 72:778-786. 
 
Green SA, Rudie JD, Colich NL, Wood JJ, Shirinyan D, Hernandez L, Tottenham N, Dapretto M, 
Bookheimer SY (2013) Overreactive brain responses to sensory stimuli in youth with 
autism spectrum disorders. Journal of the American Academy of Child and Adolescent 
Psychiatry 52:1158-1172. 
 
Greimel E, Bartling J, Dunkel J, Bruckl M, Deimel W, Remschmidt H, Kamp-Becker I, Schulte-
Korne G (2013) The temporal dynamics of coherent motion processing in autism spectrum 
disorder: evidence for a deficit in the dorsal pathway. Behavioural brain research 251:168-
175. 
 142 
Grinvald A, Lieke E, Frostig RD, Gilbert CD, Wiesel TN (1986) Functional architecture of cortex 
revealed by optical imaging of intrinsic signals. Nature 324:361-364. 
 
Gunn A, Cory E, Atkinson J, Braddick O, Wattam-Bell J, Guzzetta A, Cioni G (2002) Dorsal and 
ventral stream sensitivity in normal development and hemiplegia. Neuroreport 13:843-
847. 
 
Guo Q, Zhou J, Feng Q, Lin R, Gong H, Luo Q, Zeng S, Luo M, Fu L (2015) Multi-channel fiber 
photometry for population neuronal activity recording. Biomedical optics express 6:3919-
3931. 
 
Guo ZV, Li N, Huber D, Ophir E, Gutnisky D, Ting JT, Feng G, Svoboda K (2014a) Flow of cortical 
activity underlying a tactile decision in mice. Neuron 81:179-194. 
 
Guo ZV, Hires SA, Li N, O'Connor DH, Komiyama T, Ophir E, Huber D, Bonardi C, Morandell K, 
Gutnisky D, Peron S, Xu N-l, Cox J, Svoboda K (2014b) Procedures for Behavioral 
Experiments in Head-Fixed Mice. PloS one 9:e88678. 
 
Gustin RM, Bichell TJ, Bubser M, Daily J, Filonova I, Mrelashvili D, Deutch AY, Colbran RJ, 
Weeber EJ, Haas KF (2010) Tissue-specific variation of Ube3a protein expression in 
rodents and in a mouse model of Angelman syndrome. Neurobiology of disease 39:283-
291. 
 
Hadad BS, Maurer D, Lewis TL (2011) Long trajectory for the development of sensitivity to global 
and biological motion. Developmental science 14:1330-1339. 
 
Hamasaki T, Leingartner A, Ringstedt T, O'Leary DD (2004) EMX2 regulates sizes and positioning 
of the primary sensory and motor areas in neocortex by direct specification of cortical 
progenitors. Neuron 43:359-372. 
 
Han S, Tai C, Westenbroek RE, Yu FH, Cheah CS, Potter GB, Rubenstein JL, Scheuer T, de la 
Iglesia HO, Catterall WA (2012) Autistic-like behaviour in Scn1a+/- mice and rescue by 
enhanced GABA-mediated neurotransmission. Nature 489:385-390. 
 
Harvey CD, Coen P, Tank DW (2012) Choice-specific sequences in parietal cortex during a 
virtual-navigation decision task. Nature 484:62-68. 
 
Hashemi E, Ariza J, Rogers H, Noctor SC, Martinez-Cerdeno V (2016) The Number of 
Parvalbumin-Expressing Interneurons Is Decreased in the Medial Prefrontal Cortex in 
Autism. Cereb Cortex. 
 
Hayrapetyan V, Castro S, Sukharnikova T, Yu C, Cao X, Jiang YH, Yin HH (2014) Region-specific 
impairments in striatal synaptic transmission and impaired instrumental learning in a 
mouse model of Angelman syndrome. The European journal of neuroscience 39:1018-
1025. 
 
He X, Sanders SJ, Liu L, De Rubeis S, Lim ET, Sutcliffe JS, Schellenberg GD, Gibbs RA, Daly 
MJ, Buxbaum JD, State MW, Devlin B, Roeder K (2013) Integrated model of de novo and 
inherited genetic variants yields greater power to identify risk genes. PLoS genetics 
9:e1003671. 
 143 
Hessl D, Sansone SM, Berry-Kravis E, Riley K, Widaman KF, Abbeduto L, Schneider A, Coleman 
J, Oaklander D, Rhodes KC, Gershon RC (2016) The NIH Toolbox Cognitive Battery for 
intellectual disabilities: three preliminary studies and future directions. Journal of 
neurodevelopmental disorders 8:35. 
 
Homman-Ludiye J, Bourne JA (2014) Mapping arealisation of the visual cortex of non-primate 
species: lessons for development and evolution. Frontiers in neural circuits 8:79. 
 
Horner AE, Heath CJ, Hvoslef-Eide M, Kent BA, Kim CH, Nilsson SR, Alsio J, Oomen CA, Holmes 
A, Saksida LM, Bussey TJ (2013) The touchscreen operant platform for testing learning 
and memory in rats and mice. Nature protocols 8:1961-1984. 
 
Huang HS, Burns AJ, Nonneman RJ, Baker LK, Riddick NV, Nikolova VD, Riday TT, Yashiro K, 
Philpot BD, Moy SS (2013) Behavioral deficits in an Angelman syndrome model: effects 
of genetic background and age. Behavioural brain research 243:79-90. 
 
Huang HS, Allen JA, Mabb AM, King IF, Miriyala J, Taylor-Blake B, Sciaky N, Dutton JW, Jr., Lee 
HM, Chen X, Jin J, Bridges AS, Zylka MJ, Roth BL, Philpot BD (2011) Topoisomerase 
inhibitors unsilence the dormant allele of Ube3a in neurons. Nature 481:185-189. 
 
Huang ZJ, Kirkwood A, Pizzorusso T, Porciatti V, Morales B, Bear MF, Maffei L, Tonegawa S 
(1999) BDNF regulates the maturation of inhibition and the critical period of plasticity in 
mouse visual cortex. Cell 98:739-755. 
 
Hubel DH, Wiesel TN (1970) The period of susceptibility to the physiological effects of unilateral 
eye closure in kittens. The Journal of physiology 206:419-436. 
 
Huber D, Gutnisky DA, Peron S, O'Connor DH, Wiegert JS, Tian L, Oertner TG, Looger LL, 
Svoboda K (2012) Multiple dynamic representations in the motor cortex during 
sensorimotor learning. Nature 484:473-478. 
 
James TW, Culham J, Humphrey GK, Milner AD, Goodale MA (2003) Ventral occipital lesions 
impair object recognition but not object-directed grasping: an fMRI study. Brain : a journal 
of neurology 126:2463-2475. 
 
Jiang YH, Armstrong D, Albrecht U, Atkins CM, Noebels JL, Eichele G, Sweatt JD, Beaudet AL 
(1998) Mutation of the Angelman ubiquitin ligase in mice causes increased cytoplasmic 
p53 and deficits of contextual learning and long-term potentiation. Neuron 21:799-811. 
 
Jiao Y, Zhang Z, Zhang C, Wang X, Sakata K, Lu B, Sun QQ (2011) A key mechanism underlying 
sensory experience-dependent maturation of neocortical GABAergic circuits in vivo. 
Proceedings of the National Academy of Sciences of the United States of America 
108:12131-12136. 
 
Jones CR, Swettenham J, Charman T, Marsden AJ, Tregay J, Baird G, Simonoff E, Happe F 
(2011) No evidence for a fundamental visual motion processing deficit in adolescents with 
autism spectrum disorders. Autism research : official journal of the International Society 
for Autism Research 4:347-357. 
 
Jones KA, Han JE, DeBruyne JP, Philpot BD (2016) Persistent neuronal Ube3a expression in the 
suprachiasmatic nucleus of Angelman syndrome model mice. Scientific reports 6:28238. 
 144 
Joshi M, Simmers A, Jeon S (2015) Deficits in integration of global motion and form in noise is 
associated with the severity and type of amblyopia. Journal of vision 15:193. 
 
Joshi MR, Falkenberg HK (2015) Development of radial optic flow pattern sensitivity at different 
speeds. Vision research 110:68-75. 
 
Juavinett AL, Callaway EM (2015) Pattern and Component Motion Responses in Mouse Visual 
Cortical Areas. Current biology : CB 25:1759-1764. 
 
Judson MC, Sosa-Pagan JO, Del Cid WA, Han JE, Philpot BD (2014) Allelic specificity of Ube3a 
expression in the mouse brain during postnatal development. The Journal of comparative 
neurology 522:1874-1896. 
 
Judson MC, Wallace ML, Sidorov MS, Burette AC, Gu B, van Woerden GM, King IF, Han JE, 
Zylka MJ, Elgersma Y, Weinberg RJ, Philpot BD (2016) GABAergic Neuron-Specific Loss 
of Ube3a Causes Angelman Syndrome-Like EEG Abnormalities and Enhances Seizure 
Susceptibility. Neuron 90:56-69. 
 
Kalatsky VA, Stryker MP (2003) New paradigm for optical imaging: temporally encoded maps of 
intrinsic signal. Neuron 38:529-545. 
 
Kanner L (1943) Autistic disturbances of affective contact. Nervous Child 2:217-250. 
 
Karnath HO, Ruter J, Mandler A, Himmelbach M (2009) The anatomy of object recognition--visual 
form agnosia caused by medial occipitotemporal stroke. The Journal of neuroscience : the 
official journal of the Society for Neuroscience 29:5854-5862. 
 
Katayama Y, Nishiyama M, Shoji H, Ohkawa Y, Kawamura A, Sato T, Suyama M, Takumi T, 
Miyakawa T, Nakayama KI (2016) CHD8 haploinsufficiency results in autistic-like 
phenotypes in mice. Nature 537:675-679. 
 
Katzner S, Weigelt S (2013) Visual cortical networks: of mice and men. Current opinion in 
neurobiology 23:202-206. 
 
Kim H, Kunz PA, Mooney R, Philpot BD, Smith SL (2016) Maternal Loss of Ube3a Impairs 
Experience-Driven Dendritic Spine Maintenance in the Developing Visual Cortex. The 
Journal of neuroscience : the official journal of the Society for Neuroscience 36:4888-
4894. 
 
Kim JN, Shadlen MN (1999) Neural correlates of a decision in the dorsolateral prefrontal cortex 
of the macaque. Nature neuroscience 2:176-185. 
 
Kiorpes L, Price T, Hall-Haro C, Movshon JA (2012) Development of sensitivity to global form and 
motion in macaque monkeys (Macaca nemestrina). Vision research 63:34-42. 
 
Kishino T, Lalande M, Wagstaff J (1997) UBE3A/E6-AP mutations cause Angelman syndrome. 
Nature genetics 15:70-73. 
 
Kleiner M, Brainard DH, Pelli DG (2007) "What's new in Psychtoolbox-3?". Perception 36. 
 
 145 
Kloth AD, Badura A, Li A, Cherskov A, Connolly SG, Giovannucci A, Bangash MA, Grasselli G, 
Penagarikano O, Piochon C, Tsai PT, Geschwind DH, Hansel C, Sahin M, Takumi T, 
Worley PF, Wang SS (2015) Cerebellar associative sensory learning defects in five mouse 
autism models. eLife 4:e06085. 
 
Ko H, Hofer SB, Pichler B, Buchanan KA, Sjostrom PJ, Mrsic-Flogel TD (2011) Functional 
specificity of local synaptic connections in neocortical networks. Nature 473:87-91. 
 
Kogan CS, Boutet I, Cornish K, Zangenehpour S, Mullen KT, Holden JJ, Der Kaloustian VM, 
Andermann E, Chaudhuri A (2004) Differential impact of the FMR1 gene on visual 
processing in fragile X syndrome. Brain : a journal of neurology 127:591-601. 
 
Koldewyn K, Jiang YV, Weigelt S, Kanwisher N (2013) Global/local processing in autism: not a 
disability, but a disinclination. Journal of autism and developmental disorders 43:2329-
2340. 
 
Krishnan A, Zhang R, Yao V, Theesfeld CL, Wong AK, Tadych A, Volfovsky N, Packer A, Lash 
A, Troyanskaya OG (2016) Genome-wide prediction and functional characterization of the 
genetic basis of autism spectrum disorder. Nature neuroscience 19:1454-1462. 
 
Laming D, Laming J (1992) F. Hegelmaier: on memory for the length of a line. Psychological 
research 54:233-239. 
 
Leach PT, Hayes J, Pride M, Silverman JL, Crawley JN (2016) Normal Performance of Fmr1 Mice 
on a Touchscreen Delayed Nonmatching to Position Working Memory Task. eNeuro 3. 
 
Leach PT, Kazdoba TM, Sison K, Gall CM, Lynch GS, Crawley JN (2015) Touchscreen visual 
discrimination learning deficits in the Ube3a mouse model of Angelman syndrome. In: 
Neuroscience 2015. Chicago: Society for Neuroscience. 
 
Leekam SR, Nieto C, Libby SJ, Wing L, Gould J (2007) Describing the sensory abnormalities of 
children and adults with autism. Journal of autism and developmental disorders 37:894-
910. 
 
Levit-Binnun N, Davidovitch M, Golland Y (2013) Sensory and motor secondary symptoms as 
indicators of brain vulnerability. Journal of neurodevelopmental disorders 5:26. 
 
Lewis TL, Maurer D (2009) Effects of early pattern deprivation on visual development. Optometry 
and vision science : official publication of the American Academy of Optometry 86:640-
646. 
 
Li N, Chen T-W, Guo ZV, Gerfen CR, Svoboda K (2015) A motor cortex circuit for motor planning 
and movement. Nature 519:51-56. 
 
Li X, Zou H, Brown WT (2012) Genes associated with autism spectrum disorder. Brain research 
bulletin 88:543-552. 
 
Livingstone M, Hubel D (1988) Segregation of form, color, movement, and depth: anatomy, 
physiology, and perception. Science 240:740-749. 
 
 146 
Lord C, Risi S, DiLavore PS, Shulman C, Thurm A, Pickles A (2006) Autism from 2 to 9 years of 
age. Archives of general psychiatry 63:694-701. 
 
Lyon DC, Nassi JJ, Callaway EM (2010) A disynaptic relay from superior colliculus to dorsal 
stream visual cortex in macaque monkey. Neuron 65:270-279. 
 
Madisen L et al. (2015) Transgenic mice for intersectional targeting of neural sensors and 
effectors with high specificity and performance. Neuron 85:942-958. 
 
Mandel-Brehm C, Salogiannis J, Dhamne SC, Rotenberg A, Greenberg ME (2015) Seizure-like 
activity in a juvenile Angelman syndrome mouse model is attenuated by reducing Arc 
expression. Proceedings of the National Academy of Sciences of the United States of 
America 112:5129-5134. 
 
Manning C, Aagten-Murphy D, Pellicano E (2012) The development of speed discrimination 
abilities. Vision research 70:27-33. 
 
Manning C, Charman T, Pellicano E (2013) Processing slow and fast motion in children with 
autism spectrum conditions. Autism research : official journal of the International Society 
for Autism Research 6:531-541. 
 
Manning C, Charman T, Pellicano E (2015) Brief Report: Coherent Motion Processing in Autism: 
Is Dot Lifetime an Important Parameter? Journal of autism and developmental disorders 
45:2252-2258. 
 
Marco EJ, Hinkley LB, Hill SS, Nagarajan SS (2011) Sensory processing in autism: a review of 
neurophysiologic findings. Pediatric research 69:48R-54R. 
 
Marshel JH, Garrett ME, Nauhaus I, Callaway EM (2011) Functional specialization of seven 
mouse visual cortical areas. Neuron 72:1040-1054. 
 
Matsuura T, Sutcliffe JS, Fang P, Galjaard RJ, Jiang YH, Benton CS, Rommens JM, Beaudet AL 
(1997) De novo truncating mutations in E6-AP ubiquitin-protein ligase gene (UBE3A) in 
Angelman syndrome. Nature genetics 15:74-77. 
 
May KA, Solomon JA (2013) Four theorems on the psychometric function. PloS one 8:e74815. 
 
Meng L, Ward AJ, Chun S, Bennett CF, Beaudet AL, Rigo F (2015) Towards a therapy for 
Angelman syndrome by targeting a long non-coding RNA. Nature 518:409-412. 
 
Mercer AA, Palarz KJ, Tabatadze N, Woolley CS, Raman IM (2016) Sex differences in cerebellar 
synaptic transmission and sex-specific responses to autism-linked Gabrb3 mutations in 
mice. eLife 5. 
 
Milne E, Swettenham J, Hansen P, Campbell R, Jeffries H, Plaisted K (2002) High motion 
coherence thresholds in children with autism. Journal of child psychology and psychiatry, 
and allied disciplines 43:255-263. 
 
Mottron L, Duret P, Mueller S, Moore RD, Forgeot d'Arc B, Jacquemont S, Xiong L (2015) Sex 
differences in brain plasticity: a new hypothesis for sex ratio bias in autism. Molecular 
autism 6:33. 
 147 
Nakabayashi K, Scherer SW (2001) The human contactin-associated protein-like 2 gene 
(CNTNAP2) spans over 2 Mb of DNA at chromosome 7q35. Genomics 73:108-112. 
 
Nakatani J, Tamada K, Hatanaka F, Ise S, Ohta H, Inoue K, Tomonaga S, Watanabe Y, Chung 
YJ, Banerjee R, Iwamoto K, Kato T, Okazawa M, Yamauchi K, Tanda K, Takao K, 
Miyakawa T, Bradley A, Takumi T (2009) Abnormal behavior in a chromosome-
engineered mouse model for human 15q11-13 duplication seen in autism. Cell 137:1235-
1246. 
 
Nassi JJ, Callaway EM (2009) Parallel processing strategies of the primate visual system. Nature 
reviews Neuroscience 10:360-372. 
 
Neale BM et al. (2012) Patterns and rates of exonic de novo mutations in autism spectrum 
disorders. Nature 485:242-245. 
 
Newschaffer CJ, Croen LA, Daniels J, Giarelli E, Grether JK, Levy SE, Mandell DS, Miller LA, 
Pinto-Martin J, Reaven J, Reynolds AM, Rice CE, Schendel D, Windham GC (2007) The 
epidemiology of autism spectrum disorders. Annual review of public health 28:235-258. 
 
Newsome WT, Pare EB (1988) A selective impairment of motion perception following lesions of 
the middle temporal visual area (MT). The Journal of neuroscience : the official journal of 
the Society for Neuroscience 8:2201-2211. 
 
Newsome WT, Wurtz RH, Dursteler MR, Mikami A (1985) Deficits in visual motion processing 
following ibotenic acid lesions of the middle temporal visual area of the macaque monkey. 
The Journal of neuroscience : the official journal of the Society for Neuroscience 5:825-
840. 
 
Nilsson SR, Fejgin K, Gastambide F, Vogt MA, Kent BA, Nielsen V, Nielsen J, Gass P, Robbins 
TW, Saksida LM, Stensbol TB, Tricklebank MD, Didriksen M, Bussey TJ (2016a) 
Assessing the Cognitive Translational Potential of a Mouse Model of the 22q11.2 
Microdeletion Syndrome. Cereb Cortex 26:3991-4003. 
 
Nilsson SR, Celada P, Fejgin K, Thelin J, Nielsen J, Santana N, Heath CJ, Larsen PH, Nielsen V, 
Kent BA, Saksida LM, Stensbol TB, Robbins TW, Bastlund JF, Bussey TJ, Artigas F, 
Didriksen M (2016b) A mouse model of the 15q13.3 microdeletion syndrome shows 
prefrontal neurophysiological dysfunctions and attentional impairment. 
Psychopharmacology 233:2151-2163. 
 
Nithianantharajah J, McKechanie AG, Stewart TJ, Johnstone M, Blackwood DH, St Clair D, Grant 
SG, Bussey TJ, Saksida LM (2015) Bridging the translational divide: identical cognitive 
touchscreen testing in mice and humans carrying mutations in a disease-relevant 
homologous gene. Scientific reports 5:14613. 
 
O'Roak BJ et al. (2012) Sporadic autism exomes reveal a highly interconnected protein network 
of de novo mutations. Nature 485:246-250. 
 
Oomen CA, Hvoslef-Eide M, Heath CJ, Mar AC, Horner AE, Bussey TJ, Saksida LM (2013) The 
touchscreen operant platform for testing working memory and pattern separation in rats 
and mice. Nature protocols 8:2006-2021. 
 148 
Orger MB, Smear MC, Anstis SM, Baier H (2000) Perception of Fourier and non-Fourier motion 
by larval zebrafish. Nature neuroscience 3:1128-1133. 
 
Pafundo DE, Nicholas MA, Zhang R, Kuhlman SJ (2016) Top-Down-Mediated Facilitation in the 
Visual Cortex Is Gated by Subcortical Neuromodulation. The Journal of neuroscience : the 
official journal of the Society for Neuroscience 36:2904-2914. 
 
Pelc K, Boyd SG, Cheron G, Dan B (2008) Epilepsy in Angelman syndrome. Seizure 17:211-217. 
 
Pelli DG (1997) The VideoToolbox software for visual psychophysics: transforming numbers into 
movies. Spatial vision 10:437-442. 
 
Pellicano E, Gibson LY (2008) Investigating the functional integrity of the dorsal visual pathway 
in autism and dyslexia. Neuropsychologia 46:2593-2596. 
 
Penagarikano O, Geschwind DH (2012) What does CNTNAP2 reveal about autism spectrum 
disorder? Trends in molecular medicine 18:156-163. 
 
Penagarikano O, Lazaro MT, Lu XH, Gordon A, Dong H, Lam HA, Peles E, Maidment NT, Murphy 
NP, Yang XW, Golshani P, Geschwind DH (2015) Exogenous and evoked oxytocin 
restores social behavior in the Cntnap2 mouse model of autism. Science translational 
medicine 7:271ra278. 
 
Penagarikano O, Abrahams BS, Herman EI, Winden KD, Gdalyahu A, Dong H, Sonnenblick LI, 
Gruver R, Almajano J, Bragin A, Golshani P, Trachtenberg JT, Peles E, Geschwind DH 
(2011) Absence of CNTNAP2 leads to epilepsy, neuronal migration abnormalities, and 
core autism-related deficits. Cell 147:235-246. 
 
Peters SU, Horowitz L, Barbieri-Welge R, Taylor JL, Hundley RJ (2012) Longitudinal follow-up of 
autism spectrum features and sensory behaviors in Angelman syndrome by deletion class. 
J Child Psychol Psychiatry 53:152-159. 
 
Peters SU, Bird LM, Kimonis V, Glaze DG, Shinawi LM, Bichell TJ, Barbieri-Welge R, Nespeca 
M, Anselm I, Waisbren S, Sanborn E, Sun Q, O'Brien WE, Beaudet AL, Bacino CA (2010) 
Double-blind therapeutic trial in Angelman syndrome using betaine and folic acid. 
American journal of medical genetics Part A 152A:1994-2001. 
 
Petruno SK, Clark RE, Reinagel P (2013) Evidence that primary visual cortex is required for 
image, orientation, and motion discrimination by rats. PloS one 8:e56543. 
 
Poliak S, Gollan L, Martinez R, Custer A, Einheber S, Salzer JL, Trimmer JS, Shrager P, Peles E 
(1999) Caspr2, a new member of the neurexin superfamily, is localized at the 
juxtaparanodes of myelinated axons and associates with K+ channels. Neuron 24:1037-
1047. 
 
Poliak S, Salomon D, Elhanany H, Sabanay H, Kiernan B, Pevny L, Stewart CL, Xu X, Chiu SY, 
Shrager P, Furley AJ, Peles E (2003) Juxtaparanodal clustering of Shaker-like K+ 
channels in myelinated axons depends on Caspr2 and TAG-1. The Journal of cell biology 
162:1149-1160. 
 
 149 
Prendergast BJ, Onishi KG, Zucker I (2014) Female mice liberated for inclusion in neuroscience 
and biomedical research. Neuroscience and biobehavioral reviews 40:1-5. 
 
Richards C, Jones C, Groves L, Moss J, Oliver C (2015) Prevalence of autism spectrum disorder 
phenomenology in genetic disorders: a systematic review and meta-analysis. The lancet 
Psychiatry 2:909-916. 
 
Ridder WH, 3rd, Borsting E, Banton T (2001) All developmental dyslexic subtypes display an 
elevated motion coherence threshold. Optometry and vision science : official publication 
of the American Academy of Optometry 78:510-517. 
 
Ringach DL, Mineault PJ, Tring E, Olivas ND, Garcia-Junco-Clemente P, Trachtenberg JT (2016) 
Spatial clustering of tuning in mouse primary visual cortex. Nature communications 
7:12270. 
 
Robertson CE, Ratai EM, Kanwisher N (2016) Reduced GABAergic Action in the Autistic Brain. 
Current biology : CB 26:80-85. 
 
Robertson CE, Martin A, Baker CI, Baron-Cohen S (2012) Atypical integration of motion signals 
in Autism Spectrum Conditions. PloS one 7:e48173. 
 
Rosa MG, Krubitzer LA (1999) The evolution of visual cortex: where is V2? Trends in 
neurosciences 22:242-248. 
 
Roth BL (2016) DREADDs for Neuroscientists. Neuron 89:683-694. 
 
Rougeulle C, Glatt H, Lalande M (1997) The Angelman syndrome candidate gene, UBE3A/E6-
AP, is imprinted in brain. Nature genetics 17:14-15. 
 
Sabatini BL, Oertner TG, Svoboda K (2002) The life cycle of Ca(2+) ions in dendritic spines. 
Neuron 33:439-452. 
 
Sahin M, Sur M (2015) Genes, circuits, and precision therapies for autism and related 
neurodevelopmental disorders. Science. 
 
Salzman CD, Britten KH, Newsome WT (1990) Cortical microstimulation influences perceptual 
judgements of motion direction. Nature 346:174-177. 
 
Salzman CD, Murasugi CM, Britten KH, Newsome WT (1992) Microstimulation in visual area MT: 
effects on direction discrimination performance. The Journal of neuroscience : the official 
journal of the Society for Neuroscience 12:2331-2355. 
 
Sato M, Stryker MP (2010) Genomic imprinting of experience-dependent cortical plasticity by the 
ubiquitin ligase gene Ube3a. Proceedings of the National Academy of Sciences of the 
United States of America 107:5611-5616. 
 
Schindelin J, Rueden CT, Hiner MC, Eliceiri KW (2015) The ImageJ ecosystem: An open platform 
for biomedical image analysis. Molecular reproduction and development 82:518-529. 
 
 
 150 
Schindelin J, Arganda-Carreras I, Frise E, Kaynig V, Longair M, Pietzsch T, Preibisch S, Rueden 
C, Saalfeld S, Schmid B, Tinevez JY, White DJ, Hartenstein V, Eliceiri K, Tomancak P, 
Cardona A (2012) Fiji: an open-source platform for biological-image analysis. Nature 
methods 9:676-682. 
 
Schneider CA, Rasband WS, Eliceiri KW (2012) NIH Image to ImageJ: 25 years of image analysis. 
Nature methods 9:671-675. 
 
Schuett S, Bonhoeffer T, Hubener M (2002) Mapping retinotopic structure in mouse visual cortex 
with optical imaging. The Journal of neuroscience : the official journal of the Society for 
Neuroscience 22:6549-6559. 
 
Scott-Van Zeeland AA, Abrahams BS, Alvarez-Retuerto AI, Sonnenblick LI, Rudie JD, 
Ghahremani D, Mumford JA, Poldrack RA, Dapretto M, Geschwind DH, Bookheimer SY 
(2010) Altered functional connectivity in frontal lobe circuits is associated with variation in 
the autism risk gene CNTNAP2. Science translational medicine 2:56ra80. 
 
Shafai F, Armstrong K, Iarocci G, Oruc I (2015) Visual orientation processing in autism spectrum 
disorder: No sign of enhanced early cortical function. Journal of vision 15:18. 
 
Shansky RM, Woolley CS (2016) Considering Sex as a Biological Variable Will Be Valuable for 
Neuroscience Research. The Journal of neuroscience : the official journal of the Society 
for Neuroscience 36:11817-11822. 
 
Silva-Santos S, van Woerden GM, Bruinsma CF, Mientjes E, Jolfaei MA, Distel B, Kushner SA, 
Elgersma Y (2015) Ube3a reinstatement identifies distinct developmental windows in a 
murine Angelman syndrome model. The Journal of clinical investigation 125:2069-2076. 
 
Simmons DR, Robertson AE, McKay LS, Toal E, McAleer P, Pollick FE (2009) Vision in autism 
spectrum disorders. Vision research 49:2705-2739. 
 
Sincich LC, Horton JC (2003) Independent projection streams from macaque striate cortex to the 
second visual area and middle temporal area. The Journal of neuroscience : the official 
journal of the Society for Neuroscience 23:5684-5692. 
 
Slotnick B (2009) A simple 2-transistor touch or lick detector circuit. Journal of the experimental 
analysis of behavior 91:253-255. 
 
Smith IT, Townsend LB, Huh R, Zhu H, Smith SL (In press) Stream-dependent development of 
higher visual cortical areas. Nature neuroscience. 
 
Smith SL, Trachtenberg JT (2007) Experience-dependent binocular competition in the visual 
cortex begins at eye opening. Nature neuroscience 10:370-375. 
 
Sohal VS, Zhang F, Yizhar O, Deisseroth K (2009) Parvalbumin neurons and gamma rhythms 
enhance cortical circuit performance. Nature 459:698-702. 
 
Steffenburg S, Gillberg CL, Steffenburg U, Kyllerman M (1996) Autism in Angelman syndrome: a 
population-based study. Pediatric neurology 14:131-136. 
 
 151 
Stirman JN, Townsend LB, Smith SL (2016) A touchscreen based global motion perception task 
for mice. Vision research 127:74-83. 
 
Stoner R, Chow ML, Boyle MP, Sunkin SM, Mouton PR, Roy S, Wynshaw-Boris A, Colamarino 
SA, Lein ES, Courchesne E (2014) Patches of disorganization in the neocortex of children 
with autism. The New England journal of medicine 370:1209-1219. 
 
Strauss KA, Puffenberger EG, Huentelman MJ, Gottlieb S, Dobrin SE, Parod JM, Stephan DA, 
Morton DH (2006) Recessive symptomatic focal epilepsy and mutant contactin-associated 
protein-like 2. The New England journal of medicine 354:1370-1377. 
 
Sun HC, Di Luca M, Ban H, Muryy A, Fleming RW, Welchman AE (2016) Differential processing 
of binocular and monocular gloss cues in human visual cortex. Journal of neurophysiology 
115:2779-2790. 
 
Sztainberg Y, Zoghbi HY (2016) Lessons learned from studying syndromic autism spectrum 
disorders. Nature neuroscience 19:1408-1417. 
 
Takarae Y, Sablich SR, White SP, Sweeney JA (2016) Neurophysiological hyperresponsivity to 
sensory input in autism spectrum disorders. Journal of neurodevelopmental disorders 
8:29. 
 
Tanaka K, Sugita Y, Moriya M, Saito H (1993) Analysis of object motion in the ventral part of the 
medial superior temporal area of the macaque visual cortex. Journal of neurophysiology 
69:128-142. 
 
Tank DW, Sugimori M, Connor JA, Llinas RR (1988) Spatially resolved calcium dynamics of 
mammalian Purkinje cells in cerebellar slice. Science 242:773-777. 
 
Tian L, Hires SA, Looger LL (2012) Imaging neuronal activity with genetically encoded calcium 
indicators. Cold Spring Harbor protocols 2012:647-656. 
 
Tohmi M, Meguro R, Tsukano H, Hishida R, Shibuki K (2014) The extrageniculate visual pathway 
generates distinct response properties in the higher visual areas of mice. Current biology 
: CB 24:587-597. 
 
Tremblay R, Lee S, Rudy B (2016) GABAergic Interneurons in the Neocortex: From Cellular 
Properties to Circuits. Neuron 91:260-292. 
 
Trick GL, Silverman SE (1991) Visual sensitivity to motion: age-related changes and deficits in 
senile dementia of the Alzheimer type. Neurology 41:1437-1440. 
 
Van Splunder J, Stilma JS, Evenhuis HM (2003) Visual performance in specific syndromes 
associated with intellectual disability. Eur J Ophthalmol 13:566-574. 
 
Voineagu I, Wang X, Johnston P, Lowe JK, Tian Y, Horvath S, Mill J, Cantor RM, Blencowe BJ, 
Geschwind DH (2011) Transcriptomic analysis of autistic brain reveals convergent 
molecular pathology. Nature 474:380-384. 
 
Vu TH, Hoffman AR (1997) Imprinting of the Angelman syndrome gene, UBE3A, is restricted to 
brain. Nature genetics 17:12-13. 
 152 
Wagor E, Mangini NJ, Pearlman AL (1980) Retinotopic organization of striate and extrastriate 
visual cortex in the mouse. The Journal of comparative neurology 193:187-202. 
 
Wallace ML, Burette AC, Weinberg RJ, Philpot BD (2012) Maternal loss of Ube3a produces an 
excitatory/inhibitory imbalance through neuron type-specific synaptic defects. Neuron 
74:793-800. 
 
Walz NC, Baranek GT (2006) Sensory processing patterns in persons with Angelman syndrome. 
The American journal of occupational therapy : official publication of the American 
Occupational Therapy Association 60:472-479. 
 
Wang Q, Burkhalter A (2007) Area map of mouse visual cortex. The Journal of comparative 
neurology 502:339-357. 
 
Wang Q, Gao E, Burkhalter A (2007) In vivo transcranial imaging of connections in mouse visual 
cortex. Journal of neuroscience methods 159:268-276. 
 
Wang Q, Gao E, Burkhalter A (2011) Gateways of ventral and dorsal streams in mouse visual 
cortex. The Journal of neuroscience : the official journal of the Society for Neuroscience 
31:1905-1918. 
 
Wang Q, Sporns O, Burkhalter A (2012) Network analysis of corticocortical connections reveals 
ventral and dorsal processing streams in mouse visual cortex. The Journal of 
neuroscience : the official journal of the Society for Neuroscience 32:4386-4399. 
 
Weiffen M, Mauck B, Dehnhardt G, Hanke FD (2014) Sensitivity of a harbor seal (Phoca vitulina) 
to coherent visual motion in random dot displays. SpringerPlus 3:688. 
 
Wekselblatt JB, Flister ED, Piscopo DM, Niell CM (2016) Large-scale imaging of cortical dynamics 
during sensory perception and behavior. Journal of neurophysiology 115:2852-2866. 
 
Werling DM, Geschwind DH (2013) Sex differences in autism spectrum disorders. Current opinion 
in neurology 26:146-153. 
 
Whalley HC, O'Connell G, Sussmann JE, Peel A, Stanfield AC, Hayiou-Thomas ME, Johnstone 
EC, Lawrie SM, McIntosh AM, Hall J (2011) Genetic variation in CNTNAP2 alters brain 
function during linguistic processing in healthy individuals. American journal of medical 
genetics Part B, Neuropsychiatric genetics : the official publication of the International 
Society of Psychiatric Genetics 156B:941-948. 
 
Williams CA, Driscoll DJ, Dagli AI (2010) Clinical and genetic aspects of Angelman syndrome. 
Genetics in medicine : official journal of the American College of Medical Genetics 12:385-
395. 
 
Williams CA, Beaudet AL, Clayton-Smith J, Knoll JH, Kyllerman M, Laan LA, Magenis RE, Moncla 
A, Schinzel AA, Summers JA, Wagstaff J (2006) Angelman syndrome 2005: updated 
consensus for diagnostic criteria. American journal of medical genetics Part A 140:413-
418. 
 
Williams DW, Sekuler R (1984) Coherent global motion percepts from stochastic local motions. 
Vision research 24:55-62. 
 153 
Woo KL, Burke D (2008) Technique for measuring speed and visual motion sensitivity in lizards. 
Psicologica 29:133-151. 
 
Xu HP, Furman M, Mineur YS, Chen H, King SL, Zenisek D, Zhou ZJ, Butts DA, Tian N, Picciotto 
MR, Crair MC (2011) An instructive role for patterned spontaneous retinal activity in mouse 
visual map development. Neuron 70:1115-1127. 
 
Yamada Y, Matsumoto Y, Okahara N, Mikoshiba K (2016) Chronic multiscale imaging of neuronal 
activity in the awake common marmoset. Scientific reports 6:35722. 
 
Yang M, Lewis FC, Sarvi MS, Foley GM, Crawley JN (2015) 16p11.2 Deletion mice display 
cognitive deficits in touchscreen learning and novelty recognition tasks. Learn Mem 
22:622-632. 
 
Yashiro K, Riday TT, Condon KH, Roberts AC, Bernardo DR, Prakash R, Weinberg RJ, Ehlers 
MD, Philpot BD (2009) Ube3a is required for experience-dependent maturation of the 
neocortex. Nature neuroscience 12:777-783. 
 
Yizhar O, Fenno LE, Prigge M, Schneider F, Davidson TJ, O'Shea DJ, Sohal VS, Goshen I, 
Finkelstein J, Paz JT, Stehfest K, Fudim R, Ramakrishnan C, Huguenard JR, Hegemann 
P, Deisseroth K (2011) Neocortical excitation/inhibition balance in information processing 
and social dysfunction. Nature 477:171-178. 
 
Zembrzycki A, Stocker AM, Leingartner A, Sahara S, Chou SJ, Kalatsky V, May SR, Stryker MP, 
O'Leary DD (2015) Genetic mechanisms control the linear scaling between related cortical 
primary and higher order sensory areas. eLife 4. 
 
Zhang J, Ackman JB, Xu HP, Crair MC (2011) Visual map development depends on the temporal 
pattern of binocular activity in mice. Nature neuroscience 15:298-307. 
 
Zhao X, Leotta A, Kustanovich V, Lajonchere C, Geschwind DH, Law K, Law P, Qiu S, Lord C, 
Sebat J, Ye K, Wigler M (2007) A unified genetic theory for sporadic and inherited autism. 
Proceedings of the National Academy of Sciences of the United States of America 
104:12831-12836. 
 
Ziv Y, Burns LD, Cocker ED, Hamel EO, Ghosh KK, Kitch LJ, El Gamal A, Schnitzer MJ (2013) 
Long-term dynamics of CA1 hippocampal place codes. Nature neuroscience 16:264-266. 
 
 
