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On-line Learning of Mutually Orthogonal
Subspaces for Face Recognition by Image Sets
Tae-Kyun Kim, Josef Kittler, Member, IEEE, and Roberto Cipolla, Senior Member, IEEE
Abstract—We address the problem of face recognition by matching image sets. Each set of face images is represented by a subspace
(or linear manifold) and recognition is carried out by subspace-to-subspace matching. In this paper, 1) a new discriminative method
that maximises orthogonality between subspaces is proposed. The method improves the discrimination power of the subspace angle
based face recognition method by maximizing the angles between different classes. 2) We propose a method for on-line updating the
discriminative subspaces as a mechanism for continuously improving recognition accuracy. 3) A further enhancement called locally
orthogonal subspace method is presented to maximise the orthogonality between competing classes. Experiments using 700 face
image sets have shown that the proposed method outperforms relevant prior-art and effectively boosts its accuracy by on-line learning.
It is shown that the method for on-line learning delivers the same solution as the batch computation at far lower computational cost and
the locally orthogonal method exhibits improved accuracy. We also demonstrate the merit of the proposed face recognition method on
Portal scenarios of Multiple Biometric Grand Challenge.
Index Terms—On-line learning, manifold-to-manifold matching, subspace, face recognition, image sets, mutually orthogonal subspace
F
1 INTRODUCTION
WHEREAS considerable advances have been madein face recognition in controlled environments,
recognition in unconstrained and changing environ-
ments still remains a challenging problem. Face recogni-
tion by image sets has been increasingly popular because
of their greater accuracy and robustness as compared
with the approaches exploiting a single image as in-
put [2]-[8], [21]. Image set harvested in either a video
or a set of multiple still-shots captures various facial
appearance changes and thus provides more evidence
on face identity than a single image alone. Prior video-
based attempts [18], [19], [20] have shown that including
a strong temporal constraint deteriorates recognition
performance when persons move arbitrarily in a testing
video sequence. Moreover, temporal continuity assump-
tion between consecutive face images is often invalid
when subjects do not face a camera and move abruptly.
In this work, we consider a general scenario where an
image set is a more pertinent input than video.
Of the methods that compare an image set to an image
set, subspace (or manifold) matching based methods
have been shown superior to other approaches such
as aggregation of multiple nearest neighbour vector-
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matches [6] and probability-density based methods [4],
[5] in many studies e.g. [7], [21], [1], [2]. Subspace
representation of image sets allows interpolation of data
vectors thus yielding a robust matching of new data
in the subspaces. Conventionally, when a face image is
given as a vector, distance of the face vector to each
model subspace is measured and the nearest subspace
is picked for its class. Now that we want to classify
a subspace instead of a single vector (i.e. subspace-
to-subspace matching), the distance is no longer valid
but angles between subspaces (called canonical angles,
principal angles or canonical correlations) become a
reasonable measurement. The subspace angle method
also yields an economical matching in time and memory
compared to aggregation of all pairwise vector matches
of two sets [6]. Methods beyond the subspace angles
have also been explored: a generalised form called Grass-
mannian distance is proposed for face recognition in
e.g. [3] where the principal angle has been shown as
one of the Grassmannian distances. In [2], a nonlinear
manifold is obtained as a set of subspaces and the angles
between pairwise subspaces are exploited for manifold-
to-manifold matching. Prior to [2], a mixture of sub-
spaces for manifold principal angles have similarly been
proposed in [31]. More traditionally, a kernel version of
principal angles has also been proposed to deal with
nonlinear manifolds e.g. in [8].
Since Hotelling [22], Canonical Correlation Analysis
(CCA) has been a standard tool to inspect linear rela-
tions between two random variables. Goloub’s formula-
tion [14] for subspace angles is mathematically equiva-
lent to Hotelling’s. CCA has received increasing atten-
tion in related literature: Yamaguchi et al. have adopted
the standard CCA for face recognition by image-sets [7]
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(called Mutual Subspace Method (MSM)) and subse-
quently proposed the constrained subspace which im-
proves the discrimination power of the manifold-angle
method [9], [10], [12] (called Constrained Mutual Sub-
space Method). Bach and Jordan [23] have proposed a
probabilistic interpretation, and Wolf and Shashua [8]
a kernel version to capture nonlinear manifolds. Kim,
Kittler and Cipolla have proposed discriminative learn-
ing for CCA and have shown superior accuracy to other
CCA-based methods [21].
In practice, a complete set of training images is
not given in advance and the execution of the batch-
computation 1 is required whenever new images are
presented. This is too expensive in both time and space.
An efficient model update would be greatly desired to
accumulate the information conveyed by new data so
that the method’s future accuracy is enhanced. E.g. once
a face image set is classified by matching subspaces,
the image set could be exploited to update the existing
subspaces, as shown in Figure 1. Time-efficient recogni-
tion and update by the method proposed in this paper
facilitates interaction between users and a system.
Numerous algorithms have been developed to update
eigenspace as more data samples arrive. The computa-
tional cost of an eigenproblem is cubic in the size of the
respective scatter matrix. In [16], the size of the matrix to
be eigendecomposed is reduced by using the sufficient
spanning set 2, greatly speeding up the computation of
the eigenproblem for update. The method also allows
update over a set of new vectors at a time. Methods for
incremental learning of discriminative subspaces have
also been proposed. Gradient-based incremental learning
of a modified LDA was proposed by Hiraoka et al. [25].
This, however, requires setting of a learning rate. Ye et
al. [24] have proposed an incremental version of LDA,
which can include a single new data point in each
time step. An important limitation is the computational
complexity of the method when the number of classes C
is large. In [17], an incremental LDA has been achieved
by updating the components of both the between class
scatter and total class scatter matrix, thus remaining
efficient regardless of the number of classes. At each
update, the sufficient spanning set is exploited to re-
duce the size of the scatter matrix yielding a speed up
similarly to [16]. While it is worth noting the existence
of efficient algorithms for kernel PCA and LDA [26],
[27], the computational cost of feature extraction of
new samples in these methods is high for a large-size
recognition problem.
Existing discriminative methods for subspace-to-
subspace matching are limited in the aspect of on-
line learning: Constrained Mutual Subspace Method
(CMSM) [9], [10] requires manual setting for the dimen-
sionality of the constrained subspace and its accuracy is
1. All existing images are re-used with new images for computing a
new model.
2. It is a reduced set of basis vectors spanning the space of most data
variation
dependent on the dimension, which precludes automatic
on-line learning. Iterative optimization required in Kim
et al.’s method [21] is computationally costly, making on-
line update difficult. Non-liner extensions of CMSM [12]
comprise kernel parameters to set and require high com-
putational cost in both matching and model learning.
This paper presents a method of on-line learning of
discriminative subspaces for principal-angle based face
recognition. The earlier version of this work [30] has
been rewritten for clarification and conciseness. More
comparisons and experiments have also been added. 1)
The discriminative subspace was first proposed in the
earlier version of this study [30] by generalisaing Oja
and Kittler’s formulation [13] (the proposed method has
been later adopted in e.g. [28], [29]). The method enforces
orthogonality between subspaces and hence improves
the discrimination power of the subspace angle based
classification method. 2) The mutually orthogonalised
subspaces are incrementally learnt by updating compo-
nents of the numerator and denominator of the objective
function respectively. Each update is benefited in both
time and space by the concept of the sufficient span-
ning set used for the incremental Principal Component
Analysis (PCA) in [16]. The proposed method yields an
identical solution to that of the batch-mode computation
but at a far lower computational and space cost. The
on-line method also allows multiple sets of vectors to
be added in a single update, thus avoiding frequent
updates. 3) Finally, recognition accuracy of the discrimi-
native subspace method is improved by maximising the
orthogonality between rival classes, which is seen as an
extension to nonlinear manifolds in a sense (see Sec-
tion 5). In this paper, we mainly explain our method for
subspaces i.e. linear manifolds but the proposed method
may be further generalised to nonlinear manifolds by
representing a manifold as a set of linear manifolds
similarly to [2], [31].
The next section reviews the subspace-angle method
and the Oja and Kittler’s formulation. The proposed
orthogonalisation between subspaces is explained in Sec-
tion 3. The on-line learning method of the orthogonal
subspaces is proposed in Section 4 and the method to
improve the discrimination power in Section 5. Section 6
and Section 7 provide comparative evaluations and con-
clusions respectively.
2 BACKGROUND
2.1 Subspace Angles
Canonical correlations [14], which are cosines of princi-
pal angles between any two d-dimensional linear man-
ifolds (or subspaces) L1 and L2, are uniquely defined
as
cos θi = max
ui∈L1
max
vi∈L2
uTi vi, i = 1, ..., d. (1)
subject to uTi ui = v
T
i vi = 1, u
T
i uj = v
T
i vj = 0, i 6= j.
If P1,P2 denote basis matrices of the two subspaces,
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Fig. 1. Proposed method. The similarity between linear manifolds (or subspaces) is computed as the sum of principal
angles and is used for NN classification. Once a query set has been classified, it can be included in the model by on-line
updating the existing manifold.
canonical correlations are conveniently obtained as sin-
gular values of PT1P2 ∈ Rd×d, only taking O(d3):
PT1P2 = QLΛQ
T
R, Λ = diag(σ1, ..., σd) (2)
where QL,QR are orthogonal matrices 3. Similarity of
two subspaces is then defined as the average of the
canonical correlations and Nearest Neighbor (NN) clas-
sification is performed based on the subspace similar-
ity [7], [8], [21], [28], [29].
2.2 Orthogonality Between Subspaces
We revisit Oja and Kittler’s class-wise feature extraction
method [13]. The method finds the class-specific com-
ponents on which class data have maximum variance
while those of all other classes have zero variance. Then,
a new vector is classified by conventionally measuring
the distance of the vector to the class-specific subspaces.
The method is as follows, replacing their vector notations
with matrices:
Denote the correlation matrices of C classes by Ri, i =
1, ..., C, where Ri = 1/Mi
∑
xxT and Mi is the number
of data points, x, of i-th class. The total correlation matrix
is defined as RT =
∑C
i=1 wiRi where wi ∀i denotes class
priors. The total correlation matrix is eigen-decomposed
s.t. PTTRTPT = ΛT . We then have Z
TRTZ = I by
Z = PTΛ
−1/2
T . This means that matrices wiZ
TRiZ and∑
j 6=i wjZ
TRjZ have the same eigenvectors and the
respective eigenvalue sum must be equal to one: let Ui
be the eigenvector matrix of the i-th class having the
eigenvalues equal to unity in the transformed space by
Z s.t.
wiUTi Z
TRiZUi = Ii, (3)
then ∑
j 6=i
wjUTi Z
TRjZUi = O→ (4)
wjUTi Z
TRjZUi = O, for all j 6= i
3. An orthogonal matrix is a square matrix Q whose transpose is
its inverse: QTQ = QQT = I. Note that this is different from the
orthogonality between subspaces in Section 2.2.
where O is a zero matrix and every matrix
wjUTi Z
TRjZUi is positive semi-definite. If we have the
eigenvector matrix of unity eigenvalues of the j-th class
s.t. wjZTRjZ ' UjUTj , by (4),
wjUTi UjU
T
j Ui = O→ UTi Uj = O. (5)
Two linear manifolds spanned by Ui,Uj are mutually
orthogonal since all the vectors of each space are orthog-
onal to those of the other space.
3 GENERALISED MUTUALLY ORTHOGONAL
SUBSPACES
Clearly, canonical correlations of mutually orthogonal
subspaces are zero by (2) and (5) (put U in the place of
P). The decision is simply made to label a query set as
the same class if the canonical correlations are non-zero
and a different class otherwise. However, in practice, the
eigenvectors having the eigenvalues which are exactly
equal to one in (3), do not often exist. We propose
using the eigenvectors corresponding to the largest few
eigenvalues. The mutual orthogonal subspace (3) is thus
generalized into
wiUTi Z
TRiZUi = ∆i,
∑
j 6=i
wjUTi Z
TRjZUi = I−∆i,
(6)
where Z = PTΛ
−1/2
T (and other notation) as defined
in the previous section and ∆i is the diagonal matrix
corresponding to the largest few eigenvalues. Clearly, the
method seeks the most important basis vectors of each
class that are at the same time the least significant basis
vectors of the ensemble of the rest of the classes. If we
write Ui = ZUi, where the orthogonal basis matrix of
i-th class model is denoted by Ui, the problem can be
written as
max
argUi
|UTi RiUi|
|UTi RTUi|
, i = 1, ..., C. (7)
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From (6)
max
argUi
|UTi wiRiUi|
|UTi
∑
j 6=i wjRjUi|
= max
argUi
|UTi wiRiUi|
|UTi (wiRi +
∑
j 6=i wjRj)Ui|
,
the proposed orthogonalisation improves the discrimina-
tion power of the subspace-angle method (See Section 6).
The solution is given by successively diagonalising ma-
trices as in section 4. Interestingly, the principle of the
Orthogonal Subspace Method (OSM) is very close to
that of CMSM [9]. Both methods find the components
which maximally represent the class data while mini-
mizing the variances of all the other classes. However,
OSM provides the optimal way to choose the number
of such components based on the eigenvalues, while
CMSM requires an empirical setting for the number of
the components, which is practically unfavorable for on-
line learning.
The similarity of two orthogonal subspaces U1,U2
is given as tr(Λ) where Λ is the singular value matrix
in (2) (Put U in the place of P). Nearest Neighbor (NN)
classification is then performed based on the similarity
measure.
4 INCREMENTAL LEARNING OF ORTHOGONAL
SUBSPACES
There are many previous studies for incremental PCA,
but the involvement of matrix inverse and product
in R−1T Ri in the Orthogonal Subspace Method (OSM)
makes incremental learning not straightforward from
prior methods. Among the existing methods for on-
line discriminative subspaces discussed in Section 1,
the framework of [17] is the most appropriate for the
OSM that needs an efficient update for both numerator
and denominator of the OSM criterion. Following the
three step framework of [17], we define new sufficient
spanning sets and a new online method for the OSM.
The incremental OSM solution we propose involves
the following three steps: update the principal
components of each class correlation matrix Ri,
update the principal components of the total correlation
matrix RT and compute the orthogonal components
using the updated sets of principal components. The
method using a sufficient spanning set for incremental
PCA [16] is conveniently applied to each step to reduce
the size of the matrices to be eigendecomposed. The
proposed method provides the same solution as the
batch-mode OSM with far lower computational cost.
When a new data point or set is added to an existing
data set, existing orthogonal subspaces Ui, i = 1, ..., C
are updated to U′i as follows:
a) Updating principal components of class correlation
matrix. The update is defined as
F : (Mi,Pi,Λi,Mni ,Pni ,Λni ) −→ (M ′i ,P′i,Λ′i), (8)
where the number of samples, eigenvector and eigen-
value matrices corresponding to the first few eigenvalues
of the i-th class correlation matrix Ri in an existing data
set are (Mi,Pi,Λi) respectively. The set (Mni ,P
n
i ,Λ
n
i ) de-
notes those of a new data set. This update is applied only
to the classes i that have new data points. For all other
classes, (M ′i ,P
′
i,Λ
′
i) = (Mi,Pi,Λi). The proposed update
is similar to [16] except that correlation matrices are used
instead of covariance matrices. The updated class corre-
lation matrix is R′i ' MiM ′iPiΛiP
T
i +
Mni
M ′i
Pni Λ
n
i P
n
i
T where
M ′i =Mi+M
n
i . The sufficient spanning set of R
′
i is given
as Υi = H([Pi, Pni ]), where H is an orthonormalisation
function of column vectors (e.g. QR decomposition) fol-
lowed by removing zeros vectors. The updated principal
components are then written as P′i = ΥiQi, where Qi is a
rotation matrix. By this representation, the eigenproblem
of the updated class correlation matrix is changed into
a new low dimensional eigenproblem as
R′i ' P′iΛ′iP′Ti −→ ΥTi R′iΥi ' QiΛ′iQTi . (9)
where Qi,Λ′i are eivenvector and eigenvalue matrices
of ΥTi R
′
iΥi. Note that the new eigenvalue problem
requires only O(di3) computations, where di is the
number of columns of Υi. The total computational cost
of this stage takes O(Cn × (d3i +min(N,Mni )3)), where
N is the dimension of input space and Cn is the number
of classes in the new data set given. The latter term is
for computing (Mni ,P
n
i ,Λ
n
i ) from the new data set in
order to perform the update.
b) Updating principal components of total correlation
matrix. The subsequent update is described as
G : (MT ,PT ,ΛT , Mni ,Pni ,Λni ) −→ (M ′T ,P′T ,Λ′T ), (10)
where i = 1, ..., Cn and Cn represents the number of
classes of the new data. MT =
∑C
i=1Mi and PT ,ΛT are
the first few eigenvector and eigenvalue matrices of the
total correlation matrix of the existing data. The updated
total correlation matrix is
R′T '
MT
M ′T
PTΛTPTT +
MnT
M ′T
Cn∑
i=1
wiPni Λ
n
i (P
n
i )
T (11)
where M ′T = MT + M
n
T , M
n
T =
∑
iM
n
i . The sufficient
spanning set of R′T is obtained as
ΥT = H([PT ,Pn1 , ...,PnCn ]) (12)
and P′T = ΥTQT , where QT is a rotation matrix.
Note that the sufficient spanning set is independent of
class prior wi. Accordingly, the new low dimensional
eigenproblem to solve is
R′T ' P′TΛ′TP′TT −→ ΥTTR′TΥT ' QTΛ′TQTT (13)
The computation requires O(d3T ), where d
3
T is the
number of components of ΥT . Note that all Pni have
already been produced at the previous step.
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Batch O(min(N,M ′T )
3 + C ×min(N,M ′i)3)
Incremental O(Cn × (d3i +min(N,Mni )3))
+O(d3T ) +O(C × di3)
Fig. 2. Computation cost for update. N is the dimension
of input vectors, M ′T ,M
′
i are the number of vectors in total
and i-th class of the combined data. Mni is the number of
vectors of i-th class of the new set. The number of classes of
the combined and the new set are denoted by C,Cn. di, dT
are the number of components of the sufficient spanning set
of i-th class and the total set.
c) Updating orthogonal components. The final step ex-
ploits the updated principal components of the previous
steps, which are defined as
H : (P′i,Λ′i, P′T ,Λ′T ) −→ U′i, i = 1, ..., C. (14)
Let Z = P′TΛ
′
T
−1/2, then the denominator term in (7)
ZTR′TZ = I. The remaining problem is to find the
components which maximise the variance of the nu-
merator term in the projected subspace i.e. ZTR′iZ. The
sufficient spanning set of the projected data is given by
Φi = H(P′T TP′i). Then, the eigenproblem to solve is
ZTR′iZ ' U′i∆iU′iT −→ ΦTi ZTR′iZΦi = Q˜i∆iQ˜Ti ,
(15)
where Q˜i,∆i are eigenvector and eigenvalue matrix
respectively. The final orthogonal components are given
as U′i = ΦiQ˜i, i = 1, ..., C. This computation only takes
O(di3), where di is the number of columns of P′i. Note
usually di < dT , where dT is the number of columns of
P′T .
Batch OSM vs. incremental OSM for time and space
complexity. See Figure 2 for the computational cost. The
batch computation of OSM for the combined data costs
O(min(N,M ′T )
3 + C ×min(N,M ′i)3), where the former
term is for the diagonalization of the total correlation ma-
trix and the latter for the projected data of the C classes
(Refer to Section 2 for the batch-mode computation). The
batch computation also requires all data vectors or N×N
correlation matrices to be updated. By contrast, the pro-
posed incremental solution is much more time-efficient
with the costs of O(Cn × (d3i + min(N,Mni )3)), O(d3T )
and O(C×di3) for the three steps respectively. Note di ¿
M ′i , dT ¿M ′T , Mni ¿M ′i . The proposed incremental al-
gorithm is also very economical in memory costs, which
corresponds to the data (Pi,Λi,PT ,ΛT ), i = 1, ..., C.
5 LOCALLY ORTHOGONAL SUBSPACES
The pairwise class prior wij is proposed to improve
the discriminatory power of the method. The locally
orthogonal method defines
max
argUi
|UTi RiUi|
|UTi RiTUi|
, where RiT =
C∑
j=1
wijRj . (16)
The pairwise class prior wij = 1, if j-th class subspace
is close to i-th class subspace in terms of the subspace
similarity, wij = 0 otherwise. That is, the method finds
the component that maximises the variance of i-th class
and minimises the variance of neighboring classes. The
use of a set of total correlation matrices RiT , which
are locally defined, instead of a single total correlation
matrix RT , is more appropriate to capture nonlinear
manifolds of entire data vectors. Note, however, that in
the proposed method each class data is still modeled as
a single subspace. This may be further extended to a set
of subspaces when each class exhibits highly nonlinear
manifolds. The similar ideas have appeared in [2], [31].
Normalization. When classifying a query set, the
locally orthogonal components of the query set are
computed with respect to i-th model class using RiT
for i = 1, ..., C. NN recognition is then performed
in terms of the normalised subspace similarity as
(si−mi)/σi where si is the subspace similarity between
the query and i-th model and mi, σi are the mean
and standard deviation of subspace similarities of
validation image sets with the i-th class model. As each
class exploits a different total correlation matrix, the
score normalization process is required for classification.
Time-efficient classification. Batch computation of
the C locally orthogonal subspaces of a query
set for classification is time-consuming, i.e. taking
O(C × min(N,Mq)3), where Mq is the number of
vectors in the query set. This computational cost is
reduced using the update function H(Pq,Λq,PiT ,ΛiT )
in Section 4, where Pq,Λq are the eigenvector and
eigenvalue matrices of the correlation matrix of
the query set and PiT ,Λ
i
T of the class specific total
correlation matrix RiT respectively. Note that this only
requires O(C × d3q), where dq is the number of columns
of Pq . The subsequent canonical correlation matching
with C models is not computationally expensive. It only
costs O(C × d3) (Refer to Section 2.1), where d is the
dimension of the orthogonal subspaces.
Incremental update of LOSM. Incremental update of
the locally OSM may be similarly done as described
in previous sections. The three steps in Section 4 are
remained as the same except that the total correlation
matrix is replaced with the class specific total correlation
matrices defined above with wij . Thus, when a new
data set is added to the j-th class, the total correlation
matrices that have nonzero wij need to be updated, which
increases the time complexity of the previous step up to
C fold. In each update, the sufficient spanning set of the
total correlation matrix remains the same as (12), since
it is independent of the weight terms.
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Fig. 3. Data set. (top) Frames from a typical video sequence
from the database used for evaluation. The motion of the user
was not controlled, leading to different poses. (bottom) The 7
different illumination conditions in the database.
6 EVALUATION
6.1 Data set
We used the face video database of 100 subjects. For each
person, 7 video sequences of the individual in arbitrary
motion were collected. Each sequence was recorded in
a different illumination setting for 10s at 10fps and
320×240 pixel resolution (see Figure 3). Following au-
tomatic localization using a cascaded face detector [15]
and cropping to the uniform scale, images of faces were
histogram equalized. Each sequence is then represented
by a set of raster-scanned vectors of the normalized
images.
6.2 Batch OSM vs Incremental OSM in accuracy and
time complexity
The incremental OSM yielded the same solution as the
batch-mode OSM for the data merging scenario, where
the 100 sequences of 100 face classes of a single il-
lumination setting were initially used for learning the
orthogonal subspaces. Then, the sets of the 100 face
classes of other illumination settings were additionally
given for the update. We set the total number of updates
including the initial batch computation to be 6 and
the number of images to add at each iteration around
10,000. The dimension of the uniformly scaled images
was 2,500 and the number of orthogonal components
was around 10. The latter was set to capture more than
99% of the energy from the eigenvalue plot. We used all
10 canonical correlations for classification. See Figure 4
(a) for the example orthogonal component computed
by the proposed incremental algorithm and the batch-
mode. The figure shows the element values (y-axis) of
the 400-dimensional (x-axis) basis vectors. The errors
compare favorably with the working precision of our
machine. Figure 4 (b) shows the insensitivity of the
incremental OSM to the dimension of the subspace of
the total correlation matrix. The incremental OSM yields
the same accuracy as the batch-mode OSM, provided the
retained dimensionality of the subspace is sufficient. The
subspace dimensionality was automatically chosen from
the eigenvalues plots of the correlation matrices at each
update. Figure 5 (a) shows the accuracy improvement
of the incremental OSM according to the number of
updates. It efficiently updates the existing orthogonal
subspace models with new evidence contained in the
0 50 100 150 200 250 300 350 400
-0.25
-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
0.25
Dimension of the Orthogonal Component
F
e
a
tu
re
 V
a
lu
e
Batch OSM
INC OSM
50 100 150 200 250 300 350 400
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Subspace dimension of the total correlation matrix 
Id
en
tif
ic
at
io
n 
ra
te
Effect of the dimension on the test set
INC OSM
(a) (b)
Fig. 4. Batch vs. Incremental OSM-1. (a) Example or-
thogonal components, which are computed by the incremental
and the batch-mode, are very alike. (b) Insensitivity of the
incremental OSM to the dimensionality of the subspace of the
total correlation matrix. The incremental solution yields the
same solution as the batch-mode, provided the dimensionality
of the subspace is high enough.
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Fig. 5. Batch vs. Incremental OSM-2. (a) Accuracy
improvement of the incremental OSM for the number of
updates. (b) Computational costs of the batch and incremental
OSM.
additional data sets, giving increasing accuracy. The
computational costs of the batch OSM and the incre-
mental OSM are compared in Figure 5 (b). Whereas the
computational cost of the bath-mode is largely increased
as the data is repeatedly added, the incremental OSM
keeps the cost of the update low.
6.3 Accuracy comparison with prior arts
Another experiment was designed for comparing the
accuracy of several other methods with the proposed or-
thogonal and locally orthogonal subspace methods. The
training of all the algorithms was performed with the
data acquired in a single illumination setting and testing
with a single other setting. An independent illumination
set comprising both training and test sets was used for
the validation. We compared the performance of Mutual
Subspace Method (MSM) [7], where the dimension of
each subspace is 10, representing more than 99% en-
ergy of the data, CMSM [10] used in a state-of-the-art
commercial system FacePass [11], where the dimension
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Fig. 6. Accuracy comparison.
of the constrained subspace was set to be 360, which
yielded the best accuracy for the validation set, Discrim-
inative Canonical Correlations (DCC) [21], Orthogonal
Subspace Method (OSM), and Locally Orthogonal Sub-
space Method (LOSM), where the class priors were set
by a threshold returning a half of the total classes as
the neighboring classes. The component numbers of the
total correlation matrix and the orthogonal subspaces of
OSM and LOSM were 200 and 10 respectively. Figure 6
compares the recognition accuracy of all methods, where
the experiment numbers correspond to the combinations
of the training/test lighting sets. OSM was superior
to CMSM and similar/or inferior to DCC except in
experiment 4 and 6. The proposed locally orthogonal
subspace method (LOSM) outperformed all the other
methods.
6.4 Portal scenario of Multiple Biometric Grand
Challenge
We have participated in the portal challenge of Multiple
Biometric Grand Challenge [32]. The task is to match a
query video captured at portal with still gallery images
like passport photos i.e. a single image per person for
face verification. The data set has in total 110 still images
in gallery set and 140 videos in query set. The still images
were captured in a studio quality (i.e. a good lighting,
frontal facial pose and high resolution condition) and the
videos in a poor indoor lighting including various head
poses, scales and illumination changes. The challenge
involves two experiments (called mask 1 and mask
2) taking different combinations of gallery and query
subjects. See [32] for details. We have augmented 50
face gallery images by random affine transformations
obtaining a set of face images per person. The other set
of face images, typically composed of 150-200 images,
was extracted from each query video, thus comprising
set-to-set matching. Each face image is represented by
multi-scale local binary pattern (LBP) histograms [33]
(See Figure 7). For cropped face images of 142×120
pixels, 10 LBP operators of the radius from one to ten
were used. The number of non-overlapped regions was
81 or 100. We have proposed the three methods: the
first is to compute the similarity score of each query
Fig. 7. Multi-scale Local Binary Pattern His-
tograms.Multi-scale LBP images are divided into several
non-overlap regions. Each region is represented as a histogram.
Equal error rate(%) K* Mask 1 Mask 2
Method 1 (Image Frame based) 100 0.88% 1.36%
Method 1 (Image Frame based) 81 0.83% 1.50%
Method 2 (Image Set based) 81 1.93% 1.17%
Method 3 (Fusion) 81 0.70% 0.98%
Fig. 8. MBGC Face verification results. *denotes number
of components in LBPs.
image with a gallery image in the PCA+LDA space (leant
by the augment gallery images) and to combine the
similarity scores over the images of a query video. The
second method is to match a query set to a gallery set
by OSM based on LBPs: OSM is applied to each local
component and the subspace similarities are summed
over components. The third one is obtained by fusion of
the two methods. Figure 8 shows the accuracy compar-
ison by equal error rate (%). Increasing the number of
components in LBPs improved the accuracy. The image
frame based method with 100 components exhibited
better accuracy than the image set based method OSM
with 81 components in Mask1 but poorer in Mask2. The
fusion method improved the best single method for both
Masks. Note that the proposed subspace method worked
well on the sparse representation of LBP.
7 CONCLUSIONS
In the object recognition task involving image sets,
the development of an efficient incremental learning
method for handling increasing volumes of image sets
is important. Image data emanating from environments
dramatically changing from time to time is continu-
ously accumulated. The proposed incremental solution
of the orthogonal subspaces and the locally orthogo-
nal subspaces facilitates a highly efficient learning to
adapt to new data sets. The same solution as the batch-
computation is obtained with far lower complexity in
both time and space. In the recognition experiments
using 700 face image sets, the proposed LOSM delivered
the best accuracy over all other relevant methods.
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