The problem of improving the contour error in twodimensional CNC machines is considered in this paper. The nonlinear autoregressive with exogenous inputs (NARX) network is a dynamic neural architecture commonly used for input-output modeling of nonlinear dynamic systems. In the work presented here, two sets of off-line trained NARX networks are used to predict the position outputs at the next sampling time instant for the two axes of a CNC machine. From these values, the expected axial components of the contour error for the next instant is computed and used to adjust the reference position inputs to compensate for this error. The inputs to the NARX networks are the original uncompensated reference position inputs and actual axial positions together with corresponding values in past instances, the number of these latter depending upon the complexity of the dynamics of the system. An iterative procedure is used to improve compensation performance. Simulation results using linear, circular and parabolic contours show that this approach can significantly improve contouring accuracy. Although modelbased in its control strategy, this approach does not require an accurate knowledge of the system's dynamic model as the NARX networks are trained using actual input-output data which can be readily obtained from the system during operation.
Introduction
CNC machine tools are used widely in the manufacturing and other industries to achieve efficiency of production and improved machining accurary, particularly for parts with complex contours and surfaces. With increasing demands for higher performance and lower cost, a key interest is developing readily implementable control strategies for these machines which can improve their contouring accuracies. Improving contouring accuracies in multi-axis machines are accomplished primarily through the design of advanced controllers which reduces directly the axial following, or tracking, errors in these machines through compensation for these errors through reference position input adjustments [1, 2, 3] . Many of these approaches are model-based requiring accurate dynamic models of the system-undercontrol to achieve good performance. Modelling errors lead to significant degradation in contouring performance.
Obtaining accurate dynamic models of these complex machines, on the other hand, is not easily or readily accomplished. Manufacturing variabilities are such that even for the same make and model of machine, there can be significant variations in their dynamic models which can affect contouring performance if the same dynamic model is used for the control strategy.
Poo et al. [4] and Xi et al. [5] showed that axial tracking, or following, errors can result in significant contour errors when the axial dynamics of the CNC systems are not properly matched. Through analysis and simulations of Type 1 contouring systems, they showed that when the axial dynamics are perfectly matched, perfect contour tracking with zero contour can be achieved for linear contours even there are significant following errors. With improperly matched axial dynamics, circular contours become distorted into elliptical shapes with significant contour errors. With perfectly matched axes, circular contours became perfect circles with contour errors becoming very significantly reduced. However, for circular contours, there remains a radial error the value of which depends upon the matched axial gains and angular velocity the tool takes along the circle. Xi et al. [5] also proposed a simple experimental approach for adjusting the axial loop gains in order to achieve matching axial dynamics. Actual experiments conducted on a bi-axial contouring machine showed effectively of the approach and significantly reduced contour errors were achieved even when there are very significant axial following errors once the axial gains are properly tuned.
Instead of focusing on directly reducing axial following errors and compensating for the contour errors, Koren [8] proposed, in 1980, a cross-coupled controller (CCC) for biaxial control of a machine's axes which focused directly on reducing the contouring errors. This first proposed CCC was primarily for linear contours. Subsequently in 1991, Koren and Lo [9] proposed a variable-gain CCC for overcoming the limitations of the original CCC in dealing with non-linear contours and with the non-zero steady-state errors.
In 2012, Huo and Poo [7] proposed a generalized cross-coupled control (GCCC) approach, based on the principles of the variable-gain CCC, which can be extended for use for any free-form contour and without the need for a priori knowledge of the function of this contour. In their approach, a real-time cross-coupled gain determination method was devised which is independent of the type of the contour. Through simulations and experiments, this approach was shown to be capable of significantly reducing contour errors even when there are significant mismatch in the axial dynamics.
Many approaches to control and compensation are model-based for which good performance depends upon the accuracy of the dynamic model used. Errors in the dynamic model used can significantly degrade performance. Artificial neural networks, with their abilities to be trained to learn complex input-output relationships of a system, have a natural advantage in the modeling of complex systems as they do not demand a first-principles approach. They have been widely investigated as a foundation component of intelligent control systems based on a black box approach. However, the application of neural networks to contour error control has only been reported in a few research papers.
In 1998, Luo et al. described a neural network approach was for force and contour error control in milling operations [10] . Two sets of neural networks were used with one for maintaining a desired cutting force specified by the feedrate and the other for reducing the contour error caused by the dynamic lag of the servo systems. Based on experiments conducted, they reported the effectiveness of this approach which can be used for any arbitrary contour.
Crispin et al. [12] used a neural network to improve the performance of the cross-coupled controller. The neural network was trained to learn the relationship between the linear contour angle θ and the cross-coupled gains C x and C y . The trained neural network was then applied in real-time to interpolate for the cross-coupled gain values for planning circular and other curved trajectories.
The use of wavelet transforms and neural networks for detecting machine tool contour errors was reported by Fan et al. [15] . In their approach, wavelet transforms were used to extract the special features of the machine tool contouring errors and neural networks used classifier for these errors. Good results were reported.
In this paper, a NARX-network based contour error reduction (NCER) approach is presented. NCER can be used for any arbitrary contour without the need for a priori knowledge of the function of the contour. Two NARX networks are used to predict the axial positions at the next sampling instance. Based on these predicted position values, the contour error is estimated using the contour error estimation method that was used in [6] . The reference axial position compensation values are then computed. Simulation experiments conducted using this approach for a linear, a circular and a parabolic contour show the effectiveness of NCER in reducing contour errors.
The remainder of the paper is organized as follows: Section 2 introduces the basic structures of the NARX model, the contour error estimation method used and how the compensation values for both the X-and the Y-axes are generated. Section 3 presents the results of the simulation experiments using the proposed error compensation strategy. Finally, the conclusion follows in Section 4.
NARX-network based contour error reduction

The NARX neural network
Artificial neural networks are computational models which consist of many artificial neurons. They have been applied to model complex relationships between inputs and outputs or to find patterns in data.
As a kind of neural networks, the nonlinear autoregressive model with exogenous inputs (NARX) network is commonly used for predicting future values in a non-linear model which needs to be analyzed according to time series. The NARX network can be mathematically represented as follows [14] :
(1) where F is a nonlinear function of its arguments and r(k) and s(k) are the input and output, respectively, at the k th sampling instant. Fig. 1 shows the topology of a NARX network with tapped-delay-line (TDL) memory of q and t units for the input and the output respectively.
There are two basic modes of NARX networks, the parallel (P) mode and the series-parallel (SP) mode. The SP mode, shown in Fig. 1 , uses the actual previous outputs, s(k) as input to NARX instead of the estimated previous outputs,ŝ(k). The SP mode has the advantage it has a purely feedforward architecture and, as such, static backpropagation can be used for training. In this paper, the SP mode NARX network is used. 
Multilayer Perceptron
CNC servo systems
The main components providing axial motions in a CNC are the sampled-data axial position feedback control systems for the various axes. Two such axes in a two-axis CNC system are illustrated in Fig. 2 . The instructions specifying the parameters of machining are generated first according to the machining operation required on the workpiece. Based on these machining instructions, an interpolator then generates the necessary axial reference position data for each sampling instant and feed these as reference inputs to the machine position drives as shown in the figure. Reducing contour errors through reference input compensation can easily be effected by adding the compensation terms to the axial reference inputs, r x and r y in the figure, This compensation approach does not not require any modification to the hardware of the CNC system or to the individual axial position feedback control systems which can increase the cost of the CNC system.
In the work described here, the part of the axial drive system between the reference inputs, r x and r y , and the position outputs, x and y, are modeled using NARX neural networks, with one SP NARX network similar to that shown in Fig. 1 , use for each of the axes. The inputs to the NARX network, for example in the case of the X-axis, will be the reference input r x (k) and position output x(k) at the k th sampling instant. Training of the NARX networks are performed off-line with training data obtained from the sequences of reference inputs r x and r y and the corresponding output sequences x and y when the CNC system is made to move in some pattern which covers its entire workspace. After they have been trained, the NARX networks are then used, at each sampling instant, to predict the position outputs at the next sampling instant.
Real-time contour error components estimation based on piecewise linear approximation
In this NCER approach, after the NARX networks has predicted the machine's position at the next sampling instant, the contour error at that instant needs to be determined. The axial compensation values to be applied to the axial reference input positions, r x and r y , are then components of this predicted contour error but in the opposite direction.
To determine the deviation of the machine position at the next sampling instant, as predicted by the NARX networks, from the desired contour, the desired contour first needs to be defined. In CNC machining systems, the desired contour is defined by the series of discrete reference position inputs, r x and r y in Fig. 2 , with one set of such inputs presented at each sampling instant. The desired contour is thus defined accurately only at these discrete reference input positions. Between these discrete points, some form of interpolation will be needed in order to achieve the maximum possible resolution in the computation of the contour error.
In the work done presented here, straight line segments are used to connect adjacent discrete reference input positions to completely define the desired contour. The deviation of the predicted machine position at the next sampling instant from this desired contour is the predicted contour error at the next sampling instant. The contour error, based on this approach, is illustrated in Fig. 3 . th to the k th instant and P oint P is the predicted machine position at the next (k + 1) th instant. The predicted actual position, P , of the machine generally will lag behind the reference input position r(k) due to axial following errors.
For any predicted machine position P (x p , y p ), there is always a point P * (x o , y o ) on the desired contour which is closest to it. In Fig. 3 , point P is shown located on a straight line segment connecting two adjacent reference input positions. The distance between point P (x p , y p ) and P * (x o , y o ) will then be the contour error at P oint P . The X-and the Y-axes components of this contour error are then given by ε x = x o − x p and ε y = y o − y p respectively.
More details on how point P * (x o , y o ) can be determined, based on given coordinates of the P oint P and the reference input positions r(k − 5), r(k − 4), ..., r(k) can be found in [6] .
Contour error control scheme
The basic idea of NCER with a PI control law is shown in Fig. 4 . The following definitions are used to help describe the algorithm used for NCER. At the k th sampling instant
• x(k), y(k) -the actual output data of the contouring system.
• r xd (k), r yd (k) -the reference inputs data based on the desired contour.
• r x (k), r y (k) -the actual (compensated) reference inputs applied to the contouring system.
•x i (k),ŷ i (k) -the i th generation of the predicted output.
• ε x,i , ε y,i -predicted i th generation of the components of the contour error at the next or (k + 1) th instant.
• f (ε x,i ), f (ε y,i ) -output of PI controller for predicted i th generation of the components of the contour error at the next instant.
•r x,i (k),r y,i (k) -the i th generation of the reference input based on predicted contour errors.
In NCER, the algorithm for computing the compensated values of the reference inputs to be applied to the system are given in the following steps.
Step 1 Let i = 1 and letr x,1 (k) = r xd (k),r y,1 (k) = r yd (k).
Step 2 Since r x (k − 1), ..., r x (k − q + 1) and x(k − 1), ..., x(k − t + 1) are already in the delay-line memories, applyr x,i (k) and x(k) to the X-axis NARX network to generate the predicted value of the output,x i (k+1), at the next (k + 1) th instant. Likewise,ŷ i (k + 1) is predicted using the Y-axis NARX model.
Step 3 The predicted position (x i (k + 1),ŷ i (k + 1)) are used to determine the contour error components, ε x,i and ε y,i , at the (k + 1) th instant using the method described in Section 2.3.
Step 4 To further reduce the steady-state errors, PI control law was added to process the contour error components. The next generation of compensated ref-
Step 5 Increase generation i by one and repeat Steps (2) to (4) to compute the next generation of compensated reference inputs. This is repeated for the desired number of generations or until the predicted contour error shows no further significant reduction. In this paper six generations are used.
Step 6 With six generations being used, the compensated reference inputs applied to the system are then r x (k) =r x,6 (k) and r y (k) =r y,6 (k). 
Simulation experiments
To test its performance, the proposed NCER strategy was applied on a linear, a circular and a parabolic contour. The structure of the bi-axial control system used in the simulation experiments is as shown in Fig. 2 . For the servo system of each axis, a second order Type 1 system, K s(τ s+1) , was chosen as the model for the axial dynamics, and a proportional controller with gain K p was used. The time constants of axial dynamics were chosen as τ x = 0.01 s and τ y = 0.015 s so as to have mismatched axes. The gain constants, K x and K y , were tuned such that the damping ratios for both axes were the usual recommended value of 0.707. The proportional gains were chosen as K px = K py = 1.
Generation of data for network training and simulation
For the training of the NARX neural networks, sequences of the reference inputs r x , r y together with those of the axial outputs x, y are required. For the simulation experiments, only the reference inputs r x , r y at each sampling instance are needed. The axial outputs can be acquired from the dynamic plant mentioned in the very beginning of Section 3, so here only the generation of the reference inputs will be discussed. For the linear contour with a starting point located at the origin (0, 0), the reference position inputs were generated using
where L is the distance in mm from the starting point (0, 0) of the desired reference position, (r x (k), r y (k)), at the k th sampling instant , f is the feedrate chosen as 2400 mm/min, T = 0.001 s is the sampling period, and θ is the angle the desired linear contour makes with the X-axis. For the circular contour with its center at the origin (0, 0) and a starting point at (R, 0) where R is the radius of the circular contour, the reference position inputs were generated using
where φ denotes the angle of the arc made by the desired reference position, (r x (k), r y (k)), from the starting point at the k th sampling instant. In generating these reference positions for both the training of the NARX network and simulation, a feedrate of f = 2400 mm/min was used.
For the parabolic contour, the function y = 0.5x th straight line segment, can be determined by
y s (i + 1) = 0.5x
The angle made by the i th straight line segment with the X-axis is given by,
Once (x s (i), y s (i)) and θ(i) have been determined, the desired reference position inputs are generated for this i th straight line segment using
For both network training and the simulation experiment, the parameters used are f = 2400 mm/min and ds = 0.1 mm.
NARX network training
To generate training sets for the NARX networks, the sequences of input-output data when generating a circular contour with R = 60 mm and two linear contour with angles θ = 0 • and θ = 90
• were recorded and used. A single perceptron network with a single hidden layer was used for the NARX networks as this is sufficient to approximate any bounded continuous function. The number of neurons in the hidden layer which gave the best contour error was found, through trial and error experimentation, to be 6. In a similar way, the number of inputs in the reference input sequences, r x and r y , and in the actual machine positions, x and y, that are required as inputs to the NARX networks, or q and t respectively in Fig. 1 , are found to be 3 for both. To have richer frequency contents in the training data sets, white noise was added to the reference positions inputs when generating the circular and the two linear contours during the process of generating training data for the NARX networks.
Network training was done using the software MAT-LAB. The mean squared error was used as the measure of the errors during training. Training epoch up to 2000 was performed and the error measure during training for both the X-and the Y-axes went down to the order of 10 −12 .
Error control with trained NARX models
To evaluate the effectiveness of NCER, simulation experiments were performed for both the uncompensated system and the same system compensated with NCER. The three types of contours, linear, circular and parabolic were used in the simulations. For the PI control law used in NCER, suitable values for the P-gain and I-gain were found, by trial and error, to be 8 and 100, respectively.
Figs. 5 and 6 show, for the uncompensated system and the NCER compensated system respectively, the contour errors obtained for the linear contour with an angle of θ = 30
• to the X-axis. As can be clearly seen from these figures, with NCER, the contour error was reduced from a maximum of about 200 μm for the uncompensated system to about 4 μm.
The contour errors obtained for the circular contour with the radius R = 40 mm are shown in Figs. 7 and 8 for the uncompensated system and the NCER-compensated system respectively. From these figures. It can be seen again that, with NCER compensation the contour errors have been effectively reduced. the maximum contour error was reduced from about 200 μm to less than 4 μm.
Figs. 9 and 10 show the results for the parabolic contour. From the figures, it can be seen that the maximum contour error of about 180 μm for the uncompensated system shown in Fig. 9 was reduced to about 5 μm for the NCER-compensated system shown in Fig 10. 
Conclusion
In this paper, a NARX-network based contour error reduction (NCER) approach, based on reference position input compensations, was proposed. NCER can be used for any free-form contour and is particularly useful for CNC systems in which the desired reference contours are defined by a sequence of discrete reference position inputs. NCER focussed on directly reducing the contour errors rather than indirectly through reducing axial tracking errors. By using a neural network, which can be trained using sequences of actual machine input-output data, to model the axial dynamics, NARX avoids the problem many other modelbased approaches faced for which performance become significantly degraded in the presence of modeling errors.
The simulation studies performed show that very good performance was achieved by NCER with contour errors significantly reduced when tested on a linear, a circular and a parabolic contour. 
