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Abstract—This work examines the hypothesis that partially
observable Markov decision process (POMDP) planning with
human driver internal states can significantly improve both
safety and efficiency in autonomous freeway driving. We evaluate
this hypothesis in a simulated scenario where an autonomous
car must safely perform three lane changes in rapid succes-
sion. Approximate POMDP solutions are obtained through the
partially observable Monte Carlo planning with observation
widening (POMCPOW) algorithm. This approach outperforms
over-confident and conservative MDP baselines and matches or
outperforms QMDP. Relative to the MDP baselines, POMCPOW
typically cuts the rate of unsafe situations in half or increases
the success rate by 50%.
I. INTRODUCTION
THERE are many criteria that an autonomous vehicle maybe judged by, but two of the most important are safety and
efficiency. Unfortunately, safety and efficiency often oppose
one another. Our hypothesis is that planning techniques that
consider internal states such as intentions and dispositions of
other drivers can simultaneously improve safety and efficiency.
An important concept for investigating this hypothesis is the
distinction between epistemic uncertainty that can be reduced
through learning and aleatory uncertainty which cannot be
reduced with any kind of knowledge. Though much of the
uncertainty in autonomous driving is practically aleatory, it is
reasonable to classify internal state uncertainty as epistemic.
The partially observable Markov decision process (POMDP)
framework provides a way to formulate a planning problem
that considers both epistemic and aleatory uncertainty. Many
researchers have explored human behavior POMDPs in au-
tonomous driving scenarios (e.g. [1, 2, 3, 4]). This work aims
to provide insight into the following questions in the context of
a challenging freeway multiple lane change scenario (Fig. 1):1
1) Can POMDP planning significantly improve safety
and efficiency? While there are many impressive quali-
tative results in the literature [2, 1, 3], these studies often
do not include systematic quantitative evidence that a
POMDP approach can significantly outperform a simpler
approach, even in an idealized simulation environment.
This work isolates the decision information structure as
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1These questions have been approached in a previous preliminary investi-
gation [5], but this study builds upon it significantly by considering a more
realistic success criterion, using a POMDP algorithm that is qualitatively more
capable, and investigating performance degradation when the planner has an
inaccurate model.
the experimental variable, comparing state-uncertainty-
aware POMDP solution methods to similar MDP meth-
ods that consider all uncertainty to be aleatory.
2) Can useful POMDP solutions be found in real
time? Several researchers have demonstrated that useful
POMDP solutions are readily computable [6], but this
work demonstrates this on larger problems with a vari-
able number of vehicles that may be encountered on a
multilane highway.
3) How are the performance advantages of POMDP
planning related to the distribution of driver behav-
iors? This work shows that the correlation of different
aspects of driving behavior has a large effect on the
relative performance of different planning methods.
4) How quickly does performance degrade when the
POMDP model used for planning does not match the
real world? Since it is difficult to guarantee that models,
especially human models, match the dynamics of the
world exactly, it is important to understand the effects of
model mismatch. This work characterizes performance
when the parameters of the world simulation model do
not match the planning model.
The paper proceeds as follows: Section II gives a short intro-
duction to multi-objective optimization and POMDP planning.
Section III gives a detailed problem description, and solution
approaches are described in Section IV. Finally, Section V
addresses the questions above with numerical results.
II. BACKGROUND
This section introduces some concepts and techniques used
for planning in autonomous driving.
A. Objectives for Automated Driving
Autonomous vehicles are designed for multiple objectives.
Two of the most important are safety and efficiency.
Safety is often defined as a guarantee that a certain set
of negative outcomes will never occur, that is, unsafe states
are unreachable even under worst-case disturbances. However,
this notion of safety is clearly unattainable in many cases
because other vehicles may easily force collisions if they take
adversarial actions. Thus, autonomous vehicle engineers must
pursue a more modest objective: minimizing the likelihood of
reaching unsafe states.
Efficiency is accomplishing a goal with minimum resource
use. In particular, one of the most valuable resources that
autonomous vehicles will manage is time; they must be
judicious in their use of time to reach a destination.
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2Fig. 1. Planning with human internal states using POMCPOW. The green car is the ego vehicle. The color of the other cars indicates the average value of
their true internal parameters: red drivers are more aggressive and blue drivers more timid. The lines indicate the predicted trajectories of the vehicles in the
tree, including rollouts. White lines are the ego vehicle trajectories; red, blue and purple lines indicate trajectories of other vehicles with the color indicating
the sampled parameter values for that vehicle in the tree. Small green and red circles indicate the estimated value at action nodes in the tree.
Safety and efficiency have a complex relationship. Usually
they are opposed to one another. For example, maintaining
slower speeds and yielding to other drivers is typically safer
but is also less efficient. At first, it may seem that safety is
a strictly higher priority than efficiency, but consumers will
not sacrifice efficiency without limit [7]; if an autonomous car
gains a reputation of reaching its destination 5 minutes later
than competitors, it is reasonable to assume that some vehicle
owners or riders will choose another competitor. Moreover, in
some cases acting too cautiously in a way that is uncharacter-
istic of human drivers can also be unsafe [8, 9].
In addition to safety and efficiency, autonomous cars may
need to take other factors like passenger comfort, profits for
manufacturers and operators, environmental impact, and social
utility into account.
B. Pareto Frontier Analysis
One approach to multiobjective problems encountered in
autonomous driving is to create a single objective function
that is a weighted sum of the functions corresponding to the
individual objectives,
maximize
pi
J0(pi)+λ1J1(pi)+λ2J2(pi)+ . . .+λnJn(pi), (1)
where λi are the relative weights. For example in this
work, J0 will be an efficiency reward, and J1 will be a
safety reward. This scalarization approach allows conventional
decision-making algorithms to be used, but choosing appro-
priate weights before solving the problem is often difficult.
This work adopts a stance that is agnostic to the value λ
by focusing on Pareto frontier analysis. A solution is said to
be Pareto-optimal if no objective can be improved without
adversely affecting another objective. The Pareto front is the
set of all Pareto-optimal solutions. Every solution to problem
(1) for a positive value of λ lies on the convex hull of the
Pareto front (see Boyd and Vandenberghe [10], Example 2.27).
Additional Pareto-optimal points that are not part of the convex
hull may also exist, but they cannot be found by solving
problem (1).
Since exact solutions to the problems studied in this work
are intractable, it is impossible to reliably generate points on
the true Pareto front. Instead, approximate Pareto fronts are
constructed by connecting approximate solutions to (1) with
straight lines (see Fig. 3 for examples). Conclusions about
different algorithms can be reached by comparing the resulting
curves generated by those algorithms. Given two algorithms, A
and B, if the Pareto front for A is in a better position than that
of B for most or all values of λ, then it is possible to argue that
algorithm A is superior to algorithm B without committing to
a particular value of λ.
C. POMDPs
The partially observable Markov decision process (POMDP)
is a mathematical formalism that can represent a wide range
of sequential decision making problems [11, 12]. In a Markov
decision process (MDP), an agent takes actions that affect the
state of the system with the goal of maximizing a reward
collected by visiting certain states. In a POMDP, this task
is made much more difficult because the agent only gains
information about the state through noisy observations.
A POMDP is defined by the tuple (S,A, T ,R,O,Z, γ).
The state space, S, is the set of all possible states. The
action space, A, is the set of all actions available to the
agent. The transition model, T , represents the likelihood of
different transitions, where T (s′ | s, a) denotes the probability
that the system will transition to state s′ given that action a
is taken in state s. The reward function, R, represents the
rewards received while interacting in the environment, where
R(s, a, s′) denotes the reward for transitioning from s to s′
when action a is taken. O is the observation space, and Z is
the observation model, where Z(o | s, a, s′) is the probability
or probability density of receiving observation o in state s′
given that the previous state and action were s and a [11, 12,
13]. Finally, γ ∈ [0, 1] governs how reward is discounted in
the future (see Eq. (2)).
Since an agent acting in a partially observable environment
does not have perfect access to the state, it must make
decisions based only on the history of observations that it has
received. Bayes rule can be used to calculate the probability
that they system is in each state conditioned on the previous
observations. This distribution is known as the belief, and B is
the space of all possible beliefs. Choosing actions based on the
belief is often more straightforward than choosing based on
the history, and the discussion in this work will be constrained
to approaches that make decisions based on belief.
The objective in a POMDP is to find a policy, pi, that maps a
belief to an action maximizing the expected sum of all future
rewards. This expected sum for a given policy is called the
value function, and will be denoted with V pi(b):
V pi(b) ≡ E
[ ∞∑
t=0
γtR(st, pi(bt), st+1)
∣∣∣∣∣ b0 = b
]
, (2)
3where subscript t denotes the time step. The discussion in this
work will also refer to the belief-action value function, Q. The
Q value is the value of taking action a at the current step and
then executing a specified policy at future steps,
Qpi(b, a) ≡ E [R(s, a) + γV pi(b′)| b] (3)
The value function is important because it provides a basis for
dynamic programming solutions, and a POMDP optimization
problem can be written as
maximize
pi:B→A
V pi(b). (4)
When the superscript pi is omitted, V refers to the optimal
value or an estimate of the optimal value.
In some cases, the solution to the underlying fully ob-
servable MDP corresponding to a POMDP is useful [14].
For a POMDP (S,A, T ,R,O,Z, γ), the underlying MDP is
(S,A, T ,R, γ). The optimal state-action value function for
this MDP will be denoted with
QMDP(s, a) =
R(s, a) + max
pi:S→A
E
[ ∞∑
t=1
γtR(st, pi(st))
∣∣∣∣∣ s0 = s
]
. (5)
D. Monte Carlo Tree Search
Though POMDPs are very powerful in terms of expres-
sion, even the class of finite-horizon POMDPs is PSPACE-
complete, indicating that it is unlikely that efficient general
exact algorithms for large problems will be discovered [15].
Because of this, approximations are used. In this work, five
different approximate POMDP solution methods, described in
detail in Section IV-A, are considered. All of these approaches
use variants of Monte Carlo tree search (MCTS) [16] with
double progressive widening (DPW) [17], but each makes a
different set of assumptions.
Given an initial state (or belief in the POMDP case), a
policy may be represented by a tree with alternating layers
of state and action nodes in the MDP case or observation
and action nodes in the POMDP case. MCTS uses Monte
Carlo simulations to incrementally construct and search only
important parts of this tree.
This technique reduces computation compared to an exact
offline (PO)MDP solution (which is impossible for a problem
as large as this) in several ways. First, by computing actions
online starting from the current state, the solver must only
consider states that are likely to be visited in the near future.
Second, by estimating the value function Q(s, a) (or Q(b, a)
in the POMDP case) at each action node and running more
simulations for actions that are promising according to an
upper confidence bound [16], it limits computation wasted on
parts of the tree that are not likely to be in the optimal policy.
Double progressive widening further focuses computation
by considering only a limited, but gradually increasing, num-
ber of sampled states or observations. In this way, the solver
is able to search deeper into the tree, that is, further into the
future, than algorithms that consider more states.
In some of the approaches used in this work, MCTS is
directly applicable because they involve solving an MDP
that approximates the true POMDP. However, in the full
POMDP formulation, the state is not directly observed and
planning must be conducted in the belief space. Since full
Bayesian belief updates are computationally expensive, the
POMCPOW algorithm extends MCTS to include approximate
beliefs represented by weighted particle collections that are
gradually improved as the tree is searched [18]. Though the
particle weighting scheme has been shown to be sound [19],
a proof that POMCPOW converges to the optimal POMDP
solution has not yet been given.
E. Related Work
POMDPs are particularly well suited for modeling decisions
for autonomous vehicles because they explicitly capture the
limitations of the vehicle’s sensors in measuring the relevant
state variables. Some research focuses on physical variables
that are hidden because of occlusions or other sensor lim-
itations [20, 21, 22, 23]. Other research focuses on latent
states that are internal to human drivers [24, 4, 1, 25, 26]
or pedestrians [6, 27].
There has also been substantial effort in identifying models
that accurately represent the behavior of human drivers for
planning purposes. Specific efforts include learning these mod-
els from data [28, 29], representing these models efficiently
[30, 31], recognizing the intent of other drivers online [32],
using game-theoretic approaches to model interaction [33, 34],
and predicting motion with models that respect kinematics and
inferred constraints [35].
Though sensors can accurately measure many of the relevant
variables pertaining to the physical state of the vehicles, the
internal state (e.g., intentions and aggressiveness) of other
drivers and road users can only be indirectly inferred [24, 6,
36, 32, 35]. This fact is central to the hypothesis explored in
this work: that inferring and planning with an estimate of the
internal states of the traffic participants will improve safety
and efficiency.
III. PROBLEM FORMULATION
The hypothesis is tested in a freeway driving scenario
(Fig. 1). A vehicle must navigate from the rightmost to the
leftmost lane of a four lane freeway within a specified distance
while maintaining safety and comfort.
The driver models used in this work are collision-free, that
is, all human-driven and autonomous vehicles will stop or slow
in time to avoid a collision. The decision to adopt collision-
free models was made because no suitable model for the
interactions of human-driven vehicles leading up to a collision
was found. Thus instead of counting collisions to evaluate
the safety of the system, any situation in which any human-
driven or autonomous vehicle has to break hard to avoid a
collision is marked unsafe. The following sections describe
the mathematical details of the simulation model.
A. POMDP Formulation
The freeway driving scenario is formulated as a POMDP
with the following elements:
4• State space, S: A system state,
s = (q0, q1, θ1, . . . qN , θN ) ∈ S,
consists of the physical state of the ego vehicle (q0), and
physical state and behavior model for each of the N other
cars in the scene. A physical state,
qi = (xi, yi, x˙i, y˙i),
consists of the car’s longitudinal and lateral position and
velocity. An internal state, θi, consists of values for the
behavior parameters listed in Table I.
• Action space, A: An action, a = (x¨e, y¨e) ∈ A, consists
of the longitudinal acceleration and lateral velocity of the
ego vehicle. The action space is discrete and pruned to
prevent crashes (see Section III-D).
• State transition model, T : S × A × S → R: The
value T (s, a, s′) is the probability of transitioning to state
s′ given that action a is taken by the ego at state s.
This function is implicitly defined by a generative model
that consists of a state transition function, F (·), and a
stochastic noise process (see Section III-C).
• Reward model, R : S×A×S → R: The reward function,
defined in Section III-E, rewards reaching the left lane
within the distance limit and penalizes unsafe actions.
• Observation space, O: An observation, o ∈ O consists
of the physical states of all of the vehicles, that is o =
(q1, . . . , qN ). No information about the internal state is
directly included in the observation.
• Observation model, Z : S ×O → R: The value Z(s′, o)
is the probability of receiving observation o when the
system transitions to state s′. In these experiments, the
physical state is assumed to be known exactly, though it
is not difficult to relax this assumption.
The remainder of this section elaborates on this model.
B. Driver Modeling
The driver models for each car have two components: an
acceleration model that governs the longitudinal motion and a
lane change model that determines the lateral motion. In this
work, the acceleration model is the Intelligent Driver Model
(IDM) [37], and the lane change model is the “Minimizing
Overall Braking Induced by Lane change” (MOBIL) model
[38]. Both have a small number of parameters that determine
the behavior of the drivers. The distribution of these parame-
ters in the population of vehicles will be denoted Θ.
The IDM Model was developed as a simple model for “mi-
croscopic” simulations of traffic flows and is able to reproduce
some phenomena observed in real-world traffic flows [37]. It
determines the longitudinal acceleration for a human-driven
car, x¨, based on the desired distance gap to the preceding car,
g, the absolute velocity, x˙, and the velocity relative to the
preceding car ∆x˙. The longitudinal acceleration is governed
by the following equation:
x¨IDM = a¯
[
1−
(
x˙
x˙0
)δ
−
(
g∗(x˙,∆x˙)
g
)2]
, (6)
where g∗ is the desired gap given by
g∗(x˙,∆x˙) = g0 + T x˙+
x˙∆x˙
2
√
a¯b
. (7)
Brief descriptions and values for the parameters not defined
here are provided later in Table I.
A small amount of noise is also added to the acceleration
x¨ = x¨IDM + w, (8)
where w is a random variable with a triangular distribution
with support between −a¯/2 and a¯/2. In cases where the noise
might cause a hard brake or lead to a state where a crash is
unavoidable, the distribution is scaled appropriately.
The MOBIL model makes the decision to change lanes
based on maximizing the acceleration for the vehicle and
its neighbors. When considering a lane change, MOBIL first
ensures that the safety criterion ˜¨xn ≥ −bsafe, where ˜¨xn will
be the acceleration of the following car if the lane change is
made and bsafe is the safe braking limit. It then makes the lane
change if the following condition is met
˜¨xc − x¨c + p
(
˜¨xn − x¨n + ˜¨xo − x¨o
)
> ∆ath (9)
where the quantities with tildes are calculated assuming that
a lane change is made, the quantities with subscript c are
quantities for the car making the lane change decision, those
with n are for the new follower, and those with o are for the
old follower. The parameter p ∈ [0, 1] is the politeness factor,
which represents how much the driver values allowing other
vehicles to increase their acceleration. The parameter ∆ath is
the threshold acceleration increase to initiate a lane changing
maneuver. Parameter values are listed in Table I.
C. Physical Dynamics
The physical dynamics assume time is divided into discrete
steps of length ∆t. The longitudinal dynamics assume constant
acceleration, and the lateral dynamics assume constant velocity
over a time step.
There is a physical limit to the braking acceleration, bmax.
Lateral velocity is allowed to change instantly because cars
on a freeway can achieve the lateral velocity needed for a
lane change in time much shorter than ∆t by steering. If
MOBIL determines that a lane change should be made, the
lateral velocity, y˙, is set to y˙lc. Lane changes are not allowed
to reverse. Once a lane change has begun, y˙ remains constant
until the lane change is completed (this is the reason that y˙ is
part of the state). When a vehicle passes over the midpoint of
a lane, lateral movement is immediately stopped so that lane
changes always end at exactly the center of a lane.
Since MOBIL only considers cars in adjacent lanes, there
must be a coordination mechanism so that two cars do not
converge into the same lane simultaneously. In order to ac-
complish this, if two cars begin changing into the same lane
simultaneously, and the front vehicle is within g∗ of the rear
vehicle, the rear vehicle’s lane change is canceled.
In order to reduce the computational demands of decision-
making, only 50 m of road in front of the ego and 50 m behind
are modeled. Thus, a model for vehicle entry into this section
5is needed. If there are fewer than Nmax vehicles on the road, a
new vehicle is generated. First, a behavior for the new vehicle
is drawn from Θ, and the initial speed is set to x˙0 + σvelw0,
where x˙0 is the desired speed from the behavior model and
w0 is a zero-mean, unit-variance, normally distributed random
variable that is independent for each car. If this speed is greater
than the ego’s speed, the new vehicle will appear at the back
of the road section; if it is less, it will appear at the front. For
each lane, g∗ is calculated, either for the new vehicle if the
appearance is at the back or for the nearest following vehicle
if the appearance is at the front. The new vehicle appears in
the lane where the clearance to the nearest car is greatest. If no
clearance is greater than g∗, the new vehicle does not appear.
Once the ego reaches the target lane (y = ytarget) or passes the
distance limit (x ≥ L), the problem terminates.
Throughout this paper, the behavior described so far will be
denoted compactly by the state transition function
s′ = F (s, u, w) . (10)
D. Action Space for Crash-Free Driving
At each time step, the planner for the ego must choose the
longitudinal and lateral acceleration. For simplicity, the vehicle
chooses from up to ten discrete actions. The vehicle may
make an incremental decrease or increase in speed or maintain
speed, and it may begin a left or right lane change or maintain
the current lane. The combination of these adjustments make
up nine of the actions. The final action is a braking action
determined dynamically based on the speed and position of the
vehicle ahead. In most cases, the acceleration for this action is
a nominal value, −bnominal, but this is sometimes overridden.
At each time step, the maximum permitted acceleration, amax,
is the maximum acceleration that the ego could take such that,
if the vehicle ahead immediately begins braking at the physical
limit, bmax, to a stop, the ego will still be able to stop before
hitting it without exceeding physical braking limits itself. The
braking action is (x¨e, y¨e) = (min{amax,−bnominal}, 0).
The inclusion of the dynamic braking action guarantees that
there will always be an action available to the ego to avoid
a crash. At each step, the action space is pruned so that if
x¨e > amax or if a lane change leads to a crash, that action is
not considered. Since the IDM and MOBIL models are both
crash-free [39], and actions that lead to crashes for the ego are
not considered, no crashes occur in the simulation. Eliminating
crashes in our model is justifiable because it is likely that in
an actual autonomous vehicle a high-level planning system
would be augmented with a low-level crash prevention system
to increase safety and facilitate certification. In addition, it is
difficult to model driver behavior in the extraordinary case of
a crash.
E. Reward Function and Objectives
The qualitative objectives in solving this problem are to
reach the target lane within a specified distance, L, and
maintain the comfort and safety of both the ego and the other
nearby vehicles. Thus, the following two metrics are used to
evaluate planning performance: 1) the fraction of episodes in
which the ego reaches the target lane, and 2) the fraction of
episodes in which any vehicle operates in an unsafe manner.
For this work, hard braking and unusually slow velocity are
considered unsafe. A hard braking maneuver is defined as
x¨ < −bhard and slow velocity as x˙ < x˙slow, where bhard and
x˙slow are chosen to be uncomfortably abrupt deceleration or
slow travel that might result in an accident in real conditions
(see Table II). In addition to quantifying safety, hard braking
also serves as a proxy for comfort.
In order to encourage the planner to choose actions that will
maximize these metrics, the reward function for the POMDP
is defined as follows:
R(s, a, s′)
= in goal(s′)
− λ (any hard brakes(s, s′) + any too slow(s′))
(11)
where
in goal(s′) = 1(ye = ytarget, xe ≤ L),
any hard brakes(s, s′) = max
i∈{1,...,N}
{1(x˙′i − x˙i < −bhard∆t)},
any too slow(s′) = max
i∈{1,...,N}
{1(x˙i < x˙slow)}.
That is, there is a positive reward for reaching the target lane
within the distance limit, and hard brakes and slow velocity for
any car are penalized. The weight λ balances the competing
goals and can be adjusted to create an approximate curve of
Pareto-optimal solutions.
F. Initial Scenes
Initial scenes for the simulations are generated by beginning
a simulation with only the ego on the road section and then
simulating 200 steps to allow other vehicles to accumulate.
IV. SOLUTION APPROACHES
The planning approaches investigated in this work all in-
volve approximate planning with variations of MCTS-DPW
(Section II-D). These variations are enumerated and described
below. For some of these variations, a belief over the internal
states of other drivers is maintained with a particle filter which
is described in detail in Section IV-B.
A. Approximate Planning Approaches
Five approximate planning variations were used to generate
the results. They are enumerated below and illustrated in
Figure 2.
1) Assume normal behavior: The first approach uses
MCTS-DPW to solve an MDP assuming that all drivers
act with identical “normal” internal state (see Table I).
2) Model all uncertainty as aleatory uncertainty (Naive
MDP): This approach uses MCTS-DPW to plan as if all
uncertainty is simply aleatory uncertainty, that is, as if
the problem were an MDP with a state consisting only
of the physical state and the internal states were random
variables, independent at each timestep, distributed ac-
cording to the internal state distribution Θ. This model
6(a) Assume normal behavior (b) Naive MDP (c) Mean state MDP (d) QMDP (e) POMCPOW
Fig. 2. Comparison of approximate planning approaches. Squares correspond to action nodes, solid circles to states or state nodes, with different colors
representing different internal states of the other drivers, and unfilled circles to belief nodes.
would be the result of fitting a Markov model with only
the physical state based on data from all drivers.
3) Mean state MDP (MSM): In this approach, a particle
filter is used to maintain a belief distribution over the
driver internal states. At each timestep MCTS-DPW is
used to solve the fully observable MDP using the mean
internal state values Es∼b[s]. This approach is some-
times referred to as certainty equivalence control. In
this approach, MCTS seeks to approximate the following
policy:
piMSM(b) = argmax
a
QMDP
(
E
s∼b
[s], a
)
. (12)
4) QMDP: The QMDP approximation is based on an al-
gorithm proposed by Littman, Cassandra, and Kaelbling
[14] that uses value iteration to find the QMDP values
(Eq. (5)) for a POMDP and then takes the action that
maximizes the expected QMDP value for the belief.
In this work, the QMDP values are estimated through
MCTS-DPW instead of value iteration. The expected
QMDP value for a belief action pair is
QMDP(b, a) = E
s∼b
[QMDP(s, a)] (13)
=
∫
s∈S
QMDP(s, a)b(s) ds, (14)
and MCTS-DPW seeks to find the policy
piQMDP(b) = argmax
a
E
s∼b
[QMDP(s, a)] . (15)
Since it chooses the action that maximizes this value,
it is easy to see that the QMDP approximation is the
optimal solution to a hypothetical problem with partial
observability on the current step, but that subsequently
becomes fully observable.
5) POMCPOW: This approach uses the POMCPOW al-
gorithm to find an approximate solution to the POMDP.
Figure 1 illustrates this planning technique.
The first two approaches are baselines, representing ways to
force the epistemic uncertainty in the POMDP into an MDP
formulation. The first optimistically assumes that it knows the
internal states of other drivers, making it an overconfident
baseline. The second, on the other hand, is a conservative
baseline; it plans pessimistically assuming it can learn nothing
new about the drivers.
The MLMDP and QMDP methods passively learn online
using particle filtering. However, during planning, they assume
that all information about the state of the problem is known
(MLMDP) or will become known after one step (QMDP). This
makes these planners overly optimistic and thus systematically
suboptimal. Moreover, because of this optimistic assumption
about knowledge during planning, there is no incentive for
learning about the state, and hence these policies will not take
costly actions for active learning, even if such actions are part
of the optimal solution to the POMDP. Nevertheless, these
approximations are useful in many domains because they are
much easier to compute than the full POMDP solution since
they require only the solution to the fully observable MDP.
POMCPOW is the closest approximation to the exact
POMDP solution. It considers epistemic state uncertainty at
deeper levels of the tree, and is thus able to find the best
policies for this problem.
B. Internal State Filtering
In the MLMDP, QMDP, and POMCPOW approaches, on-
line estimation of θ is accomplished with a particle filter [40].
Filtering is independent for each car, but all of the behavior
parameters for a given car are estimated jointly. There are
two versions of the filter. In the first version, a particle, θˆ,
consists of values of all model parameters. In the second
version, all parameters are assumed perfectly correlated (see
Section V-A), so a particle consists of only a single value, the
“aggressiveness”.
The belief at a given time consists of the exactly known
physical state, q, and a collection of M particles, {θˆk}Mk=1,
along with associated weights, {W k}Mk=1. To update the belief
when action u is taken, M new particles are sampled with
probability proportional to the weights, and sampled noise
values {wˆk}Mk=1 are used to generate new states according
to sˆk′ = F ((q, θˆk), u, wˆk). The new weights are determined
by approximating the conditional probability of the particle
given the observation:
W k′ =

max
{
0,
a−2 |x˙′−ˆ˙x′|
a
}
if y′ = yˆ′
γlane max
{
0,
a−2 |x˙′−ˆ˙x′|
a
}
o.w.

∝∼ Pr
(
θˆk
∣∣∣ o)
7where x˙′ and y′ are taken from the observation, ˆ˙x′ and ˆ˙y′ are
from sˆk′, the max expression is proportional to the probability
density of the acceleration noise triangular distribution, and
γlane ∈ [0, 1] is a hand-tuned parameter that penalizes incorrect
lane changes (see Table II).
V. RESULTS
The computational results from this study are designed to
meet the two goals of 1) quantifying the size of the gap
between the baseline control algorithm and the maximum
potential lane change performance and 2) showing which cases
internal state estimation and POMDP planning can approach
the upper bound on performance. Experiments are carried out
in three scenarios, each with a different distribution of internal
states. In each of these scenarios, each of the approaches
described in Section IV are compared with an approximate
upper performance bound obtained by planning with perfect
knowledge of the behavior models. The open source code
for these experiments can be found at https://github.com/sisl/
Multilane.jl/tree/master/thesis.
A. Driver Model Distribution Scenarios
For the numerical testing, three internal state distribution
scenarios are considered. In all of these scenarios, drivers
behave according to the models presented in Section III-B,
however the IDM and MOBIL parameter values are distributed
differently.
Table I shows typical parameter values for aggressive,
timid, and normal drivers. The values are taken from Kesting,
Treiber, and Helbing [39], but some have been adjusted
slightly so that the parameters for the normal driver are exactly
half way between values for the timid and aggressive drivers.
In all three of the scenarios, the marginal distributions of the
parameters are uniformly distributed between the aggressive
and timid values.
The difference between the scenarios is the correlation of
the parameter values. In order to maintain consistent marginal
distributions while varying the correlation, copulas are used.
A copula is a multivariate distribution with uniform marginal
distributions, but a joint distribution that causes the variables
to have nonzero correlation [41]. An n-dimensional Gaussian
copula is defined by a correlation matrix, Σ, and has the
cumulative distribution function (CDF)
FGC(x) = ΦΣ(Φ
−1(x1), . . . ,Φ−1(xn)), (16)
where ΦΣ is the CDF for a multivariate Gaussian distribution
with covariance Σ, and Φ−1 is the inverse CDF for a univariate
Gaussian distribution. If random vector X has CDF FGC, then
for any i 6= j, the correlation between Xi and Xj is Σij .
In Scenario 1, all of the parameters are independently
distributed. In Scenario 2, all of the parameters are perfectly
correlated so that all parameters are deterministic functions
of a single uniformly-distributed random variable, the “ag-
gressiveness” of the driver. In Scenario 3, the distribution is
correlated between these two extremes. Specifically, it is a
Gaussian copula with a covariance matrix with 1 along the
diagonal and correlation parameter ρ elsewhere. The values
drawn from this distribution are scaled and translated to lie
between the aggressive and normal limits.
For Scenario 3, the value of ρ is 0.75, and Scenarios 1 and
2 can be thought of as limiting cases where ρ approaches 0
and 1, respectively. In Scenarios 1 and 3, the first version of
the particle filter, which estimates all of the model parameters
jointly, is used, whereas in Scenario 2, the second version
of the particle filter that assumes fully correlated parameters
is used, that is, it only estimates a single “aggressiveness”
parameter for each car. The mean state MDP planner uses
this “aggressiveness” parameter for all scenarios because this
resulted in better performance. The small scatter plots in Fig. 3
illustrate the level of correlation by plotting sampled values of
two of the parameters.
TABLE I
IDM AND MOBIL PARAMETERS FOR DIFFERENT DRIVER TYPES.
IDM Parameter Timid Normal Aggressive
Desired speed (m s−1) x˙0 27.8 33.3 38.9
Desired time gap (s) T 2.0 1.5 1.0
Jam distance (m) g0 4.0 2.0 0.0
Max acceleration (m s−2) a¯ 0.8 1.4 2.0
Desired deceleration (m s−2) b 1.0 2.0 3.0
MOBIL Parameter Timid Normal Aggressive
Politeness p 1.0 0.5 0.0
Safe braking (m s−2) bsafe 1.0 2.0 3.0
Acceleration threshold (m s−2) athr 0.2 0.1 0.0
TABLE II
VARIOUS SIMULATION PARAMETERS
Parameter Symbol Value
Simulation time step ∆t 0.75 s
Max vehicles on road Nmax 10
Lane change rate y˙lc 0.67 lanes/s
Distance limit L 1000 m
Velocity noise standard deviation σvel 0.5 m s−1
Physical braking limit bmax 8.0 m s−2
Penalized hard braking limit bhard 4.0 m s−2
Penalized minimum speed x˙slow 15 m s−1
UCT exploration parameter c 8
DPW linear parameter k 4.5
DPW exponent parameter α 0.1
MCTS search depth 40
MCTS iterations per step 1000
Particle filter wrong lane factor γlane 0.05
Number of Particles (Joint Parameter Filter) M 5000
Number of Particles (Aggressiveness Filter) M 2000
Reward ratios for Pareto points λ 0.5, 1, 2, 4, 8
B. Pareto Front Comparison
Figure 3 shows approximate Pareto fronts illustrating the
performance in terms of safety and efficiency of each of the
approaches described in Section IV. Each of the points on the
curve shows the result of 5000 independent simulations of the
scenario with a particular safety-efficiency tradeoff weight, λ.
The baseline and upper bound approaches perform as ex-
pected. The baseline planner that assumes all vehicles act with
normal behavior parameters creates over-confident plans. That
is, it is able to reach the goal a large proportion of the time,
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Fig. 3. Approximate Pareto performance curves. Error bars indicate the
standard error of the mean. The inset scatter plots indicate the correlation
between parameters. Each point in the inset plot indicates a value of T (x
axis) and x˙0 (y axis) sampled from the parameter distribution.
but it causes many safety violations. On the other hand, the
naive MDP approximation is over-cautious. That is, it can
attain a high level of safety, but it is never able to meet the
goal more than 80 % of the time. The omniscient upper bound
planner achieves performance equal to or greater than all other
approaches.
As expected, better plans are attained as more accurate
uncertainty is modeled in planning. The mean state MDP
approach usually performs better than the baselines because
it dynamically estimates the model parameters, but it is still
overconfident (achieving a high success rate, but sacrificing
safety) because it plans without any internal state uncertainty.
QMDP performs better than mean state MDP because it
considers samples from the entire estimated internal state
distribution when planning. Since the vehicle does not have
to take costly information-gathering actions to accomplish its
goal, POMCPOW only outperforms QMDP in certain cases.
One immediate concern that should be raised about the
approximate Pareto frontiers in Fig. 3 is that they are not all
convex. The Pareto-optimal points generated by solving opti-
mization problems of the form in (1) must lie on the convex
hull of the true Pareto front. Thus, approximate Pareto fronts
plotted by connecting particular solutions with straight lines as
in Fig. 3 should be convex. Particularly egregious violations
of convexity can be found in the mean state MDP curve in
Fig. 3, Scenario 1, and the normal behavior assumption curve
in Fig. 3, Scenario 3, where there are “kinks” at the third point
from the top (λ = 2) that prevent these curves from even being
monotonic.
The lack of convexity may be due to some combination of
the following reasons:
1) The performance objectives plotted in the graphs do not
exactly match the stage-wise reward function (11). For
example, the planner observes a larger penalty if there
are multiple safety violations, but this is not reflected in
the plots.
2) The MCTS-DPW solution method is itself stochastic and
has no guarantees of convergence in finite time.
3) Even given infinite computing time, the solvers will con-
verge to inaccurate approximations of the true POMDP
solution (except, perhaps, for POMCPOW).
One compelling explanation for the kinks mentioned above
is that, as λ is increased, since the planner is penalized
more severely for unsafe actions, it plans a more conservative
trajectory and stays on the road longer. The longer time on
the road gives more chances for unsafe events to occur which
are difficult for the planner to predict and avoid because of
its inaccurate model. This explanation is corroborated by the
results in Fig. 4. In both places where there were previously
kinks, the number of hard brakes per kilometer decreases as
λ increases.
C. Correlation Comparison
It is also interesting to consider the effect that the correlation
between model parameters has on the relative effectiveness
of the control approaches. Figure 3, Scenario 1, shows that
when there is no correlation, QMDP offers a significant
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Fig. 4. Average hard braking frequency and success rate.
advantage over mean state MDP, and POMCPOW offers a
further significant advantage over QMDP. In this case, since
the parameters are uncorrelated, there is a large amount of
uncertainty in them even when some (e.g. x˙0) are easy to
observe, and since POMCPOW is able to plan into the future
considering this uncertainty, it performs better. On the other
hand, when the parameters are fully correlated as shown in
Fig. 3, Scenario 2, all of the parameters are easy to estimate by
observing only a few, so there is not a significant performance
gap between MSM, QMDP, and POMCPOW; all are able to
close the gap and achieve nearly the same performance as the
upper bound. Fig. 3, Scenario 3, shows the expected behavior
between the extremes.
Figure 5 shows the performance gaps at more points
between ρ = 0 and 1. As the correlation increases, the
approximate POMDP planning approaches get steadily closer
to closing the performance gap with the upper bound. These
results have significant implications for the real world. It
suggests that if most human driver behavior is correlated with
easily measurable quantities, near-optimal performance can be
achieved by simpler approaches like MSM. If there is little
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Fig. 5. Performance variation with Θ correlation. Error bars indicate the 68 %
(corresponding to one standard deviation in a normal distribution) confidence
region determined by the Hoeffding bound. The Naive MDP performance is
not shown because it is significantly lower than the other approaches.
correlation, more advanced planners that carry the uncertainty
further into the future are needed.
D. Robustness
In the experiments above, internal parameter distribution
is assumed to be known exactly. Because there will be dif-
ferences between any model used in planning and the way
human drivers actually behave, it is important to test planning
algorithms for robustness. This section contains tests in which
the parameter distribution for planning differs from the true
distribution.
1) Parameter Correlation Robustness: The first robustness
test examines the effect of correlation inaccuracy. POMCPOW
and QMDP planners that assume no correlation and full
correlation are tested against simulation models with varying
levels of correlation. Figure 6 shows the results. Performance
does not degrade abruptly when the correlation model is
inaccurate, though there is an advantage to planning with a
correlated model when the true parameters are fully correlated.
2) Parameter Domain Robustness: In the second robustness
test, the domain from which the parameters are drawn is
expanded by a variable factor. Specifically, in the new test
distribution, the “Normal” values from Table II are still used
as the midpoints of the distribution, but the distance to the
extremes is multiplied by the expansion factor. For example,
if the expansion factor is 2, the marginal distribution of the
desired time gap, T , is uniform between 0.5 s and 2.5 s.
Distributions that contain physically nonsensical values such
as a negative jam distance, g0, are truncated. The planner
always uses the distribution defined by values from Table II.
Figure 7 shows the results of tests with expansion factor
values between 0.2 and 2.0. All approaches have signifi-
cantly more success when the expansion factor is less than
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Fig. 6. Parameter correlation robustness study. Error bars indicate the 68 %
confidence region determined by the Hoeffding bound.
1, indicating that the problem is easier in this case, even
with an inaccurate model. There is significant performance
degradation at higher expansion factors, both in absolute terms
and relative to the omniscient upper bound. However, this
degradation is one-sided; there is little performance lost due
to planning with distribution domains that are larger than the
true distribution domain. This one-sidedness suggests that, in
practice, prior distributions should be chosen conservatively
(i.e. with a larger domain than that of the true distribution) so
that the planner can handle situations with both higher- and
lower-than-expected levels of uncertainty.
VI. CONCLUSION
This study compared POMDP and MDP planning for au-
tonomous lane changing. By using the same basic algorithm,
MCTS-DPW, for both POMDP and MDP planning, we have
isolated the effects of modeling different types of uncertainty.
In particular, the POMDP planners model human drivers’ in-
ternal states as epistemic uncertainty, while the MDP methods
only consider aleatory uncertainty.
The advantage of the POMDP approaches is clear in all
of the tests. However, the relative effectiveness of differ-
ent POMDP approaches depends on the correlation of the
distributions of the internal states. If the internal states are
highly correlated, simply estimating them with a particle filter
and planning assuming certainty equivalence is adequate to
nearly match the upper performance bound. On the other hand,
when the parameters are uncorrelated, the QMDP planner
performs much better than the certainty equivalence planner,
and POMCPOW performs much better than QMDP. Moreover,
in this uncorrelated case, there is a significant gap between all
approaches and the upper bound.
Experiments also characterize the robustness of the algo-
rithms to incorrect parameter distributions. POMCPOW and
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QMDP do not suffer significant performance degradation
when the parameter correlation is not correct. Robustness
to inaccuracy in the parameter domain is one-sided: when
the true domain is larger than that assumed by the planners,
performance is adversely affected, but when the true domain
is smaller, there is no degradation.
The primary weakness of this investigation is the model
of the other drivers. Since the IDM and MOBIL models
were developed to simulate large scale traffic flow [37, 38],
simulations with these models may not be accurate. Incorpo-
rating models learned from data would further validate the
conclusions drawn here. The model used here also neglects
dynamic intentions of other drivers. Planning based on the
possible intentions of other drivers would likely be even more
powerful than the approach investigated here because it would
enable sophisticated interaction and communication between
the autonomous cars and humans.
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