Motivation: Carbohydrate sugar chains, or glycans, are considered the third major class of biomolecules after DNA and proteins. They consist of branching monosaccharides, starting from a single monosaccharide. They are extremely vital to the development and functioning of multicellular organisms because they are recognized by various proteins to allow them to perform specific functions. Our motivation is to study this recognition mechanism using informatics techniques from the data available. Previously, we introduced a probabilistic sibling-dependent tree Markov model (PSTMM), which we showed could be efficiently trained on sibling-dependent tree structures and return the most likely state paths. However, it had some limitations in that the extra dependency between siblings caused overfitting problems. The retrieval of the patterns from the trained model also involved manually extracting the patterns from the most likely state paths. Thus we introduce a profilePSTMM model which avoids these problems, incorporating a novel concept of different types of state transitions to handle parent-child and sibling dependencies differently. Results: Our new algorithms are more efficient and able to extract the patterns more easily. We tested the profilePSTMM model on both synthetic (controlled) data as well as glycan data from the KEGG GLYCAN database. Additionally, we tested it on glycans which are known to be recognized and bound to proteins at various binding affinities, and we show that our results correlate with results published in the literature.
INTRODUCTION
Carbohydrate sugar chains, or glycans, are considered the third major class of biomolecules after DNA and proteins. They consist of branching monosaccharides, starting from a single monosaccharide, usually bound to a protein on the cell surface. They are extremely vital to the development and functioning of multicellular organisms because they are recognized by various proteins to allow them to perform specific functions. Oftentimes, these functions change depending on the different glycans that are bound to the protein.
Although these glycans are known to be vital, due to their structural complexity, they are not as well understood as DNA or protein sequences. Within the last few years, however, a major movement to advance bioinformatics for glycans has been underway. Thanks to the data left by the CarbBank project [8] , resources such as KEGG (Kyoto Encyclopedia of Genes and Genomes) [14, 18] , CFG (Consortium for Functional Glycomics), glycosciences.de [20] , and now the EuroCarbDB resource, have been able to compile information on glycans quickly. These resources enable informatics techniques to be directly applied to glycan data to aid researchers to better understand the functions and structures of these complicated molecules. In the past couple of years, this field which we dub glycome informatics has taken off, with the development of glycan structure comparison [3] and score matrix [1] algorithms, a Composite Structure Map (CSM) [15] for delineating all possible carbohydrate structures, and mass spectra prediction algorithms [11] .
It is generally understood that glycans are recognized by various proteins (lectins), which allow them to take on a variety of functions. This recognition mechanism is still currently being investigated by many glycobiologists [17, 19, 24] for various carbohydratebinding proteins. Our aim is to study this mechanism using informatics techniques from the data available. Towards this aim, we presented our first work on capturing patterns in glycan structure data in the form of a probabilistic model containing siblingdependencies, called PSTMM for probabilistic sibling-dependent tree Markov model [2, 22] . We added an additional dependency to the hidden tree Markov model [7] between consecutive siblings in order to capture the ordering of children, and we were able to develop sufficiently efficient algorithms to train this model.
PSTMM utilized a set of states that output a distribution of a set of labels, where any state could transition to any other state. This provided flexibility such that any pattern in any arrangement could be learned. However, there were several drawbacks. First, by allowing all states to transition between all states, the computation time was cubic on the order of states. Although this was still within the practical maximal bounds for a probabilistic model, it is still rather expensive. Second, although an algorithm to extract the most likely state paths was provided, we still required the manual extraction of patterns from these paths. That is, we were left with the most likely paths, but the interpretation of what patterns from the data these corresponded to required some manual efforts. Third, the increased dependency between siblings added the risk of overfitting to the data unless sufficiently large amounts of data were examined.
In this work, we introduce a model that overcomes these drawbacks. Considering how profile hidden Markov models [10] improved on hidden Markov models [9] simply by incorporating new types of states whose positions were fixed, we could consider a similar improvement to PSTMM. However, this is insufficient (and uninteresting) as a new model. Our new model is in fact significantly different because not only did we add new types of states, we needed to consider the sibling relationships and parent-child relationships differently. We needed to be able to distinguish between these two types of transitions in this new model because of the fixed positions of the states. This novel technique of utilizing different types of state transitions completed our new model. We could then replace the original algorithms with new ones, making them more efficient and able to extract patterns more easily. Because the states are fixed in this model, it can also avoid overfitting problems that may occur when many dependencies exist.
Here, we present this new model called profilePSTMM and provide the new algorithms used to train it. We also tested this model on both synthetic (controlled) data as well as glycan data from the KEGG GLYCAN database. Additionally, we tested it on glycans which are known to be recognized and bound to proteins at various binding affinities, and we show that our results correlate with results published in the literature. Furthermore, we evaluated how well profilePSTMM can distinguish between different classes of glycans. We discuss these drastic improvements in performance. Finally, we discuss how this new model may be applied to other problems in glycobiology.
BACKGROUND
Before introducing our new model, it is necessary to clarify the motivation behind our work as well as the notation used in our model. So we will briefly describe glycan structures and our previous PSTMM model in this section.
Notation and terminology
The following terminology will be used throughout this paper. We refer to a tree as an acyclic connected graph with vertices of the tree defined as nodes. A tree is rooted if it branches off from a single node, called the root. Any node x on a unique path from the root to y is called the ancestor of y, making y a descendant of x. Any descendant y that is connected to x by a single edge is a child of x, making x the parent of y. Children of the same parent are siblings and a node with no children is a leaf. A subtree of tree T is a tree whose nodes and edges are a connected subset of T, and an ordered tree is the rooted tree where the children of each node are ordered. A labeled tree is a tree in which a label is attached to each node. All trees in this paper are considered ordered, labeled and rooted trees. The level of a node in a tree is defined as the distance of the node from the root. Thus the root is at level 0, its children are at level 1, whose children are at level 2, and so on.
The following notation for equations given later to describe our model will be used. Let T ¼ fT 1 ‚ . . . ‚ T jTj g be a set of labeled ordered trees, where
gÞ is a set of nodes, and E u is a set of edges. For a node x i , we may simply use the notation i when it is clear from the context. x u 1 is the root of tree T u , jVj ¼ max u jV u j, t u ðiÞ is a subtree of T u , having x u i as the root of t u ðiÞ, and C u ðpÞ f1‚ . . . ‚ jC u ðpÞjg is a set of indices of children of x u p in T u . Let jCj ¼ max u‚ p jC u ðpÞj. Let x u ðpÞ and x u ! ðpÞ be the eldest and youngest child of node p, respectively. Each node x u j has label o u j 2 S, where S ¼ fs 1 ‚ . . . ‚ s jSj g is the set of labels (i.e., the alphabet) applied to the nodes. For node j, we will use i, k and p to refer to the immediately elder sibling, the immediately younger sibling, and the parent, respectively. Also note that the superscript u in our notations (such as node x u and label o u j ) referring to a variable in tree u will often be ommitted in the text when understood from the context.
Glycans and glycobiology
A basic overview of glycobiology can be found in a book by Varki et al. [24] , so we will only review the basic structures and classes of glycans which we refer to in this work.
Glycan structures
The Consortium for Functional Glycomics (CFG) is an international consortium of research institutes and universities worldwide, focusing on providing a central and freely available resource of glycan-related data including mass spectroscopy data and glycan array expression data. The CFG has established a standard notation for common monosaccharides, as given in Figure 1 . We will be using this notation in the text.
Each monosaccharide is connected to one or more monosaccharides, forming a branched structure that as a whole is considered a glycan. Glycans are usually drawn from right to left, with the root located at the right, and children branching out to the left. Thus when referring to linkages in a glycan drawn in this way, we will specify them from left-to-right (as if reading them in English), towards the root. Monosaccharides are linked to one another in various conformations, indicated by the anomer (a or b) and hydroxyl group to which they are linked. Oftentimes these detailed conformations are unknown, thus necessitating a probabilistic model for capturing patterns as opposed to algorithms that require the details to be known in advance. Note that in this paper, since sequences are usually read left to right, we will draw our model from top-down with the root at the top so that siblings can be read left-to-right, while glycans and profiles will be drawn from right to left.
Glycan classes
Glycans are currently classified according to their core structure, which is the subset of common structures around the root monosaccharide. The most commonly studied class is the N-Glycan class, which is characterized by a Manp 3 -GlcpNAc 2 structure as its core. The O-Glycan class is characterized by a smaller core structure which is also subdivided into several subtypes.
The list of glycan classes and their sizes are given in Table 1 . We make note here that classifications are mainly determined manually by an expert, especially for those that do not involve a core structure. Thus, these classifications are not ''perfect'' meaning that there may be many discrepancies due to human error. The classifications in KEGG GLYCAN are also hierarchical, so for example GPI anchors are a subclass of Glycoproteins. However not all Glycoproteins could be subclassified, so the most detailed class names were counted, and some glycans can also be classified into more than one class, so they are multiply-counted in this table.
PSTMM
The probabilistic sibling-dependent tree Markov model was shown to be able to capture patterns in tree structures, especially glycans e26 [2, 22] . Algorithms were also developed which could estimate the parameters and find the most likely paths within the practical bounds of the maximum known limits. In comparison to tree Markov models, PSTMM included dependencies between siblings such that the order between them could be maintained, as illustrated in Figure 2 . In addition to the classic forward and backward parameters of Baum-Welch, upward and downward parameters were incorporated to efficiently estimate the parameters. A tree's parameters would be estimated starting from the leaves and traveling up the parents, and forward and backward between siblings, up to the root. Then the downward parameter would be estimated in a breadth-first fashion from the root going back down. These four parameters were used to calculate the expectation values for the state transition probability, output label probability and initial state probability values. The maximum likelihood value would then be estimated, the probability parameters updated using the expectation values, and the process would be repeated until the maximum likelihood converged. Finally, most likely state paths could be estimated by finding the states providing the highest probability values.
Experiments using PSTMM were performed on both synthetically generated tree structures and glycan structures, and it was shown that patterns could indeed be captured better than previous models. In fact, the model was trained on the most popular classes of glycans called N-Glycans, and PSTMM found the three known subclasses of N-Glycans: hybrid, high-mannose, and complex type, which are characterized by patterns at their leaves. Thus the utility of this model in bioinformatics was illustrated.
METHOD
Although PSTMM could find the subclasses of N-Glycans from within the data, it was a tenuous procedure to extract these patterns. Additionally, the algorithm to estimate the parameters iterated through all possible state transitions, which resulted in very long computation times especially as more states were added. Thus, we rebuilt the model into a new model which we introduce in this section.
ProfilePSTMM structure
In order to describe the structure of profilePSTMM, it would help to describe the simpler profileHMM structure first. Figure 3 illustrates the profileHMM structure using our notation combining the match and delete states at the same positions. There is a Begin and End state from which the model begins and ends, respectively. Insert states loop back to themselves to handle consecutive gaps in the sequence.
Our new model called profilePSTMM also incorporates new insert and delete states in addition to the existing match states, whose positions are fixed in the state model. These three states make up a set, which is fixed at a specific position in the state model. We use M i , I i , and X i to indicate match, insert and delete states, respectively, at position i. The challenge that we were then faced with was how to distinguish between transitions from parent to child and between siblings between the fixed positions. So we came upon the idea to introduce different types of state transitions. Figure 4 illustrates our new model. These new state transitions are called Down for parent-child transitions and Right for sibling-sibling transitions. We can consider the Right transitions as the siblings of one family, corresponding to one profileHMM. When a child node i is not a leaf, when CðiÞ > 0, it would have Down transitions as if it were state q in the figure. These state transitions are differentiated in the figure according to color, and the black lines indicate that both transitions occur between the indicated states. A Begin state transitions down to the root node n 1 . In fact, the Begin state also serves as an End state in our model since the parameters are calculated and accumulated there.
Parameters and auxiliary probabilities
ProfilePSTMM has three probability parameters, p, a and b. The initial state probability p½s l ð¼ Pðz u 1 ¼ s l ; ÞÞ is the probability that state (z u 1 ) of root node x u 1 is s l , the state transition probability a½fs q ‚ s l g‚s m ð¼ Pðz
ÞÞ is the conditional probability that the state of a node x u j is s m given that the states of its parent (x u p ) and immediately elder sibling (x u i ) are s q and s l , respectively, and the label output probability b½s l ‚ s h ð¼ Pðo u j ¼ s h jz u j ¼ s l ; ÞÞ is the conditional probability that the output label of node x u j is s h given that the state of x u j is s l . These probability parameters are estimated using the same forward, backward, upward and downward probabilities as PSTMM, except now taking into consideration the state position and the different types of states and state transitions. The forward probability F j ðs q ‚ s l Þ is the probability that for node j, all labels of the subtrees of each of the elder siblings are generated, the state of node j is s l , and the state of parent p is s q . The following forward probability equations are now defined as follows 
where x i is the older brother of x j and s k is the state of x i .When s l is an insert state, we need to take into consideration the self-loop. Thus the formula becomes
where x i is the older brother of x j . The forward parameter when s l is a delete state is the same as for when it is a match state. The backward probability B j ðs q ‚ s m Þ is the probability that for node j, all labels of the subtrees of each of the younger siblings and node j are generated, s m is the state of j, and s q is the state of its parent. For the backward probability, the same equation can be used for any type of state s k , as follows:
where x j is the younger brother of x i and s l is the state of x j . The upward probability U p ðs q Þ is the probability that all labels of subtree tðpÞ are generated and that the state of node p is s q . The upward probability is also different for different state types. Here we combined the different options into a single equation. The label output probability when state s q is a delete state is set to 1 (0 in log values). 
where s m is the state of child x j 2 C u ðpÞ.
Finally, the downward probability D j ðs l Þ is the probability that all labels of a tree except for those of subtree tðjÞ are generated and that the state of node x j is s l . The downward probability parameter is defined as follows.
where x k is the younger brother of x j and s m is the younger brother state of s l . As in PSTMM, the profilePSTMM probability parameters can be calculated in a backward-breadth-first fashion from leaves to root for upward, forward and backward, and then the downward probability parameter can be calculated from the root back down to the leaves. Thus a similar Expectation-Maximization (EM) algorithm [6] to calculate the maximum likelihood is used. The pseudocode for parameter estimation is given in Figure 5 .
Each parameter is calculated not only through the given tree structure but also via the structure of the state model. The pseudocode is simplified and does not specify the details for self-loop transition parameter calculations, but the basic idea is that for insertion states, the state position in the state model does not change. Note that compared to the algorithm for PSTMM, in our new algorithm, we do not need to traverse all states to call the find F, find B, find U, or find D functions since the state to evaluate is given in the arguments. The fixed state positions allow us to specify the states according to position directly. From these changes, it should be apparent that the computation time is drastically decreased.
Likelihood estimation
The likelihood for a given tree can then be calculated from a set of parameters using the Begin (which can be set as a match state) and insert states at position 0 and the upward probability for the root node:
Accordingly, the likelihood of a set of trees is the product of the likelihood of each tree: LðT; Þ ¼ Q u LðT u ; Þ.
EM algorithm
The expectation values for p, a, and b are then computed, with which the original values can be updated using the EM algorithm [6] . We illustrate how these expectation values are calculated with one example for gðs q ‚s m ‚s l Þ, which is the expectation value that the state of a node is s l and that the states of its parent and immediately elder sibling are s q and s m , respectively. 
In the maximization step, we updateâ a as follows:
The procedure for computing the expectation values also traverses the state model, so the computation time does not need to iterate through all combinations of states as before.
RESULTS
We tested our new model on both synthetically generated data and real glycan data from the KEGG GLYCAN database. Profiles are retrieved by reading the label output probabilities for all labels in the alphabet at each match position.
Synthetic data
In order to clearly evaluate the performance of profilePSTMM, we generated a controlled data set of tree structures containing a specific profile. We tested this on three different profiles, each of varying complexity. We then retrieved the learned profiles to see how well they compared with the original profiles. Accuracy, precision and AUC were also calculated by comparing the log likelihood values of the positive dataset with the negative dataset, which was generated based on the parent-child label distributions of the positive dataset. Accuracy is the threshold at which the positive and negative test scores are best discriminated, and precision is the proportion of the correctly predicted examples to the number of examples predicted to be positive. AUC, or the area under the ROC (Receiver Operator Characteristic) curve [12, 13] , is calculated by first sorting the examples by their computed likelihoods and then by Equation 1.
where n n ðn p Þ is the number of negative (positive) examples and R n is the sum of the ranks of the negative examples. We note that n n ¼ n p in our experiments. Figure 6 illustrates the profiles we tested.
Synthetic Experiment Setup
For each profile, 50 trees were generated by the following procedure. Take the profile as a tree and randomly generate zero to two levels between the second and third levels, labeling them randomly with symbols from the set s ¼ f0‚ 1‚. . . ‚sg where s ¼ 7 for Profile1 and s ¼ 5 for Profile2 and Profile3. Additionally, random siblings are added between the leaves up to three children. Taking these 50 trees as the positive data set, we also generated 50 trees for the negative data set with which to compare performance. These trees in the negative set were generated based on the parent-child label distributions of the positive set.
We also fixed the shape of the state model, as in Figure 7 (without the Begin state). For each node at the first and second levels, 
Resulting Synthetic Profiles Learned
As a result, the profiles that were learned from these three data sets are given in Figure 8 . It is evident from these profiles that the eldest child most strongly learns the data and probably controls the amount of data learned. For example, the profile learned from Profile1 emphasizes 3 and 5 at the eldest leaves of both main branches. Similarly, the profile of Profile2 is learned in the elder main branch, as the younger main branch is basically random. The same can be said for Profile3.
Finally, the accuracy, precision (at sensitivity of 0.3), and AUC values of these data sets are given in Table 2 . The reason that Profile2 has the worst performance may be due to the two 1 0 linkages that appear in the original profile. This causes the negative dataset to contain this linkage more frequently, thus decreasing the discrimination performance.
Computation Time
In order to assess the efficiency of our new model, we compared the computation time of profilePSTMM with different state model sizes against PSTMM. This was performed on a Linux machine with 16GB of memory and dual processor AMD OpteronÔ 250. The plot of the computation time compared with PSTMM using the same number of states is given in Figure 9 . ProfilePSTMM scales much better because of the fixed structure of the state model, while PSTMM does not because of the need to traverse all pairs of states.
Glycan data
The glycan data set originated from KEGG GLYCAN, taken on February 2, 2006. Because of the variety of monosaccharide names and variations possible, a translation table was created to map variations of basic monosaccharides to the basic name for simplicity. The over 200 different names were mapped to the eight highlighted in Figure 1 . Those that did not correspond well with any of these basic monosaccharides were labeled as ''Other.'' 4.2.1 Initial output label probabilities In our training methodology, we initialized the label output probabilities not to random values but to those that are most often found. That is, we counted the labels appearing at the first and second levels as one set, and the labels appearing at the leaves as a second set. Based on these label distributions, we initialized the output label probabilities of our state model at the first and second levels with the first set and the leaves with the second set (with slight variations to add variability). This technique allows the model to learn from the data more easily.
N-Glycan subclass profiles
We first manually extracted the N-Glycans from KEGG (note the word of caution in Section 2.2.2 regarding glycan classifications) and further took those that could be classified as one of the three basic subtypes: high-mannose, hybrid, and complex type N-Glycans. Figure 10 illustrates the differences between these structures. High-mannose type (left) is dominated by mannoses at the leaves. Complex type (right) is a combination of GlcpNAc and Galp at the leaves. Hybrid type (center) branches off with mannose on one branch and GlcpNAc and Galp structures on the other. Doing a search using KCaM [4] with these basic structures resulted in 64 high-mannose structures, 16 hybrid structures and 351 complex structures (after manual curation for those that contained only the full N-Glycan core structure, and nothing else such as amino acids). For each subtype, we generated a dataset of 50 positive and 50 negative structures. The positive set was generated by randomly selecting a tree 50 times from the glycan subset, and the negative set would be generated using the parent-child distribution of monosaccharides from the complete positive set. This was repeated five times to set up the five-fold cross validation test. Note that in this experiment we neglected to account for the binding conformations to reduce the size of the variables, but these can be added by modifying the labels accordingly. The performance for each of the subtypes is given in Table 2 , from which it is clear that the performance is comparable to PSTMM with AUC scores in the mid-90% range. We can also easily retrieve the profiles learned, as shown in Figure 11 , for each dataset by extracting the label output probabilities from the match states at each position. The legend for these structures is given in Figure 1 . The label ''X'' refers to ''Other'' monosaccharides. Also note that output labels having low probabilities are omitted for clarity.
The profiles obtained again indicate the strength of the eldest child state capturing the data most confidently. The high-mannose profile does indeed capture the mannoses at the leaves, and the core GlcpNAc pair is found at the root end. The ''Other'' monosaccharides also accumulate in the lower branch. For the hybrid profile, the mannoses are well-captured by the upper branch, and the extra GlcpNAc in the bottom branch of the core corresponds well with the hybrid-type characteristic of the GlcpNAc after the core mannose. The rest of the subtree after this GlcpNAc reflects the variety of sub-structures that are found in this subclass. For the complex profile, the root end seems to have captured the GlcpNAcs that are in both the core as well as in the leaves that alternate with Gals. Indeed, we see the Gals appearing at the leaves, in addition to sialic acids (NeupAc) which are usually only found at the leaves.
Lectin binding glycans
The purpose of this work was to analyze the glycan binding affinity of lectins. In particular, it was preferable to find sialic-acid binding affinity data. However, although sialic-acid binding lectin arrays for glycans have been developed and used for experiments [5, 21] on glycan binding affinity, we found that the glycans spotted on these arrays were basically trimers, which would not be interesting enough for our purposes. Therefore, we used the data for glycan binding affinities of galectins that was published in a review by Hirabayashi et al. [16] . Galectins are carbohydrate-binding proteins that bind to galactose (Galp) residues. We then took those galectins that bound to larger and more varied glycans with higher affinity: galectin-3 and galectin-9N. We weighted the data set according to binding affinity by proportionately adding more of the glycans that had higher affinity. The binding affinities and corresponding weights of glycans for these two types of galectins are given in Table 3 . These affinities are the normalized and inverted values from the original disassociation constants so that higher values indicate higher affinity. 30 trees were then randomly selected from the distribution of glycans in this data set. Negative data sets of the same size were also generated based on the parentchild label distribution of the trees in the positive set. . Trained state models for N-Glycan subtype data. Label output probabilities <.15 are omitted. In order from left to right: high-mannose, hybrid, and complex. Just as for the synthetic data experiment, the eldest child has the tendency to learn the data and correspondingly captures the profiles of each of these subtypes.
The resulting profiles are given in Figure 12 . It was not surprising that Galp appeared strongly at the leaves as the nature of galectins is to bind to Galp. We could also confirm that the Galp-GlcpNAc linkage appeared in several of the branches at the leaves, confirming the results in the literature. We can also explain that the Galp-Manp linkage is due to the core structure of the N-Glycans in the data set because of the GlcpNAc-GlcpNAc linkages at the root. Furthermore, it is noted that the Fucp appearing near the root with 100% probability accounts for the fucosylated core structures of the N-Glycans, and that it usually does not have children. When looking at the state transitions, indeed we find that the transitions out of this state have higher delete transitions compared with the rest of the trained state model (data not shown). Ignoring the descendants of this state, we find that our profiles capture both the N-Glycan core structures as well as the highly recognized Galp-GlcpNAc linkages at the leaves.
The summary of the accuracy, precision and AUC values for these two models are also presented in Table 4 , where we can see that the discrimination of galectin-binding glycans against the negative data set is very high. Thus, we claim that there are indeed patterns that are sibling-dependent in the data which can be captured by our model. Plus we can see the profiles directly from the model.
Glycan class differentiation
As our final test of profile PSTMM, we tested the ability of our model to distinguish between different classes of glycans. Our results up to now indicated the strong influence of N-Glycan core structures appearing in the profiles. Thus we took different classes of glycans to compare their profiles with one another. In consideration of space constraints, we present the comparison between O-Glycans and sphingolipids here. Figure 13 is a plot of the log likelihood values for glycans in the O-Glycan and Sphingolipid classes. The number of glycans in each class is given in Table 1 . A model was trained for each class of glycans, and the models were tested on both classes. The dotted line represents y ¼ x, to differentiate the line between the two classes. We find that the majority of glycans can be classified into the right class, except for a few in the center. Examining the cluster of glycans in the center, we found that these are glycans that can actually be classified into both classes.
The contingency matrix for these clusters as divided by the diagonal is given in Table 5 . The total number of glycans that could be distinguished accurately were 923 out of the total 968 structures, resulting in a 95.4% rate of discrimination accuracy. Other pairs of classes were also tested, and similar results were obtained (data not shown).
DISCUSSION
We have developed a new model that performs more efficiently and conveniently for finding patterns in sibling-dependent tree structures. We integrated new types of state transitions to take into consideration the differences between the parent dependencies of children and the elder sibling dependencies of younger siblings. The fixed positions of the states also reduced the computational complexity by a factor of OðjSjÞ. We also found that the computation times decreased accordingly with fewer iterations of the EM algorithm.
To better improve the performance when training this model, we set the initial label output probability parameters to those that would be most likely found at specific positions. In particular, we set those at the root and second levels to the same distribution of labels as found in the root and second levels of the training set, and we set the leaves to the distribution of the leaves of the training set. The distributions were varied slightly at each position for variability. This procedure can be improved even more by initializing the state model to a structure that better suits the data at hand. In fact, we had configured our state model differently to test various sizes that were both more and less complex than the one presented here. We obtained similar results, capturing various It was not surprising that the galectins appeared strongly at the leaves as the nature of galectins is to bind to galectins. We could also confirm that the Galp-GlcpNAc linkage appeared in several of the branches at the leaves, confirming the results in the literature. 
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smaller patterns with smaller state models, and capturing extraneous profiles with models that were more complex. So depending on the input data, the state model should be configured appropriately. That is, the trees can first be multiply aligned by performing pairwise alignments such as with KCaM [4] and obtaining a 'generalized tree' for the aligned trees. These trees can be hierarchically aligned with one another to obtain an overall tree structure which can be used to specify the structure of the state model. This process may be more cumbersome compared to the free states in the PSTMM model, but improvement in performance is gained as a tradeoff. The label output probabilities can also be initialized based on the distribution of labels reflected in the alignment. In our results, the profile for the galectin binding glycans captured the most common linkage that were found to be indicators of higher affinity in the literature. Although we did not consider the linkage conformations (for simplicity and for reducing the variables in the training set), these results imply that with more data, the same results can be obtained. Future work should focus on analyzing sialic-acid binding proteins once sufficiently large glycan structures and binding affinity data are accumulated. Our new model allows for a quick interpretation of such abundant data very efficiently.
Finally, it is important that future work not only focus on structural data, but also annotation and interaction data such as with proteins. As more microarray data for glycan-related enzymes such as glycosyltransferases accumulate, it should be possible to analyze the biosynthetic and degradation processes of glycans using probabilistic techniques. ProfilePSTMM is just one step towards the future of glycome informatics.
CONCLUDING REMARKS
Our new profile PSTMM model is a significant remodeling of the PSTMM model. The novel idea to incorporate different types of state transitions gave this model the final touch it needed. With our new algorithms for parameter estimation, not only did we decrease the computational expense of the original model, but profile extraction is now extremely straightforward. The performance of the original model is still maintained, such that long-range sibling dependencies that exist in the data can be found accurately. The trained models could also distinguish between different classes. Thus as the field of glycome informatics continues to grow and resources continue to develop, our model will surely become an important tool in analyzing these complex structures. ProfilePSTMM: capturing tree-structure motifs in carbohydrate sugar chains e33
