Abstract-A novel approach is proposed for real-time retrieval of images from a large database of overlapping images of an indoor environment. The procedure extracts visual features from images using selected computer vision techniques, and processes the extracted features to create a reduced list of features annotated with the frame numbers they appear in. This method is named landmark indexing. Unlike some state-ofthe-art approaches, the proposed method does not need to consider large image adjacency graphs because the overlap of the images in the map sufficiently increases information gain, and mapping of similar features to the same landmark reduces the search space to improve search efficiency. Empirical evidence from experiments on real datasets shows better performance and accuracy than other approaches. Experiments are further performed by integrating the image retrieval technique into a 3D real-time navigation system. This system is tested in several indoor environments and all experiments show highly accurate localization results.
I. INTRODUCTION
Indoor navigation is the method of localizing a robot or any other user in an indoor or underground environment using a sensor or a network of sensors. Indoor navigation systems are designed not only for positioning, but for public aid and marketing purposes. They can be used to guide visually impaired people, to track packages in a large warehouse, arrange tours in educational or industrial campuses, or even navigate a robot inside abandoned underground mines. Location-based marketing technique such as targeted advertising can be integrated into such a navigation system. The simplest approach of computer vision-aided navigation is to acquire images with a camera, and then match the captured image with a set of training images. This operation, generally termed image retrieval, has 3 main aspects:
1) Feature Extraction: Extract visual features such as SIFT or SURF, and store them in a database with the image dataset. 2) Indexing: Identify useful images or features based on some criteria and rank them accordingly. Some example approaches are keyframe detection [1] - [3] , and reducing the feature set based on similarity between images [4] .
3) Retrieval: Capture the image, and search the database to find the image, or the set of images, with the greatest number of feature matches with the query image. The challenge in image retrieval is the large size of the training database, which can consist of hundreds of images or more. The alternative method is to extract the features and store them instead of individual images [5] . However, storing an exhaustive set of features from all images of a map is also expensive and decreases the performance of the retrieval system. In 2003, Sivic and Zisserman proposed to represent an image as a bag of visual words [6] , which significantly reduced the search space by using histograms of feature appearance frequency, replacing the features. Many other improvements have been suggested in subsequent publications, for example, improvement in feature-toword assignment [7] - [9] , performance increase in histogram matching [7] , [10] , or enhancement in the selection of useful features [4] , [11] .
The idea of using landmarks in localization is derived from the human notion of navigation. A well-recognizable feature can be considered as a landmark of a certain region, like a geographic natural feature (e.g., Barringer Meteor Crater in Arizona, US), a well-known building in a city (e.g., Taj Mahal in Agra, India), or an indoor reference point like a reception desk in a hotel. In computer vision, features, or groups of features, are considered as landmarks. Se et al. [12] first assigned the term to visual features, and the idea is extended in this paper.
We propose a novel method which uses a feature indexing approach, which speeds up the retrieval process compared to the histogram matching of bag of visual words. Features from each image are extracted and duplicate features are removed, keeping only the image identification numbers they appear in. This reduced set of features are again passed through a bandpass filter to remove sporadic or too frequent features. The remaining features are considered as landmarks. During image retrieval, features from the query image are extracted and matched with the landmark database. Each of the training image numbers associated with the matched landmarks gets a vote, and the image number with the maximum votes is chosen as the retrieved image. The search procedure gets reduced to creating a one-dimensional array of integers and finding the maximum element. This is a significant enhancement in performance over bag of words where each image is represented as a histogram of word frequencies, and retrieval is implemented as a histogram matching procedure in a very high-dimensional space.
The remainder of this document is organized as follows: in Section II, we present some related work. In Section III, we formulate the image retrieval problem, discuss the criteria for image features to become landmarks, and the landmark index generation procedure and searching mechanism. In Section IV, we present some empirical evidence that our method can retrieve images from large databases fast and accurately. Finally, Section V concludes the paper.
II. RELATED WORK
The central idea of bag of visual words [6] is to map similar features to distinct visual words to reduce the search space of high-dimensional features. The features are quantized using a k-means clustering algorithm. The resultant cluster regions are the visual words, and can be represented by the cluster means and boundaries [6] , [13] . During query, the training images are ranked by applying a weight based on the frequency of appearance of visual words in the images. The weight may be binary (1 if a visual word appears in the image, 0 otherwise), or it may involve a term-frequency inverse-document-frequency (tf-idf ) ranking system. Every image including the query is represented by a vector of these weights, and similarity of images is measured by computing the maximum scalar product of the vectors.
Yang et al. [13] compare different variations of the bag of visual words methods. They describe different forms of tfidf weighting schemes, and further propose different feature selection criteria. They show that binary weighting of visual word features outperforms tf-idf scheme for large word vocabularies.
Nistér and Stewénius [8] have proposed a hierarchical kmeans clustering to form a vocabulary tree. This vocabulary tree is later adopted by Schindler et al. [11] , who have also justified the use of overlapping images of an environment. This knowledge of the overlapping frames helps to identify the same visual words occurring in multiple images, thus aiding in recognizing the images of the same location. They have shown that this concept can be expressed mathematically as information gain on a visual word appearing on a particular location. This concept is used in our proposed method, where the sequential images acquired must overlap.
The concept that not all images or features are useful in matching a query image to a large dataset, is explored by Turcot and Lowe [4] . From the image database, they label some of the features, which are both robust and distinctive, as useful. They use each of the images in the database as a query, and rank each image according to the similarity between the query and itself. This ranking helps to construct an image adjacency graph, in which every image is represented as a vertex, and each edge represents the similarity between two images. However, the database does not contain sequentially collected overlapping images. The targeted set of images for this method is a collection of large field of views of buildings in a city. Most large scale landmark image search methods [7] , [14] - [17] work with this assumption.
Image retrieval techniques can be used in Simultaneous Localization and Mapping (SLAM) to identify loop closure, or in simple navigation which is actually a repeated loop closure check on a pre-existing map. The image retrieval procedure used in the different approaches is basically bag of visual words, albeit with different extensions of the method as discussed earlier.
One of the first works on vision-based localization and mapping techniques is that of Se, Lowe and Little [12] . They use feature tracking for localizing a robot, and use the term landmarks for the tracked features. Our method adopts this idea to use the features as landmarks with a concrete definition.
David Filliat [18] has proposed an incremental bag of visual words approach for localization. He uses a classifier on the words extracted from images. The classifier can be a Support Vector Machine (SVM) or Bayesian classsifier. The incremental training method of the classifier helps to add new classes of words from new queries without processing old set of words. He performs experiments using different features such as SIFT and local color histograms.
A recently proposed method is the approach of Liang et al. [19] . They have presented the idea of image retrieval using a feature database, which has several drawbacks. First, although the data structure storing features is similar to the one proposed in this paper, they use an exhaustive set of feature descriptors. They do not remove any feature that can be a potential non-landmark. Second, the search mechanism employed was k-d trees, where there are other techniques like k-means clustering which can provide more accurate and faster matches between features. The employment of a geometric consistency matching technique during runtime makes Liang's approach take 2-4 seconds in the retrieval steps alone, and far more (2-10 seconds) for the pose estimation. This performance is unacceptable in a real-time localization system.
The main objective of this paper is to provide an empirical analysis that in an indoor setting, a feature indexing approach combined with a bandpass filtering based on number of occurrences of features can produce accurate results in image retrieval, with a much improved performance over Liang's method [19] , and bag of visual words [6] .
III. LANDMARK INDEXING

A. Problem Formulation
The problem of image retrieval can be expressed as follows:
Find the set of images R given a query image q, such that:
where F Iq is the set of features matched between image I and the query image q, τ is a lower limit of the number of feature matches for I to become the result image, and I T is the set of training images.
There is a trade-off between performance and accuracy in feature matching procedures. As the number of images in the map is large, the set of features in the map is also large. Search timing can be made faster by using approximate nearest neighbor techniques rather than the exact match, but accuracy is affected as more approximation is introduced. To counter this problem, the search space must contain only the set of features which are relevant to the retrieval process, without any duplicates.
The landmark index contains feature descriptors in a data structure that also keeps the identification numbers of the frames in which a certain feature is present. Each entry in the structure is given by
where M is the total number of features, N is the total number of images, f i is the i th feature descriptor and c ij , j ∈ [1, N] is a boolean value which is
With the search space being reduced to a set of features, the image retrieval process is modified to:
First, find the set of indices X of features from training database F T which match with query feature set F Q . Mathematically,
where is the maximum allowable distance between features to be considered a match. An appropriate can be determined manually with different experiments of feature matching between indoor images. Then, find the retrieved frame index k ∈ [1, N] such that x∈X c xk is maximum and ≥ δ, where δ is the pre-set minimum number of matches for retrieval.
B. Landmarks
A landmark is defined as a set of distinguished features which are regularly observed and re-observed in the mapping environment. For a feature to be a landmark, it must satisfy a few criteria [4] , [20] , [21] :
• A landmark must be stationary. Features from a moving object cannot be a landmark. In an indoor scenario, moving objects, except people, are very less in number. Moving people generally do not appear in more than one or two frames, so those features can be discarded by filtering, which is explained later.
• A landmark must be distinctive in a map. For example, two similar looking shelves in two sides of a room may lead a system to miscalculate the correct location, and hence they cannot be taken as landmarks. A landmark must be distinctive from its surroundings.
• A landmark must be repeatable. If a region containing a landmark is photographed or visualized from different angles, then the landmark should be present in all of the frames.
• A landmark should be robust against noise and lighting conditions. Also, a map should have multiple distinguishable landmarks; otherwise navigation becomes difficult. For this reason, environments with few features, like an urban tunnel, or a hospital floor where all the rooms look very similar, provide a challenge for vision-oriented localization and mapping.
The density of landmarks is another issue in a map. Even if the map has multiple landmarks, it may happen that they are so close together that some of the areas do not have any identifiable landmarks. In the proposed algorithm, there is no hard threshold on the number of frames in a map that must contain a landmark, but it is assumed that a sufficient number of images of each area in the indoor environment has at least one distinguishable landmark.
The idea of using features as landmarks was first demonstrated by Se et al. [12] using SIFT features. Our landmark identification method follows the same idea. The map, in this case, consists of multiple overlapping images. The overlap between the images helps to accurately determine a position using multiple frames. For a feature to become a landmark, we impose a number of criteria in addition to the ones mentioned before.
• A landmark must appear more than once, and in adjacent frames. This ensures that the landmark is repeatable.
• A landmark must not appear in more than a certain number of images. This determines that the landmark is distinguishable, and does not originate from a moving object.
C. Landmark Index Generation 1) Image Acquisition:
Image acquisition is done with a monocular camera. Each frame is captured in sequence with sufficient overlap with one or more of the previous frames. The overlap region between two frames helps to register the frames to form a single map. There is not a strict rule on how much overlap should exist between two frames. In practice, we have found that an overlap of about 30-40% of image size leads to good performance in the experiments in areas with high feature density, while this may need to increase to 70-80% for areas with fewer features.
There can be several rounds of collecting images from an environment, because multiple images of the same scene from different angles will not only enrich the collection of features, but also will help to determine which features are re-observed the most number of times. A simple way of performing this task is to first place the camera at the center of a room or hall, rotate the camera 360
• around its vertical axis, and capture all frames. Then move towards the outer edge of the environment, and acquire images around the periphery, which will contain finer features. This further ensures that every visible feature of the entire map is captured in the training images. The justification of overlapping images in the database, as previously stated, is given by Schindler et al. [11] , where they use the concept of information gain. If two random variables, L and W , following a Bernoulli distribution, are respectively defined on the event of being present on a certain location l and the event of a particular visual word w being visible, then the information gain on w being visible at location l is given using entropy function H():
Schindler et al. show that H(L) is constant for all visual words at location l, so to maximize the information gain, minimizing of the conditional entropy H(L|W ) is required. This conditional entropy, and therefore the information gain, can be expressed as a function of the N w,l (number of times w appears at location l) and N w,l (number of times w appears everywhere else). The maximum value of information gain in equation 3 can be reached when N w,l is minimized. In our method, a feature will be treated as a landmark if it appears in a sufficient number of frames. Overlapping images increases the importance of stable features in this procedure. Stable features will be visible in more sequential frames than unstable ones, increasing the information gain on those features being visible at that location, and thus making them more likely to be chosen as landmarks.
2) Implementation: The landmark index contains SIFT feature descriptors, and the frames in which they appear, in the same data structure described in Section III-A. In an iterative procedure, from each map image, features {f 1 , f 2 , ...} are extracted. On the first iteration, all features from the first frame are entered in the index.
where f 1 i is the i th feature of the 1 st frame and l i is the i th element in the landmark index. Subsequently, in each iteration, the extracted features are matched with the existing ones in the index. If a match is found, the existing feature in the index represents both itself and the newly matched feature, given that the distance between the matched features is acceptable.
where τ d is the upper threshold for match distance.
If matches are not found, then the new unmatched feature is simply added to the index. With the addition of each of the matched and unmatched features, the boolean variable (c ij ) associated with frame number is set to 1. As stated previously, features must appear in more than one frame and must not appear in all of the frames to be treated as landmarks. Based on this, a post-processing is applied on the landmark index to filter out the nonlandmarks. This post-processing is band-pass filtering, with two thresholds defined on the number of occurrences of the features:
• The lower threshold, L th , represents the minimum number of frames a feature must appear in to be considered as a landmark. This value can be adjusted depending on the image set.
• The upper threshold, U th , is the maximum number of frames in which a feature should occur. If a feature appears in more frames than this number, then it is not considered distinctive. This upper threshold can be a percentage measure on the highest number of times a feature appears in the unprocessed index.
When the processing is complete, the remaining features in the database are considered as landmarks. The landmark generation procedure is shown as a block diagraam in Figure  2a .
D. Search Technique
Features are extracted from each query image, and a nearest neighbor search mechanism is employed to match the query features with the landmark index. The Fast Library for Approximate Nearest Neighbor (FLANN) [22] is used for this purpose. The automatic algorithm and parameter configuration of FLANN helps to select the most suitable algorithm between randomized k-d trees and hierarchical kmeans tree and determine the optimal parameters for the selected approach. The optimization process can be geared towards either faster training with slow searching time, or more training time to make the search faster. The second approach is taken here, because the training is done only once for the first run. The parameters can be saved for reuse of the same map. The search mechanism is shown as a block diagram in Figure 2b .
If from a database containing N training images, a landmark index is built which has M entries, and k-d tree is used to find nearest neighbors, then to perform a single query:
• O(P log M ) time is needed to perform feature matching, where P is the number of features in the query image; • O(P N) time is needed to search the frame numbers, and vote for all frames for each of the P matches; • O(N ) time is required to perform linear search on the frame number list to find the frame with maximum vote. The difference with the standard bag of visual words technique is that, if the vocabulary has the same number of words (M ), to perform a single query, it takes:
• O(M log P ) time to build the term frequency histogram for the query image; • O(MN) time to find the scalar product of the query histogram with those from the N training images, and find the largest scalar product. Considering M >> P, the total time complexity of image retrieval using landmark indexing, O(P N) is much less than that using bag of visual words, O(MN).
E. Verification
Image retrieval depending on feature matches only may result in false positives because of outliers that do not satisfy the epipolar constraints between two images. To correct this problem, we estimate the fundamental matrix from the feature correspondences. If there are at least 8 correspondences, we apply a RANSAC approach, and remove outliers which do not fall inside the inlier threshold. If the retrieved image, which has the maximum vote using the landmark index, does not contain enough matches after filtering out the incorrect correspondences, then that match is rejected, and the candidate with the second highest number of votes is considered. This goes on until we find an image which satisfies the epipolar constraint, or we find that the remaining candidates have votes < δ (the previously defined minimum number of matches for acceptable retrieval), in which case no suitable match is found for the query image.
The accuracy and performance of the image retrieval system is further verified by using the image retrieval technique in an indoor navigation application. This is performed with a Microsoft Kinect camera and a modified RGBDSLAM [23] software. The software is configured to work in two modes: pre-processing and runtime.
The pre-processing phase is for creating and storing the map. To create the map, while capturing 2D frames as described in III-C1, corresponding 3D point cloud frames are also simultaneously captured and registered to create a complete 3D model. During saving, the RGB image of each frame, as well as the 3D point cloud, and the transformation matrix with respect to the first frame are stored. The first frame is taken as the base frame and has an identity matrix as its transformation.
The steps performed in the runtime or navigation phase are not entirely different than pre-processing, except that the landmark index technique is used to retrieve images in real time. When the image is retrieved, the corresponding 3D point cloud is also retrieved from the map and registered with the query frame. The computed transformation matrix is applied on the camera origin to find the current position in 6 Degrees of Freedom.
IV. EXPERIMENTAL RESULTS
A. Data Acquisition
We test our method against the exhaustive feature set approach of Liang et al. [19] , and the OpenCV-implemented version of bag of visual words. The experiments are performed on 3 acquired datasets. The datasets contain overlapping frames extracted from video sequences captured in each of these areas with the camera of a Samsung Galaxy S4 smartphone. All images are scaled to 640 × 480. The datasets are: 1) Queen's University ECE Department office; 2) A laboratory room; 3) Partial 1st and 2nd floors of the Cataraqui Shopping Centre, Kingston. Figure 3 shows a part of the Cataraqui Shopping Centre dataset. The overlap between the training images can be observed in this figure.
B. Filter Parameter Estimation
To estimate the best parameter for the bandpass filter, we perform image retrieval experiments using different values of the lower and upper thresholds, and estimate which values provide the shortest length feature index with maximum retrieval accuracy. The result of this experiment is a pair of Multiple threshold values may generate same TPR and FPR, so the pair (L th , U th ) which creates the smallest set of landmarks and shows the lowest FPR and highest accuracy is chosen. For the lab dataset, the pair (12, 80%) gives the lowest FPR, with a sufficiently high TPR and the highest accuracy. So, (12, 80%) are the optimal parameters for the lab dataset. Similarly, the parameters for the Office dataset and the Mall dataset are (4, 90%) and (6, 80%) respectively.
C. Landmark Index Generation Results
Table I presents the size of each landmark index after applying the optimal parameters for each dataset. The TurcotLowe method [4] , as described in Section II, reduces the feature set to about 4% of the complete collection using image adjacency graphs. In our experiments, we see that the landmark index contains 15-18% of all features. The reason is that while [4] uses random outdoor images of buildings in a city, we work with indoor environments. In an outdoor image, due to presence of people and moving vehicles, the features on the buildings and stationary roadside objects are fewer. In an indoor setting, chairs, tables, decorations on the wall, poster, signboards etc. provide a very large set of landmarks. In our experiments, we find that reducing the feature set below this optimal level starts introducing errors in image retrieval. 
D. Search Accuracy and Performance
Table II presents the size of each landmark index after applying the optimal parameters for each dataset. Figure 1 shows how the database image with the maximum landmark match count is chosen as the retrieved image. Figure 5a shows a comparison of the accuracies and Figure 5b shows a comparison of performances of our landmark indexing method, the exhaustive feature set method of Liang et al, and bag of visual words.
E. Verification in 3D
3D maps for this experiment are constructed using the Microsoft Kinect camera, and the modified RGBDSLAM interface. Figure 4 shows the ground truth and the path estimated by the system in the ECE Department Office model. A gap can be noticed in the estimated path. The cause of this is incorrect location image retrieval due to either focusing the camera towards a feature-less area, or image blur caused by fast movement speed. Where the path is visible, 3D registration is being performed. We estimate the transformation matrix between each 3D frame using RANSAC on the feature correspondences, and the reprojection error is recorded. This indoor navigation system application is used in two environments: 1) Queen's University ECE Department office and 2) GeoDigital Inc. Ottawa Lobby.
The 3D registrations performed during building the map and during navigation follow the same mechanism, so similar errors are observed in both phases. Localization in Department map shows an average error of 0.173 m, and in the Lobby map it shows an error of 0.232 m. These errors conform with those recorded in the evaluation [23] of the RGBDSLAM system being used with a Kinect.
V. CONCLUSION A new image retrieval algorithm from overlapping indoor location images is proposed. Recent publications in the field are mostly extensions of bag of visual words method. The proposed method of generating a landmark index is faster in performance and with an accuracy of 85-100% on different datasets. The landmarks in the index are distinctive and repeatable. In runtime, depending on the processor performance, retrieval of an image can be executed in 10-50 ms from a map of over hundreds of frames and more than 40k landmark features. This method is then applied in a 3D indoor navigation system, and a series of experiments show that it is able to localize an user in real-time.
The limitation of the image retrieval is dynamically changing environments. Although during data acquisition, multiple images are taken of the same location, minor changes may affect features, such as lighting conditions and shifted scene objects, which in this paper, are assumed to be unchanged. The solution of the changing environment problem may be implementation of a procedure to update the landmark index during runtime.
