For a polynomial mapping from S n−k to the Stiefel manifold V k (R n ), where n−k is even, there is presented an effective method of expressing the corresponding element of the homotopy group π n−k V k (R n ) ≃ Z in terms of signatures of quadratic forms. There is also given a method of computing the intersection number for a polynomial immersion S m → R 2m .
Introduction
Mappings from a sphere into a Stiefel manifold are a natural object of study in topology. Denote by V k (R n ) the non-compact Stiefel manifold, i.e. the set of all k-frames in R n , and take a polynomial mapping α : S n−k → V k (R n ). If n − k is even then the homotopy group π n−k V k (R n ) is isomorphic to Z. Let Λ(α) ∈ Z be the integer associated with α.
In Sections 2 we show that Λ(α) is equal to the topological degree of some associated mapping α : S k−1 × S n−k −→ R n \ {0}.
In Section 3 we prove that one may express Λ(α) in terms of signatures of two quadratic forms (Theorem 3.9), even in the case where S n−k is replaced by a compact algebraic hypersurface M ⊂ R n−k+1 . These signatures may be computed using computer algebra systems. Examples presented in this paper were calculated with the help of Singular [3] .
Assume that m is even, M ⊂ R m+1 is a compact algebraic m-dimensional hypersurface, and g : M → R 2m is an immersion. Whitney in [10] introduced the intersection number I(g) ∈ Z. In the case where M = S m , Smale in [8] constructed a mapping α ′ : S m → V m (R 2m ) such that I(g) = Λ(α ′ ). Unfortunately, if g is a polynomial immersion then α ′ is not a polynomial mapping, so one cannot apply previous results in order to compute I(g).
In Section 4 we show how to construct a polynomial mapping α : M → V m+1 (R 2m+1 ) such that I(g) = −Λ(α) (Theorem 4.6). Therefore I(g) can be expressed and computed in terms of signatures.
Another formula expressing I(g) in terms of signatures of quadratic forms, inspired by the original definition by Whitney, was presented in [5] and generalized in [6] to the case where M may have singularities. Calculations done with the help of a computer show that the method presented in this paper is significantly more effective.
Mappings into a Stiefel manifold
If M, N are closed oriented n-manifolds and f : M −→ N continuous, then by deg(f ) we denote the topological degree of f . If (M, ∂M ) is a compact oriented n-manifold with boundary and f : (M, ∂M ) −→ (R n , R n \ {0}) is continuous, then by deg(f |∂M ) we denote the topological degree of f /|f | : ∂M −→ S n−1 .
Let n − k > 0 be an even number and k > 1. Denote by V k (R n ) the set of all k-frames in R n , and by V k (R n ) the Stiefel manifold, i.e. the set of all orthonormal k-frames in R n . The Stiefel manifold is a deformation retract of
where β = (β 1 . . . , β k ) ∈ S k−1 and x = (x 1 , . . . , x n−k+1 ) ∈ S n−k .
Lemma 2.1
The mapping α goes into S n−1 .
Proof. We know that |β| = 1, |α i (x)| = 1 for i = 1, . . . , k, and the scalar products α i (x), α j (x) = 0 for i = j. Then
Proof. There is a homotopy α t = (α t 1 , . . . , α t k ) :
is a homotopy between α 0 and α 1 , and so deg( 
We can choose g ′ such that g(0, ·) :
We know that g 2 (t, x), . . . , g k (t, x) are linearly independent, so g(t, (0,
We also have
It is easy to check that i : N + −→ N − preserves the orientation when k is even, and reverses it when k is odd. We have
Of course deg(−id|S n−1 ) = (−1) n . Hence
On the other hand
To sum up, we get that deg(
According to Proposition 2.3, Λ is well defined.
Proposition 2.4
The mapping Λ is a group homomorphism.
, where c collapses the equator S n−k−1 in S n−k to a point, x 0 lies in S n−k−1 and S n−k ∨ S n−k is the disjoint union of S n−k and S n−k with the identification
is the disjoint union of α
The mapping Λ is surjective.
Proof. Let us define a mapping
It is easy to check that
coordinates in a neighbourhood of (0, . . . , 0, 1) ∈ S n−1 is an orientation preserving chart if and only if n is odd. Near (0, . . . , 0, 1, 0, . . . , 0, 1) ∈ S k−1 × S n−k we have an orientation preserving parametrization given by
It is easy to check that in these coordinates the derivative matrix of α at (0, . . . , 0, 1, 0, . . . , 0, 1) has the form 
It is easy to check that the derivative matrix of α at (0, . . . , 0, −1, 0, . . . , 0, −1) in these coordinates has the form 
Proof.
we may associate the same way as above the mapping α :
Then the topological degree of α is well defined. Applying the same arguments as in the proof of Proposition 2.3, one can prove
Polynomial mappings into a Stiefel manifold
If U is an open subset of an n-dimensional oriented manifold, H : U −→ R n is continuous and p ∈ H −1 (0) is isolated in H −1 (0), then by deg p H we denote the local topological degree of H at p. If H −1 (0) is compact, then there exists a compact manifold with boundary N ⊂ U such that H −1 (0) ⊂ int(N ). If that is the case then the topological degree deg(H, U, 0) is defined as the degree of the mapping 
Lemma 3.2 We have V (I)\V (I 1 ) = ∅ if and only if
If that is the case and V (I) is finite then one may choose well oriented coordinates in R n−k+1 and R n such that m(p) = 0 at each p ∈ V (I).
✷
From now on we assume that m(p) = 0 at each p ∈ V (I). Hence, if α 1 (p), . . . , α k (p) are linearly dependent then α 2 (p), . . . , α k (p) are linearly independent. In that case there exists a uniquely determinedλ = (λ 2 , . . . ,λ k ) ∈ R k−1 such that α 1 (p) +λ 2 α 2 (p) + . . . +λ k α k (p) = 0. Therefore we have Lemma 3.3 Suppose that p ∈ V (I). Then there is a uniquely determined
. . , λ k ) = 0 in a neighbourhood of (λ, p). According to the Cramer rule, there exists a uniquely determined λ( near (λ, p) . On Γ we take the orientation induced by equations vectors v 1 , . . . , v n−k+1 tangent to Γ at (λ(x), x) are well oriented if and only if
are well oriented in R k−1 × R n−k+1 . One can see that vectors
with the 1 in the (k+s−1)-th coordinate, are tangent to Γ. Their orientation corresponds to the standard orientation of an R n−k+1 
Proof. We have
Denote by A the Gramian matrix of vectors v 1 , . . . , v n−k+1 . It is easy to see that the determinant of the matrix having rows ∇F 1 (λ(x), x), . . . ,
Vectors v 1 , . . . , v n−k+1 are linearly independent, so det A > 0. We get that v 1 , . . . , v n−k+1 are well oriented in Γ if and only if m(x) > 0. ✷ Denote by O n the ring of germs at (λ, p) of analytic functions R k−1 × R n−k+1 −→ R, by O Γ the ring of germs at (λ, p) of analytic functions Γ −→ R, and by O n−k+1 the ring of germs at p of analytic functions R n−k+1 −→ R. Since ∂(F 1 , . . . , F k−1 )/∂(λ 2 , . . . , λ k )(λ, p) = 0, so there is a natural isomorphism
We have m(p) = 0, so the germ of m is invertible in O n , O Γ and O n−k+1 . Denote by J the ideal in O n−k+1 generated by all k × k minors of [a ij (x)].
According to the Cramer rule,
Each generator of J belongs to Ω 1 , . . . , Ω n , so J ⊂ Ω 1 , . . . , Ω n .
Applying (1) one may show
In particular, germs of
. . , Ω n = J, and there are natural isomorphisms
✷
From the previous proof we also get
As
Because n − k is even, so
Since ∂(∆ k , . . . , ∆ n )/∂(x 1 , . . . , x n−k+1 )(p) = 0, the mapping (Ω k , . . . , Ω n ) has an isolated regular zero at p, moreover
So the local topological degree of (F k , . . . ,
if and only if the orientation of Γ is the same as the one induced from R n−k+1 . According to Lemma 3.5, the local topological degree of (F k , . . . , F n ) :
, where the orientation of Γ is the one induced by equations F 1 = . . . = F k−1 = 0, equals
According to [9, Lemma 3.2] , (λ, p) is isolated in ((F k , . . . , F n )|Γ) −1 (0) if and only if (λ, p) is isolated in (F 1 , . . . , F n ) −1 (0), moreover
Hence the local topological degree of F = (F 1 , . . . ,
. . , x n−k+1 ]/I. Let us assume that dim A < ∞, so that V (I) is finite. For h ∈ A, we denote by T (h) the trace of the linear endo-
. With f and δ we associate quadratic forms Θ δ , Θ f ·δ : A → R given by Θ δ (a) = T (δ · a 2 ) and Θ f ·δ (a) = T (f · δ · a 2 ). According to [1, 7] , we have
where p ∈ V (I). Moreover, if the quadratic forms are non-degenerate then δ(p) = 0 and f (p) = 0 at each p ∈ V (I), so that V (I) ∩ M = ∅. In that case vectors α 1 (x), . . . , α k (x) are linearly independent at every x ∈ M , and then the restricted mapping α|M goes into V k (R n ).
Proof. The product S k−1 × D is a compact n-manifold with boundary
The standard orientation of the boundary coincides with the standard orientation of the product S k−1 × M if and only if k is odd. Then Because n − k is even, then
The quadratic form Θ δ is non-degenerate, hence δ(p) = 0 at each p ∈ V (I). By Lemma 3.8,
On the other hand, Let α = (α 1 , α 2 ) : R 3 −→ M 2 (R 4 ) be a polynomial mapping such that α j is the j-th column of A.
One may check that I is generated by 2y − z, 2x − 2z − 1, z 2 + z and A = R[x, y, z]/I is a 2-dimensional algebra, where e 1 = 1, e 2 = z is its basis.
In our case m = y + 2, and so I + m = R[x, y, z]. One may check that T (e 1 ) = 2, T (e 2 ) = −1, and δ = −24 − Hence signature Θ δ = 0, signature Θ f ·δ = −2. Applying Theorem 3.9 we get that α|S 2 : S 2 −→ V 2 (R 4 ) and Λ(α|S 2 ) = −(0 − 2)/2 = 1.
Intersection number
By B n (r) we denote the n-dimensional open ball with radius r centred at the origin, byB n (r) its closure, and by S n−1 (r) the (n − 1)-dimensional sphere with radius r centred at the origin.
Lemma 4.1 Let
is compact for some k < n, then the topological degree of H/|H| : S n−1 (R) −→ S n−1 is equal to zero for any R > 0 with Z ⊂ B n (R).
Proof. Suppose that Z ⊂ B n (R), so Z ∩ S n−1 (R) = ∅ and H(x) = 0 for x ∈ S n−1 (R). Let us consider H/|H| : S n−1 (R) −→ S n−1 . We have
So (H/|H|) −1 (0, . . . , 0, 1) = ∅, and the degree of H/|H| equals zero. ✷ Let H = (h 1 , . . . , h n ) : R n −→ R n be continuous, let U ⊂ R n be an open set such that H −1 (0) ∩ U is compact, so that the topological degree deg(H, U, 0) is defined. Suppose that h 1 (x) = x 1 g(x), where g(x) > 0 for x ∈ U . By U ′ denote the set {x ′ = (x 2 , . . . , x n ) ∈ R n−1 | (0, y ′ ) ∈ U }. Of course H −1 (0)∩U ⊂ {0}×U ′ . Let us define the mapping H ′ : Proof. Take a well oriented basis v 1 , . . . , v m of T x M , so that ∇f (x), v 1 , . . . , v m are well oriented in R m+1 . Let e 1 , . . . , e m+2 be the standard basis of R m+2 . Take q = (β, β m+2 ; x) ∈ B m+2 (r) × M . Then
Since φ(0; x) = (x, x) and M is compact, if r > 0 is small enough then φ : B m+2 (r) × M → R 2m+2 is an orientation preserving diffeomorphism onto its image. ✷ Lemma 4.5 There exist smooth functions u 1 , . . . , u m+1 :
✷

Theorem 4.6 If m is even and g
By Proposition 4.3, there is ε > 0 such that |x−y| > ε for (x, y) ∈ H −1 (0)\∆. Take r > 0 such that φ : B m+2 (2r) × M → R 2m+2 is an orientation preserving diffeomorphism onto its image. Put K = φ(B m+2 (r)× M ). Then K is a closed tubular neighbourhood of φ({0} × M ) = ∆ in R 2m+2 , and so K is a (2m + 2)-dimensional compact manifold with boundary ∂K = φ(S m+1 (r) × M ). Moreover we can assume that
is a compact manifold with boundary S 2m+1 (R) ∪ ∂K, where the orientation of ∂K is opposite to the one induced from K. We may also assume that N contains H −1 (0) \ ∆ in its interior. According to Proposition 4.3,
The hypersurface M = f −1 (0) is compact, so {f (x) = f (y) = 0} = M ×M ⊂ R m+1 ×R m+1 is compact too. According to Lemma 4.1, deg(H|S 2m+1 (R)) = 0. So Example. Let g = (x 3 3 +x 2 −x 1 −3x 3 , x 3 2 +2x 1 −x 2 +x 3 , x 1 x 2 +2x 1 , x 1 x 3 − x 2 ) : R 3 −→ R 4 . Using Singular [3] and results of Theorems 3.9 and 4.6 one may check that I(g|S 2 (10)) = 5.
