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We have measured the moment AsinφLU corresponding to the polarized electron beam-spin asym-
metry in SIDIS. AsinφLU is a twist-3 quantity providing information about quark-gluon correlations.
Data were taken with the CLAS Spectrometer at Jefferson Lab using a 5.498 GeV longitudinally
polarized electron beam and an unpolarized liquid hydrogen target. All three pion channels (pi+, pi0
and pi−) were measured simultaneously over a large range of kinematics within the virtuality range
Q2 ≈ 1.0-4.5 GeV2. The observable was measured with better than 1% statistical precision over
a large range of z, PT , xB , and Q
2, which permits comparison with several reaction models. The
discussed measurements provide an upgrade in statistics over previous measurements, and serve as
the first evidence for the negative sign of the pi− sinφ moment.
I. INTRODUCTION
For decades, experiments in deep-inelastic scattering
(DIS) have mapped out the momentum distributions in
the nucleon in terms of one-dimensional parton distribu-
tion functions (PDFs). While these measurements pro-
vided significant insight into the nucleon structure, some
questions arose that could not be addressed in this one-
dimensional picture. Most notably, the EMC experiment
at CERN [1] found that the quark-spin contribution to
the proton’s spin is only about 30%. Recent measure-
ments of the gluon contribution to the proton spin have
shown this contribution to be too small to to saturate the
spin sum rule [2–5]. These results necessitate an under-
standing of the orbital motion of quarks in the proton.
In recent years, the hadronic physics community
has extended the investigation of partonic structure of
hadrons beyond the collinear PDFs by exploring the par-
ton’s motion and its spatial distribution in the direction
perpendicular to the parent hadron’s momentum. Two
sets of non-perturbative functions have been introduced
to investigate and describe the structure of hadrons at the
quark-gluon level. Transverse momentum dependent par-
ton distributions (TMDs) carry information on the longi-
tudinal and transverse momentum distributions. Gener-
alized parton distributions (GPDs) carry information on
the longitudinal momentum distribution and the trans-
verse positions of the partons. GPDs and TMDs are con-
nected through the Wigner distribution functions [6] or
Generalized Transverse Momentum Distributions (GT-
MDs) [7, 8] and provide complete description of the three-
dimensional structure of the nucleon.
Measurements of azimuthal moments, in particular the
single spin asymmetries (SSAs), have emerged recently as
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a powerful tool to probe the nucleon structure through
measurements of GPDs and TMDs in hard exclusive and
semiinclusive electroproduction of mesons and photon,
respectively. Pion electroproduction in semi-inclusive
DIS (SIDIS), when a final state pion is detected with
the final state lepton, is an important tool for studying
the TMD of partons. Assuming single photon exchange,
the differential cross section for this process is written as
a product of leptonic and hadronic tensors:
dσ
dxBdzdyd2PT
=
piα2yz
2Q4
Lµν2MWµν , (1)
where xB is the fraction of the proton’s momentum that
is carried by the struck quark, y is the energy fraction
of the incoming lepton carried by the virtual photon, z
is the energy fraction of the virtual photon carried by
the outgoing hadron, PT is the transverse momentum of
the final state hadron, and Q2 is the virtuality of the
collision. The leptonic tensor is Lµν and the hadronic
tensor is 2MWµν .
The SIDIS cross section for single pion electroproduc-
tion may be expressed as a function of the angle φ be-
tween the leptonic and hadronic scattering planes, which
is described by the Trento convention [9], as shown in
Fig. 1. The expression for the cross section for an unpo-
larized target can be written as
dσ =dσ0(1 +A
cosφ
UU cosφ
+Acos 2φUU cos 2φ+ λeA
sinφ
LU sinφ),
(2)
where λe = ±1 is the electron beam helicity and dσ0 is a
normalization that will cancel from the asymmetry. The
coefficients AcosφUU , A
cos 2φ
UU , and A
sinφ
LU are the three mo-
ments of the cross section. The subscripts on the three
coefficients denote the beam polarization first (U repre-
sents unpolarized and L represents longitudinally polar-
ized) and target polarization second (all are U for unpo-
larized). Each of the three moments in the cross section
may be written in a model-independent way as a set of
structure functions [10], each of which is related to a spe-
cific set of TMDs and fragmentation functions.
The presented measurement is of the third moment of
the above cross-section AsinφLU , the only one of the three
that is dependent on beam helicity. The helicity depen-
dence of the sinφ term arises from the antisymmetric
3FIG. 1. The scattering diagram of the SIDIS process. The
angle φ is the angle between the plane described by the inci-
dent and scattered electron and that defined by the direction
of the emitted hadron.
part of the leptonic tensor and the way it couples to the
hadronic tensor. This moment can be written as the ra-
tio of two structure functions, where the denominator
represents the beam spin independent part [10] and the
numerator is the structure function F sinφLU .
The structure function F sinφLU is related to quark-gluon-
quark correlations in the proton, and can be expressed
as a convolutions of distribution and fragmentation func-
tions [10, 11]. The twist of an operator is defined as the
power with which the hadron mass scale M occurs in a
matrix element. Reference [12] provides a working re-
definition of twist to be two plus the power p in which
the ratio M/Q occurs where Q is the magnitude of the
four momentum transferred (twist order =2 + p). Twist-
2 is called leading twist and twist-3 is subleading twist
because these terms are suppressed by O(M/Q). The
twist-2 terms describe parton densities given by quark-
antiquark correlators 〈q¯q〉 and the twist-3 term is the
correlation of quark and gluon fields described by quark-
gluon-quark correlators 〈q¯Gq〉. F sinφLU intrinsically has a
twist of order 3.
The structure function F sinφLU is composed of convo-
lutions of parton distributions with fragmentation func-
tions summed over quark flavor, as shown in Fig. 2:
F sinφLU ∝
M
Q
∑
a
e2a
(
eaH⊥a1 + f
a
1 G˜
⊥a
+ g⊥aDa1 + h
⊥a
1 E˜
a
) (3)
This structure function was the subject of numer-
ous theoretical and phenomenological studies [10, 13–
22]. Nevertheless, there is presently no satisfactory un-
derstanding of how much each function in Eq. 3 con-
tributes. Of particular importance are the Boer-Mulders
function h⊥1 , which is a leading twist naive time-reversal
odd TMD [23], and g⊥, the twist-3 time reversal odd
TMD [18], which has been described as the higher-twist
analog of the Sivers function [24]. e(x) is a chiral-odd
twist-3 PDF [25]. It has been suggested that the x2 mo-
ment of e(x) could be related to the transverse force act-
ing on the transversely polarized quarks in an unpolar-
ized nucleon [26].
FIG. 2. SIDIS scattering process including the parton distri-
bution function and fragmentation function.
The sinφ moment also provides access to the twist-3
fragmentation functions, G˜⊥ and E˜, and the Collins func-
tion [27], H⊥1 , which has previously been seen to cause
asymmetries of opposite sign for oppositely charged pions
at Belle [28], HERMES [29], and COMPASS [30].
Every term in the structure function can be shown to
be a pure twist-3 term at leading order. Hence, the often
used Wandzura-Wilczeck approximation, which neglects
all interaction dependent parts in twist-3 terms in a struc-
ture function, is not valid in this case as it would demand
that the entire asymmetry to be zero, which is not the
case.
A sizeable beam-spin asymmetry in semi-inclusive pion
electroproduction was predicted by F. Yuan [17], arising
from the convolution of the Boer-Mulders function with
the twist-3 fragmentation function E˜ [25] or by the con-
volution of the twist-3 T-odd TMD g⊥ with the fragmen-
tation function D1 [19, 22]. An asymmetry arising from
the convolution of the Collins function with the chiral
odd twist-3 TMD e(x) is described in [14].
Recently, the twist-3 distributions have seen an in-
crease in attention for their significant relationship to the
quark orbital angular momentum [31–33]. Measurements
of significant SSAs described by higher twist distribution
and fragmentation functions indicate that multi-parton
correlations are significant and their understanding is
crucial for a complete description of the structure of the
nucleon. Measurements of AsinφLU should provide access
to twist-3 TMDs and fragmentation functions, improv-
ing our understanding of quark-gluon-quark correlators
in the proton.
II. EXPERIMENT
The current measurement at Jefferson Lab utilized a
5.498 GeV polarized electron beam with an average beam
polarization of 0.75±0.03, incident upon an unpolarized
liquid hydrogen target. Semi-inclusive pion electropro-
duction ep→ epi±,0X, where X denotes undetected final-
state hadrons, was observed, leading to asymmetry mea-
surements with absolute uncertainties of 0.015 or less
in all three pion channels (pi+, pi0 and pi−). Measuring
4FIG. 3. (Color Online) The CLAS detector, including drift
chambers, Cˇerenkov counters, electromagnetic calorimeters,
and time-of-flight detectors.
in all three channels simultaneously is important to re-
duce the experiment’s systematic uncertainty. The mea-
surements were completed with the Continuous Electron
Beam Accelerator Facility (CEBAF) Large Acceptance
Spectrometer (CLAS) during the E1-f run period from
April through June of 2003. An integrated luminosity of
21 fb−1 was collected during the experiment.
The electron beam was provided by CEBAF, consist-
ing of two linear accelerators that propel polarized elec-
trons to a total energy of 5.498 GeV. The helicity of the
electrons was flipped with a frequency of 33 Hz in order
to minimize systematic effects. A half-wave plate was
also used to periodically flip the helicity definitions be-
tween positive and negative in order to further negate any
systematic uncertainty due to beam helicity. The beam
polarization was measured frequently with a Møller po-
larimeter with a negligible statistical uncertainty.
The CLAS detector [34], shown in Fig. 3, was located
in Hall-B. The detector was composed of four detec-
tor sub-systems in a layered configuration and divided
into six sectors in the azimuthal angle, providing nearly
4pi coverage. Particles were detected using drift cham-
bers [35] for tracking of charged particles, Cˇerenkov coun-
ters [36] and electromagnetic calorimeters [37] for elec-
tron identification, and time-of-flight detectors [38] for
hadron velocity measurements.
Charged particles traveled through CLAS in a curved
trajectory due to a toroidal magnetic field. In the nomi-
nal configuration, many pi− tracks were lost because they
were bent out of the range of the CLAS acceptance. For
E1-f, the CLAS torus magnet was run at 60% of its nomi-
nal current in order to maximize acceptance of pi− tracks.
FIG. 4. (Color Online) Number of photoelectrons detected in
the CLAS Cˇerenkov counter. Events with the number of pho-
toelectrons ×10 greater than 25 were kept, while those below
were subjected to further cuts. The blue (dotted) histogram
shows the total measured events passing cuts in the EC, but
without additional CC cuts applied. The black (solid) his-
togram shows those events passing all electron identification
cuts, including those imposed using the CC measurements
when Npe×10 < 25. The red line at Npe×10 = 25 delineates
the two regions with different CC cuts (see text).
A. Electron identification
Electrons were identified in the CLAS using a series
of cuts on signals from the Cˇerenkov counter (CC) and
electromagnetic calorimeter (EC). Cˇerenkov cuts were
applied for tracks that did not produce a high number
of photoelectrons in the CC. Timing and position infor-
mation were used to discriminate between electrons and
minimum ionizing tracks such as a pi−. These cuts were
made in coincidence with cuts on the energy deposited
in the EC, as well as position and timing information for
each track.
The CLAS Cˇerenkov counter used photomultipliers to
count photons emitted from Cˇerenkov radiation in the
detector. A threshold of 2.5 photoelectrons was estab-
lished, above which each track was accepted as an elec-
tron, as shown in Fig. 4. If the number of photoelectrons
ejected from the photocathode was less than 2.5, a series
of other cuts were applied to the CC signal, including
measurements of timing and position in the CC.
In the EC, a series of five cuts were used to discriminate
between electrons and minimum ionizing particles, which
were mostly negative pions. Cuts were made on the min-
imum momentum of an electron that could be seen due
to the threshold of the calorimeter’s trigger discrimina-
tor, which removed electron candidates with momentum
below 0.6 GeV. Cuts were also made on the sampling
fraction, the energy deposited in the pre-radiator (inner)
and total absorption (outer) regions of the calorimeter,
the location of each hit in the EC, and a matching of the
timing between hits in the EC and time-of-flight detec-
tors.
Based on simple kinematic considerations, the sam-
pling fraction, defined as the ratio of deposited energy
over momentum as measured by the drift chambers,
5p [GeV]
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FIG. 5. (Color Online) Sampling fraction E/p vs p for elec-
tron candidates in the CLAS electromagnetic calorimeter.
Only events between the two solid (red) lines were kept. The
dotted line indicates the mean of the distribution.
FIG. 6. (Color Online) A two-dimensional histogram of the
energy deposited in the outer vs inner parts of the CLAS elec-
tromagnetic calorimeter. Electron candidates depositing less
than 55 MeV (as represented by the red line) were removed.
should be roughly constant in momentum. The sam-
pling fraction was computed as a function of momentum
in each of the six sectors of the CLAS, and each momen-
tum slice was fit with a Gaussian to determine a mean
and width of the distribution, as shown in Fig. 5. The
cut was then computed as a function of momentum as
µ(p) + 3.5σ(p)/− 3.0σ(p), where µ(p) is the mean of the
Gaussian fits as a function of p and σ(p) is the function
of the corresponding widths. The cut is asymmetric be-
cause there is a greater risk of pion contamination on the
low side of the distribution than on the upper side.
The CLAS EC was separated into inner and outer re-
gions. An electron passing through the EC would shower,
depositing a large amount of energy into the EC. Pions on
the other hand are minimum ionizing particles, which de-
posited a much smaller amount of energy that was easily
separated by placing a cut on the total energy deposited
in the inner part of the EC, keeping only events with
Einner > 55 MeV, which is consistent with a 3σ cut on
the pion peak, as shown for one sector in Fig. 6.
Geometric cuts were placed on the EC hits to remove
events near the edges of each calorimeter, where the
shower leakage may occur, resulting in an incomplete en-
ergy measurement.
Cuts were made on the EC timing information by com-
puting the difference in time between when the track hits
the EC and when the same track hits the time-of-flight
detector. Based on the known spatial separation between
the detectors, this difference should be 0.7 ns. Events
were accepted if their flight times were within 3σ of a
Gaussian fit to the ∆t distribution centered at 0.7 ns.
B. Charged pion identification
Charged hadrons were identified using the CLAS drift
chambers and time-of-flight detectors. The drift cham-
bers are used to measure the momentum of each track,
and the particle’s velocity was measured by the time-
of-flight detector. These two measurements combined to
give an accurate separation between the different charged
particle tracks. The pi+ tracks had to be separated from
protons and both charged pion channels were distin-
guished from kaons.
To perform the required separation of charged pions
from heavier charged tracks, a quantity ∆t was computed
as the difference between the time recorded for each hit in
the time-of-flight detector (corrected for the event start
time) and the expected time for a pion to hit the detector
as calculated from the track’s momentum measured by
the CLAS drift chambers. The calculated time is given
by
tcalc =
LDC
cp
√
p2 +m2pi, (4)
where LDC is the path length of the track from the pro-
duction vertex to the timeofflight plane, c is the speed of
light, p is the track’s momentum, and mpi is the known
pion mass. Fig. 7 shows the separation of the pi+ from
the proton and kaon tracks.
For the pi− tracks it was necessary to impose additional
cuts to remove electron contamination. Cuts opposite to
those used in the electron identification using the EC
inner energy and number of photoelectrons in the CC
are used.
C. Neutral pion identification
Neutral pions are identified via their primary decay
mode, pi0 → γγ. Both photons are detected in the CLAS
EC, and the invariant mass of the photon pair was com-
puted to reconstruct the pi0.
Photons are distinguished from neutrons by measuring
the β of each hit in the calorimeter, and performing a
momentum dependent cut, as shown in Fig. 8, where β
was measured based on the EC hit-time as
6FIG. 7. (Color Online) ∆t vs momentum for positively
charged tracks, where the cut shown removed proton and kaon
tracks from the desired pi+ sample. The black dots define ±3σ
for ∆t in each momentum bin, and the red curves are fits to
those points, which were used to set maximum and minimum
values on ∆t. The plots for pi− look similar but without the
strong proton contribution.
β =
LEC/c
tEC − tstart
, (5)
where LEC is the distance from the vertex to the EC
hit, tEC is the time measured by the calorimeter, tstart
is the start time of the event with respect to the machine
radio frequency, and c is the speed of light. A cut is
necessary to remove events in which the angle between
the two photons is smaller than the resolution of the EC,
leading to an inaccurate reconstruction of the invariant
mass, and another is made on the hit position in the
calorimeter, which is similar to that used in the electron
identification.
For events with the number of identified photons,
Nγ ≥ 2, the invariant mass of each potential photon
pair was binned by helicity, φ, and the remaining kine-
matic variables. Each bin was then fit with a Gaussian
plus polynomial background to determine the number of
events in each bin, as shown in Fig. 9. The background
polynomial was of first, second, or third order depending
on the shape of the background in that particular kine-
matic bin. It was ensured that the background function
was the same for each helicity state in order to decrease
the likelihood of an asymmetry arising due to differences
in the background function. The number of (background
subtracted) events in each kinematic bin were determined
by integrating the Gaussian signal function, f(Mγγ), over
±3σ, where σ was the standard deviation of the Gaus-
sian in that bin, and computing the number of events as
shown in Eq. 6.
FIG. 8. (Color Online) β vs momentum for hits in the CLAS
calorimeter. A momentum-dependent cut, shown by the solid
red line, was used to separate photons from neutrons.
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FIG. 9. (Color Online) Invariant mass of two photons in a
single bin in xB , PT , and φ for the positive helicity state. The
invariant mass was fit with a Gaussian (red dotted curve) plus
a polynomial background (grey curve), which is integrated to
determine the number of neutral pions in the bin.
Nevents =
1
bin size
∫ +3σ
−3σ
f(Mγγ) dMγγ (6)
D. Kinematic coverage
The kinematic requirements for DIS are W > 2 GeV
and Q2 > 1 GeV2, where W is the invariant mass of
the final state and Q2 is the virtuality of the exchange
photon, or four-momentum transfer squared, from the
7incident lepton to the target, given by W 2 = (P + q)2
and Q2 = −q2 = −(k − k′)2. Here P is the 4-vector
of the target and k(k′) is the 4-vector of the incoming
(outgoing) lepton.
The measurements were performed in terms of the
kinematic variables xB , z, PT , and Q
2. Here, xB is
the momentum fraction carried by the quark in the pro-
ton, which is defined by x = Q
2
2P ·q . The variable z is
the momentum fraction carried away by the produced
hadron, which is defined manifestly as a Lorentz scalar
by z = P ·PhP ·q , and PT is the transverse momentum of the
outgoing hadron relative to q.
One advantage of performing the experiment in CLAS
was the wide kinematic coverage available for analysis.
Coverage in xB was available from 0.1 to 0.6, correspond-
ing to a Q2 range from 1.0 GeV2 to 4.5 GeV2. Cover-
age in W extends from our imposed minimum of 2 GeV
to 3.1 GeV, and PT extends from 0 to 1 GeV. A cut
was imposed on 0.4 < z < 0.7 to select semi-inclusive
events. Events with missing mass MX below 1.2 GeV are
removed, which in conjunction with the cut on z effec-
tively removed contamination from exclusive events such
as ep → epi+n. The full range of kinematic coverage for
this experiment is shown in Fig. 10.
FIG. 10. (Color Online) Kinematic coverage for SIDIS events.
AsinφLU was binned in z, xB , PT , and Q
2, so the upper panel
shows Q2 vs. xB and the lower panel shows z vs. PT , where
z has been constrained to the SIDIS region of 0.4 < z < 0.7.
The distributions are shown for pi+ events, but the kinematic
coverage for pi− and pi0 is similar.
III. DATA ANALYSIS
The data were analyzed by computing beam-spin
asymmetries (BSAs), as shown in Eq. 7 in each kine-
matic bin. Here N+ is the number of events from the
positive helicity beam, N− is the number of events with
the negative helicity beam, and Pe is the average beam
polarization.
A(φ) =
1
Pe
N+ −N−
N+ +N−
(7)
Statistical uncertainties were computed for each BSA for
charged pions, as
δA =
1
Pe
√
1− (PeA)2
N+ +N−
, (8)
which was computed from the standard uncertainty on
the number of events in each helicity state, δN± =
√
N±.
Uncertainties for pi0 BSAs include an additional factor
to account for the background subtraction that slightly
increases the uncertainty. The uncertainty on the beam
polarization from the multiple Møller measurements was
included in the systematic uncertainty.
The BSA was binned in ten bins in z from 0 to 1
in order to see the z-dependence, but when not look-
ing at the z dependence, cuts were applied to keep only
0.4 < z < 0.7 to limit results only to the SIDIS kine-
matic region. After the z cut, the data were binned in
five bins in xB from 0.1 to 0.6, five bins in PT from 0 to
1 GeV, and five bins in Q2 from 1 to 4.5 GeV2. The data
were also analyzed using two-dimensional binning in xB
and PT over the same ranges, since the accessible TMDs
are functions of xB and kT (which can be approximately
related to PT [39]).
In each kinematic bin, the BSAs were binned in φ and
fit to determine AsinφLU . The fitting function, f(φ), was
derived from Eq. 2 as
f(φ) =
A sinφ
1 +B cosφ+ C cos 2φ
, (9)
and the coefficient A was extracted as the value of AsinφLU
in each bin. An example of the fitting procedure is shown
in Fig. 13. The systematic uncertainty due to the fitting
process was checked by fitting with other functions such
as A sinφ or A sinφ + B sin 2φ. It should be noted that
the coefficients on sin 2φ were found to be consistent with
zero.
All fits were performed using a χ2 minimization with
the TMinuit class in ROOT [40]. Uncertainties on the
fit coefficients were computed in MINUIT from the χ2 of
each fit. The goodness-of-fit was evaluated by hypothesis
testing. The null hypothesis H0 was defined by the state-
ment that the BSA distributions were consistent with our
8FIG. 11. p-value vs. χ2. Fits for which the p-value < 0.003
did not pass our hypothesis test and were removed.
fit function. A significance level was set to 0.003, so if the
fit in a particular bin returns a p-value less than 0.003,
the hypothesis was rejected, and that fit was removed
from the analysis. A plot of the p-values for each fit vs.
χ2 is shown in Fig. 11, where the red line indicates our
significance level. The removal of fits with a very low
p-value also served to remove fits with a χ2 higher than
would be expected based on our statistics. The mea-
sured χ2 distribution was compared to the expected χ2
probability density function (p.d.f.) computed for eight
degrees of freedom and normalized to our bin size and
number of entries, as given by Eq. 10
f(x) =
2× 118
96
x3e−x/2. (10)
The p.d.f. is written as f(x), where xB is the χ
2. By
definition, the mean ν of the distribution is eight for the
degrees of freedom, and the leading coefficient is given by
2−ν/2/Γ(ν/2) = 1/96. The distribution was then scaled
by a factor of 2×118 to match the number of entries and
bin size of the measured χ2 histogram. The plot of χ2 is
shown in Fig. 12, and it can be seen that the measured
χ2 distribution closely matches the expected distribution.
The reduced χ2 between the two distributions is 1.37.
IV. SYSTEMATIC STUDIES
The systematic uncertainty was estimated to be
smaller than or nearly equal to the statistical uncertainty
in all measured kinematics. These estimations were car-
ried out by varying the analytical techniques and mea-
suring the resulting change in AsinφLU . The total system-
atic uncertainty due to these variations was estimated to
be 0.006 for pi+, 0.007 for pi−, and 0.009 for pi0. Table I
gives the systematic uncertainty due to each variation for
FIG. 12. Comparison between the measured (blue) and ex-
pected (red) χ2 distributions.
Sources of uncertainty Average uncertainty
pi+ pi− pi0
EC Einner cut 0.0017 0.0030 0.0003
EC sampling fraction 0.0005 0.0016 0.0020
Electron fiducial cut 0.0011 0.0029 0.0020
Vertex cut 0.0021 0.0029 0.0036
Pion identification 0.0007 0.0028 -
Pion fiducial cut 0.0018 0.0040 -
Missing mass cut 0.0052 0.0029 0.0064
Background subtraction - - 0.005
Background asymmetry - - 0.007
Fitting function 0.0007 0.0011 0.0010
Beam polarization 0.0004 0.0006 0.0008
Total 0.006 0.008 0.012
Statistical uncertainty 0.005 0.014 0.012
TABLE I. Sources systematic uncertainty. The second col-
umn gives the average absolute uncertainty from each source.
For comparison, the average statistical uncertainty is given.
each pion channel. Contributions were estimated from
acceptance effects and pion contamination to the identi-
fied electrons. The analysis was repeated using randomly
generated helicity states, which gave an asymmetry con-
sistent with zero.
The inclusive beam-charge asymmetry (BCA) was also
calculated on a run-by-run basis to insure that the in-
tegrated number events for each helicity state remained
constant over the entire run period. The integrated BCA
was measured to be 0.003. To test the impact of this
asymmetry on the measured physics asymmetry, AsinφLU
was calculated independently for all events from runs
with a positive BCA and again for all events from runs
with a negative BCA. The two values were found to be
identical to a precision much smaller than the quoted
systematic uncertainties. It is hence concluded that the
BCA does not contribute to the measured physics asym-
9metry.
A. Variation of particle identification
Particle identification cuts were varied for both elec-
tron and pion identification routines. The electron iden-
tification was tested by varying the minimum and max-
imum values for the sampling fraction, EC Einner, fidu-
cial, and vertex cuts. The charged pion identification
was tested by switching between the nominal cut on ∆t
and an analogous cut on the β = v/c for each track, as
well as variations of the pion fiducial cuts. pi0 identifica-
tion was tested by modifying the background subtraction
technique, and by computing the asymmetry of the back-
ground itself.
A significant contamination of pions in the electron
sample could give a large contribution to the systematic
uncertainty. The electron identification cut most sen-
sitive to pion contamination was that on the EC inner
energy, nominally at Einner > 55 MeV, which is equiva-
lent to 3σ from the pion peak. To test for pion contam-
ination, the data were analyzed comparing the cut at
Einner > 0 MeV, giving maximum pion contamination,
and Einner > 100 MeV, cutting well into the sample of
good electrons, and hence removing any trace of contam-
ination due to misidentified pi−. The difference in AsinφLU
due to this variation was negligible in comparison with
the other sources of uncertainty.
As an additional check on the possibility of pion con-
tamination, the EC Einner distribution was generated
for five separate ranges of both Q2 and W , and then fit
with a functional form that combined a Gaussian with a
polynomial. The two functions were integrated individ-
ually, and the percentage of events passing the electron
identification that were actually misidentified pions was
computed to be less than 10−3 in every bin.
The uncertainty due to the value of the missing mass
cut was computed by comparing the nominal results,
which use a missing mass cut at 1.2 GeV, with results
stemming from missing mass cuts at 1.1 GeV and 1.3
GeV.
B. Uncertainty due to fitting procedure
Because AsinφLU was extracted as the coefficient of a fit,
it is important that the fitting technique be very reliable.
This was tested by variation of the fitting procedure, fit-
ting of data using a random beam helicity, and fitting of
simulated data seeded with a known asymmetry.
The nominal fitting function shown in Eq. 9 was de-
rived from the SIDIS cross section as shown in Eq. 2,
so this function gives the most physically accurate de-
scription of the beam-spin asymmetry. The B and C
coefficients result from an unstable equilibrium in the
χ2 minimization, so small changes in the data can cause
large fluctuations in these values. We did not use this
FIG. 13. (Color Online) Beam-spin asymmetries for one bin
in z, plotted in red, open symbols (blue, solid symbols) using
measured (random) helicities. Both are fit using Eq. 9. An
estimate of systematic uncertainty was made by fitting the
BSA using a random helicity, which is expected to be zero,
and comparing the result with the null hypothesis.
fit to make a measurement of those values, but their in-
clusion still made the shape of the fitting function more
realistic.
To determine the systematic uncertainty due to this fit,
the BSAs were fit with a simplified version of the fitting
function, A sinφ, and the resulting A coefficients were
compared to those from the full fit to compute a value
of systematic uncertainty. Other functions were tested as
well, including A sinφ1+B cosφ ,
A sinφ
1+B cos 2φ , andA sinφ+B sin 2φ.
The first two of these were used to determine the contri-
bution of the cosine term to the fit, and the third tests
for a possible contribution from higher harmonics, which
were observed to be consistent with zero. The variation
of the A coefficient due to fits with this variety of func-
tions is seen be only about 13% of the total systematic
uncertainty, as shown in Table I.
Another method to test the fitting procedure is to ar-
tificially modify the data to produce a known result, and
then measure the discrepancy between the expected re-
sult and that provided by the fit. This was done in two
ways. The first was to seed the data with a random
helicity, resulting in an asymmetry of zero, as shown in
Fig. 13. The second was to test the fitting procedure on
simulated data with a known asymmetry. In both cases
the fits yield values within 1.5σ of the expected value.
C. Uncertainty due to beam polarization
Any uncertainty in the measurement of beam polar-
ization will lead to an uncertainty in AsinφLU . The beam
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polarization was measured periodically during the run us-
ing a Møller polarimeter, with an average measurement
of Pe = 0.751. Known systematic effects provide a δPe of
3% (relative) [34], which was then used to compute the
contribution of the beam polarization to the uncertainty
on AsinφLU , as shown in Eq. 11.
δALU =
δPe
Pe
ALU (11)
These values were averaged over all bins to give the value
in Table I.
D. Acceptance effects
The effect of acceptance on beam-spin asymmetries
was found to be negligible in this analysis. The CLAS
data can be susceptible to effects from detector inefficien-
cies, but these effects cancel out for BSAs as long as the
acceptance is the same for positive and negative beam he-
licity and the bin size used in the analysis is sufficiently
small.
The CLAS acceptance was computed using a Monte
Carlo simulation. Data were generated using a Lepto-
based event generator with realistic physics for semi-
inclusive DIS [41], and the Monte Carlo was performed
using a GEANT-based detector simulation [42]. Each
kinematic bin was analyzed using the raw generated data
first, and then again using the data that had passed
through the simulated CLAS detector. The efficiency
in each kinematic bin was computed as the ratio of the
number of events detected in that bin after the Geant
detector simulation to the number of events seen in that
bin from the generated data sample,
A =
NR
NG
, (12)
(R=reconstructed and G=generated). The experimental
data were then corrected in each bin using this calculated
efficiency,
N ′ =
NM
A
, (13)
(N ′ is corrected and M=measured). The acceptance was
computed using only events with positive helicity and
only events with negative helicity, and the ratio of the
two were checked in every bin to insure they were in
agreement with unity to better than 1σ. Since the CLAS
acceptance was seen to be equal for each helicity state,
the corrected BSA, which we call BSA′ is unchanged by
the acceptance correction, as demonstrated in Eq. 14.
BSA′ =
N ′+ −N ′−
N ′+ −N ′− =
N+/A+ −N−/A−
N+/A+ +N−/A−
(14)
Then, if A+ = A− = A,
BSA′ =
N+/A−N−/A
N+/A+N−/A
=
N+ −N−
N+ +N−
= BSA. (15)
V. RESULTS
AsinφLU has been measured with good statistics in all
three pion channels. Data were binned using five bins in
xB from 0.1 to 0.6, five bins in PT from 0 to 1 GeV, five
bins in Q2 from 1.0 to 4.5 GeV2, and ten bins in z from
0 to 1, though when looking at dependencies on xB , PT ,
or Q2, only the z bins between 0.4 and 0.7 were used.
Fig. 14 and Table II show AsinφLU in one dimension vs
xB , z, PT , and Q
2. The full data set is contained in the
CLAS database [43]. For each of these plots, all kinemat-
ics other than the demonstrated dependence were inte-
grated. When integrating, xB , z, and PT were integrated
over their entire range, and z were integrated from 0.4 to
0.7. Fig. 15 and Table III show AsinφLU in two dimensions
of xB and PT . Here we have integrated over all Q
2 bins
and 0.4 < z < 0.7.
The observable AsinφLU has been previously measured for
pi+ and pi0 using CLAS and for all three pion channels
at HERMES. Fig. 16 shows the comparison between the
current experiment and the previously published data.
The previously published CLAS pi0 measurement (the
E1-dvcs run) utilized an inner calorimeter that greatly
increased photon detection at small angles. With that
inner calorimeter, the E1-dvcs experiment had more uni-
form coverage in φ for pi0s at low xB . This inner calorime-
ter was not available at the time of the E1-f run period
from which the current data were obtained, and, as a re-
sult, the systematic uncertainties in the value for AsinφLU
obtained at the lowest xB value for the experiment re-
ported here are considerably larger than those for the
previous CLAS measurement. This large uncertainty for
the lowest xB point obtained here prevents rejection of
the null hypothesis that there is no difference between
the two CLAS measurements (p = 0.885).
Because HERMES results were obtained at a higher
beam energy than the CLAS, it is necessary to scale the
data by a factor of < Q > /f(y) to make a valid com-
parison, where f(y) is given by
f(y) ≈ y
√
1− y
1− y + y2/2 (16)
and y is again the energy fraction [10].
It has been observed in measurements at Belle that
the Collins mechanism results in opposite z-dependence
in the two charged pion channels [28], so in the case that
the asymmetry is dominated by the Collins type contri-
bution, pi+ and pi− will have opposite sign for the sinφ
moments.
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FIG. 14. (Color online) AsinφLU vs. z, xB , PT , and Q
2 after integration over other the other kinematic variables for each pion
channel. The integration range in z for SIDIS kinematics is for 0.4 < z < 0.7. The error bars represent statistical uncertainties
and the shaded regions represent the systematic uncertainties. The top row shows pi+, the center row shows pi−, and the bottom
row shows pi0.
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FIG. 15. (Color online) AsinφLU vs xB in different PT bins. The error bars represent statistical uncertainties and the shaded
regions at the bottom represent systematic uncertainties. The top row is pi+, the middle is pi−, and the bottom pi0. Each
column represents a different bin in PT . The results are integrated over all Q
2 and 0.4 < z < 0.7.
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FIG. 16. (Color online) Comparison of AsinφLU vs xB between several datasets, each scaled by a factor of < Q > /f(y), where f(y)
is given by Eq. 16. The left panel is pi+, the center is pi−, and the right is pi0. Here the solid (black) circles are this experiment,
the open (red) squares are from HERMES [44], and the open (blue) triangles are from previous CLAS publications [45–47].
The error bars are statistical uncertainty and the solid bands show the systematic uncertainty for the current experiment.
It is expected that pi0s will give the same sign of asym-
metry as pi+. Isospin symmetry predicts that the mag-
nitude of AsinφLU for pi
0s should give a weighted average
of the moments from pi+ and pi−. Since the Collins con-
tribution to pi+ and pi− is roughly equal and opposite,
one would expect a very small asymmetry for pi0 from
this effect. Since it is very far from zero, one could argue
that other contributions are relevant for pi0.
There has been a phenomenological work that at-
tempted to extract twist3 functions from the existing
data [48], however higher precision data are needed for
model independent studies of TMDs [49–52]. The current
measurement provides a significant upgrade of the previ-
ous CLAS [46] and HERMES [44] results, which should
be sufficient to contribute to an updated analysis of the
relevant twist-3 TMDs, with the newly added benefit of
viewing flavor separation with the large improvement in
the pi− measurement.
In Fig. 17 our results are compared to a model de-
scribed in [13, 14], which takes into account only the
contribution of the e(x) ⊗ H⊥1 term to the sinφ mo-
ment, where prescription from [51] is used to model the
Collins contribution, as well as another model as de-
scribed in [22, 53], which also accounts for the g⊥ ⊗D1
contribution using two different spectator models [54, 55].
The model predictions are computed specifically for the
E1-f kinematics. The opposite sign of the two charged
pion channels is consistent with a significant contribution
related to the Collins function [14], but the difference in
scale for pi+ and pi0 in particular suggests that the other
three contributions to the structure function must also
play relevant roles. The model by Mao and Lu, when
using the spectator model in [55], describes our data well
for pi+ and accurately predicts the sign of the asymmetry
for pi− (though the predicted magnitude for pi− is much
larger than the present data)”, while showing a very small
contribution for pi0. The prediction by Mao and Lu us-
ing the spectator model described in [54], however, is
highly inconsistent with our measurement, especially for
pi−, where the prediction is large and of opposite sign.
The comparison of AsinφLU measurements for all 3 pions
(Fig. 17), with contributions from only the Collins ef-
fect, indicates that Sivers-type contributions g⊥⊗D1[22]
may be significant for pi+ and pi0 but small for pi−. This
is consistent with the latest observations by HERMES
and COMPASS [56–58], where a large Collins effect was
observed for charged pions, while the Sivers effect was
found to be significant only for pi+. A complete descrip-
tion would be the sum of these two contributions, as well
as the contributions from the two twist-3 fragmentation
functions.
VI. CONCLUSION
The sinφ moment of the SIDIS cross section corre-
sponding to a polarized lepton beam scattering from an
unpolarized target, AsinφLU , has been measured with ab-
solute statistical accuracy of better than 1% in all three
pion channels. The measurements are compared to pre-
vious results published by the CLAS [45–47] and HER-
MES [44] Collaborations. This data represents an im-
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< z > < x > < PT > < Q
2 > < y > AsinφLU , pi
+ ±(stat)± (syst) AsinφLU , pi− ±(stat)± (syst) AsinφLU , pi0 ±(stat)± (syst)
0.05 0.24 0.18 1.80 0.72 0.0059 ± 0.0004 ± 0.0004 -0.008 ± 0.001 ± 0.000
0.15 0.26 0.29 1.84 0.71 0.0071 ± 0.0009 ± 0.0002 -0.007 ± 0.002 ± 0.001
0.25 0.27 0.37 1.87 0.70 0.007 ± 0.001 ± 0.001 -0.010 ± 0.001 ± 0.000 0.019 ± 0.002 ± 0.003
0.35 0.27 0.42 1.90 0.69 0.011 ± 0.001 ± 0.001 -0.013 ± 0.002 ± 0.000 0.020 ± 0.002 ± 0.005
0.45 0.28 0.45 1.92 0.68 0.015 ± 0.001 ± 0.001 -0.012 ± 0.002± 0.003 0.022 ± 0.002 ± 0.003
0.55 0.28 0.47 1.93 0.67 0.029 ± 0.002 ± 0.003 -0.007 ± 0.003 ± 0.001 0.012 ± 0.004 ± 0.006
0.65 0.29 0.48 1.93 0.65 0.039 ± 0.005 ± 0.000 -0.017 ± 0.005 ± 0.002 0.019 ± 0.005 ± 0.007
0.75 0.29 0.48 1.95 0.65 0.049 ± 0.005 ± 0.002 -0.028 ± 0.007 ± 0.003 0.013 ± 0.011 ± 0.005
0.85 0.30 0.44 1.95 0.65 0.052 ± 0.003 ± 0.003 -0.041 ± 0.011± 0.002
0.95 0.30 0.29 1.93 0.63 0.066 ± 0.003 ± 0.004 -0.049 ± 0.034 ± 0.008
0.51 0.14 0.52 1.27 0.72 0.018 ± 0.003 ± 0.004 -0.014 ± 0.006 ± 0.004 0.012 ± 0.004 ± 0.011
0.51 0.24 0.45 1.69 0.65 0.023 ± 0.003 ± 0.001 -0.008 ± 0.003 ± 0.002 0.016 ± 0.003 ± 0.003
0.51 0.34 0.40 2.17 0.65 0.026 ± 0.003 ± 0.001 -0.008 ± 0.003 ± 0.003 0.023 ± 0.003 ± 0.006
0.51 0.44 0.38 2.91 0.65 0.027 ± 0.002 ± 0.003 -0.010 ± 0.006 ± 0.003 0.026 ± 0.005 ± 0.003
0.51 0.54 0.36 3.78 0.70 0.026 ± 0.006 ± 0.002 -0.019 ± 0.015 ± 0.004 -0.015 ± 0.015 ± 0.007
0.52 0.32 0.10 1.94 0.65 0.017 ± 0.004 ± 0.003 0.012 ± 0.008 ± 0.004 0.041 ± 0.010 ± 0.011
0.51 0.29 0.30 1.95 0.68 0.028 ± 0.002 ± 0.003 0.013 ± 0.006 ± 0.002 0.031 ± 0.005 ± 0.005
0.51 0.28 0.50 1.91 0.69 0.024 ± 0.003 ± 0.003 -0.012 ± 0.006 ± 0.003 0.026 ± 0.003 ± 0.002
0.51 0.26 0.70 1.85 0.70 0.023 ± 0.004 ± 0.003 -0.016 ± 0.005 ± 0.002 0.003 ± 0.004 ± 0.001
0.52 0.21 0.90 1.69 0.73 0.029 ± 0.005 ± 0.003 0.010 ± 0.007 ± 0.005 0.016 ± 0.006 ± 0.002
0.51 0.21 0.46 1.35 0.68 0.018 ± 0.002 ± 0.003 -0.011 ± 0.002 ± 0.003
0.51 0.30 0.43 2.05 0.67 0.026 ± 0.004 ± 0.001 -0.014 ± 0.003 ± 0.001 0.011 ± 0.004 ± 0.007
0.51 0.37 0.42 2.75 0.71 0.030 ± 0.002 ± 0.001 -0.011 ± 0.005 ± 0.003 0.021 ± 0.003 ± 0.001
0.51 0.45 0.40 3.45 0.73 0.031 ± 0.004 ± 0.003 -0.016 ± 0.009 ± 0.002 0.023 ± 0.004 ± 0.005
0.51 0.52 0.37 4.15 0.75 0.019 ± 0.005 ± 0.004 -0.006 ± 0.019 ± 0.005 0.012 ± 0.007 ± 0.006
TABLE II. AsinφLU in one dimension vs z, x, PT and Q
2. The dependent variable for each set is displayed in bold text.
< x > < PT > < z > < Q
2 > AsinφLU , pi
+ ±(stat)± (syst) AsinφLU , pi− ±(stat)± (syst) AsinφLU , pi0 ±(stat)± (syst)
0.19 0.19 0.54 1.20 0.030 ± 0.009 ± 0.009
0.17 0.34 0.50 1.25 0.024 ± 0.004 ± 0.005 0.049 ± 0.012 ± 0.014
0.16 0.51 0.49 1.26 0.018 ± 0.004 ± 0.007 -0.020 ± 0.009 ± 0.005 0.042 ± 0.011 ± 0.008
0.16 0.69 0.49 1.27 0.025 ± 0.004 ± 0.004 -0.020 ± 0.008 ± 0.005 0.019 ± 0.017 ± 0.011
0.16 0.88 0.50 1.27 0.015 ± 0.005 ± 0.006 0.014 ± 0.011 ± 0.010
0.26 0.16 0.54 1.49 0.025 ± 0.004 ± 0.003 0.000 ± 0.000 ± 0.008
0.25 0.32 0.51 1.58 0.031 ± 0.002 ± 0.006 0.049 ± 0.011 ± 0.003 0.044 ± 0.007 ± 0.007
0.24 0.50 0.50 1.63 0.029 ± 0.002 ± 0.005 -0.022 ± 0.005 ± 0.005 0.049 ± 0.007 ± 0.005
0.24 0.69 0.50 1.66 0.026 ± 0.003 ± 0.004 -0.017 ± 0.005 ± 0.005 0.014 ± 0.010 ± 0.011
0.23 0.87 0.50 1.75 0.033 ± 0.004 ± 0.009 -0.023 ± 0.010 ± 0.013 0.000 ± 0.000 ± 0.001
0.34 0.14 0.54 1.87 0.012 ± 0.003 ± 0.003 0.019 ± 0.014 ± 0.008 0.037 ± 0.013 ± 0.008
0.33 0.31 0.51 2.00 0.031 ± 0.004 ± 0.004 0.011 ± 0.006 ± 0.004 0.026 ± 0.006 ± 0.004
0.33 0.50 0.50 2.05 0.032 ± 0.003 ± 0.004 -0.022 ± 0.006 ± 0.003 0.017 ± 0.004 ± 0.004
0.33 0.67 0.49 2.16 0.027 ± 0.003 ± 0.007 -0.036 ± 0.007 ± 0.011 0.035 ± 0.010 ± 0.006
0.32 0.85 0.49 2.51 0.030 ± 0.006 ± 0.006 -0.002 ± 0.013 ± 0.018
0.43 0.14 0.53 2.61 0.020 ± 0.005 ± 0.004 -0.018 ± 0.027 ± 0.007 -0.008 ± 0.008 ± 0.007
0.43 0.31 0.51 2.77 0.035 ± 0.004 ± 0.009 -0.000 ± 0.012 ± 0.010 -0.004 ± 0.004 ± 0.010
0.43 0.50 0.50 2.80 0.037 ± 0.006 ± 0.008 -0.005 ± 0.008 ± 0.006 0.014 ± 0.008 ± 0.008
0.43 0.66 0.48 2.95 0.039 ± 0.006 ± 0.012 -0.044 ± 0.010 ± 0.019 0.033 ± 0.013 ± 0.011
0.41 0.83 0.47 3.31 0.028 ± 0.010 ± 0.021 -0.016 ± 0.025 ± 0.018
0.52 0.15 0.53 3.59 0.040 ± 0.013 ± 0.008 0.007 ± 0.011 ± 0.009
0.52 0.31 0.51 3.70 0.039 ± 0.010 ± 0.013 -0.020 ± 0.029 ± 0.033 0.015 ± 0.011 ± 0.009
0.52 0.50 0.49 3.73 0.026 ± 0.008 ± 0.008 -0.009 ± 0.021 ± 0.028 0.031 ± 0.026 ± 0.010
0.52 0.64 0.47 3.78 0.042 ± 0.013 ± 0.043 -0.054 ± 0.026 ± 0.011
TABLE III. AsinφLU binned two-dimensionally in xB and PT .
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FIG. 17. (Color online) Comparison of measurement to theoretical models taking into account either the contributions due to
the e⊗H⊥1 term as calculated in [14] (solid curves, red) or as calculated in [22, 53] (dashed, green). The g⊥ ⊗D1 contribution
(dashed-dot, blue curves) [22, 53] are also shown, which were calculated utilizing the spectator model described in [55].
provement of 2.6 times the HERMES precision and ex-
tends the kinematic coverage. This is most notable for
pi−, where this is the first CLAS result and the previous
result from HERMES does not have sufficient statistics
to establish the sign of the asymmetry. The data rein-
forces the previous pi0 result from the CLAS Collabora-
tion. That result was measured with a different beam
energy and a modified detector configuration, so the cur-
rent pi0 result is important primarily to reduce the risk
of a systematic effect when comparing it with the other
pion channels. The current measurements are in good
agreement with all previous measurements, and serve as
the first evidence for the negative sign of the pi− sinφ
moment.
The 12 GeV upgrade at Jefferson Lab will provide the
opportunity to further improve these measurements with
higher statistics and a wider kinematic range, though it
will be several years before this data is available [59].
Furthermore, the solid understanding of twist-3 fragmen-
tation functions and TMDs will be very important for
development of the physics case for future facilities such
as the proposed Electron Ion Collider [60], and the cur-
rent measurement will contribute to our understanding
of these factors.
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