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Abstract 
The work undertaken in this thesis uses finite element analysis to investigate the most critical 
causes of acetabular cup implant failure. 
To enable accurate conclusions from finite element analysis, three studies have been carried out to 
strengthen understanding and confidence in finite element model outcomes. Two of these are 
sensitivity studies, which inform the required level of model definition to enable repeatable results. 
The third study is an in vitro experimental validation of finite element strains, displacements and 
cup-bone micromotions; therefore validating the use of the finite element model to predict physical 
situations. 
Metal on metal press-fit acetabular cups are the worst performing acetabular cup type with severe 
failure consequences compared to cups made from more inert materials such as polyethylene or 
ceramic. The cause of failure of these cup types is widely acknowledged to be multi-factorial, 
therefore creating a complex scenario for analysis through clinical studies. A factorial analysis has 
been carried out using finite element analysis to investigate the relative influence of five input 
factors associated with acetabular cup implantation on output parameters indicating potential 
failure of the implantation. The factorial analysis concluded that the most significant influences on 
failure are cup positioning and the interference fit between the acetabular bone and implanted cup; 
and that these influences have a higher potential to cause failure than the design of the implant 
used, within the boundaries of the implant design parameters investigated here. Errors in these 
aspects of surgery may result in acetabular cup failure. It is therefore paramount to reduce errors in 
the surgical process to enable accurate levels of positioning and interference fit. Time and resources 
may therefore be best spent developing surgical instrumentation which can increase the accuracy of 
the implant positioning and fit, and ascertaining the optimal levels of both, rather than designing 
new implants. 
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Chapter 1  
SUMMARY 
This thesis details the investigation of metal press-fit cup failure through finite element modelling. 
There are five main chapters, a summary and a conclusion. The first main chapter (Chapter 2) is an 
introduction and literature review. The main purposes of the literature review are to highlight the 
relevance of the focus of the work (press-fit acetabular cup failure) and select approaches and 
methods suitable for investigating the chosen focus. The method chosen was factorial analysis of 
contributors to implant failure, using finite element modelling.  
The decision to use finite element modelling prompted the subsequent three chapters (Chapter 3, 
Chapter 4 and Chapter 5), all of which detail studies contributing towards increasing confidence in 
finite element modelling results. Chapter 3 and Chapter 4 report sensitivity analyses of the intact 
and the implanted acetabulum, respectively. A factorial design of sensitivity analysis was used to 
ascertain the aspects of model description which had the highest influence on output responses. The 
results of the sensitivity analysis demonstrated that variations in pelvic bone geometries and 
interface conditions between the acetabular cup and bone must be included as variables in the final 
analysis as they have a high influence on results. 
Chapter 5 is the largest chapter and it includes details of the design, set up and execution of an 
in vitro loading experiment conducted on a synthetic hemi-pelvis; as well as the finite element 
modelling match-up. Match-up was carried out by comparing strains, full field displacement and 
cup-bone micromotion measured in the experiment, to the corresponding values predicted by the 
finite element model. Good match-up was found, increasing confidence through validation and 
supporting the use of the model in the factorial analysis. Despite the high level of match-up, it was 
concluded that more accurate results could be obtained through using FE to analyse relative 
differences between model scenarios, rather than absolute value predictions. This approach was 
used in Chapter 6. 
The factorial analysis in Chapter 6 used the validated finite element model to investigate the impact 
of a number of input parameters associated with acetabular cup implantation on potential implant 
failure. Owing to the results of the sensitivity analyses, a number of different models were included 
in the study; with different subject pelvic bone geometries and different frictional coefficients 
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between acetabular cup and the underlying bone. The findings of the factorial analysis were 
compared to reported clinical findings, to further support the accuracy of the method and validity 
of the results.  
Five parameters were input into the factorial analysis: cup design; cup inclination; cup version; cup 
interference and cup seating. This resulted in approximately 10,000 individual finite element 
simulations. Analysis of results prioritised the five parameters in order of their influence over 
implant failure. The order of importance was found to be (highest first): inclination angle; 
interference-fit; anteversion angle; cup seating; and cup design. 
The concluding chapter (Chapter 7) reviews the work undertaken and highlights aspects of the 
work which may be of particularly interest to clinicians and other researchers in the field. 
The primary objectives of this work are to generate a set of pelvic finite element models which can 
accurately predict the mechanical situation of an implanted acetabulum; and use these models to 
analyse acetabular cup failure. The state of the art has been extended through: a sensitivity-based 
generation of a range of pelvis models; experimentally validating a pelvis model implanted with a 
press-fit acetabular cup, in both strain and micromotion; and conducting a multi-factorial analysis 
of implant failure, showing cup positioning and fit to have a dominant effect on potential cup 
failure, a conclusion which supports current clinical findings. 
 21 
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Chapter 2  
INTRODUCTION 
2.1 Overview 
The focus of this thesis is the application of the finite element method to address failure of large 
diameter press-fit acetabular cup implants. This type of implant was chosen for analysis because it 
has many theoretical benefits over traditional cup implants, but is currently a component part of the 
worst performing type of hip prosthesis, with 7.8% of primary replacements failing within the first 
five years (NJR, 2010). 
The core of this thesis involves building a reliable finite element model from which analyses can be 
run and valid conclusions drawn. Sensitivity studies and experimental validation form the main 
thesis chapters and contribute to the development of the model. The final model is actually a 
collection of models rather than a single one, encompassing a range of subject geometries and 
including modelling uncertainties which have a large effect on the observed results, but for which 
true values are unknown.  
The finite element model was used in Chapter 6 as part of a factor analysis, to derive which aspect 
of cup implantation surgery has the highest potential to cause ultimate failure. Failure is assessed 
with four failure indicators, obtained through analysis of the literature. Conclusions highlight 
which factors should be closely monitored to ensure the highest chance of implant success.  
2.2 Literature review 
The core fields of research relevant to this thesis are total hip replacement and biomechanical finite 
element modelling. The following literature review contains a brief summary of both, highlighting 
the current state of the art, upon which this thesis builds; along with required knowledge from 
related fields. Any literature forming vital underpinning in subsequent work is covered in detail 
within the relevant chapters. Of particular significance to all chapters, is the framework developed 
in Section 2.2.3.4 regarding failure mechanisms. 
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2.2.1 Relevant anatomy 
The aspects of human hip joint anatomy relevant to this thesis are discussed here, based on Gray 
(2004). The pelvis, rather than the femur, is focussed on, as this is where the acetabular cup is 
implanted. The pelvis also presents the more complicated and less well investigated anatomical 
side of a hip replacement, when compared to the femur. 
2.2.1.1 The function of the hip 
The hip’s primary function is to transmit load from the upper body, through the legs, to the ground; 
it must marry this strength with stability throughout an adequate, large, range of motion. The hip 
joint has a deep socket (acetabulum) which aids stability, and a spherical ball connection (femoral 
head), allowing a large amount of movement. The socket is recessed into the pelvic bone, and the 
ball is formed on the end of the femur bone. 
2.2.1.2 The hip joint 
The hip joint is a synovial joint. Both the acetabulum and femoral head are lined with articular 
cartilage, which enables free sliding between the two bones. Cartilage is a tissue consisting of cells 
embedded in a matrix whose primary mechanical functions are weight distribution and provision of 
a bearing surface with ultra-low friction (Clarke and Green, 1988). The joint loads are carried by 
fluid pressure within the cartilage, which is lubricated and nourished with synovial fluid, exuded 
from the synovial membrane. This membrane lines a strong fibrous capsule, which surrounds and 
provides further support to the joint.  
While the femoral head (with cartilage layer) is considered to be a sphere (Rushfeldt et al., 1979), 
the acetabulum has a notched area and is thus a horseshoe shape, while still retaining a spherically 
curved articulating surface (Figure 2.1). Non sphericity of the femoral head and acetabular surfaces 
which ‘over-cover’ the femoral head are highly correlated with osteoarthritis of the hip (Cobb et al., 
2010); a disorder which often results in the need for a hip joint replacement. 
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Figure 2.1 Illustration of the opened hip joint, cartilage shaded 
2.2.1.3 Bones and joints of the pelvis 
The pelvis consists of three bones, connected at three joints. Two of the bones are symmetrical 
about the centre line of the body (the hemi-pelvises) and the third fits between them (the sacrum). 
Each hemi-pelvis can be separated into three bony areas, which meet at the acetabulum; the ilium, 
the ischium and the pubis (Figure 2.2). 
 
Figure 2.2 Illustration of the three bones of the hemi-pelvis 
The sacroiliac joint forms the connection between sacrum and hemi-pelvis. This unique and 
complex joint has a section with fibrous tissue connection, indicating reduced movement, and 
another with synovial fluid, which indicates sliding movement in this part (Kingston, 2000). The 
sacroiliac joints are both surrounded by a strong ‘ring’ of ligaments, referred to as the sacroiliac 
ligaments.  
The pubic symphysis joint ties the two hemi-pelvises anteriorly and is a cartilaginous joint. This 
type of joint allows less movement than synovial joints; the two bones are united with a 
fibrocartilage disc which is surrounded by four ligaments (the pubic ligaments), all helping to 
restrict movement. An illustration of the pelvic bones and joints is shown in Figure 2.3. 
Acetabulum 
Femoral head 
Pubis Ischium 
Illium 
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Figure 2.3 Illustration of the pelvis 
2.2.1.4 Types of bone 
Each of the pelvic bones comprises two different, but perfectly integrated types of bone. The strong 
outer shell is cortical bone, named as such as the bulk of it is normally limited to the cortices of 
bones. In the thicker areas of the pelvis, a sandwich construction is formed; the cortical bone forms 
the outer layers and the inner is filled with less stiff and less compact trabecular bone, sometimes 
referred as spongial bone, owing to its spongy appearance. The density, and therefore stiffness of 
trabecular bone varies throughout the pelvis, offering higher stiffness where required, in areas such 
as the acetabulum.  
2.2.2 Total hip replacement 
A total hip replacement (THR) is the replacement of the hip joint with a mechanical bearing. A 
THR consists of two parts: an acetabular component and a femoral component (Figure 2.4). The 
acetabular component is fitted into a reamed acetabulum and the femoral component is either fitted 
over a reamed femoral head (hip resurfacing) or fitted inside the femoral shaft. 
 
Figure 2.4 Illustration of a total hip replacement 
Acetabular cup 
Femoral component 
Acetabulum 
Hemi-pelvis 
Sacrum 
Pubic symphysis 
Sacroiliac joint 
Hemi-pelvis 
Acetabulum 
Sacroiliac joint 
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2.2.2.1 Reason for implant 
The most common reason for requiring a total hip replacement is osteoarthritis of the hip, but 
fracture, inflammatory arthritis and hip deformities can also cause clinical failure of the natural hip 
joint (Malchau et al., 2002). Causes of hip failure are also related to age and gender.  The type of 
hip implant chosen for replacement varies depending on the individual’s needs; a young male 
athlete has very different requirements to an elderly lady. 
2.2.2.2 Types of implant 
The main ways in which different implants vary are the materials from which they are made and 
the way that they connect to the existing bone. Only acetabular components will be discussed in 
this report. There are two main categories of acetabular cup – cemented or press-fit – but a 
conservative estimate suggests that there are over 80 variations on the market (Havelin et al., 
2000).  
Cemented cup 
In a cemented cup, Polymethyl Methacrylate (PMMA) bone cement is used to secure a cup into the 
acetabulum after it has been reamed to the correct size by the surgeon. The cement can act as a load 
distributer and is compliant enough to absorb some movement. The most common configuration 
for a cemented cup is an Ultra High Molecular Weight Polyethylene (UHMWPE) cup, but metal 
backed cups with an UHMWPE or ceramic liner are also used. The stiffness and wear resistance of 
UHMWPE is much lower than metal or ceramic; this leads to a much thicker cup wall. The 
thickness of the UHMWPE results in a replacement femoral head which is a lot smaller than the 
natural bone (Figure 2.5). 
Press-fit cup 
An alternative to bone cement is a press-fit cup. These cups have no cement interface, thus the 
bone grows directly onto the back of the cup. Press-fit cups are predominantly either all metal, or 
metal backed with a polyethylene or ceramic liner. A cup larger than the reamed acetabulum is 
forced into the bone and thus is constrained in place through pre-stressing the bone. A number of 
methods are available for encouraging fixation at the cup/bone interface, such as osteoinductive 
Hydroxyapatite (HA) coating which stimulates bone growth or osteoconductive porous beads 
which provide a roughened surface onto which bone can grow (Albrektsson and Johansson, 2001). 
An all metal press-fit cup has fewer interfaces than a cemented cup, but initial fixation is generally 
more difficult. The lack of cement mantle allows a large femoral head to be used, more 
representative of the actual femoral head size, and also allowing a large range of motion 
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(Figure 2.5). Press-fit cups can form part of a standard THR, or a hip resurfacing, in which the 
minimal amount of femoral head is removed and replaced by a resurfacing head. 
 
Figure 2.5 Illustration of three types of THR. From left: small diameter cemented hip replacement; large diameter 
cementless hip replacement; hip resurfacing 
Bearing surfaces 
The combinations of cup-head bearing surfaces on the market are: metal on UHMWPE; metal on 
metal; metal on ceramic; ceramic on UHMWPE and ceramic on ceramic. Tribologically it is 
preferential to have differential hardness at the bearing surface and to choose a sacrificial part of 
the bearing couple - that most easily replaced (Medley, 2008). Unfortunately, neither of the implant 
components can be considered easy to replace, and wear particles are undesirable as they have been 
linked to osteolysis and implant loosening (Howie et al., 2007). This has led to high hardness 
materials being used on both implants (e.g. metal on metal) and a clearance designed into the 
bearing couple to entrain fluid and thus provide a layer of fluid lubrication. Bearing couples with 
UHMWPE acetabular cups tend to wear heavily compared to metal on metal bearings, despite the 
introduction of highly cross-linked UHMWPE (Williams et al., 2007; Anissian et al., 1999). These 
cups are thus primarily implanted into aged patients with short expected life-spans (under 
10 years).  
There is a new bearing material which has been recently introduced to the market. This is 
Polyether-ether-ketone (PEEK), a ploymer which can be carbon fibre reinforced to provide a low 
wearing, low stiffness polymer (Green, 2005). PEEK can be short-fibre reinforced with varying 
amounts of fibres, allowing a range of stiffness values to be achieved. 
2.2.2.3 State of the art 
Ceramic on ceramic bearings are generally considered the current state of the art owing to their 
high stiffness and low wear performance, along with their chemical inertness within the body 
(Hernigou et al., 2009).  
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There are a few innovative new acetabular cup designs. The MITCH PCR cup (Latif et al., 2008) is 
an anatomically shaped cup (i.e. it has the acetabular notch removed and is therefore not a 
complete hemisphere). The MITCH PCR is manufactured from carbon fibre reinforced PEEK to 
provide a stiffness comparable to that of the underlying bone. The Trabecular Metal Monoblock 
Acetabular Cup (Zimmer Inc, Warsaw, IN) combines a high density metallic foam outer with a 
UHMWPE liner. The  metallic foam (referred to as trabecular metal) provides a more comparable 
stiffness to the local bone (Kostakos et al., 2010). 
2.2.2.4 Implant orientation 
The orientation of the acetabular cup implant is discussed frequently in this thesis. The position of 
the cup rim in space is commonly reported through two angles; inclination and version. Cup 
inclination is the angle between rim of the acetabular cup and the transverse plane (a plane 
horizontal through the acetabulum bisecting the superior and inferior sections). Cup version is the 
angle between rim of the acetabular cup and the sagital plane (a plane horizontal through the 
acetabulum bisecting the medial and lateral sections). Both angle definitions are shown in 
Figure 2.6. 
 
 
 
 
 
 
Figure 2.6 Definition of inclination angle (left) and version angle (right) 
2.2.2.5 Current concerns 
Despite being a very successful surgical procedure, approximately 11.7% of current hip surgeries 
are revision procedures (NJR, 2010), indicting failure of some sort. Registers and clinical studies 
exist to ascertain the modes of and reasons for failure, but it is important to understand that there 
are more variables than implant design; gender, age, pathology and skill of surgeon all contribute to 
survival rate (Bordini et al., 2007). 
There are current concerns over the consequence of metal on metal bearing wear. Although the 
wear rates of metal on metal bearings are low, there is unease over the metallic ions being 
generated inside the body. High metal ion concentrations within the blood and large fluid filled 
 Transverse Plane  Sagital Plane 
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cysts have both been linked to metal on metal wear (Grammatopolous et al., 2009; De Smet et al., 
2008). 
2.2.3 Failure of implants 
2.2.3.1 Implant registers 
A number of hip replacement registers are available from different countries. These registers record 
the reasons for hip failures and can thus provide information on the possible failure criteria to 
consider during design development. They can only be used as indicator, as they use revision as a 
criterion for failure, which may be an underestimation as some hips may not be revised owing to 
poor patient health and patients may be living with painful hips (Sundfeldt et al., 2006). The most 
recent UK hip register found that the highest rate of failure occurred when large bearing metal on 
metal press-fit acetabular cups were implanted, where 7.8% of THR implants had to be revised 
after 5 years, and 6.3% of hip resurfacings; compared to 2.0% of the patients receiving a cemented 
cup and 3.4% of those receiving a non metal on metal cementless cup (NJR, 2010). This indicates 
that metal on metal press-fit cups are a good candidate for analysis as they are evidently not 
performing as intended. 
Table 2.1 shows the prevalence of different failure modes in a variety of hip registers. The hip 
registers clearly show aseptic loosening to be the most prevalent problem. Aseptic loosening 
describes non-infection related loosening of an implant from bone; the mechanism of failure, but 
not the cause. A number of theories exist concerning the cause of aseptic loosening and are 
discussed in Section 2.2.3.2. 
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Table 2.1Registry reported hip implant failures 
Country Year No. THR No. Revisions Failure mode % Ref. 
UK 2006-2009 361,610 23,519 Aseptic loosening 60 (NJR, 2010) 
    Osteolysis 18  
    Pain 25  
    Infection 2  
Sweden 1979-2000 207,311 15,960 Aseptic loosening 75.3 (Malchau et al., 2002) 
    Infection 7.6  
    Dislocation 5.8  
    Fracture (bone) 5.1  
    Technical error 3  
    Fracture (implant) 1.5  
    Wear 0.9  
    Pain 0.3  
    Other 0.5  
Norway 1988-1998 ~66,500 ~9300 Stem loosening 48.9 (Havelin et al., 2000) 
    Cup loosening 44.3  
    Dislocation 12.5  
    Pain 6.9  
    Osteolysis (no loosening) 6.1  
    Infection 6.1  
    Wear 5.2  
    Fracture (bone) 3.9  
    Other 7  
Finland 1980-1999 62,841 12,224 Loosening 65 (Puolakka et al., 2001) 
    Dislocation 9  
    Infection 7  
    Fracture (bone) 4  
    Malposition 2  
    Fracture (implant) 2  
    Other  11  
2.2.3.2 Failure scenarios 
There is not total agreement in the cause of aseptic loosening, though it is likely to be the result of a 
number of different failure scenarios (Sundfeldt et al., 2006). 
Huiskes (1993) developed a framework of failure scenarios to describe the possible processes 
leading to implant failure: accumulated damage; particulate reaction; failed ingrowth; stress 
shielding; stress bypass; destructive wear. High fluid pressure (Van der Vis et al., 1998) and 
surgical error (Ferney et al., 2007) have also been highlighted in the literature as possible causes of 
failure. 
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Accumulated damage 
Repetitive dynamic loading such as that generated by walking can cause mechanical damage to 
implant materials and their interfaces. High local stresses can cause cracks and damage which in 
turn can cause micromotion. Micromotion between the implant and bone can lead to loosening. 
Failures occur when locally elevated stresses occur in the same place as weak points in either 
material or interfaces (Huiskes, 1993). 
Particulate reaction 
Particulate reaction occurs when the implant-bone interface de-bonds owing to the formation of 
macrophages at the interface. Osteoblasts and osteoclasts are two types of cell which generate and 
eliminate bone respectively. The balance between the presences of these two cells controls bone 
remodelling and if this equilibrium is disturbed then either too much bone may be eliminated or not 
enough bone formed (Sundfeldt et al., 2006). The presence of wear debris is thought to activate 
osteoclasts (or possible reduce osteoblasts (Van der Vis et al., 1998)) and cause bone resorption 
(Bauer and Schils, 1999b). Wear debris also stimulates macrophages which absorb the foreign body 
and contribute to inflammation at the osteolytic site. The bone loss can lead to an area of weakened 
bone, which may increase risk of fracture. The bone loss and inflammation weaken the interface 
bond between implant and bone and can lead to loosening. This process is commonly referred to as 
osteolysis, but some hypothesise that osteolysis may also be caused by high fluid pressures 
(Aspenberg and Van der Vis, 1998). 
Sundfeldt (2006) found that wear particles on their own could not initiate loosening, and that 
additional factors such as motion and infection had to also be present. The size of particle (Green et 
al., 1998), the individual (Matthews et al., 2000), the material (McEwen et al., 2005) and 
manufacturing process (Sundfeldt et al., 2006) all contribute to the inflammatory reaction 
experienced from wear debris. This means that prediction of implant failure owing to wear is not 
simply correlated with the amount of wear debris.  
Particulate reaction occurs when debris finds its way to the bone-implant interface. Weak points 
such as cracks in cement, gaps caused by lack of bone ingrowth or screw holes (some cup designs 
incorporate screw holes within the cup walls to secure the cup into the surrounding bone) all offer 
pathways for the debris. Mechanical and hydrodynamic forces may also guide the particles to the 
interface (Van der Vis et al., 1998) . 
Failed ingrowth 
Press-fit cups rely on the ingrowth of bone onto the implant to fix the cup in place. Without this 
ingrowth, the cup may migrate, although mechanical interlock due to the press-fit still has 
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mechanical function. Early prosthesis migration (~0.85mm) is a predictor of implant failure 
(Karrholm et al., 1994) and occurs before any other failure scenario, suggesting its importance. The 
long term fixation of a press-fit cup is dependent on osseointegration in the initial stages of 
implantation (Taylor, 1996), but the criteria for initial fixation may differ to that for long term 
fixation (Bauer and Schils, 1999a).  
There are two main approaches for encouraging bone ingrowth: osteoconductive porous coating, 
where an irregular, rough surface finish provides easy attachment for bone; and osteoinductive 
Hydroxyapatite (HA) coating which encourages bone to grow. Studies have shown that 
micromotion greater than 150µm at the implant-bone interface will prevent bone growing into the 
implant and instead the implant will be surrounded by a fibrous membrane (Pilliar et al., 1986) This 
magnitude of micromotion has been found in implants with failed ingrowth (Engh et al., 1992). The 
latter study also showed micromotions of up to 40µm in successfully ingrown prostheses, while 
Pilliar (1986) found movement up to 28 µm could be permitted. The load transfer through a new 
prostheses has also been shown to contribute to areas of bone ingrowth (Engh et al., 1993); areas 
without adequate stresses lack bone ingrowth onto the implant. Even with successful early bone 
ingrowth bone resorption can still be initiated through inappropriate loading, infection, debris, 
movement and hydrodynamic pressure (Bauer and Schils, 1999b).  
Stress shielding  
The introduction of an implant can redirect the transfer of forces through the bone. As bone 
remodels itself in response to mechanical loading (Frost, 1987), the distribution of strong and weak 
bone may therefore change throughout the local trabecular bone. If the implant is very rigid 
compared to the bone, then the bone in close proximity may become very weak as it is being 
‘shielded’. Though clearly noticeable on an X-ray, and therefore commonly commented upon, few 
clinical failures are reported owing directly to stress shielding and it generally stabilises after 2 
years (Huiskes, 1993; Laursen et al., 2007; Shetty et al., 2006). Weak bone however may contribute 
to fracture and the potential voids and loss of ingrowth may contribute to osteolysis and loosening 
(Sundfeldt et al., 2006). Press-fit cups are generally made from stiffer material than cemented cups 
therefore are more susceptible to stress shielding than cemented UHMWPE cups. 
Stress bypass 
The phenomenon of stress bypass is similar in concept to stress shielding, but rather than 
redirecting load away from the implant, a mismatch in stiffness between the reamed bone and 
implant leads to bone being loaded where it was not before, rather than being shielded. The bone 
may therefore become overloaded.  
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Destructive wear 
When a replacement joint has had repetitive use for years, it may simply wear out, but bad design 
can aggravate wear. There are four modes of wear associated with THR. (Bauer and Schils, 1999b) 
Mode 1 (Abrasive wear) 
Primary bearing surfaces: wear generated from the articulation of the femoral head in the 
acetabular cup. This is the ‘designed for’ mode of wearing which is most commonly considered. 
Mode 2 (Abrasive wear) 
Primary bearing surface against secondary surface: wear generated when the femoral head comes 
in contact with another surface, for example the metal backing of the cup. This is not intended, but 
may result from bad positioning or design. 
Mode 3 (Abrasive wear) 
Third body wear: generated from the introduction of a third party, such as metal beads from a 
porous cup or cement fragments, which interrupts the main bearing interface. 
Mode 4 (Abrasive wear) 
Secondary bearing surfaces: wear generated from two surfaces which are not designed to come into 
contact with anything, such as impingement between the femoral neck and acetabular rim. 
Adhesive wear 
During articulation bearing surfaces can temporarily bond to each other. Upon de-bonding, the 
harder surface may extract particles from the weaker. 
Fatigue wear 
Over time the implant materials can wear owing to fatigue. 
Backside wear 
If there is micromotion on the rear of the acetabular cup, between the cup surface and the 
underlying acetabular bone, wear can be generated at this surface. 
High fluid pressure 
Studies have shown that high fluid pressure (700 mmHg) between implant and bone can cause 
bone resorption (Van der Vis et al., 1998). There is also evidence that a lack of joint fluid access to 
the bone is linked to osteoarthritis (Sundfeldt et al., 2006). High fluid pressure is not commonly 
thought to be a primary cause of bone resorption, despite Van der Vis and Aspenberg’s study and 
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hypothesis that high pressure kills osteoblasts, thus preventing new bone generation (Aspenberg 
and Van der Vis, 1998). High fluid pressures are more commonly thought to contribute to the 
transport of wear debris to the bone-implant interface (Sundfeldt et al., 2006). 
Surgical error 
Misalignment of the implant, failure to ‘bottom out’ (fully seat the cup within the pelvis) or 
inadequate reaming could all lead to a number of further problems, such as excessive loading, 
stress shielding, impingement leading to wear as well as pain and dislocation.  
2.2.3.3 Presenting symptoms 
The failure scenarios discussed manifest themselves as symptoms which present themselves as 
reasons for revision surgery.  
Aseptic loosening 
The hip registers (Section 2.2.3.1) highlight aseptic loosening as the most prevalent reason for 
revision surgery, thus failure of implant. The prevalence of loosening at the femoral stem and 
acetabular cup is comparable (Havelin et al., 2000). It is evident from Section 2.2.3.2 that 
loosening can result from a number of different mechanisms. Cement disease, wear particles, stress 
shielding, micromotion, fixation, high fluid pressure, and individual variations have all been 
highlighted as causes of loosening (Sundfeldt et al., 2006). It does not seem possible to isolate one 
single cause of loosening, though it seems plausible that without initial fixation, loosening is 
inevitable, and that excessive micromotion indicates a lack of initial fixation. 
Infection 
Infection is a clinical complication resulting from surgery. The mechanisms of failure through 
infection are physiological and thus are not possible to model using an engineering approach.  
Dislocation 
Implant dislocation can be linked to implant design. Studies show that higher risk of dislocation is 
associated with a smaller femoral head (Conroy et al., 2008) as well as the surgeon’s positioning of 
the acetabular cup and the patient’s anatomy (Kristiansen et al., 1985).  
Fracture (bone) 
Periprosthetic femoral fracture most commonly occurs after minor trauma such as a low energy fall 
at the same level (Lindahl et al., 2005).  Patients with weak bone are at higher risk, therefore 
osteoporosis, osteolysis, loosening, age, gender and revision surgery have all been linked to higher 
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rates of fracture (Franklin and Malchau, 2007). Implant design, primarily of the femoral stem can 
also influence risk of fracture (Franklin and Malchau, 2007). 
Surgical error 
Errors in surgery may be the result of a number of different real world problems. 
Fracture (implant) 
Fracture of the acetabular cup is rare and normally only occurs in cases of high energy traumatic 
loads. It has also been linked to cases of fatigue failure from excessive wear and excessive stresses 
owing to bad fixation and thus unusual load transfer (Wroblewski et al., 1998). 
Wear 
Wear is mechanical process which has been linked to aseptic loosening (Howie et al., 2007) and is 
directly correlated to use (Schmalzried et al., 2000), rather than time. Even if loosening does not 
occur, wear without loosening is still a problem. Wear of the main bearing surfaces can be 
predicted and planned for in implant design, but wear of secondary surfaces, such as impingement, 
can cause accelerated wear. Impingement is influenced by implant design, surgical positioning and 
patient variables (Malik et al., 2007).  
Metal on metal hip replacements have a much lower wear rate than those manufactured from 
UHMWPE (Anissian et al., 1999), but there has been recent concern about the type of debris 
produced from a metal on metal bearing. High levels of metal ions have been found in the blood of 
patients who have metal on metal hip replacements, along with a number of occurrences of 
fluid-filled masses around the hip joint area (Hart et al., 2009b) and tissue necrosis. The severity of 
a failed metal on metal hip joint has lead to increased attention from the Medicines and Healthcare 
products Regulatory Agency and the subsequent withdrawal of two metal on metal resurfacing 
cups; the ASR
TM
 (DePuy Inc) and the DUROM
R
 (Zimmer Inc). 
2.2.3.4 Causes of failure 
The previous two sections demonstrate the complexity of implant failure and the high number of 
failure scenarios. Factors affecting these failure scenarios can be mostly categorised as those 
concerning the patient, the surgery; or the implant itself. Figure 2.7 organises each presenting 
symptom with failure scenarios and potential causes. 
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Figure 2.7 Implant failure issue tree. Symbols reference other locations within the diagram to enable space saving  
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2.2.4 THR assessment techniques 
There are a number of methods by which the potential success or failure of THR can be predicted. 
Assessment methods, adapted from existing frameworks (Huiskes, 1993; Sundfeldt et al., 2006) 
fall into three categories, with increasing levels of time and monetary expense: computational 
studies; in vitro experimental studies; and in vivo experimental studies. These methods can be used 
to assess the discussed range of parameters (Section 2.2.3.2) indicating possible implant failure 
mechanisms. These are listed by failure scenario in Table 2.2, where:  indicates a failure 
mechanism which may be assessed with the given method;  a failure mechanism which may not 
be assessed; and ½ where an indication of the failure mechanism may be possible. 
Table 2.2 Implant assessment studies 
Category Study 
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Geometric analysis        
FE analysis   ½ ½ ½ ½  
Computational 
 
 
 Remodelling simulation        
Static experiment (inc. micromotion) ½   ½    In vitro 
 Dynamic experiment (inc. wear simulation)  ½      
Gait analysis ½ ½     ½ 
Radiographic/ CT analysis ½ ½ ½  ½  ½ 
Radiostereometric analysis (RSA)        
Dual energy absorption X-rays (DEXA)        
Histological analysis  ½      
In vivo 
 
 
 
 
 
 
 
 Hip register/ Retrospective analysis        
 
In vivo studies obviously provide the most information regarding the physiological performance of 
hip implants, but before a new prosthesis can be implanted as much computational and in vitro 
experimentation should be carried out as is feasible. FE analysis is a popular tool for analysing 
implant biomechanics {Zivkovic, 2010 #362; Kluess, 2009 #250; Radcliffe, 2007 #284}. In light of 
the fact that FE analysis provides indication of a wide range of failure scenarios, it appears the 
most versatile computational tool for pre-clinical analysis, and is therefore the chosen assessment 
technique for this thesis.  
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2.2.5 Finite element analysis 
Finite element (FE) analysis can quickly provide insights into a number of biomechanical 
parameters at relatively low cost, when compared to in vitro studies. It is therefore a very useful 
tool for pre-clinical assessment of implant performance.  
2.2.5.1 FE hip modelling research field 
Biomechanical FE modelling of the hip joint is an active field with a number of key research 
groups. The Laboratory of Medical Technology within the Bologna Institute of Orthopaedic 
Research has published a large amount of work on FE modelling of orthopaedic implants, in 
particular the femoral implant. They have focussed on automatic FE model generation from CT 
data {Viceconti, 1998 #31}, FE sensitivity analyses {Bernakiewicz, 2002 #269; Taddei, 2006 #33}, 
and experimental validation {Cristofolini, 1996 #258; Schileo, 2007 #38}. The Bioengineering 
Research Group at Southampton University, also concentrating primarily on the femoral implant, 
has developed a number of probabilistic FE analysis methods in order to analyse large datasets 
{Strickland, 2010 #398; Radcliffe, 2007 #284; Radcliffe, 2007 #228}. Although to date work has 
focussed on the un-implanted hip, The Musculoskeletal Research Laboratory at Utah University 
has conducted a number of studies on the pelvic side of the hip joint. Their work is concerned with 
validation and verification of FE pelvic models {Anderson, 2007 #5; Anderson, 2005 #7}. 
2.2.5.2 Finite element method 
The finite element method involves discretising a structure into a number of elements and 
describing the behaviour of each individual element simply. Equilibrium satisfaction between force 
and displacement at the connections (nodes) between each element generates a set of simultaneous 
equations which are so great in number that they must be solved computationally. More detailed 
descriptions can be found in many books, e.g. (Zienkiewicz et al., 2005). Software such as 
ABAQUS (version 6.8, Dassault Systemes Inc, Velizy-Villacoublay, France) has the ability to 
analyse models created by the user, offering a comprehensive range of defined element 
relationships, constitutive models and shape functions. Creation of a biomechanical FE model 
requires generation of an accurate meshed 3D geometry (usually obtained from CT-data), 
assignment of material properties (either estimated or obtained from CT-data) and application of 
realistic loading and boundary conditions. Specific details on the construction of a pelvis FE model 
can be found in Section 3.3. 
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2.2.5.3 Validity 
The validity of biomechanical finite element models is an active area of research because of its 
inherent difficulties in comparison to, for example, the modelling of a manufactured mechanical 
component. Possible sources of inaccuracy can be categorised into the following: topologically 
inaccurate mesh; ill conditioned mesh (a mesh which is not refined enough to accurately describe 
the fundamental geometry); material properties and boundary conditions (Viceconti et al., 2004). 
Table 2.3 describes further errors within these categories in order of occurrence, adapted from 
Anderson et al. (2007) and Taddei et al. (2006). 
Table 2.3 Potential errors in the FE analysis process 
Category Error Description 
Topologically inaccurate 
mesh 
Subject variability The FE must be generalisable to a certain extent, so the variability of subjects 
must be considered. 
 Dataset resolution If CT scans are used to provide geometry information, the resolution at 
which they were taken restricts the overall accuracy of any geometry. 
 Segmentation 
process 
If CT scans are used to provide geometry, the process by which a 3D 
geometry is constructed is a potential source of error. 
Ill-conditioned mesh Mesh 
discretisation 
The mesh which is fitted to the 3D geometry must describe the geometry 
accurately. 
Material properties Assumptions  Material properties of bone are inherently variable and difficult to describe. 
Assuming isotropy, homogeneity, or an inappropriate constitutive model is a 
potential source of error. 
 Coefficients of 
equations  
If heterogeneous material properties are used, the equations chosen to 
represent the relationship between CT data and properties can cause error. 
Boundary conditions Loading variability The magnitude and direction of all loads must be chosen to minimise error. 
 Assumptions The human body is not fixed in any position, but FE cannot accommodate for 
this free condition, so it must be assumed somehow. 
2.2.5.4 Verification, validation and sensitivity 
Confidence in the output of an FE model is essential if it is going to be used as a design tool for 
implants and surgical processes. Verification, validation and sensitivity studies should be carried 
out to support any FE model and prevent it from being merely an ‘opinion’ (Viceconti et al., 2009). 
Verification 
Verification ensures that the computer program behind the software is solving the problem 
properly. An unrefined mesh or badly described constitutive model may output rogue results. Mesh 
convergence studies, e.g. Viceconti (2004), can demonstrate the required level of mesh refinement. 
If directional and more complex constitutive models are used then they can be verified by 
replicating a simple loading situation such as axial loading, whereby results can be easily 
calculated analytically and verified (Anderson et al., 2007). 
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Validation 
Comparing the FE simulation with independently generated experimental data assesses the 
accuracy of the model and provides validity. Ideally, a validation process would involve comparing 
results from an exact real-life replica of the FE to those found using the model. In biomechanics 
this is fundamentally difficult, because it would require invasive procedures within living people. 
Other options available are comparing the FE to a specially design in vitro experiment from which 
all measurements can be taken, or to experimental data from the literature. The former method is 
preferred (Anderson et al., 2007) as there may be gross differences between the collection and 
study of literature data compared to one’s own. 
The most common method of validating a biomechanical FE model is through strain comparisons, 
though a range of methods have been attempted: 
In vivo clinical implant performance and in vitro experimentally measured migration and cracking: Stolk et 
al. (2003) 
FE was used to analyse two femoral implants. In vivo studies in the literature had shown one of the 
implants to be clinically superior to the other. Long-term fatigue was simulated in the FE model 
using a unique creep-simulation algorithm. Long-term fatigue experiments were carried out to 
2 million cycles with composite femurs replicating the FE load case; they showed ‘excellent’ 
agreement. Validation between the FE and experiment was performed by comparing prosthesis 
migration and cement cracks. The FE and experimental results all predicted which implant was 
found to be superior in vivo. 
In vitro experimentally measured deflection and deformation: Siggelkow et al. (2004) 
An FE model of the pelvis was developed. A cadaveric specimen was CT-scanned and then used to 
generate a subject specific finite element model. The same cadaveric specimen was used for in 
vitro experimental testing. The specimen was loaded and global deflection and local deformation 
measured using optical markers. Validation was attempted by comparing the movement of the 
marker points. Adequate match-up was found between the model predictions and global deflection, 
but unacceptably high errors were observed for local deformation. 
In vitro experimentally measured strain: Anderson et al. (2005) 
An FE model of the pelvis was created in a similar fashion to Siggelkow et al. but rather than 
validate through displacement, comparison of cortical surface strains from ten strain rosettes was 
used. FE predictions ‘strongly correlated’ with experimental results. 
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In vitro experimentally measured stress: Michaeli (1997) 
FE models of normal and dysplastic hips were generated and analysed. The models were again 
subject specific, from CT data, but validated by comparing stress using pressure sensitive film 
folded over a femoral prostheses. They found the model could predict relative stress magnitudes, 
but underestimated the actual magnitude. 
Full validation protocol: (Viceconti et al., 2009) 
Knowledge from fifteen years in the field has informed a ‘pre-clinical validation protocol’ for a 
femoral stem prosthesis. A cadaveric specimen is CT-scanned, immersed in water in combination 
with a densitometric calibration phantom. Strain gauges are then attached and the cadaver is 
subjected to a number of load cases. CT-data is segmented and meshed with heterogeneous 
material properties derived from the CT-data with material property relationships from the 
literature (Helgason et al., 2008). The subsequent FE model is then spatially registered with respect 
to known points and subject to identical load cases. The intact femur model is validated with strain 
gauge measurements. The FE model is then used to generate new designs and assess failure 
scenarios. Once designed, prototypes are made and inserted into each right femur from a small 
group of paired cadaveric femurs. The riskiest failure scenarios are then tested for experimentally, 
using the left intact femur for comparison. Results from the FE and experiments can be constantly 
compared for further validation purposes. Accuracies around 90% for strain measurements have 
been found using this method (Schileo et al., 2007). 
Sensitivity 
Some sources of inaccuracy, such as patient variability, can never be eliminated, and therefore must 
be included via other means, such as sensitivity analysis. Sensitivity analysis is simply a measure 
of the sensitivity of a desired output to a certain input; it is therefore a method of incorporating the 
inherent uncertainty biomechanical models present. There isn’t full agreement on when a 
sensitivity study should be carried out. Ideally it should be carried out once an FE model is fully 
built as part of the validation process, but this doesn’t allow for a priori knowledge of an 
assumption being highly sensitive to a certain variable. Prior knowledge of such things could 
inform model and experiment design (Anderson et al., 2007). Carrying out a sensitivity study 
before a model is fully built may allow for investigation of more fundamental assumptions than 
would be feasible if the model was complete. 
Mesh 
A number of mesh sensitivity studies have been carried out. The effects of generating meshes from 
a voxel or contour based geometry (Lengsfeld et al., 1998), and the consequence of the particular 
element chosen for analysis (Ramos and Simoes, 2006; Viceconti et al., 1998) have both been 
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found not to significantly affect accuracy of results. Although ill conditioned meshes can produce 
highly inaccurate results, mesh convergence studies can ensure that suitable meshes are applied to 
the given topology (Anderson et al., 2007). 
Geometry 
Taddei et al. (2007) found that geometrical variations had the highest influence on stresses in the 
femur when compared to material stiffness variations. A number of geometrical studies have 
analysed the acetabulum, but primarily the natural acetabulum rather than the implanted. Genda et 
al. (2001) described the pelvis by twelve geometrical parameters measured for 2D radiographs and 
found that the parameters which correlated strongest with the peak pressures (though limited in 2D 
(Mann, 2002)) were those associated with acetabular contact surface area, femoral head radius and 
the head-trochanter ratio (the ratio of the distance between the pubic symphysis and the femoral 
head center, to the distance between the pubic symphysis and the greater trochanter). Further 
studies have shown correlations between stress in the acetabulum and acetabular surface 
irregularity (Rushfeldt et al., 1979); shape of lunate surface (Daniel et al., 2005); congruency 
(Eckstein et al., 1994); and centre-edge angle (Mavcic et al., 2002). 
Material properties 
Anderson et al. (2005) found that strains in the cortical bone are more sensitive to cortical thickness 
than mechanical properties. The importance of cortical bone thickness on displacement was 
concluded by Siggelkow et al. (2004). Both studies, along with Dalstra (1993), conclude that 
trabecular material properties from CT-data provide more accurate results, though none attempted 
to use CT-data to predict cortical bone properties, preferring to use a single stiffness value for 
cortical bone. Taddei et al. (2006) attempted to quantify the sensitivity of a variety of parameters to 
the CT-material property relationship, but found that conclusions could not be made as all the 
results were also load case dependent. 
Boundary conditions 
In a study of strains on the femoral shaft, Speirs and co-workers (2006) found that strain was 
significantly altered when ‘physiological’ boundary conditions were used, including muscles and a 
constrained femoral head. Phillips et al. (2007) found that pelvic stresses were sensitive to the 
boundary conditions applied after creating a ‘free’ boundary condition model where muscles and 
ligaments were described with non-linear spring elements. 
Contact conditions 
Bernakiewicz and Viceconti (2002) stress the importance of reporting and controlling contact 
parameters at sliding interfaces after their sensitivity study showed that contact stiffness and 
convergence tolerance have a significant effect on output accuracy. With respect to their femoral 
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finite element model, they found that accuracy (compared with an experimental model) increased 
linearly with reduction of convergence tolerance and that low contact stiffness tended to yield 
inaccurate results.  
2.2.6 Sensitivity studies 
Sensitivity studies form a large part of this thesis. There are a number of approaches to sensitivity 
analysis; the methods used to assess biomechanical finite element modelling sensitivities must be 
able to accommodate non-continuous factors such as boundary condition modelling and individual 
subject geometry variation as well as continuous variables such as frictional coefficients. 
Traditional sensitivity analyses tend to take the form of ‘once-at-a-time’ (Hamby, 1994) alteration 
of input variables (e.g. (Anderson et al., 2005; Bernakiewicz and Viceconti, 2002)). While giving a 
good indication of sensitivities, unless a typical, or baseline, value can be found for each input 
variable, information is lost regarding the combination of varying input factors.  Dar et al. (2002) 
suggest two statistical methods which are suitable for incorporating this interrelated uncertainty in 
FE models: factorial design and probabilistic analysis. 
2.2.6.1 Factorial design 
Factorial design was introduced into engineering design process by Genichi Taguchi (Dar et al., 
2002); full details of the method are described in Logothetis and Wynn (1994). The technique 
essentially involves choosing one or more response variables (e.g. maximum tensile strain) and 
generating a number of analyses based on combinations of a range of chosen factors (e.g. FE 
inputs). Factorial design accommodates discrete factor inputs rather than continuous distributions, 
and can take one of two forms. The first is ‘full factorial’ design, in which each factor is assigned a 
number of levels. A matrix of all factor level combinations is developed, with each matrix element 
representing an individual FE analysis. If each factor was assigned three levels, the number of 
analyses would be 3
n
 where n is the number of factors. More than two levels are required to 
investigate possible non-linear relationships between factors and response variables. The second 
form of design has fewer analyses and is called a ‘fractional-factorial’ design. The reduction in 
number of analysis runs comes about from the assumption that certain factor interactions are 
insignificant. Fractional-factorial design has been used in biomechanical problems (Mburu, 1999; 
Yao et al., 2008); but to take full advantage of the reduction in analyses, the researcher must have 
confidence in the lack of interaction between certain factors. If this is not the case only a 
full-factorial design can be carried out (Ng et al., 2004). 
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2.2.6.2 Probabilistic analysis 
Probabilistic analysis is a method whereby the input variables, the influence of which is desired, 
are described with probability distributions rather than discrete values. The input distribution does 
not have to be normal, but must be describable mathematically (Dar et al., 2002). Values of each 
input parameter are then sampled randomly and a distribution for the selected output variable built 
up. Analyses are carried out until the distribution of the output variable is suitably smooth. The 
method of sampling governs the efficiency of the number of runs required for output convergence. 
The Monte Carlo method (Fishman, 1997) is a popular sampling method used to efficiently carry 
out a probabilistic analysis (Dopico-González et al., 2009). This probabilistic technique provides a 
good measure of uncertainty of a result as the output variable becomes a probability distribution. 
Unfortunately the requirement of a mathematical description of each input variable limits the 
number of variables which can be explored. This problem has been addressed by Taddei et al. 
(2006), whose finite element sensitivity study for femurs runs a number of probabilistic analyses on 
different geometries, thus including the discrete geometry variable. This approach may become 
complex if a number of discrete factors are included. 
2.2.6.3 Measure of sensitivity 
A range of metrics are used to measure sensitivity. Anderson et al. (2005) defines sensitivity as the 
ratio of percentage change in output parameter and percentage change in input parameter. Both 
percentages are taken with respect to the values of the baseline model. This description of 
sensitivity is only valid if a baseline, or mean value, model is known, and input variables are 
numerical. Taddei et al. (2006) used correlation coefficients between each input and output variable 
to communicate sensitivity; values were not reported for the discrete geometry variable. This 
method is not applicable if input variables are categorical, e.g. a change in material assignment 
method. Dar (2002) uses ANOVA analysis of the output data to determine the percentage 
contribution each factor makes to the ‘total sum of squares’ of the output data.  ANOVA can only 
be used with normally distributed factors; it is also unsuitable for discrete categorical variables. 
The Kolmogorov-Smirnov Z test provides a statistical measure of the difference between two 
matching data sets and is suggested for use in sensitivity studies by Hamby (1994). The 
Kolmogorov-Smirnov Z value represents the greatest disparity between two sets of data, and thus 
will report zero if two datasets are the same or a high value if they are dramatically different. This 
can be used to measure the sensitivity of a discrete categorical factor by comparing sets of data 
which differ only on the factor in question.  It is a non-parametric test, therefore does not require 
normally distributed data. 
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2.2.7 Uncertainty 
Sensitivity analyses provide a method of coping with uncertainty, but uncertainty itself is a major 
field of research. Uncertainty can be classified in many ways, a number of which are discussed 
here. 
2.2.7.1 Aleatory/ epistemic 
Uncertainty can be categorised as either aleatory or epistemic based on the nature of its source. 
Aleatory uncertainty is inherent and intrinsically random. This uncertainty can therefore never be 
fully known. Conversely, epistemic describes uncertainty which is a consequence of a lack of 
knowledge, thus collection of more data can reduce epistemic uncertainty. It is not always possible 
to categorise a variable as uniquely aleatory or epistemic (Der Kiureghian and Ditlevsen, 2009). 
2.2.7.2 Known/ unknown  
The difference between known and unknown uncertainty is intuitive; while known uncertainty can 
be dealt with and mitigated against, unknown uncertainty cannot be described adequately (de Weck 
et al., 2007). This can be further segregated as known, unknown and unknowable. A known 
uncertainty can be represented statistically by the researcher. An unknown uncertainty cannot be 
represented, though it may be possible that somebody could represent it. In the case of unknowable 
uncertainty, it is not possible for anybody to describe the given factor (Chow and Rakesh, 2002). 
2.2.7.3 Lack of knowledge/ lack of definition 
Uncertainties arising from a lack of knowledge are unavoidable if the methods of obtaining that 
knowledge are infeasible for the researcher. Uncertainties can also be generated by lack of 
definition (McManus and Hastings, 2006). This may be particularly pertinent for FE modelling as 
definition of an FE model requires a number of assumptions and simplifications.  
2.2.7.4 Classification of factors 
A list of factors, extending from those discussed in Section 2.2.5.4 are classified under the above 
categories in Table 2.4 for an FE model to be used to assess implant failure. In creating this table it 
becomes clear that there is a level of subjectivity in the choice of classification. The categorisation 
of lack of knowledge versus lack of definition was the clearest classification to assign, and is most 
useful when relating uncertainties to FE analysis. The lack of definition uncertainties stem from 
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numerical approximations and hence can be reduced with more accurate modelling. The lack of 
knowledge uncertainties can only be reduced with further research.  
Table 2.4 Classification of factor uncertainties 
Factor Aleatory/Epistemic Known/unknown Lack of knowledge/ definition 
Mesh accuracy Epistemic Known Definition 
Bone geometry Aleatory Unknown Knowledge 
Material property distribution Aleatory Unknown Knowledge 
Material property definition Epistemic Unknown Definition 
Muscle loads Aleatory Unknown Knowledge 
Muscle insertion locations Aleatory Unknown Knowledge 
Ligament stiffness Aleatory Unknown Knowledge 
Boundary conditions at joint Epistemic Known Definition 
Contact modelling at interfaces Epistemic Known Definition 
Non-linear geometric analysis Epistemic Known Definition 
Frictional coefficients at interfaces Epistemic Unknown Knowledge 
Implanted cup interference Epistemic Known Definition 
Implanted cup design Epistemic Known Definition 
Implanted cup position Epistemic Known Definition 
 
2.3 Statistics 
A number of statistical variables are used frequently in this thesis and will be explained here for 
clarity.  
2.3.1 Descriptive statistics 
A number of measures can be used to describe a dataset; the mean and median are used as 
measures of magnitude in this thesis. The mean represents the sum of all data points, divided by the 
total number or data points. The mean is relevant for normally distributed datasets. The median 
represents the ‘halfway point’ of the data, if it were to be listed in ascending magnitude; the median 
is commonly used when data is not normally distributed. The variance is a measure of spread of the 
data and is equal to the sum of the squares of all the differences between each data point and the 
mean, divided by the total number of data points. The covariance is the ratio of the variance to the 
mean, a normalised measure of spread. The standard deviation is the square root of the variance. It 
is often reported alongside the mean. In a normal distribution, 68.26% of the data is included 
within one standard deviation, and 95.46% within two standard deviations of the mean. A lot of the 
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data used in this thesis originates from clinical studies, which tend to have very low sample sizes. 
The spread of data was included in this thesis by taking a range between one standard deviation 
either side of the mean. It was decided to use one, rather than two standard deviations to reduce the 
sensitivity to potential outliers from the distribution, which would have a high effect owing to the 
small sample size. 
2.3.2 Significance statistics 
There exist many statistical tests to test for a difference between two datasets. The 
Kolmogorov-Smirnov Z test is frequently used in this thesis, and is explained in Section 2.2.6.3. 
Every test is accompanied by a significance level, indicating the strength of the given relationship. 
The level of significance indicates the probability that the difference in the datasets was a product 
of chance. It is conventional to use levels of 0.01 (1%) to indicate a strong relationship and 0.05 
(5%) to indicate a weak, but significant relationship. 
The correlation coefficient is a measure of the strength of a linear relationship between two 
datasets; with a maximum value of 1. The linear relationship between the datasets does not have to 
be x=y for the correlation coefficient to be 1; the gradient of the relationship can be found through 
regression analysis. The ‘r²’ value is often reported as an indication of relationship strength; this is 
the square of the correlation coefficient. 
2.4 Conclusion 
The most recent implant registers demonstrate the comparatively high failure rate of hips replaced 
with a metal on metal bearing; all of these replacements include a press-fit acetabular cup. This 
type of cup will be investigated further throughout this thesis. 
The literature review has introduced current techniques in biomechanical FE analysis and its 
potential application to analysing implant failure. A number of approaches and statistical methods 
with which sensitivity studies may be carried out have investigated. Factorial study design has been 
highlighted as an appropriate method with which to carry out sensitivity studies, and the 
Kolmogorov-Smirnov Z test has been shown to be a suitable metric with which to measure 
sensitivity. 
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Chapter 3  
FE SENSITIVITY OF THE NATURAL 
ACETABULUM 
3.1 Overview 
The literature review in Chapter 2 has highlighted metal on metal press-fit acetabular cup implants 
as an area for investigation owing to their relatively poor performance when compared with other 
prostheses. Finite element (FE) analysis has been selected as a suitable tool to assess the 
contributing factors to implant success or failure. In this thesis, three methods have been 
implemented to ensure that results from the final FE model can be relied upon and be clinically 
relevant. These methods are: sensitivity studies; in vitro experimental validation and clinical 
comparisons of model findings. 
The sensitivity of the intact acetabulum to FE modelling assumptions is investigated in this chapter. 
The natural acetabulum was chosen as the subject for the initial analysis, as the majority of 
comparable studies sourced from the literature (Section 2.2.5.4) focussed on the un-implanted 
acetabulum, enabling comparisons to be drawn, supporting the validity of the work. 
3.2 a priori sensitivity studies 
Sensitivity studies are commonly undertaken post model creation (Anderson et al., 2005; Taddei et 
al., 2006); this doesn’t allow for fundamental model considerations to be tested, only easily altered 
numerical inputs. Primary decisions such as the choice of model boundary conditions cannot be 
substantially altered after the model has been built. The sensitivity of desired output parameters to 
these basic decisions have therefore been assessed through a series of a priori sensitivity studies 
detailed in this chapter and Chapter 4. A factorial design of sensitivity analysis (see Section 2.2.6.1) 
was used to incorporate the discrete and categorical input factors which are inherent in FE 
modelling assumptions. The factorial design involves choosing output response variables upon 
which sensitivity will be measured, and selecting the range of input factors to analyse (Logothetis 
and Wynn, 1994). 
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3.3 Building an FE pelvis model 
The creation of the FE model used in this study was originally done through the graphical interface 
of ABAQUS (version 6.8, Dassault Systemes Inc, Vélizy-Villacoublay, France). When large 
numbers of models were required, the model input files were written automatically in MATLAB 
(version R2007a, The Mathworks Inc, Natick, Massachusetts). The main stages of model creation 
are: selecting a geometry and generating a mesh; assigning material properties to the mesh; 
describing interfaces between meshed geometries; assigning restrictive boundary conditions to 
chosen parts of the mesh; and applying  loads to chosen parts of the mesh. 
3.3.1 Mesh generation 
Before a model can be built, the structure which is being analysed must be available in some sort of 
3D digital form. Geometry is most commonly generated from CT-data which provides greyscale 
image slices through the scanned subject at known intervals. This data can be converted into a 
voxel (volumetric pixel) mesh (Keyak et al., 1990). Using appropriate software, voxel-based 
geometries are generated automatically from CT-data and are constructed of many 8 node brick 
elements. Automatic generation is a great advantage, but the voxels’ straight edges can give falsely 
high stresses. A number of smoothing algorithms (e.g. (Kaminsky et al., 2005)) are therefore 
available to remove the problematic jagged edges and replace the 8 node brick elements with 
tetrahedrals, which are better suited to fitting complex forms such as the pelvis. 
Subject pelvis geometry for this study was captured via segmentation of CT-data using MIMICS 
(version 12.11, Materialise NV, Leuven, Belgium). This is a semi-automated process. Selection can 
be based on greyscale bounds, but each slice must be manually inspected to check for artefacts and 
potential mesh gaps. Once the geometry is selected, a tetrahedral mesh is assigned at the desired 
element density and re-meshed as appropriate. Example CT-scans and the associated meshed 
geometry are shown in Figure 3.1.  
The patient CT-data available for use in this project was ethically obtained and is available for use 
within the college. It contains fourteen pelvic CT-scans taken from a number of different scanners. 
The set included seven males (age range 32-76) and seven females (age range 33-61). 
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Figure 3.1 Generation of hemi-pelvis mesh (bottom right) from CT-data 
The size and shape of mesh elements control the accuracy of the output. Meshes with large 
elements allow fast computation but fine details can be lost. Meshes with smaller elements may 
better describe the geometry but lead to longer computation times. The type of element describes 
the shape and number of nodes to which it is attached. The number of node attachments dictates the 
degree to which the element is free to move and whether the associated shape function is linear or 
non-linear. A linear triangular element has three node attachments (one at each corner), and 
therefore can only move linearly between these three points, whereas a quadratic triangular element 
with six node attachments can move non-linearly between its corners, as shown in Figure 3.2. Thus 
elements with more node attachments are considered more accurate, but again more 
computationally demanding. Elements can also be two-dimensional (2D) or three-dimensional 
(3D). 2D elements are usually referred to as shell elements and can only be used to model in-plane 
stresses and strains. FE models of bone frequently include 2D shell elements to describe cortical 
bone and 3D solid elements to describe trabecular bone.  
 
Figure 3.2 Displacement (dotted) of a linear (left) and non-linear element (right) 
Node displaced 
upward 
Node displaced 
upward 
Linear Element Non-linear Element 
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3.3.2 Material property assignment 
Material properties can be assigned to bone as either homogenous or heterogeneous. Those who 
use homogenous material properties still tend to differentiate between cortical, trabecular and 
sometimes subchondral bone, but for each use average values from the literature (Hsu et al., 2006; 
Phillips et al., 2007; Spears et al., 2001). Some who use heterogeneous material properties do not 
distinguish between cortical and trabecular bone (Schileo et al., 2007); others maintain a 
homogenous outer layer of cortical bone (Anderson et al., 2005; Dalstra, 1993). Bone material 
properties are generally assumed to be isotropic in the pelvis, despite studies showing them not to 
be (Dalstra, 1993). The material property directionality in bones such as the pelvis is probably very 
variable, and thus potentially hard to describe. FE modelling on the cellular level (Kowalczyk, 
2006) and models predicting the trabecular structure and orientation (Phillips, 2010) are both 
possibilities, but massively increase the computational time for model resolution. It is therefore not 
feasible to include material property orientations in this work. 
Articular cartilage is included in models which are not simulating a replaced joint. The material 
properties of cartilage are quite complex as it is thought to be multi-phasic (Mow and Clark, 2001). 
It is often simplified depending on the phenomenon being measured by the model (Levenston et al., 
1993). 
3.3.2.1 Obtaining material properties from CT-data 
Previous studies have concluded that the relationship between Hounsfield Units (obtainable from 
greyscale data) and mechanical properties are strong enough to support use in FE (Les et al., 2005). 
Ideally, a phantom is scanned at the same time as the subject, so that a correlation between apparent 
density and Hounsfield Units for the CT-data can be found (Taddei et al., 2007). Material stiffness 
can then be related to the apparent density based on experimentally derived relationships, of which 
there are many. If no phantom is available, the relationship between apparent density and 
Hounsfield Units can be estimated from inspection of the CT-data to ascertain the limits of cortical 
and trabecular bone (Majumder et al., 2007). No phantoms were available in the CT-scans used in 
this study. Most density-stiffness relationships focus only on trabecular bone, but some cover the 
cortical region as well. Helgason et al. (2008) noted substantial inter-study differences in their 
comparative review of all predictive relationships, although this was based on studies that focused 
on different bones in the body so differences can be expected. Inter-study variability is explored 
further in this chapter. The relationship suggested by Dalstra (1993) is one of the few studies to 
focus on the pelvis, and is also averagely placed amongst the other studies, even when it is 
extrapolated into the cortical bone (Figure 3.3). 
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Figure 3.3 Young’s modulus versus apparent density (with permission from Helgason et al., 2008). Extrapolated 
relationship from Dalstra highlighted with red dotted line 
3.3.3 Contact conditions 
Where two meshed parts interact (e.g. acetabular cup and femoral head) the type of contact must be 
defined. If the two parts are effectively one unit, they can be tied together and thus move and 
transfer forces as one: this is termed a ‘tied interface’. If the two parts can move relative to each 
other, the interfacing conditions must be defined: this is termed a ‘sliding-interface’. These are 
explained in more detail in Chapter 4.  
Analysing a sliding interface is significantly more computationally expensive than a tied interface. 
3.3.4 Boundary conditions 
Mesh nodes can be rigidly fixed in any of six degrees of freedom, or constrained to move a 
specified amount. There is obviously no part of the human body which is rigidly fixed in space, so 
the boundary conditions applied are based on assumptions and are heavily related to the desired 
area of interest. The pubic symphysis and sacroiliac joints are often assumed to be areas of rigid 
fixation (Dalstra, 1993; Levenston et al., 1993), but are also sometimes represented as interfacing 
parts with ligamentous support (Zheng et al., 1997). Phillips at al. (2007) developed a ‘free 
boundary condition’ model which had no rigid fixation on the pelvis and was, instead, supported 
entirely through a set of non-linear springs representing muscles and ligaments. 
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3.3.5 Loading 
Loads can be defined as point loads at specified nodes, pressures over given areas, or body loads 
over a volume. The loading scenario which is being modelled must be chosen, and the associated 
forces applied to the model. 
3.3.5.1 Joint reaction force 
Two studies involving instrumented prostheses and willing patients provide estimates of joint 
reaction forces during a variety everyday movements (Rydell, 1966; Bergmann et al., 2001). The 
joint reaction forces and associated activity and patient data for one of these studies is freely 
downloadable as a program entitled Hip98 (Bergmann, 1998), supplementary to the published work 
by Bergmann et al. (2001); this data is frequently used throughout this thesis. At its maximum, the 
hip joint reaction force is up to 2.6 times body weight (Hip98). Resolved vertically this accounts 
for far more than just body weight, indicting that other forces, such as those from muscles, are 
being exerted in appreciable magnitude.  
3.3.5.2 Muscle forces 
A number of FE femur studies have included muscle forces (Duda et al., 1998; Speirs et al., 2006) 
but they are considered less often when modelling the pelvis (Anderson et al., 2005; Spears et al., 
2001)). Dalstra (1993) added the forces of 22 muscles into his pelvic finite element model, 
concluding that they have a stabilising effect on pelvic load transfer and a ‘considerable’ influence 
on the stress patterns in the pelvic bone. There is a published set of muscle force data matching the 
gait cycles reported in Hip98 and calculated using inverse dynamics (Heller et al., 2001); 
unfortunately muscle data is only included for two activity scenarios: normal walking and walking 
up stairs. 
To locate the position of muscle load application, the origin of the muscle and its insertion point on 
the pelvis must be known. Whilst this information can be obtained from MRI scans, CT-scanning is 
not of a high enough resolution to detect muscles reliably. Anatomy text books such as Gray’s 
Anatomy (Gray, 2004) illustrate the approximate attachment points of each muscle. They also show 
that muscles do not connect through a point, and are more often than not connected over a sizeable 
area of bone. Scaling can also be used to extrapolate published muscle origin and insertion points 
found during dissection to a wider population by referencing bony landmarks (Brand, 1982; Kepple 
et al., 1997). 
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3.4 Biomechanical situation to model 
The situation to be modelled in the FE sensitivity analyses in this chapter is loading of the 
acetabulum under everyday scenarios. Although a number of different boundary situations are 
applied, generally the model is rigidly fixed in space at some point and loaded through a femoral 
head into the cartilage lined acetabulum, as shown in Figure 3.4. The area of interest is limited to 
the acetabulum. 
 
Figure 3.4 Biomechanical model (left), with femoral head removed to show acetabular cartilage (right) 
3.5 Automating model creation 
Creating a model using the ABAQUS graphical interface is relatively time consuming if a large 
number of analyses are desired. To reduce this time demand, a script was written (MATLAB) to 
automate the process. To enable this, the process of model creation was separated into that 
requiring manual input, and that which could be fully automated. 
3.5.1 Manual inputs 
It was not considered feasible to automate the following aspects of model generation. 
Rigid fixation 
Area of interest 
Hip load Contralateral 
hip load 
Cartilage 
 56 
3.5.1.1 Segmentation 
Despite the smart algorithms provided by MIMICS to automate the segmentation process, 
operations such as differentiating between the acetabulum and femoral head, removal of 
osteophytes, and ensuring a closed volume all require manual input. 
3.5.1.2 Mesh refinement 
The mesh must be refined from the blocky voxel mesh. While this can be automatically done, it is 
advisable to visibly inspect any smoothing to ensure that no geometrical information is lost and the 
resulting element density is acceptable for computational efficiency. The resulting mesh must be 
verified through a convergence study. This again must be carried out manually, though is only 
required to be carried out once. 
3.5.1.3 Creation of interfacing meshed parts 
It is not possible to segment inter-joint and articular cartilage from a CT-scan. These parts are 
therefore created through Boolean operations (RHINO, version 4.0, McNeel North America, 
Seattle, Washington) of the meshed bones, and must be done manually. 
3.5.1.4 Heterogeneous material property assignment 
If material properties are assigned based on the CT greyscale values, the relationship connecting 
apparent density and bone stiffness must be generated manually from inspection of the distribution 
of greyscale values throughout the CT-scan. This was required because no scanning phantoms were 
used during the scanning process.  
3.5.1.5 Boundary conditions 
The location of any fixed boundaries must be selected visually on the mesh to match the desired 
anatomical locations, e.g. the L5S1 joint. 
3.5.1.6 Ligament positions 
If ligaments are included as a form of joint support, their positions must be manually located, as no 
ligament insertion point database is available. The location of ligament insertion points can be 
estimated from anatomy texts. 
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3.5.1.7 Location of muscle loads 
If muscle loads are applied, the location of the loading must be applied visually, using estimation 
from anatomy texts. Scaling databases are available such as those provided by Brand (1982) and 
Kepple et al. (1997), and could therefore make this process automated, but upon trialling their use, 
they were found to potentially cause high errors in positioning. It is assumed that this is attributable 
to the application of a simple three-directional linear scaling method to the pelvis which is 
inherently complex and unsuitable for use with linear scaling. 
3.5.2 Automated inputs 
All other aspects of model creation could be specified logically or numerically, therefore were 
suitable for automation. 
3.5.3 Model generation 
Template files were created for those aspects of model creation which required a manual input. The 
template files were created from the most complex models, i.e. all the possible meshed parts were 
included. One template file was created for each subject (eight in total, see Section 3.7.1), and took 
the form of a baseline model (detailed in Section 3.6), built in the graphical environment of 
ABAQUS. Further models were created from these template files, as is described in Figure 3.5. 
The associated programming script is listed in Appendix A.1.1. To verify the proper performance of 
the automation, a model with each differing aspect was opened in the graphical interface in 
ABAQUS and visually inspected. 
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Figure 3.5 Automated model creation algorithm 
3.5.4 Batch processing 
Once all model input files were generated, they were analysed on a Dell PC cluster (enabling 
parallel processing), provided by the Imperial College High Performance Computing Service  
(http://www.imperial.ac.uk/ict/services/teachingandresearchservices/highperformancecomputing). 
All models could be analysed in a ‘batch’, enabling all models to be submitted together. 
3.6 Baseline model 
The template files were all based on the most complex model. This baseline model is altered 
through the automation script to create all the models in the full analysis. Though the term baseline 
is used, this model does not represent any kind of ‘mean’ or idealised model.  
3.6.1 Mesh 
MIMICS was used to generate meshes from each subject geometry (individual subject geometries 
are discussed in Section 3.7.1). One hemi-pelvis geometry was chosen at random for the mesh 
verification. Verification was carried out in the form of mesh convergence studies. Separate 
INPUTS 
 
1. Template file with all meshed parts 
2. Desired model attributes 
MIMICS, RHINO 
Choose which parts are required in 
model (based on boundary conditions). 
MATLAB 
Assign ligament stiffness to each spring 
element, if ligaments requested. 
Assign homogeneous material properties 
to hemi-pelvises if requested. 
Select which node sets are used for 
fixed boundary conditions. 
Define contact, and if required, frictional 
coefficients between the articulating 
surfaces as the hip joint. 
Apply muscle loads, as specified, for 
given loading scenario. 
Apply appropriate femoral head load for 
given loading scenario. 
OUTPUTS 
 
1. Input file for requested FE model 
 
ABAQUS 
Template model 
Desired model 
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convergence studies were carried out for the two proposed methods of material property 
assignment (see Section 3.7.2) as two different mesh types were used. Nine 4-node tetrahedral 
meshes of a single subject hemi-pelvis with increasing mesh density from 7,804 to 835,706 
elements were created. Material properties were assigned to the meshes based on the CT-data 
greyscale values. Convergence was deemed to be achieved when subsequent model predictions of 
mean acetabular principal stresses, principal strains and deformations were all within 5% of each 
other (Radcliffe et al., 2007). Convergence was achieved with a mesh density of approximately 
380,000 elements.  
The mesh convergence analysis was repeated with simulated homogenous material properties. This 
involved introducing a triangular shell mesh external to the tetrahedral mesh to represent a 0.9mm 
thick layer of cortical bone (Dalstra, 1993) and assigning a single material property for all 
trabecular bone in the tetrahedral mesh. Convergence was achieved for the same density (380,000) 
of tetrahedral mesh and with a triangular shell mesh of approximately 30,000 elements.  
3.6.2 Geometry 
Each subject was described with two hemi-pelvises, a sacrum and inter-joint fibrocartilages. The 
single acetabulum chosen as the area of interest of the study was reflected so that the two 
hemi-pelvises were geometrically the same. The hemi-pelvis and sacrum were segmented from the 
CT-data and the whole pelvis rotated into the anterior pelvic plane (see Section 3.7.1) in RHINO. 
Inter-joint fibrocartilage was created between each hemi-pelvis and the sacrum using Boolean 
operations in RHINO.  
A best fit sphere algorithm (Appendix A.1.2) was written (MATLAB) and used to measure the 
diameter and centre of each acetabulum. In order that the stresses were directly comparable 
between each geometry, each hemi-pelvis was scaled to have a best-fit acetabular diameter of 
48mm. A layer of articular cartilage, with an average thickness of 1.5mm was then created 
(RHINO) to cover the contact surface of the acetabulum and provide a perfectly spherical 
interfacing surface to the femoral head.  
The femoral head was represented with a 42mm diameter sphere with a 1.5mm thick cartilage layer 
to interface with the acetabular cartilage. All cartilage layers and the femoral head were meshed 
with an element size matching that on the interfacing pelvis. Example constructed meshes can be 
seen in Figure 3.6; the femoral head was meshed with 20,000 elements and the sacrum with 
600,000 elements. 
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Figure 3.6 Whole pelvis mesh with ligaments (dotted lines) 
3.6.3 Material property assignment 
Heterogeneous material properties were assigned to the pelvic meshes in the baseline model. The 
relationship between greyscale and apparent density was derived from grey values at salient points 
linking to measured material properties. This method has been used previously (Majumder et al., 
2007) when scanning phantoms are unavailable. The density-stiffness relationship used to derive 
the salient apparent densities Table 3.1 was that measured empirically for pelvic bone by Dalstra 
(1993). 
Table 3.1 Salient apparent density values for conversion of grey values to Young’s Modulus  
Salient point Apparent density, g/cm3 Young’s modulus, MPa 
Weakest trabecular bone 0.109 8.6MPa 
Majority of trabecular bone 0.255 70MPa 
Stiffest trabecular bone 0.959 1.8GPa 
Majority of cortical bone 2.38 17GPa 
 
 
All materials were defined as linear and isotropic with properties assigned as given in Table 3.2. As 
they were not directly of interest, the femoral head and sacrum were represented as stiff solids, with 
a Young’s modulus equal to that of cortical bone (Dalstra, 1993). Similarly, where present, 
fibrocartilage was represented with the same material properties as hyaline cartilage, as this created 
a compressive stiffness at the pubic symphysis comparable in magnitude to that measured in vitro 
(Dakin et al., 2001).  
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Table 3.2 Material properties 
Part Material properties Reference 
Hyaline  cartilage E=15MPa, v=0.4, thickness = 1.5mm 
(Shepherd and Seedhom, 1999a; Shepherd and 
Seedhom, 1999b) 
Fibrocartilage E=15MPa, v=0.4, varying thickness As hyaline 
Femoral Head E=17GPa, v=0.3 (Dalstra, 1993) 
Sacrum E=17GPa, v=0.3 (Dalstra, 1993) 
Hemi-pelvis CT-dependent, E=2.0173ρapp
2.46, v=0.3 (Dalstra, 1993) 
 
3.6.4 Contact conditions 
All cartilages were tied to their adjoining bone. At the articular cartilage interface between the 
acetabular and femoral cartilage layers, a frictionless sliding interface was defined. 
3.6.5 Boundary conditions 
The L5S1 joint was rigidly fixed in six degrees of freedom. Ligaments were added across the 
sacroiliac and pubic symphysis joints. The locations of ligament insertion points were estimated 
from an anatomy text (Kingston, 2000) and each ligament was represented by one to three 
(depending on ligament size) tension-only linear spring elements (Figure 3.6). Ligaments and 
tendons have similar compositions and are thus comparable with regards to their constitutive 
models (Nordin et al., 2001). In vitro mechanical testing of ligaments has shown force 
displacement curves which have an initial ‘toe region’, which is believed to be caused by 
re-organisation of the structural fibres (Butler et al., 1978), followed by a linear region, from which 
ligament stiffness is usually quoted. Though little is proven, ligaments are also thought to be 
pre-strained (Viidik, 1987); tension was measured in vivo in shoulder ligaments at rest (Chambler 
et al., 2003). This pre-tension could theoretically cancel out the toe region, hence their inclusion as 
linear springs in this model, as has been previously undertaken {Zheng, 1997 #23}. The ligament 
stiffness values used are further discussed in Section 3.7.6. 
3.6.6 Joint reaction force 
Joint reaction force loading was applied as a body force through the whole femoral head. The load 
used was the maximum load recorded from the averaged data presented in Hip98. The load is 
provided as a percentage of body weight. The average body weight of the patients in the Hip98 
study, 836N, was used as an average weight from which joint reaction forces were calculated. The 
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contralateral hip joint force was estimated from the loads reported in Hip98 at the complementary 
point in gait (e.g. if walking, the maximum load occurs at ‘heel strike’, at which time the 
contralateral hip would be loaded with the load recorded for ‘toe off’) or at the same point in the 
cycle, if carrying out a symmetric loading, like standing up. The maximum joint reaction forces for 
the available load cases are listed in Table 3.3; directions are given with respect to the anterior 
pelvic plane (see Section 3.7.1). 
Table 3.3 Average patient joint reaction forces from Hip98. Directions given with respect to the anterior pelvic plane. 
Load case Force in the x direction, N Force in the y direction, N Force in the z direction, N 
Normal walking 243 221 1921 
Going up stairs 169 498 2037 
Going down stairs 349 -357 2118 
Standing up 780 1171 739 
Sitting down 639 959 612 
3.6.7 Muscle loading 
Areas of nodes representing muscle contact areas were selected based on location information from 
an anatomy text book (Gray, 2004). Muscle loads were applied uniformly over the given nodes, as 
multiple point loads. Muscle load information was provided by inverse dynamics work for the 
same gait cycles as that providing the hip joint reaction force (Heller et al., 2001). These muscle 
loads are available through the Hip98 data collection. This muscle data is only available for the 
normal walking and walking upstairs load cases. The muscle load applied to the mesh was taken at 
the point of maximum hip joint reaction force for the given activity. 
The muscle loads applied over ten pelvic muscles are listed in Table 3.4 for the activities for which 
they are available. Where muscles have been grouped (e.g. ‘abductor muscles’), the given load was 
uniformly distributed over each muscle in the group. The linear optimisation function used in the 
inverse dynamics analysis included in Hip98 (Heller et al., 2001) tends to minimise load sharing 
between muscles (Stansfield et al., 2003), thus many muscles do not show any loading for the 
modelled activities. 
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Table 3.4 Muscle forces (Heller et al., 2001) 
Muscle  Force during normal walking Force during walking up stairs 
Abductor 871 951 
Adductor 0 0 
Ilio-tibial tract 0 141 
Biceps femoris 35 0 
Gracilis 0 0 
Rectus femoris 0 0 
Sartorius 0 0 
Semimembranosus 502 0 
Semitendinosus 0 713 
Tensor fascia lata 159 54 
 
The discussed baseline model was used to generate all the models required for the sensitivity 
analysis. The selection of models used in the sensitivity analysis were chosen as a result of varying 
a set of input factors, as discussed in Section 3.7. 
3.7 Input factors 
The first stage of sensitivity analysis is to select the input factors to which sensitivity will be 
assessed. The underlying assumptions in any FE model can be grouped into four major areas 
(Viceconti et al., 2004): mesh accuracy; mesh topology (geometry); material property definition; 
and boundary conditions (including loading). The input factors are all related to a measure of 
uncertainty in any output of the FE model. Uncertainty is discussed in Section 2.2.7, where it was 
decided that categorising input factors as either an approximation based (lack of definition) or a 
knowledge based uncertainty could help to subsequently decide their level of inclusion in the final 
model. It is of interest when creating an FE model to create the simplest model possible. Not only 
does this reduce computational expense, but it can also aid clarity of understanding. Simplification 
relies on assumptions and approximations. If the output variables are very sensitive to an input 
approximation, then this approximation should not be made and the detail in question should be 
described in its most defined form. An example of this would be; if fixing the pelvis at the pubic 
symphysis joint produced dramatically different results from when it was included as a ligamentous 
structure, it must therefore not be assumed that approximating the pubic symphysis as fixed is a 
just assumption. An effort has been made to include primarily assumption based uncertainties in the 
initial sensitivity studies to allow the results to inform the future chapters. 
As well as uncertainties attributable to approximations, there are also uncertainties which arise 
from a lack of knowledge. In this case, if altering the input factor has very little effect on the output 
results, then it is acceptable to include the detail in some typical form, e.g. an average frictional 
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coefficient. If the output is highly sensitive to a knowledge based input uncertainty, then it must be 
included as a variable input in any final model, as results may heavily vary depending on its value. 
Factors were chosen as input factors to the sensitivity analysis from the areas of mesh topology 
(geometry); material property definition; and boundary conditions (including loading), and are 
listed in Table 3.5. Mesh accuracy was not considered as an input variable to this sensitivity 
analysis. Instead, a mesh convergence study (Section 3.6.1) was carried out to ensure the highest 
accuracy of mesh possible, within the limits of acceptable computational power.  
Table 3.5 Input factors for sensitivity analysis 
 Factor Value 1 Value 2 Value 3 Ref. Uncertainty 
1 Inclination angle Controlled by subject choice  Knowledge 
2 Version angle Controlled by subject choice  Knowledge 
3 
Material property 
assignment 
method 
Homogenous 
CT-dependent 
(Dalstra) 
- (Dalstra, 1993) Approximation 
4 
Density-stiffness 
relationship 
CT-
dependent 
(Dalstra) 
CT-dependent 
(Carter & Hayes) 
- 
(Carter and Hayes, 
1977; Dalstra, 1993) 
Knowledge 
5 Boundary fixation 
Fixed at SIJ 
and PS 
Fixed at Sacrum 
Fixed at L5S1 
joint 
(Dalstra, 1993; Phillips 
et al., 2007; Siggelkow 
et al., 2004) 
Approximation 
6 Muscle loading None 
Applied as point 
load 
Applied over 
contact area 
 Approximation 
7 
Ligament stiffness 
(typical) 
80N/mm 800N/mm 0 (no ligaments) 
(Wang and Dumas, 
1998; Walheim and 
Selvik, 1984) 
Knowledge 
8 
Contact 
conditions 
Tied µ=0.2 µ=0 (Merkher et al., 2006) Approximation 
3.7.1 Geometry 
Inclination and version angles were included as input factors by selecting appropriate subject 
geometries. A dataset of fourteen subject CT-scans for hip surgery candidates was available to 
generate subject geometries. The whole dataset was segmented and hemi-pelvises with clearly 
deformed acetabulums or existing hip replacements removed. This left a dataset of twenty two 
hemi-pelvises from fourteen subjects. The CT-scan data was sourced from a number of different 
scanners. All slice spacings over the acetabulum were less than 1mm. Each subject acetabulum was 
classified with respect to its inclination and version angle, to reflect the parameters most commonly 
associated with hip joint mechanics.  
To measure the inclination and version, a plane was fitted through the rim of the acetabulum in 
RHINO after manual rotation into the anterior pelvic plane. The anterior pelvic plane describes the 
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horizontal alignment of the left and right anterior-superior iliac spines (ASIS), and vertical 
alignment of both with the pubic tubercles (Tannast et al., 2005), as shown in Figure 3.7.  
 
Figure 3.7 Subject alignment into the anterior pelvic plane. Plane passes through all circled bony landmarks 
Angles were measured using the same three dimensional rim-plane fitting method as Murtha et al. 
(2008). The mean inclination and version angles were 55.2° (SD 6.3°) and 20.8° (SD 8.6°) 
respectively, comparing well to the 42 patient dataset of the study by Murtha et al., whose mean 
angles were 57.1° and 24.1°. Both datasets include subjects who are hip surgery candidates, rather 
than the normal population. Eight subjects (3 male, 5 female, mean age 50 (SD 15) years), selected 
to empirically represent the distribution of measured inclination and version angles, were included 
in the sensitivity analysis (factors one and two in Table 3.5). Both angles were varied by as near to 
one standard deviation either side of the mean as possible using the discrete number of subjects 
available. Figure 3.8 shows inclination and version angles for all eight subjects used in the 
sensitivity studies. A separate baseline model (see Section 3.6.2) was created for each subject. 
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Figure 3.8 Inclination and version angles of all subjects (chosen subjects labelled and enlarged) 
3.7.2 Material property assignment 
The influence of the choice of material property assignment method was analysed by inclusion of 
both homogenous and heterogeneous methods in the sensitivity analysis (factor three in Table 3.5). 
The baseline model included the subject-specific CT-dependent material properties 
(Section 3.3.2.1). The simplified inclusion of homogenous material properties was achieved by 
replacing the heterogeneous material distribution with a constant isotropic elastic material 
representing trabecular bone with a stiffness of 700MPa and Poisson’s ratio of 0.2 (Dalstra, 1993); 
and a 0.9mm thick (Dalstra, 1993; Spears et al., 2001) cortical mesh of shell elements with a 
density consistent with that found from the convergence study, and of an isotropic elastic material 
with a stiffness of 17GPa and Poisson’s ratio of 0.3 (Dalstra, 1993).  
3.7.3 Density-stiffness relationship 
There are many formulas available to convert apparent density from a CT-scan to stiffness 
(Helgason et al., 2008) to enable assignment of heterogeneous material properties. The baseline 
model includes material properties defined using the empirical relationship proposed for pelvic 
bone by Dalstra (1993). Another common relationship used in biomechanical FE analysis is that 
proposed by Carter and Hayes (1977); this empirical relationship was derived from a set of pooled 
bone samples, which included pelvic bone. 
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The two relationships are given below in Equation 3.1 and Equation 3.2 respectively. The strain 
rate used in Equation 3.2 was 10
-6
. This rate is within the quasi-static range (Tejchman and Kozicki, 
2010) and provides resulting cortical bone stiffness of a similar order to Equation 3.1. 
46.2
3.2017 appE ρ=     Equation 3.1  
3
06.0.
3790 appE ρε=     Equation 3.2  
Where:  E = Young’s modulus 
  ε
..
= strain rate 
  ρapp = Apparent density 
The sensitivity of the output responses to the chosen formula was also assessed (factor four in 
Table 3.5). 
3.7.4 Boundary fixation 
A number of locations for fixed boundaries were included in the analysis (factor five in Table 3.5). 
Pelvis models reported in the literature are presented with a range of boundary conditions (Dalstra, 
1993; Phillips et al., 2007; Siggelkow et al., 2004). For computational efficiency, it is desirable to 
rigidly fix the mesh in space as close to the area of interest as possible, but Phillips et al. (2007) 
demonstrated that there was a sensitivity of the pelvic Von Mises stress distribution to boundary 
condition assumptions. To this end, the location of boundary fixation was altered between: the 
L5S1 joint (Figure 3.9 left), as used in the baseline model; the sacroiliac joints (Figure 3.9 center); 
and the sacroiliac joint and the pubic symphysis (Figure 3.9 right). 
 
Figure 3.9 Variation in position of fixed boundary conditions, shaded areas indicate areas of fixation 
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3.7.5 Muscle loading 
Muscle loading is regularly considered in biomechanical femur models (Bitsakos et al., 2005; 
Speirs et al., 2006) but less often in pelvis models. Muscle loads were applied over the whole 
muscle contact area in the baseline model (Figure 3.10 left), but further simplified simulations were 
run without any muscle loading (Figure 3.10 right). Furthermore, the sensitivity of the output 
parameters to applying load over the whole muscle contact area (Figure 3.10 left), or at a single 
point for each muscle was investigated (Figure 3.10 center). This factor is listed as factor six in 
Table 3.5. 
 
Figure 3.10 Variation in method of muscle load application 
3.7.6 Ligament stiffness 
The baseline model included joints described with ligamentous support. The sensitivity of the 
desired outputs to the stiffness of the spring elements representing ligaments was investigated by 
varying the ligament stiffness from zero (no ligaments present) to a maximum value; listed as 
factor seven in Table 3.5.  A set of stiffness values for each individual pelvic ligament could not be 
sourced in the literature; therefore estimated values were extrapolated from those found for other 
joints. The stiffness of each spring was assumed to be proportional to the cross-sectional area and 
inversely proportional to the length of the ligament that it was representing (Nordin et al., 2001).  
The largest and shortest ligaments were therefore assumed to be the stiffest. Ligament 
cross-sectional area and length were estimated from anatomy texts (Gray, 2004; Kingston, 2000) 
and approximately grouped as small to large, and short to long respectively. Large was represented 
as a measure three times the size of small; and long was represented as a measure three times the 
size of short. An in vivo measurement of anterior cruciate ligament stiffness was used as the first 
stiffness from which to extrapolate (Noyes and Grood, 1976).  The second stiffness was chosen to 
match that used in previous FE work to represent the sacroiliac joint (Phillips et al., 2007). For the 
purpose of simplicity, stiffness two was adjusted to be one magnitude greater than stiffness one. 
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The chosen range of stiffness values is detailed in Table 3.6, with the ligaments used to derive 
reference stiffnesses highlighted in italics. The anterior and posterior sacroiliac ligaments were 
included in the analysis as two groups of three ligaments, to achieve even support around the joint. 
As the ligaments form a biomechanical description of the sacroiliac and pubic symphysis joints (Li 
et al., 2006; Zheng et al., 1997), when no ligaments are present, the joint is represented merely as a 
continuation of the adjoining bone, with no inter-joint cartilage. Therefore it should be noted that 
for the analysis represented here, the removal of ligaments actually represents the stiffest 
description of the joint.  
 Table 3.6 Ligament stiffness assignment 
Ligament Cross sectional area Length Stiffness 1, N/mm Stiffness 2, N/mm 
Anterior cruciate (Noyes and Grood, 1976) 
* 
Small Short 80 - 
Sacroiliac ring (Phillips et al., 2007)* Large Short - 5000 
Anterior sacroiliac Large Short 240 2400 
Posterior sacroiliac Large Short 240 2400 
Long posterior sacroiliac Medium Long 53 530 
Sacrospinous Small Short 80 800 
Sacrotuberous Large Medium 120 1200 
Anterior pubic ligament Small Short 80 800 
Posterior pubic ligament Small Short 80 800 
Superior pubic ligament Small Short 80 800 
Inferior pubic ligament Small Short 80 800 
Iliolumbar Small Medium 40 400 
Lumbosacral Small Medium 40 400 
*Stiffness levels 1 and 2 were extrapolated from the reported stiffnesses of these ligaments 
3.7.7 Contact conditions 
The articulating interface of the hip joint is commonly represented as two sliding spherical surfaces 
with minimal friction. The highest friction coefficient measured at a cartilage-cartilage interface 
found in the literature was 0.2 (Merkher et al., 2006). Computationally it is more efficient to tie the 
surface together. The effect of contact interface definition was explored with three conditions 
ranging from fully tied to frictionless (listed as factor eight in Table 3.5).  
3.8 Failure indicators 
Sensitivity studies are designed to assess the influence of input factors on certain response 
variables. The response variables for the following sensitivity study have been chosen to reflect 
those which have the potential to be used as implant failure (or success) indicators. Section 2.2.3.2 
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discusses the various reported mechanisms of implant failure. The onset of these failure modes may 
be highlighted by certain engineering parameters exceeding critical values. Indicators of failure 
were found to be wear, fluid pressure building up from micro-cracks, stress shielding and 
micromotion at the cup-bone interface (Figure 2.7). Not all failure indicators highlighted in 
Section 2.2.3.2 are relevant for sensitivity analysis is the current study, as this focuses on the 
un-implanted acetabulum. The failure indicators not detailed here are wear and micromotion; these 
will be covered in Chapter 4. 
3.8.1 Cracking 
The Paris-Erdogan Law (Paris and Erdogan, 1963) demonstrates crack propagation rate to be 
dependant on tensile stress variation, and certain material constants. Likelihood of failure owing to 
cracking is thus inherently related to bone material properties and geometry (weak, osteoporotic 
bone is at a much higher risk of fracture than healthy bone). The strength of bone is not, however, 
an FE output, rather an input. The parameter of interest for crack estimation is therefore tensile 
stress in the acetabular bone. 
3.8.2 Stress shielding 
Stress shielding and stress bypass are both a result of bone remodelling, which describes the change 
in bone structure, and therefore stiffness. Estimations of bone remodelling can indicate the 
alterations in bone density caused by implantation. Strain energy density, which is proportional to 
both stress and strain, is the parameter most often used to implement adaptive bone remodelling 
algorithms (Huiskes et al., 1987) owing to its non-directionality, although principal strains are also 
sometimes used (Bitsakos et al., 2005). The parameter of interest for stress shielding investigation 
is thus strain energy density in the acetabular bone. 
3.9 Output response variables 
Considering the failure indicators discussed in Section 3.8, the ideal response variables for the 
sensitivity analysis are; acetabular bone tensile stresses and acetabular bone strain energy density. 
While strain energy density is a parameter useful to estimate bone remodelling, principal stresses 
and strains are also of use for comparison with in vitro experimental models and other sensitivity 
analyses conducted in the literature. Sensitivity of non-directional strain energy density can be 
implied from sensitivity of principal stresses and strains, therefore principal stresses and strains 
only were investigated. 
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These parameters vary across the acetabulum. To account for this, each parameter is described in 
terms of six metrics, totalling twelve criteria, listed in Table 3.7. In order to differentiate between 
tension and compression, the stresses and strains are reported as their maximum and minimum 
principal values. Furthermore, to capture variation in magnitude, the mean and 95
th
 percentile value 
of each stress or strain is reported. The distribution of stress and strain is accounted for using the 
co-variance, which is the standard deviation normalised to the mean.  
Table 3.7 Output response criteria 
 Mean Maximum (95th percentile) Co-variance (CV) 
Maximum principal strain Criterion 1 Criterion 2 Criterion 3 
Minimum principal strain Criterion 4 Criterion 5 Criterion 6 
Maximum principal stress Criterion 7 Criterion 8 Criterion 9 
Minimum principal stress Criterion 10 Criterion 11 Criterion 12 
 
3.10 Sensitivity analysis 
A full-factorial sensitivity analysis would involve running a model representing each combination 
of all the factor values in Table 3.5. All combinations total 2592 models: 
      8 geometries  
   x 2 material assignments  
   x 2 density-stiffnesses  
   x 3 boundary conditions    
   x 3 muscle loadings  
   x 3 ligament stiffnesses  
   x 3 contact conditions 
   2592 models in total 
 
Some models aren’t possible. Assigning a density-stiffness relationship to a model with 
homogenous material property assignment is not feasible; neither is assigning ligament stiffnesses 
to a hemi-pelvis fixed at the sacroiliac and pubic symphysis joints. The total number of 
combinations can therefore be reduced to 1512, (2592 x 43  x 97 ).  
Sensitivity analysis may vary depending on the loading situation being simulated (Taddei et al., 
2006). Three load cases were included in the analysis, chosen for their differing joint reaction force 
directions (Table 3.3) and the availability in Hip98 of muscle loading information (Table 3.4). 
These were: normal walking; standing up; and walking up stairs. With three load cases, the total 
number of required models for analysis becomes 4536, (1512 x 3). In order to reduce the number of 
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required models, a fractional-factorial analysis was carried out. This involved running a 
preliminary set of models to ascertain if any factors could be removed from the analysis owing to 
insensitivity. 
3.10.1 Sensitivity pre-run 
For the preliminary run of sensitivity analyses, only two values were used for each input factor, 
rather than three, and factor four, density-stiffness relationship, was not included at all. The two 
values were chosen as the ‘maximum’ and ‘minimum’ value of each factor. The updated table of 
factors and values can be found in Table 3.8. 
Table 3.8 Preliminary run factor values 
 Factor Value 1 Value 2 
1 Inclination angle Subjects 1,3,4,6 (Figure 3.8) 
2 Version angle Subjects 1,3,4,6 (Figure 3.8) 
3 Material property assignment method Homogenous CT-dependent (Dalstra) 
5 Boundary fixation Fixed at SIJ and PS Fixed at L5S1 joint 
6 Muscle loading None Applied over contact area 
7 Ligament stiffness (typical) 80N/mm (typical) 0 (no ligaments) 
8 Contact conditions Tied µ=0 
 
Two cases were included in the analysis: normal walking and standing up; chosen to maximise the 
range in loading direction. The total number of models analysed in the preliminary run was 256: 
      4 geometries  
   x 2 material assignments  
   x 2 boundary conditions  
   x 2 muscle loadings  
   x 2 ligament stiffnesses  
   x 2 contact conditions  
   x 2 load cases   
   256 models in total  
 
Unfortunately, muscle data was not available for the second load case, standing up. Therefore only 
192 (256 x 4
3 ) models were generated and analysed.  
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3.10.1.1 Pre-run results 
The Kolmogorov-Smirnov Z test was deemed the most appropriate measure of sensitivity when 
compared to other available statistical tests (Section 2.2.6.3). The resulting Z value indicates the 
difference between two cumulative frequency distributions, having values between 0 (no difference 
between distributions) and 1 (no overlap between distributions). The non-dimensional value allows 
direct comparison between the different output responses. Z values were calculated for each factor, 
with respect to each output criteria in Table 3.7. For each factor, two probability distributions were 
created for each output response. The probability distributions consisted of all the output response 
values for identical models, apart from the factor values in question; therefore allowing the direct 
effect of changing a single factor to be analysed in all cases. The significant Kolmogorov-Smirnov 
Z values for the preliminary run are listed in Table 3.9 and Table 3.10 (insignificant values are 
indicated with a dash). 
Table 3.9 Pre-run Kolmogorov-Smirnov Z values for load case 1, normal walking 
   Output Response 
   Max. principal strain Min. principal strain Max. principal stress Min. principal stress 
   Mean Max CV Mean Max CV Mean Max CV Mean Max CV 
1 Inclination angle 0.44 0.48 0.30 0.40 0.42 0.31 0.26 0.19* - - - 0.28 
2 Version angle 0.41 0.47 0.42 0.75 0.71 0.28 0.27 0.26 0.46 0.50 0.48 0.31 
3 
Material property 
assignment method 
0.67 0.54 0.56 0.36 0.46 0.48 1.00 1.00 0.82 1.00 1.00 0.43 
5 Boundary fixation - - - - - - - - - - - - 
6 Muscle loading - - - 0.21* 0.18* - - - - 0.26 - - 
7 
Ligament stiffness 
(typical) 
- - - - 0.18* - - - - - - - 
In
pu
t 
fa
ct
or
 
8 Contact conditions 0.54 0.48 0.46 0.24 0.25 0.37 0.41 0.45 0.25 0.24 0.33 0.41 
* Only significant at the 0.05 level, other values are significant at the 0.01 level 
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Table 3.10 Pre-run Kolmogorov-Smirnov Z values for load case 2, standing up 
   Output Response 
   Max. principal strain Min. principal strain Max. principal stress Min. principal stress 
   Mean Max CV Mean Max CV Mean Max CV Mean Max CV 
1 Inclination angle 0.39 0.42 0.39 0.52 0.42 0.28 0.24* 0.24* 0.27 0.23* - 0.37 
2 Version angle 0.37 0.54 0.39 0.41 0.51 0.45 - 0.30 0.51 0.31 - 0.28 
3 
Material 
property 
assignment 
method 
0.68 0.41 0.76 0.27 0.27 0.47 1.00 1.00 0.95 1.00 1.00 0.35 
5 
Boundary 
fixation 
- - - - - - - - - - - - 
7 
Ligament 
stiffness (typical) 
- - - - - - - - - - - - 
In
pu
t 
fa
ct
or
 
8 
Contact 
conditions 
0.37 0.39 - 0.24* 0.27 - 0.41 0.39 - - - - 
* Only significant at the 0.05 level, other values are significant at the 0.01 level 
 
3.10.1.2 Input factors for main sensitivity analysis 
Only one input factor showed no significant sensitivity to all output responses, for both load cases. 
This factor was boundary conditions. The factor associated with the location of boundary 
conditions describes uncertainty owing to a lack of definition. In this case it appears that whether 
the pelvis is rigidly fixed at the L5S1 joint, or at the pubic symphysis and sacroiliac joints, does not 
have a significant bearing on the stresses and strains in the area of interest, the acetabulum. 
There was only one occurrence of sensitivity of the output variables to ligament stiffnesses, and 
this was weak (at the 0.05 level) and low. It is counter intuitive that there may be sensitivity to 
ligament stiffness, but not boundary conditions. The reason may be because the number of models 
available to make the comparison between ligament stiffness values is half of the number available 
to make the boundary condition comparison. 
Owing to the low sensitivities reported, factors five and seven will not be included in the full 
sensitivity analysis. The boundary conditions will be fixed in their simplest form, at the pubic 
symphysis and sacroiliac joint, in future models. As no joints are described, no ligaments will be 
included in the subsequent sections and following chapters, and factor seven is no longer relevant. 
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With the removal of factors five and seven from the analysis, the remaining six factors were 
entered into a full-factorial sensitivity analysis, including all remaining values in Table 3.5. The 
final load case, walking upstairs, was also included. This resulted in a total of 504 models: 
      8 geometries  
   x 2 material assignments  
   x 2 density-stiffnesses  
   x 3 muscle loadings  
   x 3 contact conditions  
   x 43
 
reduction for density-stiffness  
   x 3 load cases  
   x 9
7  reduction for missing muscle loads 
   504 models in total 
 
A number of the 504 models were already analysed for the preliminary run, therefore they were not 
repeated in the second run.  
3.11 Results 
3.11.1 Biomechanical situation 
All FE models replicated the same biomechanical situation at the hip joint. An example result for 
one of the pre-run models which was fixed at the sacroiliac joints and with muscle loading applied 
is shown in Figure 3.11. A joint reaction force was applied to the acetabulum through a spherical 
femoral head. The cartilage layer in the acetabulum acted as a load distributor (Figure 3.11, top) to 
the acetabulum. Load was transferred through the cartilage, to the acetabulum; and then through 
the curve of the ilium to the region of fixation; in this configuration, the L5S1 joint (Figure 3.11, 
bottom). The stress and strains inside the acetabulum were output from the FE analysis for the 
sensitivity study. 
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Figure 3.11 Compressive strains in cartilage (red=0, blue=0.01) (top). Compressive strains in bone (red=0, blue=0.001) 
(bottom) 
3.11.2 Kolmogorov-Smirnov Z values 
Kolmogorov-Smirnov Z values were calculated for every alteration in input factor. Each input 
factor (apart from factors three and four) in the full-factorial analysis had three values. The 
maximum sensitivities observed between any combination of the three values are reported here. 
Table 3.11 to Table 3.14 list the significant Kolmogorov-Smirnov Z value sensitivities for all 
factors, categorised by load case. The data is also communicated graphically with bar plots in 
Figure 3.12 to Figure 3.14. 
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Table 3.11 Full analysis Kolmogorov-Smirnov Z value sensitivities for load case 1, normal walking 
  Output Response 
  Max. principal strain Min. principal strain Max. principal stress Min. principal stress 
 Input factor Mean Max CV Mean Max CV Mean Max CV Mean Max CV 
1 Inclination angle 0.53 0.67 0.65 0.68 0.68 0.72 0.47 0.44 0.49 0.58 0.60 0.57 
2 Version angle 0.89 0.89 1.00 0.89 1.00 1.00 0.76 0.45 1.00 0.96 0.54 1.00 
3 
Material 
property 
assignment 
method 
0.98 0.98 0.65 0.98 0.98 0.76 1.00 1.00 0.80 1.00 1.00 0.53 
4 
Density-stiffness 
relationship 
0.85 0.85 0.23 0.85 0.68 - - 0.24 0.24 0.30 0.27 - 
6 Muscle loading 0.13 - 0.12 0.19 0.22 0.12* 0.11* 0.10* - 0.35 0.18 0.12* 
8 
Contact 
conditions 
0.51 0.46 0.63 0.44 0.24 0.48 0.39 0.43 0.28 0.48 0.35 0.56 
* Only significant at the 0.05 level, other values are significant at the 0.01 level 
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Figure 3.12 Full analysis Kolmogorov-Smirnov Z value sensitivities for load case 1, normal walking (output response 
numbering is listed in Error! Reference source not found.) 
Table 3.12 Output response criteria 
 Mean Maximum (95th percentile) Co-variance (CV) 
Maximum principal strain Criterion 1 Criterion 2 Criterion 3 
Minimum principal strain Criterion 4 Criterion 5 Criterion 6 
Maximum principal stress Criterion 7 Criterion 8 Criterion 9 
Minimum principal stress Criterion 10 Criterion 11 Criterion 12 
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Table 3.13 Full analysis Kolmogorov-Smirnov Z value sensitivities for load case 2, standing up 
  Output Response 
  Max. principal strain Min. principal strain Max. principal stress Min. principal stress 
 Input factor Mean Max CV Mean Max CV Mean Max CV Mean Max CV 
1 Inclination angle 0.63 0.63 0.79 0.65 0.68 0.83 0.56 0.56 0.47 0.38 0.29 0.57 
2 Version angle 0.83 0.85 0.85 0.85 0.85 1.00 0.59 0.42 0.78 0.60 0.43 0.56 
3 
Material 
property 
assignment 
method 
1.00 0.98 0.91 0.81 0.70 0.64 1.00 1.00 1.00 1.00 0.95 0.38 
4 
Density-
stiffness 
relationship 
0.87 0.86 0.30 0.78 0.64 0.35 - 0.22* - - 0.24* 0.27 
8 
Contact 
conditions 
0.41 0.36 0.17 0.16 0.20 0.16 0.37 0.29 0.17 0.31 0.25 0.16 
* Only significant at the 0.05 level, other values are significant at the 0.01 level 
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Figure 3.13 Full analysis Kolmogorov-Smirnov Z value sensitivities for load case 2, standing up (output response 
numbering is listed in Error! Reference source not found.) 
No data 
available for 
this factor 
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Table 3.14 Full analysis Kolmogorov-Smirnov Z value sensitivities for load case 3, going up stairs 
  Output Response 
  Max. principal strain Min. principal strain Max. principal stress Min. principal stress 
 Input factor Mean Max CV Mean Max CV Mean Max CV Mean Max CV 
1 
Inclination 
angle 
0.66 0.78 0.67 0.81 0.81 0.72 0.58 0.57 0.64 0.80 0.87 0.73 
2 Version angle 0.81 0.88 1.00 0.81 1.00 1.00 0.70 0.44 1.00 0.81 0.30 1.00 
3 
Material 
property 
assignment 
method 
0.58 0.44 0.58 0.42 0.50 0.58 1.00 1.00 0.81 1.00 1.00 0.36 
4 
Density-
stiffness 
relationship 
0.77 0.77 - 0.77 0.63 - - - 0.27* - - - 
6 
Muscle 
Loading 
- - - - - - - - - - - - 
8 
Contact 
conditions 
0.43 0.43 0.40 - - - 0.36 0.40 - - - 0.31* 
* Only significant at the 0.05 level, other values are significant at the 0.01 level 
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Figure 3.14 Full analysis Kolmogorov-Smirnov Z value sensitivities for load case 3, going up stairs (output response 
numbering is listed in Error! Reference source not found.) 
No sensitivity 
detected for 
this factor 
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The relative sensitivity between all factors is communicated in Figure 3.15 for each output 
response. The sensitivities across all load cases were combined by taking the highest sensitivity for 
each factor, irrespective of load case.  
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Figure 3.15 Relative sensitivities for all factors (factor with the highest sensitivity is graphically offset) 
Factors two (version angle) and three (material assignment method) clearly had a dominant effect 
on results, relative to the other input factors. Factor two was primarily dominant over the 
co-variance of the results, therefore the distribution of stress or strain over the acetabulum; whereas 
factor three was most dominant over the magnitudes of stress and strain. High sensitivity was also 
demonstrated in a number of cases for factors one (inclination angle), four (density-stiffness 
relationship) and eight (contact conditions). There was significantly less sensitivity of all results to 
factor six, muscle loading, than all other factors.  
Factor three, related to the material property assignment method, was in general more influential 
over stresses than strains; whereas the chosen density-stiffness relationship clearly had a higher 
impact on strains than stresses. 
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Factor six, related to the contact conditions at the hip interface appeared to have a higher bearing 
on maximum (tensile) stresses and strains than it did on minimum (compressive). 
3.12 Discussion 
Sensitivity analysis was carried out on a finalised sample of 504 models to ascertain which FE 
model assumptions had the highest influence over model output responses and therefore must be 
accounted for in future simulations. 
The Kolmogorov-Smirnov Z value was used as the parameter to indicate relative sensitivity of each 
factor. The Z value indicates the largest cumulative frequency difference between two probability 
distributions. It is therefore not too dissimilar to comparing the means of two distributions; but the 
result it provides is dimensionless and thus comparable over all output responses, and it does not 
require a normal distribution. All probability distributions were visually inspected to verify each Z 
value result. The results are therefore trusted as clear indicators of the difference caused by 
changing one factor value. 
Sensitivity analysis was carried out separately for each load case. While individual sensitivity 
values did vary depending on the load case being simulated, the overall conclusions of which 
factors have a high influence, and which a low influence over output responses, were the same for 
all load cases. 
The location of boundary conditions was not included as a factor in the final sensitivity analysis. 
Output responses showed no sensitivity to boundary condition location in the preliminary run; it 
therefore was not included in the final analysis. This result is heavily dependent on the chosen area 
of interest; it is commonly accepted that as long as fixation occurs ‘far enough’ away from the area 
of interest, it should not affect results. Inspection of the simulated models confirmed that boundary 
conditions do have a significant effect on stress and strain distributions across the surface of the 
pelvis, as has been observed by Phillips et al. (2007), and by Speirs et al. (2006) and Phillips 
(2009) on the femur. The stresses and strains inside the acetabulum did not, however, appear to 
alter under the variation of boundary conditions; as was also observed by Phillips (2005). This 
assumption is implicit in a lot of finite element models of the hip joint, where if the acetabulum or 
implanted cup is the only area of interest, boundary fixations are applied at the pubic symphysis 
and sacroiliac joint, or even closer to the area of interest (Janssen et al., 2006; Mantell et al., 1998).  
The presence of muscle forces (factor six) also appeared not to have a high influence on output 
responses. Muscle forces were only applied in two of the three load cases. Low sensitivity was 
observed in the first load case, normal walking; and no significant sensitivity was observed in the 
third load case, going up stairs. The magnitude, location and direction of muscle forces was 
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different in each load case; the higher influence of muscle loads during normal walking may be 
attributable to a tensor fasciae latae load which was only present during this load case (Table 3.4). 
The muscle forces derived by Heller (2001) using inverse dynamics have since been criticised for 
their use of a potentially inaccurate linear optimisation criteria (Stansfield et al., 2003). They are 
also heavily limited by their large groupings of the abductor and adductor muscles. This said, the 
force magnitudes are comparable with others in the literature (Duda, 1996). Following a similar 
logic to that applied to the boundary condition location, it appears that the application of muscle 
forces to the pelvis occurs sufficiently distant from the area of interest to have a large effect on the 
observed outputs in the acetabulum. An example of the level of sensitivity to muscle loading is 
shown in Figure 3.16, which shows a Z value of 0.13 and is indicative of the overall sensitivity to 
muscle loading.  
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Figure 3.16 Cumulative frequency distribution of mean tensile strain for factor six, with muscle loading at points 
(continuous line) and without muscle loading (dashed line) 
The future simulations in this thesis are all carried out on implanted acetabulums, and all involve 
applying a joint reaction force directly into the acetabulum. It is assumed that the insensitivity to 
boundary conditions and muscle forces found in this analysis is also applicable to the situation of 
an implanted acetabulum. As both factors are associated with model definition, both will be 
included in their simplest form in further models; boundary conditions will be fixed at the pubic 
symphysis and sacroiliac joints and no muscle loads will be applied.  
A high level of sensitivity was observed between the geometrical parameters of inclination angle 
(factor one) and version angle (factor two), for all observed outputs. The inclusion of 
heterogeneous material property variations alongside subject variations means that more than just 
geometric changes were analysed; the variation in subject-specific material properties also has a 
bearing on the output responses. To separate these two influences, a new set of Z values was 
generated for all the analysed models with homogenous material properties only. The results for 
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load case one, normal walking are given in Table 3.15 (results do not differ significantly for the 
other two load cases, so only one is shown).  
Table 3.15 Kolmogorov-Smirnov Z value sensitivities for models with homogenous material property assignment. Load 
case 1, normal walking 
  Output Response 
  Max. principal strain Min. principal strain Max. principal stress Min. principal stress 
 Input factor Mean Max CV Mean Max CV Mean Max CV Mean Max CV 
1 
Inclination 
angle 
0.95 0.68 0.90 1.00 1.00 1.00 0.79 0.68 0.75 1.00 1.00 1.00 
2 Version angle 1.00 0.50 1.00 1.00 0.89 0.94 1.00 0.50 1.00 1.00 0.89 0.98 
All values significant at the 0.01 level 
 
In the full analysis results, the sensitivity to version angle appeared higher than the sensitivity to 
inclination angle. However, when the effects of subject-specific material properties are removed, 
there appears no clear factor with a higher sensitivity. Inclination angle is shown to have a higher 
influence over compressive stresses and strains than it does over tensile. The relationship between 
inclination angle and compressive stress is in agreement with a number of literature studies 
(Mavcic et al., 2002; Murphy et al., 1990). In essence, any factor which controls the size and shape 
of the acetabular contact area can control the relative position of load transfer; and thus have a high 
impact on stresses and strains in the acetabulum (Daniel et al., 2005; Genda et al., 2001). The size 
and shape of the contact area is affected by more than just the two listed factors, therefore it may 
not be possible to isolate the effects of each, and in future sensitivity studies it may be conservative 
to group all geometrical variations together, under the umbrella of subject variations.  
One of the most dominant input factors was number three, the choice of material property 
assignment method. This finding is in agreement with a number of studies in the literature 
(Anderson et al., 2005; Dalstra, 1993; Taddei et al., 2006). If homogenous material properties were 
used, a constant thickness cortical shell of 17GPa was tied to the trabecular mesh (700MPa). When 
heterogeneous properties were assigned, the average cortical and trabecular stiffnesses were 
maintained at 17GPa and 700MPa respectively (owing to the method of assignment, see 
Section 3.6.3), but the variation across the pelvis caused higher and lower values to be included as 
well, depending on the CT-data. Introducing higher or lower stiffness values has a direct effect on 
the elemental strain magnitudes within the acetabulum, which was observed in the sensitivity 
analysis. If a simple system, such as a constrained cube, was being loaded, only changes in strain 
would be present. Having a changing stiffness distribution across the acetabular surface may alter 
the load transfer at the elemental level; thus alterations in stress values were also apparent. A 
comparison of strain distribution between the two assignment methods is shown in Figure 3.17. 
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Figure 3.17 Fringe plots of maximum principal strains (from 0 to 0.005, blue to red) under standing up loading observed 
in subject 1 with heterogeneous material properties (left) and homogenous material properties (right). Arrows indicate 
loading direction 
The change in density-stiffness relationship (factor four) had a high influence over strain, but not 
stress. In this case, the magnitude of the element-specific stiffness may have been different, but the 
general stiffness variation, and thus load transfer would have been maintained, thus having very 
little effect of stresses; and very little effect on the co-variance (indicating distribution) of the 
strain, as shown in Figure 3.18. 
  
Figure 3.18 Fringe plots of maximum principal strains (from 0 to 0.005, blue to red) under normal walking loading 
observed in subject 2 with heterogeneous material properties applied with Dalstra’s formula (left) and Carter and 
Hayes’ (right). Arrows indicate loading direction 
The high sensitivities to both material assignment technique and the related density-stiffness 
relationship indicate that their effects must be considered in future work. The most accurate 
assignment method must be used to define material stiffnesses. Unfortunately, it is not entirely 
clear which method is the most accurate. Heterogeneous material properties contain more 
information, but have the potential to overestimate cortical stiffness in parts owing to the power 
relationship apparent density and predicted Young’s modulus; but underestimate in other parts if 
element size is larger than local cortical thickness. Homogenous material properties include the 
cortical bone as an independent layer which reduces the chances of over and underestimation, but 
the lack of variable stiffness in trabecular bone is a gross assumption. It is possible to define 
position-dependent cortical thickness, which is theoretically a more accurate homogenous 
assignment method. The more accurate definition will be investigated experimentally in Chapter 5. 
A
nt
er
io
r 
Po
st
er
io
r 
A
nt
er
io
r 
Po
st
er
io
r 
A
nt
er
io
r 
A
nt
er
io
r 
Po
st
er
io
r 
Po
st
er
io
r 
 85 
The level of sensitivity of the output responses to the definition of contact at the cartilage interface 
appeared to be quite dependent on load case, with results from load case one, normal walking, 
demonstrating the highest sensitivity. For two of the load cases, sensitivities were clearly higher for 
tensile stresses and strains than for compressive, though for normal walking this was not as evident. 
The difference between tied and sliding conditions essentially describes the allowance of tensile 
transfer through the interface or not. In the case of sliding conditions, only compressive forces can 
be transferred: tensile forces cause separation and shear forces cause sliding. When the two 
surfaces are tied, all of these forces can be transferred. The subsequent alteration in stresses and 
strains in the acetabulum is understandable given the differing mechanical situations which are 
being presented. As well as altering the fundamental method of contact, the frictional coefficient at 
the interface was also altered. The sensitivity to change in frictional coefficient only was extracted; 
the related Z Values are given in Table 3.16 for load case one (results do not differ significantly for 
the other two load cases, so only one is shown). A much lower sensitivity is observed for the 
change in frictional coefficient than the fundamental alteration of interface conditions. 
Table 3.16 Kolmogorov-Smirnov Z value sensitivities to change in frictional coefficient. Load case 1, normal walking 
  Output Response 
  Max. principal strain Min. principal strain Max. principal stress Min. principal stress 
 Input factor Mean Max CV Mean Max CV Mean Max CV Mean Max CV 
- 
Frictional 
coefficient 
- - - - - - 0.22* 0.26 - 0.27 0.34 - 
* Only significant at the 0.05 level, other values are significant at the 0.01 level 
 
Including the contact conditions in their most accurate form is evidently required owing to the high 
observed response of output parameters to this input factor. The interfacial conditions under an 
implanted cup are very different than in the natural acetabulum, hence these will be investigated 
further in Chapter 4. 
The sensitivity analysis has highlighted the relative importance of each of the chosen input factors. 
The results of the sensitivity analysis inform future FE models by indicating which model aspects 
have the highest influence on the results, and therefore which aspects must be thoroughly 
considered in final model creation. It was not possible to separate the effects of inclination and 
version angles, therefore these two impact factors were considered together as subject geometry. 
Subject geometry and the two factors related to material property assignments (factors three and 
four) had the highest effect on model outputs. The effect of subject geometry variations can be 
included in future models by modelling a range of subjects; this also provides a range of 
subject-specific material properties. It remains uncertain which method of material property 
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assignment is the most accurate; therefore this will be investigated further. A lower, but significant 
sensitivity to contact conditions was observed; this factor will also be investigated more 
thoroughly. Low sensitivity to muscle loading and boundary conditions has enabled these two 
factors to be neglected and approximated as fixed respectively in future FE models.  
3.13 Conclusion 
Sensitivity analysis was carried out to ascertain the influence of eight input parameters on stresses 
and strains in the natural acetabulum. The results provided sensitivities which could be explained 
theoretically, and which agreed with previous work in the literature. The adopted sensitivity 
technique is considered appropriate for further sensitivity analyses.  
Factors relating to subject geometry and material properties caused the highest variation in output 
responses. These factors will therefore be considered in further FE simulations as variables 
(geometrical factors) or through further investigation (material property factors). The contact 
conditions at the hip joint were also shown to have appreciable influence over results, and are 
therefore investigated further with respect to the implanted acetabulum in Chapter 4.  
Fixed boundary conditions at the pubic symphysis and sacroiliac joint, and the omission of muscle 
forces acting on the pelvis were both shown to be reasonable assumptions for analysis of acetabular 
stresses and strains. 
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Chapter 4  
FE SENSITIVITY OF THE IMPLANTED 
ACETABULUM 
4.1 Overview 
Chapter 3 detailed the stress and strain sensitivity of the loaded natural acetabulum to a number of 
fundamental modelling assumptions. Implanting a cup into the acetabulum creates a more complex 
biomechanical situation to model and introduces further factors to the sensitivity analysis. The 
methods outlined in Chapter 3 are used again to investigate the sensitivity of the implanted 
acetabulum. The aim of the sensitivity analysis is to ascertain the influence of each input factor on 
the output responses. The input factors are categorised as uncertainties owing to either a lack of 
definition (approximation) or a lack of knowledge. If the input factor is related to an 
approximation, the value should be set at its most accurate in future simulations if sensitivity is 
found to be high; or at its simplest if sensitivity is found to be low, to reduce computational 
expense. If the input factor is a result of a lack of knowledge, then a range of values must be 
included in further models, reflecting the current knowledge regarding distribution; or the factor set 
at an average value, depending on sensitivity.  
In this chapter, contact conditions are investigated thoroughly, as there are two surface interactions 
to include: the cup-bone interface and the cup-head bearing surface. Multiple, concentric sliding 
surfaces provide a complex interaction model for the FE solver and are very computationally 
expensive. An initial two-dimensional (2D) series of analyses were carried out to reduce the 
number of factors required for inclusion in the full three-dimensional (3D) model study. Though 
two-dimensional models have been used in the past to investigate hip joint biomechanics (Ferguson 
et al., 2000; Levenston et al., 1993), three-dimensional models are more commonly used, especially 
with today’s computing power. Extrapolating the results of the 2D model to a 3D in vivo situation 
is potentially very inaccurate (Dalstra, 1993); hence the results of the 2D analysis done here are not 
intended to replicate a realistic hip joint situation. It is, however, assumed that the sensitivity of 
interface parameters of a 2D model at the same scale is applicable to the same 3D situation. Udofia 
et al. (2004) tested this assumption for contact FE modelling of implanted metal on metal hip 
 89 
resurfacing components and found that the 2D model was adequate for use for their parametric FE 
modelling. 
4.2 Biomechanical situation to model 
The biomechanical situation to be investigated with FE modelling is the implanted acetabulum; a 
metallic acetabular cup is implanted into a reamed acetabulum. The interaction, including 
interference fit, between implant and bone must be modelled; with the free sliding interaction at the 
cup-head interface also included (Figure 4.1). Following on from the conclusions in Chapter 3, the 
model bounds have been set at the sacroiliac joint and the pubic symphysis; applying fixed 
boundaries here was found to be adequate for analysing stresses and strains inside the acetabulum. 
 
Figure 4.1 Biomechanical situation at the implanted acetabulum, crosses represent fixed conditions 
4.3 Contact conditions 
The FE solver used in this study is ABAQUS (version 6.8, Dassault Systemes Inc, 
Velizy-Villacoublay, France), the required specification of contact conditions is thus particular to 
this software; all details discussed here are further explained in the associated documentation 
(Abaqus, 2008). The mechanical conditions used to model two interfacing surfaces can be 
described in terms of normal and tangential behaviour. The normal behaviour is governed by 
algorithms defining the amount of permitted penetration of one surface into another. The tangential 
behaviour is governed by algorithms determining the allowable amount of slip behaviour at the 
surface. The specific algorithms used are chosen by applying a number of different constraints and 
approximations.  
Pubic symphysis 
Cup-bone interface 
Cup-head interface 
Sacroiliac joint 
Hemi-pelvis 
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At sliding interfaces, only compressive stresses can be transferred; tensile stresses would result in 
the two surfaces separating from one another. Shear stresses may be transferred depending on the 
given frictional coefficient. 
When defining the two surfaces at which the interface occurs, one is assigned as a ‘master’ surface, 
and one as a ‘slave’. The master surface is generally the stiffer surface and if any initial 
adjustments to ensure full contact are made, they will always be made to the slave surface. 
4.3.1 Tangential conditions 
The allowable tangential slip is governed by the choice of sliding formulation and frictional 
coefficient between the sliding surfaces. 
4.3.1.1 Sliding formulation 
When two surfaces have a defined interaction, each node on the slave surface has a node it interacts 
with on the master surface, located using a ‘nearest neighbour’ algorithm. There are two sliding 
formulations available in ABAQUS. The simplest, ‘small sliding’, governs the relationship 
between the two interacting nodes on either surface, but throughout the simulation, these nodes can 
only interact with each other. This formulation is therefore only relevant when there is a small 
amount of differential movement between surfaces (relative to local element size) and the nearest 
neighbour is true throughout the analysis. If there is greater slip between surfaces, then the ‘finite 
sliding’ formulation should be used, which allows nodes to change the node with which they 
interact with throughout the analysis. It is preferential to use the small sliding algorithm as it is 
computationally more efficient and allows for simple clearance and interference definitions 
between the surfaces; though if the sliding is large compared to element size, this may yield 
inaccuracies. 
4.3.1.2 Coefficient of friction 
The coefficient of friction at the interacting surfaces can be independent, or dependent on the 
contact pressure between the surfaces. The relationship can also be defined as linear or non-linear; 
and shear stress limits can be applied. As in vivo frictional conditions are unknown and likely to be 
relatively complex, only linear independent frictional coefficients are applied in this study, as is 
standard for biomechanical FE models of the hip joint {Janssen, 2006 #53; Kluess, 2009 #250; 
Spears, 2000 #201}. It is assumed that the sensitivity of the model to frictional coefficient variation 
can be obtained sufficiently by changing the linear frictional coefficient value.  
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4.3.2 Normal conditions 
The allowable penetration between two surfaces is controlled through the pressure-overclosure 
relationship and any initial interference conditions. 
4.3.2.1 Pressure-overclosure relationship 
The normal contact behaviour is defined in terms of the pressure-overclosure relationship which 
essentially defines the amount of pressure required for the master surface to penetrate the slave 
surface to a given depth. A hard contact can be described, in which no penetration is allowed. This 
obviously requires the initial state of the surfaces to be non-penetrating. Initial adjustments can be 
made to align the surfaces perfectly before analysis begins. Further linear and non-linear contact 
stiffness relationships can be implemented. 
Soft contact can be used as an approximation of a hard contact which may aid analysis 
convergence. When a soft contact (non-linear) is implemented a critical penetration value is also 
defined. If the master surface penetrates the slave surface excessively (beyond the critical value) 
then the analysis is abandoned. This critical value can be automatically defined based on the 
curvature and mesh densities of the interacting surfaces. In certain circumstances this value may be 
inappropriate and cause the analysis not to converge. 
4.3.2.2 Interference 
An initial interference (or clearance) can be applied to the surfaces. If the small sliding algorithm is 
implemented, and the required distance between the surfaces is relatively small, then this can be 
defined in ABAQUS as part of the interaction. Essentially, if a uniform interference across a 
surface is required, a gap of the desired amount is forced between the two surfaces. If finite sliding 
is implemented, or the interference is large, then the meshes must be offset initially before the 
analysis begins. In the initial step of analysis the slave mesh (the pelvis in this circumstance) will 
deform to be in contact with the master mesh (the cup) and thus be suitably pre-stressed before 
loading commences. 
4.3.3 Stabilisation 
The inclusion of two sliding interfaces which are effectively parallel may result in convergence 
problems. ABAQUS provides the ability to stabilise the analysis and aid convergence by allowing a 
small amount of viscous damping to be included in the system. The damping factor is automatically 
calculated to reduce instabilities and have no major effect on the solution (Abaqus, 2008). 
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Comparing the resulting viscous forces with overall forces in the simulation can give an indication 
of the level of damping applied to the system. 
4.4 2D model 
Contact conditions, especially with a finite sliding formulation, can be very computationally 
expensive; hence including all of them in a sensitivity analysis similar to that detailed in Chapter 3 
is not possible. A simplified 2D model of the implant in a section of bone will be used to 
investigate the impact of the numerous contact condition options. The resulting analyses will 
inform which options need further exploration in a 3D model and may have relatively high 
sensitivities when compared to non-contact input factors. The following input choices and 
assumptions will be included in the 2D model sensitivity analysis: sliding formulation at cup-bone 
interface and the cup-head interface; interference fit at the cup-bone interface; pressure-overclosure 
relationship at the cup-bone interface; frictional coefficients at cup-bone interface and the cup-head 
interface; automatic stabilisation; accounting for the effects of large displacements. These input 
factors are listed in Table 4.1, along with their uncertainty categorisation (see Section 2.2.7). 
Modelling in 2D provides benefit not only in terms of reduced computational time, but the 
simplified resulting model can clearly aid mechanical understanding. 
Table 4.1 Input factors for 2D sensitivity analysis 
Factor number Input factor Uncertainty 
1 Sliding formulation at the cup-bone interface Approximation 
2 Sliding formulation at the cup-head interface Approximation 
3 Cup-bone interference fit Knowledge 
4 Pressure-overclosure relationship at the cup-bone interface Approximation 
5 Frictional coefficient at the cup-bone interface Knowledge 
6 Frictional coefficient at the cup-head interface Knowledge 
7 Use of automatic stabilisation Approximation 
8 Accounting for large displacement effects Approximation 
4.4.1 Baseline model 
Using the same automation technique as that used in Chapter 3, all models were created from one 
baseline model. This simple plane stress 2D model represents a 2D slice through the centre of the 
acetabulum, including surrounding pelvic bone. This is a common simplified representation of the 
hip joint, e.g. (Phillips, 2005). 
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1.3.2.1 Geometry 
A slice through the centre of the acetabulum was constructed, including fixed boundary conditions 
representing the pubic symphysis and sacroiliac joint. A 3mm thick hemispherical cup shell and 
circle representing a 46mm diameter femoral head were also included and all parts meshed with 
8-noded (quadratic) quadrilateral elements; the assembly is shown in Figure 4.2. 
 
Figure 4.2 2D FE mesh, arrow indicates direction of loading and crosses represent fixed conditions 
4.4.1.1 Material properties 
The femoral head and cup were assigned material properties to represent Cobalt Chrome: Young’s 
modulus of 210 GPa and Poisson’s ratio of 0.3 (Davies, 2003). For simplification, the whole pelvis 
was assigned properties representative of subchondral bone: Young’s modulus of 2GPa and 
Poisson’s ratio of 0.3, as used by Dalstra (1993). 
4.4.1.2 Loading 
A load of 2kN, directed towards the sacroiliac joint was applied as a body force to the whole 
femoral head. This load is an approximation of the hip joint reaction force present during normal 
walking. 
X
Y
Z
Femoral Head 
Cup 
Pelvis 
Pubic Symphysis 
Sacroiliac Joint 
LOAD 
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4.4.2 Input factors 
Eight input factors (Table 4.1) were included in the full-factorial analysis for the 2D simplified 
model. 
4.4.2.1 Sliding formulation 
Both small and finite sliding formulations were implemented at both interfaces; this represented 
two factors (one for each interface; listed as factors one and two in Table 4.1). The uncertainties 
involved with the sliding formulations arise from approximations, therefore if the sliding 
formulation is found to have a high influence on any output variable, only the simulations in which 
finite sliding (the more accurate value) was applied will be included in the full 3D sensitivity 
analysis. 
4.4.2.2 Cup-bone interference 
Simulations were run with and without interference fit at the cup-bone interface (factor three in 
Table 4.1). When included, a uniform overlap of 1mm of bone into the cup was applied (a 
diametrical interference of 2mm), as recommended in surgical practice (Curtis et al., 1992). An 
initial analysis step resolving the interference and aligning the pelvis and cup was included. This 
initial step represents the press-fitting of a cup into an under-reamed acetabulum and is illustrated 
in Figure 4.3 which shows overlapping meshes at the cup-bone interface and the resolved model 
which is consequentially pre-stressed. When no interference was included, the implant and bone 
were arranged to be perfectly in line. 
    
 
 
 
 
 
 
 
 
 
Figure 4.3 Mesh with 2mm overlap between cup and bone (left). Von Mises stress distribution (red=150MPa, 
blue=0MPa) after resolution of interference (right). Crosses represent fixed conditions 
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The actual interference fit used is subject and surgeon dependent, therefore the uncertainty 
resulting from the inclusion of an interference fit can only be reduced with more knowledge 
relating to the variation in interference depth of press-fitted acetabular cups. 
4.4.2.3 Pressure-overclosure relationship at the cup-bone interface (contact model) 
To test the sensitivity of the analysis to the chosen contact model (factor four in Table 4.1), both 
hard and penalty contacts were implemented at the cup-bone interface (a hard contact condition 
was always maintained at the cup-head interface owing to the similar bearing surfaces). Penalty 
contact was represented with the default exponential function provided by ABAQUS, ensuring zero 
pressure coincides with zero clearance (Figure 4.4). The penalty contact relationship is an 
approximation of hard contact, therefore if a high sensitivity is found relating to this input variable, 
only the hard contact relationship will be included in further analyses. If sensitivity to this factor is 
low, the computationally less expensive penalty contact relationship shall be used in future 
simulations.  
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Figure 4.4 ABAQUS default exponential pressure-overclosure relationship 
4.4.2.4 Frictional coefficients 
The frictional coefficients on both interfaces were altered (factors five and six in Table 4.1). 
Experimental studies have found the coefficient at the cup-bone interface to be highly non-linear, 
dependent on rate of sliding and quality of bone (Rancourt, 1990); it is normally set at 0.5 in FE 
studies (Spears et al., 2000; Udofia et al., 2004). As a knowledge-based uncertainty, further 
research on the variation in in vivo frictional conditions is required to reduce this. At the cup-bone 
interface rough (µ=1) and medium friction (µ=0.5) linear coefficients were applied at the surfaces. 
At the cup-head interface frictionless (µ=0) and low friction (µ=0.2) linear coefficients were 
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applied at the surfaces; frictionless is invariably used in published studies (Udofia, 2007; Zhang et 
al., 2010). Frictional coefficients represent two input factors, as they are applied at two interfaces. 
4.4.2.5 Automatic stabilisation 
Analyses were run with and without the ability to apply viscous damping to stabilise the simulation 
to test the sensitivity to the use of automatic stabilisation (factor seven in Table 4.1). The use of the 
automatic stabilisation introduces an uncertainty owing to approximation as it may yield a less 
accurate result than if it were not used.  
4.4.2.6 Large displacement effects 
Analyses were run with and without non-linear geometric analysis intended to capture the effects of 
large displacements (factor eight in Table 4.1). Large displacement effects are automatically 
accounted for at the sliding interface in all situations, but not for the surrounding geometry unless 
explicitly specified. Not accounting for large displacements provides an approximation result 
which may introduce inaccuracies, especially when potentially large sliding may occur at 
interfaces. 
4.4.3 Failure indicators 
The output responses of the sensitivity analysis were chosen to reflect the parameters which may 
indicate failure. The failure indicators, drawn out from the literature, were: wear, fluid pressure 
building up from micro-cracks, stress shielding and micromotion (Section 2.2.3.2). Sensitivity to 
principal stresses and strains was investigated in the previous chapter, as discussed in Section 3.9. 
The presence of an implanted cup enabled two more parameters to be investigated in the current 
study: wear and micromotion. 
4.4.3.1 Wear 
The wear between metal on metal (or two similarly hard) surfaces occurs when there is no 
lubrication between the surfaces. The presence of hydrodynamic lubrication is dependent on the 
viscosity of the liquid, the normal stresses, geometrical variables such as congruency and the 
acceleration of the sliding surfaces (Fisher and Dowson, 1991). Wear can be estimated in a static 
FE model from contact stresses (Maxian et al., 1996). Maxian et al. approximated polyethylene cup 
wear as proportional to the product of the contact stress at the bearing surface and the sliding 
velocity. Information regarding sliding velocities for common loading scenarios is available in 
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Hip98. The parameter of interest for wear estimation in a static finite element model is thus contact 
stress at the cup-head interface. 
4.4.3.2 Micromotion 
Micromotion between the implant and bone is in itself a parameter which can be investigated with 
FE analysis. 
4.4.4 Sensitivity analysis 
A full-factorial analysis was constructed to assess the effects of each of the contact modelling 
options. Each of the eight options (Table 4.1) has two alternative states, resulting in 
256, (2
8
) analyses. 
The output responses chosen for sensitivity analysis are as follows: cup contact stress (maximum), 
acetabular bone stresses (maximum and minimum principal), acetabular bone strain (maximum and 
minimum principal) and micromotion (maximum) at the cup-bone interface. The choice of these 
responses reflects the parameters most useful for determining implant failure. Owing to the 
simplicity of the 2D model, where the distributions could be easily inspected and no distorted 
elements were present, only maximum values of all output responses were included, rather than 
mean and co-variance. 
4.4.5 Results 
4.4.5.1 Biomechanical situation 
All models underwent a typical loading scenario, resulting in similar output responses, an example 
of which is shown in Figure 4.5. The femoral head was loaded in the direction of the sacroiliac 
joint. A small amount of slip occurred at the cup-head interface, and load was transmitted through 
the cup. Peak stresses were encountered under the central point of load transfer between the head 
and cup. Very little slip occurred between the cup and bone, and the load was transferred through 
the ilium (between the acetabulum and sacroiliac joint) causing it to bend medially. Elevated 
stresses occurred at the sacroiliac joint owing to the rigid fixation. 
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Figure 4.5 Loading of femoral head into acetabulum (left). Von Mises stress distribution (red=250MPa, blue=0MPa) 
(right). Crosses represent fixed conditions 
4.4.5.2 Convergence 
As anticipated with inclusion of two concentric sliding surfaces, a number of simulations did not 
converge on a solution. Of the 256 analyses, 131 did not converge. However, 128 of these 
simulations were models which did not use automatic stabilisation applied. This confirms the 
evident high influence of the use of automatic stabilisation on the output of the simulation. 
Three models did not converge with or without stabilisation. These simulations all combined small 
sliding at the cup-head interface with no interference at the cup-bone interface, i.e. no press-fit. 
Investigation of the results of a converged simulation with the finite sliding formulation at the 
cup-head interface demonstrated that under these conditions the femoral head slides considerably 
in the cup (3.4mm). The use of the small sliding algorithm is thus inappropriate in this situation and 
may be a cause of the numerical errors. 
4.4.5.3 Kolmogorov-Smirnov Z value 
A Kolmogorov-Smirnov Z test (implemented in MATLAB, Version R2010a, The Mathworks Inc, 
Natick, MA) was conducted for each input factor. A Kolmogorov Smirnov Z test compares directly 
two datasets, which only vary depending on a single given input parameter (Section 2.2.6.3). The 
Z value ranges between 0 and 1 and represents the normalised maximum ‘y distance’ between two 
cumulative frequency plots. A Z value of one implies that there is no overlap between the two 
datasets and that the output response in question is highly sensitive to the input factor. A low Z 
value implies that there is little difference between two datasets, and thus a low sensitivity. If there 
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is no Z value reported, this indicates that there is no significant difference (at the 0.05 level) 
between the two datasets and therefore no significant sensitivity of the output response to the given 
input factor. To ensure the datasets were comparable, for each Kolmogorov-Smirnov test, specific 
simulations were removed from the set to account for the simulations which did not converge on a 
solution. The test could not be carried out for input factor seven, automatic stabilisation, as 
simulations could not converge without this approximation. A Z value of 1 was therefore assigned 
to all output responses to communicate the high sensitivity.  
Table 4.2 Kolmogorov-Smirnov Z values for all input factors in 2D analysis 
  Output response 
 Input factor 
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1 
Sliding formulation at cup-bone 
interface 0.45 0.23 0.23 0.22 0.21 0.17 
2 
Sliding formulation at cup-head 
interface - 0.23 0.33 0.26 0.21 - 
3 
Frictional coefficient at cup-
bone interface - 0.48 - 0.47 0.18 0.44 
4 
Frictional coefficient at cup-
head interface - - - - 0.25 - 
5 
Contact model at cup-bone 
interface 0.20 - - - - 0.25 
6 
Interference at cup-bone 
interface 1.00 0.62 1.00 0.58 0.69 1.00 
7 Use of automatic stabilisation* 1.00 1.00 1.00 1.00 1.00 1.00 
8 
Account of non-linear effects of 
large displacements 0.28 0.22 0.39 0.23 0.45 - 
All values significant at the 0.01 level 
* Z values could not be measured for these simulations, but as without the use of automatic stabilisation most models 
could not be solved, a high Z value has been assigned for each output response. 
 
Kolmogorov-Smirnov analysis highlighted all the input factors with uncertainty arising from 
approximations (Table 4.1) as having a relatively high sensitivity to at least one output response, 
except factor five (contact model at cup-bone interface). The values of these factors must be held at 
their more accurate value in future simulations (with the exception of factor seven, which must be 
applied at its more approximate value to enable convergence). The Kolmogorov-Smirnov analysis 
was repeated on a smaller dataset of 32 simulations in which factors 1, 2 and 8 were all set to their 
more accurate values and automatic stabilisation was used in all simulations.  The updated Z values 
are listed in Table 4.3. The results clearly show that there is significant sensitivity of at least one 
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output response to all remaining factors, except factor four, frictional coefficient at the cup-head 
interface. 
Table 4.3 Updated Kolmogorov-Smirnov Z values for selected input factors in 2D analysis 
  Output response 
 Input factor 
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3 
Frictional coefficient at cup-
bone interface 
- 0.75 - 0.75 - 0.5 
4 
Frictional coefficient at cup-
head interface 
- - - - - - 
5 
Contact model at cup-bone 
interface 
0.5 0.5 0.5 0.5 - - 
6 
Interference at cup-bone 
interface 
1.0 0.5 1.0 0.5 1.0 1.0 
All values significant at the 0.01 level 
4.4.6 Discussion 
The sensitivity analysis has highlighted which input factors have a significant impact on specific 
output responses. The sliding formulations at both interfaces appear to have high influence on a 
number of output parameters. Further investigation of results at the cup-head interface shows that 
the slip at the femoral head varies a lot over the dataset when the small sliding formulation is used 
in conjunction with a frictional coefficient of zero at the cup-head interface, when compared to the 
same situation with the finite sliding formulation. The variance of maximum slip (over the sample 
of models) at the femoral head is 0.745mm when the small sliding formulation is used and 
0.352mm when the finite sliding formulation is used. This suggests that the small sliding 
formulation may not be suitable to use at the cup-head interface. The finite sliding formulation in 
this situation, which allows for a more accurate solution, appears to provide a more stable set of 
results. This situation is not replicated at the cup-bone interface as no frictionless sliding occurs 
here; though the high dependency of four parameters on the sliding formulation at this interface 
confirms that the finite sliding algorithm should be implemented in future simulations.  It is worth 
mentioning that the suitability of the small sliding algorithm may also be highly dependent on the 
mesh element size at the interface. Theoretically, the algorithm is inappropriate if the element size 
is a lot smaller than the tangential slip at the interface. As it is unknown what the level of 
micromotion there will be in future models, it is prudent to use the finite sliding algorithm. 
In the original sensitivity analysis (Table 4.2), both frictional coefficients had influence over the 
expected output parameters; but when the data was updated (Table 4.3), no sensitivity was found to 
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the coefficient at the cup-head interface. Originally, the coefficient at the cup-head interface only 
affected the cup contact stresses. The frictional coefficient defines how much the head slips inside 
the cup, therefore defining the position within the cup towards which the resultant hip joint loading 
is directed. This in turn dictates the maximum contact pressure. In the first sensitivity analysis both 
sliding formulations were used at the cup-head interface. The small sliding formulation was 
demonstrated to be inappropriate and resulted in larger slip at the interface than the finite sliding 
algorithm. It follows that in the updated sensitivity analysis no small sliding formulation was used 
in the models, therefore less sliding occurred and the impact of the frictional coefficient at the 
cup-head interface became insignificant. The frictional coefficient at the cup-bone interface was 
only shown to affect slip at the interface, and compressive stresses and strains. The frictional 
coefficient directly dictates the allowable slip at the interface, and this in turn defines the location 
of the transfer of compressive load through the cup to the pelvis and ultimately, the peak contact 
stress.  
Sensitivity results show the contact model to affect stresses and strains, but not micromotion at the 
cup-bone interface. The contact model behind the cup would not be expected to affect contact 
stresses in the cup, and it governs normal interface conditions, thus has a much lower impact on 
micromotion which is primarily tangential. While significant at the 0.05 level, the sensitivity is 
relatively low, and further investigation shows it is not significant at the 0.01 level. It is proposed to 
continue to include the contact model input factor in further analysis to explore the sensitivity 
further.  
The interference at the pelvis-cup interface clearly has a dominant effect on all results. This is not 
unexpected as a press-fit cup compared to a cup with no interference presents a completely 
different, more stable mechanical situation. Sensitivities of tensile stresses and strains are higher 
than compressive, which is intuitive considering the acetabular bone has to stretch to accommodate 
the larger press-fitted cup. 
The use of automatic stabilisation clearly has a high effect on results as it enables convergence. The 
viscous nodal forces used in these simulations for stability did not rise above 0.015N. This was 
deemed acceptably small compared with the applied loading of 2kN. The decision to take account 
of non-linear effects of large displacements also has a high impact on the results of the simulation. 
This clearly indicates that this should be accounted for in further simulations. 
As a result of the initial sensitivity analysis, decisions can be made on how to proceed with the 
factors which are uncertainties generated by approximations. The results suggest that finite sliding 
formulations on both interfaces, and non-linear effects should be implemented in future simulations 
to ensure accurate results, as well as automatic stabilisation to ensure convergence.  
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The refined sensitivity analysis indicated that the choice of frictional coefficient at the cup-head 
interface has no significant influence on results, and therefore will not be included in further 
sensitivity analyses. All other input factors demonstrated significant influence over the chosen 
output responses and therefore will be included in the 3D sensitivity analysis.  
4.4.7 Conclusion 
The results of the 2D model analysis suggest that the computational parameters governing the 
application of the finite element algorithm should use finite sliding algorithms at surface interfaces, 
account for non-linear effects of large displacements and use automatic stabilisation through 
viscous damping. The friction at the cup-head interface has not been shown to have a significant 
influence over any of the results, and therefore will not be included as an input factor in the 3D 
analysis. One or more output responses have been shown to be sensitive to alterations in all other 
input factors: coefficient of friction at the cup-bone interface; pressure-overclosure relationship at 
the cup-bone interface; and interference fit. A 3D model will be used to investigate these 
sensitivities further and define their relative sensitivity to other input factors. 
The conclusions presented here from a 2D model are assumed to also be applicable to the 3D 
situation. This is assumed to be true for the given contact parameters, as was reported by Udofia et 
al. (2004); although this conclusion was only presented for contact pressures, and not stresses and 
strains.  
4.5 3D model 
The conclusions from the 2D model sensitivity study (Section 4.4) and previous sensitivity analysis 
of the natural acetabulum (Section 3.13) were used to inform the choice of input factors for the 3D 
model sensitivity study. The input factors which were previously found to have significant 
influence over the chosen output responses will be included for further analysis here. The aim of 
this study is to ascertain the critical factors which affect the previously discussed range of output 
responses of a 3D model of the implanted acetabulum. 
4.5.1 Baseline model description 
A baseline model for the sensitivity study was created, which could be modified to produce all 
other models (Section 3.5). The baseline model included a fixed hemi-pelvis with an implanted 
cup; following on from the conclusion of Chapter 3. 
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4.5.1.1 Mesh generation 
Meshes were generated for all subject geometries in the manner described previously 
(Section 3.6.1). Both four-node and ten-node tetrahedral elements were used. Ten-node tetrahedral 
elements were used to mesh the cup and femur. ‘Modified’ ten-node elements were chosen for their 
better suitability for hard contact problems (Abaqus, 2008). Four-node tetrahedral elements were 
used to mesh the pelvis, after preliminary investigations showed them to be more stable than ten-
node elements for interference problems. Literature suggests that ten-node elements are more 
suitable than four-node elements for stress analysis because they are more efficient (Ramos and 
Simoes, 2006). Despite inefficiency, as long as a convergence study is carried out, the four-node 
elements should be adequate; Ramos and Simoes (2006) found that as long as a sufficient number 
of elements are used, all element types can produce an accurate solution. All pelvic meshes were 
generated with a higher density of elements across the acetabulum (the area of interest) than other 
pelvic regions, to increase computational efficiency. 
4.5.1.2 Material property assignment 
CT-dependant material properties were assigned to each pelvic mesh element using the methods 
outlined in Section 3.6.3. The femoral head and cup were assigned material properties to represent 
Cobalt Chrome: Young’s modulus of 210GPa and Poisson’s ratio of 0.3 (Davies, 2003).  
4.5.1.3 Convergence study 
Separate convergence studies were carried out for the mesh density of the cup and pelvis, each 
simulating maximum hip joint loading during normal walking. The contact stress at the cup-head 
interface was taken as the convergence criterion for the cup mesh density, and the principal strains 
and micromotions at the cup-bone interface as the convergence criteria for the pelvic mesh density, 
reflecting the parameters to be measured in the sensitivity analysis. Convergence was deemed to be 
achieved when sequential observed maximum values were within the upper and lower bounds of 
±5% (Radcliffe et al., 2007). The resulting mesh densities chosen were 20,000 elements for the cup 
and 180,000 elements for the pelvis (representing a local typical element edge length of 1.25mm in 
the acetabulum). 
4.5.1.4 Geometry 
The pelvis mesh was rotated into the anterior pelvic plane (Tannast et al., 2005) (RHINO, Version 
4.0, Robert McNeel & Associates, Seattle, WA) for comparable measurements of acetabular 
orientation between subjects (see Section 3.7.1). The whole model was then scaled uniformly in 
 104 
three dimensions by the radius of the acetabulum so that all subjects could be implanted with the 
same acetabular cup implant. The scaled subjects were the same size in this study as the previous 
study. A 52mm diameter sphere was used to ‘ream’ a perfectly spherical cavity into which the cup 
could be placed (RHINO), followed by a re-meshing of the reamed pelvis (MIMICS, Version 
12.11, Materialise N.V., Leuven, Belgium and ABAQUS). The acetabulum was reamed to the base 
of the acetabular fossa, with minimal removal of rim bone. A 52mm cup was ‘implanted’ at  45° 
abduction and 20° anteversion (within the optimal orientation defined by Lewinnek et al. (1978)), 
representing no interference fit. The implant used was geometrically based on the ADEPT cup 
(Finsbury Orthopaedics Ltd, Leatherhead, UK); a metal press-fit cup which is hemispherical on its 
outer diameter but has less than hemispherical coverage on its inner diameter. 
A 49mm spherical femoral head was used to load the cup. In commercial implants there is a 
clearance between the femoral head and acetabular cup radial geometries to allow entraining of 
fluid for lubrication. A diametrical clearance of 350 µm (representing that used commercially) was 
created by sizing the femoral head at 48.65mm in diameter. 
4.5.1.5 Loading 
The results of the sensitivity study (Section 3.11) indicated that while the factor sensitivities found 
under different load cases did vary, the conclusions and relative influence of each factor did not. 
Each analysis simulated a range of two static motions, representing maximum joint reaction forces 
occurring in normal walking and chair rising; these two load cases have the largest difference in 
loading direction of those reported in Hip98 (Table 3.3). 
4.5.1.6 Analysis 
All models were analysed with viscous damping stabilisation applied, and non-linear (large 
displacement) effects taken into account, as was found essential for the 2D model in Section 4.4.  
4.5.2 Input factors 
The input factors, found to have the highest sensitivities in the previous study (Chapter 3) were 
included in this study, as well as new factors particular to the new contact conditions presented by 
the implanted cup. A further factor was introduced regarding the patient gait data used to estimate 
the maximum hip joint reaction force. The input factors assessed were: geometry; material 
properties assignment; density-stiffness relationship; interference fit at the cup-bone interface; 
frictional coefficient at the cup-bone interface; contact model at the cup-bone interface; patient gait 
used. The factors are listed with their uncertainty categorisation in Table 4.4. 
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Table 4.4 Input factors for 3D sensitivity analysis 
 Input factor Value 1 Value 2 Uncertainty 
1 Subject geometry Subjects 1 to 4 Knowledge 
2 Material property assignment method Homogenous Heterogeneous Approximation 
3 Density-stiffness relationship Dalstra Carter and Hayes Knowledge 
4 Interference fit at cup-bone interface In-line 2mm Knowledge 
5 
Frictional coefficient at the cup-bone 
interface 
0.5 1.0 Knowledge 
6 
Pressure-overclosure relationship at 
cup-bone interface 
Hard Penalty Approximation 
7 Patient gait data (from Hip98) Averaged Patient H. Sonke  Knowledge 
4.5.2.1 Geometry 
To reduce the number of required simulations, a reduced number of geometries were included in 
this sensitivity study. Four were chosen from the range of eight subject geometries used in the 
previous sensitivity analysis of the natural acetabulum (Section 3.7.1), maximising variation in 
acetabular inclination and version angles (Figure 4.6). Each subject was previously classified with 
respect to their inclination and version angle, but the results of the sensitivity analysis in Chapter 3 
indicated that more geometrical factors than these two were influencing the results, as well as the 
subject to subject variation in material stiffness. In this analysis all the geometries are included as 
one input factor (factor one in Table 4.4). 
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Figure 4.6 Inclination and version angle of all acetabulums in sample (four chosen subjects labelled and enlarged) 
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4.5.2.2 Material properties assignment 
Material properties were assigned with two different methods – heterogeneous and homogenous 
(factor two in Table 4.4). The different assignment methods represent different approximations. It is 
not entirely clear which method should provide the more accurate solution. The heterogeneous 
method appears to provide a similar property distribution to the actual bone, while the homogenous 
method allows the cortical bone to act as a complete shell and therefore may transfer stresses in a 
more realistic way.  
Heterogeneous assignment 
Element-specific stiffness was assigned to individual elements using the protocol previously 
outlined in Section 3.6.3.  
Homogenous assignment 
Following on from the finding in Chapter 3 that the material property assignment method had a 
high influence on FE results, further developments were made to the homogenous material 
assignment method to closer represent the variation of cortical bone thickness. Using the same 
logic as other researchers in the field (Anderson et al., 2005), a shell of cortical bone with CT-based 
cortical thickness variation was implemented.  
A mesh of trabecular bone was produced (MIMICS) and an algorithm written (MATLAB) to 
produce an element-specific cortical bone thickness for each node on the outer surface of the FE 
tetrahedral mesh. The program logic is explained in Figure 4.7, and the algorithm detailed in 
Appendix A.1.3. 
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Figure 4.7 Algorithm to calculate element-specific cortical bone thickness 
4.5.2.3 Density-stiffness relationship 
Two different density stiffness relationships were included in the factor analysis (factor three in 
Table 4.4). These were: one derived entirely from pelvic bone (Dalstra, 1993); and one derived 
from a pooled set of bone, including pelvic (Carter and Hayes, 1977). The two relationships are 
reported in Section 3.7.3. The apparent density was found retrospectively as no CT-scanning 
phantom was available. The relationship provided by Dalstra was used to define the apparent 
density at salient points, as described in Section 3.6.3.  Rather than repeating the process for the 
second density-stiffness relationship, the same apparent density was used. This enabled the effect 
of the actual relationship to be tested, as in practice if a phantom was present, the apparent density 
would not be matched to the chosen density-stiffness relationship. 
4.5.2.4 Interference 
Interference at the cup-bone interface was simulated by implanting two different sizes of cup 
(factor four in Table 4.4). A 50mm cup was used to represent an in-line fit, and a 52mm cup to 
INPUTS 
 
1. Shell mesh extracted from FE mesh 
2. Shell mesh of trabecular bone 
MIMICS, ABAQUS 
Extract node and element information 
from meshes (read in from .inp file). 
MATLAB 
Calculate centroid of each element 
(mean value of three corner nodes) and 
normal unit vector (cross product of 
two element side vectors). 
Find nearest centroid of trabecular 
mesh elements to each element 
centroid on the FE mesh. 
Scale trabecular bone mesh to match 
scaled FE mesh. 
Calculate perpendicular distance 
between meshes for each element 
centroid on the FE mesh. 
To account for missing trabecular bone 
acetabular fossa and ilium: if 
perpendicular distance is greater than 
5mm, calculate the angle between 
element normals on each mesh. 
If normals are not within 35° of each 
other, assign a nominal thickness value 
of 0.5mm.  
OUTPUTS 
 
1. Element specific cortical bone 
thickness 
ABAQUS 
FE Mesh Trabecular Mesh 
Cortical 
Thickness 
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represent a 2mm press-fit. The interference was simulated in an initial step before the loading was 
applied. To aid stability, the cup was introduced into the pelvis over the step, unlike in the 2D 
model (Section 4.4.2.2). The cup was displaced from a position 50mm distant from the acetabulum 
in a direction perpendicular to the rim, into its final position. This was intended to replicate the 
direction of impaction and is commonly implemented in FE models to represent a press-fit (Keslar, 
2009; Yew et al., 2006). 
4.5.2.5 Frictional coefficient at the cup-bone interface 
The sensitivity of the frictional coefficient on the output responses was investigated with two 
values (factor five in Table 4.4). At the cup-bone interface rough (µ=1) and medium friction 
(µ=0.5) independent linear coefficients were applied at the surfaces. The medium friction 
coefficient reflects the values measured experimentally by Shirazi-Adl at al. (1993). Further 
research must be undertaken to reduce the uncertainty associated with frictional coefficients.  
4.5.2.6 Pressure-overclosure relationship at the cup-bone interface (contact model) 
Both hard and soft (penalty) contacts were implemented at the cup-bone interface (factor six in 
Table 4.4). Penalty contact was represented with the default exponential relationship provided by 
ABAQUS, ensuring zero pressure coincides with zero clearance (Figure 4.4). Penalty contact 
provides a computationally efficient approximation of hard contact. The results of the 2D 
sensitivity analysis showed a significant difference between simulations using the two different 
contact models, though the sensitivity found was comparatively low. Further investigation will be 
undertaken through the 3D model. 
4.5.2.7 Patient gait 
Hip contact force data in Hip98 (Bergmann, 1998) provides both subject specific and averaged 
data. Force measurements from one patient specific gait pattern will be used, as well as the 
commonly used averaged data, to test the influence of the variability of the contact force vector 
(factor seven in Table 4.4). The patient, chosen at random, was H. Sonke and an average body 
weight of 836N was assumed; the variation in load can be seen in Table 4.5. The uncertainty 
regarding the chosen gait can only be reduced through further research. 
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Table 4.5 Applied loading for 3D model 
Patient 
Maximum reaction force components in normal 
walking. X Y Z (N) 
Maximum reaction force components when 
sitting-standing. X Y Z (N) 
Averaged 243, 221, 1920 779, 1180, 731 
H. Sonke 229, 354, 1930 711, 1272, 657 
4.5.3 Sensitivity analysis 
The same full-factorial analysis approach that was used for the 2D model was used to assess the 
model sensitivity to each input variation. The multiplication of all seven factors and the two 
load-cases resulted in 512 analyses: 
      4 geometries  
   x 2 material assignments  
   x 2 density-stiffnesses  
   x 2 interference fits  
   x 2 frictional coefficients 
    x 2 contact relationships 
   x 2 patient gaits     
   x 2 load cases    
   x 4
3  reduction for density-stiffness relationship 
   384 models in total 
 
The output responses used for the 2D analysis were used again for this sensitivity study: cup 
contact stress, acetabular bone stresses (maximum and minimum principal), acetabular bone strain 
(maximum and minimum principal) and micromotion at the cup-bone interface. These responses 
were chosen as the most relevant parameters to indicate implant failure and are discussed in 
Section 3.8. Three criteria were used to describe the distribution of each response parameter: mean 
value; maximum value and co-variance of distribution (the standard deviation normalised to the 
mean). Rather than the actual maximum value, the 95
th
 percentile value was reported, to avoid any 
artificially high stresses owing to possible individual element distortions. 
In the case of the press-fitted cup, a 52mm cup is used to represent the interference, rather than the 
50mm cup, used in other analyses. To make the contact stress results comparable, the contact stress 
at the cup-head interface is normalised by the ratio of contact areas of the two cup sizes. 
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4.5.4 Results 
4.5.4.1 Biomechanical situation 
The load transfer from femoral head through the hemi-pelvis followed a typical mechanical path in 
all models, an example of the resulting stresses of which are shown in Figure 4.8. Load is applied 
to the femoral head in the direction of the sacroiliac joint (in the case of the normal walking 
load-case), causing peak compressive stresses around 150MPa to develop under the region of 
loading (Figure 4.8, left). These stresses are transferred to the surrounding pelvic bone and cause a 
compressive stress concentration underneath the region of load application. The load causes a 
deformation of the cup, but as the rim forms a ring, a deformation at the region of load causes the 
whole cup to squash and results in an area of compression concentration in the inferior acetabulum 
as well as under the point of load (Figure 4.8, center). Tensile stress concentrations also form local 
to these areas of compression (Figure 4.8, right), suggesting that the bone deformation owing to the 
load may be local around these areas. When an interference fit is present, the surrounding pelvic 
bone is pre-tensioned to stresses up to 150MPa, resulting in the areas previously under compression 
from the load application, remaining in tension and therefore an entirely different mechanical 
situation is presented.  
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Figure 4.8 Compressive stresses in cup (red=0, blue=150MPa) (left). Compressive stresses in pelvis (red=0, 
blue=10MPa) (center). Tensile stresses in pelvis (red=10MPa, blue=0) (right) 
4.5.4.2 Kolmogorov-Smirnov Z value 
A Kolmogorov-Smirnov Z test (MATLAB) was conducted for each input factor. The test returns a 
value between 0 and 1 indicating the relative sensitivity of the given output response to each input 
factor (see Section 4.4.5.3). The Z values for all input factors are listed in Table 4.6. Datasets were 
combined for the two load cases, to allow for a larger sample size for each statistical test. 
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Table 4.6 Kolmogorov-Smirnov Z values for all input factors in 3D analysis 
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Frictional coefficient at 
the cup-bone interface 
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0.
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- - - 
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6 
Contact model at cup-
bone interface 
- - - - - - - - - - - - - - - - - - 
7 Patient gait - - - - - - - - - - - - 
0.
37
 
0.
26
 
0.
44
 
- - - 
 
The Kolmogorov-Smirnov Z values clearly show that input factor four, interference fit, has a 
dominant effect on most output responses. The Z values communicate relative sensitivity, not 
absolute. As the interference fit presents two distributions which don’t overlap, and hence a 
Z Value of 1, the sensitivity of other factors is not likely to be greater than 0.5, despite a possibly 
high sensitivity. The Kolmogorov-Smirnov values have therefore been calculated separately for the 
in-line and press-fits in Table 4.7. The separately calculated data is also communicated in 
Figure 4.9 and Figure 4.10. 
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Table 4.7 Updated Kolmogorov-Smirnov Z Values for all input factors in 3D analysis 
  Output response 
  
Maximum 
principal 
strain 
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7 
Press-fit - - - - - - - - - - - - - 
0.
47
 
0.
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- - - 
 
Table 4.8 Output response criteria 
 Mean Maximum (95th percentile) Co-variance (CV) 
Maximum principal strain Criterion 1 Criterion 2 Criterion 3 
Minimum principal strain Criterion 4 Criterion 5 Criterion 6 
Maximum principal stress Criterion 7 Criterion 8 Criterion 9 
Minimum principal stress Criterion 10 Criterion 11 Criterion 12 
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Figure 4.9 Full analysis Kolmogorov-Smirnov Z value for models with in-line fit cups (output response numbering listed 
in Table 4.8) 
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Figure 4.10 Full analysis Kolmogorov-Smirnov Z value for models with press-fit cups (output response numbering listed 
in Table 4.8) 
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The relative sensitivity between all factors is communicated in Figure 4.11. The highest sensitivity 
from either the in-line dataset or the press-fit data set was used. 
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Figure 4.11 Relative sensitivities for all factors (factor with the highest sensitivity is graphically offset) 
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4.5.5 Discussion 
The sensitivity analysis carried out clearly demonstrates which input factors have the highest 
impact. In most cases factors one to four (subject geometry, material assignment method, 
density-stiffness relationship and interference fit) have a high influence over the output responses, 
and factors five to seven (frictional coefficient, contact model and patient gait) have low or no 
significant influence. 
The sensitivity related to the cup contact stress differs from that for the other output responses, 
which are concerned with the back of the cup. This is as expected because most input factors alter 
the mechanics at the cup-bone interface rather than the cup-head interface. The factors which have 
the greatest influence over cup contact stress are the chosen material assignment method, the 
density-stiffness relationship and the interference fit. Upon closer inspection of the results, it was 
found that models with heterogeneous material property assignment and an interference fit 
presented much higher contact stresses than other models. In these models the press-fitted cup is 
held inside the pelvis primarily at the rim, where there is stiff cortical bone. The ‘pinching’ of the 
rim onto the cup deforms the cup and consequentially, the cup ‘pinches’ onto the femoral head. 
Contact is therefore made at these rim points rather than at the point of load application, and is 
much higher owing to the press-fit. In the case of the homogenous material assignment, the whole 
pelvis is surrounded in a cortical shell. To represent the reamed sphere, the shell is made very thin 
(0.5mm) in the acetabulum, in contrast to the thicker rim. The average cortical stiffness in the 
heterogeneous model is 17GPa; this means that in some areas it is more than this value, and 
inspection shows that this area is likely to be around the acetabular rim. The homogenous models 
are therefore likely to have a lower cortical stiffness around the rim. Together with the continuous 
underlying layer of cortical bone, this has resulted in a much more distributed press-fit in the 
homogenous model than the heterogeneous model; therefore the rim-pinching mechanism is not 
present and the contact stresses aren’t inflated. It may be argued that the rim-pinching mechanism 
is more representative of the actual situation; cups being held predominantly at the rim as has been 
observed experimentally (Adler et al., 1992). It is computationally easier to produce a complete 
homogenous shell mesh than remove certain elements, hence the inclusion of a thin layer of 
cortical bone in the acetabulum rather than removal of the local elements. Through considering this 
difference, in further models the homogenous mesh should not contain any cortical bone in the 
acetabulum. It follows on that as the heterogeneous material properties have such a high impact, so 
does the density-stiffness relationship, as this governs the actual stiffness of the elements around 
the rim. 
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The only factors which have an effect on the cup contact stress when there is no press-fit are the 
subject geometry and the patient gait data used. Different acetabular geometries will provide 
varying areas and stiffness (when heterogeneous material properties are assigned) of contact behind 
the acetabulum, thus the location of any support behind the cup will also vary. It follows that this 
would have an effect on the cup contact stresses. The cup contact stress is the only output response 
which is sensitive to the patient gait data used. The consequential slight changes in magnitude and 
direction of the joint reaction force result in differing contact patches. 
Principal strains are dominated by the presence of an interference fit. This can be clearly explained 
when considering the 1mm of radial deformation the acetabulum must undergo to accommodate 
the cup. When no interference is present, the individual subject geometry has the highest influence 
over maximum and minimum principal strains. The material property assignment and 
density-stiffness relationship also have a high impact on the results. This is in agreement with the 
sensitivity analysis of the natural acetabulum (Chapter 3). The geometry and stiffness distribution 
in the acetabulum dictate how the acetabulum deforms under load and thus the distribution of 
strain. No other input factors appear to influence the strains behind the cup when no interference fit 
is present.  
The influence of geometry and material property factors on maximum strains is predominantly 
increased by the presence of a press-fit. Both material property factors have the highest impact 
when a press-fit is present, rather than geometry. The deformation of the acetabular bone is 
constant, thus the strain (which is likely to be principally tensile, owing to the stretching) 
undergone by the bone is dependent on the stiffness of the material. This explains the dominance of 
the two factors related to the bone stiffness. The subject variation also governs stiffness in the case 
of heterogeneous material property assignment, and the overall size of the reamed acetabulum also 
varies subject to subject; consequentially the subject variation also has a high influence on the 
strain response. The pressure-overclosure contact relationship implemented at the interface has a 
lower, but significant effect on the principal strains when the cup is press-fitted. The non-linear 
contact relationship allows a minimal amount of overlap at interfacing surfaces, therefore the 
acetabular bone may not need to deform as much as in the case of hard contact, which would cause 
lower strains.  
As with strains, principal stresses are also very dependant on the presence of an interference fit. 
When a press-fit is applied to the acetabulum, the dependency of principal stresses, like principal 
strains, increases for all factors. When no press-fit is present, stresses are mainly dominated by the 
method of material property assignment. Altering the material assignment method presents two 
entirely different stiffness distributions over the acetabulum, therefore altering the distribution of 
stress. Stresses are less sensitive to the actual magnitude of stiffness, which is reflected in the lower 
sensitivity to density-stiffness relationship. The sensitivity of principal stresses to the subject 
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geometry variation is lower than that for principal strains. Upon further inspection of the results it 
is clear that the impact of changing the subject geometry is lower across all output responses when 
homogenous material properties are assigned. The main source of variation is therefore likely to be 
the varying stiffness caused by a different subject specific stiffness distributions, rather than the 
overall change in geometry. As stresses are less sensitive to stiffness value, this explains the lower 
dependency on subject variation, when compared to principal strains.  
The presence of a press-fit has an understandably high effect on the micromotion at the cup-bone 
interface; movements are dramatically reduced from millimetres to micrometers when compared to 
an in-line fit. The subject geometrical variability has the highest impact on micromotion. The lower 
sensitivity to both material related factors indicate that the stiffness of the interfacing surface has a 
lower, though still significant, impact on tangential slip than the overall area of contact. When a 
cup is press-fitted, the micromotion is also highly dependent on the pressure-overclosure contact 
model. As the soft contact model represents an approximation of the hard contact model, if 
interference-fits are to be implemented in models, this approximation should not be used. 
4.5.6 Conclusion 
The sensitivity analysis has clearly highlighted a number of influential factors. Those factors which 
arise from a lack of knowledge must be included as variables in future simulations. This applies to 
the subject geometry and interference fit, which both caused high variation in output responses. 
Only two options for interference fit were investigated in this analysis: an in-line or a 2mm 
press-fit. Further analyses including different levels of diametrical interference are included in 
Chapter 6 to investigate this further. 
 The patient gait had a low impact on all output responses except cup contact stress. It should 
therefore be implemented as a variable in future simulations if cup contact stresses are required as a 
result. The effect of the frictional coefficient was negligible compared to other factors, it is 
therefore considered adequate to include the frictional coefficient as a single, estimated value. If 
micromotions are sought as an output response from a model, the contact model used should be the 
more accurate hard contact model. 
The input factors which are included as uncertainties owing to a lack of definition should be set at 
their more accurate value if they have a high impact on results. Further work must be done to 
ascertain whether homogenous or heterogeneous material properties provide a more accurate result. 
In future simulations the assignment of homogenous material properties should be updated to 
account for the missing cortical shell underneath the reamed acetabulum, this is addressed in 
Chapter 5. The assignment of material properties has a profound effect on the mechanism of 
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interference fit; therefore this must be thoroughly investigated to ensure the most representative 
description is included in further work. 
 119 
Chapter 5  
IN VITRO VALIDATION OF THE FE 
PELVIS MODEL 
5.1 Overview 
Chapter 3 and Chapter 4 detail sensitivity studies which provide an insight into the consequences of 
different modelling assumptions. Sensitivity studies do not provide validation of a model because 
computational models are compared amongst themselves as opposed to a physical experimental 
set-up. Experimental comparisons of model measurements can provide further support to model 
validity (see Section 2.2.5.3), in addition to the sensitivity analysis already carried out. The 
modelling of material properties appeared to have a significant effect on observed outcomes in 
Chapter 3 and Chapter 4, thus the experimental model will be used to indicate the assignment 
method best suited to providing the most accurate results. 
This chapter details an experimental set-up designed to measure pelvic strain and deformations in 
an implanted synthetic hemi-pelvis undergoing maximal walking load. Subsequently, a set of finite 
element (FE) analyses are compared to the experimental results. This study is unique in the respect 
that no other study could be found in the literature which compared FE predictions and 
experimental measurements from a pelvis with a press-fitted cup. Cemented cups are more 
commonly used (Dalstra, 1993), or if a press-fit cup is being investigated, a simplified reamed 
block is used rather than a complete pelvis (Yew et al., 2006). 
5.2 Laboratory testing 
The loading situation chosen for comparison was that most commonly implemented in FE 
analyses, maximum loading during normal walking. The reaction force at the hip during normal 
walking has been measured as almost 250% of body weight (Hip98, (Bergmann, 1998)) and 
walking is the most frequently undertaken of all high-loading activities (Morlock et al., 2001). An 
experimental rig was designed so that it may be used in different loading situations, as may be 
desired for future work. 
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5.2.1 Measurements 
The measurements taken for comparison between the laboratory testing and FE modelling were 
chosen based on: those indicating cup failure; currently available technology; and those most 
commonly reported in the literature, for comparison.  
5.2.1.1 Failure indicators 
As discussed in Section 3.8, stresses and strains in the pelvis, micromotion between the cup and 
bone and stresses inside the cup are the metrics most useful for assessing cup performance. 
5.2.1.2 Available technology 
Strain gauges are readily available to be used for strain measurements anywhere on the pelvis. 
Digital image correlation (DIC) is also available and can provide full field displacement and strain 
information; there must, however, be a clear camera view of the area of interest. Photo-elastic 
coatings offer a similar full field strain to DIC and also require substantial equipment in terms of 
cameras and lighting. 
Stresses pose more of a problem. Contact stress can be measured using pressure film, but the 
presence of a film at any interface is likely to change the conditions of contact, and thus prove 
difficult to model. Stresses can be inferred from strains if the material properties of the sample are 
known. 
Linear variable differential transformers (LVDTs) are available to measure differential movement 
in one direction, so a number would be required to capture useful data. A digitizing arm can take 
coordinate measurements in space and can take any number of high accuracy measurements with 
errors limited to 5 µm (FARO, 2010), allowing accurate measurement of spatial displacement. 
Optical markers can also provide spatial displacement information, but require associated cameras 
and software; the markers are also generally too large to capture micromotion. 
5.2.1.3 Literature studies 
Most in vitro pelvic studies only measure strain, and always with strain gauges (Anderson et al., 
2005; Bay et al., 1997; Dalstra, 1993; Kluess et al., 2009; Lionberger et al., 1985). Siggelkow et al. 
(2004) used optical markers for displacement measurement in their pelvis experiment. The 
movement of the cross head on the load cell is recorded automatically by the loading machine to 
provide a limited amount of displacement information. A number of techniques have been used to 
measure micromotion at the cup-bone interface. These include direct measurement with LVDTs 
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(Won et al., 1995), eddy current transducers (Perona et al., 1992) and simple metal pin set-ups in 
conjunction with LVDTs (Kwong et al., 1994). Kluess et al. (2009) attempted to measure 
micromotion with optical markers, but were not successful in obtaining meaningful results.  
5.2.1.4 Chosen measurements 
Considering the above, two measurement techniques will be used to provide three sets of 
measurements. Strains on the pelvis will be measured with standard strain gauges. Full field 
displacement will be recorded with a digitizing arm, as will cup-bone relative micromotion. 
5.2.2 Rig design 
The studies covered in Chapter 3 conclude that simple fixed boundary conditions at the sacroiliac 
joint and pubic symphysis are adequate for analysis when the sole area of interest is the 
acetabulum. Consequently, a rig was designed to rigidly fix the sacroiliac joint and pubic 
symphysis and allow loading from an electric screw-thread driven loading machine. 
The rig comprised two supports – one at each joint to be fixed – and a load applicator to load an 
implanted pelvis. Each support attached to the pelvis at the specified joint and was able to be 
clamped to the base of a loading machine.  
5.2.2.1 Synthetic pelvis 
A synthetic biomechanical hemi-pelvis (Large Left Fourth Generation Composite Pelvis, Item 
3405, Sawbones, Pacific Research Laboratories Inc, Sweden) was used in the experimental model. 
The bone comprised a short-fibre filled epoxy outer shell, representing cortical bone, and a 
polyurethane foam inner, representing trabecular bone. The bone was CT-scanned at 0.75mm 
intervals with a resolution of 512x512 pixels (Sensation 16, Siemens Plc, Munich, Germany) and a 
tetrahedral mesh obtained through semi-automatic segmentation (MIMICS, version 12.11, 
Materialise NV, Leuven, Belgium) to allow the rig to be designed to closely fit the bone contours. 
5.2.2.2 Joint attachment 
The supports were attached to the pelvis at the sacroiliac and pubic symphysis joints. The situation 
to be replicated was rigid fixation of the joint at the cortical bone surface. The fixation had to 
withstand shear forces of the same order as the joint reaction force, so a mechanical attachment was 
used rather than an adhesive.  
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Mechanical attachment was achieved through 6mm diameter stainless steel pins press-fitted into 
pre-drilled 5mm diameter holes into which epoxy-based adhesive had been added (Figure 5.1). The 
depth of these holes was chosen, from the CT-based mesh, to ensure the pins protruded through the 
cortical shell, into the trabecular foam, but not into the other side of the cortical shell. Four pins 
were inserted into the sacroiliac joint, and two into the pubic symphysis.  
 
Figure 5.1 Illustration of process used to drill 5mm diameter holes (left), fill holes with epoxy resin (center) and 
hammer in 6mm diameter pins (right) 
5.2.2.3 Rig supports 
For maximum variability of positioning, each support comprised three separate parts which could 
be moved relative to each other (Figure 5.2). 
 
Figure 5.2 Support parts for in vitro validation rig 
Part 1 
Part 2 
Part 3 
Part 2 
Part 3 
Part 1 
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Part 1 
Part 1 is a solid piece of machined stainless steel (all steel parts are grade 304). The part was 
attached to the steel pins via a press-fit with epoxy-based adhesive, similar to how the pins were 
inserted into the synthetic pelvis. Part 2 slides into a cylindrical hole in Part 1 and is fixed in place 
with a grub screw and dimple on the bar (Figure 5.3). The position of Part 2 in Part 1 can be 
changed. Larger holes were drilled in Part 1 for non load-bearing locating screws. 
 
Figure 5.3 Attachment Parts 1 and 2 for the pubic symphysis joint 
Part 2 
Part 2 is a stainless steel bar with spherical head (Figure 5.3). The bar slides into Part 1 and is 
secured in place with a grub screw and dimple. The spherical head can rotate inside Part 3. 
Part 3 
Part 3 is a stainless steel pot within which Part 2 is secured in place. Once a position is decided 
upon, the spherical head of Part 2 is temporarily fixed into the recess in Part 3 (Figure 5.4) with 
locating screws, and then set in place with bone cement. Once the bone cement has been added, the 
whole fixture can be clamped to the bed of the loading machine. In the case of the pubic symphysis 
fixture, a standard screw jack was used to raise the support from the level of the bed to the required 
height. 
Part 2 
Part 1 
Hole for pin 
Hole for screw 
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Figure 5.4 Part 3 of in vitro validation rig 
5.2.2.4 Load applicator 
The loading applicator was required to transfer load from the standard loading compression part to 
an acetabular cup implant. The implant used was a 62mm diameter ADEPT acetabular cup 
(Finsbury Orthopaedics Ltd, Leatherhead, UK) with 54mm matching modular head. A short 
cylindrical load applicator was machined from stainless steel to be slightly diametrically smaller 
than the compression part, with a smaller external taper on the lower side to fit into the tapered 
modular head (Figure 5.5). The interfacing surfaces of the compression part and the load applicator 
were sprayed with a PVC coating to ensure smooth sliding and reduce the risk of any transverse 
loading. 
 
Figure 5.5 Load applicator for in vitro validation rig 
Compression part 
Sliding interface 
Load applicator 
Acetabular cup 
Modular femoral head 
Recess 
Threaded hole for 
locating screw 
screw 
Load cell 
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5.2.3 Real-time positioning 
A number of processes in the experiment required spatial location data. A 3D coordinate measuring 
arm was used to provide this positional data. 
5.2.3.1 Digitizing arm 
The digitizing arm used was a FARO Gage (FARO Europe GmbH., Munich, Germany), 
(Figure 5.6). The digitizing arm claims to have accuracies up to ±0.005mm (the accuracy within the 
context of this experiment is explored in Section 5.2.5.2). Either ball or needle probes were 
available. The needle probe reports the point in space position of the end of the probe. The ball 
probe reports the centre of a 3mm ceramic sphere at the end of the probe. The digitizing arm was 
calibrated each time it was used. 
 
Figure 5.6 FARO digitizing arm 
5.2.3.2 Matching algorithm 
The point information provided by the arm has made it possible to replicate the positioning of the 
pelvis in the lab, within a computational geometric model, and to measure unknown quantities, 
such as the size of the reamed acetabulum. This is achievable because detailed CT-data of the 
scanned pelvis was available for comparison. An algorithm was written to take surface data from 
the pelvis (obtained from using the needle probe on the synthetic pelvis in a certain position) and 
rotate and translate the pelvic computer mesh into the same position. This algorithm was then 
extended to allow any surrounding measurements (e.g. the position of the fixtures) to be 
transformed, and thus added to the computer model (Figure 5.7). A graphical user interface (GUI) 
was also developed for ease of future use. The programs used to execute this algorithm were: 
MIMICS, RHINOCEROS (Robert McNeel & Associates, Seattle, WA, USA) and MATLAB 
(The Mathworks Inc, Natick, MA, USA). The mathematical algorithms used are reported in 
Appendix A.1.4. 
Jointed arm 
Probe 
Clamped base 
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INPUTS 
 
1. CT-based shell mesh 
2. Digitized point data of pelvis surface 
3. Other digitized point data, e.g. 
reamed acetabular surface 
MIMICS, DIGITIZER 
Visually translate and rotate the digitized 
pelvic point data approximately onto the 
CT mesh data. Export the rotated 
digitized points to MATLAB. 
RHINO 
Map the original digitized points onto 
the new rotated points, outputting 
translation and rotation values. Use the 
following optimisation strategy. 
CT-based Mesh Point data from 
physical model 
CONTINUED…. 
MATLAB 
Use MATLAB minimisation function to 
minimise the sum of the distance 
between each node of the current 
rotated digitized point data, and the  
nearest node of the target rotated 
digitized point data. 
Output the point data in the 
transformed position which provided 
the minimum error between the target 
and rotated points.  
Calculate starting point of optimisation. 
Starting translation (three directions) is 
the difference in centroid(calculated 
using mean position of all points) of 
each point cloud. Starting rotation 
(three directions) is estimated from 
RHINO. If this information is not 
available, 9 different rotation starting 
points are trialled.  
Visually compare the MATLAB rotated 
data with the previously manually 
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Figure 5.7 Matching algorithm to match mesh data with digitized points (reamed pelvis example) 
5.2.4 Specimen preparation 
A press-fit acetabular cup was implanted into the synthetic pelvis, as described below. 
5.2.4.1 Implant selection 
The acetabular implant was selected by virtually trialling a number of implants in the CT-based 
mesh using RHINOCEROS. The intention was to find an implant size which would require 
reaming to the back of the acetabular notch but remove as little of the rim as possible. A 62mm 
diameter cup was chosen for this purpose. A 62mm ADEPT press-fit cup with a 4mm wall was 
available for implantation. 
5.2.4.2 Reaming 
The synthetic pelvis was reamed using a range of ADEPT hemispherical reamers attached to a 
conventional hand drill with the pelvis secured in a vice. The reaming was carried out by an 
experienced research and development engineer employed by Finsbury Orthopaedics Ltd. Small 
diameter reamers were used initially, and the size increased until a 60mm reamer was used, as a 
2mm press-fit was recommended. Trial cups were tested in the reamed acetabulum. Owing to the 
fact the reamers weren’t recently sharpened, and the elastic deformation of the pelvis under the 
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motion of reaming, the 60mm reamed cavity appeared to be too small during testing. The 
acetabulum was reamed further with a 61mm reamer. The fit of the trial was satisfactory with the 
extra reaming. 
The imprecise nature of reaming necessitated the use of the digitizing arm to measure the precise 
size of the reamed cavity. A number of surface points were taken inside the reamed cavity and their 
position inside the pelvis calculated using the matching algorithm (Section 5.2.3.2). A sphere was 
fitted to the points using a best fit algorithm (Appendix A.1.2); the root mean squared error in 
sphere fitting was 0.14mm, the maximum at any point was 0.55mm. This was considered an 
adequate fit, as the reported out-of-round error for a standard acetabular reamer is 0.56mm, on 
average (Mackenzie et al., 1994). The reamed acetabulum was measured to be 60mm in diameter, 
despite the use of a 61mm reamer. The highest errors in sphere-fit were around the rim of the 
acetabulum, indicating the reamer may not have been held as steady when it was being introduced 
to the acetabulum as it was when it was reaming the dome. 
5.2.4.3 Impaction 
The implant was impacted into the acetabulum using an ADEPT impaction tool onto which the 
implant was attached. A mallet was used to impact the implant. The implant was manually 
orientated at approximately 45° inclination and 15° version. According to the manufacturer’s 
instructions, the implant should be seated fully inside the reamed acetabulum. To ensure seating 
had taken place the digitizing arm was used to compare the impacted placement of the cup with the 
position of the reamed acetabulum. This was achieved using the matching algorithm 
(Section 5.2.3.2) in conjunction with the actual CAD data for the ADEPT cup. After two attempts 
(Figure 5.8) the cup was sufficiently seated. Any further settling would be attained during the pre-
loading stage in the loading machine. 
 
Figure 5.8 Location of cup after first impaction (left). Location of cup after second impaction (center). Overlay of both 
cups (right) 
Gap 
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5.2.4.4 Rig attachments 
The stainless steel supports were attached to the pelvis as described in Section 5.2.2.2. Post 
attachment, the precise locations, including depth of pins, were measured using the digitizing arm 
and calculated with the matching algorithm, as described in Section 5.2.3.2, to enable the precise 
position of fixation to be used in the FE modelling. 
5.2.5 Full field displacement technique 
The digitizing arm (Section 5.2.3.1) can take high accuracy coordinate measurements in real time. 
It therefore makes it possible to obtain point measurements across the whole pelvis under loading. 
Obtaining full field displacement could be achieved in a number of ways. 
Point cloud 
The CT-data provides an outer mesh of nodes, to which any pelvis point data can be referenced, 
using a technique similar to that described in Section 5.2.3.2. Using this data, multiple surface 
points could be taken with the needle probe and thus the position in space of the whole pelvis 
calculated. Under loading the technique could be repeated to locate the new position of the pelvis. 
However, this method is inaccurate because it can only capture displacement, rather than 
deformation of the pelvis, and therefore is only able to capture an approximate magnitude of 
movement. 
Surface point movement 
The needle probe could also be used to track the movement in space of pre-defined points on the 
surface of the pelvis. This method would provide discretised points of displacement which could 
then be used to interpolate a full field displacement over the surface of the pelvis. The accuracy of 
this technique would increase with the number of discrete points, but also relies on the probe 
returning to the exact same point. Under small displacements, an error in probe position may 
provide a rogue result. 
Modified surface point movement 
The above technique could be improved using a surface marker and ball probe to ensure exact 
repeatability of probe location. This technique was chosen as being that with the highest potential 
accuracy in capture of deformation and displacement. 
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5.2.5.1 Surface markers 
The chosen method of displacement and deformation capture required surface markers. Initially, a 
number of markers were trialled for repeatability of location. The ball probe is a rigid 3mm 
diameter sphere. The markers used must constrain a 3mm diameter sphere to always be in the same 
position under probing. The following five markers were trialled. 
Hemi-spherical hole 
A diamond ball-nosed cutter was used with a pillar drill to create 3mm diameter hemi-sphere in the 
surface of a flat sample of epoxy resin. 
Cylindrical hole 
A 2.5mm diameter drill bit was used in a pillar drill to create cylindrical holes in the flat epoxy test 
piece. 
Map pins 
A 2.5mm diameter drill bit was used to drill individual holes into large-headed map pins. These 
were used to allow greater control over the drilling by creating the holes in the pin-head in a flat 
plane before application to the uneven pelvic surface. The pin heads were removed from the pins 
and adhered to the test piece with Cyanoacrylate adhesive (conventional ‘super-glue’). 
M3 steel nuts 
M3 nuts were glued directly to the surface of the epoxy test piece. 
Snap fasteners 
The female part of a plastic snap fastener (or ‘press-stud’) was applied to the test piece surface with 
Cyanoacrylate. 
To select the most suitable marker, six of each marker type were trialled and each marker’s position 
digitized with the digitizing arm four separate times. In accordance with the manufacturer’s 
recommendations, the arm was orientated perpendicular to the plane of the surface of the object at 
the point of measurement. The most accurate marker was defined as the marker which provided the 
least error in repeatability of measurement. The error was defined as the maximum range of the 
four positions for each of the six markers. Initially the markers were tested on a flat sample piece of 
epoxy resin. The more suitable marker types were then tested on a synthetic pelvis, identical to that 
to be used in the final test. The cylindrical hole and snap fasteners proved to provide the lowest 
errors in repeatable positioning on the flat test sample (Figure 5.9), but the snap fasteners clearly 
demonstrated a significantly higher accuracy of repeatability when the markers were applied to the 
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uneven pelvic surface (Figure 5.10). This may be because of the difficulty of restraining the pelvis 
from vibration in the pillar drill in all required positions, leading to imperfect cylindrical holes. The 
snap fasteners were chosen as the marker type to be used for the full field displacement technique.  
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Figure 5.9 Error in repeatability of marker position (x, y and z direction plotted separately) on flat test sample 
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Figure 5.10 Error in repeatability of marker position (x, y and z direction plotted separately) on synthetic hemi-pelvis 
5.2.5.2 Digitizer verification 
The accuracy of using the digitizing arm to measure displacement was verified before use. The 
errors in position repeatability of the markers may be dependent on the location of the marker on 
the pelvis (either because of a highly uneven surface or an inability to orientate the probe 
sufficiently perpendicular to the surface, as recommended by the manufacturer). Thus, to obtain a 
true indication of the accuracy of the probe, further repeatability measurements were taken on snap 
fastener markers over the entire pelvis. Markers were evenly distributed over the whole pelvis 
surface. A total of 62 markers were used. The pelvis was clamped to the bed of the loading machine 
and the probe clamped in the position it would be during the final test. Owing to space restrictions, 
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the digitizing arm was clamped close to the synthetic hemi-pelvis. This resulted in a more awkward 
set-up than previously tested and a higher error in position repeatability. Marker measurements 
were repeated three times for each marker, and the repeatability of position analysed in the same 
way as previously described. It was found that taking measurements in-situ increased the error in 
repeatability measurements. The majority of marker positions exhibited errors under 25µm 
(Figure 5.11). The expected magnitude of displacement estimated from preliminary FE analysis 
was of the order 200-600µm. This level of error was thus considered acceptable. 
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Figure 5.11 In-situ marker position error 
5.2.5.3 Digitizing protocol 
In order to mitigate against errors above 25µm, each probe measurement was taken three times 
during the experiment and the mean value of the three spatial coordinates reported in the results. 
Any extremely different measurements, which were clearly a result of human measuring error, 
were not included in the results and the mean of the two remaining points were reported instead. 
5.2.6 Loading machine 
The loading machine used in this experiment was an INSTRON 5866 Universal Test Instrument 
(INSTRON Co., Norwood, MA, USA). The load cell used for the experiment was a 10kN load cell 
designed for use with the machine. The accuracy of the load cell is ±25N. 
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5.2.7 Strain measurement technique 
5.2.7.1 Strain gauges 
Strain gauges were applied to the surface of the pelvis. The number of strain gauges used was 
limited by the availability of data collection hardware. Rosette strain gauges were used as, unlike 
with long bones such as the femur, the directionality of strains in the pelvis is not clear and thus 
capturing the principal strains would separate the magnitudinal and directional match up of strains 
and avoid an error in one affecting the other. Rosette strain gauges comprise three individual inputs 
into the data-logging system. The available system could accommodate fifteen strain inputs (as 
well as one load input). This equated to five rosette strain gauges. 
The gauge type used was GFRA-3-50 (TML strain gauges, Tokyo Sokki Kenkyujo Co. Ltd, Tokyo, 
Japan). This gauge type is designed to be used on plastics and thus has a comparable coefficient of 
thermal expansion (50 x 10
-6
/°C) to the epoxy resin of the synthetic pelvis. The three gauges 
comprising the rosette gauge are arranged at 45° to each other and do not overlap, reducing the 
chance of interference between gauges. 
5.2.7.2 Strain gauge placement 
The accuracy of a strain gauge increases with magnitude of strain because this reduces the effect of 
noise. A preliminary FE analysis was run to estimate areas of significant strain local to the area of 
interest: the acetabulum. Ideally, strain gauges would be placed inside the acetabulum. Placing 
gauges at the cup-bone interface is not possible as the impaction of the cup would disrupt any 
placed gauge and most probably destroy it. During the reaming of the acetabulum an area inside the 
acetabular fossa was not reamed, and thus presented an opportunity for gauge placement. A rosette 
strain gauge was placed in the fossa (Figure 5.12) and care taken upon cup impaction to avoid 
damage. Unfortunately one of the three gauges in the rosette gauge was damaged during impaction, 
leaving two perpendicular gauges for measurement. This loss allowed a further strain gauge to be 
applied to the surface of the pelvis. 
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Figure 5.12 Strain gauge placement under cup 
Five regions of significant strain were highlighted from the FE analysis, and a further area of low 
strain to be used as a control to verify the strain gauges’ performance. The regions chosen for strain 
gauge placement were also chosen as areas which had a relatively flat region upon which the gauge 
could be firmly attached. The approximate regions of gauge attachment are highlighted in 
Figure 5.13. Gauges 1 to 4 are rosette strain gauges, providing three readings each; gauge 5 is a 
rosette but could only provide two readings as owing to a fault; and gauge 6 provided one strain 
reading. 
 
Figure 5.13 Gauge placement over tensile principal strain (blue=low, grey=high) (left) and compressive principal strain 
(red=low, black=high) (right) reported from preliminary FE analysis 
The gauges were attached to the pelvis with Cyanoacrylate as per the manufacturer’s instructions 
and the surface protected with a silicone rubber compound. 
After attachment the specific location and orientation of each strain gauge was recorded using the 
digitizing arm, and the positions matched to the digital model using the methods described in 
Section 5.2.3.2.  
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5.2.7.3 Data logging and processing 
The strain gauges were input into a computer data logging system. The loading from the loading 
machine was recorded with the same logging system for time consistency, using a direct output 
from the loading machine. The strain gauge resistance was recorded through a Wheatstone bridge 
set-up with an isolated power supply to reduce signal interference. The equipment provided has 
been used in a previous published experimental study measuring strain (Chan and Gardner, 2009).  
Strain data was reported for each individual gauge within the rosette. Principal strains were then 
calculated from the three measured strains. 
5.2.7.4 Strain gauge verification 
The technique of strain gauge attachment was verified by comparing recorded strain on a simple 
four point bending test to the analytical solution. 
A modified version of the method outlined in ISO 178 (BSI, 2003) to calculate flexural modulus of 
a plastic sample was used as a verification tool. As there is a level of uncertainty over the actual 
modulus of elasticity of the epoxy resin of the synthetic pelvis (see Section 5.3.2), two methods 
were used to calculate the modulus. One method involved calculating the modulus based on the 
deflection measured by the loading machine; the second involved calculating the modulus based on 
the central strain measured from the gauge. 
Experimental test 
ISO 178 recommends a three point bending test. In order to provide an area of constant strain for 
strain gauge attachment, a four point bending test was implemented. The size of the test specimen 
required for three point bending from ISO 178 is 80x10x4mm. The size of test sample used was 
extended to 120x10x4mm to accommodate the extension in the central region. The test was carried 
out at the rates and loading prescribed by ISO 178 and repeated five times. The first test was 
disregarded to allow ‘bedding in’. 
Displacement-based calculation of E 
Using the measured displacement from the loading machine, and the analytical solution provided 
by simple beam theory (Appendix A.2.1) Equation 5.1 was used to estimate the flexural modulus of 
the sample from the deflection at the load applicators. The analytical model is shown in 
Figure 5.14. 
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Figure 5.14 Four point bending analytical model 
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Where: 
 E = flexural modulus 
 W = applied load 
 a = distance between two load applicators 
 l = distance between supports 
 δ= deflection at load applicators 
 I = second moment of area of test specimen 
The mean (standard deviation) flexural modulus estimated from the deflection provided by the 
loading machine was 10.0GPa (0.023). 
Strain-based calculation of E 
The flexural modulus was recalculated using the measured strain from the attached strain gauge. 
The gauge was attached in the centre of the specimen. Simple beam theory provided Equation 5.2 
to estimate the flexural modulus from the bending moment across the central region of the loaded 
specimen (Appendix A.2.2). 
I
Wta
E
ε4
=      Equation 5.2 
Where: 
 t = thickness of test specimen 
 ε= compressive strain in central region on upper surface 
As a rosette strain gauge was used, the principal compressive strain was calculated and the 
direction checked for alignment with the test specimen. The mean (standard deviation) flexural 
modulus estimated from the measured strain was 10.0GPa (0.050). 
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Comparison 
ISO 178 recommended modulus values be reported to three significant figures. To this accuracy, 
there is a clear match between the loading machine measurements and those recorded from the 
strain gauge. The gauges were therefore verified for attachment to epoxy resin samples and for use 
with the given data logging system. 
5.2.8 Rim micromotion 
In order to capture relative motion between the cup and the pelvic bone, pairs of snap fastener 
markers (Section 5.2.5.1) were adhered around the rim of the cup, and on the adjoining bone so that 
digitized points could be taken and the relative movement captured under loading. The markers 
were attached with Cyanoacrylate adhesive. 
5.2.9 Preliminary test run 
An initial preliminary test was carried out to refine the test protocol. 
5.2.9.1 Loading position 
The loading situation tested was the maximum joint reaction force during normal walking. The 
orientation of this load with reference to the pelvic frontal plane was taken as that reported as the 
average in Hip98. The pelvic coordinate system requires knowledge of the whole pelvis, rather than 
a single hemi-pelvis. The locations of the L5S1 joint and other hemi-pelvis were estimated by 
taking measurements from a full pelvis model (non-composite) manufactured by Sawbones, which, 
by inspection, appeared to be a pelvic bone taken from the same mould as the composite hemi-
pelvis.  
A digital model (based on the CT-data) of the hemi-pelvis was orientated into the correct loading 
position, enabled by clamping the digitizing arm to the test bed and thereby aligning the z axis 
(direction of loading) of the arm and loading machine. The positions of the surface markers 
(Section 5.2.5.1) were referenced onto the digital model (Section 5.2.3.2) and three markers chosen 
at extremes of the hemi-pelvis. The relative coordinates of the three markers in the digital model 
were recorded.  
The solid pelvis was orientated approximately in the correct position by altering the position of the 
relative parts in the steel attachments (Section 5.2.4.4). The digitizing arm was used to iteratively 
move and check the relative positions of the three pre-selected markers on the pelvic surface, until 
the desired orientation was achieved. 
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Once the position was chosen, the attachments were temporarily secured using the location screws, 
and then cemented into position in the parts using Simplex bone cement (Kemdent, Associated 
Dental Products, Swindon, UK). The prepared pelvis is shown in Figure 5.15. 
 
 
 
 
Figure 5.15 Prepared pelvis for in vitro validation rig  
The synthetic pelvis with strain gauge and marker attachments was clamped to the loading machine 
bed and the load, displacement (at load cell) and strain recorded. The full test set-up is shown in 
Figure 5.16. The synthetic hemi-pelvis was loaded to 2kN. 
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5.2.9.2 Test set-up 
 
Figure 5.16 Test set-up for in vitro validation rig 
5.2.9.3 Test protocol 
Tests were repeated three times, with complete dismantling of the set-up after each test. The close 
proximity of the digital arm to the synthetic pelvis on the bed required that each test be carried out 
twice; with the arm in two different positions so that all surface marker positions could be captured. 
The test protocol is outlined in Figure 5.17. 
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 141 
 
Figure 5.17 Test protocol for in vitro validation experiment 
5.2.9.4 Settlement 
Running the preliminary testing confirmed that 10 cycles at 2.5kN was adequate to settle the test 
apparatus. Settlement was defined as being achieved when the load-extension curve measured by 
the load cell was consistently within 0.1% in sequential cycles. 
5.2.9.5 Strain rate 
In order for the dynamic experimental test to be comparable to the static FE model the rate of 
loading must be in the quasi-static range. Quasi-static strain rates are considered to be in the range 
10
-6
 to 10
-4
/s (Tejchman and Kozicki, 2010). The preliminary measured strains were used to inform 
the desired loading rate. To maintain most measured strains within the quasi-static range, a loading 
and unloading rate of 0.2kN/s was used in all subsequent testing. 
5.2.9.6 Creep test 
When held under constant load, the recorded data showed evidence of a large amount of creep in 
the system. Further investigation showed that the source of the creep was the cemented fixations, 
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thus the intended rigidly fixed sacroiliac and pubic symphysis joints were continually moving 
whilst the load was maintained at a constant value. The decision was taken to re-design the fixtures 
to remove this problem, as any displacement measurements would be largely distorted unless 
fixtures were fully rigid, owing to the length of time taken to digitize each point. 
5.2.10 Rig modifications 
To avoid fixture creep all cement was removed from the test rig system. The use of cement was 
primarily to enable re-orientation of the pelvis into a number of loading positions. The decision was 
taken to remove this flexibility and provide a simple, solid support in one position. The chosen 
loading position was that during normal walking. Because of the near-vertical nature of this 
loading, the rig set-up was further simplified by maintaining only one fixture – at the sacroiliac 
joint – previous FE analyses had confirmed that in this loading situation the majority of support is 
provided at the sacroiliac joint rather than the pubic symphysis. 
5.2.10.1 Re-design 
The pinned attachments to the synthetic pelvis remained in place at the sacroiliac joint. The sphere 
was removed from the steel bar (Part 2, Section 5.2.2.3) and inserted into a new machined steel 
part, Part 4 (Figure 5.18). Part 2 was secured inside Part 4 with a split pin. The new set-up could be 
clamped to the base in the same manner as the previous. 
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Figure 5.18 Part 4 of in vitro validation rig 
5.2.10.2 Creep test 
It was expected that a minimal amount of creep would always be present owing to the slight 
visco-elastic properties of the synthetic bone materials (Cristofolini et al., 1996). A standard creep 
test which had previously been carried out on a synthetic femur by Cristofolini et al. (1996) was 
repeated for the synthetic pelvis and the creep in the new set-up compared to that previously found 
by the authors of that study. 
A load of 1.5kN was applied to the test set-up and held for 20 minutes. The load was then removed 
and strains measured for a further twenty minutes. The highest three measured strains were used to 
estimate the creep. The authors of the published study found that, both under loading and after 
loading, strains changed by up to 6% in the first fifteen seconds and 65% of strain creep occurred 
in the first three minutes; and that no residual strains were measurable after twenty minutes. 
Repeating the test showed that in the revised pelvic set-up, strains changed by up to 2% in the first 
fifteen seconds and 65% of strain creep occurred within the first five minutes. This was considered 
a reasonable comparison given the geometrical variations and the fact that the femoral test was 
carried out on an older generation of the synthetic bones in which material properties may have 
been slightly different. The creep in the pelvis rig was also negligible after twenty minutes.  
This test confirmed that there was negligible creep in the revised test set-up and that strain values 
should remain constant as long as load is maintained constant for twenty minutes. 
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5.2.10.3 Fixture movement 
Even though creep had been removed from the system, any movement of the fixtures was 
monitored in the final test set-up. Extra surface markers were added to the visible ends of the steel 
pins embedded in the sacroiliac joint. The movements at these positions were monitored with the 
digitizing arm, so that any minimal global movement could be removed from the system for 
comparison to the FE. 
5.2.11 Final test 
The modified rig was installed in the same experimental set-up as previously used (Figure 5.19).  
 
Figure 5.19 Modified test set-up for in vitro validation rig 
5.2.11.1 Test protocol  
Results of the preliminary testing informed a modified test protocol, described here (Figure 5.20). 
In the preliminary run, points were digitized at intervals of 500N. No non-linearity was observed in 
the initial runs, therefore the digitized measurements every 500N were removed as the data was not 
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considered essential and measurement was very time intensive. As the initial digitization at no load 
required the system to be held at zero load for 20 minutes after the pre-cycling, the decision was 
taken to take initial digitization and strain measurements at 0.25kN. The reason for this was to 
eliminate any ‘toe region’ (non-linear, low and increasing stiffness region) in the load-extension 
curve, which may have been present if load was applied from zero. The whole test was repeated 
three times with complete dismantlement between tests. Tests were also carried out on separate 
days to maximise the chance of environmental condition variation. 
 
Figure 5.20 Final test protocol for in vitro validation experiment 
5.2.12 Data processing 
MATLAB was used to process all the recorded test data. 
5.2.12.1 Load displacement data 
The data recorded by the loading machine was used to verify that the intended loading was applied 
over the intended time scales. The raw data was exported, inspected and compared to the test 
protocol. The loading used for all runs is shown in Figure 5.21. The points at which measurements 
were taken are marked as A and B. 
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Figure 5.21 Loading sequence for in vitro validation experiment 
5.2.12.2 Strain data 
Six individual runs were carried out (three for each position of the digitizing arm). This provided 
six sets of strain data for each of the fifteen gauges. The strain reported was the difference in strain 
between points A and B (on Figure 5.21).  
It is clear from the data (Table 5.1) that the standard deviation of the strain data is of the same order 
as the lower recorded strains (less than 50 microstrain), therefore the accuracy of the lower strain 
measurements is not considered to be reliable. The reason for this ‘noise’ is most likely interference 
from the data collection system and other electrically powered pieces of equipment in the vicinity.  
Pre-cycling Held at 0.25kN for 20 minutes Held at 2.0kN for 20 minutes 
A 
B 
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Table 5.1 Experimentally measured microstrains on synthetic pelvis 
 
Gauge Dir. 
Microstrain, 
Run 1 
Microstrain, 
Run 2 
Microstrain, 
Run 3 
Microstrain, 
Run 4 
Microstrain, 
Run 5 
Microstrain, 
Run 6 
Mean (SD) 
microstrain 
1 0° 368.68 383.95 389.93 389.28 391.27 385.95 385 (8.4) 
1 45° * -9.96 19.26 8.64 15.28 15.94 10 (11.7) 
1 90° -323.51 -327.49 -324.85 -331.48 -295.61 -294.29 -316 (16.7) 
2 0° 565.99 575.29 571.30 629.75 585.91 577.95 584 (23.2) 
2 45° 368.68 383.95 389.93 389.28 391.27 385.95 385 (8.4) 
2 90° -405.89 -408.54 -405.23 -405.89 -406.55 -413.86 -408 (3.2) 
3 0° 14.61 11.29 13.29 17.27 6.64 13.29 13 (3.6) 
3 45° 27.23 26.57 29.89 39.86 15.94 27.90 28 (7.6) 
3 90° 17.93 21.26 23.25 33.88 14.62 31.88 24 (7.6) 
4 0° 95.00 94.33 96.32 101.64 96.99 104.96 98 (4.2) 
4 45° 41.84 37.86 40.52 45.84 37.86 47.83 42 (4.1) 
4 90° 152.13 155.45 158.77 158.78 146.15 153.46 154 (4.8) 
5 0° -107.62 -104.95 -108.28 -95.66 -108.94 -104.96 -105 (4.9) 
5 90° 51.81 54.47 38.53 54.47 33.21 30.57 44.0 (11.0) 
6 - 32.72 44.31 33.65 38.64 42.27 29.17 36.8 (5.91) 
* Error in reading – the readings of these gauges did not reflect the loading situation, so were removed 
 
The control gauge (number six in Table 5.1) registered a mean value of 37 microstrain. This gauge 
was deliberately attached in an area of predicted low strain to further verify the strain gauging 
process; thus the low measurement contributes further to the strain verification. 
In the locations where all three gauges in the rosette were connected, the principal strains and their 
directions were calculated using the following formulas, rearranged from Johnson (1986): 
2
9045
2
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2
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2
εεεε
εε
ε −+−+
+
=    Equation 5.3 
2
9045
2
450
900'
min )()(
2
1
2
εεεε
εε
ε −+−−
+
=    Equation 5.4 
Where: 
 ε’max = maximum principal strain 
 ε’min = minimum principal strain 
 ε0 = strain from gauge orientated at 0° 
 ε45 = strain from gauge orientated at 45° 
 ε90 = strain from gauge orientated at 90° 
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Where: 
 φ’max = angle between direction of maximum strain and position of gauge at 0° 
 φ’min = angle between direction of minimum strain and position of gauge at 0° 
5.2.12.3 Digitized point data 
The raw point data was first processed to collate all point information for a single marker together. 
Three sets of point data at points A and B (in Figure 5.21) were available, from the three runs. Each 
set contained three measurements, the mean of which was used. For each set of data, the 
displacement in three directions was calculated as the difference between mean data values at point 
B and point A (Table 5.3). The location of each displacement was referenced back to the pelvic 
surface mesh using the previously described digitizing algorithm (Section 5.2.3.2).   
Markers at the four sacroiliac pins provided information on global movement occurring at the 
support. The pins did not move relative to each other. The global movement in the experiment was 
of the order of 1mm, and is reported for each pin in Table 5.2. Global movement at the pins was 
only measured in one single run, therefore there is only data reported for this run. This may be a 
result of deformation of the support itself, movement at the attachment between the pins and the 
support itself or movement of the clamp securing the support to the base. The global movement 
(translational only) was removed from the displacement data in Table 5.3. 
Table 5.2 Global movement at fixture of experimental rig (mean values over three runs) 
Pin number 
Medial-lateral 
movement,  mm 
Inferior-superior 
movement, mm 
Anterior-posterior 
movement, mm 
1 -0.0758 -0.307 -0.350 
2 0.117 0.0260 -0.521 
3 0.111 0.0954 -0.329 
4 -0.0591 -0.301 -0.215 
Table 5.3 Experimentally measured displacements on synthetic pelvis 
Marker Displacement, mm. Run 1 Displacement, mm. Run 2 Displacement, mm. Run 3 Mean (SD) displacement 
1 2.223 * 2.122 2.172 (0.050) 
2 2.084 2.062 * 2.073 (0.011) 
3 1.019 1.000 1.043 1.021 (0.022) 
4 1.260 1.202 1.232 1.231 (0.029) 
5 0.930 0.922 0.949 0.934 (0.014) 
6 1.594 1.578 1.615 1.596 (0.019) 
7 0.623 0.633 0.664 0.640 (0.021) 
8 1.228 1.218 1.256 1.234 (0.020) 
9 2.226 2.202 2.241 2.223 (0.020) 
10 1.015 1.004 1.047 1.022 (0.022) 
11 1.730 1.707 1.745 1.727 (0.019) 
12 2.659 2.617 2.634 2.637 (0.021) 
13 1.508 1.482 1.513 1.501 (0.017) 
14 2.379 2.342 2.364 2.362 (0.019) 
15 2.177 2.131 2.159 2.156 (0.023) 
16 2.037 2.003 2.024 2.021 (0.017) 
17 2.587 2.547 2.554 2.563 (0.021) 
18 2.745 * 2.665 2.705 (0.040) 
19 2.522 2.474 2.489 2.495 (0.025) 
20 2.488 2.453 2.467 2.469 (0.018) 
21 2.481 2.434 2.449 2.455 (0.024) 
22 2.500 2.452 2.470 2.474 (0.024) 
23 2.593 2.553 2.558 2.568 (0.022) 
24 * 2.674 2.667 2.671 (0.004) 
25 2.815 2.759 2.757 2.777 (0.033) 
26 2.702 * 2.639 2.671 (0.032) 
27 2.688 2.685 2.666 2.680 (0.012) 
28 2.689 * 2.701 2.695 (0.006) 
29 2.814 2.688 2.704 2.735 (0.069) 
30 2.548 2.430 2.445 2.474 (0.064) 
31 2.775 2.651 2.659 2.695 (0.069) 
32 2.824 2.700 2.697 2.740 (0.072) 
33 2.763 2.635 2.666 2.688 (0.067) 
34 2.399 2.275 2.301 2.325 (0.065) 
35 2.374 2.253 2.266 2.298 (0.066) 
36 2.536 2.529 0.000 2.532 (0.004) 
37 2.190 2.097 2.115 2.134 (0.049) 
38 1.056 1.025 1.029 1.037 (0.017) 
39 2.543 2.470 * 2.507 (0.036) 
40 1.123 1.156 * 1.140 (0.016) 
41 2.345 2.253 2.247 2.282 (0.055) 
42 1.501 1.518 * 1.510 (0.009) 
43 2.791 2.694 2.682 2.722 (0.060) 
44 1.839 1.751 1.774 1.788 (0.046) 
45 2.478 2.374 2.374 2.409 (0.060) 
46 * 1.885 1.985 1.935 (0.050) 
47 2.317 2.206 * 2.261 (0.056) 
48 2.219 * 2.202 2.210 (0.008) 
49 2.584 2.459 * 2.522 (0.063) 
50 2.576 2.453 2.486 2.505 (0.064) 
51 2.786 2.663 2.670 2.706 (0.069) 
52 2.760 2.633 2.644 2.679 (0.070) 
53 2.668 2.619 2.628 2.638 (0.026) 
54 2.670 2.623 2.637 2.643 (0.024) 
55 2.687 2.649 2.655 2.664 (0.020) 
56 2.740 2.698 2.699 2.712 (0.024) 
57 2.812 2.756 2.763 2.777 (0.031) 
58 2.893 2.843 2.843 2.860 (0.029) 
59 2.936 2.890 2.883 2.903 (0.029) 
60 2.957 2.895 * 2.926 (0.031) 
61 2.922 2.877 2.865 2.888 (0.030) 
62 2.935 2.813 2.807 2.852 (0.072) 
* Missing measurements owing to human digitizing error 
The agreement in displacement measured between the three runs is good, as the deviation in 
displacements is of a much lower magnitude than the measured values. Plotting the standard 
deviation over the pelvic surface (Figure 5.22) shows that the highest deviations occur towards the 
base of the pelvis (at the top of the figure). This area is the location with the most restricted access 
in the experimental set-up, leading to non-normal probing of the surface markers. Probing normal 
to the surface is advised by FARO to obtain the most accurate and repeatable results. 
 
 
Figure 5.22 Standard deviation of marker displacement, mm. Arrow indicates direction of loading, crosses indicate 
fixation 
5.2.12.4 Global movement 
The presence of movement at the support suggests that there may be uncertainties associated with 
the pelvic displacement data, despite attempted removal of global movement. To compensate for 
this, a further result, pelvic deformation, was calculated from the displacement data. The 
deformation measurement represents the relative deformation of the pelvis independent of absolute 
spatial movement. To provide full field deformation data, ‘strain envelopes’ (the difference between 
maximum and minimum principal strain) were calculated for areas between marker points. The 
resulting strain envelopes aren’t actually surface strains on the bone, but indications of the 
deformation between given points. Explanation of how the deformation was derived from point 
data is given in Figure 5.23 and the algorithm can be found in Appendix A.1.5. 
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Figure 5.23 Deformation algorithm to calculate pelvic deformation from marker point data 
5.2.13 Results 
The processed data was collated into figures communicating the pelvic strain (magnitude and 
direction) at discrete points, the full field displacement (magnitude and direction), pelvis 
deformation (magnitude only) and the rim micromotion (magnitude and direction). 
5.2.13.1 Maximum principal strain 
 
Figure 5.24 Maximum principal microstrain, magnitude and direction on synthetic pelvis. Arrow indicates direction of 
loading, crosses indicate fixation 
 
The principal strains were available for four gauges, surrounding the cup and behind the 
acetabulum (Figure 5.24). The measured microstrain shows the highest tensile strain, 
590 microstrain, was measured directly below (in the test set-up) the area of load application in the 
INPUTS 
 
1. Marker point position Data  
2. Displacement at marker points 
 
DIGITIZER 
Remove all marker points with a 
standard deviation of recorded 
displacements higher than 50 microns. 
 
MATLAB 
Create a large triangular element mesh 
between the marker points and record 
the element centroids. 
 
RHINO 
For each triangular element, calculate 
2D deformation, and thus maximum and 
minimum principal strains. 
 
MATLAB 
OUTPUTS 
 
1. ‘Principal strains’ at element centroids 
 
590 
386 29 215 
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cup. The lowest tensile strain, 29 microstrain, was measured above (in the test set-up) the area of 
load application. This is logical to interpret. 
The tensile strains measured around the rim of the cup are directed parallel to the rim. This 
suggests that the press-fitted cup may be causing the rim of the acetabulum to expand. This may 
indicate that the cup is settling further into the pelvis under loading, but that the level of press-fit 
and frictional conditions at the cup-pelvis interface are not adequate to retain the cup in its fully 
seated position. 
5.2.13.2 Minimum principal strain 
 
Figure 5.25 Minimum principal microstrain, magnitude and direction on synthetic pelvis. Arrow indicates direction of 
loading, crosses indicate fixation 
 
The minimum measured principal strains are shown for four gauges (Figure 5.25). As with the 
maximum principal strains, the magnitude is highest (413 microstrain) when directed below the 
applied load. The two gauges above the point of load application measure only positive strains, 
suggesting the pelvis is in pure tension at these points. The direction of the compressive principal 
strains is perpendicular to the rim and primarily in the direction of load application. 
Only two of the three gauges in the rosette underneath the cup were correctly functioning, so 
correct principal strain could not be calculated at this point. The measured strains were -105 and 
-235 microstrain, suggesting that the gauge under the cup was in pure compression and under 
moderately high strains. 
37 7 
-413 
-317 
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5.2.13.3 Displacement 
        
 
 
Figure 5.26 Magnitude (above) and direction (below) of displacement at discrete points on synthetic pelvis, mm (arrows 
indicate direction but are not to scale). Large arrow indicates direction of loading, crosses indicate fixation 
The displacement over the pelvis ranged from 0 to 2.5mm (Figure 5.26), demonstrating 
considerable deformation in places. The highest displacements occurred near the cup, the point of 
load application. The direction of displacement is also shown. The pelvis appears to be moving 
perpendicular to a line between the points of fixation and load application, as might a cantilever. 
The discretised points of measured displacement were interpolated (MATLAB) over the whole 
pelvic surface (Figure 5.27) demonstrating the increase in deformation towards the acetabulum. 
This was achieved by assigning a displacement to each node on the CT-based pelvis mesh based on 
the displacement at the nearest measured points to that node. 
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Figure 5.27 Interpolated displacement on synthetic pelvis, mm. Arrow indicates direction of loading, crosses indicate 
fixation 
The interpolation was only carried out over the surface of the pelvis, thus the detail inside the 
acetabulum should not be considered accurate. 
5.2.13.4 Deformation 
 
 
Figure 5.28 Deformation of synthetic pelvis from marker point data, in microstrain. Arrow indicates direction of 
loading, crosses indicate fixation 
The ‘strain envelope’ (the difference between maximum principal strain and minimum principal 
strain) calculated from the marker point displacement data was used as a measure of pelvic 
deformation, as shown in Figure 5.28. Only the marker points with a standard deviation of less than 
five microns in the recorded data were used, hence there is no deformation data inferior to the 
acetabulum (at the top of the figure). The data was interpolated (MATLAB) over the whole pelvic 
surface, Figure 5.29, using the same method as for the full-field displacement; though as no data 
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was available inferior to or within the acetabulum, the results here should not be considered 
accurate. The figures clearly show an area of high deformation around the sciatic notch, below and 
behind the loaded acetabulum. The sacroiliac joint, where the pelvis is fixed to the support, is 
shown to be an area with comparatively low deformation. 
 
 
Figure 5.29 Interpolated deformation on synthetic pelvis, microstrain. Arrow indicates direction of loading, crosses 
indicate fixation 
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5.2.13.5 Micromotion 
 
 
 
Figure 5.30 Magnitude (above) and direction (below) of cup-rim micromotion, mm (arrows indicate direction but are 
not to scale). Large arrow indicates direction of loading, crosses indicate fixation. Lateral view (left) and superior view 
(right) 
Micromotion was measured between the cup and the rim of the acetabulum (Figure 5.30). The 
reported values are the relative movement between each marker point on the cup rim, and the 
nearest marker point on the acetabular rim. Markers were deliberately added in pairs to provide an 
acetabular rim marker as near as possible to each cup rim marker. Most micromotion occurred in 
the range of 200-300µm. This is an order of magnitude higher than the standard deviation across 
the repeated measurements (Section 5.2.12.3); the results should therefore be considered to have a 
reasonable accuracy. A ‘scooping’ mechanism can be observed with the cup sliding over and 
outward superior to the acetabulum, just below the area of load application and inward, toward the 
acetabulum above the area of load. The whole cup also appears to be moving anteriorly within the 
pelvis. 
5.2.14 Discussion 
Strain, displacement, deformation and micromotion measurements have been recorded from a 
synthetic pelvis undergoing maximal normal walking loading. Measurements were taken between 
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250N and 2kN loads (Figure 5.21), thus the reported values are the change in strain, displacement 
and micromotion between these two loads. In an elastic analysis this can be assumed to be the same 
value as those measured under an applied load of 1.75kN. 
5.2.14.1 Strain 
The maximum principal strains measured were between 29 and 590 microstrain, and the minimum 
between 0 and -413 microstrain. A number of studies have been published in the literature to 
measure pelvic strain under single leg stance or maximal normal walking load, and are detailed in 
Section 2.2. Whilst there are a variety of boundary conditions, cup types and obvious specimen 
differences when cadaveric pelvises are used, the maximum and minimum measured strains were 
considered a worthy comparison and are detailed in Table 5.4. All strains reported in the literature 
were adjusted linearly to provide an estimate of the strain which would have been recorded under a 
comparable load of 1.75N. 
Table 5.4 Pelvic strain values reported in the literature, adjusted to represent loading of 1.75kN 
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Current study 1.75 590 
Ilium, near 
superior 
acetabular 
rim 
413 
Ilium, near 
superior 
acetabular 
rim 
1 590 413 
Dalstra (1993) 0.6 162 
Ilium, near 
superior 
acetabular 
rim 
265 
Behind the 
acetabulum 
2.92 473 773 
Anderson et al. (2005) 0.559 250 - 375 - 3.13 783 1174 
Kluess et al. (2009) 1.8 - - 
600 - 
875 
Ilium, near 
superior 
acetabular 
rim 
1.03 - 
583 - 
851 
Lionberger et al. 
(1985) 
1.336 500 
Ilium, near 
superior 
acetabular 
rim 
900 
Ilium, near 
posterior 
acetabular 
rim 
1.31 655 1179 
Bay et al. (1997) 2.265 900±150 
Ilium, near 
superior 
acetabular 
rim 
800±150 
Ilium, near 
superior 
acetabular 
rim 
1.29 695±116 618±116 
 
The measured strains in this study were clearly of a similar order to those found in the other studies 
and the maximum strain regularly occurred at the same location. The synthetic pelvis has a constant 
stiffness in the outer cortical bone which could arguably be considered to provide a higher all round 
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stiffness than a cadaver with varying stiffness, especially when considering that most of the 
cadaveric specimens used in the above studies were over 65 years old and likely to have lower than 
average stiffness. A stiffer material will naturally exhibit lower strains; this may explain the fact 
that the strains reported here appear slightly lower than those published in the literature.  
None of the published studies used a press-fit acetabular implant (all hips were either natural or had 
cemented implants). The press-fitting of the implant is likely to pre-strain the acetabulum. In vitro 
work by Massin et al. (1996) reported pre-tension of between 100 and 700 microstrain along the 
acetabular rim, which would naturally reduce the measured compressive strains at this point under 
load. This may explain why the maximum compressive strain is lower than the maximum tensile 
strain, unlike most of the other studies.  
No reporting of strain direction was found in the literature. The directions measured in the study 
confirm the theoretical system of a pre-tensioned acetabular rim under a vertical compressive load. 
5.2.14.2 Displacement and deformation 
The full field displacement of the pelvis is much more dependent on the boundary condition and 
loading situation used than the strain and micromotion measurements. There are therefore no 
relevant comparisons to make in the literature. The direction of measured displacement and areas 
of high deformation both represent well the structural situation. The displacement reflects the 
overall moment applied to the system owing to the offset between the load and point of support. 
The direction of the load within the pelvis appears to be causing deflection of the pelvis 
perpendicular to a line between load and support, along with a squashing, shown by the high 
deformation at the sciatic notch (Figure 5.31). 
  
Figure 5.31 Comparison of pelvic displacement and deformation with a cantilever. Underlying figures showing 
experimental displacement (center) and deformation (right) 
= + 
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5.2.14.3 Micromotion 
Measured micromotions were between 69 and 318µm; while the directions varied greatly, most 
were within 200-250µm. A range of measurement methods are used in the literature to measure in 
vitro cementless acetabular cup micromotion (Section 2.2). The measured micromotions were 
compared to these studies (Table 5.5); values were adjusted to estimate the micromotions which 
would have been measured under a load of 1.75kN. 
Table 5.5 Cementless acetabular cup micromotions reported in the literature, adjusted to represent loading of 1.75kN 
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Current study 
Digitizing 
arm 
All directions 1.75kN 318 
Inferior acetabular 
rim 
1 318 
Perona et al. 
(1992) 
Eddy 
current 
transducer
s 
Perpendicular to 
plane of cup rim 
2.354kN 162±90 
Superior-posterior 
acetabular rim 
1.35 120±67 
(Won et al., 1995) LVDT 
Parallel to plane 
of cup rim 
1.5kN 51±27 
Inferior acetabular 
rim 
1.17 60±27 
Kwong et al. 
(1994) 
Two 
motion 
pins 
‘Lateral tilt’ 890N 35.3±34.3 Cup rim 1.97 69.4±67.4 
 
The maximum measured micromotion in the current study appeared to be much higher than any 
reported in the literature. All three previous studies above were conducted on cadavers, hence the 
large spread of results. The interface conditions between a synthetic and cadaveric sample could be 
very different, thus a reasonable level of variation is expected. The three methods used in the 
reported studies provide a limited amount of information as measurements were only taken at two 
or three discrete points. Also, each method was only able to measure motion in a certain direction. 
The micromotion captured in the current study (Figure 5.30) clearly shows the resulting movement 
as being neither in or perpendicular to the plane of the cup rim, thus it is likely that measurements 
in these two planes would underestimate the actual micromotion. The evidence of tensile rim 
strains (Figure 5.24) also suggests that the cup maybe undergoing further seating in the loading 
process which is being recovered during unloading: this may further account for the larger 
measured micromotions if such a scenario was not present in the reported studies.  
5.2.15 Conclusion 
Strain, displacement, deformation and cup-rim micromotion have been measured on a synthetic 
pelvis under the maximum load occurring in normal walking. Thorough verification of all 
 160 
measuring techniques used and a good agreement with similar previous in vitro experiments 
indicate the validity of the measurements. The loading will be replicated on a 3D model of the 
same pelvis and the experimental results compared to those provided by the analysis. 
5.3 FE analysis 
The in vitro experiment carried out on the synthetic hemi-pelvis was used to validate an FE model 
replicating the same test set-up. One of the main aims of the experimental comparison was to 
ascertain the more accurate material property assignment method so that this could be used in 
further FE factor analysis (Chapter 6). 
The output parameters used for comparison were those which were measured in the experiment: 
displacement; micromotion and principal strains. 
5.3.1 Model description  
The sensitivity analysis in Chapter 4 highlighted a number of factors which have a high impact on 
FE analysis results. These were used to create a range of FE models and an envelope of solutions 
within which the experimental solution could be found. The input factors which were highlighted 
in Section 4.5.6 as having a high impact on micromotion and principal strains were: subject 
geometry; material property assignment method; interference fit; and friction at the cup-bone 
interface. Though potentially unknown in a general FE analysis, some of the parameters mentioned 
were known in the experiment. These are: subject geometry and interference fit.  
A range of models were created with varying friction values at the cup-bone interface and 
alternative methods of material property assignment. The basic FE set up is shown in Figure 5.32. 
 161 
 
Figure 5.32 FE model set up. Front (left) and back (right), crosses indicate boundary conditions 
5.3.1.1 Mesh generation 
Two meshes were generated from the synthetic hemi-pelvis. The first was generated using the 
method described in Section 3.3.1 to produce a 4-noded tetrahedral mesh with 200,000 elements. 
The density of elements was chosen based on the convergence study detailed in Section 4.5.1.3; 
though as the whole pelvis was an area of interest, the higher density meshing in the acetabulum 
was used throughout the pelvis. 
The second mesh was generated using the method detailed in Section 4.5.2.2 to produce a 4-noded 
tetrahedral trabecular bone mesh with a cortical shell 3-noded triangular mesh layer with varying 
thickness. A modified version of the original algorithm was used. As discussed in Section 4.5.5, the 
existing method of assigning homogenous material properties may be improved by removing the 
thin cortical shell underneath the implanted cup to better represent the reamed cavity. This was 
implemented by removing all shell elements within the reamed acetabulum. 
Further meshes were generated for the cup and femoral head. Engineering drawings received from 
Finsbury Orthopaedics were used to generate the 3D model, and tetrahedral mesh of the cup. The 
modular head was represented as a perfect sphere with a diametrical clearance of 350µm with 
respect to the cup, as explained in Section 4.5.1.4. Both cup and head were meshed with ‘modified’ 
10-noded tetrahedral elements, to the same density as those used in the previous sensitivity analysis 
(Section 4.5.1.3).  
5.3.1.2 Material property assignment 
The synthetic hemi-pelvis used in the in vitro experiment comprised two different materials, the 
properties of which are detailed in Section 5.3.2. For the tetrahedral heterogeneous mesh, the 
Support at pins 
Acetabular cup Femoral head 
1750N 
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greyscale values were separated into two discrete groups and assigned the correct properties as 
appropriate. The epoxy resin was assigned a stiffness modulus of 10GPa (Section 5.3.2.2) and the 
polyurethane foam a stiffness modulus of 155MPa (Section 5.3.2.1). Both materials were assigned 
an average Poisson’s ration of 0.3. In the case of the homogenous mesh, the tetrahedral mesh was 
assigned the ‘trabecular’ foam properties and the varying thickness triangular shell mesh, the 
‘cortical’ resin properties. 
The acetabular cup and femoral head were assigned the material properties of Cobalt Chrome: 
Young’s Modulus of 210GPa and Poisson’s ratio of 0.3 (Davies, 2003). 
5.3.1.3 Geometry 
Each mesh was orientated into the same position as the hemi-pelvis in the experimental set up 
using data provided by the digitizing arm and methods outlined in Section 5.2.3.2. The meshes, 
generated from CT-based images before reaming had been undertaken were updated to include the 
reamed acetabulum. 
5.3.1.4 Boundary conditions 
The test set-up was designed to rigidly fix the synthetic hemi-pelvis at the pubic symphysis and 
sacroiliac joint. The conditions at the support were monitored with the digitizing arm throughout 
the experiment, and a small amount of global movement was observed (see Section 5.2.12.3). An 
attempt was made to remove the global movement from all displacement data, using the data 
measured at the supports. Upon initial test FE simulations large differences in pelvic movement 
between the experimentally measured data and that predicted were found. There are potentially 
large errors involved in removing global movement from the whole pelvis system; as the errors 
increase with distance from the point of measurement. Added to this, the four support pins at which 
the measurements were taken were practically in plane. It was decided that a more accurate 
comparison between experimental and FE predicted results would be achieved if the global 
movement at supports was input into the FE model and the results compared to the original 
experimental data, without the removal of any global movement. 
The movement at the four support pins, labelled in Figure 5.33 and listed in Table 5.6. 
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Figure 5.33 Labelling of support pins on synthetic pelvis 
Table 5.6 Displacement at boundary support pins 
Pin number 
Medial-lateral 
movement,  mm 
Inferior-superior 
movement, mm 
Anterior-posterior 
movement, mm 
1 -0.0758 -0.307 -0.350 
2 0.117 0.0260 -0.521 
3 0.111 0.0954 -0.329 
4 -0.0591 -0.301 -0.215 
 
The support pins are not directly on the pelvic surface; the measurements were taken at the ends of 
the pins, furthest away from the point of connection to the pelvis. To account for this, the 
translation at each pelvis node touching the pin was extrapolated back from the point of 
measurement. This was achieved by running an FE analysis modelling only the four pins, 
connected together with steel (E=210GPa) bar elements. The four pins were displaced according to 
the data in Table 5.6, representing their movement in the experiment. The data at each point on the 
pin which was connected to the pelvis in the experiment was then extracted and used to inform the 
final FE model. In the final model, every node on the pelvic mesh which represented a point which 
was connected to a pin in the experiment was then displaced by the relevant magnitude and 
direction that was observed in the output of the FE pin model.  
5.3.1.5 Cup and head 
The interference fit between cup and pelvis was resolved in a preliminary step in the analysis. The 
placement of the cup was replicated using the digitizing methods described in Section 5.2.3.2.  
The spherical head was placed inside the cup and frictionless sliding contact was defined at their 
interface. Although the experimental conditions between the cup and head weren’t measured, the 
findings in Chapter 4 indicated a low sensitivity of all output responses to the friction coefficient at 
this interface. 
1 
2 
4 
3 
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5.3.1.6 Contact conditions 
A hard contact was defined between the cup implant and bone. A range of tangential frictional 
coefficients were applied to the cup-bone interface, generating a number of models. The frictional 
coefficient was unknown, although it was observed that the implanted cup in the acetabulum could 
withstand a reasonable amount of torque when the impaction instrument was attached to it. Based 
on this, the coefficient of friction was estimated to be at least 0.5. The five frictional coefficients 
included in the modelling were 0.5, 0.6, 0.7, 0.8 and 0.9. 
5.3.1.7 Loading 
Owing to the use of displacement criteria to describe the boundary conditions, the loading through 
the femoral head was also displacement driven. The vertical displacement of the loading machine 
crosshead was 1.15mm. This was used as an input to displace the femoral head in the FE model, 
representing a vertical loading of 1.75kN; the load difference between points A and B (Figure 5.21) 
at which all measurements were taken experimentally. The femoral head was only constrained 
vertically, and was free to move in all other directions, replicating the sliding surface between 
loaded and femoral head. 
5.3.1.8 Analysis steps 
The complex situation presented by the interference fit necessitated the analysis being carried out 
across four analysis steps: impaction; relaxation; orientation; loading. 
Impaction 
The cup is press-fitted into the pelvis over the whole step, resulting in the deformation of the 
acetabular bone to accommodate the cup.  
Relaxation 
The constraints are removed and the pelvis and cup allowed to relax. The cup remains in place 
owing to the frictional conditions at the cup-bone interface. 
Orientation 
As the pelvis has been unconstrained during the relaxation step, the whole model is automatically 
reset by orientating back into its starting position, as measured in the experiment. 
Loading 
The load is applied. 
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5.3.2 Material property testing 
The synthetic hemi-pelvis is constructed as a solid polyurethane foam core encased in a short 
fibre-filled epoxy resin shell. The stiffnesses of these two materials are reported by Sawbones 
(Pacific Research Laboratories 2010) to be 155MPa and 16.0-16.7GPa respectively. Test samples 
of both the short fibre filled epoxy resin and polyurethane foam were obtained for material testing 
to confirm the material properties. Each material underwent a standard material testing, in 
accordance with ISO 178 (BSI, 2003) to confirm the Young’s modulus. 
5.3.2.1 Polyurethane foam 
Following the standard test method outlined by ISO 178 a three point bending test was 
implemented on the polyurethane foam. Only four test specimens were available (five are 
recommended). Each specimen was cut to 90x24.7x3mm, to enable a 5mm overhang on either side 
of the testing equipment and 80mm between the supports, as advised.  The test was carried out at a 
rate of 2mm/min as prescribed by ISO 178 for each of the four specimens. One specimen broke 
before achieving the maximum load of 450N. Stiffness was calculated using the standard result for 
the central deflection of a simply supported beam, Equation 5.5, Figure 5.34. 
 
 
 
 
 
Figure 5.34 Analytical model of three point bending test 
 
I
Wl
E
δ48
3
=     Equation 5.5 
Where: 
 E = flexural modulus 
 W = applied load 
 l = distance between supports 
 δ= deflection at load applicators 
 I = second moment of area of test specimen 
l 
W 
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The mean (standard deviation) flexural modulus estimated from the deflection provided by the 
loading machine was 155MPa (1.62). This agrees with the published properties for the 
polyurethane foam. 
5.3.2.2 Short fibre-filled epoxy resin 
Four point bending tests were conducted to ascertain the Young’s modulus of the epoxy resin. Two 
methods were used to measure the stiffness, both of which are reported in Section 5.2.7.4. The 
Young’s modulus of the given sample was found to be 10.0GPa (0.050). This is significantly 
different to that reported by Sawbones (16.0GPa). This indicates that either the testing sample 
received from Sawbones is of a different material, or the properties are quite variable, possibly 
depending on the particular distribution of short fibres in the casting. 
To confirm the true material properties of the epoxy resin used, a synthetic pelvis manufactured in 
the same batch as the one used for the in vitro testing was sliced and a 2mm thick test sample 
obtained for a three point bending test. The specimen size was variable and consisted of both 
material types (Figure 5.35); therefore analytical methods used in Section 5.3.2.1 were not 
applicable. Instead, an FE model was generated to replicate the three point bending test.  
For the experimental three point bending test, the sample was loaded to 10N at a rate of 1mm/min 
with the supports spaced at 50mm. The test was carried out five times; with the first run 
disregarded to allow for ‘bedding in’. The mean (standard deviation) deflection under the line of 
applied load was measured by the testing machine as 1.66mm (0.00861mm).  
 
Figure 5.35 Material test sample obtained from synthetic pelvis 
To create the FE model, the geometry mesh was obtained by scanning the sample on a standard 
photocopying machine with a scale for reference. The thickness was maintained constant at 2mm. 
The geometry was reconstructed in RHINO and meshed with 1400 hexahedral elements. Two FE 
models were created; with epoxy resin moduli input as 10GPa and 16GPa, representing the 
previously measured value and that provided by the manufacturer respectively. The polyurethane 
foam modulus was input as 155MPa and the interfaces with epoxy resin tied. Boundary conditions 
were applied to replicate those in the experimental test. The line of nodes under the load applicator 
96.5mm 
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was displaced by 1.66mm in the loading direction and the resultant force at these nodes recorded. 
Table 5.7 reports the load required to displace the FE models and clearly shows that the model with 
the epoxy stiffness of 10GPa provided a better comparison to the experimental test. This value was 
therefore used in all future models. Previous work has shown the modulus of the cortical layer of 
synthetic femurs provided by Sawbones to be very sensitive to temperature variations; resulting in 
the recommendation to measure material properties in-situ rather than using the values provided by 
Sawbones (Bell et al., 2007).  
Table 5.7 Three point bending result comparisons between experimental test and FE 
Model Displacement, mm Load, N 
Experimental 1.66 10.0 
FE (Ecort=10GPa) 1.66 9.86 
FE (Ecort=16GPa) 1.66 14.6 
5.3.2.3 Material stiffness values 
The stiffness values of the two materials comprising the synthetic hemi-pelvis were found to be 
155MPa for the polyurethane foam inner and 10GPa for the epoxy resin shell, in contrast to the 
reported value of 16GPa. 
5.3.3 Results 
Ten models were constructed, varying frictional coefficient at the cup-bone interface as discussed 
(Section 5.3.1.6) and the method of material property assignment, and are listed in Table 5.8. For 
each output response, a range of results was produced. Rather than reporting the results of each of 
the ten models, the mean and standard deviation were reported to indicate the magnitude and 
variation of the results. As one of the aims of this experimental work is to define which material 
property assignment method yields more accurate results, the output responses are reported 
separately for each method. Sites for comparison were generated on the original FE mesh. Nodes 
were placed in locations matching those with digitised point markers, and gauges were represented 
by a group of 32 triangular elements forming a square. 
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Table 5.8 Details of the ten FE validation models 
Model number Material property assignment Frictional coefficient 
1 Heterogeneous 0.5 
2 Heterogeneous 0.6 
3 Heterogeneous 0.7 
4 Heterogeneous 0.8 
5 Heterogeneous 0.9 
6 Homogenous 0.5 
7 Homogenous 0.6 
8 Homogenous 0.7 
9 Homogenous 0.8 
10 Homogenous 0.9 
 
5.3.3.1 Biomechanical situation 
The analysis results all demonstrated the same fundamental biomechanical situation (Figure 5.36). 
Initial impaction resulted in high stresses on the anterior-superior side of the acetabulum. Stresses 
were reduced somewhat when the impaction load was removed during the ‘relaxation’ step. 
Compressive loading through the femoral head caused stress transfer from the area of load 
application in the cup to the fixed supports at the sacroiliac joint. 
 
Figure 5.36 FE Von Mises stress; unloaded pelvis (left); impacted cup (blue=0, red=500MPa) (center-left); relaxation step 
(blue=0, red=500MPa) (center-right). Vertical loading (representative of 1.75kN), stress difference shown (blue=0, 
red=15MPa) (right) 
5.3.3.2 Match up 
Correlation coefficients were calculated for each output response (strain, deformation and 
micromotion). The correlation coefficient is a measure of the strength of the linear relationship 
between two sets of data. A high correlation coefficient indicates a strong relationship and thus acts 
as an indication of a match between experimental and computational results. Correlation 
coefficients provide an indication of the match up between experimental and computational models 
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in terms of distribution. The mean percentage error between results has been calculated for each 
output response to provide an indication of match up in terms of magnitude. 
5.3.3.3 Principal strains 
Principal strains were calculated from the elements at each gauge site and compared to those 
measured experimentally. Principal strains were calculated by taking the mean directional strains 
across all 32 elements at the gauge site, to produce a single strain tensor, from which principal 
strain magnitudes and directions could be calculated. Homogenous models included a 2D cortical 
mesh and heterogeneous models a 3D mesh; the strains from the heterogeneous models were 
therefore resolved in-plane before the strain tensor was calculated. In the case where one of the 
three gauges on the strain rosette was not functioning (Section 5.2.13), the directional strains at the 
working gauges were calculated from the strain tensor, rather than the principal strains. The mean 
(standard deviation) of maximum and minimum principal strains across the models with varying 
frictional coefficients are reported, for each material property assignment method, in Table 5.9. The 
highest correlation coefficients between experimental and FE model measured strains were 0.95 
and 0.92 (both significant at the p<0.01 level) for models using heterogeneous and homogenous 
material property assignment methods Table 5.11. The comparison between experimental and FE 
principal strains is also plotted in Figure 5.37 to graphically indicate the match up. 
Mean percentage errors of FE predicted results were calculated.  Some of the experimentally 
measured principal strains were below 50 microstrain. It was observed from the raw data 
(Section 5.2.12.2) that this is of the same order as the spread over the different sets of 
measurements; thus it is likely that this is the order of the ‘noise’ in the system. These low strains 
can therefore not be considered accurate; they were not included in the calculation of mean 
percentage error, so as not to distort the results (with very low strains, the percentage errors have 
the potential to be very high). The lowest mean percentage error was 22%, which was achieved 
with a homogenous model with frictional coefficient of 0.5. The lowest mean percentage error on a 
heterogeneous model was 76%, which occurred under a frictional coefficient of 0.7. 
The direction of the principal strains for the experimental and FE models (those with µ=0.5) are 
shown in Figure 5.38 and Figure 5.39. Directions are in good agreement for all gauges; the 
directions in the homogenous model appear a closer match to those measure experimentally that 
those in the heterogeneous model. 
 170 
Table 5.9 Comparison of experimental and FE derived principal microstrains 
   Microstrain from heterogeneous models Microstrain from homogenous models 
Gaug
e no. 
Max/ 
min 
principa
l 
Expt. µ=0.5 µ=0.6 µ=0.7 µ=0.8 µ=0.9 µ=0.5 µ=0.6 µ=0.7 µ=0.8 µ=0.9 
1 Max 386 550 490 515 515 504 389 370 341 342 333 
2 Max 590 607 594 641 678 752 388 372 349 343 331 
3 Max 29.4 109 101 91.2 86.3 79.2 112 107 96.7 91.4 94.4 
4 Max 215 322 319 329 321 321 359 347 334 334 313 
1 Min -317 -625 -614 -582 -572 -534 -223 -211 -189 -191 -186 
2 Min -413 -1140 -1150 -1200 -1270 -1400 -421 -399 -366 -360 -344 
3 Min 7.20 -22.4 -25.2 -15.3 -16.6 -21.3 15.3 21.0 36.4 42.6 34.8 
4 Min 37.4 84.3 91.7 97.1 107 130 290 277 250 248 243 
5 Dir. 1 -105 -322 -299.0 -276 -283 -318 -127 -117 -95.4 -88.4 -77.0 
5 Dir. 2 43.8 0.495 0.523 0.607 0.560 0.533 -0.205 -0.182 -0.146 -0.152 -0.242 
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Figure 5.37 Comparison of FE predicted (x-axis) and experimentally measured (y-axis) principal microstrains. Data 
points from Heterogeneous models are filled, homogenous are outlined. The best match up is highlighted in red, for a 
homogenous model with a frictional coefficient of 0.5 
y=x 
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Table 5.10 Significant correlation coefficients between FE outputs and measured strain responses 
Frictional coefficient 
Correlation coefficients for FE model with 
heterogeneous material property 
assignment (to 2 s.f.) 
Correlation coefficients for FE model 
with homogenous material property 
assignment (to 2 s.f.) 
0.5 0.95 0.91 
0.6 0.95 0.91 
0.7 0.95 0.92 
0.8 0.94 0.92 
0.9 0.93 0.92 
 
Table 5.11 Mean percentage error between FE outputs and measured strain responses 
Frictional coefficient 
Mean percentage error for FE model with 
heterogeneous material property 
assignment (to 2 s.f.) 
Mean percentage error for FE model 
with homogenous material property 
assignment (to 2 s.f.) 
0.5 82% 22% 
0.6 76% 22% 
0.7 76% 24% 
0.8 79% 25% 
0.9 88% 27% 
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Figure 5.38 Comparison of experimental (top) and FE derived maximum principal microstrain directions for models 
with µ=0.5 (models with heterogeneous properties, center and homogenous properties, bottom), microstrain 
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Figure 5.39 Comparison of experimental (top) and FE derived minimum principal microstrain directions for models with 
µ=0.5 (models with heterogeneous properties, center and homogenous properties, bottom), microstrain 
5.3.3.4 Displacement 
The predicted displacement from the FE models was compared directly to the raw displacement 
data from the experiment; not the data with global movement removed, or the deformation data, 
because the movement at the supports was included in the FE analysis.  The values obtained from 
the FE analysis are compared to the experimental values in Table 5.14 and are shown graphically in 
Figure 5.40. The highest correlation coefficients between experimental and computational models 
were 0.98 and 0.97 (significant at the p<0.01 level), for models with heterogeneous and 
homogenous material property assignment respectively (Table 5.12). The FE displacement at the 
measured points in the models with a coefficient of friction of 0.5 was interpolated over the pelvis 
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-420 
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surface (Figure 5.41), repeating the process already carried out for the experimentally measured 
results; the resulting displacement distributions are compared to the experimental data in 
Figure 5.42. Mean percentage errors are listed in Table 5.13; the lowest mean percentage errors 
were 17% and 15% for the heterogeneous and homogenous models. 
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Figure 5.40 Comparison of FE predicted (x-axis) and experimentally measured (y-axis) displacement, mm, separated by 
direction; circle=medial-lateral, square=inferior-superior and diamond=anterior-posterior. Data points from 
Heterogeneous models are filled, homogenous are outlined. The best match up is highlighted in red, for a homogenous 
model with a frictional coefficient of 0.5 
Table 5.12 Significant correlation coefficients between FE outputs and measured displacement 
Frictional coefficient 
Correlation coefficients for FE model with 
heterogeneous material property 
assignment (to 2 s.f.) 
Correlation coefficients for FE model 
with homogenous material property 
assignment (to 2 s.f.) 
0.5 0.97 0.96 
0.6 0.98 0.96 
0.7 0.97 0.96 
0.8 0.98 0.96 
0.9 0.98 0.97 
 
Table 5.13 Mean percentage error between FE outputs and measured displacement 
Frictional coefficient 
Mean percentage error for FE model with 
heterogeneous material property 
assignment (to 2 s.f.) 
Mean percentage error for FE model 
with homogenous material property 
assignment (to 2 s.f.) 
0.5 17% 15% 
0.6 18% 15% 
0.7 19% 17% 
0.8 20% 17% 
0.9 20% 18% 
y=x 
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Table 5.14 Comparison of experimental and FE derived pelvic displacement 
  Displacement from heterogeneous 
models, mm to 3 s.f. 
Displacement from homogenous 
models, mm to 3 s.f. 
Marker Experimental µ=0.5 µ=0.6 µ=0.7 µ=0.8 µ=0.9 µ=0.5 µ=0.6 µ=0.7 µ=0.8 µ=0.9 
1 1.77 1.47 1.63 1.46 1.37 1.45 1.58 1.61 1.35 1.57 1.55 
2 2.32 1.87 2.04 1.85 1.69 1.83 1.97 2.02 1.66 1.96 1.94 
3 2.10 1.79 1.92 1.77 1.59 1.75 1.86 1.90 1.57 1.85 1.83 
4 2.08 1.78 1.93 1.76 1.58 1.74 1.87 1.91 1.56 1.86 1.84 
5 2.08 1.85 1.99 1.82 1.63 1.81 1.93 1.97 1.60 1.92 1.90 
6 2.11 1.85 2.00 1.83 1.65 1.82 1.93 1.97 1.62 1.92 1.90 
7 2.22 1.95 2.09 1.92 1.73 1.91 2.02 2.06 1.69 2.01 1.99 
8 2.35 2.05 2.17 2.02 1.79 2.00 2.10 2.14 1.76 2.08 2.06 
9 2.46 2.13 2.21 2.09 1.83 2.07 2.14 2.18 1.80 2.13 2.11 
10 2.36 2.06 2.09 2.02 1.75 2.01 2.02 2.06 1.72 2.01 1.99 
11 2.36 2.06 2.05 2.03 1.71 2.01 1.99 2.03 1.68 1.98 1.96 
12 2.30 1.95 2.05 1.92 1.71 1.90 1.98 2.02 1.68 1.97 1.95 
13 2.34 1.88 1.94 1.85 1.65 1.84 1.88 1.92 1.62 1.87 1.85 
14 2.08 1.70 1.71 1.68 1.46 1.67 1.67 1.69 1.44 1.66 1.64 
15 2.33 1.97 1.91 1.94 1.60 1.92 1.86 1.89 1.58 1.85 1.83 
16 2.40 2.06 2.01 2.02 1.68 2.01 1.96 1.99 1.65 1.95 1.94 
17 2.29 1.72 1.72 1.70 1.45 1.68 1.66 1.70 1.43 1.65 1.63 
18 1.93 1.55 1.39 1.53 1.24 1.52 1.36 1.38 1.21 1.36 1.35 
19 1.93 1.69 1.47 1.66 1.31 1.65 1.45 1.46 1.28 1.45 1.44 
20 2.20 1.99 1.77 1.95 1.53 1.93 1.73 1.75 1.48 1.73 1.72 
21 1.14 1.13 1.15 1.12 1.03 1.11 1.12 1.14 1.02 1.12 1.11 
22 2.44 2.09 2.16 2.05 1.78 2.03 2.09 2.13 1.75 2.08 2.06 
23 1.39 1.25 1.30 1.24 1.14 1.23 1.26 1.29 1.13 1.26 1.25 
24 2.11 1.89 1.84 1.86 1.55 1.84 1.79 1.82 1.51 1.79 1.77 
25 1.55 1.37 1.36 1.36 1.19 1.35 1.33 1.35 1.18 1.32 1.31 
26 1.88 1.47 1.62 1.46 1.36 1.45 1.57 1.61 1.34 1.56 1.54 
27 1.90 1.78 1.61 1.75 1.39 1.73 1.58 1.59 1.36 1.58 1.57 
28 2.13 1.65 1.74 1.63 1.46 1.61 1.68 1.72 1.44 1.67 1.66 
29 2.11 1.57 1.57 1.55 1.33 1.54 1.52 1.55 1.32 1.50 1.49 
30 2.33 1.84 1.79 1.81 1.51 1.79 1.74 1.77 1.49 1.73 1.72 
31 2.30 1.85 1.89 1.83 1.62 1.81 1.84 1.87 1.58 1.83 1.81 
32 2.25 1.85 1.98 1.82 1.63 1.81 1.92 1.96 1.61 1.91 1.89 
33 2.26 1.85 2.00 1.81 1.61 1.81 1.94 1.98 1.60 1.92 1.91 
34 2.29 1.89 2.03 1.86 1.66 1.85 1.97 2.01 1.63 1.96 1.94 
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2.35 1.93 2.07 1.90 1.71 1.89 2.01 2.05 1.67 1.99 1.97 
36 2.43 1.97 2.11 1.94 1.74 1.93 2.04 2.08 1.71 2.03 2.01 
37 2.53 2.07 2.18 2.04 1.81 2.03 2.12 2.16 1.78 2.10 2.08 
38 2.58 2.12 2.20 2.09 1.83 2.07 2.13 2.17 1.81 2.12 2.10 
39 2.60 2.10 2.16 2.06 1.81 2.05 2.09 2.13 1.78 2.08 2.06 
40 2.56 2.07 2.07 2.04 1.71 2.02 2.01 2.04 1.70 2.00 1.98 
41 2.51 2.07 2.04 2.04 1.69 2.02 1.99 2.02 1.67 1.98 1.96 
42 2.40 1.96 1.92 1.93 1.60 1.91 1.86 1.90 1.59 1.86 1.84 
43 0.64 0.75 0.87 0.75 0.81 0.74 0.86 0.87 0.81 0.86 0.86 
44 0.84 0.86 0.90 0.86 0.83 0.85 0.89 0.90 0.83 0.88 0.88 
45 0.84 0.66 0.78 0.66 0.69 0.66 0.75 0.77 0.68 0.75 0.74 
46 1.44 1.01 1.27 1.01 1.05 1.00 1.23 1.26 1.03 1.22 1.21 
47 0.28 0.58 0.63 0.58 0.61 0.58 0.63 0.63 0.61 0.63 0.63 
48 1.02 0.88 1.02 0.87 0.90 0.87 1.00 1.01 0.89 0.99 0.98 
49 2.01 1.54 1.87 1.52 1.50 1.51 1.80 1.85 1.46 1.79 1.77 
50 0.66 0.73 0.84 0.73 0.79 0.73 0.83 0.84 0.78 0.83 0.82 
51 1.47 1.26 1.47 1.25 1.23 1.24 1.43 1.46 1.21 1.42 1.40 
52 2.43 1.92 2.17 1.89 1.74 1.87 2.10 2.15 1.70 2.08 2.06 
53 1.15 1.11 1.22 1.10 1.07 1.10 1.19 1.21 1.06 1.18 1.17 
54 2.10 1.74 1.96 1.72 1.60 1.70 1.89 1.94 1.56 1.88 1.86 
55 1.67 1.51 1.64 1.49 1.38 1.48 1.59 1.62 1.36 1.58 1.56 
56 2.29 1.93 2.08 1.90 1.70 1.89 2.01 2.06 1.67 2.00 1.98 
57 1.97 1.43 1.72 1.41 1.39 1.40 1.66 1.70 1.35 1.64 1.62 
58 0.93 0.72 0.82 0.72 0.74 0.72 0.80 0.81 0.73 0.79 0.79 
59 2.34 1.82 2.06 1.79 1.65 1.77 1.98 2.03 1.61 1.97 1.95 
60 0.88 0.82 0.86 0.82 0.80 0.81 0.85 0.86 0.80 0.85 0.85 
61 2.05 1.75 1.89 1.72 1.55 1.71 1.83 1.87 1.51 1.81 1.80 
62 1.77 1.47 1.63 1.46 1.37 1.45 1.58 1.61 1.35 1.57 1.55 
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Figure 5.41 Comparison of experimentally measured displacement, mm (top); that measured from FE with 
heterogeneous material properties (center); and that measured from FE with homogenous material properties (bottom) 
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Figure 5.42 Comparison of experimentally measured displacement directions (top); those measured from FE with 
heterogeneous material properties (center); and those measured from FE with homogenous material properties 
(bottom) (arrows not to scale). Lateral view (left) and superior view (right) 
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5.3.3.5 Micromotion 
Micromotion was measured from the FE analysis results at the same relative points on the pelvis 
and cup as were used in the experimental study. The magnitude of micromotion is compared for 
both material property assignment methods in Table 5.15; and graphically in Figure 5.43. 
Correlation coefficients were calculated over the 32 directional micromotions (three translational 
directions for each marker) (Table 5.16). The highest correlation coefficients were 0.96 and 0.94 
(significant at the p<0.01 level) for models with heterogeneous and homogenous material property 
assignment methods respectively, both occurring when the coefficient of friction was set to 0.5. The 
lowest mean percentage error was 30% for both homogenous and heterogeneous models 
(Table 5.16). Directional comparisons of micromotion are shown in Figure 5.44, for models with a 
frictional coefficient of 0.5. The same scooping mechanism and anterior shift of the cup within the 
pelvis which were observed experimentally are shown in the FE models.  
Table 5.15 Comparison of experimental and FE derived micromotion  
  Micromotion from heterogeneous 
models, mm to 3 s.f. 
Micromotion from homogenous 
models, mm to 3 s.f. 
Marker 
on cup 
Expt. µ=0.5 µ=0.6 µ=0.7 µ=0.8 µ=0.9 µ=0.5 µ=0.6 µ=0.7 µ=0.8 µ=0.9 
1 0.0690 0.112 0.112 0.112 0.111 0.108 0.143 0.141 0.137 0.135 0.133 
2 0.129 0.127 0.126 0.125 0.123 0.120 0.144 0.141 0.137 0.135 0.133 
3 0.221 0.183 0.181 0.178 0.175 0.170 0.203 0.200 0.196 0.194 0.191 
4 0.295 0.200 0.196 0.194 0.190 0.187 0.220 0.217 0.213 0.212 0.210 
5 0.198 0.152 0.149 0.146 0.144 0.142 0.176 0.173 0.167 0.165 0.162 
6 0.244 0.156 0.152 0.150 0.147 0.144 0.175 0.172 0.167 0.165 0.163 
7 0.231 0.144 0.140 0.137 0.135 0.131 0.146 0.144 0.139 0.138 0.137 
8 0.256 0.187 0.181 0.178 0.175 0.170 0.191 0.188 0.181 0.181 0.178 
9 0.2190 0.134 0.130 0.129 0.127 0.125 0.141 0.138 0.132 0.132 0.129 
10 0.225 0.187 0.187 0.188 0.188 0.187 0.194 0.190 0.183 0.182 0.178 
11 0.272 0.181 0.182 0.184 0.188 0.197 0.210 0.205 0.198 0.197 0.193 
12 0.318 0.222 0.213 0.211 0.206 0.202 0.240 0.235 0.227 0.224 0.219 
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Figure 5.43 Comparison of FE predicted (x-axis) and experimentally measured (y-axis) cup-bone micromotion, mm, 
separated by direction; circle=medial-lateral, square=inferior-superior and diamond=anterior-posterior. Data points 
from Heterogeneous models are filled, homogenous are outlined. The best match up is highlighted in red, for a 
homogenous model with a frictional coefficient of 0.5 
Table 5.16 Significant correlation coefficients between FE outputs and measured micromotion 
Frictional coefficient 
Correlation coefficients for FE model with 
heterogeneous material property 
assignment (to 2 s.f.) 
Correlation coefficients for FE model 
with homogenous material property 
assignment (to 2 s.f.) 
0.5 0.96 0.94 
0.6 0.96 0.94 
0.7 0.95 0.94 
0.8 0.95 0.94 
0.9 0.94 0.94 
 
Table 5.17 Mean percentage error between FE outputs and measured micromotion 
Frictional coefficient 
Mean percentage error for FE model with 
heterogeneous material property 
assignment (to 2 s.f.) 
Mean percentage error for FE model 
with homogenous material property 
assignment (to 2 s.f.) 
0.5 30% 30% 
0.6 31% 30% 
0.7 32% 31% 
0.8 32% 31% 
0.9 33% 32% 
 
y=x 
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Figure 5.44 Comparison of experimentally measured micromotion direction (top); that measured from FE with 
heterogeneous material properties (center); and that measured from FE with homogenous material properties (bottom) 
(arrows not to scale). Lateral view (left) and superior view (right) 
5.3.4 Discussion  
The experimental loading of a synthetic pelvis has been replicated with a computational model in 
order to test the validity of the FE model and to ascertain the most accurate method of assigning 
material properties within the model. 
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5.3.4.1 Match-up 
A number of studies from the literature were used to indicate what level of match-up is considered 
acceptable to enable valid use of FE model outcomes. The strain distributions on the pelvis are 
considerably more complex than those on long bones, such as the femur; therefore comparisons 
were drawn predominantly with pelvic studies. No studies involving pelvis models with implanted 
cementless acetabular cups were available, so comparable studies were used. Anderson et al. 
(2005) published strain validation of an FE pelvic model with an in vitro cadaveric experiment. 
Their best-match model, using heterogeneous trabecular bone properties and thickness-dependent 
homogenous cortical bone properties (comparable to the homogenous model used in this study) 
achieved a best-fit line gradient of 1.015 and an r² value of 0.82 between experimentally measured 
and FE strains. For comparison, linear regression analysis (MATLAB) was also carried out on the 
strain values measured in the study presented here, where the best-match gradient and r² value were 
found to be 1.04 and 0.80 respectively, also measured on a thickness-dependent homogenous 
cortical bone mesh. A similar FE model to Anderson et al. was created by Zhang et al. (2010) with 
a cemented acetabular cup replacement. Their subject specific FE model, created in a similar 
fashion to Anderson et al. (2005), provided a cadaveric experimental strain match-up gradient of 
0.94 with a correlation coefficient of 0.96 (equating to an r² value of approximately 0.92). The only 
study found implanting a cementless cup was that carried out by Kluess et al. (2009), but 
unfortunately they chose not to press-fit the cup and instead to model an in-line fit in their 
cadaveric experiment and FE model. They achieved strain match up with a correlation coefficient 
of 0.94. The comparison between the data measured in this experiment and that provided in the 
literature studies is shown in Figure 5.45. The studies from the literature were all conducted on 
cadaveric specimens; the material property match-up with the FE model would therefore be 
significantly less certain than it would be if a synthetic pelvis were used, as in this study (despite 
the uncertainty associated with the stiffness of the Epoxy resin). In this respect, you would expect a 
better match up to be observed in the present study. The implantation of a press-fit cup, however, 
adds an extra level of complexity to the modelling. The strains reported in this study are strain 
differences under loading, not absolute strains; the pelvis was already strained from impaction of 
the cup before the experiment began. 
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Figure 5.45 Comparison between experimental (y-axis) and FE predicted microstrains (x-axis) from: Anderson et al. 
(2005) (top left); the current study (top right); Zhang et al. (2010) (bottom left); and Kluess et al. (2005) (bottom right) 
Dalstra also compared computational and experimentally measured strains to validate his FE pelvis 
model (1993). No quantitative measure of comparison was given in his study, though qualitatively 
there was a large magnitudinal difference (>100%) between measured and computed maximum and 
minimum strains (reported in terms of stresses). Distribution of strains appeared to provide a better 
match. Dalstra attributes the differences to assigning a constant thickness of cortical bone and the 
inherent averaging of strain gauges. He still concluded an adequate match-up to allow use of the FE 
model to analyse acetabular cup implants. 
Acetabular contact pressure was measured experimentally with pressure film and computationally 
using FE by Michaeli et al. (1997). A linear correlation between modelled and experimental results 
was found with an r² value of 0.64, but the gradient of the best-fit line was 4.7 in the best case 
comparison. The authors concluded that the model was valid to predict relative stress magnitudes, 
i.e. stress distributions. 
Siggelkow et al. (2004) presented a pelvic model with attempted validation through deflection and 
local deformation. Deflection errors for the best match-up model were 25%, higher than those 
found in the present study, where the lowest mean percentage error was 15%. In order to 
investigate the effect of acetabular cup parameters on cup deformation, Yew et al. (2006) replicated 
their laboratory impaction experiments in synthetic bone blocks with an FE simulation. They 
concluded a ‘successful’ match-up with numerical differences of approximately 25% in 
y=x 
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deformation distance. The micromotion percentage errors of 30% found in the present experiment 
compare well to this published study, as there are considerably more uncertainties associated with 
the hand-reamed and hand-impacted cup and synthetic pelvis used in this study, and the closely 
monitored reaming and impaction of a cup in a polyurethane block. No studies could be found in 
the literature validating the micromotion at the cup-bone interface predicted by and FE model. An 
attempt was made by Kluess and co-workers (2009) using infrared markers, but unfortunately valid 
results could not be obtained with this method of measurement. 
No clear measure of match-up could be found to indicate if a model is truly valid. Some parameters 
clearly lend themselves to providing a better match up; strain comparisons in published 
experiments invariably exhibit closer matches than deformations and stresses. This may be 
attributable to less refined measuring techniques, or these parameters may be more sensitive to 
certain model and experimental variables than strain. 
5.3.4.2 Strain 
Strains were measured in the experiment at five gauge sites and compared to FE model predictions 
at the same sites. The strains predicted by the FE model match well with those measured in 
published studies (Anderson et al., 2005; Zhang et al., 2010), and appear to provide a much better 
match-up than others (Dalstra, 1993). The latter study, however, was created at a time when 
computer power was severely limited, and thus the unrefined, coarse FE mesh used would be 
expected to provide less accurate results. None of the studies found in the literature matched strains 
from a pelvis with an implanted press-fit cup. It is expected that the press-fit description may be the 
source of any significant difference in experimental and computational comparisons in this study. 
Massin et al. (1996) measured tensile acetabular rim strains after press-fitting a cup between 100 
and 700 microstrain.  It is therefore likely that strains of this magnitude were present in the 
synthetic pelvis, around the rim, before the experiment began. The strain gauges measured the 
change in strain, not the absolute strain. A gauge measuring 30 microstrain under loading could 
therefore be measuring, for example, a change from 470 to 500 microstrain. An error of 10% in 
measuring strain would therefore be greater than the actual strain magnitude measured. Pre-strain 
was not present in any of the published experimental models; this may explain why they appear 
better at predicting low strains than they are predicted in the present study (see Figure 5.45). 
There were considerable differences in measured strains between the homogenous model and the 
heterogeneous model. The largest difference was in compressive strain at gauge number two, 
directly below the region of loading. All heterogeneous models predicted this strain to be a lot 
higher that that measured, and than that predicted by the homogenous model. The differing FE 
predicted minimum principal strain distributions are shown in Figure 5.46; the homogenous model 
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clearly transfers strains from the point of load to the point of support more efficiently than the 
heterogeneous model. The mean percentage error between FE predicted and measured strains are a 
lot lower for the homogenous models (22-27%) than the heterogeneous (76-88%), suggesting that 
the more efficient load transfer is more realistic, see Section 5.3.4.6. 
 
Figure 5.46 Minimum principal strain distribution (red=0, black=1500 microstrain) predicted by heterogeneous (left) and 
homogenous (right) FE models.  
5.3.4.3 Displacement 
Full field displacement was measured over the pelvis through 62 individual marker points, which 
were interpolated over the whole pelvis. Good match up was observed between all FE models and 
experimental measurements, with all mean percentage errors below 20% (minimum error 15%) and 
all correlation coefficients above 0.96. No observable differences between displacement 
distribution could be observed on the interpolated meshes, or displacement direction plots between 
the FE models and experimental models. To a certain extent, this is to be expected, as the FE model 
was displacement driven, rather than load driven. This makes the FE displacement relatively 
insensitive to any uncertainties which may have been associated with the stiffness of the synthetic 
pelvis cortical shell. 
The difference in displacement between measured and predicted models is favourable when 
compared to the one study in the literature found to measure and predict pelvic displacements. 
Siggelkow et al. (2004) measured displacement of a cadaveric pelvis using optical markers, and 
achieved accuracy of 25%. As discussed previously, predicting the behaviour of a cadaveric bone is 
more difficult than predicting that of a synthetic bone; nevertheless an acceptable match has been 
achieved between predicted and measured full field displacement. 
Gauge 2 Gauge 2 
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5.3.4.4 Micromotion 
Micromotions between the rim of the acetabular cup and the adjacent pelvic bone were measured at 
twelve marker points, providing magnitudinal and directional micromotions. A good match-up in 
distribution (r² values between 0.94 and 0.96) and low percentage errors (30-33%) were observed 
between FE predicted and experimentally measured micromotion. The mechanism of movement 
appeared to follow the same path in all models. 
The largest differences between measurements appeared to be attributable to the FE models 
underestimating micromotion in the inferior-anterior direction (Figure 5.43); the predominant 
direction of pelvic movement. It was observed in Chapter 4 that the level of interference had a high 
influence over cup-bone micromotion. The definition of the interference fit in the FE model relied 
on accurate measurement of the reamed cavity before impaction, and accurate representation of the 
final position of the cup in the bone. Every effort was made to accurately measure these two 
factors, but the final positioning may have been inaccurate owing to the assumption of a spherical 
reamed cavity (studies have shown reamers to ream ellipsoidal surfaces (Kim et al., 1995a)) and 
the lack of CT-scan post-impaction to verify the final position. The root mean squared error 
achieved when fitting a sphere to the reamed acetabulum was 0.14mm. This suggests that there 
may have been a reasonable amount of out-of-roundness and may be a source of inaccuracy 
between experimental and measured micromotions. 
5.3.4.5 Coefficient of friction 
The conclusion of Chapter 4 that the cup-bone frictional coefficient has a significant influence on 
the observed outputs was again demonstrated in the FE results shown here. The best experimental 
and FE match appeared to occur at the lowest frictional coefficient of 0.5. A variety of coefficients 
were included in the FE analysis as there was a lack of knowledge of the precise value of the 
frictional coefficient between a synthetic reamed acetabulum and porous coated cup.  The results 
indicate that a comparatively low coefficient of 0.5 is the most representative of the experimental 
situation. 
5.3.4.6 Material property assignment method 
A secondary aim of this study was to ascertain which method of material property assignment 
yielded more accurate results; homogenous or heterogeneous. Unfortunately, this could not be fully 
tested with this study as a synthetic pelvis, rather than a cadaveric pelvis was used, so subject 
specific trabecular bone properties were not included. 
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The dominance of material property values on FE outputs has lead to a number of cadaveric 
experimental comparisons with FE models using a variety of assignment methods (Anderson et al., 
2005; Siggelkow et al., 2004; Zhang et al., 2010). All studies found that using heterogeneous 
material properties for trabecular bone provided more accurate results than using homogenous. All 
studies used a homogenous shell for cortical bone, but those who investigated cortical thickness did 
conclude that best results were obtained with a position-dependant cortical bone thickness 
(Anderson et al., 2005; Siggelkow et al., 2004), although Anderson et al. found that the cortical 
modulus used had a much greater effect. Unfortunately there was no literature study comparing 
heterogeneous properties as they were assigned here, with the cortical and trabecular bone being 
part of the same tetrahedral mesh. 
All correlation coefficients and percentage errors were compared with a two-paired t-test to 
ascertain whether there was a significant difference between the models run with heterogeneous 
and those run with homogenous material property assignment. Models with heterogeneous material 
properties had a significantly (p<0.01) higher correlation coefficient and a significantly (p<0.01) 
higher mean percentage error of strain prediction than models with homogenous material 
properties. They also had a significantly high correlation coefficient in pelvic deformation. Models 
with homogenous material properties had a significantly (p<0.05) lower error in pelvic deformation 
and a significantly (p<0.01) lower correlation coefficient in cup micromotion than models with 
heterogeneous material properties. In the other measurements there were no significant differences 
between the two assignment methods.  
There is clearly not as large a difference in the FE models constructed in this study as was observed 
in Chapter 3 and Chapter 4. The use of a synthetic pelvis resulted in a lack of material property 
variation in the trabecular bone. It is assumed that some of the previously observed differences 
between assignment methods may have been due to the representation of the varying trabecular 
bone properties. It is therefore advisable that heterogeneous trabecular material properties should 
be used in all future models, as was concluded by the published validation studies. In previous 
heterogeneous models the cup was observed to pinch on the femoral head when an interference fit 
was used (Section 4.5.5), which suggests a high stiffness of acetabular cortical bone. As the 
material stiffnesses were measured in this experiment, a formula was not used to estimate cortical 
bone stiffness as well as trabecular bone stiffness; it was assigned the measured stiffness. The 
femoral head pinching was therefore not observed in the present FE analysis. The power function 
used in the density-stiffness relationship means that there is potential to overestimate cortical bone 
stiffness (Keller, 1994). 
The experimental and computational comparisons could only be used to decide whether the 
definition of cortical bone as a shell or as integrated tetrahedral mesh elements provided the more 
accurate result. A conclusion cannot be drawn for the t-test as to which method is superior, as 
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neither is significantly more accurate for all measured variables. There is no clear ‘winner’ between 
the material property assignment methods as difference methods perform better depending on the 
metric. The largest difference between models is between the percentage errors in strain; where the 
percentage errors between heterogeneous models and experimental (minimum 76%) are much 
higher than those measured between homogenous models and experimental (minimum 22%). The 
visual match up in strain directions is also better for homogenous models. It is therefore suggested 
that in future models, cortical bone will assigned as a shell with position-dependent thickness and a 
constant stiffness, therefore also avoiding the previous problem of stiffness over-estimation. 
5.3.5 Conclusion 
A range of FE models were analysed and the strains, deformations and cup-rim micromotions 
compared to those measured in a matching experimental test set-up. The aim of the study was to 
validate the finite element model and choose a material property assignment method.  
Based on these and previous findings, the assignment method chosen as the most accurate was 
subject-specific heterogeneous trabecular bone with a varying thickness position-dependent 
homogenous cortical bone shell. This is the same assignment method as was used in two cadaveric 
validation studies (Anderson et al., 2005; Zhang et al., 2010) which both reported a strong match 
between measured and predicted strains. Even though the present study used a synthetic pelvis, the 
previous published validation studies strengthen the assumption that the conclusions made here can 
be applied to a human bone as well as synthetic bone. 
The FE model proved to predict direction and distribution of strain, deformation and micromotion 
well; minimum errors observed were 22%, 15% and 30%, achieved when predicting strain, 
displacement and micromotion respectively. Several possible reasons for differences between 
predicted and measured outputs have been discussed. The achieved accuracy sits well with other 
validation studies in the literature, but the magnitudinal errors are not low enough that the model 
could be used to predict exact output values and points of failure. The high correlation coefficients 
and evident qualitative match-up indicate that the FE model can accurately predict relative strain, 
deformation and micromotion; the presented model will therefore be used in the next chapter to 
investigate relative importance of acetabular cup-related factors. 
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Chapter 6  
FE FACTOR ANALYSIS 
6.1 Overview 
The previous chapters have contributed to producing a finite element (FE) approach which 
maximises the potential accuracy of results. Experimental validation of a press-fitted synthetic 
pelvis model confirmed accuracy of relative strain and micromotion distributions. The FE 
modelling is therefore considered suitable for use to predict relative values, but should not be used 
to provide estimations of absolute magnitudes. 
The proposed FE analysis method involves creating a range of analyses which encompass the 
largest variations in results. This range of analyses will be used to assess a number of parameters 
associated with cup implantation, including new cup designs.  
6.2 Envelope of solutions 
The sensitivity analyses in Chapter 3 and Chapter 4 highlighted certain aspects of FE modelling 
which have a large effect on observed outputs and can thus affect the reliability of model outcomes. 
Some of these factors were related to approximations, such as the contact model at two interfacing 
surfaces; others were related to unknowns, such as the frictional coefficient at the cup-bone 
interface. Any factor related to model definition with a significant influence over outputs was 
described in its most accurate form in the final model. These factors were: assignment of material 
properties; density-stiffness relationship used when converting CT-data; and the 
pressure-overclosure relationship at cup-bone interface. The factors which had a high influence, but 
for which there was no known accurate value, were included as variables in the analysis covered 
here. The proposed analysis approach therefore produces an envelope of solutions rather than a 
single definitive answer. This method reduces potential inaccuracies which may be a result of, for 
example, an unusual geometric property of a specific patient; the resulting conclusions are 
therefore strengthened compared to those found in subject specific studies. Patient-specific results 
are still very important, especially for the individual concerned; but it is not advisable to use such 
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specific conclusions to inform population-wide implant designs and surgical decisions. The 
variable factors are: subject geometrical and stiffness variations and friction coefficient at the 
cup-bone interface. The analyses will be used to find trends between parameters regarding their 
effect on chosen output responses which are considered failure indicators. The parameters will be 
assessed relative to each other, but no output response magnitudes will be used to inform any 
resulting conclusions. 
6.3 Study approach 
Factor analysis will be used to investigate the effect of chosen input parameters on output 
responses which indicate failure of an acetabular cup implantation. The same approach towards 
factor analysis which was used in Chapter 3 and Chapter 4 will be used here; FE models 
representing all combinations of input parameters are analysed and sensitivity/influence calculated 
from the resulting probability distributions. The input parameters were chosen to represent the 
surgical options which feature in the implanting of an acetabular cup and have the potential to 
influence surgical success. 
6.4 Input parameters 
Five parameters were included in the assessment: cup design; cup inclination; cup version; 
interference fit; and cup seating.  
6.4.1 Cup design 
Cup design is a common parameter to consider when assessing potential success of total hip 
replacements. FE analysis is a useful tool for pre-clinical analysis of new cup designs, as a direct 
comparison can be made between the predicted performances of one cup compared to another. All 
cup designs included in this study are large diameter press-fit cups. They must therefore be thin 
walled and able to accommodate the large femoral head bearing. Subtle differences in cup 
geometry (such as relative curvature and cup-head clearances) have not been included in this study. 
This is because the bearing surface geometry governs fluid film lubrication, which is not included 
in detail in the FE model (it is represented by free sliding at the cup-head interface) and therefore 
the tribological impact of such changes would not be captured. 
 191 
 A number of radically different cup designs, each with a theoretical benefit over existing implants 
with respect to one or more failure criteria, were included in the study. Some cups are already in 
clinical trials, and some are concept cups. All are compared to the existing metal press-fit cup. 
There have been a range of published studies considering additional fixation mechanisms applied 
to the rear of the cup. These are primarily screws, spikes and fins, in varying position and quantity. 
Invariably, the addition of such mechanisms reduces the initial micromotion at the cup-bone 
interface, thus increasing initial implant stability (Baleani et al., 2001; Perona et al., 1992). Such 
studies also show that the number and location of extra fixations has an influence on the amount of 
stability they provide. These types of fixation are not included in the current study, as the desire 
was to test cups which were fundamentally very different. Also, the most popular metal press-fit 
cups used in  UK surgery today do not have screws, fins or spikes (NJR, 2010). 
6.4.1.1 Metal press-fit cup 
The all-metal press fit cup is the current standard for metal on metal large diameter acetabular cups. 
The geometry chosen for the cup is that for the ADEPT (Finsbury Orthopaedics Ltd), which is 
sufficiently similar to the market-leading BHR (Smith and Nephew Plc.) to be considered a typical 
representation. The ADEPT has a fully hemi-spherical outer surface, and a less than hemi-spherical 
inner surface. CAD data obtained from Finsbury Orthopaedics was used to model the cup. The cup 
is shown in Figure 6.1 (left). The outer cup has a porous-beaded surface and a Hydroxyapatite 
(HA) coating to enhance bone ingrowth and long-term stability; these details will not be modelled 
in this analysis and are, instead, represented through frictional coefficients at the cup-bone 
interface. 
The metal press-fit cup is stiffer than the surrounding bone, indicating potential for stress shielding 
(periprosthetic bone loss), as has been observed clinically (Meneghini et al., 2010; Stepniewski et 
al., 2008). The high stiffness of the cup minimises deformation and therefore is able to provide a 
secure press-fit into the reamed bone – a secure press-fit is likely to minimise initial micromotion 
at the cup-bone interface. The metal is also very low wearing compared to polymer cups, although 
there is concern over the metallic nature of the wear particles, which has lead to increased levels of 
metal ions found in patient blood (Hart et al., 2008). 
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Figure 6.1 Cup geometries: Metal press-fit (left); anatomical (center-left); Variable stiffness, shown from below (stiffness 
graduated from dark (stiffest) to light (least stiff)) (outside cup, center; inside cup, center-right); differential movement 
(silicone rubber shown in black on rim) (right) 
6.4.1.2 Anatomical cup 
A new concept cup in long term clinical trials is the MITCH PCR
TM
 (previously called the 
Cambridge Cup) (Latif et al., 2008). This cup replicates the anatomical load bearing surface of the 
acetabulum, which is a horseshoe shape, and is manufactured from a hard wearing plastic with a 
closer stiffness to that of bone, polyether-ether-ketone (PEEK). Theoretically, the removal of a 
fossa shaped portion of the cup should allow the cup to deform under loading in the same manner 
as the underlying bone, therefore reducing implant micromotion (Field and Rushton, 2005). 
However, five year follow up studies on the clinical trials of the Cambridge Cup showed a large 
amount of cup migration when HA coating was not used (Field and Rushton, 2005), suggesting 
initial micromotion may be high. The use of a material with a comparable stiffness to the 
underlying bone addresses the stiffness mismatch of the metal press fit cup and has been shown 
computationally to produce more physiological bone strains (Manley et al., 2008), and clinically to 
reduce bone remodelling (Field et al., 2006). As no specific information regarding the geometry of 
the anatomical cup is available, other than a wall thickness of 3mm, the cup was modelled on the 
existing ADEPT geometry, with a fossa cut out replicated from an image of the MITCH PCR
TM
 
published in the literature (Figure 6.2). The geometry used in this study is shown in Figure 6.1 
(center-left). The MITCH PCR
TM
 cup has fins to aid initial fixation. These were not added into the 
anatomical cup model in order to make a direct comparison between it and the other cup designs, 
none of which have fins. 
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Figure 6.2 Published image of the MITCH PCRTM (Latif et al., 2008) 
6.4.1.3 Variable stiffness cup 
A variable stiffness acetabular cup has been developed, based on a computationally optimised 
concept cup which utilised a polymer composite of HA, Bioglass and collagen. The published 
study demonstrated reduced stress-shielding when compared to metal-backed acetabular cups with 
a polyethylene liner (Hedia et al., 2006). The respective stiffnesses of the three materials used in 
the computational study were 110GPa, 30GPa and 1GPa, the stiffness in the cup was therefore 
varied between these three values. The variation across the cup was optimised to reduced shear 
stress at the implant-bone interface, resulting in the lowest stiffness (1GPa) at the dome, the highest 
at the outer rim (110GPa) and the medium stiffness (30GPa) at the inner surface. The reported cup 
concept was designed to work with a polyethylene liner, and is therefore not suitable for the large 
diameter bearings required in hip resurfacing surgery. A new concept cup was proposed for this 
study which is adapted for use as a thin walled press-fit cup. Rather than using HA, Bioglass and 
collagen to create a polymer composite, varying concentrations of short carbon fibres can be used 
to create a PEEK cup with stiffnesses varying between 3.5 and 18GPa (Green, 2005). Based on the 
design optimisation for the cup with a polyethylene liner, the following distribution of stiffness 
values within the PEEK cup was proposed: 3.5GPa (the lowest available) at the dome; 17GPa (to 
match cortical bone) at the outer rim; and 10GPa (average of other two stiffnesses) at the inner 
surface. The cup geometry was again based on that of the ADEPT cup and is shown in Figure 6.1 
(center-right). 
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6.4.1.4 Differential movement cup 
A new concept was developed specifically for the present study. The concept was for a cup with the 
hypothesised aim of reducing implant micromotion. The new cup comprises two metal cups, 
bonded with a silicone rubber liner. The flexible liner should allow a small amount of differential 
movement between the inner and outer cups, therefore possibly reducing the relative movement 
between the outer cup and the acetabular bone. The overall geometry was based on that of the adept 
cup, with 1mm thick (at the rim) outer and inner cups, and a 1mm thick (at the rim) interfacing 
silicone layer (Figure 6.1 right). 
6.4.2 Cup inclination 
Cup inclination angle is the angle of orientation of the rim of the acetabular cup with respect to the 
transverse plane (a plane horizontal through the acetabulum bisecting the superior and inferior 
sections, see Section 2.2.2.4). Inclination angles will be input into the factorial analysis. The chosen 
range should reflect the range of achieved angles in surgery. The ‘safe zone’, introduced by 
Lewinnek and co-workers (1978) states the inclination angle should be between 30° and 50° in 
order to avoid dislocation. Since the advent of CT-scanning, accurate measurement of inclination 
angle has been possible. ‘Real’ inclination is measured in three dimensions, whereas previously 
angles were estimated from planar radiographs. The errors between ‘real’ and radiograph 
measurements have been shown to be very large (up to 15°), especially when large diameter 
bearings are implanted (Hart et al., 2009a). The ‘safe zone’ may therefore be slightly different to 
that measured by Lewinnek et al.. Despite this, 40±10° is still commonly referred to as the target 
inclination angle. 
A large number of studies exist in the literature which measure the achieved inclination and version 
angles of acetabular cup implants (Kalteis et al., 2006; Lazovic and Kaib, 2005; Saxler et al., 
2004). A comprehensive clinical retrospective study with 105 patients and angles measured with 
CT-scans was used to inform the variation in inclination angles used in this study (Saxler et al., 
2004). It is important that the angles used to inform the choices here were measured in the same 
manner (via CT) as will be implemented in this study. 
Three inclination angles were chosen for inclusion, representing the mean and one standard 
deviation either side of the achieved angles in the study carried out by Saxler et al. The angles are: 
35.7°, 45.8° and 55.8°. 
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6.4.3 Cup version 
The version angle of the acetabular cup is measured between the rim of the cup and the sagital 
plane (a plane vertical through the acetabulum bisecting the medial and lateral sections, see 
Section 2.2.2.4). Lewinnek’s safe zone for version is 5 to 25°. The sensitivity of version to 
measurement technique is higher than inclination angle, with plane radiograph measurements 
underestimating version by up to 31° (Hart et al., 2009a). As with the inclination angles, the 
original Lewinnek version safe zone is still proposed as a target in surgery. 
The same study (Saxler et al., 2004) as was used to estimate the range of inclination angles was 
used to approximate the range of achieved version angles. In the same manner, the mean value of 
achieved version, and one standard deviation either side was used. 
The three version angles chosen for inclusion in the study were: 12.3°, 27.3° and 42.3°. 
6.4.4 Cup interference 
The cementless acetabular cup is press-fitted into an acetabulum reamed to a size smaller than the 
cup to ensure initial cup stability. Again, an effort was made to include a range of cup interference 
levels representative of the surgical situation. Cup interference is the diametrical difference in size 
between the reamed cavity and the implanted cup. The presence of an interference fit has already 
been shown to have a large effect on all model outputs (Section 4.5.4). The larger the interference 
the more stable the cup; although interferences higher than 2mm may potentially cause fracture of 
the underlying bone (Curtis et al., 1992). Depending on the quality of substrate, diametrical 
interferences of either 1 or 2mm have been shown provide optimal stability (Adler et al., 1992).  
Three diametrical interferences were chosen to be included in the factor analysis: 2mm, 1mm and 
0mm (‘in-line’ fit).  
6.4.5 Seating of cup 
Ideally the cup implant should be fully seated inside the reamed acetabulum, to enable bone 
ingrowth over the whole surface. The potential seating of the cup within the reamed acetabulum is 
dependent on the impaction and frictional coefficient between cup and pelvis. Press-fit cups have 
been shown experimentally to be in contact predominantly around the rim of the cup, and not at the 
dome (Kim et al., 1995a; Mackenzie et al., 1994). The experimentally observed gaps between the 
dome of the cup and the base of the acetabulum increased with radial size of the acetabulum and 
averaged 2.7mm (SD 1.1) when an interference fit of 1mm was present, and 3.1mm (SD 1.1) when 
an interference fit of 2mm was present (Kim et al., 1995a). The cups included in the study ranged 
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from 50 to 58mm; larger gaps were present at larger acetabular diameters, with an average gap of 
2.5mm for an acetabular diameter of 52mm (the size of the subjects in this study). The levels 
chosen for the parametric analysis reflect the range of gaps, adjusted for the acetabular size in this 
study. 
The three levels of seating included in the factorial analysis were; full seating, a 1.2mm gap and a 
3.0mm gap. 
6.5 Failure indicators 
The early indicators of implant failure through aseptic loosening have been discussed previously 
(Section 3.8) along with the associated FE output responses, but they will be briefly covered here.  
6.5.1 Wear 
A true investigation of wear at the implant interface would require analysis of the hydrodynamic 
lubrication at the joint which is highly dependent on many things, such as radial clearance, 
viscosity of synovial fluid, local pressure, and velocity of movement (Mattei et al.). It would also 
require analysis at all possible loading configurations. The FE analysis used in this study is not 
capable of simulating the tribological conditions at the bearing surface. 
Maxian et al. (1996) modelled cup wear depth as being proportional to the summed product of the 
contact stress at the bearing surface, sliding velocity and constant material wear factor in their FE 
modelling. This seems a sensible assumption to use to estimate comparable wear performance 
between the models included in this study; especially given that the tribological parameters 
mentioned above are constant between all models. As the same gait patterns are used for all 
models, the wear performance can be assumed proportional to cup contact stress multiplied by the 
wear factor and sliding velocity at each loading point. Material wear factors for cobalt chrome and 
PEEK were both taken as 3×10
-6
 mm
3
/Nm from measured values in the literature (Friedrich et al., 
1993; Tipper et al., 1999).  As the highest cup contact stresses are likely to occur under maximum 
joint reaction forces, only the peak contact force for each of the daily loading activities (as defined 
by Morlock et al. (2001)) were analysed from Hip98 (Bergmann, 1998); it was not computationally 
possible to analyse all frames of the daily activities. Peak forces were defined as the graphical 
‘maximum’ force during the given activity cycle. In the cases where an activity cycle contained 
more than one ‘maximum’ in contact force, both were included so as to acknowledge the change in 
direction. Information regarding sliding velocity was estimated from the change in relative position 
of the pelvis and femoral head, provided for each frame in the activity cycle reported in Hip98. 
Sliding distance could only be provided by discretising the activity cycle. Each cycle in Hip98 is 
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split into 201 frames; therefore this level of discretisation was used to estimate sliding distance at 
each frame. The relevant frames were extracted from Hip98 and the resulting sliding velocity 
reported in Table 6.1. 
Table 6.1 Sliding distance for each load case 
Load case Frame in Hip98 Sliding distance, mm Time frame, s Sliding velocity, mms-1 
Normal walking peak 1 35 0.29 0.011 26 
Normal walking peak 2 85 0.11 0.011 10 
Going up stairs peak 1 37 0.26 0.016 16 
Going up stairs peak 2 96 0.13 0.016 8.1 
Going down stairs peak 1 113 0.17 0.014 12 
Going down stairs peak 2 181 0.37 0.014 26 
Standing up 91 0.18 0.025 7.2 
Sitting down 92 0.14 0.037 3.8 
 
As wear is time dependent, the more frequent load cases, such as walking, will have a higher 
impact on long term wear than less frequent cases, such as rising from a chair. Morlock and co-
workers (2001) analysed patient movements to provide a break down of daily activities. The 
median number of occurrences across 31 patients in a 12 hour period of walking, sitting and stair 
climbing were: 3752 (per leg) gait cycles; 57 (per leg) up stairs cycles; 57 (per leg) down stairs 
cycles; 55 risings from sitting; and 55 seatings. The break down of contributions to daily wear from 
the variety of activities is given in Table 6.2. The wear due to each of these loading situations was 
summed to provide a daily wear depth, which was used as an indicator of potential failure owing to 
wear. 
Table 6.2 Contribution of daily activity loading to wear 
Load case Contribution to wear 
Normal walking peak 1 47.2% 
Normal walking peak 2 47.2% 
Going up stairs peak 1 0.7% 
Going up stairs peak 2 0.7% 
Going down stairs peak 1 0.7% 
Going down stairs peak 2 0.7% 
Standing up 1.4% 
Sitting down 1.4% 
6.5.2 Cracking 
Fracture of the underlying bone may occur in the form of micro-cracking, which may also 
encourage trapped fluid, or obstruct bone ingrowth. Cracks propagate at points of high tensile 
stress; therefore maximum tensile stresses indicate points of potential failure through cracking. The 
maximum tensile stresses are likely to occur under high loads. Extreme circumstances, such as 
traumatic impact loading, are likely to initiate cracks; such circumstances are not considered in this 
study as the mechanism of failure being investigated is cup loosening owing to micro-cracking in 
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the acetabular bone, not major fracture. The loading scenarios considered are therefore the peak 
loads occurring in normal daily activities. Tensile stresses will be measured at all eight peak load 
cases (listed in Table 6.2). The 95
th
 percentile maximum principal stress in the underlying 
acetabular bone will be used as an indicator of the level of micro-cracking. 
6.5.3 Stress shielding 
Stress shielding occurs as a result of bone remodelling around the newly implanted cup. A full 
remodelling algorithm will not be implemented here, but the drivers which may result in bone 
remodelling are investigated. Bone remodelling is commonly assumed to be dependent on changes 
in strain energy density in the underlying acetabular bone (Huiskes, 1997). The ‘Mechanostat’ 
theory proposed by Frost (1987) indicates that the presence of strains above a certain threshold 
(1500-3000 microstrain) stimulates bone growth at the micro level, resulting in an increased 
stiffness of bone. Similarly, the lack of strains at a lower threshold (100-300 microstrain) stimulates 
bone resorption, resulting in a decreased stiffness of bone.  
The strain energy density distribution in the acetabular bone beneath the implant will be compared 
to the strain energy density observed in the un-implanted acetabulum. This will be compared on an 
element by element basis. A maximum strain energy density value from all the loading scenarios 
(representing the maximum daily strain signal) will be measured for each acetabular element. 
Remodelling can be estimated by comparing the maximum daily strain energy density at each 
element before and after implantation.  
It is often reported that bone becomes stiffer around the acetabular rim and weaker in the center of 
the acetabulum (Kim et al., 2007; Mueller et al., 2006). These two areas were therefore considered 
as separate zones (Figure 6.3), and the mean value of the remodelling parameter (difference in 
strain energy density before and after implantation) reported for each zone. 
   
Figure 6.3 Zones of the pelvic mesh (left) for bone remodelling; center of the acetabulum, shaded (center); and 
acetabular rim, shaded (right) 
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6.5.4 Micromotion 
Excessive micromotion between the cup and the underlying bone can reduce the ingrowth of bone 
into the cup and thus reduce cup stability; poor initial fixation is an indicator of implant failure 
(Karrholm et al., 1994). It has also been shown, however, that a minimum amount of micromotion 
is required to encourage bone ingrowth (Pilliar et al., 1986). Maximum micromotion will be 
measured at all peak load cases (Table 6.2), and the maximum daily micromotion reported. 
6.6 Hypotheses 
The FE analysis will be used to test a number of hypotheses relating input parameters to output 
responses, which have been implied in the discussion of input parameters (Section 6.4). The 
hypotheses are listed in Table 6.3 and represent a number of theoretical results one would expect 
from the subsequent analysis. In addition to the hypotheses, the relative influence of the input 
parameters on all of the output responses, and the ‘ideal’ surgical situation will be investigated. 
 
Table 6.3 Input parameter hypotheses  
Number Input parameter Hypothesis 
1 Cup design 
The anatomically shaped cup will have a lower level of bone remodelling than the 
metallic cup. 
2 Cup design 
The variable stiffness cup will have a lower level of bone remodelling than the 
metallic cup. 
3 Cup design The differential movement cup will have lower micromotion than the metallic cup. 
4 Inclination angle Cups with a higher inclination will have higher wear. 
5 Version angle Cups with a higher version will have higher wear. 
6 Cup interference Cups with a higher interference will have less micromotion. 
7 Cup interference Cups with a higher interference will have higher tensile stresses. 
8 Cup seating Cups with a larger gap will have higher micromotion. 
 
6.7 Method 
The construction of the FE model is informed by the work in the previous chapters of this thesis. 
Any aspect not addressed previously will, by default, be included as accurately as possible. In order 
to accommodate the influential but unknown variables within the FE modelling, a range of subjects 
and a range of cup-bone frictional coefficients were included in each standard set of FE models, as 
described below. 
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6.7.1 Biomechanical situation to model 
The biomechanical investigation to be modelled in this parametric study is the loading of the 
implanted acetabulum. The acetabular cup is fitted directly into the pelvis, either with an in-line fit 
or a press-fit. The pubic symphysis and sacroiliac joint are rigidly fixed in space. A range of static 
loading scenarios are then simulated by applying load to the cup through a sphere representing the 
femoral head. 
 
Figure 6.4 Biomechanical situation at the implanted acetabulum, crosses indicate fixed boundary conditions 
6.7.2 Geometry 
Four geometries were included in each set of FE analyses; chosen to provide a range of subject 
acetabular inclination and version angles, before implantation (Figure 6.5). 
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Figure 6.5 Inclination and version angle of subject geometries (chosen subjects labelled and enlarged) 
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A mesh was created for each geometry from CT-data using the semi-automated segmentation 
process available from MIMICS (version 12.11, Materialise NV, Leuven, Belgium). Each mesh 
was smoothed to visually remove mesh distortions created by the segmentation process and 
assigned a variable mesh density (higher density across the acetabulum) of approximately 180,000 
linear tetrahedral elements, verified through previous convergence studies (Section 4.5.1.3). 
Each mesh was rotated into the anterior pelvic plane (Section 3.7.1) in RHINO (Version 4.0, Robert 
McNeel & Associates, Seattle, WA). In the RHINO environment a sphere was manually aligned 
within the acetabulum (using the acetabular centre as a starting point, see Section 3.6.2) to intersect 
with the whole lunate surface of the acetabulum, but intersect minimally with the acetabular rim 
and not protrude excessively far into the acetabular wall. This sphere was then used to ream out the 
acetabulum. To reflect the reaming process, the bone which would occur within the ‘path’ of the 
reamer was also removed, assuming a general direction of movement perpendicular to the 
acetabular rim (Figure 6.6). The orientation of the acetabular rim was defined by fitting a plane 
through points on the superior rim (RHINO), a method used previously to define the orientation of 
the acetabular rim (Murtha et al., 2008).  
 
Figure 6.6 Path of reamer 
All meshes were then scaled to the same size to present a reamed acetabular cavity with a diameter 
of 52mm. 
Each of the four cup designs was created directly in ABAQUS and meshed with approximately 
20,000 quadratic tetrahedral elements, as was verified by a previous convergence study 
(Section 4.5.1.3). 
Reamer 
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6.7.3 Material property assignment 
Chapter 5 concluded that the most accurate method of assigning material stiffness was to use a 
homogenous cortical shell with position dependent thickness and CT-dependent trabecular bone 
stiffness. 
The cortical shell was created by replacing the surface tetrahedral elements of the subject meshes 
with linear triangular shell elements in the ABAQUS graphical environment (version 6.8, Dassault 
Systemes Inc, Velizy-Villacoublay, France). The shell elements within the acetabulum were 
removed to reflect the reaming of the cortical bone. The position-dependent thickness was assigned 
as is described in Section 4.5.2.2. The homogenous cortical shell was assigned a stiffness of 17GPa 
and a Poisson’s ration of 0.3 (Dalstra, 1993). 
Trabecular bone stiffness was obtained from the CT-data by the methods explained in 
Section 3.3.2.1. The density-stiffness relationship provided by Dalstra (1993) was used to convert 
apparent density to stiffness. This relationship was considered the most accurate available as it is 
the only empirical relationship to be derived entirely from pelvic bone. The maximum stiffness of 
trabecular bone was limited to 2GPa, representing subchondral bone (Dalstra, 1993), to avoid the 
unrealistically high stiffness values generated from the power relationship. Changing the stiffness 
of the trabecular elements at the surface to account for the overlap between the cortical shell 
thickness and the trabecular mesh was not found to alter the model outputs in a study conducted by 
Anderson et al. (2005); it was therefore not altered here. 
Each cup was assigned the appropriate stiffness as detailed in Section 6.4.1. Silicone rubber was 
modelled with a Young’s modulus of 20MPa and a Poisson’s ratio of 0.49 (O'Hara, 1983). The 
metallic cups were all assigned the material properties of Cobalt Chrome, with a stiffness of 
210GPa (Davies, 2003) and a Poisson’s ratio of 0.3. The anatomical cup was assigned properties 
appropriate for PEEK; a stiffness of 13GPa (Latif et al., 2008) and a Poisson’s ratio of 0.3. 
6.7.4 Boundary conditions 
Rigid fixation was applied to the pubic symphysis and sacroiliac joints, as was concluded adequate 
from Chapter 3. Nodes at these joints were selected visually on the cortical mesh. 
In the case of the in-line fit, each cup was placed inside the acetabulum at the desired orientation. 
When an interference fit was present, the implantation process was simulated by displacing the cup 
from 50mm distant to the acetabulum, in the same direction as the path of the reamer (Keslar, 
2009; Yew et al., 2006), shown in Figure 6.6. 
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6.7.5 Interface conditions 
A sliding interface with hard normal contact was defined between the backside of the cup and the 
reamed acetabular surface. The variation in frictional coefficient at this interface was accounted for 
by creating models with three different frictional coefficients. These were taken from the range 
measured experimentally by Shirazi-Adl et al. (1993) and were 0.55, 0.68 and 0.85. 
In situations where a gap was present at the cup-bone interface, the gap was created by displacing 
the cup away from the acetabulum, parallel to the rim; the intended gap thickness was therefore 
always created at the dome of the cup. 
In Chapter 4 femoral head pinching was observed in FE models with a press-fitted cup – in 
particular those models which had high cortical bone stiffness at the cup rim. It was hypothesised 
that this was a result of the cup deforming inward at the rim, onto the femoral head (Section 4.5.5). 
It is common to observe deformation of the cup when press-fitting into the acetabulum (Squire et 
al., 2006). The presence of a radial clearance between the femoral head and the cup enables the cup 
to deform a small amount, but not impinge on the femoral head. The size of this radial clearance is 
important when considering the fluid film lubrication at the bearing surface. If the clearance is too 
small, fluid will not be able to get between the two surfaces; if the clearance is too big, fluid will 
not remain between the surfaces. There are many more tribological factors to consider at this 
interface, all of which influence the distribution of stresses within the acetabular cup. Fluid 
movement is not considered in the FE analyses carried out in this thesis; the added complexity 
would require a significantly extended sensitivity analysis – the tribological conditions at the 
cup-head interface are therefore approximated as free sliding, assuming a full fluid-film 
lubrication.  
In the previous FE models, free sliding was allowed at the cup-head interface, but no fluid film was 
included. This may have contributed to the rim-pinching, as the femoral head was permitted to 
move all the way to the inner surface of the cup. To avoid this problem, a fluid layer was included 
between the femoral head and the cup. As no fluid layers had been included in any previous FE 
analysis, the fluid layer was included as accurately as possible. Unfortunately no similar approach 
could be found in the literature to inform the description. To enable reasonable computation time 
the layer could not be included as a flowing liquid; but within the in vivo hip joint, the liquid is held 
between the two surfaces by surface tension at the edges, and is not free-flowing. It was instead 
represented as a low stiffness elastic layer with low compressibility: a Young’s modulus of 0.1MPa 
and a Poisson’s ration of 0.4. To avoid the size of the cup-head clearance having any influence over 
the result, the thickness of the layer was increased to 1mm. The fluid layer was tied to the inner 
surface of the cup (to achieve analysis convergence, one side of the layer must be tied) and 
frictionless sliding was permitted between the inner surface of the layer and the femoral head. 
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6.7.6 Loading 
In order to test the chosen failure mechanisms, peak values of all loading activities were included 
in the parameter analysis. As the reaction forces recorded for some activities displayed two peaks, 
eight static load cases were modelled, listed in Table 6.4. Loads are provided with respect to the 
anterior pelvic plane (Section 3.7.1): the x direction represents medial-lateral; the y direction 
anterior-posterior; and the z direction inferior-superior (see Section 3.7.1).  It was concluded in 
Chapter 4 that the choice of subject from which the hip joint reaction forces were measured had a 
significant effect on the magnitude and distribution of contact stresses in the acetabular cup. 
Unfortunately there is a very limited amount of data on in vivo measured hip joint reaction forces. 
It is therefore not known whether the patients measured in Hip98 were typical or atypical of a 
normal population post hip implantation. This uncertainty means that it’s not clear whether it is 
more accurate to use averaged data from all patients, or individually measured data. It is also 
significantly more computationally expensive to simulate more than one load case. Considering 
this, it was decided to only simulate the average patient load data, and to limit all conclusions to 
this set of load cases. 
Table 6.4 Peak loads for all activities  
Load case Force in the x direction, N Force in the y direction, N Force in the z direction, N 
Normal walking, first peak 243 221 1921 
Normal walking, second peak 165 -117 1701 
Going up stairs, first peak 169 498 2037 
Going up stairs, second peak 634 -312 1806 
Going down stairs, first peak 349 -357 2118 
Going down stairs, second peak 473 -875 1863 
Standing up 780 1171 739 
Sitting down 639 959 612 
6.7.7 Bone remodelling 
One of the failure criteria in this study is stress shielding, which is assessed by reporting the 
difference in strain energy density before and after implantation. The ‘before implantation’ state 
was simulated for each of the four subjects included in the study. Even though the full, un-reamed 
pelvis mesh was available, this was not used as the remodelling is estimated on an element by 
element basis; this required the reamed mesh to be used in both before and after cases. To simulate 
the natural acetabulum, a 3mm layer of subchondral bone (E=2GPa, v=0.2, (Dalstra, 1993)) with a 
fossa cut out was applied to the reamed acetabular surface. A 1.5mm layer of cartilage (E=15MPa, 
v=0.47, (Levenston et al., 1993; Shepherd and Seedhom, 1999a)) was then applied to the 
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subchondral bone layer. The cartilage layer was tied to the subchondral bone and load was applied 
through a spherical femoral head with the properties of cortical bone. 
The strain energy density values observed in the acetabular bone in the un-implanted state were 
used to indicate the difference in energy density before and after implantation, and thus the 
suggested sites for bone remodelling. The use of a simplified un-implanted acetabulum was 
considered an adequate assumption as the observed strain energy densities in this model are only 
used to indicate a benchmark level, to which other results will be compared. As only relative results 
are being sought from this study, accurate values of energy density differences are not required.  
6.8 Parameter analysis 
A full-factorial analysis was carried out with the five chosen input parameters: cup design; cup 
inclination; cup version; cup interference and cup seating. Eight load cases (Table 6.4) were 
analysed for each load combination, leading to a total of 31,104 analyses: 
      4 geometries  
   x 3 frictional coefficients  
   x 4 cup designs  
   x 3 cup inclinations    
   x 3 cup versions  
x 3 cup interferences 
   x 3 seatings 
   x 8 load cases  
   31,104 analyses in total 
    
Not all of the model combinations proposed were feasible: altering the cup angle and introducing a 
gap between the dome of the cup and the supporting bone resulted in a number of models in which 
there was not sufficient contact between cup and bone. After initial inspection, it was found that it 
was not possible to introduce a gap in cups with an inclination angle greater or less than 45.8°. It 
was also not possible to introduce a gap in any cup with an in-line fit. Literature suggests that the 
anatomical cup should not be implanted with an interference fit greater than 1mm. Upon initial 
tests it was observed that the two cups with less stiff material properties (the anatomical cup and 
the variable stiffness cup) deformed significantly under a diametrical interference of 2mm. These 
combinations were therefore also removed, leaving a total number of 11,200 analyses: 
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      31,104 analyses  
   x 95
 
removal for gaps at high or low cup inclinations  
   x 97
 
removal for gaps at an in-line fit 
   x 1210
 
removal for high interferences on low stiffness cups 
   11,200 analyses in total 
 
The 11,200 analyses were simulated using 1,400 individual models (each model undergoing eight 
load cases). All models were generated using the automated methods discussed in Section 3.5.3 and 
analysed statically with ABAQUS. 
6.9 Results 
6.9.1 Biomechanical situation 
The load from the femoral head produced a peak contact stress in the fluid layer at the point under 
the resultant load direction, shown for the sitting down load case in an example model with an 
in-line fit in Figure 6.7. The load was then transferred to the underlying bone through the cup; the 
stress distribution underneath the cup was dependent on the scenario being modelled. In the case of 
a press-fit, the cup deformed at the rim when inserted into the under-reamed acetabulum. In most 
cases the cup appeared to be squashed between the ilium and the ischium, which resulted in these 
areas being highly stressed, especially near the cup rim. In the cases where there was no press-fit, 
more load was transferred through the dome of the acetabulum (Figure 6.7). 
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Figure 6.7 Contact stress in the fluid layer, left (peak stress 0.13MPa) (red=0.13MPa, blue=0MPa); Von Mises stress in 
the underlying pelvic bone, right (peak stress 0.5MPa) (red=0.5MPa, blue=0MPa) 
6.9.2 Convergence 
Some of the parameter combinations were removed prior to analysis owing to their infeasibility in 
an in vivo situation. Convergence could not be achieved in all cases. The 11,200 analyses 
represented 1,400 different models, each undergoing eight load cases. Convergence was not 
achieved in 183 of these models. If one load case could not be analysed, the whole model was 
judged to have not converged, as all parameters required all load cases to be run. Reasons for lack 
of convergence were: a loading situation in which the direction of loading was not within the cup; 
and instability owing to the position and gap combination creating a lack of initial contact. An 
effort was made to remove models which would have such problems (Section 6.8), but not all 
problematic models could be identified before the study began.  
6.9.3 Statistical results 
The five chosen input parameters were analysed to ascertain which parameter had the highest effect 
on the chosen output failure indicators. The relative influence of each parameter is indicated 
through a Kolmogorov-Smirnov Z value. In order to conduct the Kolmogorov-Smirnov Z test, the 
probability distributions involved must be directly comparable; they must include identical sets of 
models, except for the parameter being tested. Owing to the removal of certain models (see 
Section 6.8), ones which would not occur in reality and models which could not converge, different 
models were removed from the dataset for each individual parameter calculation. To enable a fuller 
investigation, input parameter four, cup interference, was analysed with and without the in-line fit, 
as gaps were not included when an in-line fit was present; parameter four was thus replaced with 
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parameters 4a and 4b. The removals are summarised in Table 6.5. The Kolmogorov-Smirnov Z 
value enables comparisons between all distributions as it is dimensionless and related to the 
cumulative frequency. The difference in output magnitudes cannot be compared directly between 
different input parameters owing to the removals and is therefore not included. The maximum 
Kolmogorov-Smirnov Z value for each input parameter is listed in Table 6.6. 
 Table 6.5 Simulations removed to enable direction comparison for statistical analysis 
Number Input parameter Removed simulations 
1 Cup design All simulations with a press-fit of 2mm were removed. 
2 Inclination angle All simulations with a gap between the cup and bone were removed. 
3 Version angle No simulations were removed. 
4a Interference fit 
All simulations with a gap between the cup and bone were removed. 
All simulations with anatomical or variable stiffness cups were removed. 
4b Press-fit All simulations with anatomical or variable stiffness cups were removed. 
5 Cup seating 
All simulations with an in-line fit were removed. 
All simulations with an inclination angles at 35.7° or 55.8° were removed. 
 
Table 6.6 Significant Kolmogorov-Smirnov Z values for each input parameter 
Failure criteria 
 
Wear depth Cracking Micromotion 
Stress shielding, 
zone 1 (dome) 
Stress shielding 
zone 2 (rim) 
1 Cup design 0.75 0.34 0.50 0.40 0.54 
2 Cup inclination 0.90 - 0.17* 0.23 - 
3 Cup version 0.60 - - - - 
4a Cup interference 0.17* 1.0 0.48 1.0 1.0 
4b Press-fit 0.29 0.39 0.26 0.58 0.84 In
pu
t 
pa
ra
m
et
er
 
5 Cup seating 0.18* 0.24 0.33 0.56 0.43 
*These values are only significant at the 0.05 level, all other values significant at the 0.01 level 
 
A collection of cumulative frequency distribution plots are shown for each failure criterion in 
Figure 6.8 to Figure 6.12. Plots demonstrating the influence of subject geometry and cup-bone 
friction coefficient are also included, as well as a pie chart showing the relative influence of all 
parameters, based on their Kolmogorov-Smirnov Z value (most influential parameter is offset). The 
cumulative frequency plots display all values for the given output (e.g., wear depth) for all models 
analysed, in ascending order. Each individual curve indicates the range and spread of values which 
were observed for models with a given parameter value. For example, the plot in the top left corner 
of Figure 6.8 includes four separate curves, indicating the range of observed wear depths for all 
models, categorised according to the type of cup which was implanted. The range observed is 
evidently very different for the anatomical cup (0.3-0.7µm) than the other cups (0.3-0.5 µm). 
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Figure 6.8 Cumulative frequency plots showing influence of input parameters on potential failure owing to wear 
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Figure 6.9 Cumulative frequency plots showing influence of input parameters on potential failure owing to cracking 
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Figure 6.10 Cumulative frequency plots showing influence of input parameters on potential failure from micromotion 
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Figure 6.11 Cumulative frequency plots showing influence of input parameters on potential failure owing to stress 
shielding within the acetabulum 
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Figure 6.12 Cumulative frequency plots showing influence of input parameters on potential failure owing to stress 
shielding at the rim of the acetabulum 
6.9.4 Testing hypotheses 
The hypotheses developed in Section 6.6 were tested against the results and found true or false by 
comparing the median values of each probability distribution as shown in Table 6.7.  
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Table 6.7 Testing of input parameter hypotheses  
No. 
Input 
parameter 
Output 
response 
Hypothesis 
Median at 
value 1 
Median at 
value 2 
Median 
at value 
3 
True/false 
5.3E-4MPa 0.0042MPa - 
1 Cup design 
Stress 
shielding 
The anatomically shaped cup (1) will 
have a lower level of bone 
remodelling than the metallic cup 
(2). Top line acetabular centre, 
bottom line rim 0.012MPa 0.064MPa - 
True 
0.0033MPa 0.0042MPa - 
2 Cup design 
Stress 
shielding 
The variable stiffness cup (1) will 
have a lower level of bone 
remodelling than the metallic cup 
(2). Top line acetabular centre, 
bottom line rim 
0.060MPa 0.064MPa - 
True 
3 Cup design Micromotion 
The differential movement cup (1) 
will have lower micromotion than 
the metallic cup (2). 
0.020µm 0.021µm - False* 
4 
Inclination 
angle 
Wear depth 
Cups with a higher inclination will 
have higher wear. (Value 1 = 35.7°, 
value 3 = 55.8°) 
0.37µm 0.35µm 0.50µm False 
5 
Version 
angle 
Wear depth 
Cups with a higher version will have 
higher wear. 
(Value 1 = 12.3°, value 3 = 42.3°) 
0.36µm 0.37µm 0.39µm False* 
6 
Cup 
interference 
Micromotion 
Cups with a higher interference will 
have less micromotion. 
(Value 1 = 0mm, value 3 = 2mm) 
0.024µm 0.0091µm 0.011µm False 
7 
Cup 
interference 
Tensile 
stress 
Cups with a higher interference will 
have higher tensile stresses. 
(Value 1 = 0mm, value 3 = 2mm) 
0.051MPa 1.5MPa 2.9MPa True 
8 Cup seating Micromotion 
Cups with a larger gap will have 
more micromotion. 
(Value 1 = 0mm, value 3 = 3mm) 
0.012µm 0.014µm 0.036µm True 
*Even though the difference medians show the hypothesis to be accepted, no significant difference was found between the 
distributions in the Kolmogorov-Smirnov Z test 
6.9.5 Wear 
Results showed daily wear depth to primarily be sensitive to three input parameters: cup design, 
inclination angle and version angle. The highest Kolmogorov-Smirnov Z value occurred between 
the mean and highest inclination angle. For parameter one, cup design, results were only shown to 
significantly change when the anatomical cup was used; the level of wear appeared to not change 
significantly when altering the other cup types. Daily wear depth was increased with the 
implantation of an anatomically shaped cup. 
While the highest inclination angle demonstrated the highest median wear, the lowest angle did not 
show the lowest wear; this occurred at the mean inclination angle. The level of wear at the higher 
inclination angle was, however, considerably higher than that at the lower inclination angle. In 
some cases, the highest wear was shown to occur at the mean inclination angle (see Figure 6.8); 
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inspection shows that this occurred in the cases when the anatomical cup was used. The highest 
version angle coincided with the highest wear depth, but there was no significant difference 
between wear measured at the mean version angle and wear measured at the lowest angle. 
Hypotheses four and five were therefore disproved by these results. 
6.9.6 Cracking 
The maximum tensile stresses inside the acetabulum were sensitive to four parameters; cup design, 
and the three parameters concerning the level of interference; parameters four a, four b and five. 
Levels of stress were shown to increase with the level of interference fit (proving hypothesis seven 
correct), but decrease with the introduction of a gap. The anatomically shaped and variable stiffness 
cup both displayed lower tensile stresses than the metallic cups. 
6.9.7 Micromotion 
Micromotion at the cup-bone interface was sensitive to alterations in all parameters except for 
parameter three, version angle. The parameters associated with cup design and the cup-bone 
interface - interference fit and cup seating, were those with the highest influence over micromotion 
between the cup and the underlying bone. 
The anatomical cup displayed higher micromotions than any other cup. No other cup designs 
showed significantly different micromotions from each other; therefore hypothesis number three, 
that the differential movement cup would reduce micromotions compared to the metal press-fit cup 
was disproved. 
Micromotions were shown to be higher when a gap was present between the cup and bone, 
supporting hypothesis number eight.  Highest micromotions were measured when an in-line fit was 
present; but micromotions were not consistently lower when the highest press-fit of 2mm was 
modelled, therefore hypothesis number six was not proved correct. 
6.9.8 Stress shielding 
The stress shielding reported is the mean difference in energy density before and after implantation; 
calculated by removing the before implantation energy density from the post implantation energy 
density on an element by element basis, and then taking the mean of all differences. In all cases 
only positive changes in energy density were observed; indicating that, on average, energy density 
was always increased under the implantation of a cup. Stress shielding was measured in the centre 
of the acetabulum, and around the rim. The sensitivity of stress shielding to the input parameters 
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was similar in both positions. The level of interference fit had the highest influence over stress 
shielding; the level of potential bone remodelling increased with the amount of interference fit. 
Stress shielding was shown to decrease with the increasing size of gap between cup and bone. 
Cup design had a significant influence over the level of stress shielding. Both the anatomical cup 
and the variable stiffness cup proved to have a lower level of stress shielding than the metal 
press-fit cups, supporting hypotheses one and two; although stress shielding was much lower in the 
anatomically shaped cup than all other cups. 
6.10 Clinical comparisons 
The conclusions of this study are supported in three ways: through sensitivity studies confirming 
that the FE model outputs are not highly dependent on the specific model(s) used to generate them 
(Chapter 3, Chapter 4) because an envelope of solution is included; through experimental 
validation confirming the predicted results provide similar distributions to those measured in a 
physical situation (Chapter 5); and through comparison of the results to clinical observations of the 
in vivo situation. 
6.10.1 High inclination angle correlates with high wear 
Excessive wear of press-fit cups has been investigated by retrospectively analysing explanted cups 
and by measuring the metal ion levels in patients’ blood (Hart et al., 2009b). Excessive wear has 
been shown to correlate with edge loading (Kwon et al., 2010) and high inclination angles (De 
Haan et al., 2007; Hart et al., 2008; Langton et al., 2009). These findings support the relationship 
found in this study between wear and inclination angle. While the findings are supported, the in 
vivo situation may be further dependent on the break down of fluid film lubrication which is also 
presented at high inclination angles, but is not modelled in this study. 
6.10.2 High version angle correlates with high wear 
Early studies concerning metal on metal wear focussed on the relationship between increased wear 
and inclination angle (Mont and Schmalzried, 2008). More recent studies also confirm a similar 
relationship between wear and version angle (Langton et al., 2008; Langton et al., 2009). The 
results of the current study displaying a correlation between high version angle and wear are 
therefore in agreement with clinical findings. 
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6.10.3 A higher interference fit increases the amount of cracking 
No direct study relating interference fit to cracking in the acetabulum could be found. One study 
reported clinical fractures of the acetabulum created during impaction (Sharkey et al., 1999) and 
recorded the level of interference fit. Out of thirteen occurrences of fracture, twelve occurred with 
an interference fit of 2mm or greater. Cracking under higher diametrical interferences has also been 
observed in cadaveric work (Kim et al., 1995b; Zivkovic et al.). This supports the findings in this 
study that higher diametrical interferences can lead to higher stresses, and therefore a higher risk of 
cracking.   
6.10.4 An anatomically shaped cup displays higher micromotion 
than a standard metal cup 
A clinical follow up of the anatomically shaped ‘Cambridge Cup’ was reported in the literature at 
five years (Field and Rushton, 2005). The Cambridge Cup is the precursor to the MITCH PCR
TM
 
cup and is therefore slightly different; it is not fabricated from PEEK, but a carbon-fibre reinforced 
polybutyleneterephthalate shell with UHMWPE liner. The cup in the reported study further differs 
from that modelled here by having spikes at the dome of the acetabulum to secure it to the bone. As 
part of the reported study, eighteen cups were implanted with and without Hydroxyapatite (HA) 
coatings. The group without HA coating displayed severe mean migration of 9.2mm (SD 5.8) 
compared to a mean migration of 2.6mm (SD 1.6) for the group with HA coatings (although the 
error in radiographic measurement method of approximately 5mm should be taken into account 
here); no direction was provided in the study. A study investigating the migration of metal press-fit 
acetabular cups without HA coating analysed the migration of 21 cups after a median time of 27 
months (range 23 to 49 months) (Onsten et al., 1994). Using the more accurate method of 
roentgenstereophotogrammetric analysis the authors found a mean migration of 0.57mm (SD 0.50). 
Despite the clear differences in study methodology and time to follow up, the two reported studies 
clearly indicate that the anatomical cup appears to migrate further than the metal press-fit 
acetabular cup.  
There are a lot of differences between the published studies and the two cup designs analysed in the 
current study. This given, the evident increase in clinically observed migration between the two cup 
types goes some way to support the observation in this study that higher micromotions are 
observed in an anatomically shaped PEEK cup than in a typical metal press-fit cup. 
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6.10.5 Bone remodelling is reduced with an anatomically shaped 
PEEK cup 
A Dual-energy X-ray Absorptiometry clinical study addressing the change in bone mineral density 
(BMD) after implantation of 40 Cambridge Cups (slightly different to the MITCH PCR
TM
, see 
Section 6.10.4) was sourced in the literature (Field et al., 2006). An increase or decrease in bone 
remodelling is indicated by a corresponding change in BMD. The authors found that the changes in 
BMD around the Cambridge Cup (-13% at six months) were less than those around a threaded 
titanium cup (-19% at six months). Although the threaded titanium cup is not the same as the metal 
press-fit cups analysed in this study, the clinical trend shows less bone remodelling around the 
anatomically shaped, lower stiffness cup than the near hemi-spherical metallic cup; which was also 
found in this study. 
6.11 Discussion 
A parametric analysis has been carried out using FE modelling to assess the influence of input 
parameters relating to acetabular cup implants and the associated surgical procedure on output 
responses indicative of future implant failure owing to aseptic loosening. Aseptic loosening is the 
most prevalent cause of acetabular cup failure and the mechanism to failure is not fully known; it 
may be a consequence of wear, micro-cracking, micromotion or bone remodelling (see 
Section 2.2.3.4). This study has a number of limitations (see Section 6.11.10), but confidence in the 
validity of the results has been increased through experimental validation, sensitivity studies and 
clinical comparisons. 
Individually, many of the findings of this study are not unique, as can be seen from the number of 
clinical observations matching the findings (Section 6.10). The main purpose of this study is to 
investigate the relative contribution of all the input parameters to failure prediction; and therefore 
know the relative importance of each parameter and what the highest priority parameter is with 
regards to the surgical and design processes. 
6.11.1 Wear 
Wear was analysed simplistically in this study; a wear depth was estimated based on the maximum 
contact stresses within the acetabulum. The maximum contact stress was primarily dependent on 
the location of resultant force direction with respect to the inner surface of the acetabular cup. 
Contact stress was increased with a reduction in contact area and close proximity of the resultant 
force to the edge of the cup. The inclination and version angles governed the position of the 
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resultant force with respect to the cup edge, and the cup design governed the amount and location 
of available contact area. It is therefore logical that these three parameters governed the predicted 
wear amounts. Highest sensitivity was found towards the inclination angle. In most cases wear was 
a lot higher when the inclination angle was higher (55.8°) than the mean (45.8°); and was also 
higher when the inclination angle was lower than the mean (35.7°). The results show that this was 
not the case when the anatomical cup was implanted; the sensitivity of this cup to inclination angle, 
owing to its cut out, was different to other cups. 
The results indicate that for both orientations, there appears to be an optimum angle, rather than 
simply the lower the angle, the less the wear. The initial hypotheses that higher angles would 
always produce higher wear were therefore not proved to be correct.  
The anatomically shaped cup was the only cup included in this study with a change in internal 
geometry; and was the only cup to demonstrate significantly different (higher) predicted wear. This 
shows the impact of internal geometry and contact area on wear. 
6.11.2 Cracking 
The presence of high maximum tensile stresses was used as an indicator for possible crack growth, 
which could lead to loosening failure through the trapping of fluid (causing high pressures), the 
disruption of cup-bone ingrowth,  or simply by fracturing the acetabular bone. 
The results clearly show that the higher the press-fit, the higher the stress. This is logical as the 
implantation of the cup pre-tensions the underlying bone. A higher diametrical interference 
increases the amount of pre-tensioning and the introduction of a gap reduces the amount of 
interference. Even if the cup and the reamed cavity are 2mm different in diameter, there will be less 
overlap between the cup and bone if a gap is present, and the bone will therefore deform less and 
be less stressed.  
The two cups with lower material stiffnesses imposed lower stresses in the underlying bone than 
the metallic cups. It is likely that these cups deformed more than the metal cups, and therefore 
reduced the amount by which the bone was required to deform, and therefore the amount of stress 
it was under. The anatomical cup imposed significantly lower stresses than even the variable 
stiffness cup, indicating that the cut-out allowed much more deformation to occur than simply 
using a low stiffness material but retaining a rigid rim. 
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6.11.3 Micromotion 
Excessive micromotion between the cup and bone can prevent osseointegration from occurring and 
thus result in aseptic loosening.  
Cup design had the highest influence on the level of micromotion at the cup-bone interface. Again, 
the difference stemmed from the anatomically designed cup, which demonstrated consistently 
higher micromotions than all other cups. The MITCH PCR
TM
 cup actually has two rear fins to aid 
stability. These were not included in the current study as none of the other cups had rear fixations, 
and the objective was to investigate the direct effect of the shape and material property alterations. 
The higher micromotions observed in this study are clearly owing to a lack of stability caused by 
the cut-out in the anatomical cup, removing the inherent stiffness of the cup rim. 
Micromotion was dependent on the parameters which affect cup stability. Having an in-line fit or a 
3mm gap clearly reduce the level to which the cup is held into the pelvis; the results therefore show 
an increase in micromotion under loading. The differences are not so striking, however, between 
the higher press-fits and lower gaps. There is clearly not a linear relationship between micromotion 
and any of the parameters. This suggests there may be a lot of interplay between the different input 
parameters and the maximum micromotion may be being created through a number of different 
observed mechanisms. In some cases a 2mm press-fit decreased micromotions (intuitive), in other 
cases it increased them; a similar phenomenon was observed in cadaveric tests by Kwong et al. 
(1994), where measured micromotion was higher (36µm) in a 2mm fit than a 1mm fit (23µm). 
They hypothesised that this may be because the 2mm fit wasn’t seated as well as the 1mm fit was; 
the influence of cup seating on micromotion found in this study clearly indicates that this factor 
would have had a large effect. 
6.11.4 Stress shielding 
The level of potential bone remodelling owing to stress shielding was indicating by reporting the 
difference in strain energy density between an implanted acetabulum and a model representing the 
natural acetabulum. Generally, a higher difference was apparent at the acetabular rim, than at the 
centre of the acetabulum.  
In both positions, highest sensitivity was attributable to the parameters governing the level of 
interference fit. The difference in strain energy density when the bone is deformed under an 
interference fit is so great, that the parameters governing the level of fit are shown to have the 
highest impact. Reducing the press-fit and increasing the gap both contribute to lowering the 
amount of bone remodelling. As with other failure indicators, the cup design which showed a 
significant impact on bone remodelling was the anatomical cup. The dominance of the anatomical 
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cup over the variable stiffness cup indicates that a change in geometry causes a much higher 
difference in potential remodelling than the alteration in cup material stiffness. 
6.11.5 Cup design 
The choice of cup design had a high influence over all failure indicators. This was, however, 
wholly attributable to the anatomically shaped cup. The radical change in geometry made the cup 
dramatically more flexible than any other cup; the variable stiffness cup had a much lower material 
stiffness at the dome, but did not display such different results to the metallic cups. The anatomical 
cup demonstrated a significant reduction in bone remodelling, as intended, and a reduced potential 
for acetabular cracking. It also, however, indicated a high propensity to wear and micromotion.  
Had the anatomical cup not been included as a cup design, the sensitivity of all failure indicators to 
cup design would have appeared much lower. The variable stiffness cup was associated with less 
cracking, less bone remodelling and slightly more micromotion than the metal cups; but its relative 
influence was much less than that of the anatomical cup. The differential movement cup, designed 
to reduce micromotion at the cup-bone interface, appeared to have no significant difference to a 
metal press-fit cup with respect to any of the failure indicators. This may possibly be owing to 
omission of any torque loading (see Section 6.11.10.2).   
6.11.6 Cup position 
The positioning of the cup within the acetabulum only had high influence over one of the failure 
indicators: wear. This said, the inclination angle did have a higher influence over wear than all 
other parameters. The implanted inclination and version cup angles have an effect on potential 
impingement between the acetabular cup and femur, and are also inter-related with the natural 
acetabular geometry of the patient. The final acetabular position is therefore a result of a number of 
things and cannot purely be set for wear reduction.  
The significance of cup positioning has been a relevant area of research for quite a few years and 
has resulted in a number of computer navigation systems which can aid accurate cup placement 
(Digioia, 2000; Ecker, 2007; Barrett et al., 2007).  
6.11.7 Cup interference 
The level of cup interference had a high influence over all failure indicators except for wear. Even 
when only the difference between a 1mm and 2mm press-fit were compared, the level of 
interference was still shown to have a major effect on all the same parameters. The inherent effect 
 220 
that the level of interference has on the stability of the prosthesis and straining of the underlying 
bone is the reason for the high influence. Having a high press-fit enables high stability and a 
reduction in micromotion; although as discussed, there appears to be a large amount of interplay 
between parameters with regards to micromotion. This interplay was also observed by Spears et al. 
(2001) in their finite element modelling work. They postulated that the introduction of a gap 
between the cup and bone led to high forces at the rim, which in turn created high forces tangential 
to the rim, causing micromotion. In this situation, a higher interference fit leads to higher forces 
and more movement.  
6.11.8 Cup seating 
Cup seating had a significant influence over all parameters except wear. The level of cup seating 
works in tandem with the level of interference to dictate the stability of the cup, and the 
deformation of underlying bone. In all cases the influence of the cup seating was slightly less than 
that of the level of interference. The presence of a gap appears to reduce both the amount of bone 
remodelling and the potential for cracking. There will obviously be a lack of bone ingrowth at the 
dome of the cup, but the benefits of having a gap were observed by Morscher, who included a 
flattened dome on the Morscher Cup
TM
 (Gwynne-Jones et al., 2009), introducing an inherent gap. 
Unfortunately, the introduction of a gap also served to increase micromotion; although the 
introduction of a gap through a flattened dome may avoid this problem, as the rest of the cup can 
maintain the intended level of interference. 
6.11.9 Avoiding failure 
The most influential parameters on potential implant failure were assessed using the 
Kolmogorov-Simonov Z values in Table 6.6. The use of an in-line fit clearly has the highest 
influence on potential failure of a cup, through cracking (Z=1.0) and stress shielding (Z=1.0). An 
in-line fit would normally be implanted along with secondary fixation, such as screws, and is 
unlikely to occur in error. If the in-line fit is removed from the results, inclination angle becomes 
the most important parameter, indicating failure through wear (Z=0.90). The second most 
influential parameter is the level of press-fit; an overly large interference fit could indicate failure 
through stress shielding (Z=0.84). The third dominant parameter is cup design, whereby a radically 
different cup design could influence potential failure due to wear (Z=0.75). The use of such a 
radically different cup geometry could be considered uncommon, if the anatomical cup was not 
included in the results, then the third most dominant parameter would be version angle, failing 
through wear (Z=0.60). The fourth would be cup seating, and the last would be cup design. It can 
also be observed from the figures in Section 6.9.3 that in most cases, the influence of the subject 
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geometry is low compared with other parameters. This strengthens the generalisability of the 
results and suggests that parameters such as optimal cup angle could be recommended for the 
majority of patients. 
6.11.9.1 Inclination angle 
The results clearly show that there is an optimal value of inclination angle for wear reduction, but 
that it is relatively insignificant with respect to other failure indicators. This is only true within the 
current study; the inclination angle will also affect the possibility of impingement between the cup 
and femur (or femoral component), which would have further negative effects. Impingement was 
not considered in this study. Further work would be required to ascertain the precise optimal angle 
and its generalisability between patients; but this work suggests that the optimum angle is in the 
region of 45° and that the underlying patient geometry has little effect on this value.  
6.11.9.2 Press-fit 
The level of interference between the cup and acetabular bone is very important. A high 
interference enables good stability, indicated by low micromotions, if properly seated; but a high 
interference can also increase instability if the cup is not properly seated. A high press-fit will also 
lead to greater tensile stresses in the underlying bone and a higher chance of stress shielding; both 
negative scenarios. A low interference fit might reduce these scenarios, but there is the risk that 
stability will be compromised. Screw fixation could solve a number of these problems, but may 
introduce others. 
Based on the results of this study, one might suggest implanting cups with a 1mm press-fit as a safe 
option. Introducing a higher press-fit requires a higher impact force for insertion and thus increases 
the chance of improper seating, and thus the potential increase in stability from the higher 
interference may be compromised by the presence of a gap. As only three levels of fit were 
investigated here, further work would be required to ascertain an optimal level of fit; results also 
indicate that this value may be subject-dependent, as tensile stresses, micromotions and stress 
shielding all appear to be sensitive to the specific patient used. 
6.11.9.3 Version angle 
The only output response significantly sensitive to version angle was wear depth. There was no 
clear optimal version angle observable from the results; further investigation is required to find 
this. The results indicate that wear depth is less sensitive to version angle than it is to inclination 
angle. The values used for the angles in this study were taken to represent the variation in achieved 
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angles in surgical practice. The achieved angles for version varied much more than those for 
inclination; this indicates that the observed sensitivity may be largely a result of a large variation in 
version. It may be harder to accurately position a cup in version than inclination, resulting in a wide 
range of achieved surgical positions; it would be advisable to achieve a consistent version angle. 
6.11.9.4 Cup seating 
The presence of a gap between the dome of the cup and the bone has a significant effect on 
micromotions, tensile stresses and stress shielding; not least because of the knock-on effect that 
improper seating has on the interference fit. Despite a number of benefits provided by the gap 
(lowering stresses and reducing stress shielding), the reduction in stability and the fact the 
acetabular cup is not implanted as intended indicate that only full seating can be recommended. 
Trial cups are provided to aid the surgeon in seating a cup, as well as the surgeon’s skill and 
experience. As was observed during impacting a cup for the in vitro experiment in this thesis 
(Section 5.2.4.3); it is not clear to the lay-person’s eye whether a cup is fully seated or not – there is 
definitely potential for error. The metal on metal cups are so called ‘monoblock’ cups. This means 
that they are one part only. This differentiates them from many other bearing combinations, which 
often have a metal backing and UHMWPE or ceramic liner. Many of these other cup types have 
holes in the metal backing into which screws can be placed, if desired. The metal on metal cups do 
not have any holes as this would provide a direct path for any wear debris to move from the sliding 
interface to the back of the cup. If screw holes are present, the surgeon can clearly see if the cup is 
fully seated or not. It is therefore possible that there is an increased chance of not bottoming the 
cup out in a metal on metal press-fit cup, as opposed to other cups, because of the lack of screw 
holes. 
6.11.9.5 Cup design 
It is interesting that, unless a radically new cup geometry is included, the influence of the press-fit, 
position and seating of the cup both have a higher influence on success. The cup design which did 
have a major effect on results was geometrically different to all other three cups; it may be that 
altering the geometry of the cup less drastically would also have a high impact on results. This may 
be the case with the recently withdrawn ASR
TM
 cup (DePuy Inc), which had a lower cup-head 
contact area than similar sized cups on the market (including the ADEPT). Altering the material 
properties of the cup appeared to have a much lower impact than changing the geometry. There are 
a large number of cups implanted successfully. The BHR
TM
 cup (Smith and Nephew) is the most 
implanted cup in the UK (NJR, 2010) and as such has a proven success rate. The results of this 
study would indicate that failures may not be attributable to cup design and as such would 
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recommend the continued use of a cup such as the BHR
TM
, having demonstrated a clear potential to 
provide a successful joint replacement. 
6.11.9.6 Recommendation 
The results of this study indicate that the best way to avoid failure is to correctly position a cup 
(with a proven success rate) and implant it at its optimum diametrical interference with full seating. 
Further work is required to ascertain optimal positions and interferences. Both the seating and 
interference level of the cup are trade-offs between positive and negative influences; as is 
positioning if considering geometrical impingement. Errors in all may shift the implanted construct 
into a failure situation. It is therefore paramount to reduce errors in the surgical process to enable 
appropriate levels of positioning and interference fit, along with full seating. Research and 
development time and resources may therefore be best spent developing surgical instrumentation 
which can increase the accuracy of the implant positioning and fit, and ascertaining the optimal 
levels of both, rather than designing new implants. 
6.11.10 Limitations of the study 
The findings of this study are true within certain limitations, which are discussed below. 
6.11.10.1 Failure indicators 
This study is limited by the number of output parameters chosen to assess failure. Only parameters 
which could be measured in FE were analysed, therefore biological factors, fluid-related factors 
and geometrical factors such as impingement were not included. Failure stemming from such 
factors is therefore not considered in this work. 
6.11.10.2 Loading 
The finite element models in this study were static models. The in vivo situation being replicated is 
a dynamic situation. Static simulations were used for their lower computation times compared to 
dynamic models; and for their comparative simplicity and fewer unknown input parameters. 
El'Sheikh et al. (2003) compared stress distributions between static and dynamic finite element 
models of a femur undergoing a stumbling load. Their results showed considerable differences 
between the two models; although distributions were much more comparable than magnitudes. 
Even though their differences may have been accentuated by the nature of the stumbling load, and 
the fact they used slightly different material models to model static and dynamic situations; the 
results still indicate that static models are only approximations of the dynamic situation.  
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Output responses such as wear are strongly linked to dynamic variables such as acceleration 
between the two bearing surfaces. The output responses used in this study can therefore only be 
considered indicators of potential failure and are not definitive. 
The activities simulated in this study were limited to those measured and published in Hip98 and 
those reported as being part of daily activity loading by Morlock et al. (2001). The use of the 
averaged patient gait has already been discussed in Section 6.7.6. The reported forces in Hip98 are 
severely limited by the low dataset used, though as this is the only substantial in vivo measured 
dataset available, it is also the most accurate to use. It may be true that failure occurs under atypical 
loading scenarios; this is certainly the case for the majority of fractures. Tuke et al. (2008) 
hypothesise that the ultimate failure of metal on metal hip replacements occurs as a result of a high 
frictional resistance to torque loads, caused by the presence of a wear patch. Torsion loading was 
not applied as a load case in this study; torque type failure mechanisms will therefore not be 
indicated. 
6.11.10.3 Implant lifetime 
All the observed outputs found in this study describe the mechanical situation directly after 
implantation. The failure indicators can only suggest future failure may occur based on the initial 
implant situation. Although initial conditions are likely to be a good indicator of later failure 
(Karrholm et al., 1994; Taylor, 1996), the lifetime performance of the implant is not considered in 
this study. The stress shielding reported in this study is only an indicator of bone remodelling 
initiation, and may change significantly if it were implemented as an iterative bone remodelling 
algorithm. The change in mechanical interface over time (owing to wear patch development) and 
fatigue of local bone could also not be investigated through this study. 
6.11.10.4 Clearance 
The clearance between the acetabular cup and the femoral head is a significant input factor which 
was not included in this study. The reasons for its exclusion are discussed in Section 6.7.5 and are 
primarily because of the influence the clearance has on the tribological situation at the bearing 
surfaces, which is not modelled in full in this analysis.  
A number of failure mechanisms of metal on metal hip replacements may be owing to the clearance 
between cup and head. ‘Microseparation’ (Nevelos et al., 2000) describes the femoral head levering 
out of the acetabular cup during gait and causing increased wear through edge loading, and is likely 
to be very sensitive to the clearance between the cup and the head. The mechanism through which 
microseparation occurs was not modelled in this study and therefore failures through this 
mechanism cannot be assessed. 
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The deformation of the cup during impaction (Squire et al., 2006) dictates the final clearance 
between cup and head. Earlier work (Chapter 4) highlighted a rim-pinching mechanism which 
entirely altered the contact mechanics at the cup-head interface. This rim pinching can be avoided 
through design of the clearance and correct reaming (Latif et al., 2008). It is assumed that adequate 
clearance for a given cup design would be calculated during the design process. As the design of 
the clearance is dependant on the cup stiffness, the fluid lubrication layer (Rieker et al., 2005) and 
the desired interference fit, it was not deemed possible to include it in this study in a fair way 
without distorting the results – owing to the major effect rim-pinching had on all results. In this 
study the clearance was made artificially high (1mm) to avoid any rim-pinching. Excessive wear of 
metal on metal hip replacements has been frequently linked to orientation (Grammatopoulos et al., 
2010; Hart et al., 2008), although failures also happen at optimal positions (Long et al., 2010). It 
may be that failure is caused by edge loading occurring at optimal orientations under-going 
rim-pinching. This unfortunately could not be investigated by this study. 
6.11.10.5 Tribology 
It is clear that, as a bearing, the tribological situation between at the cup-head interface has a high 
influence over the contact mechanics and transferral of stresses. The wear estimation used in this 
study (Maxian et al., 1996) is an approximation and in no way represents a full analysis of the 
situation. All the interfacial parameters used in the analysis, such as frictional coefficients and wear 
factors, are in fact dependent on dynamic and environmental conditions (Friedrich et al., 1993; 
Shirazi-Adl et al., 1993); such dependency could not be included in this study and therefore 
imposes further limitation on the results.  
6.11.10.6 Acetabular cup surface description 
In all simulations it has been assumed that the roughened rear surface of the acetabular cup can be 
described by applying a frictional coefficient. The standard all metal press-fit cup has a surface of 
porous beads which was not modelled owing to the requirement of a very refined mesh which 
would have been too computationally demanding. The assumption that such a surface can be 
represented with a level of roughness, described with a frictional coefficient, places a limitation on 
the results.  
6.11.10.7 Material description 
The description of material properties imposes a severe limitation on all results. The assumption of 
the pelvis bone as linear, elastic and isotropic are all incorrect to a certain extent; although there is a 
lack of published data further describing pelvic bone properties. 
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Pelvic trabecular bone is anisotropic (Dalstra, 1993), but the material directionality is likely to alter 
throughout the pelvis. No information could be found in the literature to suitably model this 
directionality, thus it was modelled as isotropic. 
Describing the bone as linear elastic provides further limitations. While the assumption of no 
visco-elasticity is considered realistic (the visco-elasticity of human bone has been measured as 
very low (Pugh et al., 1973)), as well as the reasonable assumption of a linear elastic region 
(Keaveny et al., 1994); the yielding and plastic region of the bone has not been considered in this 
study. The reasons for this are again computational efficiency, coupled with standard procedure in 
the field. The results are therefore limited by not including the plastic deformation which may 
occur under impaction; this may have influenced the strength of press-fit. 
6.11.10.8 Anatomical cup shape 
The shape of the anatomical cup was designed to match the MITCH PCR
TM
 cup to enable clinical 
observations to be compared to findings in this study. No data could be sourced on the actual 
geometry of the cup, it was therefore estimated based on photographic images in the literature. 
These comparisons are therefore limited by a possible difference in geometry. 
6.11.10.9 Parameter values 
The nature of the factorial analysis performed in this study means that the conclusions are highly 
dependant on the selection of the range of input parameters. An effort was made to vary parameters 
over values which represent their realistic variation, as found in the literature. The results, however, 
are limited by the accuracy of these choices. Choosing the level of interference fit (Section 6.4.4) 
was difficult given that many experimental studies quote their level of press-fit as the difference 
between the diameter of the last reamer used and the diameter of the cup inserted (Curtis et al., 
1992; Ries et al., 1997). Studies have shown that reamers do not necessarily ream a spherical cavity 
(Kim et al., 1995a) and the actual diameter may be larger than that intended (Macdonald et al., 
1999). The reported interferences may therefore be slightly different than the actual values. It may 
be argued that the inclusion of an in-line fit is unlikely to occur in reality, results were therefore 
reported with and without models including an in-line fit. The in-line fit was included as they 
commonly occur in situations where further fixation from screws is present. 
A similar problem was encountered when choosing inclination and version angles. The 
acknowledged error in measurement between planar radiographs and CT scans can be up to 15° 
(Section 6.4.2). As inclination and version were measured with respect to a 3D plane in this study 
(considered the most accurate method), literature sources were limited to studies which had 
measured the angles with the same method. 
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The full-factorial analysis required that all combination of values be tested. This was not possible, 
leading to the removal of certain combinations before and after analysis (those which had not 
converged). This process led to the full dataset not being used for the sensitivity analysis, thus 
magnitudinal differences could not be compared between input parameters, as their datasets did not 
include the same distributions. This limited the results that could be provided for the analyses. 
It was the decision of the author to carry out a multi-factorial analysis as opposed to changing one 
parameter at a time and holding all others at their mean value. This strengthens the results, but 
introduces the afore mentioned problem of required model removals and also limits the number of 
different parameter values that are feasible. Each input parameter was only assessed through three 
or four parameters, and only four subject geometries were used in the analysis. This may be 
considered low, but any more would not have been computationally feasible. Probabilistic analyses 
were initially not undertaken in this thesis owing to their lack of ability to include categorical 
variables and the availability of high computational power, enabling a full-factorial model. Future 
work may focus on developing a probabilistic method to include categorical input factors and 
therefore enable a wider range of input parameter values to be assessed. 
6.11.10.10 Validation experiment 
The results of the in vitro validation did not provide adequate match up to enable the magnitudinal 
values of this study to be considered accurate; only the distribution of values. A failure cut off value 
(such as 150µm being the upper limit of micromotion (Pilliar et al., 1986)) could therefore not be 
imposed on the results to indicate which models may indicate a failed cup and which may indicate 
a successful cup. The conclusions are limited to which parameters have a higher influence over the 
failure indicators. 
6.11.10.11 Size 
Throughout this whole thesis, only one size of cup has been investigated. Clinical and experimental 
research has found relationships between cup sizes and increased wear (Livermore et al., 1990) and 
increased failure (Langton et al., 2008). It was assumed that any effects captured by the FE analysis 
would be scalable, and therefore it would be an inappropriate use of resources to simulate all sizes, 
as the relative importance of input factors would not have changed. This may not, however, be the 
case when considering the scaling of the patient geometries; e.g. cortical bone thickness may not 
scale linearly. 
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6.11.10.12 Baseline model taken for bone remodelling 
The baseline model taken to represent the un-implanted acetabulum for bone remodelling was only 
a representation of a natural acetabulum, and not a true representation of the natural geometry. The 
method used allowed direct comparison on an element by element basis, but is arguably less 
accurate than using the un-implanted pelvis mesh. As only relative conclusions were being drawn 
from this model, the actual value of the baseline was not as important as if magnitudinal levels 
were required. Nevertheless, the results were limited by this approximation.  
6.12 Conclusion 
A number of different studies are included in this thesis which aid the verification and validation of 
the models used in the present factorial analysis. The relative influence of five major parameters 
associated with acetabular cup implantation was analysed using around 10,000 FE analyses; from 
which many significant trends were apparent. 
The primary conclusion from this work is the high importance of cup placement, in terms of 
positioning and fit, compared to the actual cup used or the individual patient geometry. It appeared 
that cup design only became an influential factor when the cup shape was altered, while changing 
the material properties had a low influence on potential failure.  
These results can inform surgeons and highlight the most important aspects of cup implantation 
which must be considered during surgery; as well as offering new contributions to the current 
investigations on the comparatively high failure rate of metal press-fit acetabular cups. 
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Chapter 7  
CONCLUSIONS 
A lot of the work carried out in this thesis, used to inform the final factorial analysis, is useful in a 
number of ways beyond the work in Chapter 6. Important conclusions from all the work in this 
thesis are highlighted here. 
7.1 A framework for the failure mechanisms of 
acetabular cup implants 
In Section 2.2.3 the literature discussing possible failure mechanisms and observed failure 
scenarios of acetabular cups implants is framed within an issue tree. This enabled the multitude of 
failure possibilities to be broken up into fundamental causes, which were then categorised based on 
whether the cause was applicable to implant design; surgical process; or patient dependent. This 
framework was used in this study to inform which metrics to use to assess potential implant failure; 
it could be used similarly by anyone wishing to investigate acetabular cup implant failure. 
7.2 a priori sensitivity approach 
The sensitivity studies carried out in Chapter 3 and Chapter 4 offer a new approach to carrying out 
sensitivity analysis. The decision to carry out sensitivity analysis before commencement of the final 
finite element study was taken to avoid the situation where high sensitivity to an input parameter is 
discovered after the study has been carried out. If this is known before, there may be an opportunity 
to re-address the modelling of certain aspects to better describe the influential parameters.  
The conclusions pertaining to the sensitivity analyses in this study are useful for any researchers 
who are also investigating the mechanical situation at the implanted and natural acetabulum. The 
studies concluded that subject bone geometry, material property assignment method, and frictional 
coefficient between the cup and bone have a high influence over model outcomes; while the 
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inclusion of muscles and full joint descriptions at the pubic symphysis and sacroiliac joint have a 
lesser effect on results. 
7.3 New cup-bone micromotion measurement 
technique 
The micromotion in the validation experiment in Chapter 5 was measured using a technique that 
has not been reportedly used before to measure micromotion of an acetabular cup. The most 
common micromotion measurement technique involves the use of LVDTs, which measure relative 
linear movement. It was felt that the use of the digitizing arm could provide superior results owing 
to its low-invasive nature (LVDTs must be attached to the bone or cup surface) and the ability to 
take as many measurements as desired (one individual LVDT can only provide one measurement, 
in one direction). The higher number of measurements reduces the potential of inaccuracy owing to 
measurement errors and provides three dimensional spatial movement information. 
Extensive work was carried out to verify the most accurate method of use of the digitizing arm. The 
resulting match-up with the FE analysis confirms the validity of the method.  
7.4 Experimental validation of a press-fitted 
acetabular cup implant 
A few studies exist in the literature which validate pelvic finite element models experimentally. 
None could be found which validate a pelvis implanted with a press-fit cup, as was required, and 
undertaken, in Chapter 5. Validation was also carried out for a higher number of metrics (strain, 
displacement and micromotion) than the reported studies. High correlation coefficients (0.95, 0.98, 
0.96) and low mean percentage errors (22%, 15%, 30%) were observed for strain, full field 
displacement and micromotion comparisons, respectively. This strengthens the approach used to 
model the implantation procedure, and can therefore prove useful for any researchers also wishing 
to model the same procedure.  
7.5 A set of pelvic FE models 
The sensitivity studies and experimental validation have contributed to the production of a set of 
pelvic FE models which can be used to analyse a range of different scenarios at the acetabular 
 231 
level. These models are available for use in future projects within the Structural Biomechanics 
Group in Imperial College London, and collaboratively with other groups.  
7.6 Prioritisation of factors contributing to 
acetabular cup implant failure 
The results of the factorial analysis, strengthened by the work throughout the thesis and clinical 
comparisons, can provide support to clinicians and researchers working in the orthopaedic field. 
The conclusions regarding the high importance of cup positioning is well aligned with current 
thinking in the field and is an important result for clinicians to consider during surgical 
implantation. The high importance of cup fit and seating is an important result for both clinicians 
and researchers. Whereas there may be an optimal orientation, the cup fit is more of a trade off 
between stability and excessive straining of the underlying bone; this increases the potential for 
error of placement. The low sensitivity of output variables to a number of radical design changes 
highlighted the comparative importance of implantation instrumentation and implant design; 
suggesting that the design of surgical instrumentation is equally, if not more important, than the 
design of the implant itself. 
7.7 Future work 
The majority of the work undertaken for this thesis has concentrated on developing a sound finite 
element model with results which can be trusted. Now that this work is complete, the model can be 
used for a number of different applications related to the acetabulum. The surgical aspects which 
were found to have a high influence over implant success require further investigation. The nature 
of the factorial analysis necessitated a low number of values to be included in the analysis for each 
input parameter. In order to fully explore each factor a much higher number of values must be 
included in future analyses. One area which was not explored within this thesis, but which the 
results indicate may be an area of interest, is the effect of subtle changes in acetabular cup bearing 
surface geometry on potential implant failure. The existing finite element models could be used to 
explore a set of existing cup implants which have slight alterations in their geometry; for example a 
comparison between the ADEPT cup which was used in this thesis, with the ASR (DePuy 
Orthopaedics) cup which has a cut back at the cup rim.  
Angle of acetabular cup orientation was shown to have a high influence on potential failure. The 
‘optimum’ angle of acetabular cup warrants a significant amount of further investigation. Similar 
studies as those covered in Chapter 6 could be undertaken, including more orientations and further 
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extended to include mal-position of the cup centre. The evident influence of direction of the joint 
reaction force on the wear-inducing high contact stresses highlights the importance of the joint 
reaction force direction. Further work should be undertaken to explore the population variation in 
this direction and test the implications of assuming a consistent force direction amongst different 
patients. There is also a large amount of interplay between the cup orientation and the presumed 
patient upright position: the anterior pelvic plane. Further work must be done to ascertain the 
relationship between the anterior pelvic plane and the normal walking upright position to verify 
whether this is indeed the best reference system to use. 
The requirement of knowledge regarding the optimum cup interference fit was also highlighted 
through the work in this thesis. Unlike the orientation of the acetabular cup, the optimum level of 
interference appeared to be a function of inter-subject variation in bone density. Further work may 
be required to investigate population variation in bone density before full exploration of 
interference fit consequences can commence. An observational study regarding surgical technique 
and achieved impaction would also prove an interesting avenue of investigation. 
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P'
 'Q
' '
T
' '
A
R
' '
B
R
' '
C
R
' '
D
R
' '
ER
' '
FR
' '
G
R
' '
H
R
' '
K
R
' '
LR
' '
M
R
' '
PR
' '
Q
R
' '
T
R
'};
 
M
us
cl
eD
at
a 
=
 'H
el
le
r'
; 
  %
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
%
 P
A
R
T
S 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
%
 L
IS
T
 O
F 
PA
R
T
S 
  PA
R
T
S 
=
 {
'S
A
C
R
U
M
' '
PS
' '
PE
LV
IS
' '
FE
M
U
R
' '
A
C
ET
_
C
A
R
T
' '
FE
M
U
R
_
C
A
R
T
' '
SI
J'}
; 
%
 A
D
D
 C
O
R
T
IC
A
L 
SH
EL
L 
IN
 H
O
M
O
G
EN
O
U
S 
M
O
D
EL
S 
if 
M
A
T
=
=
1,
 P
A
R
T
S 
=
 {
PA
R
T
S{
1:
3}
,'C
O
R
T
IC
A
L'
,P
A
R
T
S{
4:
7}
};
 e
nd
 
  %
 G
EN
ER
A
T
E 
R
H
S 
PA
R
T
S 
LE
N
 =
 le
ng
th
(P
A
R
T
S)
; 
fo
r 
i=
3:
le
ng
th
(P
A
R
T
S)
 
  
  
if 
FI
X
=
=
1 
  
  
  
  
%
 L
ES
S 
PA
R
T
S 
FO
R
 IF
 F
IX
ED
 O
N
 L
H
S 
  
  
  
  
if 
st
rm
at
ch
(P
A
R
T
S{
i}
,{
'F
EM
U
R
','
A
C
ET
_
C
A
R
T
','
FE
M
U
R
_
C
A
R
T
','
SI
J'}
) 
  
  
  
  
el
se
 
  
  
  
  
  
  
PA
R
T
S{
i+
LE
N
-2
} 
=
 s
pr
in
tf
('R
%
s'
,P
A
R
T
S{
i}
); 
  
  
  
  
en
d 
  
  
el
se
 
  
  
  
  
PA
R
T
S{
i+
LE
N
-2
} 
=
 s
pr
in
tf
('R
%
s'
,P
A
R
T
S{
i}
); 
  
  
en
d 
  
  
PA
R
T
S{
i}
 =
 s
pr
in
tf
('L
%
s'
,P
A
R
T
S{
i}
); 
en
d 
  %
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
%
 R
EA
D
-I
N
 D
A
T
A
 F
R
O
M
 S
T
O
R
ED
 G
EO
M
ET
R
Y
-S
PE
C
IF
IC
 F
IL
ES
 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
%
 C
H
EC
K
 IF
 G
EO
M
ET
R
IE
S 
B
EE
N
 R
EA
D
 B
EF
O
R
E,
 IF
 N
O
T
 G
EN
ER
A
T
E 
T
H
E 
D
A
T
A
 W
IT
H
 
%
 g
et
R
EA
D
IN
G
 
R
EA
D
 =
 c
sv
re
ad
('G
eo
m
R
ea
d.
tx
t')
; 
if 
R
EA
D
(G
EO
M
)=
=
 0
, g
et
R
EA
D
IN
G
(G
EO
M
); 
en
d 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
%
 IN
ST
A
N
C
E 
PO
SI
T
IO
N
S 
IN
 M
O
D
EL
 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
fil
en
am
e 
=
 s
pr
in
tf
('%
s_
IN
ST
A
N
C
EM
O
V
ES
.t
xt
',G
EO
M
S{
G
EO
M
})
; 
M
O
V
E 
=
 c
sv
re
ad
(f
ile
na
m
e)
; 
IM
O
V
E 
=
 z
er
o
s(
le
ng
th
(P
A
R
T
S)
,1
0)
; 
A
LL
PA
R
T
S 
=
 {
'S
A
C
R
U
M
' '
PS
' '
PE
LV
IS
' '
C
O
R
T
IC
A
L'
 'F
EM
U
R
' '
A
C
ET
_
C
A
R
T
' '
FE
M
U
R
_
C
A
R
T
' '
SI
J'}
; 
LE
N
 =
 le
ng
th
(A
LL
PA
R
T
S)
; 
fo
r 
i=
3:
le
ng
th
(A
LL
PA
R
T
S)
 
  
  
A
LL
PA
R
T
S{
i+
LE
N
-2
} 
=
 s
pr
in
tf
('R
%
s'
,A
LL
PA
R
T
S{
i}
); 
  
  
A
LL
PA
R
T
S{
i}
 =
 s
pr
in
tf
('L
%
s'
,A
LL
PA
R
T
S{
i}
); 
en
d 
fo
r 
i=
1:
le
ng
th
(M
O
V
E)
 
  
  
if 
st
rm
at
ch
(A
LL
PA
R
T
S{
i}
,P
A
R
T
S,
'e
xa
ct
') 
  
  
  
  
IM
O
V
E(
st
rm
at
ch
(A
LL
PA
R
T
S{
i}
,P
A
R
T
S,
'e
xa
ct
'),
:) 
=
 M
O
V
E(
i,:
);
 
  
  
en
d 
en
d 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
%
 M
U
SC
LE
 IN
SE
R
T
IO
N
 P
O
IN
T
S 
O
N
 P
EL
V
IS
 IF
 M
U
SC
LE
S 
A
PP
LI
ED
 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
if 
M
U
SC
LE
=
=
3 
  
  
fil
en
am
e 
=
 s
pr
in
tf
('%
s_
M
U
SC
LE
_
O
R
IG
IN
S.
tx
t',
G
EO
M
S{
G
EO
M
})
; 
  
  
M
us
cl
eO
ri
gi
nN
o
de
s 
=
 c
sv
re
ad
(f
ile
na
m
e)
; 
  
  
fil
en
am
e 
=
 s
pr
in
tf
('%
s_
PE
LV
IS
N
O
D
ES
.t
xt
',G
EO
M
S{
G
EO
M
})
; 
  
  
Pe
lv
is
N
o
de
s 
=
 c
sv
re
ad
(f
ile
na
m
e)
; 
  
  
M
us
cl
eC
en
tr
o
id
s 
=
 z
er
o
s(
27
,1
); 
  
  
fo
r 
i=
1:
27
 
  
  
  
  
k=
1;
 
  
  
  
  
T
o
A
ve
ra
ge
 =
 [
0 
0 
0 
0]
; 
  
  
  
  
fo
r 
j=
1:
le
ng
th
(M
us
cl
eO
ri
gi
nN
o
de
s)
 
  
  
  
  
  
  
if 
M
us
cl
eO
ri
gi
nN
o
de
s(
i,j
)=
=
0,
br
ea
k,
en
d 
  
  
  
  
  
  
T
o
A
ve
ra
ge
(k
,:)
 =
 [
M
us
cl
eO
ri
gi
nN
o
de
s(
i,j
) 
Pe
lv
is
N
o
de
s(
M
us
cl
eO
ri
gi
nN
o
de
s(
i,j
),2
:4
)]
; 
  
  
  
  
  
  
k=
k+
1;
 
  
  
  
  
en
d 
  
  
  
  
D
is
t 
=
 z
er
o
s(
k-
1,
1)
; 
  
  
  
  
fo
r 
j=
1:
k-
1 
  
  
  
  
  
  D
is
t(
j) 
=
 n
o
rm
(T
o
A
ve
ra
ge
(j,
2:
4)
-m
ea
n(
T
o
A
ve
ra
ge
(:,
2:
4)
))
; 
  
  
  
  
en
d 
  
  
  
  
M
us
cl
eC
en
tr
o
id
s(
i)=
T
o
A
ve
ra
ge
(f
in
d(
D
is
t=
=
m
in
(D
is
t)
,1
),1
); 
  
  
en
d 
en
d 
  %
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
%
 T
IE
S 
B
ET
W
EE
N
 M
ES
H
ES
 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
T
IE
S 
=
 {
'F
EM
U
R
' '
FE
M
U
R
_
C
A
R
T
';'
A
C
ET
_
C
A
R
T
' '
PE
LV
IS
';'
SI
J' 
'P
EL
V
IS
';'
PS
' '
PE
LV
IS
'; 
'S
IJ'
 'S
A
C
R
U
M
';}
; 
%
 A
D
D
 IN
 C
O
R
T
IC
A
L 
T
IE
 IF
 H
O
M
O
G
EN
O
U
S 
M
O
D
EL
 
if 
M
A
T
=
=
1 
  
  
T
IE
S 
=
 {
'F
EM
U
R
' '
FE
M
U
R
_
C
A
R
T
';'
A
C
ET
_
C
A
R
T
' '
C
O
R
T
IC
A
L'
;'S
IJ'
 'C
O
R
T
IC
A
L'
;'P
S'
 'C
O
R
T
IC
A
L'
; '
C
O
R
T
IC
A
L'
 'P
EL
V
IS
'; 
'S
IJ'
 'S
A
C
R
U
M
';}
; 
en
d 
if 
C
O
N
T
A
C
T
=
=
1 
%
 A
D
D
 IN
 C
A
R
T
IL
A
G
E 
T
IE
 
  
  
T
IE
S{
le
ng
th
(T
IE
S)
+
1,
1}
 =
 'F
EM
U
R
_
C
A
R
T
'; 
  
  
T
IE
S{
le
ng
th
(T
IE
S)
,2
} 
=
 'A
C
ET
_
C
A
R
T
'; 
en
d 
LE
N
 =
 le
ng
th
(T
IE
S)
; 
if 
FI
X
>
1 
  
  
fo
r 
i=
1:
le
ng
th
(T
IE
S)
 
  
  
  
  
fo
r 
j=
1:
2 
  
  
  
  
  
  
if 
st
rm
at
ch
(T
IE
S{
i,j
},
{'S
A
C
R
U
M
','
PS
'})
 
  
  
  
  
  
  
   
 T
IE
S{
i+
LE
N
,j}
 =
 s
pr
in
tf
( '%
s'
,T
IE
S{
i,j
})
; 
  
  
  
  
  
  
   
 T
IE
S{
i,j
} 
=
 s
pr
in
tf
('%
s'
,T
IE
S{
i,j
})
; 
  
  
  
  
  
  
el
se
 
  
  
  
  
  
  
   
 T
IE
S{
i+
LE
N
,j}
 =
 s
pr
in
tf
('R
%
s'
,T
IE
S{
i,j
})
; 
  
  
  
  
  
  
   
 T
IE
S{
i,j
} 
=
 s
pr
in
tf
('L
%
s'
,T
IE
S{
i,j
})
; 
 
23
4 
  
  
  
  
  
  
en
d 
  
  
  
  
en
d 
  
  
en
d 
el
se
 
  
  
fo
r 
i=
1:
le
ng
th
(T
IE
S)
 
  
  
  
  
fo
r 
j=
1:
2 
  
  
  
  
  
  
if 
st
rm
at
ch
(T
IE
S{
i,1
},
{'F
EM
U
R
','
A
C
ET
_
C
A
R
T
','
FE
M
U
R
_
C
A
R
T
','
SI
J',
'L
FE
M
U
R
','
LA
C
ET
_
C
A
R
T
','
LF
EM
U
R
_
C
A
R
T
','
LS
IJ'
})
 
  
  
  
  
  
  
   
 if
 s
tr
m
at
ch
(T
IE
S{
i,j
},{
'S
A
C
R
U
M
','
PS
'})
 
  
  
  
  
  
  
   
  
  
 T
IE
S{
i,j
} 
=
 s
pr
in
tf
('%
s'
,T
IE
S{
i,j
})
; 
  
  
  
  
  
  
   
 e
ls
e 
  
  
  
  
  
  
   
  
  
 T
IE
S{
i,j
} 
=
 s
pr
in
tf
('L
%
s'
,T
IE
S{
i,j
})
; 
  
  
  
  
  
  
   
 e
nd
 
  
  
  
  
  
  
el
se
if 
st
rm
at
ch
(T
IE
S{
i,2
},
{'F
EM
U
R
','
A
C
ET
_
C
A
R
T
','
FE
M
U
R
_
C
A
R
T
','
SI
J',
'L
FE
M
U
R
','
LA
C
ET
_
C
A
R
T
','
LF
EM
U
R
_
C
A
R
T
','
LS
IJ'
})
 
  
  
  
  
  
  
   
 if
 s
tr
m
at
ch
(T
IE
S{
i,j
},{
'S
A
C
R
U
M
','
PS
'})
 
  
  
  
  
  
  
   
  
  
 T
IE
S{
i,j
} 
=
 s
pr
in
tf
('%
s'
,T
IE
S{
i,j
})
; 
  
  
  
  
  
  
   
 e
ls
e 
  
  
  
  
  
  
   
  
  
 T
IE
S{
i,j
} 
=
 s
pr
in
tf
('L
%
s'
,T
IE
S{
i,j
})
; 
  
  
  
  
  
  
   
 e
nd
 
  
  
  
  
  
  
el
se
 
  
  
  
  
  
  
   
 if
 s
tr
m
at
ch
(T
IE
S{
i,j
},{
'S
A
C
R
U
M
','
PS
'})
 
  
  
  
  
  
  
   
  
  
 if
 j=
=
1 
  
  
  
  
  
  
   
  
  
  
   
T
IE
S{
le
ng
th
(T
IE
S)
+
1,
j}
 =
 s
pr
in
tf
('%
s'
,T
IE
S{
i,j
})
; 
  
  
  
  
  
  
   
  
  
 e
ls
e 
  
  
  
  
  
  
   
  
  
  
   
T
IE
S{
le
ng
th
(T
IE
S)
,j}
 =
 s
pr
in
tf
('%
s'
,T
IE
S{
i,j
})
; 
  
  
  
  
  
  
   
  
  
 e
nd
 
  
  
  
  
  
  
   
  
  
 T
IE
S{
i,j
} 
=
 s
pr
in
tf
('%
s'
,T
IE
S{
i,j
})
; 
  
  
  
  
  
  
   
 e
ls
e 
  
  
  
  
  
  
   
  
  
 if
 j=
=
1 
  
  
  
  
  
  
   
  
  
  
   
T
IE
S{
le
ng
th
(T
IE
S)
+
1,
j}
 =
 s
pr
in
tf
('R
%
s'
,T
IE
S{
i,j
})
; 
  
  
  
  
  
  
   
  
  
 e
ls
e 
  
  
  
  
  
  
   
  
  
  
   
T
IE
S{
le
ng
th
(T
IE
S)
,j}
 =
 s
pr
in
tf
( 'R
%
s'
,T
IE
S{
i,j
})
; 
  
  
  
  
  
  
   
  
  
 e
nd
 
  
  
  
  
  
  
   
  
  
 T
IE
S{
i,j
} 
=
 s
pr
in
tf
('L
%
s'
,T
IE
S{
i,j
})
; 
  
  
  
  
  
  
   
 e
nd
 
  
  
  
  
  
  
en
d 
  
  
  
  
en
d 
  
  
en
d 
en
d 
fo
r 
i=
1:
le
ng
th
(T
IE
S)
 
  
  
if 
fin
ds
tr
(T
IE
S{
i,1
},
'C
O
R
T
IC
A
L'
) 
  
  
  
  
SU
R
FA
C
E{
i,1
} 
=
 'I
N
N
ER
'; 
  
  
  
  
SU
R
FA
C
E{
i,2
} 
=
 'O
U
T
ER
'; 
  
  
el
se
if 
fin
ds
tr
(T
IE
S{
i,1
},
'S
IJ'
) 
  
  
  
  
if 
fin
ds
tr
(T
IE
S{
i,2
},
'S
A
C
R
U
M
') 
  
  
  
  
  
  
SU
R
FA
C
E{
i,1
} 
=
 'S
A
C
R
U
M
'; 
  
  
  
  
  
  
SU
R
FA
C
E{
i,2
} 
=
 'O
U
T
ER
'; 
  
  
  
  
el
se
 
  
  
  
  
  
  
SU
R
FA
C
E{
i,1
} 
=
 'P
EL
V
IS
'; 
  
  
  
  
  
  
SU
R
FA
C
E{
i,2
} 
=
 'O
U
T
ER
'; 
  
  
  
  
en
d 
  
  
el
se
if 
fin
ds
tr
(T
IE
S{
i,2
},
'A
C
ET
_
C
A
R
T
') 
  
  
  
  
SU
R
FA
C
E{
i,1
} 
=
 'O
U
T
ER
'; 
  
  
  
  
SU
R
FA
C
E{
i,2
} 
=
 'I
N
N
ER
'; 
  
  
el
se
if 
fin
ds
tr
(T
IE
S{
i,1
},
'P
S'
) 
  
  
  
  
SU
R
FA
C
E{
i,1
} 
=
 s
pr
in
tf
('%
s_
O
U
T
ER
',T
IE
S{
i,2
}(
1)
); 
  
  
  
  
SU
R
FA
C
E{
i,2
} 
=
 'O
U
T
ER
'; 
  
  
el
se
 
  
  
  
  
fo
r 
j=
1:
2 
  
  
  
  
  
  
SU
R
FA
C
E{
i,j
} 
=
 'O
U
T
ER
'; 
  
  
  
  
en
d 
  
  
en
d 
en
d 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
%
 L
IG
A
M
EN
T
 S
T
IF
FN
ES
SE
S,
 IF
 IN
C
LU
D
ED
 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
if 
LI
G
>
1 
  
  
A
llL
ig
am
en
tS
tif
fn
es
s 
=
 c
sv
re
ad
('L
ig
am
en
tS
ti
ffn
es
s.
tx
t')
; 
  
  
Li
ga
m
en
tS
ti
ffn
es
s 
=
 A
llL
ig
am
en
tS
tif
fn
es
s(
:,L
IG
-1
); 
en
d 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
%
 L
IG
A
M
EN
T
 IN
SE
R
T
IO
N
 P
O
IN
T
S,
 IF
 IN
C
LU
D
ED
 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
if 
LI
G
>
1 
  
  
%
%
 P
O
IN
T
S 
O
N
 S
A
C
R
U
M
 
  
  
fil
en
am
e 
=
 s
pr
in
tf
('%
s_
LI
G
A
M
EN
T
_
O
R
IG
IN
S.
tx
t',
G
EO
M
S{
G
EO
M
})
; 
  
  
Li
ga
m
en
tS
ac
ra
lIn
se
rt
io
ns
 =
 c
sv
re
ad
(f
ile
na
m
e)
; 
  
  
fil
en
am
e 
=
 s
pr
in
tf
('%
s_
SA
C
R
U
M
N
O
D
ES
.t
xt
',G
EO
M
S{
G
EO
M
})
; 
  
  
Sa
cr
al
N
o
de
s 
=
 c
sv
re
ad
(f
ile
na
m
e)
; 
  
  
R
Li
ga
m
en
tS
ac
ra
lIn
se
rt
io
ns
 =
 z
er
o
s(
le
ng
th
(L
ig
am
en
tS
ac
ra
lIn
se
rt
io
ns
),1
); 
  
  
R
ef
 =
 m
ea
n(
Sa
cr
al
N
o
de
s(
:,2
))
; 
  
  
fo
r 
i=
1:
le
ng
th
(L
ig
am
en
tS
ac
ra
lIn
se
rt
io
ns
) 
  
  
  
  
if 
Li
ga
m
en
tS
ac
ra
lIn
se
rt
io
ns
(i)
=
=
0 
  
  
  
  
el
se
 
  
  
  
  
  
  
di
st
 =
 z
er
o
s(
le
ng
th
(S
ac
ra
lN
o
de
s)
,2
); 
  
  
  
  
  
  
T
ar
ge
t 
=
 [
(2
*R
ef
-S
ac
ra
lN
o
de
s(
fin
d(
Sa
cr
al
N
o
de
s(
:,1
)=
=
(L
ig
am
en
tS
ac
ra
lIn
se
rt
io
ns
(i)
))
,2
))
 
Sa
cr
al
N
o
de
s(
fin
d(
Sa
cr
al
N
o
de
s(
:,1
)=
=
(L
ig
am
en
tS
ac
ra
lIn
se
rt
io
ns
(i)
))
,3
) 
Sa
cr
al
N
o
de
s(
fin
d(
Sa
cr
al
N
o
de
s(
:,1
)=
=
(L
ig
am
en
tS
ac
ra
lIn
se
rt
io
ns
(i)
))
,4
)]
; 
  
  
  
  
  
  f
o
r 
j=
1:
le
ng
th
(S
ac
ra
lN
o
de
s)
 
  
  
  
  
  
  
   
 d
is
t(
j,1
) 
=
 n
o
rm
(S
ac
ra
lN
o
de
s(
j,2
:4
)-
T
ar
ge
t)
; 
  
  
  
  
  
  
   
 d
is
t(
j,2
) 
=
 S
ac
ra
lN
o
de
s(
j,1
); 
  
  
  
  
  
  
en
d 
  
  
  
  
  
  
R
Li
ga
m
en
tS
ac
ra
lIn
se
rt
io
ns
(i)
 =
 d
is
t(
fin
d(
di
st
(:,
1)
=
=
m
in
(d
is
t(
:,1
))
),2
);
 
  
  
  
  
en
d 
  
  
en
d 
  
  
Li
ga
m
en
tO
ri
gi
ns
 =
 [
Li
ga
m
en
tS
ac
ra
lIn
se
rt
io
ns
 R
Li
ga
m
en
tS
ac
ra
lIn
se
rt
io
ns
] 
  
  
%
 P
O
IN
T
S 
O
N
 P
EL
V
IS
 
  
  
fil
en
am
e 
=
 s
pr
in
tf
('%
s_
LI
G
A
M
EN
T
_
IN
SE
R
T
IO
N
S.
tx
t',
G
EO
M
S{
G
EO
M
})
; 
  
  
Li
ga
m
en
tI
ns
er
ti
o
ns
 =
 c
sv
re
ad
(f
ile
na
m
e)
; 
en
d 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
%
 M
U
SC
LE
 IN
SE
R
T
IO
N
 P
O
IN
T
S,
 IF
 IN
C
LU
D
ED
 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
if 
M
U
SC
LE
=
=
4 
  
  
M
us
cl
eN
o
de
N
um
be
r 
=
 z
er
o
s(
27
,1
); 
  
  
fil
en
am
e 
=
 s
pr
in
tf
('%
s_
M
U
SC
LE
_
O
R
IG
IN
S.
tx
t',
G
EO
M
S{
G
EO
M
})
; 
  
  
M
us
cl
eO
ri
gi
nN
o
de
s 
=
 c
sv
re
ad
(f
ile
na
m
e)
; 
  
  
fo
r 
i=
1:
27
 
  
  
  
  
M
us
cl
eN
o
de
N
um
be
r(
i) 
=
 le
ng
th
(n
o
nz
er
o
s(
M
us
cl
eO
ri
gi
nN
o
de
s(
i,:
))
);
 
  
  
en
d 
en
d 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
%
 M
A
T
ER
IA
L 
PR
O
PE
R
T
IE
S,
 C
H
A
N
G
E 
FO
R
 D
EN
SI
T
Y
-S
T
IF
FN
ES
S 
R
EL
A
T
IO
N
SH
IP
 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
fil
en
am
e 
=
 s
pr
in
tf
('%
s_
M
A
T
ER
IA
LS
.t
xt
',G
EO
M
S{
G
EO
M
})
; 
M
A
T
S 
=
 c
sv
re
ad
(f
ile
na
m
e)
; 
if 
M
A
T
=
=
3 
  
  
fo
r 
i=
1:
le
ng
th
(M
A
T
S)
 
  
  
  
  
M
A
T
S(
i,1
) 
=
 3
.7
9*
(M
A
T
S(
i,1
)/
2.
01
73
)^
(3
/2
.4
6)
; 
  
  
en
d 
en
d 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
%
 C
O
N
T
A
C
T
 C
O
N
D
IT
IO
N
S 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
C
o
ef
fic
ie
nt
s 
=
 [
1 
0.
2 
0]
; 
C
o
ef
fic
ie
nt
 =
 C
o
ef
fic
ie
nt
s(
C
O
N
T
A
C
T
);
 
In
te
ra
ct
io
n 
=
 {
'L
FE
M
U
R
_
C
A
R
T
' '
LA
C
ET
_
C
A
R
T
'};
 
if 
FI
X
>
1,
 In
te
ra
ct
io
n{
2,
1}
=
'R
FE
M
U
R
_
C
A
R
T
'; 
In
te
ra
ct
io
n{
2,
2}
=
 'R
A
C
ET
_
C
A
R
T
';e
nd
 
 
23
5 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
%
 F
IX
A
T
IO
N
 P
O
IN
T
S<
 D
EP
EN
D
IN
G
 O
N
 B
O
U
N
D
A
R
Y
 C
O
N
D
IT
IO
N
S 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
if 
FI
X
=
=
1 
  
  
FI
X
IN
G
S 
=
 {
'S
A
C
R
U
M
' '
A
LL
_
N
O
D
ES
'; 
'R
PE
LV
IS
' '
A
LL
_
N
O
D
ES
'};
 
el
se
if 
FI
X
=
=
2 
  
  
FI
X
IN
G
S 
=
 {
'S
A
C
R
U
M
' '
A
LL
_
N
O
D
ES
'};
 
el
se
if 
FI
X
=
=
3 
  
  
FI
X
IN
G
S 
=
 {
'S
A
C
R
U
M
' '
L5
S1
_
N
O
D
ES
'};
 
en
d 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
%
 L
O
A
D
 S
T
EP
S 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
ST
EP
S 
=
 {
'N
o
rm
al
W
al
k'
 'S
ta
nd
U
p'
 'S
it
D
o
w
n'
 'S
ta
ir
sU
p'
 'S
ta
ir
sD
o
w
n'
};
 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
%
 L
O
A
D
S 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
%
 H
IP
 JO
IN
T
 R
EA
C
T
IO
N
 F
O
R
C
ES
 
LJ
R
F 
=
 [
0 
0 
0]
; 
R
JR
F 
=
 [
0 
0 
0]
; 
fo
r 
i=
 1
:le
ng
th
(S
T
EP
S)
 
  
  
LJ
R
F(
i,:
) 
=
 g
et
LO
A
D
('N
P'
,8
36
,S
T
EP
S{
i}
,'L
','
M
ax
');
 
  
  
fo
r 
j=
1:
3 
  
  
  
  
LJ
R
F(
i,j
) 
=
 L
JR
F(
i,j
)/
((
4/
3)
*p
i*
21
^3
); 
%
 fo
rc
e 
pe
r 
un
it
 v
o
lu
m
e 
  
  
en
d 
  
  
if 
FI
X
>
1 
  
  
  
  
R
JR
F(
i,:
) 
=
 g
et
LO
A
D
( 'N
P'
,8
36
,S
T
EP
S{
i}
,'R
','
M
ax
');
 
  
  
  
  
fo
r 
j=
1:
3 
  
  
  
  
  
  
R
JR
F(
i,j
) 
=
 R
JR
F(
i,j
)/
((
4/
3)
*p
i*
21
^3
); 
%
 fo
rc
e 
pe
r 
un
it
 v
o
lu
m
e 
  
  
  
  
en
d 
  
  
en
d 
  
  
%
 M
U
SC
LE
 F
O
R
C
ES
 
  
  
if 
st
rc
m
p(
M
us
cl
eD
at
a,
'H
el
le
r'
) 
  
  
  
  
if 
o
r(
i=
=
1,
i=
=
4)
 
  
  
  
  
  
  
if 
M
U
SC
LE
>
1 
  
  
  
  
  
  
   
 L
M
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
) 
=
 g
et
M
U
SC
LE
(M
us
cl
eD
at
a,
'L
',i
); 
  
  
  
  
  
  
   
 if
 F
IX
>
1 
  
  
  
  
  
  
   
  
  
 R
M
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
) 
=
 g
et
M
U
SC
LE
(M
us
cl
eD
at
a,
'R
',i
);
 
  
  
  
  
  
  
   
 e
nd
 
  
  
  
  
  
  
en
d 
  
  
  
  
  
  
if 
M
U
SC
LE
=
=
4 
  
  
  
  
  
  
   
 fo
r 
j=
1:
27
 
  
  
  
  
  
  
   
  
  
 L
M
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
)(
j,:
) 
=
 L
M
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
)(
j,:
)/
M
us
cl
eN
o
de
N
um
be
r(
j);
 
  
  
  
  
  
  
   
  
  
 if
 F
IX
>
1 
  
  
  
  
  
  
   
  
  
  
   
R
M
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
)(
j,:
) 
=
 R
M
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
)(
j,:
)/
M
us
cl
eN
o
de
N
um
be
r(
j);
 
  
  
  
  
  
  
   
  
  
 e
nd
 
  
  
  
  
  
  
   
 e
nd
 
  
  
  
  
  
  
en
d 
  
  
  
  
en
d 
  
  
el
se
 
  
  
  
  
if 
M
U
SC
LE
>
1 
  
  
  
  
  
  L
M
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
) 
=
 g
et
M
U
SC
LE
(M
us
cl
eD
at
a,
'L
',i
); 
  
  
  
  
  
  
if 
FI
X
>
1 
  
  
  
  
  
  
   
 R
M
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
) 
=
 g
et
M
U
SC
LE
(M
us
cl
eD
at
a,
'R
',i
);
 
  
  
  
  
  
  
en
d 
  
  
  
  
en
d 
  
  
  
  
if 
M
U
SC
LE
=
=
4 
  
  
  
  
  
  f
o
r 
j=
1:
27
 
  
  
  
  
  
  
   
 L
M
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
)(
j,:
) 
=
 L
M
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
)(
j,:
)/
M
us
cl
eN
o
de
N
um
be
r(
j);
 
  
  
  
  
  
  
   
 if
 F
IX
>
1 
  
  
  
  
  
  
   
  
  
 R
M
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
)(
j,:
) 
=
 R
M
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
)(
j,:
)/
M
us
cl
eN
o
de
N
um
be
r(
j);
 
  
  
  
  
  
  
   
 e
nd
 
  
  
  
  
  
  
en
d 
  
  
  
  
en
d 
  
  
en
d 
en
d 
LJ
R
F*
((
4/
3)
*p
i*
21
^3
)/
8.
36
 
R
JR
F*
((
4/
3)
*p
i*
21
^3
)/
8.
36
 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
%
 W
R
IT
E 
T
H
E 
IN
PU
T
 F
IL
E,
 S
EP
A
R
A
T
E 
FI
LE
 F
O
R
 E
A
C
H
 L
O
A
D
 C
A
SE
 
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
fo
r 
B
C
 =
 R
U
N
S 
  
  
C
hi
ld
 =
 s
pr
in
tf
('%
u'
,F
ile
C
o
un
t)
; 
  
  
m
kd
ir
(P
ar
en
t,
C
hi
ld
); 
  
  
w
ri
te
PY
T
H
O
N
(R
un
,F
ile
C
o
un
t,
Py
,R
U
N
S,
FI
X
,M
A
T
,M
U
SC
LE
) 
  
  
%
 O
U
T
PU
T
 F
IL
E 
LO
C
A
T
IO
N
 
  
  
In
pu
tF
ile
 =
 s
pr
in
tf
('R
un
%
u\
\%
u\
\R
un
%
u.
in
p'
,R
un
,F
ile
C
o
un
t,
R
un
); 
  
  
fid
 =
 fo
pe
n(
'k
ey
fil
e.
tx
t',
'a
');
 
  
  
fp
ri
nt
f(
fid
,'R
un
%
u,
 F
ile
 %
u,
 F
ix
 %
u,
 L
ig
 %
u,
 M
us
cl
e 
%
u,
 M
at
 %
u,
 C
o
nt
ac
t 
%
u,
 N
lg
eo
m
 %
u,
 G
eo
m
 
%
u\
n'
,R
un
,F
ile
C
o
un
t,
FI
X
,L
IG
,M
U
SC
LE
,M
A
T
,C
O
N
T
A
C
T
,N
LG
EO
M
,G
EO
M
);
 
  
  
fc
lo
se
('a
ll'
); 
  
  
fid
 =
 fo
pe
n(
In
pu
tF
ile
,'w
');
 
  
  
fp
ri
nt
f(
fid
,'*
H
ea
di
ng
\n
**
 Jo
b 
na
m
e:
 %
u_
%
u 
M
o
de
l n
am
e:
 
%
u%
u%
u%
u%
u%
u%
u\
n'
,F
ile
C
o
un
t,
R
un
,F
IX
,L
IG
,M
U
SC
LE
,M
A
T
,C
O
N
T
A
C
T
,N
LG
EO
M
,G
EO
M
);
 
  
  
fp
ri
nt
f(
fid
,'*
* 
G
en
er
at
ed
 b
y:
 A
ba
qu
s/
C
A
E 
V
er
si
o
n 
6.
8-
1\
n*
Pr
ep
ri
nt
, e
ch
o
=
N
O
, m
o
de
l=
N
O
, h
is
to
ry
=
N
O
, c
o
nt
ac
t=
N
O
\n
**
 \
n'
); 
  
  
fp
ri
nt
f(
fid
,'*
* 
PA
R
T
S\
n*
*\
n'
); 
  
  
%
 G
ET
 B
O
D
Y
 F
R
O
M
 G
EO
M
ET
R
Y
 S
PE
C
IF
IC
 T
EM
PL
A
T
E 
FI
LE
 
  
  
T
em
pl
at
eF
ile
 =
 s
pr
in
tf
('%
s_
T
EM
PL
A
T
E.
in
p'
,G
EO
M
S{
G
EO
M
})
 
  
  
fid
2 
=
 fo
pe
n(
T
em
pl
at
eF
ile
,'r
');
 
  
  
w
hi
le
 1
 
  
  
  
  
tl
in
e 
=
 fg
et
s(
fid
2)
; 
  
  
  
  
if 
fin
ds
tr
(t
lin
e,
'P
A
R
T
S'
) 
  
  
  
  
  
  
w
hi
le
 1
 
  
  
  
  
  
  
   
 t
lin
e 
=
 fg
et
s(
fid
2)
; 
  
  
  
  
  
  
   
 if
 M
U
SC
LE
=
=
3 
  
  
  
  
  
  
   
  
  
 w
hi
le
 fi
nd
st
r(
tl
in
e,
'*
N
se
t,
 n
se
t=
M
U
SC
LE
_
IN
SE
R
T
IO
N
') 
  
  
  
  
  
  
   
  
  
  
   
if 
fin
ds
tr
(t
lin
e,
'*
N
se
t,
 n
se
t=
M
U
SC
LE
_
IN
SE
R
T
IO
N
') 
  
  
  
  
  
  
   
  
  
  
   
  
  
M
C
 =
 s
tr
re
ad
(t
lin
e,
'*
N
se
t,
 n
se
t=
M
U
SC
LE
_
IN
SE
R
T
IO
N
_
%
u'
); 
  
  
  
  
  
  
   
  
  
  
   
  
  f
pr
in
tf
(f
id
,'*
N
se
t,
 n
se
t=
M
U
SC
LE
_
IN
SE
R
T
IO
N
_
%
u\
n'
,M
C
); 
  
  
  
  
  
  
   
  
  
  
   
  
  f
pr
in
tf
(f
id
,' 
%
u,
\n
',M
us
cl
eC
en
tr
o
id
s(
M
C
))
; 
  
  
  
  
  
  
   
  
  
  
   
  
  
w
hi
le
 1
 
  
  
  
  
  
  
   
  
  
  
   
  
  
  
  t
lin
e 
=
 fg
et
s(
fid
2)
; 
  
  
  
  
  
  
   
  
  
  
   
  
  
  
  
if 
fin
ds
tr
(t
lin
e,
'*
'),
br
ea
k,
en
d 
  
  
  
  
  
  
   
  
  
  
   
  
  
en
d 
  
  
  
  
  
  
   
  
  
  
   
en
d 
  
  
  
  
  
  
   
  
  
 e
nd
 
  
  
  
  
  
  
   
 e
nd
 
  
  
  
  
  
  
   
 if
 L
IG
>
1 
  
  
  
  
  
  
   
  
  
 if
 fi
nd
st
r(
tl
in
e,
'*
N
se
t,
 n
se
t=
LI
G
A
M
EN
T
_
O
R
IG
IN
') 
  
  
  
  
  
  
   
  
  
  
   
w
hi
le
 fi
nd
st
r(
tl
in
e,
'*
N
se
t,
 n
se
t=
LI
G
A
M
EN
T
_
O
R
IG
IN
') 
  
  
  
  
  
  
   
  
  
  
   
  
  
LC
 =
 s
tr
re
ad
(t
lin
e,
'*
N
se
t,
 n
se
t=
LI
G
A
M
EN
T
_
O
R
IG
IN
_
%
u'
); 
  
  
  
  
  
  
   
  
  
  
   
  
  f
pr
in
tf
(f
id
, '*
N
se
t,
 n
se
t=
LL
IG
A
M
EN
T
_
O
R
IG
IN
_
%
u\
n'
,L
C
); 
  
  
  
  
  
  
   
  
  
  
   
  
  f
pr
in
tf
(f
id
,' 
%
u,
\n
',L
ig
am
en
tS
ac
ra
lIn
se
rt
io
ns
(L
C
))
; 
  
  
  
  
  
  
   
  
  
  
   
  
  f
pr
in
tf
(f
id
,'*
N
se
t,
 n
se
t=
R
LI
G
A
M
EN
T
_
O
R
IG
IN
_
%
u\
n'
,L
C
); 
  
  
  
  
  
  
   
  
  
  
   
  
  f
pr
in
tf
(f
id
, ' 
%
u,
\n
',R
Li
ga
m
en
tS
ac
ra
lIn
se
rt
io
ns
(L
C
))
; 
  
  
  
  
  
  
   
  
  
  
   
  
  
w
hi
le
 1
 
  
  
  
  
  
  
   
  
  
  
   
  
  
  
  t
lin
e 
=
 fg
et
s(
fid
2)
; 
  
  
  
  
  
  
   
  
  
  
   
  
  
  
  
if 
fin
ds
tr
(t
lin
e,
'*
'),
br
ea
k,
en
d 
  
  
  
  
  
  
   
  
  
  
   
  
  
en
d 
  
  
  
  
  
  
   
  
  
  
   
en
d 
  
  
  
  
  
  
   
  
  
 e
nd
 
  
  
  
  
  
  
   
 e
nd
 
  
  
  
  
  
  
   
 if
 fi
nd
st
r(
tl
in
e,
'A
SS
EM
B
LY
'),
br
ea
k,
en
d 
  
  
  
  
  
  
   
 fp
ri
nt
f(
fid
,'%
s'
,t
lin
e)
; 
  
  
  
  
  
  
en
d 
  
  
  
  
en
d 
 
23
6 
  
  
  
  
if 
fin
ds
tr
(t
lin
e,
'A
SS
EM
B
LY
'),
br
ea
k,
en
d 
  
  
en
d 
  
  
fp
ri
nt
f(
fid
,'*
* 
A
SS
EM
B
LY
\n
**
\n
*A
ss
em
bl
y,
 n
am
e=
A
ss
em
bl
y\
n*
* 
\n
');
 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
%
 W
R
IT
E 
IN
ST
A
N
C
ES
 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
fo
r 
i =
 1
:le
ng
th
(P
A
R
T
S)
 
  
  
  
  
if 
m
ea
n(
IM
O
V
E(
i,:
))
=
=
0 
  
  
  
  
  
  f
pr
in
tf
(f
id
,'*
In
st
an
ce
, n
am
e=
%
s-
1,
 p
ar
t=
%
s\
n*
En
d 
In
st
an
ce
\n
**
\n
',P
A
R
T
S{
i}
,P
A
R
T
S{
i}
); 
  
  
  
  
el
se
 
  
  
  
  
  
  
if 
m
ea
n(
IM
O
V
E(
i,4
:1
0)
)=
=
0 
  
  
  
  
  
  
   
 fp
ri
nt
f(
fid
,'*
In
st
an
ce
, n
am
e=
%
s-
1,
 p
ar
t=
%
s\
n%
f, 
%
f, 
%
f\n
*E
nd
 In
st
an
ce
\n
**
\n
',P
A
R
T
S{
i}
,P
A
R
T
S{
i}
,IM
O
V
E(
i,1
:3
))
; 
  
  
  
  
  
  
el
se
 
  
  
  
  
  
  
   
 fp
ri
nt
f(
fid
,'*
In
st
an
ce
, n
am
e=
%
s-
1,
 p
ar
t=
%
s\
n%
f, 
%
f, 
%
f\n
%
f, 
%
f, 
%
f, 
%
f, 
%
f, 
%
f, 
%
f\n
*E
nd
 
In
st
an
ce
\n
**
\n
',P
A
R
T
S{
i}
,P
A
R
T
S{
i}
,IM
O
V
E(
i,:
))
; 
  
  
  
  
  
  
en
d 
  
  
  
  
en
d 
  
  
en
d 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
%
 D
EF
IN
IN
G
 M
U
SC
LE
S 
FO
R
 F
R
EE
 B
O
U
N
D
A
R
Y
 A
N
D
 L
IG
A
M
EN
T
S 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
fp
ri
nt
f(
fid
,'*
* 
LI
G
A
M
EN
T
 A
N
D
 M
U
SC
LE
 E
LE
M
EN
T
 D
EF
IN
IT
IO
N
S\
n'
); 
  
  
if 
LI
G
>
1 
  
  
  
  
fp
ri
nt
f(
fid
,'*
El
em
en
t,
 t
yp
e=
C
O
N
N
3D
2\
n'
); 
  
  
  
  
C
o
un
te
r 
=
 1
; 
  
  
  
  
 
  
  
  
  
if 
LI
G
>
1 
  
  
  
  
  
  f
o
r 
i=
1:
15
 
  
  
  
  
  
  
   
 if
 fi
nd
(1
0:
13
=
=
i) 
  
  
  
  
  
  
   
  
  
 fp
ri
nt
f(
fid
,'%
u,
 L
PE
LV
IS
-1
.%
u,
 R
PE
LV
IS
-1
.%
u\
n'
,C
o
un
te
r,
Li
ga
m
en
tI
ns
er
ti
o
ns
(i)
,L
ig
am
en
tI
ns
er
ti
o
ns
(i)
); 
  
  
  
  
  
  
   
  
  
 C
o
un
te
r 
=
 C
o
un
te
r+
1;
 
  
  
  
  
  
  
   
 e
ls
e 
  
  
  
  
  
  
   
  
  
 k
=
1;
 
  
  
  
  
  
  
   
  
  
 fo
r 
j=
['L
' '
R
'] 
  
  
  
  
  
  
   
  
  
  
   
fp
ri
nt
f(
fid
,'%
u,
 %
sP
EL
V
IS
-1
.%
u,
 S
A
C
R
U
M
-1
.%
u\
n'
,C
o
un
te
r,
j,L
ig
am
en
tI
ns
er
ti
o
ns
(i)
,L
ig
am
en
tO
ri
gi
ns
(i,
k)
); 
  
  
  
  
  
  
   
  
  
  
   
C
o
un
te
r 
=
 C
o
un
te
r+
1;
 
  
  
  
  
  
  
   
  
  
  
   
k=
k+
1;
 
  
  
  
  
  
  
   
  
  
 e
nd
 
  
  
  
  
  
  
   
 e
nd
 
  
  
  
  
  
  
en
d 
  
  
  
  
en
d 
  
  
  
  
fp
ri
nt
f(
fid
, '*
* 
\n
');
 
  
  
  
  
 
  
  
  
  
%
 L
IG
A
M
EN
T
S 
  
  
  
  
if 
LI
G
>
1 
  
  
  
  
  
  f
o
r 
i=
1:
15
 
  
  
  
  
  
  
   
 if
 fi
nd
(1
0:
13
=
=
i) 
  
  
  
  
  
  
   
  
  
 fp
ri
nt
f(
fid
,'*
C
o
nn
ec
to
r 
Se
ct
io
n,
 e
ls
et
=
LI
G
A
M
EN
T
_
%
u,
 b
eh
av
io
r=
LI
G
A
M
EN
T
_
%
u\
nA
xi
al
,\n
*E
ls
et
, e
ls
et
=
LI
G
A
M
EN
T
_
%
u,
 
in
te
rn
al
\n
 %
u\
n'
,i,
i,i
,C
o
un
te
r)
; 
  
  
  
  
  
  
   
  
  
 C
o
un
te
r 
=
 C
o
un
te
r+
1;
 
  
  
  
  
  
  
   
 e
ls
e 
  
  
  
  
  
  
   
  
  
 fp
ri
nt
f(
fid
, '*
C
o
nn
ec
to
r 
Se
ct
io
n,
 e
ls
et
=
LI
G
A
M
EN
T
_
%
u,
 b
eh
av
io
r=
LI
G
A
M
EN
T
_
%
u\
nA
xi
al
,\n
*E
ls
et
, e
ls
et
=
LI
G
A
M
EN
T
_
%
u,
 
in
te
rn
al
\n
 %
u,
%
u\
n'
,i,
i,i
,C
o
un
te
r,
C
o
un
te
r+
1)
; 
  
  
  
  
  
  
   
  
  
 C
o
un
te
r 
=
 C
o
un
te
r+
2;
 
  
  
  
  
  
  
   
 e
nd
 
  
  
  
  
  
  
en
d 
  
  
  
  
en
d 
  
  
en
d 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
%
 D
EF
IN
IN
G
 T
IE
D
 C
O
N
ST
R
A
IN
T
S 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
fp
ri
nt
f(
fid
,'*
* 
T
IE
 D
EF
IN
IT
IO
N
S\
n'
); 
  
  
fo
r 
i=
1:
le
ng
th
(T
IE
S)
 
  
  
  
  
if 
fin
ds
tr
(T
IE
S{
i,1
},
'S
IJ'
) 
  
  
  
  
  
  f
pr
in
tf
(f
id
,'*
* 
C
o
ns
tr
ai
nt
: %
s_
%
s\
n*
T
ie
, n
am
e=
%
s_
%
s,
 a
dj
us
t=
no
, p
o
si
ti
o
n 
to
le
ra
nc
e=
5.
, t
yp
e=
SU
R
FA
C
E 
T
O
 S
U
R
FA
C
E\
n%
s-
1.
%
s,
 %
s-
1.
%
s\
n'
,T
IE
S{
i,:
},
T
IE
S{
i,:
},
T
IE
S{
i,1
},
SU
R
FA
C
E{
i,1
},
T
IE
S{
i,2
},
SU
R
FA
C
E{
i,2
})
; 
  
  
  
  
el
se
if 
fin
ds
tr
(T
IE
S{
i,1
},
'P
S'
) 
  
  
  
  
  
  f
pr
in
tf
(f
id
, '*
* 
C
o
ns
tr
ai
nt
: %
s_
%
s\
n*
T
ie
, n
am
e=
%
s_
%
s,
 a
dj
us
t=
no
, p
o
si
ti
o
n 
to
le
ra
nc
e=
5.
, t
yp
e=
SU
R
FA
C
E 
T
O
 S
U
R
FA
C
E\
n%
s-
1.
%
s,
 %
s-
1.
%
s\
n'
,T
IE
S{
i,:
},
T
IE
S{
i,:
},
T
IE
S{
i,1
},
SU
R
FA
C
E{
i,1
},
T
IE
S{
i,2
},
SU
R
FA
C
E{
i,2
})
; 
  
  
  
  
el
se
 
  
  
  
  
  
  f
pr
in
tf
(f
id
,'*
* 
C
o
ns
tr
ai
nt
: %
s_
%
s\
n*
T
ie
, n
am
e=
%
s_
%
s,
 a
dj
us
t=
no
, t
yp
e=
SU
R
FA
C
E 
T
O
 S
U
R
FA
C
E\
n%
s-
1.
%
s,
 %
s-
1.
%
s\
n'
,T
IE
S{
i,:
},
T
IE
S{
i,:
},
T
IE
S{
i,1
},
SU
R
FA
C
E{
i,1
},
T
IE
S{
i,2
},
SU
R
FA
C
E{
i,2
})
; 
  
  
  
  
en
d 
  
  
en
d 
  
  
fp
ri
nt
f(
fid
,'*
En
d 
A
ss
em
bl
y\
n*
*\
n'
); 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
%
 D
EF
IN
IN
G
 L
IG
A
M
EN
T
 B
EH
A
V
IO
U
R
S 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
if 
LI
G
>
1 
  
  
  
  
fo
r 
i =
 1
:1
5 
  
  
  
  
  
  f
pr
in
tf
(f
id
,'*
C
o
nn
ec
to
r 
B
eh
av
io
r,
 n
am
e=
LI
G
A
M
EN
T
_
%
u\
n*
C
o
nn
ec
to
r 
El
as
ti
ci
ty
, n
o
nl
in
ea
r,
 c
o
m
po
ne
nt
=
1\
n'
,i)
; 
  
  
  
  
  
  f
pr
in
tf
(f
id
,' 
-1
.1
,-1
0.
\n
  
-1
., 
-1
.\n
  
 0
., 
 0
.\n
 %
u.
, 1
0.
\n
',1
0*
Li
ga
m
en
tS
tif
fn
es
s(
i))
; 
  
  
  
  
en
d 
  
  
en
d 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
%
 D
EF
IN
IN
G
 M
A
T
ER
IA
L 
PR
O
PE
R
T
IE
S 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
 
  
  
fp
ri
nt
f(
fid
,'*
* 
M
A
T
ER
IA
LS
\n
');
 
  
  
if 
LI
G
>
1 
  
  
  
  
fp
ri
nt
f(
fid
,'*
M
at
er
ia
l, 
na
m
e=
C
A
R
T
\n
*E
la
st
ic
\n
15
., 
0.
4\
n*
M
at
er
ia
l, 
na
m
e=
FI
B
R
O
C
A
R
T
\n
*E
la
st
ic
\n
15
., 
0.
4\
n*
M
at
er
ia
l, 
na
m
e=
C
O
R
T
IC
A
L\
n*
El
as
ti
c\
n1
70
00
., 
0.
3\
n*
M
at
er
ia
l, 
na
m
e=
T
R
A
B
EC
U
LA
R
\n
*E
la
st
ic
\n
70
., 
0.
2\
n'
);
 
  
  
el
se
 
  
  
  
  
fp
ri
nt
f(
fid
, '*
M
at
er
ia
l, 
na
m
e=
C
A
R
T
\n
*E
la
st
ic
\n
15
., 
0.
4\
n*
M
at
er
ia
l, 
na
m
e=
FI
B
R
O
C
A
R
T
\n
*E
la
st
ic
\n
17
00
0.
, 0
.3
\n
*M
at
er
ia
l, 
na
m
e=
C
O
R
T
IC
A
L\
n*
El
as
ti
c\
n1
70
00
., 
0.
3\
n*
M
at
er
ia
l, 
na
m
e=
T
R
A
B
EC
U
LA
R
\n
*E
la
st
ic
\n
70
., 
0.
2\
n'
);
 
  
  
en
d 
  
  
fo
r 
i=
1:
le
ng
th
(M
A
T
S)
 
  
  
  
  
if 
M
A
T
=
=
1 
  
  
  
  
  
  f
pr
in
tf
(f
id
,'*
M
at
er
ia
l, 
na
m
e=
M
A
T
%
u\
n*
El
as
ti
c\
n 
%
f, 
%
f\n
',i
,7
0,
0.
2)
; 
  
  
  
  
el
se
if 
M
A
T
S(
i,1
)>
0 
  
  
  
  
  
  f
pr
in
tf
(f
id
, '*
M
at
er
ia
l, 
na
m
e=
M
A
T
%
u\
n*
El
as
ti
c\
n 
%
f, 
%
f\n
',i
,M
A
T
S(
i,1
),M
A
T
S(
i,2
))
; 
  
  
  
  
en
d 
  
  
en
d 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
%
 D
EF
IN
IN
G
 IN
T
ER
A
C
T
IO
N
 P
R
O
PE
R
T
IE
S 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
if 
C
O
N
T
A
C
T
>
1 
  
  
  
  
 
  
  
  
  
fp
ri
nt
f(
fid
, '*
* 
IN
T
ER
A
C
T
IO
N
 P
R
O
PE
R
T
IE
S\
n*
* 
\n
');
 
  
  
  
  
fp
ri
nt
f(
fid
,'*
Su
rf
ac
e 
In
te
ra
ct
io
n,
 n
am
e=
SL
ID
IN
G
\n
1.
,\n
*F
ri
ct
io
n,
 s
lip
 t
o
le
ra
nc
e=
0.
00
5\
n 
%
f,\
n*
* 
\n
',C
o
ef
fic
ie
nt
); 
  
  
en
d 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
%
 D
EF
IN
IN
G
 B
O
U
N
D
A
R
Y
 C
O
N
D
IT
IO
N
S 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
fp
ri
nt
f(
fid
, '*
* 
B
O
U
N
D
A
R
Y
 C
O
N
D
IT
IO
N
S\
n*
* 
\n
');
 
  
  
[R
 C
]=
 s
iz
e(
FI
X
IN
G
S)
; 
  
  
fo
r 
i=
1:
R
 
  
  
  
  
fp
ri
nt
f(
fid
,'*
* 
N
am
e:
 F
IX
ED
%
u 
T
yp
e:
 D
is
pl
ac
em
en
t/
R
o
ta
tio
n\
n*
B
o
un
da
ry
\n
%
s-
1.
%
s,
 1
, 1
\n
%
s-
1.
%
s,
 2
, 2
\n
%
s-
1.
%
s,
 3
, 3
\n
**
 
\n
' ,i
,F
IX
IN
G
S{
i,:
},
FI
X
IN
G
S{
i,:
},
FI
X
IN
G
S{
i,:
})
; 
  
  
en
d 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
%
 D
EF
IN
IN
G
 IN
T
ER
A
C
T
IO
N
S 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
if 
C
O
N
T
A
C
T
>
1 
  
  
  
  
fp
ri
nt
f(
fid
,'*
* 
IN
T
ER
A
C
T
IO
N
S\
n*
* 
\n
');
 
  
  
  
  
[R
 C
] 
=
 s
iz
e(
In
te
ra
ct
io
n)
; 
 
23
7 
  
  
  
  
fo
r 
i =
 1
:R
 
  
  
  
  
  
  f
pr
in
tf
(f
id
,'*
* 
In
te
ra
ct
io
n:
 %
s_
%
s\
n*
C
o
nt
ac
t 
Pa
ir
, i
nt
er
ac
ti
o
n=
SL
ID
IN
G
, s
m
al
l s
lid
in
g,
 t
yp
e=
SU
R
FA
C
E 
T
O
 S
U
R
FA
C
E\
n%
s-
1.
O
U
T
ER
, 
%
s-
1.
IN
N
ER
\n
',I
nt
er
ac
ti
o
n{
i,:
},I
nt
er
ac
tio
n{
i,:
})
; 
  
  
  
  
en
d 
  
  
en
d 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
%
 D
EF
IN
IN
G
 L
O
A
D
IN
G
 S
T
EP
S 
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
Le
nS
te
p 
=
 S
T
EP
; 
  
  
if 
M
U
SC
LE
>
1,
 if
 s
tr
cm
p(
M
us
cl
eD
at
a,
'H
el
le
r'
), 
if 
fin
d(
Le
nS
te
p=
=
1)
, N
ew
St
ep
=
1;
 if
 fi
nd
(L
en
St
ep
=
=
4)
, N
ew
St
ep
=
[1
 4
];
 e
nd
,e
ls
ei
f 
fin
d(
Le
nS
te
p=
=
4)
, N
ew
St
ep
 =
 4
; e
ls
e 
N
ew
St
ep
 =
 0
; e
nd
, e
nd
, L
en
St
ep
 =
 N
ew
St
ep
; e
nd
 
  
  
fo
r 
i =
 L
en
St
ep
 
  
  
  
  
fp
ri
nt
f(
fid
,'*
* 
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
\n
**
 ')
; 
  
  
  
  
if 
N
LG
EO
M
>
1 
  
  
  
  
  
  f
pr
in
tf
(f
id
,'*
* 
ST
EP
: %
s\
n*
* 
\n
*S
te
p,
 n
am
e=
%
s,
 n
lg
eo
m
=
Y
ES
\n
',S
T
EP
S{
i}
,S
T
EP
S{
i}
); 
  
  
  
  
el
se
 
  
  
  
  
  
  f
pr
in
tf
(f
id
,'*
* 
ST
EP
: %
s\
n*
* 
\n
*S
te
p,
 n
am
e=
%
s\
n'
,S
T
EP
S{
i}
,S
T
EP
S{
i}
); 
  
  
  
  
en
d 
  
  
  
  
fp
ri
nt
f(
fid
,'*
St
at
ic
\n
1.
, 1
., 
1e
-0
5,
 1
.\n
**
 \
n'
); 
  
   
  
 
  
  
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
  
  
%
 L
O
A
D
S 
  
  
  
  
%
 JO
IN
T
 F
O
R
C
E 
  
  
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
  
  
fp
ri
nt
f(
fid
,'*
* 
LO
A
D
S\
n*
* 
\n
');
 
  
  
  
  
fp
ri
nt
f(
fid
,'*
* 
N
am
e:
 L
JR
F 
  
T
yp
e:
 B
o
dy
 fo
rc
e\
n*
D
lo
ad
\n
');
 
  
  
  
  
fp
ri
nt
f(
fid
,'L
FE
M
U
R
-1
.A
LL
_
EL
EM
EN
T
S,
 B
X
, %
f\n
LF
EM
U
R
-1
.A
LL
_
EL
EM
EN
T
S,
 B
Y
, %
f\n
LF
EM
U
R
-1
.A
LL
_
EL
EM
EN
T
S,
 B
Z
, %
f\n
',L
JR
F(
i,:
))
; 
  
  
  
  
if 
FI
X
>
1 
  
  
  
  
  
  f
pr
in
tf
(f
id
,'*
* 
N
am
e:
 R
JR
F 
  
T
yp
e:
 B
o
dy
 fo
rc
e\
n*
D
lo
ad
\n
');
 
  
  
  
  
  
  f
pr
in
tf
(f
id
,'R
FE
M
U
R
-1
.A
LL
_
EL
EM
EN
T
S,
 B
X
, %
f\n
R
FE
M
U
R
-1
.A
LL
_
EL
EM
EN
T
S,
 B
Y
, %
f\n
R
FE
M
U
R
-1
.A
LL
_
EL
EM
EN
T
S,
 B
Z
, 
%
f\n
',R
JR
F(
i,:
))
; 
  
  
  
  
en
d 
  
  
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
  
  
%
 M
U
SC
LE
 F
O
R
C
E 
  
  
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
  
  
if 
M
U
SC
LE
>
1 
  
  
  
  
  
  f
o
r 
j=
1:
27
 
  
  
  
  
  
  
   
 fp
ri
nt
f(
fid
,'*
* 
N
am
e:
 L
M
U
SC
LE
_
FO
R
C
E%
u 
  
T
yp
e:
 C
o
nc
en
tr
at
ed
 fo
rc
e\
n*
C
lo
ad
\n
',j
); 
  
  
  
  
  
  
   
 fp
ri
nt
f(
fid
, 'L
PE
LV
IS
-1
.M
U
SC
LE
_
IN
SE
R
T
IO
N
_
%
u,
 1
, %
f\n
LP
EL
V
IS
-1
.M
U
SC
LE
_
IN
SE
R
T
IO
N
_
%
u,
 2
, %
f\n
LP
EL
V
IS
-
1.
M
U
SC
LE
_
IN
SE
R
T
IO
N
_
%
u,
 3
, %
f\n
**
 \
n'
,j,
LM
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
)(
j,1
),j
,L
M
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
)(
j,2
),j
,L
M
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
)(
j,3
))
; 
  
  
  
  
  
  
   
 if
 F
IX
>
1 
  
  
  
  
  
  
   
  
  
 fp
ri
nt
f(
fid
,'*
* 
N
am
e:
 R
M
U
SC
LE
_
FO
R
C
E%
u 
  
T
yp
e:
 C
o
nc
en
tr
at
ed
 fo
rc
e\
n*
C
lo
ad
\n
',j
);
 
  
  
  
  
  
  
   
  
  
 fp
ri
nt
f(
fid
, 'R
PE
LV
IS
-1
.M
U
SC
LE
_
IN
SE
R
T
IO
N
_
%
u,
 1
, %
f\n
R
PE
LV
IS
-1
.M
U
SC
LE
_
IN
SE
R
T
IO
N
_
%
u,
 2
, %
f\n
R
PE
LV
IS
-
1.
M
U
SC
LE
_
IN
SE
R
T
IO
N
_
%
u,
 3
, %
f\n
**
 \
n'
,j,
R
M
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
)(
j,1
),j
,R
M
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
)(
j,2
),j
,R
M
us
cl
eF
o
rc
es
.(S
T
EP
S{
i}
)(
j,3
))
; 
  
  
  
  
  
  
   
 e
nd
 
  
  
  
  
  
  
en
d 
  
  
  
  
en
d 
  
  
  
  
  
  
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
  
  
%
 O
U
T
PU
T
 R
EQ
U
ES
T
S 
  
  
  
  
%
 %
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
 
  
  
  
  
fp
ri
nt
f(
fid
,'*
* 
O
U
T
PU
T
 R
EQ
U
ES
T
S\
n*
* 
\n
*R
es
ta
rt
, w
ri
te
, f
re
qu
en
cy
=
0\
n*
* 
\n
');
 
  
  
  
  
fp
ri
nt
f(
fid
,'*
* 
FI
EL
D
 O
U
T
PU
T
: F
-O
ut
pu
t-
1\
n*
* 
\n
*O
ut
pu
t,
 fi
el
d,
 fr
eq
ue
nc
y=
99
99
9\
n*
El
em
en
t 
O
ut
pu
t,
 e
ls
et
=
LP
EL
V
IS
-1
.IN
T
ER
ES
T
, 
di
re
ct
io
ns
=
Y
ES
\n
E,
 E
LE
D
EN
, S
\n
**
\n
' );
 
  
  
  
  
if 
M
A
T
=
=
1 
  
  
  
  
  
  f
pr
in
tf
(f
id
,'*
* 
FI
EL
D
 O
U
T
PU
T
: F
-O
ut
pu
t-
2\
n*
* 
\n
*O
ut
pu
t,
 fi
el
d,
 fr
eq
ue
nc
y=
99
99
9\
n*
El
em
en
t 
O
ut
pu
t,
 e
ls
et
=
LC
O
R
T
IC
A
L-
1.
IN
T
ER
ES
T
, d
ir
ec
ti
o
ns
=
Y
ES
\n
E,
 E
LE
D
EN
, S
\n
**
\n
');
 
  
  
  
  
en
d 
  
  
  
  
fp
ri
nt
f(
fid
,'*
En
d 
St
ep
\n
');
 
  
  
en
d 
  
  
fc
lo
se
( 'a
ll'
); 
  
  
Fi
le
C
o
un
t 
=
 F
ile
C
o
un
t+
1;
 
en
d 
A
.1
.2
   
B
es
t 
fit
 s
ph
er
e 
fu
nc
ti
o
n 
R
M
SE
rr
o
r 
=
 S
ph
er
eF
it
(S
ph
er
eC
en
tr
e,
R
ad
iu
s)
 
%
R
EA
D
 IN
 D
A
T
A
 P
O
IN
T
S 
N
o
de
s 
=
 c
sv
re
ad
('D
2_
sp
he
re
Po
in
ts
.t
xt
');
 
  %
 P
R
O
PO
SE
D
 S
PH
ER
E 
C
EN
T
R
E 
Sp
he
re
C
en
tr
e1
 =
 [
Sp
he
re
C
en
tr
e(
1)
*o
ne
s(
le
ng
th
(N
o
de
s)
,1
) 
Sp
he
re
C
en
tr
e(
2)
*o
ne
s(
le
ng
th
(N
o
de
s)
,1
) 
Sp
he
re
C
en
tr
e(
3)
*o
ne
s(
le
ng
th
(N
o
de
s)
,1
)]
; 
  %
 C
A
LC
 D
IS
T
A
N
C
E 
O
F 
EA
C
H
 P
O
IN
T
 F
R
A
M
 C
EN
T
R
E 
Sh
ift
ed
 =
 N
o
de
s(
:,:
)-
Sp
he
re
C
en
tr
e1
; 
  %
 N
O
R
M
A
LI
SE
 D
IS
T
A
N
C
E 
D
is
ta
nc
e 
=
 [
Sh
ift
ed
(:,
1)
.*
Sh
ift
ed
(:,
1)
 S
hi
ft
ed
(:,
2)
.*
Sh
ift
ed
(:,
2)
 S
hi
ft
ed
(:,
3)
.*
Sh
ift
ed
(:,
3)
];
 
D
is
ta
nc
e 
=
 D
is
ta
nc
e(
:,1
)+
D
is
ta
nc
e(
:,2
)+
D
is
ta
nc
e(
:,3
); 
D
is
ta
nc
e 
=
 D
is
ta
nc
e.
^0
.5
; 
  %
 C
A
LC
U
LA
T
E 
D
IF
FE
R
EN
C
E 
B
ET
W
EE
N
 D
IS
T
A
N
C
E 
A
N
D
 P
R
O
PO
SE
D
 R
A
D
IU
S 
Er
ro
rs
 =
 D
is
ta
nc
e-
R
ad
iu
s*
o
ne
s(
le
ng
th
(N
o
de
s)
,1
);
 
Er
ro
rs
 =
 (
Er
ro
rs
.*
Er
ro
rs
).^
0.
5;
 
  %
 C
A
LC
U
LA
T
E 
 
R
M
SE
rr
o
r 
=
 m
ea
n(
Er
ro
rs
) 
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C
al
cu
la
ti
on
 o
f c
o
rt
ic
al
 b
on
e 
th
ic
kn
es
s 
 %
 S
H
EL
L 
T
H
IC
K
N
ES
S 
A
LG
O
R
IT
H
M
 
G
EO
M
 =
 in
pu
t(
'G
iv
e 
G
eo
m
et
ry
, e
.g
. '
'D
R
'':
  
 ')
; 
%
1.
 R
EA
D
 IN
 M
ES
H
 T
O
 M
A
T
C
H
 (
SU
R
FA
C
E 
M
ES
H
 F
O
R
 C
O
R
T
IC
A
L)
 (
re
ad
 fi
rs
t 
3 
%
co
lu
m
ns
 o
f e
le
m
en
ts
 fo
r 
th
e 
tr
ia
ng
le
 e
dg
e 
no
de
s)
 
na
m
e1
.A
 =
 s
pr
in
tf
('D
:\\
M
y 
D
o
cu
m
en
ts
\\
FA
C
T
O
R
\\
B
U
IL
D
IN
G
 T
H
E 
FE
 M
O
D
EL
\\
G
EO
M
 D
et
ai
ls
\\
%
s_
C
O
R
T
IC
A
LN
O
D
ES
.t
xt
',G
EO
M
); 
na
m
e1
.M
 =
 s
pr
in
tf
('D
:\\
M
y 
D
o
cu
m
en
ts
\\
FA
C
T
O
R
\\
B
U
IL
D
IN
G
 T
H
E 
FE
 M
O
D
EL
\\
C
T
 D
at
a\
\%
s_
M
im
ic
sT
ra
bN
o
de
s.
tx
t',
G
EO
M
); 
na
m
e2
.A
 =
 s
pr
in
tf
('D
:\\
M
y 
D
o
cu
m
en
ts
\\
FA
C
T
O
R
\\
B
U
IL
D
IN
G
 T
H
E 
FE
 M
O
D
EL
\\
G
EO
M
 D
et
ai
ls
\\
%
s_
C
O
R
T
IC
A
LE
LE
M
EN
T
S.
tx
t',
G
EO
M
); 
na
m
e2
.M
 =
 s
pr
in
tf
('D
:\\
M
y 
D
o
cu
m
en
ts
\\
FA
C
T
O
R
\\
B
U
IL
D
IN
G
 T
H
E 
FE
 M
O
D
EL
\\
C
T
 D
at
a\
\%
s_
M
im
ic
sT
ra
bE
le
m
en
ts
.t
xt
',G
EO
M
); 
na
m
e3
.A
 =
 s
pr
in
tf
('D
:\\
M
y 
D
o
cu
m
en
ts
\\
FA
C
T
O
R
\\
B
U
IL
D
IN
G
 T
H
E 
FE
 M
O
D
EL
\\
C
T
 D
at
a\
\%
s_
C
en
tr
o
id
s.
tx
t',
G
EO
M
); 
na
m
e3
.M
 =
 s
pr
in
tf
('D
:\\
M
y 
D
o
cu
m
en
ts
\\
FA
C
T
O
R
\\
B
U
IL
D
IN
G
 T
H
E 
FE
 M
O
D
EL
\\
C
T
 D
at
a\
\%
s_
M
im
ic
sC
en
tr
o
id
s.
tx
t',
G
EO
M
); 
na
m
e4
.A
 =
 s
pr
in
tf
('D
:\\
M
y 
D
o
cu
m
en
ts
\\
FA
C
T
O
R
\\
B
U
IL
D
IN
G
 T
H
E 
FE
 M
O
D
EL
\\
C
T
 D
at
a\
\%
s_
V
ec
to
rs
.t
xt
',G
EO
M
); 
na
m
e4
.M
 =
 s
pr
in
tf
('D
:\\
M
y 
D
o
cu
m
en
ts
\\
FA
C
T
O
R
\\
B
U
IL
D
IN
G
 T
H
E 
FE
 M
O
D
EL
\\
C
T
 D
at
a\
\%
s_
M
im
ic
sV
ec
to
rs
.t
xt
',G
EO
M
); 
  
 
  %
 2
. C
A
LC
U
LA
T
E 
EL
EM
EN
T
 C
EN
T
R
O
ID
S 
A
N
D
 N
O
R
M
A
LS
 
C
 =
 {
'A
' '
M
'} 
Sc
al
e 
=
 [
1 
1]
; 
fo
r 
c 
=
 1
:2
 
  
  
  
  
M
at
ch
N
o
de
s.
(C
{c
})
 =
 c
sv
re
ad
(n
am
e1
.(C
{c
})
); 
  
  
  
  
N
ew
N
o
de
 =
 z
er
o
s(
le
ng
th
(M
at
ch
N
o
de
s.
(C
{c
})
),4
); 
  
  
  
  
fo
r 
i=
1:
le
ng
th
(M
at
ch
N
o
de
s.
(C
{c
})
) 
  
  
  
  
  
  
N
ew
N
o
de
(M
at
ch
N
o
de
s.
(C
{c
})
(i,
1)
,:)
 =
 S
ca
le
(c
)*
M
at
ch
N
o
de
s.
(C
{c
})
(i,
:);
 
  
  
  
  
en
d 
  
  
  
  
M
at
ch
N
o
de
s.
(C
{c
})
 =
 N
ew
N
o
de
; 
    
  
M
at
ch
El
em
en
ts
.(C
{c
})
 =
 c
sv
re
ad
(n
am
e2
.(C
{c
})
); 
  
  
M
at
ch
El
em
en
ts
.(C
{c
})
 =
 M
at
ch
El
em
en
ts
.(C
{c
})
(:,
1:
4)
;  
  
 
  
  
C
en
tr
o
id
.(C
{c
})
 =
 z
er
o
s(
le
ng
th
(M
at
ch
El
em
en
ts
.(C
{c
})
),3
); 
  
  
N
o
rm
al
.(C
{c
})
 =
 z
er
o
s(
le
ng
th
(M
at
ch
El
em
en
ts
.(C
{c
})
),3
); 
  
  
fo
r 
i=
1:
le
ng
th
(M
at
ch
El
em
en
ts
.(C
{c
})
) 
  
  
  
  
C
en
tr
o
id
.(C
{c
})
(i,
:) 
=
 m
ea
n(
M
at
ch
N
o
de
s.
(C
{c
})
((
M
at
ch
El
em
en
ts
.(C
{c
})
(i,
2:
4)
),2
:4
))
; 
  
  
  
  
V
ec
to
r.
(C
{c
})
(i,
:) 
=
 c
ro
ss
((
M
at
ch
N
o
de
s.
(C
{c
})
(M
at
ch
El
em
en
ts
.(C
{c
})
(i,
3)
,2
:4
)-
M
at
ch
N
o
de
s.
(C
{c
})
(M
at
ch
El
em
en
ts
.(C
{c
})
(i,
2)
,2
:4
))
,(M
at
ch
N
o
de
s.
(C
{c
})
(M
at
ch
El
em
en
ts
.(C
{c
})
(i,
4)
,2
:4
)-
M
at
ch
N
o
de
s.
(C
{c
})
(M
at
ch
El
em
en
ts
.(C
{c
})
(i,
2)
,2
:4
))
); 
  
  
  
  
V
ec
to
r.
(C
{c
})
(i,
:) 
=
 V
ec
to
r.
(C
{c
})
(i,
:)/
no
rm
(V
ec
to
r.
(C
{c
})
(i,
:))
; 
  
  
en
d 
    
  
cs
vw
ri
te
(n
am
e3
.(C
{c
})
,C
en
tr
o
id
.(C
{c
})
); 
  
  
cs
vw
ri
te
(n
am
e4
.(C
{c
})
,V
ec
to
r.
(C
{c
})
); 
en
d 
%
 5
. F
IN
D
 N
EA
R
ES
T
 E
LE
M
EN
T
S 
FO
R
 B
O
T
H
 +
V
E 
A
N
D
 -
V
E 
N
O
R
M
A
LS
 
%
 (
IF
 N
O
T
H
IN
G
 N
EA
R
 G
IV
E 
M
IN
IM
A
L 
T
H
IC
K
N
ES
S 
O
F 
0.
5)
 
%
 D
es
it
na
ti
o
n 
fil
en
am
e 
Fi
le
na
m
e 
=
 s
pr
in
tf
('D
:\\
M
y 
D
o
cu
m
en
ts
\\
FA
C
T
O
R
\\
B
U
IL
D
IN
G
 T
H
E 
FE
 M
O
D
EL
\\
C
T
 D
at
a\
\%
s_
T
hi
ck
ne
ss
.t
xt
',G
EO
M
); 
fid
 =
 fo
pe
n(
Fi
le
na
m
e)
; 
if 
fid
>
0 
  
  
fc
lo
se
(f
id
); 
  
  
T
hi
ck
ne
ss
 =
 c
sv
re
ad
(F
ile
na
m
e)
; 
el
se
 
T
hi
ck
ne
ss
 =
 z
er
o
s(
le
ng
th
(C
en
tr
o
id
.A
),1
); 
T
O
P 
=
 z
er
o
s(
le
ng
th
(C
en
tr
o
id
.A
),1
); 
B
O
T
T
O
M
 =
 z
er
o
s(
le
ng
th
(C
en
tr
o
id
.A
),1
); 
j=
1;
 
fo
r 
i=
1:
le
ng
th
(C
en
tr
o
id
.A
) 
  
  
A
 =
 [
C
en
tr
o
id
.A
(i,
1)
*o
ne
s(
le
ng
th
(C
en
tr
o
id
.M
),1
) 
C
en
tr
o
id
.A
(i,
2)
*o
ne
s(
le
ng
th
(C
en
tr
o
id
.M
),1
) 
C
en
tr
o
id
.A
(i,
3)
*o
ne
s(
le
ng
th
(C
en
tr
o
id
.M
),1
)]
; 
  
  
di
st
 =
 A
-C
en
tr
o
id
.M
; 
  
  
no
rm
ed
 =
 d
is
t.
^2
; 
  
  
no
rm
ed
 =
 s
um
(n
o
rm
ed
,2
); 
  
  
no
rm
ed
 =
 n
o
rm
ed
.^
0.
5;
 
  
  
M
in
 =
 fi
nd
(n
o
rm
ed
=
=
m
in
(n
o
rm
ed
),1
); 
  
  
Pe
rp
 =
 n
o
rm
(d
o
t(
V
ec
to
r.
A
(i,
:),
di
st
(M
in
,:)
))
; 
  
  
if 
m
in
(n
o
rm
ed
)>
5 
  
  
  
  
C
o
sA
ng
le
 =
 d
o
t(
V
ec
to
r.
A
(i,
:),
V
ec
to
r.
M
(M
in
,:)
); 
  
  
  
  
if 
C
o
sA
ng
le
>
0.
8 
  
  
  
  
  
  
T
hi
ck
ne
ss
(i)
 =
 P
er
p;
 
  
  
  
  
el
se
 
  
  
  
  
  
  
T
hi
ck
ne
ss
(i)
 =
 0
.5
; 
  
  
  
  
en
d 
  
  
el
se
 
  
  
  
  
T
hi
ck
ne
ss
(i)
 =
 P
er
p;
  
  
  
  
en
d 
en
d 
cs
vw
ri
te
(F
ile
na
m
e,
T
hi
ck
ne
ss
); 
en
d 
fig
ur
e(
1)
  
tr
is
ur
f(
M
at
ch
El
em
en
ts
.A
(:,
2:
4)
,M
at
ch
N
o
de
s.
A
(:,
2)
,M
at
ch
N
o
de
s.
A
(:,
3)
,M
at
ch
N
o
de
s.
A
(:,
4)
,T
hi
ck
ne
ss
) 
vi
ew
(-
91
.5
,0
); 
da
sp
ec
t(
[1
 1
 1
])
; 
ax
is
 o
ff 
C
o
lo
ur
 =
 o
ne
s(
le
ng
th
(M
at
ch
N
o
de
s.
A
),1
); 
fig
ur
e(
2)
  
tr
im
es
h(
M
at
ch
El
em
en
ts
.A
(:,
2:
4)
,M
at
ch
N
o
de
s.
A
(:,
2)
,M
at
ch
N
o
de
s.
A
(:,
3)
,M
at
ch
N
o
de
s.
A
(:,
4)
,C
o
lo
ur
) 
ho
ld
 o
n 
vi
ew
(-
91
.5
,0
); 
da
sp
ec
t(
[1
 1
 1
])
; 
ax
is
 o
ff 
co
lo
rm
ap
(b
o
ne
) 
fig
ur
e(
3)
  
C
o
lo
ur
 =
 o
ne
s(
le
ng
th
(M
at
ch
N
o
de
s.
M
),1
); 
tr
im
es
h(
M
at
ch
El
em
en
ts
.M
(:,
2:
4)
,M
at
ch
N
o
de
s.
M
(:,
2)
,M
at
ch
N
o
de
s.
M
(:,
3)
,M
at
ch
N
o
de
s.
M
(:,
4)
,C
o
lo
ur
) 
vi
ew
(-
91
.5
,0
); 
da
sp
ec
t(
[1
 1
 1
])
; 
ax
is
 o
ff 
co
lo
rm
ap
(b
o
ne
) 
R
et
ur
n 
=
 1
; 
 
 
23
9 
A
.1
.4
   
R
eg
is
tr
at
io
n 
of
 d
ig
iti
ze
d 
po
in
t 
da
ta
 o
nt
o 
3D
 
m
es
h 
A
 
g
ra
p
h
ic
al
 
u
se
r 
in
te
rf
ac
e 
(G
U
I)
 
w
as
 
m
ad
e 
to
 
si
m
p
li
fy
 
th
e 
u
se
 
o
f 
th
e 
re
g
is
tr
at
io
n
 a
lg
o
ri
th
m
. 
 
 
  
%
 S
C
R
IP
T
 T
O
 M
A
T
C
H
 O
N
E 
SE
T
 O
F 
PO
IN
T
 D
A
T
A
 T
O
 A
N
O
T
H
ER
 A
N
D
 P
R
O
V
ID
E 
T
H
E 
T
R
A
N
SL
A
T
IO
N
 A
N
D
 R
O
T
A
T
IO
N
 M
A
T
R
IC
ES
 
T
O
 D
O
 S
O
. T
he
n 
tr
an
sf
o
rm
 a
ny
 c
ho
se
n 
fil
e 
by
 t
he
 s
am
e 
m
at
ri
ce
s 
  fu
nc
ti
o
n 
R
et
ur
n 
=
 C
T
D
ig
i(S
ta
rt
,R
,S
um
M
ax
,A
,T
) 
  
%
In
it
ia
lis
e,
 w
it
h 
ta
rg
et
 a
nd
 a
rr
o
w
 p
o
in
t 
da
ta
 
C
T
N
o
de
s 
=
 c
sv
re
ad
('T
ar
ge
t.
tx
t')
; 
Pt
N
o
de
s 
=
 c
sv
re
ad
('A
rr
o
w
.t
xt
');
 
M
o
ve
d 
=
 [
m
ea
n(
C
T
N
o
de
s)
-m
ea
n(
Pt
N
o
de
s)
 R
(1
) 
R
(2
) 
R
(3
)]
; 
sa
ve
2p
lo
t(
'S
ta
rt
o
ut
.c
sv
',M
o
ve
d,
'A
rr
o
w
.t
xt
',P
tN
o
de
s)
; 
  %
If 
3 
po
in
ts
 a
re
 g
iv
en
, w
o
rk
 o
ut
 t
ra
ns
la
ti
o
ns
 a
nd
 r
o
ta
ti
o
ns
 b
et
w
ee
n 
th
re
e 
%
po
in
ts
 
if 
no
rm
(m
ax
(A
))
 =
=
 0
 
el
se
 
  
  
o
pt
io
ns
 =
 o
pt
im
se
t(
'M
ax
Fu
nE
va
ls
',5
00
00
); 
  
  
cs
vw
ri
te
('A
rr
o
w
Po
in
ts
.t
xt
',A
); 
  
  
cs
vw
ri
te
('T
ar
ge
tP
o
in
ts
.t
xt
',T
); 
  
  
  
  
R
 =
 [
0 
0 
0;
 p
i 0
 0
; 0
 p
i 0
; 0
 0
 p
i; 
pi
 p
i 0
; 0
 p
i p
i; 
pi
 0
 p
i; 
pi
 p
i p
i]
; 
  
  
R
o
ts
 =
 z
er
o
s(
4,
3)
; 
  
  
Er
ro
r 
=
 0
; 
  
  
fo
r 
j=
1:
le
ng
th
(R
) 
  
  
  
  
R
o
ts
(j,
:) 
=
fm
in
se
ar
ch
(@
R
o
ta
ti
o
ns
,R
(j,
:),
o
pt
io
ns
); 
  
  
  
  
Er
ro
r(
j) 
=
 M
in
im
is
e3
([
m
ea
n(
T
-A
) 
R
o
ts
(j,
:)]
);
 
  
  
en
d 
  
  
  
  
M
o
ve
d(
4:
6)
 =
 R
o
ts
(E
rr
o
r=
=
m
in
(E
rr
o
r)
,:)
;  
  
  
Pt
N
o
de
s 
=
 c
sv
re
ad
('A
rr
o
w
.t
xt
');
 
  
  
M
ea
n 
=
 m
ea
n(
Pt
N
o
de
s)
; 
  
  
M
ea
nm
o
ve
 =
 [
(M
ea
n(
1)
)*
o
ne
s(
3,
1)
 (
M
ea
n(
2)
)*
o
ne
s(
3,
1)
 (
M
ea
n(
3)
)*
o
ne
s(
3,
1)
];
 
  
  
A
 =
 A
-M
ea
nm
o
ve
; 
  
  
R
o
ta
te
 =
 m
ak
eh
gt
fo
rm
('x
ro
ta
te
',M
o
ve
d(
4)
,'y
ro
ta
te
',M
o
ve
d(
5)
,'z
ro
ta
te
',M
o
ve
d(
6)
); 
  
  
R
o
ta
te
 =
 R
ot
at
e(
1:
3,
1:
3)
; 
  
  
fo
r 
i=
1:
3 
  
  
  
  
N
ew
A
(i,
:) 
=
 (
R
o
ta
te
*(
A
(i,
:)'
))
'; 
  
  
en
d 
  
  
N
ew
A
 =
 N
ew
A
+
M
ea
nm
o
ve
; 
  
  
M
o
ve
d(
1:
3)
=
 m
ea
n(
T
-N
ew
A
); 
  
 
  
  
 
  
  
sa
ve
2p
lo
t(
'C
he
ck
3.
cs
v'
,M
o
ve
d,
'A
rr
o
w
Po
in
ts
.t
xt
',P
tN
o
de
s)
; 
  
  
sa
ve
2p
lo
t(
'C
he
ck
1.
cs
v'
,M
o
ve
d,
'A
rr
o
w
.t
xt
',P
tN
o
de
s)
; 
en
d 
%
M
in
im
is
e 
di
st
an
ce
 b
et
w
ee
n 
ar
ro
w
 n
o
de
s 
an
d 
st
ar
ti
ng
 t
ar
ge
t,
 if
 a
va
ila
bl
e,
 
%
by
 a
lt
er
in
g 
tr
an
sl
at
io
n 
an
d 
ro
ta
tio
n 
ve
ct
o
r,
 'M
o
ve
d'
 
if 
St
ar
t=
=
1 
o
pt
io
ns
 =
 o
pt
im
se
t(
'M
ax
Fu
nE
va
ls
',5
00
00
); 
Pt
N
o
de
s 
=
 c
sv
re
ad
('A
rr
o
w
.t
xt
');
 
%
 n
o
w
 r
un
 it
er
at
io
m
n 
M
o
ve
d 
=
 fm
in
se
ar
ch
(@
St
ar
tM
in
im
is
e,
M
o
ve
d,
o
pt
io
ns
) 
sa
ve
2p
lo
t(
'C
he
ck
.c
sv
',M
o
ve
d,
'A
rr
o
w
.t
xt
',P
tN
o
de
s)
; 
en
d 
  %
N
o
w
 o
pt
im
is
e 
ar
ro
w
 a
nd
 t
ar
ge
t 
by
 a
lt
er
in
g 
tr
an
sl
at
io
n 
an
d 
ro
ta
ti
o
n 
ve
ct
or
, 
%
'M
o
ve
d'
 
%
C
ho
o
se
 O
pt
im
is
at
io
n 
m
et
ho
d 
o
pt
io
ns
 =
 o
pt
im
se
t(
'M
ax
Fu
nE
va
ls
',1
00
00
0)
; 
if 
Su
m
M
ax
=
=
1 
M
o
ve
d 
=
 fm
in
se
ar
ch
(@
Su
m
M
in
im
is
e,
M
ov
ed
,o
pt
io
ns
) 
  
  
el
se
 
M
o
ve
d 
=
 fm
in
se
ar
ch
(@
M
ax
M
in
im
is
e,
M
o
ve
d,
o
pt
io
ns
); 
  
  
en
d 
  R
et
ur
n 
=
 S
um
M
in
im
is
e(
M
ov
ed
); 
M
o
ve
d 
sa
ve
2p
lo
t(
'O
ut
pu
t.
cs
v'
,M
o
ve
d,
'F
in
al
.t
xt
',P
tN
o
de
s)
; 
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C
al
cu
la
ti
on
 o
f p
el
vi
c 
de
fo
rm
at
io
n 
 %
 S
cr
ip
t 
to
 c
al
cu
la
te
 d
ef
o
rm
at
io
n 
of
 'e
le
m
en
ts
' c
re
at
ed
 b
et
w
ee
n 
gi
ve
n 
%
 p
o
in
ts
, b
as
ed
 o
n 
di
sp
la
ce
m
en
t 
at
 t
ho
se
 p
o
in
ts
 
  %
 P
o
in
t 
po
si
tio
ns
 
Po
in
ts
 =
 c
sv
re
ad
('M
es
hS
tr
ai
nP
o
s.
tx
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A.2 Derivations 
A.2.1   Displacement at load applicators on four point bending rig 
Where: 
 W = Total load 
 l = length of sample 
 a = distance from end of sample to first load applicator 
 x = distance from first support 
 M = moment 
 φ = rotation  
 δ = displacement 
 E = Young’s modulus 
 I = second moment of area of section  
 C, D = constants 
 
The subscript 1 refers to the section of the sample between the first support and the first load 
applicator. The subscript 2 refers to the sample section between the two load applicators. 
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Boundary conditions: 
 1. Rotation zero at x=l/2  
 2. Rotation consistent between sections when x=a 
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 3. Deflection zero at x=0 
12
)34(
4
)(
12
0
000
4
)(
442
4
42
4
0
4
223
,1
1
10,1
222
1
,21
2
,1
2
,2
2
2
2
,2
laWaalaWaWa
EI
D
DEI
alaWWaWalWa
C
C
Wa
EI
WalWa
EI
Wal
C
C
Wal
EI
ax
x
axax
ax
l
x
−
=
−
+=
=
=++=
−
=−−=
=+=
−=
−=
=+=
=
=
==
=
=
δ
δ
ϕϕ
ϕ
ϕ
 
Young’s modulus can therefore be calculated using the following equation: 
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E
=
−
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A.2.2   Strain at centre of sample in four point bending rig 
Where: 
 W = Total load 
 l = length of sample 
 ε = strain  
 σ = stress 
 a = distance from end of sample to first load applicator 
 M = moment 
 y = distance from section neutral axis to sample surface 
 E = Young’s modulus 
 I = second moment of area of section  
 t=thickness  
All calculations relate to the central section of the 4 point bending rig. 
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Young’s modulus can therefore be calculated using the following equation: 
I
Wat
E
ε4
=  
A.3 Presentations of this work 
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