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THÈME 1
Systèmes déductifs et traitement des langues:
un panorama des grammaires catégorielles
Christian Retoré
Thème 1 — Réseaux et systèmes
Projet Paragraphe
Rapport de recherche n˚3917 — Avril 2000 — 45 pages
Résumé : Depuis les années 80 les grammaires catégorielles connaissent un vif
regain d’intérêt. Poursuivant les travaux des années cinquante (voire trente) dans
une optique neuve, les recherches récentes les rapprochent des systèmes de typage
utilisés en informatique. La linguistique informatique s’est ainsi enrichie d’une ap-
proche originale qui néanmoins rejoint d’autres formalismes de traitement automa-
tique des langues plus connus, telles les grammaires d’arbres adjoints, les gram-
maires de dépendances et certaines grammaires syntagmatiques. On peut se deman-
der quelles sont les raisons d’une telle démarche, quels succès elle a obtenus, quels
objectifs étaient, et sont toujours, poursuivis. Nous nous proposons de répondre à
ces questions par le panorama que voici, en soulignant l’importance que joue la
logique dans les développements récents. Les résultats de base sont explicitement
traités tandis que les recherches et réalisations récentes ne sont qu’esquissées. Alors
qu’il existe des états de l’art plus spécifiques et plus complets, celui-ci ne nécessite
guère de prérequis.
Mots-clé : Grammaires formelles ; logique ; traitement automatique des langues
(Abstract: pto)
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Deductive systems and natural language processing:
a survey of categorial grammars
Abstract: Since the eighties there has been a revived interest in categorial gram-
mars. Taking ideas that go back to the fifties (and even to the thirties) in a new
direction, recent research reveals categorial grammars to be type systems of the sort
familiar in computer science. This new trend in computational linguistics is never-
theless tightly related to more common formalisms for natural language processing,
like tree adjoining grammars, dependency grammars, and certain phrase-structure
grammars. What is the motivation of such an approach? What are its successes?
What are its objectives? This survey tries to answer these questions, stressing the
important role of logic in recent developments. Basic results are precisely covered
while more recent research and insights are only informally presented. While there
exists more specific or complete surveys of the state-of-the-art, this one only relies
on the common knowledge in computer science.
Key-words: Formal grammar ; logic ; natural language processing
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1 Présentation
La linguistique informatique présente deux faces complémentaires : l’une vise à
la réalisation d’outils qui permettent un traitement automatique des langues, l’autre
cherche à vérifier ou infirmer les théories calculatoires de la langue. Pour traiter
de ces aspects, il y a grosso modo deux types d’approches, qui semblent malheu-
reusement inconciliables à l’heure actuelle. L’une traite de grands corpus par des
techniques statistiques ou probabilistes ; on peut attribuer la paternité de l’autre,
la seule qui nous concernera ici, à Chomsky dans les années 50 : elle propose un
traitement symbolique de la langue pour en exhiber les mécanismes calculatoires.
[73]
Inscrite dans cette approche calculatoire et symbolique, notre présentation concerne
surtout les grammaires catégorielles apparues il y a bien longtemps [7, 8], ainsi que
leurs extensions sous la forme générale de ce qu’il est convenu d’appeler les « gram-
maires de types logiques » [61, 54]. C’est un modèle de la syntaxe des langues, mais
qui entretient d’étroits rapports avec la sémantique de Montague [52, 63].
En effet, cette formalisation de la sémantique, qui calcule les formes logiques
des énoncés, a très tôt été associée aux grammaires catégorielles (Montague ne
présentait-il pas lui-même sa grammaire comme « la » grammaire catégorielle?). Il
est d’usage en linguistique et donc aussi en linguistique informatique de désigner
par « sémantique » cette partie de l’analyse linguistique qui s’intéresse à la des-
cription (même limitée) des phénomènes de signification. Parmi ceux-ci, les phéno-
mènes de référence ont toujours occupé une place primordiale. En effet, savoir ana-
lyser un énoncé, ou un discours entier, ce n’est pas seulement reconnaître sa bonne
formation syntaxique ; c’est aussi et surtout donner une représentation de l’énoncé
ou du discours qui indique clairement la portée référentielle des expressions, qu’il
s’agisse de syntagmes nominaux pleins, de formes pronominales, voire même d’ex-
pressions temporelles. Ceci nécessite entre autres une représentation de la portée
des quantificateurs et c’est indiscutablement la sémantique de Montague qui est al-
lée le plus loin dans l’approche rigoureuse de ces phénomènes. De plus, l’utilisation
d’une logique intentionnelle permet même l’expression de nuances importantes du
point de vue du sens dénotationnel, comme par exemple la représentation d’ambi-
guïtés dans le cas de verbes comme chercher. 1
1. Suivant que l’objet de chercher est un objet précis ou hypothétique.
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Les grammaires catégorielles entrent dans le cadre d’un lexicalisme radical :
comme dans les grammaires d’arbres adjoints lexicalisées voir [35, 1], les règles
sont uniformes, données une fois pour toutes et indépendantes de la langue — une
sorte de grammaire universelle à la Chomsky [15, 73]. Seule la variation des types
que le lexique associe à des entrées lexicales (ou dans les calculs multimodaux de
Moortgat [54] les postulats globaux associés à certains opérateurs), expriment les
variations d’une langue à l’autre. On notera que les travaux récents de Chomsky
[15, 73] optent eux aussi pour des grammaires lexicalisées, et sur ce point au moins
les grammaires catégorielles étaient en avance : elles ont toujours prôné l’approche
lexicaliste.
La lexicalisation n’est pas qu’un plus esthétique : cette approche est d’un grand
intérêt pour l’apprentissage, sujet d’importance primordiale en intelligence artifi-
cielle, dans les sciences cognitives et, sous une forme plus spécialisée, en linguis-
tique. Dans le cas qui nous préoccupe, il s’agit d’apprendre la grammaire d’une
langue, et ce problème est également connu sous le nom d’inférence grammaticale. 2
D’un point de vue théorique, c’est un pilier des théories chomskiennes [73, 70], qui
justifie le postulat d’une grammaire universelle dont les grammaires particulières
sont des instances ; du point de vue de la théorie des langages formels, c’est un sujet
aux fondements anciens [27], mais en plein essor et renouveau [81], que ce soit pour
l’étude du génome, le diagnostic . . . ou le traitement des langues. Les grammaires
lexicalisées présentent le grand avantage de ne pas avoir de règles à apprendre,
puisque celles-ci sont fixes ; il suffit alors de déterminer l’entrée lexicale associée à
un nouveau mot ou au nouvel usage d’un mot déjà présent dans le lexique.
Techniquement, les grammaires catégorielles, depuis leur formulation logique
par Lambek en 1958, [41] et plus encore dans les extensions récentes s’apparentent
plus à la théorie de la démonstration [24] qu’à la théorie des langages classiques
[79], ou qu’aux autres formalismes de traitement automatique des langues [1] ; cela
explique en partie leur relatif isolement. L’autre raison de la discrétion des gram-
maires catégorielles jusqu’aux années 80 est que le calcul de Lambek est trop res-
trictif, et qu’on ne connaissait pas de liens entre ce genre de calcul logique (linéaire
avant l’heure) et les logiques usuelles : classique, intuitionniste et modale. Il a fallu
attendre que soient établies des connexions avec des calculs logiques plus standard,
c’est-à-dire que la logique s’intéresse à des calculs restreints : des liens ont premiè-
2. Expression à éviter dans le cadre des grammaires catégorielles, car on peut la comprendre
comme l’étude des inférences logiques décrivant une grammaire.
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rement été établis avec la logique modale, surtout par van Benthem et Moortgat
[91, 54], puis avec la logique linéaire inventée par Girard [22, 23, 89], qui entretient
d’étroites relations avec les logiques intuitionniste et classique.
Précisons tout de suite que cette approche logique des grammaires catégorielles
n’est pas la seule : en poursuivant les calculs de fractions de Bar-Hillel [8] dans le
style des calculs de combinateurs, Steedman [86] propose une toute autre approche
des grammaires catégorielles qui étend leur capacité générative aux langages légè-
rement contextuels (mildly context sensitive) [36].
Réciproquement les grammaires catégorielles et la sémantique de Montague ne
sont pas le seul contact entre logique et traitement informatique des langues, comme
en témoignent le récent Handbook of Logic and Language [90] ou les conférences
Logical Aspects of Computational Linguistics [11]. Ces deux références montrent
bien comment les grammaires catégorielles s’inscrivent dans une perspective plus
large des liens entre logique, langues et langages ; mais elles constituent aussi en
elles-mêmes un domaine d’étude bien vivant, comme en témoigne la présentation
plus technique de Lecomte de la journée Grammaire et théorie de la preuve [44].
Le panorama que nous proposons est organisé ainsi :
– La première partie reprend des travaux bien connus et simples à présenter
assez explicitement : grammaires AB, calcul de Lambek, lien avec la séman-
tique de Montague.
– La seconde présente informellement les travaux qui ont été réalisés au-delà de
ces résultats de base : d’une part les extensions du calcul de Lambek, qu’elles
soient dans le cadre des logiques multimodales ou de la logique linéaire.
– La troisième signale les algorithmes et réalisations pour le traitement auto-
matique des langues issus de cette approche : algorithmes d’apprentissage,
d’analyse et de génération.
– La dernière montre les liens qu’entretiennent les grammaires catégorielles
avec d’autres formalismes plus répandus telles les grammaires d’arbres ad-
joints, les grammaires de dépendance, et les grammaires minimalistes.
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2 Des grammaires catégorielles classiques
au calcul de Lambek
et à la sémantique de Montague
Les éléments que nous présentons ici se trouvent décrits avec plus de détails
dans les chapitres [12, 63] du livre [90].
2.1 Les années 50-60 :
grammaires AB et grammaires non contextuelles
Les premières grammaires catégorielles, grammaires
 
(d’après Ajdukiewicz
[7] et Bar-Hillel [8]) procèdent comme suit. On se donne un ensemble fini  de
catégories ou types de base, par exemple 	
 (syntagme nominal, nom, phrase)
dont l’un joue un rôle particulier : 
 (l’analogue du non terminal de départ dans une
grammaire syntagmatique). Les types ou catégories sont donnés sous la forme : 3
       
Un lexique associe à chaque mot  un ou plusieurs types ! ""# %$'&)( ***+ &-,/.10 .
On se donne alors des règle de calcul sur les types, qui correspondent à un calcul
de fractions non commutatif. Pour toutes catégories 23	4 :
2   "2  45#7698 4
 :4  2;#  2<698 4
Le langage engendré par cette grammaire (totalement lexicalisée) est défini
comme l’ensemble des suites de mots du lexique  ( ***=?> telles que pour chaque
? il existe un type & A@<! :?"# , tel que & ( CB'B'BDE& >F698 
 (où, par abus de langage,
on note également 698 la clôture transitive de 698 ).
3. Attention aux notations : dans les grammaires catégorielles combinatoires de Steedman [86],G<HI
est noté
IJHKG
de sorte que type correspondant au but est toujours le premier; le schéma
de réduction est alors
GMLINHOGPRQTSUI
. Nous utilisons ici la notation de Bar-Hillel et Lambek
dont l’intuition est la suivante : VXWY et Y H V sont des fractions dans un groupe non commutatif :VXW9YZXVOY\[^] et Y H V_Z?Y\[`] .
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Donnons un exemple minuscule de lexique/grammaire : 4
Mot Type(s)
     
   
  A#=#
 	
  
   #
    	    A#    3#&
   
La phrase  	
     	  &    (il/elle regarde passer le train) appartient au
langage engendré:
 
    #     A#     A#  
6 8  
  5#     '3#  
6 8  
  5#  
6 8 

tandis que la phrase      	
     	 (que regarde-t-il/elle passer?) n’appar-
tient pas au langage engendré : la séquence  
   
   #=#  
   #     A# ne
contient rien qui se réduise.
Il est facile de montrer que toute grammaire algébrique (ou non contextuelle)
sans production vide est faiblement équivalente à une grammaire AB et réciproque-
ment [9] :
– Des grammaires algébriques aux grammaires AB. Mettons la grammaire al-
gébrique sous forme normale de Greibach, et donnons au mot (terminal) 
le type  B'B'B  =    ( #   # B'B'B #  \> s’il apparaît dans une règle  698
	F> *** ( .
Alors les langages engendrés par la grammaire catégorielle et la grammaire
algébrique coïncident. 5
4. Cet exemple est en italien, car la possible absence de sujet fournit un exemple minimal de
l’utilité de la composition, absente des grammaires AB mais présente dans le calcul de Lambek,
comme on le verra dans le prochain exemple.
5. En mettant la grammaire sous forme normale de Greibach forte, on peut se limiter à  , ce
qui donne des types de profondeur  et de la forme Y ou Y W V ou L Y<W`V P W! . On peut aussi que le
symbole
H
n’a pas été utilisé. Cela signifie que les grammaires algébriques sont représentables dans
un fragment très restreint des grammaires AB.
INRIA
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– Des grammaires AB aux grammaires algébriques. Soit  un lexique décrivant
une grammaire catégorielle, notons   l’ensemble des types et des sous-types
de tous les types apparaissant dans le lexique — le lexique étant fini,   est
fini. Considérons la grammaire algébrique dont   est l’ensemble des non-
terminaux et dont les règles sont les suivantes :
–  698  chaque fois que  @<!  #
–  698    #  — avec  	O    \# @
 
–  698      # — avec  O    \# @
 
Cette grammaire algébrique (sous forme normale de Chomsky) engendre le
même langage que la grammaire catégorielle initiale.
Ainsi les grammaires AB sont-elles une alternative aux grammaires algébriques,
du point de vue des langages engendrés. Mais il s’agit là d’équivalence faible, et la
formalisation différente permet déjà d’exprimer différemment le fonctionnement
de la grammaire ; de plus elles sont lexicalisées et c’est là une différence essen-
tielle, notamment pour les algorithmes d’apprentissage. On notera qu’une lexicali-
sation des grammaires algébriques qui préserve les arbres d’analyse nécessite de les
étendre, et conduit aux grammaires d’arbres adjoints (TAGs) [1, 35].
Pour ce qui est du sens de leur fonctionnement, il est des règles de calcul qu’on
aimerait ajouter, par exemple :
– la montée de type, chère aux grammaires de Montague (cf. ci-après) : 2 68
 :4  2;#  4 ;
– la composition,  2  45#   :4  # 698 2  , qui aurait permis de reconnaître la
phrase      
     
Mais où s’arrêter de façon à ce que l’ajout de règles n’induise pas l’incohérence
de l’ensemble de ces règles, incohérence qui se traduirait par exemple par l’iden-
tification des deux symboles orientés

et

(voir par exemple la discussion dans
[53]).
2.2 Le calcul de Lambek (1958) : l’irruption de la logique
En 1958, Joachim Lambek [41] montre qu’on peut formaliser les grammaires
catégorielles sous une forme logique (peut-être préfèrerait-il catégorique), et que
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toutes les règles de calcul envisagées ci-dessus deviennent dérivables dans son sys-
tème. Par exemple la règle de simplification des fractions est alors vue comme un
modus ponens :
     8     . Le fonctionnement d’une grammaire de Lambek est
le suivant :
– Un lexique associe à chaque mot  un ou plusieurs types de  défini précé-
demment soit ! " :#  $'&)( * **  & ,/. 0  !# — le lexique est en tout point
similaire à celui d’une grammaire AB.
– Le langage engendré par cette grammaire (totalement lexicalisée) est défini
comme l’ensemble des suites de mots  ( ***=?> du lexique telles que pour
chaque   il existe un type &  @ ! "?:# de sorte que le calcul de Lambek
démontre le séquent & ( ***+ & >   

Avant tout commentaire, donnons immédiatement les règles de ce calcul, à la
fois en calcul des séquents puis en déduction naturelle. Les majuscules grecques
désignent des suites finies de formules, séparées par des virgules, et  désigne la
suite vide.
    	  
                

     
      X   

      
  X            	  

    
      
   
         
         	  

                
  X      
         T2      X 
La déduction naturelle ne contient pas les règles
 
,

,
 
ni la      mais
l’axiome, les règles
  ,   ,   ainsi que les règles d’élimination suivantes:
INRIA
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  X             
                
         

        X         
L’axiome s’applique a priori à toute formule
 
mais on peut en fait se restreindre
à ne l’appliquer qu’à des formules atomiques (des variables propositionnelles) : les
axiomes sur des formules composées sont déductibles des axiomes atomiques, et ce
sans utiliser la règle de coupure.
La restriction imposée sur les règles
  et   suffit à assurer qu’aucun séquent
sans hypothèse (de la forme
 
) n’est démontrable, c’est-à-dire qu’il n’y a pas
de tautologie dans ce calcul. Appelons momentanément L1 le calcul de Lambek
sans cette restriction, pour voir qu’elle est bel et bien nécessaire. La signification
de
      
est que la chaîne de type

doit nécessairement être précédée d’une
chaîne de type

à sa gauche pour donner une chaîne
   de type  . Si   est une
tautologie de L1, c’est-à-dire si L1 démontre
   
alors de
   
et
      
on
peut déduire
   
, c’est-à-dire que la suite

fournie à gauche de

est la suite
vide. L’exemple linguistique suivant montre qu’on rencontre dans la langue des cas
où cette restriction est nécessaire ; le lexique
&
    "  A#   :  3# ,        ,         ,        permet, en l’absence de cette restriction de montrer que
  	     & ' est un syntagme nominal ; en effet le type adjectif droit   
demandé par
&
' à sa droite est (comme tous les modifieurs) une tautologie de L1
et peut être fourni par la séquence vide.
Voyons maintenant comment le lexique précédemment donné permet de dériver,
dans le calcul de Lambel l’appartenance de      
     	 :
 
   
   #=#
 
   #    
  5#
   3#      A#    ' 
    A#    
 
  5#)    A#)   
   
   #     '3#   
     
 
   
   #=#)  
  5#)    A#   

Cet exemple, repose sur la composition de

. Elle est établie en introduisant un 
fictif, qui est ensuite abstrait par une règle d’introduction : cet ' fictif est assimi-
lable à la trace d’un constituant déplacé dans les théories chomskienne.
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On remarque que ce calcul est :
– Intuitionniste. Cette logique est intuitionniste, mais ceci est habituel, surtout
en informatique : on n’a pas de négation involutive, ni de disjonction, parce
qu’on autorise une seule formule à droite du signe «
 
».
– Linéaire Ce calcul ne comporte aucune des règles dites structurelles de la
logique : deux hypothèses ne peuvent être considérées comme une seule hy-
pothèse, et une hypothèse supplémentaire ne peut être ajoutée ; c’est un cal-
cul sensible au ressources : les hypothèses peuvent être vues comme des res-
sources consommables.
– Non commutatif. Autre innovation, les hypothèses ne permutent pas entre
elles, c’est-à-dire que le « et », noté «

», de ce calcul n’est pas commutatif :
c’est ce qui permet d’avoir deux implications, notées

et

, l’une consom-
mant son argument à gauche et l’autre à droite.
On remarque que la conjonction «

» est associative ; elle ne fait qu’exprimer
la concaténation des hypothèses :
& ( ** *  & >    est démontrable si et seulement si& (  B'B'B  & >    l’est. On observe également que si & (  B'B'B`A& > 698  dans une
grammaire AB, le séquent
& (  B'B'B  & >    est démontrable dans le calcul de Lambek
— et c’est encore le cas avec les règles supplémentaires telles la montée de type,
la composition etc. Néanmoins la réciproque est fausse : le calcul de Lambek n’est
pas finiment axiomatisable par des règles de réécriture comme celles précédemment
citées : il faut nécessairement adjoindre des règles de la forme : si
  6 8  alors   698   . Cela est uniquement du à l’exclusion des séquents sans hypothèses : le
calcul de Lambek avec séquence vide est finiment axiomatisable. [93, 49]
Entre autres propriétés, mentionnons :
– La propriété de la sous-formule. Dans le calcul des séquents la règle de cou-
pure est redondante : sa présence ne permet pas de démontrer de nouveaux
séquents ; on peut transformer toute démonstration en une démonstration sans
coupure et dans une démonstration sans coupure, il est clair que toute formule
de la démonstration est sous-formule d’une des formules du séquent conclu-
sion. Ce résultat n’est plus valide en présence d’axiomes propres (autres que
les identités
   
), ou du moins doit être restreint. C’est un des avantage du
calcul de Lambek que de ne pas nécessiter d’axiomes propres.
La déduction naturelle possède bien sûr une propriété similaire, toujours en
l’absence d’axiomes propres ; toute démonstration se réduit en une démons-
tration normale dans laquelle on n’élimine pas par une règle  
 
un connecteur
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  qui vient d’être introduit par une règle    . Ce processus, analogue à la  
réduction du  -calcul produit aussi des démonstration dans lesquelles toute
formule est sous-formule de la conclusion ou d’une des hypothèses.
– La décidabilité. Etant donné un séquent à démontrer, ou une phrase à analyser,
on peut d’après ce qui précède chercher à le démontrer sans coupure. S’il peut
provenir d’une règle autre que la coupure, ce ne peut être que d’un nombre
fini de manières, et pour chacune de ces manières on se retrouve avec un ou
deux séquents à démontrer, chacun ayant moins de symboles. Le calcul est
donc décidable.
– La complétude vis à vis des modèles monoïdaux.Considérons un monoïde
  B   # dont on appellera mots les éléments — on peut par exemple prendre
le monoïde libre engendré par les mots du lexique. Interprétons chaque type
atomique  (ou variable propositionnelle, ou catégorie élémentaire) par une
partie
   du monoïde — par exemple par les mots dont  est l’un des types.
Interprétons les catégories composées comme suit :
–
        B    %$  @ 	 ?@      @       B  0
–
  
   $  @   @   B  @    0
–
     $  @   @  !B  @    0
On a alors le résultat suivant :
Si un séquent     est démontrable dans le calcul de Lam-
bek alors quelle que soit l’interprétation des catégories de base      . Réciproquement, étant donné un séquent     , si
pour toute interprétation
      alors     est démontrable
dans le calcul de Lambek. Cette équivalence entre validité et prou-
vabilité reste vraie lorsqu’on ne considère que des monoïdes libres,
ce qui fait dire à certain que le calcul de Lambek est la logique des
monoïdes libres.
Du point de vue de la classe de langages engendrés, qu’a-t-on gagné? Suivant
une conjecture de Chomsky 1963, [14, p. 413] on n’engendre pas de langage non
algébrique. C’est effectivement le cas, mais nous ne pouvons, comme nous l’avons
fait précédemment, donner les clefs de l’équivalence : c’est un des plus jolis résultats
de ces dernières années, établi par Mati Pentus en 1992, [64, 65] et qui repose
sur deux ingrédients : un modèle à base groupe libre pour le calcul de Lambek,
et un raffinement du théorème d’interpolation établi pour le calcul de Lambek par
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Roorda [78] en 90. Par contre du point de vue de la richesse descriptive, saisie
par l’équivalence forte, c’est-à-dire entre les arbres de dérivation, les analyses dans
le calcul de Lambek donnent des structures d’arbres plus riches [88] : tandis que
les arbres de dérivations d’une grammaire algébrique définisse un langage régulier
d’arbres, les arbres de déductions normales d’une grammaire de Lambek peuvent
constituer un langage non régulier d’arbres (mais ils forment toujours un langage
algébrique d’arbres).
2.3 Calcul de Lambek et sémantique de Montague
Jusqu’ici nous nous sommes contentés de l’aspect formel des grammaires caté-
gorielles, mais quel est leur apport pour la linguistique et le traitement automatique
des langues ? Outre l’intérêt de la lexicalisation, sur lequel nous reviendrons plus
loin, il faut signaler leur interface aisée avec la sémantique de Montague. Ceci vient
de ce que les  -termes simplement typés sont des démonstrations en logique intui-
tionniste ; en effet l’isomorphisme de Curry-Howard (voir par exemple [24]) montre
que les  -termes simplement typés correspondent aux démonstrations en logique
intuitionniste, et réciproquement. Or les analyses syntaxiques sont également des
démonstrations, mais dans le calcul de Lambek, et celui-ci se plonge naturellement
dans la logique intuitionniste. En effet, en lisant 
 
et
   comme  8  (l’impli-
cation intuitionniste) chaque règle du calcul de Lambek est une règle de la logique
intuitionniste.
Afin de voir cela plus en détail, commençons par définir un morphisme des types
syntaxiques vers les types sémantiques : ceux-ci sont les formules de la logique
minimale (dont le seul connecteur est 8 , l’implication intuitionniste) construite sur
les deux types  (entités) et
&
(valeurs de vérité).
 Type syntaxique #   Type sémantique

    & une phrase est une proposition
     un syntagme nominal désigne une entité
    '8 & un nom est un sous-ensemble des entités
    #       #      8    étend  _ #  à tous les types
Pour tout mot  le lexique va également associer, un  -terme  , pour chaque
type syntaxique
& , @ ! : # , de sorte que le type de  , soit précisément &  , , le pen-
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dant sémantique de ce type syntaxique. Pour alléger les notation, nous utilisons le
parenthésage implicite à droite pour les types,  8  8     8   8   # , qui va de
paire avec le parenthésage implicite à gauche pour les termes,        #  .
Il faut bien sûr se donner des constantes pour représenter les opération logiques
telles la quantification, la conjonction etc :
Constante Type
  '8 & #-8 &
  '8 & #-8 &  & 8  & 8 & # & 8  & 8 & # & 8  & 8 & #
ainsi que des constantes pour marquer la dénotation des mots du lexique, par exemple :
  	
   2 E4  regarde 2;#C4 2    4    regarde  '8 '8 & #
« regarde » est un prédicat à deux arguments
    E  : Pierre #   '8 &  Pierre  
« Pierre » est vu comme
l’ensemble des propriétés vraies de « Pierre »
Ces constantes peuvent contenir des opérateurs d’intentionnalités, «  » et «  »
mais pour simplifier nous les omettons : en effet ces opérateurs ne sont introduits
que dans le lexique, ne sont pas perturbés par les règles, et n’influent pas sur l’algo-
rithme d’interprétation des énoncés, tandis qu’une présentation de la logique inten-
tionnelle dépasserait le cadre de ce panorama. Étant données
– une analyse syntaxique de  ( ***/?> dans le calcul de Lambek, c’est-à-dire
une démonstration  de & (  ***+ &   
 et
– la sémantique de chacun des mots  ( ,. . . et  > , c’est-à-dire des  -termes
  T&   ,
on obtient la sémantique de l’énoncé par le simple algorithme suivant que nous
décrivons dans le formalisme plus intuitif de la déduction naturelle :
1. Remplacer dans  tout type syntaxique par son image sémantique ; comme la
logique intuitionniste est une extension du calcul de Lambek, on obtient alors
une démonstration    en logique intuitionniste de &   ( ***+ &  >   &7 
   .
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2. Cette démonstration en logique intuitionniste par l’isomorphisme de Curry-
Howard peut se voir comme un  -terme     simplement typé, qui contient
une variable libre 2E de type &   pour chaque mot  .
3. Remplacer dans     , chaque variable 2E par le  -terme   qui est également de
type
&
  .
4. Réduire le  -terme obtenu, ce qui fournit la représentation sémantique de
l’énoncé analysé (une autre analyse du même énoncé peut fournir une repré-
sentation sémantique distincte).
Si l’on préfère on peut réduire les démonstrations plutôt que les  -termes, ou
encore utiliser le calcul des séquents et éliminer les coupures. On peut se demander
pourquoi obtient-on un  -terme qui correspond à une formule du calcul des prédi-
cats. C’est parce que, dans la sémantique des mots seuls les constantes autre que les
connecteurs ont des types de la forme '8 '8 B'B'B 8  (fonctions) ou '8 '8 B'B'B 8 &
(prédicats) ; il n’est pas bien dur de se persuader que tout  -terme normal de type &
ne possédant que des constantes de ces types-là correspond à une formule du calcul
des prédicats.
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2.4 Un exemple
Considérons le lexique :
mot Type syntaxique t
Type sémantique t  
Représentation sémantique :  -terme de type t  
certains  
     
 #/#  
 '8 & # 8  / '8 & #-8 & #
   '8 &     '8 &  ?  2  T    : 2;#    2;#=#=#/#
énoncés 
'8 &
52  T enonce 2;#
parlent_de    
  A#
'8  '8 & #
52   E4   = parler_de 2;# 45#
eux-mêmes  /   
 #  A#     
 #
 '8  '8 & #/# 8  '8 & #
   '8  '8 & #  2   /  2;# 2;#
Montrons pour commencer que l’énoncé « Certains énoncés parlent d’eux-
mêmes. » fait bien partie du langage engendré par ce lexique. Pour cela construisons
une déduction naturelle de conclusion :
 
     
 #/#  <  T   
  3#O  =   
 #  3#   '  
 #   

en abrégeant en partie droite les types syntaxiques par

   :

    
     
 #=#         
     
     
 #=#
      
 #  '     = '  
 #  A#     
 #   
      '  
 #   
        

En utilisant l’homomorphisme des types syntaxique en types sémantiques on
obtient la démonstration intuitionniste suivante, où


              sont des abrévia-
tions des types sémantiques associés à

     :
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 
   '8 & # 8  '8 & #-8 &      '8 & 8  

         '8 & #-8 &
     '8 '8 &       '8 '8 & #-8 '8 & 8           '8 & 8  

               &
Le  -terme codant cette démonstration est tout simplement ((c e) (x p)) de type&
où c,e,x,p sont des variables de types respectifs


             .
Remplaçons ces variables par les  -termes de mêmes types associés aux mots
par le lexique — en omettant les types à l’intérieur des  -termes, qui figurent dans
le lexique ci-dessus. On obtient le  -terme de type & suivant (écrit sur les deux
premières lignes), que l’on réduit :
   E     ? 52A    : 2;#    2;#=#=#/#=#   2A enonce 2;#/#      2X =  2;# 2;#/#  52 54F = parler_de 2;# 45#=#
  
     ?  2A    enonce 2;#    2;#=#/#=#/#   2X = parler_de 2;# 2;#=#
  
 ?  2A    enonce 2;#  / parler_de 2;# 2;#/#=#=#
Ce terme réduit, en se souvenant que le 2 est de ce terme est de type  , représente
la formule du calcul des prédicats suivante :
 2   enonce  "2;#   parler_de  "23 2;#=#
C’est bien la représentation sémantique de l’énoncé précédemment analysé.
2.5 Limites et atouts de ce formalisme de base
Ce qui précède est formellement satisfaisant, mais ne suffit pas à rendre compte
de bon nombre de phénomènes linguistiques.
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Pour commencer nous n’avons pas pris en compte les questions morphologiques
telles l’accord : elles sont bien sûr prises en compte par des traits (features). On peut
se contenter, à la différence d’autres formalismes, de traits atomiques, et cela assure
la décidabilité de la recherche de démonstration, et donc de l’analyse — du point de
vue formel, ces traits sont vus comme des variables et constantes du premier ordre.
Cette question réglée, on se rend compte que ce formalisme souffre d’autres
limites bien plus gênantes :
1. Le problème des ambiguïtés fallacieuses. 6 Les démonstrations du calcul de
Lambek induisent des parenthésages de l’énoncé analysé, et on aimerait qu’ils
représentent ses structures en constituants. Une première méthode pour asso-
cié un parenthésage à une analyse consiste à structurer les démonstrations
comme suit, ce qui est toujours possible : la démonstration commence par dé-
duire dans le calcul de Lambek de chaque type
&
du lexique un type
& 
puis
compose ces types
& 
selon les règles des grammaires AB, ce qui donne un
parenthésage de l’énoncé analysé. Suivant cette méthode naturelle, tous les
parenthésages sont possibles, ce qui ne donne pas de notion de structure en
constituants. C’est l’une des critiques les plus vives qui soit pour les gram-
maires catégorielles. Heureusement Tiede [88] a considéré le parenthésage
induit par les déductions naturelles normales du calcul de Lambek. Cette fois
tous les parenthésages ne sont plus possibles, mais il en reste encore trop, no-
tamment à cause des commutations de règles, et de l’associativité. Comme on
le verra au paragraphe suivant, aussi bien les grammaires multimodales que
les grammaires en réseaux de démonstration évitent cet écueil (voir pages 15
et 26).
2. L’absence de certaines constructions syntaxiques. Comme seuls les langages
algébriques sont engendrés, on ne peut rendre compte, par exemple, des dé-
pendances croisées (telles les complétives du néerlandais). Ces constructions
sont un problème pour nombre de grammaires, mais il est des constructions
bien plus simples qui échappent aussi au calcul de Lambek telles les consti-
tuants discontinus (la négation en français) et certaines extractions (la topica-
lisation en français, certaines relatives objets) échappent aux grammaires de
Lambek. Ces questions peuvent être traitées par les extensions présentées à la
6. Appelées « spurious ambiguities » en anglais.
RR n˚3917
20 Christian Retoré
section suivante, que ce soient les grammaires multimodales (page 15) ou les
grammaires en réseaux (page 26).
Par contre, au vu de la présentation qui précède, ces grammaires possèdent des
atouts qu’il faut bien sûr préserver lorsqu’on en construit des extensions :
– La relative efficacité de l’analyse syntaxique. Puisque ce genre d’approche
ramène l’analyse syntaxique à de la démonstration automatique dans des lo-
giques sous structurelles, on peut espérer des algorithmes relativement ra-
pides — pour des algorithmes produisant une analyse qui permet un traite-
ment sémantique.
– Un certain réalisme psycholinguistique. Si la structure des démonstrations
reflète bien la structure syntaxique, alors on peut s’attendre à des mesures
formelles qui correspondent aux résultats empiriques sur la manière dont les
humains analysent les énoncés.
– Des algorithmes d’apprentissage, d’inférence de grammaire. Dans les gram-
maires lexicalisées dont nous nous occupons, l’apprentissage est a priori plus
simple. Qu’en est-il dans la pratique? On se ramène à des algorithmes d’unifi-
cation de types, très rapides comme on le verra après. On pourra aussi s’aider
des représentations sémantiques des énoncés, puisque celles-ci sont proches
de la structure syntaxique.
– Des algorithmes de génération d’énoncés. Si l’interface entre syntaxe et sé-
mantique est aisée, on peut espérer reconstruire une structure syntaxique à
partir d’une représentation sémantique. Bien sûr le choix des mots nécessite
un traitement à part mais on peut déjà obtenir de bons résultats.
La section suivante décrit ce qui a été fait pour préserver ces atouts mais dépas-
ser les limites mentionnées ci-dessus : c’est bien sûr en tirant parti des techniques
que la logique fournit aux grammaires catégorielles qu’on y arrive.
3 Développements et extensions du calcul de Lambek
Dans les années quatre-vingt les avancées de la logique ont permis d’enrichir
la capacité descriptive des grammaires de Lambek et aussi de concevoir des al-
gorithmes d’analyses, de génération et d’apprentissage. Lecomte [44] donne une
description plus conséquente et plus technique des résultats établis avant 96.
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3.1 Calcul multimodaux
Pour répondre aux exigences de la modélisation linguistique, et dépasser le
cadre que nous avons décrit jusqu’ici, des calculs modaux ont été introduits à peu
près à la même époque et indépendamment par Moortgat [53, 54] d’un côté et par
Morrill [61] et Hepple [28] de l’autre. Le système minimal qu’ils considèrent est le
calcul de Lambek non associatif [42]. Ce système procède comme celui que nous
avons donné précédemment, si ce n’est que les hypothèses sont munies d’une struc-
ture d’arbre binaire, décrite par des parenthèses  _  _ # : les règles binaires précisent
bien sûr comment les deux arbres binaires d’hypothèses se combinent en un seul
arbre binaire. Donnons les règles pour

et

, celles pour

se déduisant par symétrie
de celles pour

:
     #  
        

    
             #  

       #  
         

 X           #      
Il est alors impossible, dans un tel calcul de montrer la règle de composition
     #     
 #  N   
 ni l’associativité de «  »,       
 #        #  

— d’où le nom calcul non associatif. L’idée de base est d’étendre ce calcul minimal
dans deux directions :
– En traitant dans un même calcul logique de plusieurs familles de connecteurs
         # en même temps et en introduisant à chaque fois l’opération corres-
pondante sur les contextes, c’est-à-dire des paires de parenthèses  _  _ #  , ce
qui revient à avoir un arbre binaire d’hypothèses dont les nœuds internes sont
étiquetés par l’un des indices  .
– En incluant également des modalités,  9  , ou connecteurs unaires, définis
par des règles qui rappellent celles de la logique modale, d’où les notations.
Les divers modes de composition sont introduits pour avoir, par exemple, une
composition associative, mais aussi une qui ne le soit pas. L’intérêt des modalités
est que celles-ci peuvent dépendre du contexte : il est possible, par exemple d’exi-
ger qu’une formule ou un contexte soit précédé d’une modalité pour pouvoir lui
appliquer une règle. On pourra avoir, par exemple, des règles comme :
    (    D#'#     
    (    #   X 
    (    '  #=#   
dès qu’un
  est de la forme  _ #    =  (    #   #=#  X 
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Le plus intéressant est en fait les liens qu’on peut introduire entre les modalités
ou les connecteurs binaires : ceux-ci sont soient décrits dans le calcul des séquents
en imposant des restrictions sur la forme des séquents prémisses, soit par des en-
sembles de postulats ou d’axiomes, peut-être plus intuitifs que des règles du calcul
des séquents. Ces modalités peuvent se voir comme des opérateurs de contrôle qui
permettent de retrouver un fonctionnement plus libre (par exemple associatif) à par-
tir d’un fonctionnement plus contraint (par exemple non associatif) : cela ressemble
aux modalités de la logique linéaire (paragraphe 3.2 ci-après) qui permettent de
contrôler la duplication des hypothèses qui est prohibée dans le système de base.
Moortgat et d’autres ont alors montré des théorèmes de plongements fidèles des
systèmes contraints dans les systèmes moins contraints à l’aide de ces modalités
structurelles. [39] La base de ce calcul étant non associative, on évite par la même
les ambiguïtés fallacieuses évoquées dans le point 1 de la page 19 mais les postu-
lats impliquant un déplacement ou un changement de parenthésage rendent souvent
difficile la lecture de la structure en constituants.
Il est à noter que ce genre de calcul conserve la propriété de la sous-formule ; en
présence de postulats (d’axiomes propres) la version restreinte de la propriété de la
sous-formule peut suffire (et suffit dans toutes les modélisations linguistiques faites
jusqu’ici) à garantir la décidabilité de l’analyse syntaxique.
Le choix de tel ou tel ensemble de postulats pour une langue rappelle bien sûr
les « paramètres » qui définissent la spécificité d’une langue dans les théories chom-
skiennes [73]. On arrive ainsi dépasser les limites décrites en 2 en page 19 en ren-
dant compte de phénomènes linguistiques subtils comme :
– l’extraction médiane, c’est-à-dire l’extraction d’un constituant situé à l’inté-
rieur d’un constituant déjà construit, ce qui se produit notamment lors de la
construction d’une relative dont l’élément extrait n’est ni le premier ni le der-
nier de la clause (Spirou a vu Fantasio hier. – Fantasio  que [Spirou a vu t 
hier] . . . )
– les îlots, dont on ne peut extraire un constituant, (La mouette que Gaston aime
et Lebrac déteste
&  . . . -   La mouette que Gaston aime Julie et Lebrac déteste&  . . . )
– les dépendances croisées des complétives en néerlandais.
Il est à noter que la construction de la sémantique de Montague donnée pour
le calcul de Lambek s’étend parfaitement à ces systèmes enrichis, sans étendre le
 -calcul (sans quoi celui-ci ne correspondrait plus au calcul des prédicats).
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Morrill [61] propose une vision légèrement différente de ces mêmes construc-
tions : elles ont toutes une trace au premier ordre et les structures sémantiques (de
Montague), syntaxiques et prosodiques sont traitées simultanément.
3.2 La logique linéaire et les réseaux de démonstration
Comme on l’a dit, le calcul de Lambek est le fragment intuitionniste de la lo-
gique linéaire non commutative. La logique linéaire [22, 23, 89] permet en effet
de considérer des variantes non commutatives, introduite et étudiées par Abrusci
[3] ; en fait il faut même être dans le cadre de la logique linéaire pour obtenir une
« bonne » logique non commutative.
L’une des particularités de la logique linéaire (en l’absence des constantes), est
que le calcul intuitionniste s’obtient par une simple restriction de langage, voir par
exemple [74]. On peut ainsi formuler le calcul de Lambek comme un calcul clas-
sique, avec des séquents sans formules à gauche du signe «
 
», puisqu’on dispose
d’une négation involutive notée  _ #   qui satisfait les lois de de Morgan. Consé-
quemment les formules sont définies à partir de la négation, de la conjonction et de
la disjonction notée  ; on a alors            et            . Les formules
classiques  , les formules intuitionnistes positives  et les formules intuitionnistes
négatives  sont définies comme suit :
            
            
             
Les formules de  sont des formules du calcul de Lambek, exprimables avec      ,
et les formules de  sont les négations des formules du calcul de Lambek. Si l’on
applique les règles classiques (formulées avec des séquents unilatères), uniquement
lorsque toutes les formules du séquent conclusion sont intuitionnistes, on obtient le
calcul des séquents linéaires intuitionniste : une formule est positive (la conclusion
du séquent intuitionniste), et toutes les autres sont négatives (les hypothèses). Pour
plus de détails, on pourra consulter [74, 40].
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La syntaxe naturelle où exprimer les démonstrations de la logique linéaire est
celle des réseaux de démonstration. [22, 23] Cette syntaxe identifie nombre de dé-
monstrations que le calcul des séquents distingue à tort : par exemple, certaines
démonstrations ne se distinguent que par l’ordre d’application de certaines règles,
tandis que celles-ci permutent. Si, comme le suggèrent les grammaires catégorielles,
la structure syntaxique d’un énoncé est effectivement celle d’une démonstration, il
devrait y avoir un gain à les représenter comme des réseaux de démonstration. C’est
effectivement le cas.
Qu’est ce qu’un réseau de démonstration? Il représente une démonstration d’une
formule

comme un graphe dont la structure qu’on forme ainsi :
– on part de l’arbre des sous-formules de

– on ajoute des arêtes entre feuilles qui sont la négation l’une de l’autre. Ces
arêtes représentent les axiomes
 
5    qui commencent les démonstrations :
elles sont deux à deux sans sommet commun, et couvrent toutes les feuilles
de l’arbre.
Bien sûr toute telle structure n’est pas une démonstration, sinon 


 
(soit
     avec des notations plus standard) serait démontrable. Seuls les graphes sa-
tisfaisant un critère sont des démonstrations : il existe maintenant un grand choix de
tels critères, par exemple [18, 5] pour ne citer que des travaux récents. Ici, nous ne
souhaitons pas entrer dans les détails, mais donnons tout de même le plus simple :
tout cycle du graphe contient les deux arêtes d’un même branchement  . Avec
des critères complets, on peut totalement se passer du calcul des séquents ou de
la déduction naturelle, et donc décrire ainsi l’analyse d’un énoncé : il s’agit alors
d’algorithmes sur les graphes qui correspondent aux démonstrations ou analyses
syntaxiques. [74]
Ne serait-ce que pour le calcul de Lambek usuel, cette représentation a déjà
porté ses fruits :
– Psycholinguistique, performance d’un locuteur. M. Johnson [32] a étudié à
l’aide des réseaux de démonstration la complexité des énoncés comportant
des relatives imbriquées. En effet les axiomes entre deux conclusions corres-
pondent précisément aux dépendances incomplètes qui jusqu’ici étaient une
notion assez informelle. On obtient une mesure qui corrobore les résultats
expérimentaux ; celle-ci prend en compte plusieurs paramètres : le nombre
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d’axiomes entre deux mots dans l’analyse, celles de même nature, et la pro-
fondeur de la catégorie attendue dans la formule d’arrivée. G. Morrill [59] a
mené plus loin ce type d’approche, en traitant par des techniques similaires
d’autres phénomènes : la préférence gauche-droite pour la portée des quanti-
ficateurs, ou pour le rattachement le plus bas dans la structure en constituants,
etc. Il fait cette fois la distinction entre les axiomes de  vers 
 
(qui corres-
pondent à l’attente d’un constituant) et ceux de 
 
vers  qui fournissent un
constituant et ne gênent donc pas l’analyse.
– Interprétation sémantique. L’algorithme que nous avons décrit en 2.3 a été
explicité par Ph. de Groote et C. Retoré dans les réseaux de démonstration
[20], puisque ceux-ci décrivent toute la logique linéaire qui inclut la logique
intuitionniste. Le codage de la logique intuitionniste ou des  -termes dans la
logique linéaire permet d’éviter le plus possible les étapes de normalisation
d’un coût algorithmique élevé.
– Génération à partir de représentations sémantiques. Parmi les critères de
correction de démonstrations, certains reposent sur la correspondance entre
 -termes et réseaux (les uns et les autres étant des notations pour les démons-
trations). Utilisant ce principe, G. Morrill et J.-M. Merenciano [50] on mon-
tré comment reconstruire dans des cas restreints, sans constantes logiques,
un réseau (une analyse syntaxique, et donc un énoncé) dont l’interprétation
soit celle choisie. S. Pogodalla a étendu leur technique pour y incorporer les
constantes logiques, en exploitant [20].
Dans un cadre différent mais qui s’inspire des grammaires catégorielles, Ph. Blache
en a fait une utilisation originale comme structure de pré-analyse pour lever des
ambiguïtés, pour tout formalisme, mais plus particulièrement pour les TAGs ou les
grammaires catégorielles [10].
Cette syntaxe des réseaux a récemment été adaptée aux calculs qui incluent
plusieurs mode de compositions, c’est-à-dire plusieurs familles de connecteurs de
même nature. D’une part pour les extensions de la logique linéaire qui comportent
et des connecteurs commutatifs et des connecteurs non commutatifs [80, 5], et pour
les calculs multimodaux [58].
Un autre intérêt de la logique linéaire est qu’elle permet d’étendre les gram-
maires de Lambek dont on a vu qu’elles étaient trop limitées. Dans cette optique,
Lecomte et Retoré [46, 47] ont proposé des grammaires où le lexique associe non
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pas une simple formule mais une démonstration partielle, dans une extension de la
logique linéaire qui inclut un connecteur non commutatif [76]. L’analyse syntaxique
consiste alors à assembler les réseaux de démonstrations incomplets que le lexique
associe aux mots en un réseau de démonstration complet, par deux types de bran-
chements : par axiomes (analogue de la substitution dans les grammaires usuelles)
et par coupure (qui ressemble à l’adjonction dans les TAGs). Ce modèle reconnaît
un ordre partiel sur les mots de la phrase dont toutes les linéarisations sont considé-
rées comme correctes. On peut ainsi traiter des constituants discontinus, de l’ordre
des mots relativement libre, et des clitiques ce qui répond aux questions soulevés au
point 2 de la page 19. Les ambiguïtés fallacieuses, problème soulevé au point 1 de
la page 19 disparaissent, puisqu’on spécifie le parenthésage en associant un réseau
partiel à chaque mot (un peu comme dans les LTAGs).
G. Perrier dans [66] a aussi développé un modèle où le lexique associe une
démonstration partielle à chaque mot, mais nous le présenterons dans le paragraphe
qui suit.
4 Algorithmes et réalisations pratiques
Avant de présenter ces réalisations pratiques, il faut dire qu’il ne s’agit pour
l’instant que de prototypes de type académique, dont on espère qu’ils seront un jour
intégrés dans des applications réelles. Cette discrétion de l’utilisation pratique des
grammaires catégorielles a plusieurs causes, essentiellement sociologiques :
– Cette approche n’a qu’une dizaine d’années ; même lorsqu’un nombre consé-
quent de chercheurs et ingénieurs se consacrent au développement de logiciel
basés sur un modèle, il faut une vingtaine d’années avant que de réelles appli-
cations existent. On notera d’ailleurs que les formalismes similaires les plus
utilisés dans les applications réelles sont anciens : grammaires algébriques et
extensions diverses telles les grammaires de clauses définies (DCG).
– Étant récente, la communauté des grammaires catégorielles est relativement
petite, mais, et c’est là un plus lourd handicap, les techniques qu’elles utilisent
et en particulier l’étude des démonstrations formelles s’apparentent plus à la
programmation fonctionnelle typée qu’aux autres formalismes de traitement
des langues — qui sont plutôt liés à la programmation logique et l’unification,
où la logique si elle est utilisée, l’est comme langage de description.
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– Finalement l’intérêt pour le traitement des langues est de plus en plus motivé
par la recherche d’informations sur internet. On cherche alors des analyses in-
complètes mais rapides (analyseurs robustes, analyseurs de surface), et pour
ce genre de choses les techniques statistiques ou les grammaires de dépen-
dance sont bien plus efficaces.
Quelles applications peuvent tirer parti du formalisme catégoriel? Ce forma-
lisme est essentiellement dédié à la syntaxe, et va de paire avec une sémantique à
la Montague qui consiste essentiellement en un calcul de références, et de portée
des quantifications. Les grammaires catégorielles semblent donc naturellement des-
tinées à la conception de modules de génération et d’analyse, qui interviennent par
exemple dans les logiciels d’aide à la traduction. 7
En aval de ces modules, se trouvent les algorithmes d’apprentissage, qui as-
signent automatiquement des types aux mots à partir d’énoncés supposés corrects.
En définissant le lexique, on définit en fait une grammaire catégorielle ; cette tâche
habituellement ardue est très sensible à la représentation de la grammaire et elle
est particulièrement simplifiée par le formalisme catégoriel. On notera que ces al-
gorithmes d’apprentissage s’appliquent à d’autre domaines que le traitement des
langues, tels la génomique ou l’extraction d’information. Ce dernier type d’algo-
rithme et les applications qui en résultent occupent une place à part. Non seulement
il se situe en aval des problèmes classiques d’analyse et de génération, mais il s’en
distingue aussi techniquement : tandis que l’analyse ou la génération souffrent plu-
tôt du trop faible pouvoir d’expression des grammaires catégorielles, 8 l’apprentis-
sage nécessite de considérablement restreindre la classe de langages décrite.
4.1 Apprentissage (inférence grammaticale)
Pour des raisons cognitives, on peut supposer que l’apprentissage par l’enfant
de sa grammaire se fait sur la base d’exemples positifs exclusivement [26, 70, 69],
et en petit nombre comparé à la complexité de la grammaire qu’il acquiert, du reste
7. Ces modules doivent nécessairement prendre la morphologie en compte, mais comme on l’a
déjà dit, ce n’est pas un problème.
8. Par exemple HPSG permet de décrire tous les langages récursivement énumérables. Mais est-
ce un gain, puisque les linguistes s’entendent pour dire que les langues humaines sont à peine au
dessus des langages algébriques, et qu’en général l’appartenance d’une phrase à un langage récursi-
vement énumérable est indécidable.
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rapidement. C’est pour cela qu’on en vient à postuler l’existence d’une grammaire
universelle innée qui se spécialise à celle de la langue à apprendre par instanciation
de paramètres. [73, 15]
L’identification à la limite en théorie des langages formels, introduit par Gold
en 1967 [27] propose un modèle informatique de l’apprentissage naturel. On se
donne une classe de grammaires (ou de langages)  , et une énumération des énoncés
d’un langage
 
de  :  (   '*** . Il s’agit de définir un algorithme qui associe à tout
ensemble fini d’énoncés

une grammaire    # de  engendrant les énoncés de  ,
de sorte que la suite de grammaires  >    $  ( ***+ D> 0 # soit constamment égale
à une grammaire produisant précisément
 
à partir d’un certain rang  .
L’inférence grammaticale à partir d’exemples positifs est une tâche ardue : même
pour les langages réguliers il y a de sévères limitations [27]. Aussi ne peut-on pas
espérer des résultats mirobolants. Néanmoins pour les grammaires catégorielles de
base (qui engendrent des langages algébriques), il existe de bons algorithmes d’ap-
prentissage, efficace et qui permettent l’identification à la limite ; ces algorithmes,
présentés dans l’ouvrage récent de M. Kanazawa [37], confèrent aux grammaires
catégorielles un remarquable potentiel applicatif pour l’apprentissage.
Le cas le plus simple de ce type d’algorithme est le cas des grammaires AB
dites « rigides » où chaque mot se voit attribuer un seul type (quitte à dire, par
exemple que « le » article et « le » pronom son deux mots différents, c’est-à-dire à
fournir des exemples indexés). On suppose que les exemples positifs sont structurés,
c’est-à-dire que l’on a un arbre représentant la structure en constituants, et, pour
chaque composition de deux constituants, qu’on sait lequel est la fonction (de type


ou
 
 ), et lequel est l’argument (de type  ). Dans ce cadre restreint,
W. Buszkowski et G. Penn [13] ont montré qu’un algorithme d’unification sur les
types permettait de construire la grammaire (le lexique) le plus général engendrant
les énoncés proposés comme exemple positifs, et ce en temps  	E "A# .
M. Kanazawa a étendu cet algorithme au cas ou le nombre de types que le
lexique associe à un mot est borné par un entier 
 : bien qu’utilisable en pratique,
cela introduit un facteur exponentiel dans le pire cas. Si l’on souhaite ne travailler
qu’à partir de suites de mots alors il faut envisager toutes les manières possibles de
structurer les énoncés, et comme on s’en doute, cela introduit également un facteur
exponentiel.
Néanmoins ces techniques d’apprentissage sont bonnes, car on apprend des lan-
gages algébriques : pour ces derniers, les techniques usuelles basées sur des gram-
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maires syntagmatiques et les automates à pile nécessitent également des exemples
structurés [81], et en fait fonctionnent assez mal. De plus les hypothèses faites sur
les exemples positifs dans les grammaires catégorielles sont très vraisemblables
d’un point de vue cognitif — la notion de « tête » ou de « fonction » dans un
syntagme étant vite perçue par l’enfant. Ces techniques d’apprentissage basées sur
l’unification sont en fait génériques et permettent de traiter de nombreuses questions
d’apprentissage comme l’a montré J. Nicolas. [62]
Récemment I. Tellier a eu la bonne idée de supposer connue la sémantique des
énoncés, ce qui est plus que raisonnable d’un point de vue psycholinguistique. 9 En
exploitant la correspondance entre sémantique de Montague et analyse syntaxique
dans les grammaires catégorielles on obtient alors des algorithmes d’apprentissage
plus performants et remarquablement réalistes d’un point de vue cognitif, même
s’ils restent encore à préciser et développer. [87]
Les techniques d’apprentissage de langages s’appliquent également à la construc-
tion de grammaire du génome, et à l’extraction de données. Pour le premier point il
n’y a pas encore d’utilisation des grammaires catégorielles, mais comme le génome
contient des structures parenthésées que la description usuelle des langages algé-
briques ne permet pas d’apprendre, ce pourrait être un succès pour les grammaires
catégorielles. Pour l’extraction de données, la société Syllogic projette d’utiliser les
algorithmes d’apprentissage des grammaires catégorielles pour apprendre des don-
nées structurées, en se basant sur les travaux de P. Adriaans [6].
4.2 Analyse
Les algorithmes d’analyse syntaxique produisant des représentations séman-
tiques à la Montague ont été implantés : ils consistent essentiellement en un dé-
monstrateur automatique pour la logique considérée et en de petits lexiques. On en
trouve plusieurs versions en libre accès sur internet, par exemple Natural Deduc-
tion CG parser (Bob Carpenter, Pittsburg), LexGram 10 (Esther König, Stuttgart),
CATLOG et MCGTOOLS (Glyn Morrill et Xavier Llore, Barcelone). Nous allons
ici brièvement décrire deux récentes implémentations de ce type de formalismes qui
9. Par exemple les enfants n’apprennent pas une langue sur la seule base de la télévision où
pourtant une partie de la sémantique est visible : il faut que le contexte sémantique et pragmatique
soit particulièrement éclairant pour les débuts de l’apprentissage.[26]
10. Basé sur CUF et qui fonctionne aussi pour HPSG
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correspondent aux deux types d’extensions précédemment décrites : grammaires ca-
tégorielles multimodales, et grammaires de réseaux de démonstration.
4.2.1 Grail
L’analyseur le plus complet développé à ce jour pour les grammaires catégo-
rielles est assurément celui d’Utrecht réalisé par R. Moot [56, 57] ; il traite du
néerlandais, de l’anglais, de l’italien et du français dans les systèmes multimodaux
de M. Moortgat. Le cœur est un démonstrateur automatique pour les logiques ca-
tégorielles multimodales(cf. paragraphe 3.1) ; ce programme de 8000 lignes mêle
SICStus ProLog et TclTk en utilisant la bibliothèque TclTk fournie avec SICStus
ProLog. Son utilisation ne nécessite pas de connaître ProLog et l’interface écrite
en TclTk est agréable : une fenêtre permet d’accéder au lexique (modifiable), une
aux postulats (modifiables), et les diverses représentations des analyses syntaxiques
s’affichent chacune dans une fenêtre de la manière la plus lisible possible.
Lorsqu’il analyse une phrase, ce logiciel fournit plusieurs représentations de son
analyse, c’est-à-dire de la démonstration dans la logique catégorielle multimodale :
déduction naturelle, calcul des séquents, réseau de démonstration (et produit le fi-
chier LaTeX permettant de les imprimer). À partir de l’analyse syntaxique obtenue,
le logiciel construit par un étiquetage de la démonstration la représentation séman-
tique de l’énoncé.
Pour l’italien et le français Grail inclut des ensembles de postulats modaux pour
traiter des pronoms clitiques ; ce module conçu par E. Kraak [38] est assez impres-
sionnant car les constructions sont réellement décrites (par des déplacements et non
par la liste de tous les cas possibles) ; cela permet de traiter correctement l’impos-
sibilité de coordonner des clitiques et la montée (ou non) des clitiques suivant les
auxiliaires modaux — et par exemple de reconnaître Je peux la réparer. Je la fais
réparer. Marie le laisse la manger. et aucune autre permutation de ces phrases.
Bien sûr les assignations de types sont complexes et font apparaître jusqu’à huit
modalités différentes, et les postulats régissant le fonctionnement de ces opérateurs
ralentissent l’analyseur syntaxique. Mais les résultats sont corrects et ne reposent
pas sur une liste exhaustive des configurations possibles.
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4.2.2 Grammaires d’interaction et programmation logique par contraintes
À partir des réseaux de démonstration de la logique linéaire intuitionniste com-
mutative, Guy Perrier (Nancy) a développé un formalisme grammatical à partir de
l’idée suivante : utiliser la sensibilité aux ressources de la logique linéaire pour
représenter de façon uniforme (à l’aide d’un réseau de démonstration) les dépen-
dances entre constituants syntaxiques d’une phrase, qu’elles soient lointaines ou
locales [68].
La spécificité de la logique linéaire intuitionniste permet de donner une repré-
sentation plus compacte des réseaux de démonstration à l’aide d’arbres polarisés et
sous-spécifiés. La polarisation ajoute à chaque nœud une polarité -1, 0 ou +1 et la
sous-spécification sert à indiquer qu’un nœud en domine un autre — en ne précisant
pas d’emblée le chemin qui permettra de réaliser cette domination.
Dans ce formalisme issu des réseaux de démonstration, les arbres polarisés et
sous-spécifiés sont les structures syntaxiques de base et la composition syntaxique
est réalisée par branchement de nœuds duaux [67]. Ce formalisme est actuellement
raffiné, en descendant les polarités du niveau des constituants (les nœuds des arbres
syntaxiques) au niveau des traits qui sont attachés à ces constituants (sous forme
de matrices). La composition syntaxique est alors réalisée sous forme de superposi-
tion partielle d’arbres contrôlée par l’interaction « électrostatique » entre les traits.
En plus, un système de règles est destiné à modéliser le fait que l’apparition, la
rencontre de certains traits peut en engendrer de nouveaux.
Pour tester la pertinence linguistique et la viabilité de son formalisme, G. Perrier
a développé un prototype d’analyseur syntaxique utilisant la programmation par
contraintes avec le langage Oz: c’est un langage adapté à ce style de programmation
[84], et cela permet de s’inspirer du travail effectué autour des contraintes d’arbres
à l’université de Sarrebrück [21]. L’avantage de la programmation par contraintes
est de conjuguer efficacité de calcul avec souplesse d’expression. Il est possible par
exemple possible de décrire par une seule entrée lexicale toutes les configurations
syntaxiques possibles d’un même mot en factorisant les aspects communs et traitant
les particularités à l’aide de disjonctions. Le système de contraintes permet ensuite
de déduire du contexte de la phrase analysée pour chaque disjonction la composante
qui est pertinente plutôt que de le faire a priori.
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4.3 Génération et traduction automatique
La génération automatique est une application tout aussi importante que l’ana-
lyse et qui pourtant est moins souvent abordée par les formalismes linguistique
comparables tels TAGs et HPSG. Il y a une raison à cela: il faut que l’interface
syntaxe/sémantique soit aussi automatique que possible, et donc les grammaires ca-
tégorielles sont un bon candidat. On notera néanmoins que partir de représentations
sémantiques à la Montague est une simplification considérable du problème de la
génération ; c’est néanmoins une étape importante, qui, associée à d’autres types
de traitement sémantiques plus riches et malléables, permet d’envisager de la vraie
génération d’énoncés, voire de textes.
Les travaux faits ont utilisé la correspondance entre réseaux de démonstration
 -termes : cela permet d’avoir un même formalisme où décrire les analyses syn-
taxiques et les représentations sémantiques. La question est la suivante : étant donné
un lexique incluant le type syntaxique et la sémantique des mots, si on se donne
une représentation sémantique   , comment construire un réseau syntaxique dont
la sémantique soit   ? Du point de vue logique il s’agit d’inverser le mécanisme
d’élimination des coupures (ou
 
-réduction) à partir de   jusqu’à reconstruire une
démonstration dans laquelle on puisse identifier les représentations sémantiques des
mots.
Le premier travail en ce sens a été fait par Morrill et Merenciano [50] et utili-
sait l’unification des  -termes pour construire l’analyse syntaxique, ce qui menait
parfois à tort à des questions indécidables. Au sein du laboratoire de recherche de
Xerox, S. Pogodalla a poursuivi ce travail en se basant sur [20], et se propose de
réaliser sur cette base un traducteur automatique de phrases comme celles qu’on
trouve dans les guides touristiques.
L’architecture de ce programme interactif est la suivante :
1. L’utilisateur propose une phrase à traduire.
2. Le système analyse l’énoncé et calcule ses représentations sémantiques. S’il
n’en trouve qu’une il exécute l’étape 4 et s’il en trouve plusieurs il produit
dans la langue source une phrase non ambiguë pour chaque représentation
sémantique.
3. L’utilisateur choisit la phrase non ambiguë qu’il souhaite traduire.
4. Le système produit la phrase correspondante dans la langue cible.
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Le programme de génération est utilisé tant pour la langue source que pour
la langue cible, et suppose que les constantes sémantiques utilisées dans les deux
langues se correspondent, ce qui est une forte idéalisation ; néanmoins pour un ob-
jectif limité, et si les langues sont assez proches, cela peut fonctionner.
Sa technique utilise une représentation matricielle des réseaux de démonstration
où la réduction des démonstrations est un calcul matriciel. Il s’agit d’inverser ce cal-
cul de manière à retrouver des sous-matrices connues (les sémantiques des mots), et
il faut tester la correction des réseaux de démonstration obtenus, pour voir s’ils sont
vraiment des analyses syntaxiques. Ces algorithmes sont particulièrement agréables
car ce sont des algorithmes sur les graphes (pour la correction des réseaux) et sur des
matrices (pour inverser la formule d’élimination des coupures). On a ainsi affaire
à des structures de données dont l’algorithmique est très développée. Après avoir
programmé les algorithmes de vérification de la correction des réseaux en CaML,
S. Pogodalla a finalement réalisé ces modules en Objective CaML, qui comporte
des aspects objets : c’est un langage plus riche qui permet de retrouver CaML. Pour
plus de détails on consultera [72].
5 Liens avec d’autres formalismes
Pour situer les divers formalismes de traitement des langues, on peut, pour sim-
plifier, dire que leur traitement de la syntaxe fait toujours intervenir l’arbre des dé-
pendances et l’ordre linéaire des constituants dans la phrase. Par exemple les gram-
maires syntagmatiques privilégient l’ordre linéaire (la concaténation des consti-
tuants) tandis que les grammaires de dépendance privilégient l’arbre de la hiérar-
chie des constituants. Ces deux formalismes « extrêmes » ont alors des difficultés
à rendre compte de l’ordre qu’elles n’ont pas privilégié. Les grammaires catégo-
rielles tentent de lier ces deux notions, en postulant que la tête d’une expression
et son complément sont contiguës (pour la concaténation), ce qui est trop restrictif
pour certaines constructions mais, en fait, bien adapté aux plus courantes. C’est à
mon avis cette minimalité, et la netteté du formalisme qui expliquent l’influence des
grammaires catégorielles sur d’autres formalismes.
En effet, certaines propriétés des grammaires catégorielles ont sciemment été
inclues dans d’autres formalismes : le « slash » et plus généralement le traitement
de la sous-catégorisation dans GPSG ou HPSG, mais aussi la lexicalisation des
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TAGs en LTAGs. Les récentes grammaires de liens [83] rappellent un peu les gram-
maires catégorielles : planarité des dépendances (liée à la planarité des axiomes qui
expriment les dépendances dans les réseaux de démonstration), consommation des
traits et connexité. Cependant à ma connaissance ce parallèle n’a pas été précisé,
et il nécessiterait de considérer des extensions des grammaires catégorielles telles
celles de [33] ou [46] car la contiguïté des constituants est bien plus forte dans le
calcul de Lambek originel.
Essentiellement intéressés par l’interface aisée avec la sémantique, et la minima-
lité de l’approche, d’autres formalismes pour le traitement automatique des langues
ont cherché à se rapprocher des grammaires catégorielles. Réciproquement ces der-
nières ont souhaité capturer des phénomènes linguistiques plus aisés à décrire dans
d’autres systèmes et espèrent ainsi se rapprocher d’application réelles comme celles
développées avec les TAGs.
5.1 Grammaires de dépendances
La représentation des types sous forme de graphes élémentaires permet de voir
un lien assez trivial entre les grammaires catégorielles et les grammaires de dépen-
dances, en particulier les grammaires dites « de mots » [30, 31]. C’est d’ailleurs
en partie cette constatation qui a renforcé l’intérêt de l’étude des grammaires ca-
tégorielles au travers des réseaux de preuves, puisqu’on peut toujours simplifier
les réseaux du calcul de Lambek de manière à confondre les nœuds identifiés par
un lien axiome et obtenir finalement de cette façon des structures très proche des
graphes de dépendances, comme l’a montré Lecomte [43].
5.2 Grammaires d’Arbres Adjoints (TAG)
Le lien avec les grammaires d’arbres adjoints [1, 35] est essentiellement le fruit
de l’étude des réseaux de démonstration pour les grammaires catégorielles (ou de la
déduction naturelle, quasi identique dans le cas de calculs intuitionnistes). Ce n’est
pas trop étonnant, car les réseaux contiennent des structures d’arbres.
Joshi et Kulick [34] ont décrit les arbres des TAGs comme des preuves par-
tielles dans la déduction naturelle associée au calcul de Lambek. L’opération de
substitution correspond au remplacement d’une hypothèse par une preuve partielle,
et l’adjonction à l’insertion d’une preuve partielle entre deux nœuds d’un arbre de
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déduction partiel. C’est un système où la logique d’assemblage est commutative
tandis que celle à l’intérieur des arbres partiels associés aux mots est non commu-
tative : on rejoint les calculs linéaires mixtes [19, 80, 5].
Abrusci, Fouqueré et Vauzeilles [4] ont pour leur part codé les TAGs dans un
fragment du calcul de Lambek : cela peut étonner, vu que les grammaires de Lam-
bek ne décrivent que des langages algébriques. De fait, la logique de Lambek est
dans ce cas utilisée non pour dériver un type (le type 
 par exemple) à partir des
types associés à des mots comme on le fait dans les grammaires de Lambek, mais
pour combiner des fragments d’arbres, où la structure en constituants est déjà pré-
construite, ce qui est un problème tout différent. L’adjonction consiste à remplacer
une coupure (emplacement pour l’adjonction) par deux coupures, le réseau inter-
médiaire correspondant à l’arbre qu’on adjoint. La logique linéaire intuitionniste
fonctionne ici comme logique d’assemblage de structures préexistantes, ces der-
nières étant formulées dans un autre langage, celui des sous-arbres de dérivation
d’une grammaire algébrique. 11
S. Pogodalla a montré que les grammaires en réseaux de Lecomte et Retoré, sont
une extension des LTAGs et lorsqu’on contraint les réseaux apparaissant dans le
lexique à avoir une forme simple (qui rappelle celle d’un arbre) elles correspondent
exactement aux LTAGs. [71]
5.3 Grammaires Minimalistes
La théorie du gouvernement et du liage de Chomsky qui a permis d’exhiber
de nombreux principes linguistiques (critère   , théorie du Cas, gouvernement des
anaphores, etc. ) s’est avérée très difficile à formaliser, même si certaines idées
se retrouvent dans LFG et HPSG. Il y a cependant eu des tentatives qui se sont
appuyées sur des formalismes logiques (voir par exemple [82]). Néanmoins cela
restait bien loin des grammaires catégorielles car il s’agissait plus de logique des
traits, et de description logique que de systèmes déductifs.
C’est avec le récent programme minimaliste de Chomsky [15, 73] du moins tel
qu’il a été formalisé par Stabler [85] que des rapprochements sont apparus, parti-
culièrement prometteurs au vu de la profondeur de la théorie linguistique chom-
11. C’est donc à rapprocher des travaux de Dalrymple et Pereira [17] où des formules de logique
du premier ordre sont assemblées par la logique linéaire intuitionniste pour produire les formes
sémantiques dans les grammaires LFG [1].
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skienne. 12 Il faut dire qu’à la différence de la « théorie du gouvernement et du
liage », [73], le minimalisme, même avant toute formalisation présentait des points
communs avec les grammaires catégorielles qui sont explicités dans l’introduction
de la rencontre Resource logics and minimalist grammars [77] :
– Il propose une vue totalement lexicalisée de la grammaire.
– Il s’agit d’une théorie dérivationnelle qui remplace les contraintes sur les re-
présentations intermédiaires par des contraintes d’économie sur la dérivation.
– Les constituants s’assemblent suivant la règle de fusion similaire aux règles
de simplification des grammaires AB ou au modus ponens du calcul de Lam-
bek.
– La relation entre « tête » et « non-tête » (spécifieur ou complément) coïncide
le plus souvent avec la relation entre fonction et argument dans les gram-
maires catégorielles.
Reste la notion de déplacement chère à toutes les théories chomskiennes. On a
vu au paragraphe 3.1 que les calculs multimodaux à la Moortgat permettent de mo-
déliser dans la logique de tels phénomènes et effectivement, les premières connec-
tions ont été établies dans ce cadre : [16, 45, 29, 92]. Néanmoins, on notera que la
variation langagière est expliquée chez Chomsky par des paramètres, sortes de va-
riables booléennes associées à des traits, là où les grammaires catégorielles utilisent
plus volontiers des postulats : ces solutions fonctionnent toutes les deux, mais sont
elles conciliables?
En restant plus proches de la vision chomskienne, et en s’autorisant un méca-
nisme de calcul extra logique (un automate) Lecomte et Retoré [48] ont modélisé les
grammaires minimalistes dans le calcul de Lambek originel. Cela peut surprendre
car les grammaires minimalistes ont le même pouvoir d’expression que les MC-
TAGS [51] et engendrent des langages non algébriques, tandis que les grammaires
de Lambek correspondent aux langages algébriques. L’idée est de représenter dans
le calcul de Lambek les dépendances, et de calculer l’ordre des mots par l’automate :
celui-ci parcourt et étiquette la démonstration par des chaînes de mots. Le mouve-
ment est capturé par le lien qui unit les deux hypothèses déchargées lors de la règle
d’élimination du produit. L’automate, lorsqu’il traite cette règle, fait la distinction
12. En tout cas d’un point de vue cognitif et psycholinguistique cette théorie est assurément la plus
développée, puisque c’est pour ainsi dire la seule et qu’elle bénéficie de quarante ans de recherches
intenses.
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entre traits forts et faibles : les catégories correspondant aux traits faibles induisent
un mouvement « furtif » (des traits sémantiques) tandis que celles associées aux
traits forts induisent un mouvement « visible » (des traits sémantiques et phonolo-
giques), tout comme dans [15, 73, 85]. Pour prendre un exemple, la différence entre
une langue SVO et une langue SOV est alors modélisée lexicalement par le cas fort
ou faible que donne le verbe à son objet, c’est-à-dire par un type verbe comportant
le type atomique CASE ou case cette différence étant prise en compte lors de la
lecture de la démonstration par l’automate.
6 Conclusion
Dresser un bilan des grammaires catégorielles serait un peu prématuré, aussi je
préfère indiquer quelques directions actuelles de recherches qui, personnellement,
me paraissent importantes ou me plaisent :
– Il semble essentiel d’intégrer ce formalisme jusqu’ici assez confidentiel à
d’autres plus répandus et impliqués dans des applications réelles : les TAGs
semblent le formalisme le plus proche, mais encore faudrait-il savoir réutili-
ser les lexiques TAGs automatiquement pour constituer un lexique catégoriel
d’une taille raisonnable.
– Dans le même ordre d’idées, il semble aujourd’hui essentiel de programmer
des modules d’analyse et de génération qui utilisent ce formalisme. Pour que
cela soit concluant il faut choisir des conditions où il est plus adapté que
d’autres, c’est-à-dire des circonstances où le temps de calcul importe moins
que la sûreté et la précision, et où profiter de l’interface avec la sémantique
de Montague (si possible associée à un traitement d’autres types d’informa-
tions sémantiques). La génération et l’aide à la traduction (qui est très liée)
sont de bons exemples de traitement des langues où l’on ne peut se contenter
d’analyses syntaxique superficielles.
– A un niveau plus théorique, le lien avec le programme minimaliste est à ren-
forcer ; la description de nombreux phénomènes linguistiques en découlera
(pour les grammaires catégorielles) et la formalisation logique permettra de
tester les assertions calculatoires faites par cette théorie linguistique.
– Dans la description de constructions linguistiques, les pronoms clitiques du
français me semblent un défi pour les formalismes grammaticaux. Certes les
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grammaires multimodales ont proposé une solution déjà mentionnée, mais on
aimerait un traitement plus léger et d’un temps de calcul plus réaliste, par
exemple dans le cadre des grammaires en réseaux. Y arriver, par exemple
en s’inspirant de travaux chomskyens, serait un réel bénéfice pour les gram-
maires catégorielles, car à notre connaissance il n’y a pas de modélisation
élégante de ces questions dans aucun formalisme de traitement automatique
des langues.
– L’apprentissage est un domaine trop souvent ignoré par les formalismes gram-
maticaux, et pour lequel les grammaires catégorielles sont particulièrement
adaptées. Les algorithmes existent pour les grammaires AB, sont implantés,
et on souhaite les tester sur des exemples réels. L’étape suivante sera d’étendre
ces algorithmes aux grammaires de Lambek et de tirer pleinement profit de la
correspondance entre syntaxe et sémantique pour avoir (peut-être) un modèle
réaliste de l’apprentissage par l’enfant de sa langue maternelle : un joli sujet
tant sur le plan formel que cognitif.
Espérons que ce panorama et ces quelques questions donneront envie à certains
lecteurs de consulter les ouvrages, ou articles plus conséquents cités, et de contri-
buer eux-mêmes au développement de ce domaine.
REMERCIEMENTS : Les commentaires de M. Abrusci, M. Dymetman, Y. Le Nir,
M. Moortgat, R. Moot, G. Morrill, J. Nicolas, G. Perrier, S. Pogodalla, P. Sébillot et
tout particulièrement ceux d’Alain Lecomte m’ont considérablement aidé à réaliser
ce panorama.
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