



1. Az f—regularitás fogalma
A sztochaszflku.s folyamatok elméletében as utóbbi tíz 4vbez’
fontos szerepet játszanak as un. regularitási fogalmak, me
lyek arr6l adnak felvilágosítást, hogy sz adott folyamat
mennyire tekinthető függetlennek, ill. mil~en “t.ávol” vonnak
a függetlenségtől a niult ás jövő eredstnyei. A legegyszerűbb
regularitási fogalom a O—l törvény segítségével adható meg.
A ~„‚f~— 0, t1,±2, ... ) folyamat 4~ .~„••
változói által generált legkisebb .~ —algebrát Yfl —el
jelölve (ahol n és rn a ±~ értékekót is felveh~tik) a
folyamatot regul4risnak nevezzük, ha
“
aiiol ~k’~ f~ Q) as un. trivtélis ~J —algebra, azaz a
~ folyamatra fennáll a O-l törvény. Függatlen sorozatok
egyben regulárisak is Kolmögorov tétele szerint.
Stacio~i&ius folyamatok (tágabb értelemb.n) esetén szokás
lineáris regularitásról beszélni, melyen a ktivetkezőt értjük.
Jelölje a a ~(k),k’n,változók által generált Hubert—




Stacionárius sorozatokra sz /1/ regulatitásb6l következik a
/2/ reguleritás. (Lásd p1. Rozanov íl) 245—248.) Gauss—to—
lyamatok esetén a két regularitás ekvivalens. Könnyü megmu
tatni, hogy stacionárius sorozatokra /1/ .a következő felté
tellel helyettesitbető (Vinokurov tétele):
sup JPMRh P(4)P(~)H~O Mn—a’ /3/
~
(lásd p1. Ro~anov (1] 247.o.) . .
A /3/ elákban megadott re~gularitási feltétel alapján érthető,
hogy felvetődik a ‚ ‘
P (42)—P ‘A)P(B~=cs~(T) -~O ‚b~ 7-°°A ‘U~~
. .
aleku regularitás az Un. teljes’ regularitás fogalmának beve
zetése. A /4/ alaku feltételt M.Rosenblatt vezette be l~56—
ban (1) a erős keverési feltételnek nevézte. »mek a toga—
loniak a tanulmányozása ás hasznosságánek vizsgálata ‘szere
pel Voliconézkij ás Rozanoy, valamint Kolmogorov—Rozanov cik
keiben. ~Pöbbek kösött bebizönfltották, bogy ha SÍM» ~ )4c)




d(T)~ R(T)~ 21fc((T) /5/
Az egyenletes teljes regularitás
JP(A&j—P(A)P(B)I flt)-~co, Ix~Tcn /6/
56 W1
togalma igen erős feltételt jelent, mivel Gauss foÍyamátok
esetén m—függetlenséget jelent (lásd p1. Ibrahimoy~Ljn~k
könyvét 396.o34.) • /4/—nél erősebb regularitás a Kolmogoroy
által javasolt erős regularitás, melynek definiciója;
(?)Vor (P(C) — ~
. . . .
. ho ~-~co
Ahol P jelöli at eredeti mértéket ~ X P’y,oó~ ‚ pedig
at ~ in. (5 —algebrákon értelmezett P mérté—
kek (marginális eloszlások) direkt szorzatát. Nyilvánvaló,.
hogy «it) ‚.(3(T) .
Á /7/ variációs távolsággaj. értelmezett erős reguj.srjtás, va
lamint as ..
(‘) I(~:_,~)=-m~/ogp=I(r)—o, ~ -/3/
Információs regularitás is speciális esetei a Csiszár Imre
által bevezetett f—eltéréseken alapuló regularité.snak (lásd
Csiszár El)), melyet alÁbb definiá1unk~
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Legyen p~ 65 p1 két valószinüségi mérték az (Q, CL)
mérhető téren, melyek abszolut folytonosak a 2~ mértékre
nézve. A j1,,/Jz —mértékek f—eltérésének (ahol f(x) egy
tetszőlegeB konvex függ-vény) az
3,(p,,pJ=fpjx) r(;;i~) ~ (dx) /9/
mennyiséget nevezzük, ahol
ix) ‚zi~(dx)?‘idx) ‘
a »1 —mértékek ?~ (5 —véges) mértékre vonatkozó Radon—
Nikodym deriváltjai.
Definici6. Legyen pr—P és pl_i5~d,,oJx ‘~t®) a két
mérték a~ WLOO ~ -at; ~ —aJ.gebrén. Á ~‘, folyamatot
f—regulárisnak mondjuk, ha
— [U) ‚ hó i—~
KönnyÜ belátni, hogy f(x) = Ix—ii esetén
ji=fp~~J~h1 J)’~IxJ= Ip,—p~ I = Var [P-’9®,~ ‘9]
tehát a Kolmogorov féle erős regularitás adódik. .
Az Információs regularitás az f—reguiaritás speciális esete,
ha f(x) = x log x
-..
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J~~~(p’,p11V = ~(pz.y’.V=fI~ ~(~?». (dx)
ha ‚L114,L11 egyébként I(7)””’~~
A Rényi által bevezetett ~( —adrendü I-divergencia alapjÁn
beszélhetünk o~ —adrendü regularitásról, ha,ezalatt azt órt~
jük, hogy
j, 10 I3_’,’(p’,p21T)i—’~O, (oci.), iv T~cc Ilia,’
J_~ I~ J~»(,u’.pi’T)_rO (nl), ha Z—~. /ilb/
Éényeges megjegyezni, hogy d. —regulsritásrói c&ci esetén
mindig beszélhetünk, kivéve, ha »il»: (azaz a két mérték ‚
szinguláris).
X’ —reéularitásr6l beszélünk f(x) = (x—l)2 vagy f(x) = ~—I.
esetén.
• 2. Az f—re~ularitások viszonyáhak vizsgálata
Ebben á pntban hiegmutatjuk, hogy szigoruan konvex (at X = 1
pontban) t(x) tüggvény esetén at t—regularitás maga után
vonja sz erősregularitást.. Az f(x) függvény sz x0 pontban
szigoruan konvex, ha sz x<~ pont egyetlen környezetében sem
lineáris.
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2.1.Tétel. Ha az f(x) konvex függvén~ x=1 —ben szigoruaii
konvex, akkor az f—regularitásból következik az erős regula—
ritás. Pontosabban, megadható olyan ‘f~(v) függvény, hogy
V 4 0 esetén ‘9~W) 40 és
~(r)~ ~(k(p’pzi~) —[(1))
‚ akkor elég kis —ra .
~ O ~ 0 ‚ ha Iu -_-fjcr0 akkor J~
A tétel bizony~t4s~ közvetlenül következik Csiszár dolgozatá—
nak 2,1.tételéből /1, és A negfelelő helyettesitésével.
Megjegyzés, A becsléében szereplő C konstana vehető —nak
de minimális értéke adott f(x) esetén meghatározható. Vi.:
f(x)=x log z esetén Cy~n = í2 (v.5. \Toikowszkij és Rozanov
eredményével).
S—
2.2.Tétel. Ha a urn f(x) 6ó~—J,im rJj~) határértékek végesek és
X —~O
f(x) szigoruan konvex az 1. pontban, akkor az erős regularitás—
ból következik az !—regularitás. Pontosabban










ahol C1 csak sz f—függvénytől függ.
A tétel bizonyitása következik Csiszár 2.2. tételéből.
~g,jegyzés. Az Információs regularitásból, sz c( —adrendü regu—
laritásból (ha o(>1), valamint a X2 regUarjtásb6l következik
as erős regularitás, azonban sz állitás megfordítása nem igaz.
Jelölje p,~~r) abazolut foiflonos ill. szinguláris részét a
/S~ mértékre nézve /)~ (t) Ui. /J;t (7) . A pzv(T) abezolut
folytonos, Illetve szinguláris részét —ra nézve jelölje
ill. ..
Ha :




2.3.Tétel. (Yolkonszkij—Rozanov). Az erős regularitás szukséges
és elégséges feltétele at
at Vagy b/ Urn
3,
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feltételek egyikének a teljesülése és a folyamat .regularitása.
Ugyancsak hasznos a következő állitás.
2.~4.Tétel. (Yolkonszkij—Rozanov). Az erős regularitás szükséges
és elégséges feltétele az
5/ P~&) —. j ~‚ T —® (ji,.aerlnt) b/ pt(X) —I, ho r—,~ (~‚ m.”.i)
aztochasztikus ko&’rergenciák egyikének a fennállása.
A2.3.téte3. közvetlen következmény., hogy reguláris folyamat
esetén a folyamat egyben erősen reguláris, ha valamilyen T —ra
/lit ás J~zz egyike abszolut folytonos a másikra nézve.
Ez teljesül. p1. ha sz . .
feltétel fenn áll.
Ugyancsak a 2.1. és 2.2. tételekből, valamint a 2.3.—bál követ
kezik, hogy sz Ct —adrendü (‘őZ” ).) informáci’ létezéséből ‘
valamilyen. T —ra következik sz oL (‘cl)—regularitás.
A X2 eltérés létezéséből valamilyen ‘T —ra következik sz
erős regularitás és sz DL —regularitás (ot’]. esetén).
Az egyenletes teljes regularitást .





II .. . .
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alakba írva látható, hogy az e~vivalens a /4(x) vagy PT(X)
egyenletes konvergenciájával 1—hez, ha T—*~ ( a ill.
‚u,~, mérték Bzerint). Á 11Sf teltételből mér bármilyen f—re—
gularitás következik, mivel
v3?Si. ~ 1p2.(x)—#J <S .
esetén
. Jf(p,~, »~~) Jf(p~ x»,n~(dx) ~ .f(4) + C)
ahol L = maxjf(z)—fWi —.- 0 ha . ~ .
3~. Gauss fo1yan~tok. .
. . .
Az m° ás . G—algebrákon választható olyan u1,u2,... .
ill. v1,v2,... ortogonális bázis, hogs’ Alu’ v, =.J1’, BK)
ás ekkor . . .
. .i(r)+t~(f~2) . . .
.~(7) sUp 3k )
. = (4 -e:). .
Az c~. ás erős regularitás Gauss folyamatok esetén nem ad ujat
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Regüjarjt7 of stochastic processes
There is given a systematical survey of regularity properties
of stochastic processes. We say, that the process (stationery)
has the property of f—regularity (in the mean of Csiszár)
if .
where f(x) is a convex function and P (the probability
distribution on X )71’) 9.....~ x
‘ .. . ‘
We show that the f—regularity does not give anything new for
Gaussion processes, in this case if is equivalent of the
informational regularity, when 1’ is óonvex in the strict .
sense. .
‘ ‚
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