Federated learning is a distributed machine learning paradigm in which a large number of clients coordinate with a central server to learn a model without sharing their own training data. Due to the heterogeneity of the client datasets, standard federated optimization methods such as Federated Averaging (FEDAVG) are often difficult to tune and exhibit unfavorable convergence behavior. In non-federated settings, adaptive optimization methods have had notable success in combating such issues. In this work, we propose federated versions of adaptive optimizers, including ADAGRAD, ADAM, and YOGI, and analyze their convergence in the presence of heterogeneous data for general nonconvex settings. Our results highlight the interplay between client heterogeneity and communication efficiency. We also perform extensive experiments on these methods and show that the use of adaptive optimizers can significantly improve the performance of federated learning. * Authors contributed equally to this work.
Introduction
Federated learning (FL) is a machine learning paradigm in which multiple clients (such as edge devices, or separate organizations) cooperate to learn a model, under the orchestration of a central server (McMahan et al., 2017) . The core tenet of FL is that raw client data is never shared with the server or among distinct clients. While valuable from a privacy perspective, this distinguishes FL from traditional distributed optimization, as the data restrictions require FL to contend with heterogeneous data. For a more in-depth discussion of federated learning and the challenges therein, we defer to Kairouz et al. (2019) and Li et al. (2019a) .
The standard approach of using mini-batch SGD is unsuitable in many FL settings as it can incur high communication costs. To this end, many optimization methods for FL utilize local client updates, in which clients update their local models multiple times before communicating to synchronize the client models. This can greatly reduce the amount of communication required to train a model to a given accuracy; one particularly popular local optimization method for federated learning is FEDAVG (McMahan et al., 2017) . In each round of FEDAVG, a small fraction of the clients locally perform some number of epochs of SGD in parallel. The clients then communicate their model updates to the server, which averages them to compute a new global model. While FEDAVG has seen remarkable success in FL, several recent works have highlighted its drawbacks Hsu et al., 2019) . In this paper, we focus on two issues: (a) client drift and (b) lack of adaptive learning rates during optimization. In heterogeneous settings, the multiple local SGD epochs can cause clients to drift away from a globally optimal model. For instance, the extreme case where each client exactly minimizes the loss over its local data using SGD and the server averages the models is equivalent to one-shot averaging, which is known to fail in heterogeneous settings. Moreover, FEDAVG, which is similar in spirit to SGD, is typically unsuitable for settings which exhibit heavy-tail stochastic gradient noise distributions during training (Zhang et al., 2019) . Such settings necessitate the use of adaptive learning rates, which incorporate knowledge of the the past iterations to perform more informed gradient-based optimization. However, due to the decentralized nature of FL, incorporating adaptive learning rates into FEDAVG is challenging.
In this paper, we use a simple approach to tackle both of the aforementioned issues. We view FEDAVG through the lens of a general optimization framework in which (1) clients perform multiple epochs of model updates using some client optimizer, which minimizes the loss on its local data, (2) the server updates the global model using a gradient-based server optimizer on the average of the model updates from the clients in order to minimize the loss across clients. As we shall see later, FEDAVG is an instance of this framework where SGD is used as both client and server optimizer, and the server learning rate is 1. This viewpoint provides a natural way to decouple client and server learning rates in FEDAVG and yields a generalization of FEDAVG which can utilize different learning rate schedules on the client and server, thereby providing a means to control client drift.
This generalization of FEDAVG is particularly appealing due to its simplicity and its ability to seamlessly incorporate adaptivity in the optimization process by using adaptive optimizers as client or server optimizers. Adaptive methods, such as ADAGRAD, ADAM and YOGI, are popular in the machine learning community because they can reduce the need to tune the learning rates and often exhibit strong empirical performance especially in presence of heavy-tail noise distributions of stochastic gradients McMahan and Streeter, 2010; Duchi et al., 2011; Zhang et al., 2019) . Building upon this framework, we develop novel adaptive optimization techniques for FL by using per-coordinate adaptive methods as server optimizers, with an aim towards reducing the need to tune learning rates and the number of communication rounds required to reach a desired performance level.
Main Contributions In light of the above, we highlight the main contributions of our work.
• We study a general framework for optimization in the FL setting using the notions of server and client optimizers.
This framework encapsulates and generalizes many prior optimization methods for FL, including FEDAVG.
• Based on this framework, we propose adaptive optimization techniques for FL and provide convergence analysis in general nonconvex settings. To our knowledge, these are the first adaptive optimizers for FL. We show an important interplay between the number of local steps and the amount of heterogeneity in the clients and quantify their effect on the convergence rates.
• We demonstrate strong empirical performance of the proposed adaptive optimizers on a diverse and representative set of six FL tasks, covering both image and text data. These experiments also show the importance of momentum and decreasing client learning rate schedules. We improve over baseline FEDAVG on all six tasks, with dramatic improvements on four of them. For example, we improve accuracy on a real-world next-word-prediction task from 9.5% accuracy to 22.2% accuracy. Improvements on a convex tag-prediction task are even larger.
We provide an open-source implementation of our adaptive optimizers, as well as code to reproduce our empirical results 1 .
Related Work FEDAVG was first introduced by McMahan et al. (2017) , who demonstrated its significant performance in federated learning. Many variants have been since proposed to tackle issues such as stability and client drift. Examples include methods that add a regularization term in the client objectives towards the broadcast model , and methods that use momentum on the server (Hsu et al., 2019) . use control variates to reduce the client drift. While effective in some cases, these require clients to have state that persists throughout the training process.
When the client are homogeneous, FEDAVG reduces to local SGD (Zinkevich et al., 2010) , which has been analyzed theoretically by many works Yu et al., 2019; Wang and Joshi, 2018; . In order to analyze FEDAVG in heterogeneous settings, many works derive convergence rates that depend on the amount of heterogeneity Wang et al., 2019; Khaled et al., 2019; Li et al., 2019b) . The control variates used by allow them to derive convergence rates independent of the amount of heterogeneity. For a more in-depth comparison, we defer to Kairouz et al. (2019) .
There is a wide array of literature on the theoretical and empirical benefits of adaptive optimizers in non-federated settings, both in convex settings (McMahan and Streeter, 2010; Duchi et al., 2011; Kingma and Ba, 2015) and nonconvex setting Li and Orabona, 2018; Ward et al., 2018; Wu et al., 2019) . study convergence failures of adaptive algorithms in non-convex settings, and develop an adaptive optimizer, YOGI, designed to improve convergence over methods such as ADAM. The aforementioned work focuses exclusively on non-federated optimization. We give, to the best of our knowledge, the first analysis of adaptive optimizers for federated learning.
Notation For vectors a, b ∈ R d , we use √ a for element-wise square root, a 2 for element-wise square, a/b to denote element-wise division. For any vector θ i ∈ R d , either θ i,j or [θ i ] j are used to denote its j th coordinate.
Federated Learning and FEDAVG
In federated learning, we often wish to solve
where
, is the loss function of the i th client, z ∈ Z, and D i is the data distribution for the i th client. For i = j, D i and D j may be very different. The functions F i can be potentially nonconvex and thus, the overall function f is nonconvex. At each iteration, we assume access to an unbiased stochastic gradient g i (x) = ∇F i (x) corresponding to the parameters x. In addition, we make the following assumptions.
. Assumption 3 (Bounded Gradients). The function f i (x, z) have G-bounded gradients i.e., for any
With a slight abuse of notation, we use σ 2 l and σ 2 g to denote d j=1 σ 2 l,j and d j=1 σ 2 g,j respectively. Assumptions 1 and 3 are fairly standard in nonconvex optimization literature (Reddi et al., 2016; Ward et al., 2018; . In this paper, we make no further assumptions regarding the similarity of different clients datasets. Assumption 2 assumes a form of bounded variance, but between the client objective functions and the overall objective function. This assumption has been used throughout various works on federated optimization Wang et al., 2019) . Intuitively, the parameter σ g signifies the similarity of the functions of different clients. In particular, the case of σ g = 0 corresponds to the i.i.d setting.
One of the most common approaches to solving (1) in federated settings is FEDAVG (McMahan et al., 2017) . At each round of this method, a subset of clients are selected (typically randomly) and the server broadcasts its global model to them. In parallel, these clients all run SGD on their own loss function, and send their model to the server. The server then updates its global model as the average of these local models. A simplified description of FEDAVG is given in Algorithm 1. We write SGD K (x t , η l , F i ) to denote K steps of SGD on gradients ∇f i (x, z) for z ∼ D i with (local) learning rate η l , starting from x t .
To motivate the algorithms in the paper, we rewrite FEDAVG's update as
Then the server update in FEDAVG is equivalent to applying SGD to the "pseudo-gradient" −∆ t with learning rate η = 1. This expression makes it clear that other choices of learning rates (or schedules) become possible. Further, one could utilize an optimizer other than SGD on the clients, and use an alternative update rule on the server to apply the "pseudo-gradient". This family of algorithms is formalized as Algorithm 2.
Here, CLIENTOPT and SERVEROPT are gradient-based optimizers with learning rates η l and η respectively. Intuitively, CLIENTOPT aims to optimize the objective based on their local data while SERVEROPT optimizes it from a global perspective. We note that Algorithm 2 naturally allows the use of adaptive optimizers (eg. ADAM, YOGI, etc.), as well as techniques such as server-side momentum (FEDAVGM) (Hsu et al., 2019) . Furthermore, we allow η and η l to depend on the round t in order to encompass learning rate schedules. In fact, as we shall see shortly, our theoretical and empirical analysis suggest that one has to decay the client learning rate to obtain good convergence.
While Algorithm 2 has intuitive benefits over FEDAVG, it also raises a fundamental question: Can the negative of average model difference ∆ t be used as a pseudo-gradient in general server optimizer updates? In this paper, we provide an affirmative answer to this question by establishing a theoretical basis for this generalization. More specifically, we develop principled adaptive optimizers for FL based on this framework and study their convergence behavior.
Adaptive Federated Optimization
In this section, we specialize Algorithm 2 to settings where SERVEROPT is an adaptive optimization method (one of ADAGRAD, YOGI or ADAM) and CLIENTOPT is SGD. Algorithm 3 and 4 provide pseudo-code for federated versions of ADAGRAD and (FEDYOGI, FEDADAM) respectively. For simplicity, Algorithm 4 is stated without momentum, which is typically used in ADAM and YOGI. The parameter τ in all the algorithms controls their degree of adaptivity, with smaller values of τ representing higher degrees of adaptivity. We note that the updates of the adaptive methods are invariant to fixed multiplicative changes to the client learning rate η l for appropriately chosen τ ; although, as we shall see shortly, we still require η l to be small enough.
We provide convergence analysis of these algorithms in the general nonconvex setting, assuming full participation, i.e. S = [m]. However, our analysis can be extended to more general federated learning settings with limited participation. Furthermore, non-uniform weighted average typically used in FEDAVG can also be incorporated into our analysis fairly easily (see McMahan et al. (2017) ).
Algorithm 3 FEDADAGRAD FEDADAGRAD FEDADAGRAD
Initialization: x 0 , τ > 0 and v −1 ≥ τ 2 for t = 0, · · · , T − 1 do Sample subset S of clients
Algorithm 4 FEDYOGI FEDYOGI FEDYOGI (and FEDADAM FEDADAM FEDADAM )
Initialization: x 0 , v −1 ≥ τ 2 , decay β 2 ∈ (0, 1) for t = 0, · · · , T − 1 do Sample subset S of clients
Theorem 1. Let Assumptions 1 to 3 hold, and L, G, σ l , σ g be defined therein. Suppose σ 2 = σ 2 l + 6Kσ 2 g . Consider the following two conditions for η l . (Condition I): η l ≤ 1 8LK and (Condition II):
Then the iterates of Algorithm 3 (FEDADAGRAD) satisfy:
• Under Condition I only,
• When both Condition I & II are satisfied,
Here, Ψ, Ψ var and Ψ var are defined as:
All proofs are relegated to the Appendix due to space constraints. When η l satisfies the condition in the second part the above result, we obtain a convergence rate depending on min{Ψ var , Ψ var }. To obtain an explicit dependence on T and K, we simplify the above result for a specific choice of η, η l and τ .
Corollary 1. Suppose η l is such that conditions in Theorem 1 are satisfied. Furthermore, suppose client learning rate η l = Θ(1/(KL √ T )), server learning rate η = Θ( √ Km) and τ = G/L, then for sufficiently large T , we have the following for Algorithm 3 (FEDADAGRAD):
We briefly discuss the implications of our convergence analysis here. First, it is interesting to note that we effectively obtain a convergence rate of O( 1 √ mKT ) when the client learning rate is Θ( 1 √ T ). While this requires knowledge the number of iterations T beforehand, it is easy to generalize our analysis to the case where η l is decayed at a rate of 1 √ t . Also, observe that one has to decay the client learning rate and not the server learning rate to obtain convergence. This is due to the fact that the client drift introduced by the local updates does not vanish as T → ∞ when η l is not decayed. As we shall see later in our empirical analysis, such a decay of learning rate almost always improves the performance. In practice, one can decay the local learning rate at a slower rate, although, this is suboptimal from the viewpoint of the above convergence rate. Also, observe the inverse relationship between the client learning rate η l and global learning rate η in the analysis above.
It is also instructive to note the interplay between the number of local steps K and the convergence rate. From Corollary 1, it may appear like increasing K leads to faster convergence. However, σ has an implicit dependence on K and σ g , which controls the heterogeneity of the clients. When σ g is large, one has to limit the number of local SGD updates to control the client drift. In particular:
Corollary 2. Suppose the parameters for FEDADAGRAD are chosen as specified in Corollary 1. Then, for sufficiently large T and K = O(σ 2 l /σ 2 g ), we have
Conceptually, the ratio of the local variance to global variance determines the parameter setting of K. In the setting where clients are homogeneous i.e., σ g = 0, it is clear that large K is beneficial. On the other hand, when σ g is large, it is important to limit K appropriately. For instance, in the extreme case where K = Θ(T ), the algorithm may not even converge. Thus, the performance of the algorithm crucially relies on K and σ g .
Analysis of FEDADAM Next, we provide the convergence analysis of FEDADAM. The proof of FEDYOGI is very similar and hence, we omit the details of FEDYOGI's analysis in the paper.
Theorem 2. Let Assumptions 1 to 3 hold, and L, G, σ l , σ g be defined therein. Suppose σ 2 = σ 2 l + 6Kσ 2 g . Suppose the local learning rate η l ≤ 1 8LK satisfies the following condition:
Then for the iterates of Algorithm 4 (FEDADAM), we have the following:
Similar to the FEDADAGRAD case, we restate the above result for a specific choice of η l , η and τ in order to highlight the dependence of K and T .
Corollary 3. Suppose η l is chosen such that conditions in Theorem 2 are satisfied. Furthermore, suppose client learning rate η l = Θ(1/(KL √ T )), server learning rate η = Θ( √ Km) and τ = G/L, then for sufficiently large T , we have for Algorithm 4 (FEDADAM) that
The above convergence rate is similar to that of FEDADAGRAD. Thus, the discussion of convergence rates for FEDADAGRAD is also relevant here. We note that the convergence rate of generalized FEDAVG can also be obtained from the above analysis. In particular, when η, τ are large and η l is small, the algorithm roughly corresponds to the generalized version of FEDAVG. Hence, our analysis also provides convergence rates of FEDAVG as a consequence. A more general result to capture other gradient-based server optimizers is left as a future work.
We end this section with a brief discussion about two aspects: (1) communication efficiency of the algorithms and (2) limited participation of the clients. First, note that the communication complexity of the algorithms is Θ(T ). By Corollary 1 and 3, it is clear that a larger K leads to fewer rounds of communication when heterogeneity σ g = 0.
However, this is not necessarily the case when the clients are heterogeneous. Second, as mentioned earlier, for the sake of simplicity, our convergence analysis assumes full-participation i.e., S = [m]. However, our analysis can be easily generalized to the case of limited participation at the cost of an additional variance term in the convergence rates that depends on the cardinality of the subset S.
Experimental Evaluation: Datasets, Tasks, and Methods
We present an empirical evaluation of the federated optimization algorithms introduced in Sections 2 and 3 on what we believe is the most extensive and representative suite of federated datasets and modeling tasks that has been presented to date. Complete code for the datasets, models, and optimization algorithms will be open-sourced, and we hope this work will help establish benchmarks for further progress on federated optimization.
Our goal, in addition to validating our theoretical results, is to understand how the use of adaptive server optimizers, momentum, and learning rate decay can help improve convergence, particularly with respect to the defacto standard approach of FEDAVG. To accomplish this, we conduct extensive simulations of federated learning on six diverse and representative learning tasks across four datasets. Notably, three of the four datasets use a naturally-arising client partitioning, highly representative of real-world federated learning problems. A detailed description of the entire experimental setup can be found in the Appendix.
Datasets, models, and tasks We provide brief descriptions of the datasets and models used in our experiments here (refer to Appendix B for complete details).
CIFAR-100
We introduce a federated version of CIFAR-100 (Krizhevsky and Hinton, 2009 ) by randomly partitioning the training data among 500 clients. While Hsu et al. (2019) used latent Dirichlet allocation (LDA) over the fine labels of CIFAR-100 to create a federated dataset, we use a hierarchical LDA process (known as Pachinko Allocation (Li and McCallum, 2006) ) over the coarse and fine labels. This creates more realistic heterogeneity among clients. We train a modified ResNet-18 on this dataset, where the batch normalization layers are replaced by group normalization layers (Wu and He, 2018; Hsieh et al., 2019) .
EMNIST (Cohen et al., 2017) consists of images of digits and English characters, with 62 total classes. Federated EMNIST (Caldas et al., 2018) partitions the digits by their author, introducing natural heterogeneity due to variance in writing styles. We perform two distinct tasks on EMNIST, autoencoder training (AE) and character recognition (CR) using a CNN. For EMNIST AE, we train the "MNIST" autoencoder .
Shakespeare (McMahan et al., 2017) is a language modeling dataset built from the collective works of William Shakespeare. In this dataset, each client corresponds to a speaking role with at least two lines. We train an RNN that embeds sequences of ASCII characters into a low dimensional space, and then passes them through two LSTM layers and a densely connected softmax output layer to predict the next ASCII character.
StackOverflow (TF-Federated, 2019) is a dataset consisting of question and answers from StackOverflow, along with metadata, including tags. The dataset contains 342,477 unique users which we use as clients. We perform two tasks on this dataset: tag prediction via logistic regression (StackOverflow LR) on a bag-of-words featurization, and next-word prediction (StackOverflow NWP). For StackOverflow NWP, we use an RNN that embeds words into a low dimensional space, feeding them through an LSTM layer and a densely connected softmax output layer. Implementation We implement all algorithms in TensorFlow Federated (Ingerman and Ostrowski, 2019) . The client sampling is done uniformly at random from all training clients, without replacement within a given round, but with replacement across rounds. There are two important practical points about our implementation. First, rather than using a constant K local steps per client, we do E client epochs of training over each client's local dataset at each round. Second, in order to account for the varying number of gradient steps per client, we take a weighted average of the client outputs ∆ t i according to the number of training samples of the client. While this is not used in our theoretical analysis, this follows the approach of (McMahan et al., 2017) , which has been shown to generally outperform uniform weighting.
We provide an open-source implementation of these algorithms, as well as code to reproduce all experiments 2 .
Optimizers and hyperparameter tuning In our experiments, we compare FEDADAGRAD, FEDADAM, and FEDYOGI to FEDAVG where the server learning rate η is tuned (we do not require η = 1) as well as when the server optimizer is SGD with a tuned learning rate and momentum parameter of 0.9. In a slight abuse of notation, we refer to the former as FEDAVG and the latter as FEDAVGM. We select η l and η by tuning over moderately sized grids (see Appendix C.2 for the full grids). We fix the batch size on a per-task level (see Appendix C.3 for a full accounting). For FEDYOGI, we set the initial accumulator value according to the strategy outlined for YOGI by . For a full description of the initialization, see Appendix C.5. We do not tune any other hyperparameters throughout.
In real cross-device FL deployments, communication bandwidth is a fundamental constraint (Bonawitz et al., 2019; Kairouz et al., 2019) . Since all algorithms exchange equal-sized objects between server and clients, we use the number of rounds of communication as an appropriate proxy for wall-clock training time in realistic FL deployments.
Experimental Evaluation: Results
In this section, we compare the performance of FEDADAGRAD, FEDADAM, FEDYOGI, FEDAVG, and FEDAVGM on various tasks. We perform our experiments in two general regimes: when client and server learning rates (η l and η in Algorithm 2) are constant, and when η l varies with respect to the round number.
Constant learning rates
We investigate whether adaptive optimization alone (that is, with tuned but constant η l and η) is enough to significantly improve the performance of FEDAVG. For each optimizer, we select η l and η based on the average validation performance over the last 100 communication rounds. Appendix C gives the learning rates grids and selected learning rates for all experiments. Table 2 summarizes the last-100-round performance for all experiments. We discuss our empirical results, especially differences in performance between tasks and optimizers, in full detail below.
Sparse-gradient tasks Text data naturally produces long-tailed feature distributions, often leading to sparse or approximately-sparse gradients which adaptive optimizers can capitalize on. This has been observed many times for centralized training, and we show the intuition also applies to FL. Both the LR and NWP tasks on StackOverflow exhibit such behavior, though we emphasize that these two tasks are otherwise dramatically different-in feature representation (bag-of-words vs variable-length token sequence), model architecture (GLM vs deep network), and optimization landscape (convex vs non-convex).
The StackOverflow tag-prediction LR task uses a bag-of-words representation on the 10 5 most common words in the corpus, and StackoverFlow NWP uses a 96-dimensional embedding vector for each word. In both cases, words that do not appear in a particular client's set of examples will produce a zero (for LR) or near-zero (for NWP, due to the softmax) client updates. Thus, the accumulator v t,j in Algorithm 3 and 4 will remain small for parameters tied to rare words, allowing large updates to be made when they do occur; conversely, v t,j will grow quickly for common words, preventing the parameter pertaining to those words from oscillating. This intuition is born out by Figure 1 , where the adaptive optimizers dramatically outperform their non-adaptive competitors. For the non-convex NWP task, the inclusion of momentum also appears to be critical, whereas it slightly hinders performance for the convex LR task. Dense-gradient tasks The results for CIFAR-100, EMNIST AE/CR and Shakespeare are given in Figure 2 . These tasks lack the sparse-gradient structure of the two previous tasks (see Appendix B for architecture and featurization details). For EMNIST AE, we normalize the MSE by the output dimension 28 × 28 throughout. When using FEDAVG, we found that a server learning rate of 1 worked best for all tasks (corresponding to the original FEDAVG proposed by McMahan et al. (2017) ).
Two of the tasks, EMNIST CR and Shakespeare, are relatively easy-all optimizers perform well once suitably tuned. For the two more challenging tasks (training ResNet-18 on CIFAR-100 and training a bottleneck autoencoder on EMNIST), we see that adaptive server optimizers and momentum can offer a substantial improvement over vanilla FEDAVG. In particular, FEDYOGI was the only optimizer to perform well in all settings. FEDAVGM was outperformed by FEDADAM and FEDYOGI on CIFAR-100, and FEDADAM failed to converge for any server/client learning rate combinations on EMNIST AE. We note that the bottleneck architecture used tends to create saddle points that can be difficult to escape.
On the ratio of η to η l As suggested by Theorem 1, we expect an inverse relationship between the client learning rate and the best corresponding server learning rate. Intuitively, if the clients learning rate is large, the server must account for drift by reducing its learning rate. To validate this, we plot the optimal server learning rate for each client learning rate in the tuning grids for each task, with results in Figure 3 . Our results show that for most tasks, there is a clear inverse relationship. There are a few exceptions. In StackOverflow LR, there seemed to be a "preferred" server learning rate for each optimizer, while in EMNIST AE the learning rates exhibited a more complicated relationship. Note that Corollary 1 suggests an inverse relationship only for approaching a critical point, not for escaping saddle points (the primary obstacle in EMNIST AE). The best server learning rate in our hyperparameter tuning grids for each client learning rate, optimizers, and task. The experimental setup for each task is identical to that in Figures 1 and 2 . We select the server learning rates based on the average performance over the last 100 communication rounds.
Improving performance with learning rate decay
Despite the success in the previous section, it is natural to ask if there is still more to be gained. To test this, we trained the EMNIST CR model in a centralized fashion on a shuffled version of the dataset (taking a union over all client datasets). We trained for 100 epochs and again carefully tuned learning rates for each (centralized) optimizer, achieving an accuracy of 88% (see Table 3 , CENTRALIZED row), significantly above the best results from Table 2 .
The theoretical results in Section 3 point to a partial explanation, as they only hold when the client learning rate is small (on the order of 1/ √ T ) or is decayed at a rate of 1/ √ t, in order to combat client drift. To test this, we perform federated experiments using two client learning rate schedules, INVSQRT (an inverse square root decay of η l / √ t) and EXPDECAY (a "staircase" exponential decay schedule where η l is decreased by a factor of 0.1 after every 500 rounds (Krizhevsky, 2014; Goyal et al., 2017) ). We use 10 client epochs, and sample 10 clients per round. Table 3 (lower rows) gives the result. We find that EXPDECAY significantly improves the accuracy of all federated optimizers, We then compare the performance of adaptive optimizers (using EXPDECAY) with vanilla FEDAVG (without EXPDE-CAY). For FEDAVG, we vary the number of local client epochs E over {1, 5, 10}, while we use 10 local client epochs for the adaptive optimizers. In all cases, we use 10 clients per round. We also compare to the best centralized accuracy in Table 3 . The results are in Figure 4 .
While FEDAVG with E = 10 achieved good performance initially, it obtained slightly worse accuracy than E ∈ {1, 5} after enough rounds. On the other hand, the adaptive optimizers with EXPDECAY surpass all three versions of FEDAVG after the first client learning rate decay occurs, and only perform better thereafter.
Conclusion
In this paper, we demonstrated that adaptive optimizers can be powerful tools in improving the convergence of federated learning. Moreover, we showed that by using a simple client/server optimizer framework, we can apply adaptive optimizers to federated learning in a principled and intuitive manner. While our work establishes the theoretical and empirical benefits of this framework, it also raises many interesting questions about how best to perform federated optimization. Example directions for future research include exploring the use of adaptive client optimizers and developing comprehensive heuristics for setting learning rates and other hyperparameters.
A Proof of results

A.1 Theorem 1
Proof of Theorem 1. Recall that the server update of FEDADAGRAD is the following
Since the function f is L-smooth, we have the following:
The second step follows simply from FEDADAGRAD's update. We take the expectation of f (x t+1 ) (over randomness at time step t) in the above inequality:
We will first bound T 2 in the following manner:
Here v t−1,j ≥ τ since v −1 ≥ τ (see the initialization of Algorithm 3) and v t,j is increasing in t. The above bound can be further upper bounded in the following manner:
Bounding T 1 We now turn our attention to bounding the term T 1 , which we need to be sufficiently negative. We observe the following:
In order to bound T 1 , we use the following upper bound on T 3 (which captures the difference between the actual update ∆ t and an appropriate scaling of −∇f (x t )):
Here we used the fact that ∇f (x t ) = 1 m m i=1 ∇F i (x t ) and g t i,k is an unbiased estimator of the gradient at x t i,k , we further bound T 3 as follows using a simple application of the fact that ab ≤ (a 2 + b 2 )/2. :
using Assumption 1 and v t−1 ≥ 0. (6) The second inequality follows from Lemma 7. The last inequality follows from L-Lipschitz nature of the gradient (Assumption 1). We now prove a lemma that bounds the "drift" of the x t i,k from x t : Lemma 4. For any step-size satisfying η l ≤ 1 8LK , we can bound the drift for any k ∈ {0, · · · , K − 1} as
Proof. The result trivially holds for k = 1 since x t i,0 = x t for all i ∈ [m]. We now turn our attention to the case where k ≥ 1. To prove the above result, we observe that for any client i ∈ [m] and k ∈ [K],
The first inequality uses the fact that g t k−1,i is an unbiased estimator of ∇F i (x t i,k−1 ) and Lemma 8. The above quantity can be further bounded by the following:
Here, the first inequality follows from Assumption 1 and 2. Averaging over the clients i, we obtain the following:
From the above, we get the following inequality:
Unrolling the recursion, we obtain the following:
concluding the proof of Lemma 4. The last inequality uses the fact that (1 + 1 K−1 ) K ≤ 5 for K > 1.
Using the above lemma in Equation 6 and the fact that η l ≤ 1 8KL , we can bound T 3 in the following manner:
Using the above bound in Equation 5, we get
Putting the pieces together Substituting in Equation (3), bounds T 1 in Equation (8) and bound T 2 in Equation (4), we obtain
Rearranging the above inequality and summing it from t = 0 to T − 1, we get
The first inequality uses simple telescoping sum. For completing the proof, we need the following result.
Lemma 5. The following upper bound holds for Algorithm 3:
Proof. We bound the desired quantity in the following manner:
An alternate way of the bounding this quantity is as follows:
The first quantity in the above bound can be further bounded as follows:
using Assumption 1 and Assumption 2
using Lemma 4.
Here, the first inequality follows from simple application of the fact that ab ≤ (a 2 + b 2 )/2. The result follows.
Substituting the above bound in Equation (10), we obtain:
We observe the following:
The second part of Theorem 1 follows from using the above inequality in Equation (11). Note that the first part of Theorem 1 is obtain from the part of Lemma 5.
A.2 Proof of Theorem 2
Proof of Theorem 2. The proof strategy is similar to that of FEDADAGRAD except that we need to handle the exponential moving average in FEDADAM. We note that the update of FEDADAM is the following
Using the L-smooth nature of function f and the above update rule, we have the following:
The second step follows simply from FEDADAM's update. We take the expectation of f (x t+1 ) (over randomness at time step t) and rewrite the above inequality as:
Bounding R 2 . We observe the following about R 2 :
Bounding R 1 . The term R 1 can be bounded as follows:
Bounding R 3 . The term R 3 can be bounded in exactly the same way as term T 3 in proof of Theorem 1:
Substituting the above inequality in Equation (14), we get
Using Lemma 4, we obtain the following bound on R 1 :
Putting pieces together. Substituting bounds R 1 and R 2 in Equation (13), we have
Summing over t = 0 to T − 1 and using telescoping sum, we have
B Dataset & Models
Here we provide detailed description of the datasets and models used in the paper. We use federated versions of vision datasets EMNIST (Cohen et al., 2017) and CIFAR-100 (Krizhevsky and Hinton, 2009) , and language modeling datasets Shakespeare (McMahan et al., 2017) and StackOverflow 3 . Statistics for the training datasets can be found in Table 1 . We give descriptions of the datasets, models, and tasks below.
B.1 CIFAR-100
We introduce a federated version of CIFAR-100 by randomly partitioning the training data among 500 clients, with each client receiving 100 examples. While Hsu et al. (2019) used latent Dirichlet allocation (LDA) over the fine labels of CIFAR-100 to create a federated dataset, we use a two step LDA process over the coarse and fine labels. We randomly partition the data to reflect the "coarse" and "fine" label structure of CIFAR-100 by using Pachinko Allocation (Li and McCallum, 2006) . This creates more realistic client datasets, whose label distributions better resemble practical heterogeneous client datasets. We train a modified ResNet-18 on this dataset, where the batch normalization layers are replaced by group normalization layers (Wu and He, 2018) , with two groups. As shown by Hsieh et al. (2019) , group normalization can lead to significant gains in accuracy over batch normalization in federated settings.
Creating a federated CIFAR-100 As discussed above, we use the Pachinko Allocation Method (PAM) introduced by Li and McCallum (2006) to create a federated CIFAR-100. PAM is a topic modeling method in which the correlations between individual words in a vocabulary are represented by a rooted directed acyclic graph (DAG) whose leaves are the vocabulary words. The interior nodes are topics which have a corresponding Dirichlet distribution over their child nodes. To generate a document, we first sample a multinomial distributions from each interior node's Dirichlet distribution. To sample a word from the document, we begin at the root, and draw a sample over its children from its multinomial distribution. We continue sampling child nodes according to these multinomial distributions until we reach a leaf node.
To partition CIFAR-100 across clients, we use the coarse-fine label structure of CIFAR-100. Each image in the dataset has a fine label (often referred to as just its label) which is a member of a more general coarse label. For example, an image may have the fine label "seal", which is a member of the coarse label "aquatic mammals". There are 20 coarse labels in CIFAR-100, each with 5 associated fine labels. We represent this structure as a DAG G, with a single root whose children are the coarse labels. Each coarse label is an interior node of the DAG whose child nodes are its associated fine labels. For example, the coarse label "flowers" has child nodes "orchids", "poppies", "roses", "sunflowers", and "tulips". The root node has an associated symmetric Dirichlet distribution with parameter α = 0.1 over the coarse labels, and each coarse label has a symmetric Dirichlet distribution with parameter β = 10.0.
To create clients, we associate each client to a document. That is, we draw a multinomial distribution from the Dirichlet prior at the root (Dir(α) ) and a multinomial distribution from the Dirichlet prior at each coarse label (Dir(β)). To create the client dataset, we draw samples from this DAG using Pachinko allocation. This gives us some fine label leaf node. We then draw a random sample from CIFAR-100 with the given fine label, and assign it to the client's dataset. We do this 100 times for 500 distinct clients.
While more complicated than simply using LDA over the labels, this approach creates more realistic heterogeneity among client datasets. In particular, this leads to correlations between label frequencies for fine labels within the same coarse label set. Intuitively, if a client corresponds to an edge device with many pictures of dolphins, they are more likely to also have pictures of whales. We set our dirichlet parameters α and β to reflect this; By using a small α at the root, client datsets become more likely to focus on a few coarse labels. By using a larger β for the coarse-to-fine label distributions, we increase the likelihood that the clients have multiple fine labels from the same coarse label.
There is one important nuance in the above. Once we sample a fine label using PAM, we then randomly select an element of CIFAR-100 with the same fine label, but without replacement. This ensure that no two clients have overlapping examples. To do this, we generate client datasets in order. Suppose that we have just sampled fine label y with coarse label c for client m. Further suppose that there is only one remaining example (x, c, y) in CIFAR-100 with image x, coarse label c and fine label y that has not already been allocated to a client. We assign (x, c, y) to client m's dataset. We then remove the leaf node y from the DAG G used with PAM, so that future clients cannot sample y. We must remove outcome y from the multinomial distribution θ c that client m has associated to coarse label c, which we refer to as renormalization with respect to y (see Algorithm 6). If i has no remaining children after pruning node j, we also remove node i from the graph and re-normalize the root multinomial distribution θ r with respect to c. For all subsequent clients, we draw multinomials from this pruned G according to symmetric Dirichlet distributions with the same parameters as before, but with one fewer category.
Algorithm 5 Creating a federated CIFAR-100
We now introduce notation for a full version of our algorithm. Let C denote the set of fine labels and Y the set of fine labels. We let S denote the overall CIFAR-100 dataset, consisting of examples of the form (x, c, y) where x is an image vector, c ∈ C is a coarse label set, and y ∈ Y is a fine label satisfying y ∈ c. Given c ∈ C, y ∈ Y, we let S c and S y denote the set of examples in S with coarse label c and fine label y (respectively). Given a node v ∈ G (which can either be the root r, a coarse label, or a fine label), we let |G[v]| denote the set of children of v in G. For γ ∈ R, we let Dir(γ, k) denote the symmetric Dirichlet distribution with k categories. We let M denote the number of clients, N denote the number of examples per client, and D m denote the dataset for client m ∈ {1, · · · , M }. A full description of our method for creating a federated CIFAR-100, using this notation, is given in Algorithm 5. For our experiments, we use N = 100, M = 500, α = 0.1, β = 10.
In Figure 5 , we plot the distribution of unique labels among the 500 training clients. We see that each client has only a fraction of the overall labels in the distribution. Moreover, there is some variance to the number of unique clients, with most having between 20 and 30, and some having over 40. Other client datasets have very small numbers of unique labels. While this is primarily an artifact of performing without replacement sampling, this helps increase the heterogeneity of the dataset in a way that reflects practical concerns. In many settings, clients may only have a few types of labels in their datset.
Preprocessing CIFAR-100 consists of images with 3 channels of 32 × 32 pixels each. Each pixel is represented by an unsigned int8. As is standard with CIFAR-100, we perform preprocessing on both training and test images. For training images, we perform a random crop to shape (24, 24, 3), followed by a random horizontal flip. For testing images, we centrally crop the image to (24, 24, 3) . For both training and testing images, we then normalize the pixel values according to their mean and standard deviation. Namely, given an image x, we compute (x − µ)/σ where µ is the average of the pixel values in x, and σ is the standard deviation.
B.2 EMNIST
EMNIST consists of images of digits and upper and lower case English characters, with 62 total classes. The federated version of EMNIST (Caldas et al., 2018) partitions the digits by their author. The dataset has natural heterogeneity stemming from the writing style of each person. We perform two distinct tasks on EMNIST, autoencoder training (EMNIST AE) and character recognition (EMNIST CR). For EMNIST AE, we train the "MNIST" autoencoder . This is a densely connected autoencoder with layers of size (28 × 28) − 1000 − 500 − 250 − 30 and a symmetric decoder. A full description of the model is in Table 4 . For EMNIST CR, we use a convolutional network. The network has two convolutional layers (with 3 × 3 kernels), max pooling, and dropout, followed by a 128 unit dense layer. A full description of the model is in Table 5 . 
B.3 Shakespeare
Shakespeare is a language modeling dataset built from the collective works of William Shakespeare. In this dataset, each client corresponds to a speaking role with at least two lines. The dataset consists of 715 clients. Each client's lines are partitioned into training and test sets. Here, the task is to do next character prediction. We use an RNN that first takes a series of characters as input and embeds each of them into a learned 8-dimensional space. The embedded characters are then passed through 2 LSTM layers, each with 256 nodes, followed by a densely connected softmax output layer. We split the lines of each speaking role into into sequences of 80 characters, padding if necessary. We use a vocabulary size of 90; 86 for the characters contained in the Shakespeare dataset, and 4 extra characters for padding, out-of-vocabular, beginning of line and end of line tokens. We train our model to take a sequence of 80 characters, and predict a sequence of 80 characters formed by shifting the input sequence by one (so that its last character is the new character we are actually trying to predict). Therefore, our output dimension is 80 × 90. A full description of the model is in Table 6 . 
B.4 StackOverflow
StackOverflow is a language modeling dataset consisting of question and answers from the question and answer site, StackOverflow. The questions and answers also have associated metadata, including tags. The dataset contains 342,477 unique users which we use as clients. We perform two tasks on this dataset: tag prediction via logistic regression (StackOverflow LR), and next-word prediction (StackOverflow NWP). For both tasks, we restrict to the 10,000 most frequently used words. For StackOverflow LR and NWP, we restrict to at most 500 and 128 sentences per user (respectively) for the client datasets. For StackOverflow LR, we restrict to the 500 most frequent tags and adopt a one-versus-rest classification strategy, where each question/answer is represented as a bag-of-words vector (normalized to have sum 1). For StackOverflow NWP, we perform padding and truncation to ensure that sentences have 20 words, and then represent the sentence as a sequence of indices corresponding to the 10,000 frequently used words, as well as indices representing padding, out-of-vocabulary words, beginning of sentence, and end of sentence. We perform next word prediction on these sequences using an RNN that embeds each word in a sentence into a learned 96-dimensional space. It then feeds the embedded words into a single LSTM layer of hidden dimension 670, followed by a densely connected softmax output layer. A full description of the model is in Table 7 . The metrics reported in the main body are top-1 accuracy over the proper 10,000-word vocabulary; that is, they do not include padding, out-of-vocab, or beginning or end of sentence tokens. Throughout our experiments, we compare the performance of different instantiations of Algorithm 2 that use different server optimizers. We use SGD, SGD with momentum (denoted SGDM), ADAGRAD, ADAM, and YOGI. For the client optimizer, we use mini-batch SGD throughout. For all tasks, we initially tune the client learning rate η l and server learning rate η over the grids {10 −4 , 10 −3 , 10 −2 , 10 −1 , 1} and {10 −3 , 10 −2 , 10 −1 , 1, 10} respectively. For EMNIST and Shakespeare, we then refine the grid based on an initial round of experiments in order to provide more accurate results. For CIFAR-100 and StackOverflow NWP, we do no further tuning due to the relatively long training times. When comparing our algorithms to FEDAVG, we use the same client learning rate grid used for the other optimizers, and set η = 1 (as is implicitly done in Algorithm 1). Full descriptions of the per-task server and client learning rate grids are given in Appendix C.2
Given the large number of hyperparameters to tune with the aforementioned methods, and to avoid conflating variables, we fix the batch size at a per-task level. We use a batch size of 20 for CIFAR-100 and EMNIST, a batch size of 4 for Shakespeare (due to the small number of examples available at some clients), and a batch size of 16 for StackOverflow.
We fix momentum terms of 0.9 throughout for FEDAVGM and the adaptive optimizers. For the adaptive optimizers, we fix the numerical stability constant to be 0.01. This is a larger value than is typically used in centralized training. However, we found that due to the heterogeneity of the client datasets, especially StackOverflow, larger values of generally stabilized the convergence of adaptive optimizers. For FEDADAM and FEDYOGI, we fix β 2 = 0.99, while for FEDADAGRAD, we set the initial accumulator to 0.1. For FEDYOGI, we set the initial accumulator according to the strategy outlined by : we use the average of the squares of the coordinates of the gradient, where the gradient is evaluated at the initial model, averaged over multiple batches. A full description of the initialization is given in Appendix C.5.
C.2 Client and server learning rate grids
Below, we give the client learning rate (η l in Algorithm 2) and server learning rate (η in Algorithm 2) grids used for each task.
CIFAR-100:
η l ∈ {10 −4 , 10 −3 , 10 −2 , 10 −1 , 1} η ∈ {10 −3 , 10 −2 , 10 −1 , 1, 10}
EMNIST AE: η 1 ∈ {0.01, 0.05, 0.1, 0.5, 1, 5, 10} η ∈ {10 −3 , 10 −2 , 10 −1 , 1, 10}
EMNIST CR: η l ∈ {10 −4 , 10 −3 , 10 −2 , 10 −1 , 1} η ∈ {10 −3 , 10 −2.5 , 10 −2 , 10 −1.5 , 10 −1 , 10 −0.5 , 1, 10 0.5 , 10}
Shakespeare: η l ∈ {10 −2.5 , 10 −2 , 10 −1.5 , 10 −1 , 10 −0.5 , 1, 10 0.5 , 10}
η ∈ {10 −2 , 10 −1.5 , 10 −1 , 10 −0.5 , 1, 10 0.5 , 10}
StackOverflow LR: η l ∈ {0.01, 0.05, 0.1, 0.5, 1, 5, 10}
η ∈ {10 −3 , 10 −2 , 10 −1 , 1, 10}
StackOverflow NWP: η l ∈ {10 −4 , 10 −3 , 10 −2 , 10 −1 , 1} η ∈ {10 −3 , 10 −2 , 10 −1 , 1, 10}
C.3 Per-task batch sizes
We fix the batch sizes used in our experiments at a per-task level. When comparing centralized training to federated training in Section 5.2, we use the same batch size in both federated and centralized training. A full summary of the batch sizes is given in Table 8 . C.4 Learning rates used in Section 5.1 and 5.2
In this section, we present, for each optimizer, the best client and server learning rates found for the tasks discussed in Section 5.1. Specifically, these are the learning rates used in Figures 1 and 2 , as well as Table 2 . We also give the optimal learning rates hyperparameters for the experiments in Table 3 . The accuracies in Table 2 are obtained using the learning rates in Tables 9 and 10. The accuracies in Table 3 are obtained using the learning rates in Table 11 . Table 9 : The client learning rate (η l ) and server learning rate (η) that achieve the accuracies from Table 2 . See Appendix C.2 for a full description of the grids.
FEDADAGRAD FEDADAM FEDYOGI FEDAVGM FEDAVG η l η η l η η l η η l η η l η STACKOVERFLOW LR 0.5 10 0.5 1 5 1 1 10 5 1 EMNIST AE 10 0.1 5 0.1 5 0.1 1 1 5 1 Table 10 : The base-10 logarithm of the client (η l ) and server (η) learning rate combinations that achieve the accuracies from Table 2 . See Appendix C.2 for a full description of the grids.
FEDADAGRAD FEDADAM FEDYOGI FEDAVGM FEDAVG η l η η l η η l η η l η η l η CIFAR-100 -1 0 -1 -1 -1 -1 -1 0 -1 0 EMNIST CR -1 -1 ⁄2 -3 0 -3 1 ⁄2 -2 1 ⁄2 -1 0 SHAKESPEARE 0 -1 ⁄2 1 ⁄2 -2 1 ⁄2 -2 1 ⁄2 -3 ⁄2 0 0 STACKOVERFLOW NWP -1 0 -1 1 -1 1 -1 0 -1 0 Table 11 : The base-10 logarithm of the client (η l ) and server (η) learning rate combinations that achieve the accuracies from Table 3 on the EMNIST character recognition task.
FEDADAGRAD FEDADAM FEDYOGI FEDAVGM FEDAVG
η l η η l η η l η η l η η l η CONSTANT -1 -1 ⁄2 -3 0 -3 1 ⁄2 -2 1 ⁄2 -1 0 INVSQRT -1 0 -2 0 -2 0 -2 1 ⁄2 -1 1 ⁄2 EXPDECAY -2 0 -3 0 -2 -1 ⁄2 -2 0 -2 1 ⁄2
C.5 Finding initial accumulator values for FEDYOGI
In the course of our experiments, we found that YOGI was sensitive to the choice of initial accumulator value. Mirroring , we set the initial accumulator value per dataset, model, and loss function triplet. We do this by estimating the average of the square value of the gradient of the loss function, evlauated at the initial model point.
Formally, let f (w; z) denote the loss of a model w ∈ R d at a sample z. Let w 0 be the initial value of the model. We then sample multiple batches B 1 , . . . , B k of data from the overall dataset. To set the initial accumulator value, we compute
Recall that · refers to the 2 norm. We use ζ as the initial accumulator value of YOGI for the given model, dataset, and loss function combination. To sample these batches in federated learning, we select 1% of the clients uniformly at random, without replacement. For each client selected, we sample a random batch from the client's dataset uniformly at random, without replacement. Note that the batch size used is the same as the client batch size used during federated training. Finally, we note that for StackOverflow, we only select 0.1% of the clients, due to the large number of clients.
D Additional Experimental Results
D.1 Comparing client learning rate schedules on EMNIST CR
In Figure 6 , we compare the performance of adaptive optimizers on the EMNIST character recognition task using two different types of client learning rate decay schedules: an inverse square root decay, and an exponential decay where the client learning rate decays by a factor of 0.1 every 500 rounds. We also compare to a constant learniing rate. Our results show that while both learning rate schedules can offer improvement over constant learning rates, exponential decay tends to better across all optimizers. Figure 6 : Comparing exponential decay and inverse square root decay client learning rate schedules to constant client learning rates. We plot the accuracy of adaptive server optimizers with the aforementioned client learning rate scheduless on the EMNIST character recognition task. In all settings, we select 10 clients per round and perform 10 local client epochs.
In Figure 7 , we compare the accuracy of different federated optimizers with a staircase exponential decay client learning rate schedule. We also plot the maximum accuracy up to a given round for presentation purposes. We find that all optimizers benefit from the exponential decay schedule when we tune the learning rate. However, if we were to simply adapt FEDAVG with a client learning rate schedule (fixing a server learning rate of η = 1), the resulting algorithm does significantly worse than the adaptive optimizers. It also does worse than FEDAVG on the server with a tuned learning rate of η = √ 10. While FEDAVG with a constant server learning rate of η = 1 may be sufficient for some tasks, client learning rate schedules increase the need for server learning rate tuning. : Accuracy of different optimizers on the EMNIST classification task using a staircase exponential decay schedule for the client learning rates. On the left we plot accuracy at a given round, while on the right we plot the maximum accuracy up to a given round. We use 10 local client epochs and 10 clients per round
