Patients with end-stage renal disease (ESRD) experience unique patterns in their lifetime, such as the start of dialysis and renal transplantation. In addition, there is also an intricate link between ESRD and biological time patterns. In terms of cyclic patterns, the circadian blood pressure (BP) rhythm can be flattened, contributing to allostatic load, whereas the circadian temperature rhythm is related to the decline in BP during hemodialysis (HD). Seasonal variations in BP and interdialytic-weight gain have been observed in ESRD patients in addition to a profound relative increase in mortality during the winter period. Moreover, nonphysiological treatment patters are imposed in HD patients, leading to an excess mortality at the end of the long interdialytic interval. Recently, new evidence has emerged on the prognostic impact of trajectories of common clinical and laboratory parameters such as BP, body temperature, and serum albumin, in addition to single point in time measurements. Backward analysis of changes in cardiovascular, nutritional, and inflammatory parameters before the occurrence as hospitalization or death has shown that changes may already occur within months to even 1-2 years before the event, possibly providing a window of opportunity for earlier interventions. Disturbances in physiological variability, such as in heart rate, characterized by a loss of fractal patterns, are associated with increased mortality. In addition, an increase in random variability in different parameters such as BP and sodium is also associated with adverse outcomes. Novel techniques, based on time-dependent analysis of variability and trends and interactions of multiple physiological and laboratory parameters, for which machine-learning approaches may be necessary, are likely of help to the clinician in the future. However, upcoming research should also evaluate whether dynamic patterns observed in large epidemiological studies have relevance for the individual risk profile of the patient.
nostic impact of trajectories of common clinical and laboratory parameters such as BP, body temperature, and serum albumin, in addition to single point in time measurements. Backward analysis of changes in cardiovascular, nutritional, and inflammatory parameters before the occurrence as hospitalization or death has shown that changes may already occur within months to even 1-2 years before the event, possibly providing a window of opportunity for earlier interventions. Disturbances in physiological variability, such as in heart rate, characterized by a loss of fractal patterns, are associated with increased mortality. In addition, an increase in random variability in different parameters such as BP and sodium is also associated with adverse outcomes. Novel techniques, based on time-dependent analysis of variability and trends and interactions of multiple physiological and laboratory parameters, for which machine-learning approaches may be necessary, are likely of help to the clinician in the future. However, upcoming research should also evaluate whether dynamic patterns observed in large epidemiological studies have relevance for the individual risk profile of the patient.
Introduction
Patients with renal disease experience time patterns that are different from those of healthy subjects. Chronic kidney disease (CKD) often progresses through the course of time [1] , a dynamic that may depend on the cause of renal failure [2] , the presence of albuminuria [3] , or other risk factors such as hypertension, fluid overload, or heart failure [1] . Moreover, the patient can experience 2 unique transitions in their life course, that is, the start of dialysis, when the patient becomes dependent for survival upon extracorporeal therapy [4] , as well as renal transplantation, during which independence from dialysis is regained. Nonphysiological external time patterns are imposed especially on hemodialysis (HD) patients, most notably through the generally prescribed 4 h-thrice weekly schedule. Renal failure can also have a profound interaction with biological time. Biological time can be subdivided into physiological, which can in turn be cyclical or noncyclical, and nonphysiological patterns [5] . Moreover, recent evidence showed that risk factors in different domains, which usually are interpreted either in isolation or at a static point in time, can follow distinct trajectories that may be of importance for the development of future dynamic risk models. In addition, patients with end-stage renal disease (ESRD) can also experience alterations in the "miles on the clock," that is, an accelerated aging process -a topic that has been extensively covered in recent papers [6, 7] but not discussed in the present review.
Changes in biological time patterns are deeply connected to the pathophysiology of complications of renal disease. In this review, we discuss alterations in physiological time patterns, as well as dynamic trajectories of risk factors and the relevance of (non)-physiologic variability in patients with ESRD.
Physiological Time Patterns and the Impact of Renal Disease Cyclical Time Patterns
Cyclical rhythms have strongly preserved evolutionary roots and serve to align the organism with the changing demands of the environment [5] . The most prominent rhythms are circadian and seasonal rhythms (Fig. 1) , although recently also a circaseptan (7-day) rhythm in renal sodium excretion has been discovered [8] .
Circadian Patterns
Circadian rhythms allow for the adaptation of the organism to the day-night cycle and coordinate the response when it is most needed [9] . While the master regulator of circadian rhythmicity is located in the suprachiasmatic nucleus, the synchronization with peripheral oscillators, environmental and metabolic cues is essential for physiological fine tuning [10] . Peripheral clocks are also located in the kidney and regulate physiologic processes such as glomerular filtration rate and sodium excretion [10] . The circadian blood pressure (BP) rhythm is a complex phenomenon in which multiple exogenous and endogenous factors, such as the wake/sleep cycle, physical activity, the autonomic nervous system but also other neurohumoral systems, such as the renin-angiotensin and cortisol systems are involved [11] [12] [13] [14] .
A so-called non-dipping pattern in the circadian BP cycles is associated with increased left ventricular hypertrophy and worsened prognosis [15] . It is likely caused by an increased BP load or a tonic increase in sympathetic tone. Abnormalities in the circadian BP rhythm are very common in CKD, and carry adverse prognostic significance [5, 13] , although one study showed that this was mainly explained by common risk factors present in parallel [16] .
In contrast, the circadian temperature rhythm seems to generally be intact in patients with ESRD. An interesting relationship was observed between circadian temperature changes and intradialytic hemodynamics. Declines in BP are accompanied by increases in body temperature during dialysis, which are involved in the pathogenesis of intradialytic hypotension by causing a reflex vasodilation [17] . The causes of the increase in body temperature during dialysis are partly explained by an initial response to hypovolemia through "skin isolation" due to peripheral vasoconstriction in response to ultrafiltration [18] . The importance of other factors was shown by the observation that body temperature still increased during dialysis without ultrafiltration [19] . In a study of 2004 HD patients, the strongest intradialytic increase in body temperature was observed during the morning shift, which coincided with the shift with the highest risk of intradialytic hypotension [20] . Moreover, this study confirmed the relationship between increases in core temperature and intradialytic drops in BP [20] . In the study of Sands et al. [21] , the lowest incidence of intradialytic hypotension was observed during the evening shift, notably a time with the smallest increase in core temperature [20] . Admittedly, this association does not prove causality because patient selection may also be involved. Moreover, studies in healthy subjects showed that a circadian increase in body temperature was actually associated with skin vasoconstriction [22] . In addition to physiological rhythms, there also appears to be a circadian pattern in the risk of death in dialysis patients. In a study in 459 dialysis patients, morning death occurred 25% more often than expected [23] . While the exact reasons remain to be elucidated, the morning surge in catecholamines may be involved.
Seasonal Patterns
The most pronounced infradian rhythm is the seasonal rhythm. Seasonal patterns in BP, hospitalizations and mortality have been observed in the general population [24, 25] . In ESRD patients, the use of electronic health records in dialysis patients has facilitated the additional study of specific patterns in laboratory and clinical parameters.
In a study in 15,056 HD patients treated in Renal Research Institute clinics, we observed clear seasonal patterns in predialysis systolic BP, predialysis body temperature, interdialytic weight gain (IDWG), and intradialytic changes in systolic BP and body temperature [26] . Predialysis systolic BP and IDWG are higher in winter months compared to summer. These findings on seasonal differences in physiological parameters are consistent with observations in nonuremic subjects [27] . However, it is likely that uremia-specific factors also play an important role in their pathogenesis. Given the strong relationship between volume overload and hypertension in dialysis patients, the increases in predialysis systolic BP in winter are likely to an extent related to a larger increase in IDWG. This seasonal increase in IDWG is likely caused by increased fluid and salt intake during the winter months and additionally by reduced perspiration and fluid loss [28, 29] . Yet, in one study in peritoneal dialysis patients, no difference in fluid state, assessed by bioimpedance, over the winter months has been observed [30] . By contrast, in another study evaluating seasonal differences in body composition, fluid overload was higher in the spring and summer period [31] . It is therefore possible that other factors also influence the difference in BP between the different seasons, such as sympathetic activity, vascular tone, and vitamin D levels [32] [33] [34] . Data from the Monitoring Dialysis Outcomes initiative showed comparable differences on a global level, with phase-shifted inverse patterns between the Northern and Southern hemispheres [35] . Interestingly, seasonal differences in body composition, with a higher fat mass in the winter and higher lean body mass in the summer, were observed [31] .
In addition, mortality in dialysis patients was significantly and consistently different between seasons with highest mortality in the winter and lowest in the summer months, both in a US population as well as at an international level [26, 35] (Fig. 2) . In the US study, mortality was especially pronounced in the winter months in relatively younger patients (< 75 years old). This is in some contrast to a non-dialysis population where especially in the older population mortality is associated with season [24] . Possibly, the reason for the pronounced seasonal mortality differences in younger dialysis patients is explained by a higher prevalence of frailty and hence an increased susceptibility to failure of homeostatic mechanisms as compared to the general population [36] [37] [38] .
Next to overall mortality, cardiovascular mortality was also significantly higher in the winter. Somewhat surprisingly, in our study, infection-related mortality did not differ between seasons even though neutrophil to lymphocyte ratio (a marker of inflammation) was higher during these months [26] . A study in 7,293 Caucasians showed that serum immunoglobulin A (IgA) levels are highest in winter. The surfaces of the gastrointestinal, respiratory, and genitourinary tracts represent major sites of potential attack by invading micro-organisms and IgA, as the principal antibody class in the secretions that bathe these mucosal surfaces, is an important first line of defense against infection [39] . Yet, while infection-related mortality was not found to be higher in the winter months, it is possible that infections contributed to CVD mortality [40] . Although it is unclear to which extent seasonal patterns are clearly modifiable, seasonality in mortality and physiologic parameters should be taken into account in designs and analysis of epidemiologic studies.
Imposed Time Schedules: The Thrice Weekly Schedule
One of the most unphysiologic time schedules in HD patients is when weekdays are included. For societal reasons, the Sunday is generally not considered a regular day for dialysis, which means that patients are generally confined to an nonphysiological schedule of two 44-h and one 68-h interval, during which uremic toxins, electrolytes, and excess water and salt accumulate [41] [42] [43] . Various studies have shown that the long time interval is associated with an increased risk of sudden cardiac death, overall mortality, and cardiovascular mortality. Next to this, the intermittent nature of the HD treatment can impose a major circulatory stress on the body, commonly resulting in complications such as intradialytic hypotension [44] [45] [46] . Further evidence about the relevance of the interdialytic interval has emerged from a study in 66 patients by Roy-Chaudhury et al. [47] using implantable loop recorders over a 6-month period. In this study, the risk of arrhythmias, predominantly bradycardias and ventricular tachycardias, was the highest around the first dialysis session of the week and in the last 12 h of the long inter dialytic interval. This study corroborates results of an earlier study by Wong et al. [48] using an implantable cardiac recorder, during which the long interdialytic period and the first weekly dialysis session were found to be the periods with the highest risk for arrhythmias. Also in this study, sudden cardiac death was predominantly preceded by bradycardias.
Moreover, the long interdialytic interval imposes higher ultrafiltration rates, which are inherently associated with increased mortality and also with reduced perfusion of vital organs such as the brain and the heart [49, 50] . Therefore, the long interdialytic interval may be detrimental because of aggravating fluid overload and the risk of hyperkalemia during the end of the long interdialytic interval and increase in hemodynamic stress and electrolyte imbalance during the first HD session of the week. It is therefore logical that following earlier recommendations by dialysis pioneers such as Belding Scribner, new call has been made for introduction of every other day dialysis [51] . Although in a pilot study, adoption of an every other day dialysis approach resulted, among others, in an improvement in BP control and left ventricular mass [52] , it will likely have to pass many financial and practical obstacles before widespread implementation [51] .
The Arrow of Time

Predicting the Future: Forward Trajectories
Given the vulnerability of the dialysis population, it is of greatest importance to identify patients at risk, particularly since timely interventions might prevent deterioration of a clinical situation before reaching a point of no return. Various outcome risk factors have been identified in ESRD, generally related to CV, nutritional, and inflammatory domains, or to abnormalities of mineral metabolism. Factors in each of these domains, such as low systolic BP, fluid overload, indicators of inflammation such as elevated levels of C-reactive protein and/or low serum albumin levels, or hyperphosphatemia have strong associations with mortality. However, the combination of risk factors may be even more powerful, especially when different dimensions are combined [53] but not always when parameters reflecting a single domain are combined [54] .
Not only a combination of risk factors but also their persistence over time appears to be predictive of outcome. When studying patients stratified into subgroups based on the presence or absence of fluid overload and inflammation, additionally accounting for the change in these parameters during a 3-month period, a nearly ninefold increased risk of mortality was observed in those with a continuing, persistent presence of both risk factors [53] . In a study by Zoccali et al. [55] , the highest risk was observed in patients with low systolic BP and persistent fluid overload over a 1-year period.
When looking at dynamics in risk factors, "forwardlooking" approaches starts from a certain point in timesuch as initiation of dialysis -and tracks patients forward in time. It has been shown that trajectories of common clinical and laboratory parameters following the start of dialysis were related to increased mortality. This was true even for downward trends in serum albumin and body weight, and both upward and downward trends of predialytic systolic BP and body temperature [56] [57] [58] [59] [60] (Fig. 3) . However, the relation between changes in systolic BP and body weight following the start of dialysis is complex. In a study by the Tassin group, a decline in BP in the first year following the start of dialysis was actually associated with an improved survival [61] . Most likely, discrepancies in the literature can be solved only by taking the interaction between both parameters and fluid status into account. Recently, also the potential relevance of trajectories in the phase preceding the start of dialysis was observed. When comparing patients who survived or did not survive the first year on dialysis, the latter group showed not only a lower systolic BP 12 months before dialysis but also a significantly larger downward trend in the year preceding the start of dialysis as compared to survivors [62] (Fig. 4) .
The immediate period following the start of dialysis (90-120 days) is associated with a high mortality risk [63] . While this period is generally underrepresented in observational studies, early detection of risk factors is of greatest importance in identifying patients who need intensive medical attention. In a study in which patients were followed with weekly intervals during the first year on dialysis, absolute mortality was highest during the first 3 months of dialysis, but the relative risk associated with low systolic BP persisted throughout the entire year [64] .
Learning from the Past: Backward Analysis
Backward-looking approaches select a common end point for all patients, such as hospitalization or death and trace time backwards from this end point. The trajectory of patient parameters before this event can be estimated using statistical techniques such as (smoothing or penalized) spline analysis [65, 66] . This approach demonstrates what happens to patients' parameters before an event of interest on a population level [67] . This could aid both in increasing the understanding the pathophysiology of complications of renal disease, and for the further refinement in the design of predictive risk models and flagging of early warning signals. Using backward analysis, a decline in a composite score of nutritional parameters (albumin, serum phosphate, serum creatinine, equilibrated normalized protein catabolic rate, and IDWG) was observed 1-2 months before hospitalization [68] . In other studies, important variables such as systolic BP and serum albumin were shown to decline, whereas C-reactive protein levels or the neutrophil-tolymphocyte ratio increased before death and/or hospitalization. Importantly, some of these changes already occurred until up to 1 year before the event, which could provide a "window of opportunity" for potential interventions [69, 70] (Fig. 5) . Underlying causes of these trends need to be addressed in more detail in future studies and are they are likely to be multifactorial. Probably, as discussed later in more detail in this review, in addition to the direct consequences of the underlying illness, such as loss of appetite resulting in malnutrition, malfunction of physiological control systems or adaptations of control systems to an unfavorable environment are involved [71] .
Do We Have Evidence That Longitudinal Data Improve Outcome Prediction Models?
Although, as discussed previously, longitudinal data appear to add prognostic information in, its use in prediction models in ESRD is limited at present. The most widely used prognostic models, such as the Cohen, Floege, and REIN models rely on single point-in-time measurements [72] [73] [74] . A recent systematic review of 16 risk prediction models in ESRD patients showed c-statistics between 0.71 and 0.75 with external validation [75] . We recently showed that the inclusion of the dynamics of nutritional score in a Cox model improved the predictive outcome for mortality next to a single point in time measurement but did not yet formally validate this model in an external cohort [76] . There are various proposed statistical techniques to analyze longitudinal data in relation to survival, based on joint modeling approaches that have been discussed in recent reviews, which might be used for the construction of future risk prediction models including dynamics of important variables [77, 78] . Recently, a dynamic prediction model based on "latest-available-measurements" in patients with CKD outperformed a model based on values derived during baseline visits in the prediction of ESRD [79, 80] . In another example, cardiovascular risk prediction in the general population using machine learning and "deep learning" accessing longitudinal data from electronic health records outperformed ACC/AHA Pooled Cohort Risk Equations for 10-year cardiovascular disease (c-statistic 0.78-0.79 vs. 0.73) [119] . One caveat of longitudinal risk prediction models in ESRD patients could be that the predictive value of parameters might partly depend on the interaction with others. As an example, low systolic BP was associated with increased mortality and patients with fluid depletion or fluid overload but an improved survival in normovolemic patients [81] . In addition, a decrease in serum phosphate may be associated with improved outcomes in wellnourished patients but may be predictive of mortality in patients with progressive signs of malnutrition [76] . Possibly, machine-learning approaches, which have preliminarily shown to be successful in outcome prediction for metastatic cancer [82] , may aid in the construction of dynamic risk prediction models in ESRD. However, several caveats with machine-learning approaches have also been mentioned, such as the risk for overfitting and the high sensitivity of nonlinear systems to initial conditions ("butterfly" effect) [83] .
Turbulent Times
Physiological Variability
Noncyclical variation is also an essential prerequisite of life [84] . While relative constancy is desirable for certain parameters, especially those involved in cellular integrity and control such as calcium, pH, glucose, temperature, and osmolality [85] , variability in other physiological parameters is essential for survival [86] . An obvious example is the heart rate response to hypovolemia, contributing to stability in BP despite internal or external disturbances. Under stable conditions in health, heart rate is not entirely regular [87] . Physiological heart rate variability (HRV) indicates an adequate connection between the heart and autonomous nervous system, as well as a coupling between 2 important biological oscillators, that is, respiration and heart rate [87, 88] .
Physiological variability shows either a cyclical (e.g., circadian) or fractal pattern. The latter is characterized by a 1/f (f = frequency) pattern [88] [89] [90] . The 1/f pattern, in which the amplitude of the variations is inversely related to its frequency, remains similar over different time scales. 1/f patterns have been described for a variety of physiological processes, including human gait, HRV, and brain activity. This pattern is a representative of the complexity of a system, and loss of 1/f patterns is believed to be an indicator of a loss or dysfunction of the connection between coupled physiological systems (such as the circulatory and respiratory system in case of HRV). This leads to a disturbance in information transfer between systems due to loss of temporal synchronization [89] , which may lead to impairment in homeostasis [85] . 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 Different disease states, including ESRD, are associated with alterations in HRV, related to the autonomic dysfunction. Disturbances in physiological HRV are associated with an adverse prognosis [91] . In a study of 383 HD patients, a standard deviation of RR intervals below 75 ms was associated with increased cardiovascular and all-cause mortality [92] . Recently, nonlinear analyses of HRV in dialysis patents have also been studied in relation to outcome. Interestingly, a reduction of the fractal component of HRV was associated with an increased mortality in a study in 281 HD patients [93] . The relation between a reduced HRV and outcome may be due to an increased risk for sudden cardiac death [94] . The mechanisms behind reduced HRV in dialysis patients are likely multifactorial and include among others autonomous neuropathy leading to baroreflex arc dysfunction [95] . However, fluid overload, which is an important independent predictor of outcome [53] but also amendable to therapeutic intervention [96] , is also related to reduced HRV [97] .
Nonphysiological Variability
Next to physiological variability, which adapts the organism to environmental changes or serves to align and fine tune different organ systems [87, 90] , and is as such a sign of health, nonphysiological variability is related to adverse outcomes. In contrast to physiological (fractal) variability, which contains relevant information for homeostatic functioning, nonphysiological variability is related to adverse outcomes. Most studies in this subject in ESRD have been performed with BP as the physiologic parameter. The relation between outcome and an increase in BP variability, which is usually expressed by SD (with or without correction for the mean, or as SD of the residuals) [98] [99] [100] has been observed at different time scales. Both an increased BP variability of predialytic, as well as intradialytic systolic BP were related to increased mortality [100] [101] [102] . Possibly, this increased variability is due to a disturbance in baroreceptor control mechanism or to structural cardiovascular abnormalities such as an increase in arterial stiffness [98] . In nonuremic patients, Webb and Rothwell [103] found that in patients who had recently experienced stroke, an increased BP variability was related to reduced HRV and an increase in arterial stiffness. In ESRD patients, ultrafiltration volume and ultrafiltration rate were predictors of intra-dialytic BP variability [104] . In non-renal patients, BP variability was associated with increased brain natriuretic peptide and atrial natriuretic peptide levels suggesting also a role for fluid overload in the pathogenesis [105] . The causes of BP variability may be conceptually described using control theory. In a feedback system, disturbances of the outcome signal from the set point might occur either because of damage of sensor system, when perturbations that are too severe for the system to cope with, or when the gain ("sensitivity") of the feedback system or the effectiveness of effector systems is disturbed, leading to wider, apparently "random" variability around the set point [85] (Fig. 6) . For BP variability, relevant sensor systems include the baroreceptors, perturbations may include fluid status, whereas disturbed effector systems may include the arterial buffering system, as well as the baroreceptor and cardiac function.
The prognostic value of nonphysiologic variability does not seem to be limited to BP. In addition, we also recently observed a relation between variability of predialytic plasma sodium levels and mortality (Ye et al., unpubl. data), suggesting that increased variability may be a generic phenomenon, reflecting impaired homeostatic regulatory mechanisms. However, until now, it has not been investigated whether variability of different parameters, such as BP and serum sodium, are coupled. However, a recent study showed a relation between changes in plasma sodium levels and BP [106] . More research is needed to look at the relation between variability in different parameters at different time scales, and their im- pact on prognosis, and to further explore the relation between variability and phenotypical alterations, such as cardiac failure or frailty [107] .
Critical Transitions
Research from past decades has shown the importance of nonlinear variations in predicting critical transitions reflecting system breakdown [108] . In various systems that are characterized by a loss of resilience, random variability increases before a transition point to an alternative state is reached. This phenomenon has been observed in widely ranging phenomena from ecosystems to epileptic attacks [109, 110] . In addition, the recovery time after stressors is delayed, which may be explained by an impaired efficacy or power of control or effector systems. Systems characterized by a loss of resilience are characterized by rapid transition to an alternative state after minor disturbances [108] , which shows interesting parallels with the rapid loss of homeostatic functioning in patients with the frailty syndrome [111] . The study toward critical transitions in ESRD is still in its infancy. However, a recent study showed longer recovery times in a multidimensional nutritional score after subsequent rehospitalizations [68] (Fig. 7) . Whether the increase in random variability discussed in the previous paragraph indeed precedes a critical transition has not been studied yet in the ESRD population. However, in a recent study, we showed that an incremental increase in variability in systolic BP between 2 different time points was predictive of mortality (Dekker et al., unpubl. data) . More studies of the relationship between variability in various domains over different time scales, critical transitions and outcome are needed to estimate the potential importance of these temporal trends for individual patients.
Premature Aging and Alterations in Time Patterns
In previous papers, causes and consequences of a premature aging in ESRD were extensively discussed [6, 7, 112, 113] . Next to an increase in mortality as compared to age-matched controls, this process is phenotypically characterized by structural abnormalities in various organ systems, such as cardiac hypertrophy, an increase in arterial stiffness, osteopenia, loss of lean tissue mass and a high prevalence of the frailty syndrome even in young dialysis patients [6, 36] . At a (sub)cellular level, telomere attrition, mitochondrial dysfunction with impaired cellular energy metabolism, as well as inhibition of anabolic and stimulation of catabolic processes are observed, as well as cellular transdifferentiation [6, 7, 114] . Causally, next to lifestyle and (epi)genetic factors, an increase in allostatic load (e.g., caused by inflammation), an increase in pro-aging factors such as phosphate, and an impairment of anti-aging mechanisms (e.g., Klotho) may be involved [6, 112, 113] (Fig. 8) . Disturbed time cycles can theoretically also contribute to this process, for example, by an increase in allostatic load through a disturbed circadian BP pattern. On the other hand, the premature aging process may contribute to the disturbed time patterns discussed in the previous paragraphs. Together with the impaired organ cross talk due to the renal disease (loss of "information"), the premature aging process may lead to a reduced resilience of organ systems as well as an impaired functional response to internal and external stressors, with an increased risk of homeostatic failure [71, 107] . These processes can also lead to a disturbance in the control and feedback mechanisms of vital parameters, such as BP, leading to an increase in variability (Fig. 8) . Moreover, the loss of resilience and structural and functional impairment of organ systems can be reflected in the observed trajectories of clinical and laboratory parameters discussed in previous paragraphs. However, we should acknowledge that at present there is still little evidence yet for a relation between phenotypical alterations and disturbed time patterns in ESRD patients, which should be the focus of future studies.
Epidemiological Data and Personalized Medicine
The goal of personalized medicine is to provide a granular classification of patients into subpopulations that differ in their susceptibility to a particular disease, in the biology or prognosis of those diseases they may develop, or in their response to a specific treatment. While technologies such as genomics, proteomics, metabolomics, and transcriptomics are fundamentally important to precision medicine, the patient-level analysis of temporal trajectories may provide further insights well beyond the "static" pattern. Possibly, future integration of panomic and temporal analysis will provide novel means to personalized medicine, which may be aided by machinelearning approaches [115] . Nevertheless, machine-learning approaches, which essentially rely on theory-free associations in the data [83] , may be followed by even "smarter" artificial intelligence approaches, based on causal mediation, and may improve their usefulness in the clinical decision process [116] . Also, the clinical validity of future models should be expressed in terms of out- come prediction, with use of, for example, advanced-care planning, or early detection of potentially intervenable disorders, which may escape the clinician's eye, thus providing a so-called window of opportunity. The authors however fully agree with the statement of Chen and Asch [83] that future models based on artificial intelligence should always be used as an aid to, but not as a replacement of the clinical decision process. Moreover, it should be noted that complicated statistical approaches do not necessarily outperform more simple models [117] . However, methods based on multiple longitudinal covariates, which are at present at a developmental state [118] , have the potential to further improve outcome prediction. Future research on statistical and computational methods for joint modeling multivariate longitudinal variables and survival time with massive data is needed.
Conclusion
There is a pronounced effect of ESRD on cyclical physiological time patterns, as shown by abnormalities in the circadian BP rhythm. On the other hand, seasonal patterns have a strong relation with variations in various risk factors, but also mortality in ESRD patients. Longitudinal trajectories of risk factors have an additive predictive power that is superior to single point-in-time measurements and may improve the calculation of the risk profile and provide a "window of opportunity" for more timely interventions. In addition, analysis of backward patterns from an event such as hospitalization or death may further refine these models, although it should be evaluated in future trials whether these epidemiological patterns have relevance for individual patients. Unlike physiological variability, characterized by a fractal patterns, an increase in apparently random variability in parameters such as BP is also associated with a higher risk of mortality. Whether this increase in variability is a general reflection of impaired homeostasis, and/or related to phenotypical abnormalities such as frailty should be evaluated in future trials.
