Consider the multivariate nonparametric regression model. It is shown that estimators based on sparsely connected deep neural networks with ReLU activation function and properly chosen network architecture achieve the minimax rates of convergence (up to log n-factors) under a general composition assumption on the regression function. The framework includes many well-studied structural constraints such as (generalized) additive models. While there is a lot of flexibility in the network architecture, the tuning parameter is the sparsity of the network. Specifically, we consider large networks with number of potential parameters being much bigger than the sample size. The analysis gives some insights why multilayer feedforward neural networks perform well in practice. Interestingly, the depth (number of layers) of the neural network architectures plays an important role and our theory suggests that scaling the network depth with the logarithm of the sample size is natural.
Introduction
In the nonparametric regression model with random design, we observe n i.i.d. vectors X i ∈ [0, 1] d and n responses Y i ∈ R from the model Y i = f (X i ) + ε i , i = 1, . . . , n.
(1.1)
Various methods exist that allow to estimate the regression function nonparametrically, including kernel smoothing, series estimators/wavelets and splines, cf. [13, 40, 38] . In this work, we consider fitting a multilayer feedforward artificial neural network to the data. It is shown that the estimator achieves nearly optimal convergence rates under various constraints on the regression function.
Multilayer (or deep) neural networks have been successfully trained recently to achieve impressive results for complicated tasks such as object detection on images and speech recognition. Deep learning is now considered to be the state-of-the art for these tasks. But there is a lack of theoretical understanding. One problem is that fitting a neural network to data is highly non-linear in the parameters. Moreover, the function class is non-convex and different regularization methods are combined in practice.
This article is inspired by the idea to build a statistical theory that provides some understanding of these procedures. As the full method is too complex to be theoretically tractable, we need to make some selection of important characteristics that we believe are crucial for the success of the procedure.
To fit a neural network, an activation function σ : R → R needs to be chosen. Traditionally, sigmoidal activation functions were employed. Recall that an activation function is called sigmoidal if it can be written as cumulative distribution function of a real valued random variable. For deep neural networks, however, there is a clear gain using the nonsigmoidal rectifier linear unit (ReLU) σ(x) = max(x, 0) = (x) + . Indeed, in practice the ReLU outperforms other activation functions with respect to the statistical performance and the computational cost, cf. [11] . While most of the existing statistical theory deals with sigmoidal activation functions, we provide statistical theory for deep neural networks with ReLU activation function.
The statistical analysis for the ReLU activation function is quite different from earlier approaches and we discuss this in more detail in the overview on related literature in Section 4. Viewed as a nonparametric method the ReLU has some surprising properties. To explain this, notice that deep networks with ReLU activation produce functions that are piecewise linear in the input. Nonparametric methods which are based on piecewise linear approximations are typically not able to capture higher-order smoothness in the signal and are rate-optimal only up to smoothness index two. Interestingly, we can show that the ReLU combined with a deep network architecture achieves near minimax rates for arbitrary smoothness of the regression function.
The number of hidden layers of state-of-the-art network architectures has been growing over the past years, cf. [36] . There are versions of the recently developed deep network ResNet which are based on 152 layers, cf. [15] . Our analysis indicates that for the ReLU activation function the network depth should scale with the logarithm of the sample size. This suggests, that for larger samples, additional hidden layers should be added.
Recent deep architectures include more parameters than training samples. The well-known AlexNet [26] for instance is based on 60 million network parameters using only 1.2 million samples. We account for high-dimensional parameter spaces in our analysis by assuming that the number of potential network parameters is bounded by an arbitrary power of the sample size. To avoid overfitting, some sort of regularization or sparsity has to be incorporated. In the deep networks literature, one option is to make the network thinner assuming that only few parameters are non-zero (or active), cf. [12] , Section 7.10. Our analysis shows that the number of non-zero parameters plays the role of the effective model dimension and -as common in non-parametric regression -needs to be chosen carefully.
Existing statistical theory often requires that the size of the network parameters tends to infinity as the sample size increases. In practice, estimated network weights are, however, rather small. We can incorporate small parameters in our theory, proving that it is sufficient to consider neural networks with all network parameters bounded in absolute value by one.
Multilayer neural networks are typically applied to high-dimensional input. Without additional structure in the signal besides smoothness, nonparametric estimation rates are then slow because of the well-known curse of dimensionality. This means that no statistical procedure can do well regarding pointwise reconstruction of the signal. Multilayer neural networks are believed to be able to adapt to many different structures in the signal, therefore avoiding the curse of dimensionality and achieving faster rates in many situations. In this work, we stick to the regression setup and show that deep networks can indeed attain faster rates under a hierarchical composition structure assumption on the regression function, which includes (generalized) additive models and the composition models considered in [18, 19, 3, 23, 6 ].
Parts of the success of multilayer neural networks can be explained by the fast algorithms that are available to estimate the network weights from data. These iterative algorithms are based on minimization of some empirical loss function using stochastic gradient descent. To regularize the reconstruction, a common method is to stop after few iterations. Because of the non-convex function space, these gradient descent methods converge to one of the many local minima. It is now widely believed that the risk of most of the local minima is not much larger than the risk of the global minimum, cf. [8] . On the contrary, the statistical estimation theory deals with the estimator minimizing the (global) least-squares functional over a class of network functions. Although this estimator is in general not computable it is conceivable that it has similar properties as an estimator obtained using stochastic gradient descent.
Our setting deviates in two other important features from the computer science literature on deep learning. Firstly, we consider regression and not classification. Secondly, we restrict ourselves in this article to multilayer feedforward artificial neural networks, while most of the many recent deep learning applications have been obtained using convolutional or recurrent neural networks. Although these are limitations, one should be aware that our setting is much more general than previous statistical work on the topic and provides, to the best of our knowledge, for the first time nearly optimal estimation rates for multilayer neural networks with ReLU activation function.
The article is structured as follows. Section 2 introduces multilayer feedforward artificial neural networks. The considered function classes and the main result can be found in Section 3. This part also discusses several specific examples such as additive models. We give an overview of relevant related literature in Section 4. The proof of the main result together with additional discussion can be found in Section 5.
Notation: Vectors are denoted by bold letters, x := (x 1 , . . . , x d ), 0 := (0, . . . , 0), . . . As usual, we define |x| p :
, and write f p := f L p (D) for the L p -norm on D, whenever there is no ambiguity of the domain D. For two sequences (a n ) n and (b n ) n , we write a n b n if there exists a constant C such that a n ≤ Cb n for all n. Moreover, a n b n means that a n b n and b n a n .
Mathematical definition of multilayer neural networks
Fitting a multilayer neural network requires the choice of an activation function σ : R → R and the network architecture. Motivated by the importance in deep learning, we study the rectifier linear unit (ReLU) activation function
The network architecture (L, p) consists of a positive integer L called the number of hidden layers or depth and a width vector p = (p 0 , . . . , p L+1 ) ∈ N L+2 . A neural network with network architecture (L, p) is then any function of the form where W i is a p i × p i−1 weight matrix and v i ∈ R p i is a shift vector. Network functions are therefore build by alternating matrix-vector multiplications with the action of the non-linear activation function σ. In (2.1), it is also possible to omit the shift vectors by considering the input (x, 1) and enlarging the weight matrices by one row and one column with appropriate entries. For our analysis it is, however, more convenient to work with the representation (2.1).
In computer science, neural networks are more commonly introduced via their representation as directed acyclic graph, cf. Figure 1 . Using this equivalent definition, the nodes in the graph (also called units) are arranged in layers. The input layer is the first layer and the output layer the last layer. The layers that lie in between are the hidden layers. The number of hidden layers corresponds to L and the number of units in each layer generates the width vector p. Each node/unit in the graph representation stands for a scalar product of the incoming signal with a weight vector which is then shifted and applied to the activation function.
Given a network function f ( 
with the convention v L+1 := 0. Also define
The upper bound on the uniform norm of f is most of the time dispensable and therefore omitted in the notation. We consider cases where the number of network parameters s is small compared to the total number of parameters.
Recall that we consider the d-variate nonparametric regression model. We therefore must have p 0 = d and p L+1 = 1. The multilayer neural network estimator f is the network in F(L, p, s, F ) that fits the data best in a least squares sense, that is,
To evaluate the statistical performance of this estimator, we derive bounds on the L 2 -risk
The subscript f in E f indicates that the expectation is taken with respect to a sample generated from the nonparametric regression model with regression function f.
Main results
In this section we show that if the number of parameters s is of the right order, the neural network estimator achieves the optimal nonparametric rates (up to log n-factors) over a wide range of function classes with different structural constraints and smoothness properties. We start by defining appropriate function classes.
A simple structural constraint is that the regression function f : [0, 1] d → R can be written as a composition of functions
Nonparametric estimation under this composition assumption has been studied in [19] . Notice that (3.1) generalizes additive models f (x) = d j=1 f j (x j ) by taking g 0 (x) = (f 1 (x 1 ), . . . , f d (x d )) t and g 1 (y) = d j=1 y j . Then, g 1 is arbitrarily smooth and the components of g 0 depend on one variable only. This causes the fast rates that can be obtained for additive models. Assumption (3.1) can also be seen as a generalization of shape constraints such as log-concavity.
To represent higher order structure, such as generalized additive models, (3.1) turns out to be insufficient and we consider instead compositions of arbitrary depth
Denote by g i = (g ij ) t j=1,...,d i the components of g i and let t i be the maximal number of variables on which each of the g ij depends on. Thus, each g ij is a t i -variate function and for specific constraints such as additive models, t i might be much smaller than d i . The single components g 0 , . . . , g q are obviously not identifiable. As we are only interested in estimation of f this causes no problems. Since f : [0, 1] d → R, we must have d 0 = d, a 0 = 0, b 0 = 1 and d q+1 = 1.
The composition assumption in (3.2) occurs very naturally in combination with multilayer neural networks. Notice that nonparametric estimation of f is a challenging task and many estimation techniques such as series estimators/wavelets might not be able to take advantage from the underlying composition structure in the regression function. Slightly more specific function spaces, which alternate between summations and composition of functions, have been considered in [18, 6] . We provide below an example of a function class that can be decomposed in the form (3.2) but is not contained in these spaces.
We assume that each of the functions g ij has some Hölder smoothness. Recall that a function has Hölder smoothness index β if all partial derivatives up to order β exist and are bounded and the partial derivatives of order β are β − β Hölder, where β denotes the largest integer strictly smaller than β. The ball of β-Hölder functions with radius K is then defined as
where we used multi-index notation, that is,
We assume that each of the functions g ij has Hölder smoothness β i . Since g ij is also
For estimation rates in the nonparametric regression model, the crucial quantity is the smoothness of f. If, for instance, q = 1, β 0 , β 1 ≤ 1, d 0 = d 1 = t 0 = t 1 = 1, then f = g 1 • g 0 and f has smoothness β 0 β 1 , cf. [19, 34] . We should then be able to achieve at least the convergence rate n −2β 0 β 1 /(2β 0 β 1 +1) . For β 1 > 1, the rate changes.
Below we see that the estimation rate is described by the effective smoothness indices
, for all i = 0, . . . , q and j = 1, . . . , d i . Let f be the neural network estimator defined in (2.4) for a network class
Then,
The result shows that there is a lot of flexibility in picking a good network architecture as long as the number of active parameters s is taken to be of the right order. Interestingly, the depth L of the network can be chosen without knowledge of the smoothness indices and it is sufficient to know an upper bound on the t i ≤ d i . The network width can also be chosen independent of the smoothness indices by taking n min i p i ≤ max i p i n C . One might wonder whether the sparsity s can be made adaptive by minimizing a penalized least squares problem with an 1 -penalty on the network weights. As this requires much more machinery, the question will be moved to future work.
The number of network parameters in a fully connected network is of the order L i=0 p i p i+1 . This shows that Theorem 1 requires sparse networks. More specifically, the network has at least L i=1 p i − s completely inactive nodes, meaning that all incoming signal is zero.
For convenience, Theorem 1 is stated without explicit constants. The proofs, however, are non-asymptotic although we did not make an attempt to minimize the constants. It is well-known that deep learning outperforms other methods only for large sample sizes. This indicates that the method might be able to adapt to underlying structure in the signal and therefore achieving fast convergence rates but with large constants or remainder terms which spoil the results for small samples. The proof of the upper bound on the risk in Theorem 1 is based on the following oracle-type inequality.
Let f be the neural network estimator defined in (2.4) for a network class F(L, p, s, F ). If V := L+1 =0 (p + 1), then, for any ε > 0, there exists a constant C ε , only depending on ε, such that
Let us remark on the optimality of the rate in Theorem 1. Obviously, the log 2 n-factor is an artifact of the upper bound. For composition of two functions (3.1), [19] derives the minimax rates for sup-norm loss. Unlike the classical nonparametric regression model, the minimax estimation rates for L 2 -loss can be different by a polynomial power in the sample size n. Nevertheless, our rate coincides in most regimes with the rates obtained in Section 4.1 of [19] for q = 1.
A complete proof for a lower bound could be established using the standard multiple testing approach, cf. [38] , Section 2.6. We only sketch the idea here. For simplicity assume that t i = d i = 1 for all i. In this case, the functions g i are univariate and real-valued. Define
as an index for which the estimation rate is obtained. For any α > 0, x α has Hölder smoothness α and for α = 1, the function is infinitely often differentiable and has finite Hölder norm for all smoothness indices. Set g (x) = x for < i * and g (x) = x β ∧1 for > i * . Then,
In this model, the Kullback-Leibler divergence is KL(P f , P g ) = n 2 f − g 2 2 . Take a kernel function K and consider g(x) = h β i * K(x/h). Under standard assumptions on K, g has Hölder smoothness index β i * . Now we can generate two hypotheses f 0 (x) = 0 and f 1 ( [38] , this shows that the pointwise rate of convergence is
. This matches with the upper bound since t i = 1 for all i. In a similar fashion, we can extend the number of hypotheses to obtain rates with respect to L 2 -loss.
Examples: There are several well-studied special cases in which the estimation rate in Theorem 1 leads to a simpler expression.
Additive models: In an additive model the regression function has the form
As mentioned above this can be written as f = g 1 • g 0 with d 1 = d, t 0 = 1, and
This coincides up to the log 2 n-factor with the minimax estimation rate.
Generalized additive models: Suppose the regression function is of the form
for some unknown link function h : R → R. This can be written as composition of three functions f = g 2 • g 1 • g 0 with g 0 and g 1 as before and
For network architectures satisfying the assumptions of Theorem 1, the bound on the estimation rate becomes
For β = γ ≥ 2 and β, γ integers, Theorem 2.1 of [18] establishes the estimation rate n −2β/(2β+1) which matches with our convergence rate up to the log 2 n-factor.
Multiplicative models: Assume that the function f can be written as
The multiplicative structural constraint can be motivated by series estimators. Series estimators are based on the idea that the unknown function is close to a linear combination of few basis functions, where the approximation error depends on the smoothness of the signal. This means that any
) generates a rich function class.
One should also notice that (3.3) is much more general than series expansions. Firstly, (3.3) will be satisfied whenever there exists a basis such that f has an expansion with finite terms, while for series estimators we need to pick a basis. Secondly, the functions f i are arbitrary and hence do not need to be orthogonal.
We can rewrite (3.3) as a composition of functions
Applying Theorem 1 with γ = (βd) ∨ (d + 1) and γ = N β + 1, the rate for estimators based on suitable network architectures is bounded by
which is unaffected by the curse of dimensionality.
A brief summary of related statistical theory for neural networks
This section is intended as a condensed overview on related literature summarizing main proving strategies for bounds on the statistical risk. To control the stochastic error of neural networks, bounds on the covering entropy and VC dimension can be found in the monograph [1] . The challenging part in the analysis of neural networks is the approximation theory for multivariate functions. We first recall results for shallow neural networks, that is, neural networks with one hidden layer.
Shallow neural networks and cosine expansions:
A shallow network with one output unit and width vector (d, m, 1) can be written as
The universal approximation theorem states that a neural network with one hidden layer can approximate any continuous function f arbitrarily well with respect to the uniform norm provided there are enough hidden units, cf. [16, 17, 9, 27, 35] . If f has a derivative f , then the derivative of the neural network also approximates f . The number of required hidden units might be, however, extremely large, cf. [33] and [32] .
The essential idea of the universal approximation theory can be described as follows. Recall the addition theorem cos(u) cos(v) = 1 2 (cos(u + v) + cos(u − v)). Using this together with the fact that any function f ∈ L 2 [0, 1] d can be expanded in the tensorized cosine basis, we obtain f (x 1 , . . . , x d ) = (i 1 ,...,i d )∈N d a i 1 ...i d d j=1 cos(i j πx j ) = j c j cos( w t j x) for suitable w j ∈ R d and c j ∈ R. We can bring this then in the form (4.1) by approximating cos(·) through linear combinations of σ(a · +b .
This idea can be sharpened in order to obtain rates of convergence. In [30] the convergence rate n −2β/(2β+d+5) is derived. Compared with the minimax estimation rate this is suboptimal by a polynomial factor. The reason for the loss of performance with this approach is that rewriting the function as a network requires too many parameters.
In [4, 5, 20, 21] a similar strategy is used to derive the rate C f (d log n n ) 1/2 for the squared L 2risk, where C f := |ω| 1 |Ff (ω)|dω and Ff denotes the Fourier transform of f. If C f < ∞ and d is fixed the rate is always n −1/2 up to logarithmic factors. Since i ∂ i f ∞ ≤ C f , this means that C f < ∞ can only hold if f has Hölder smoothness at least one. This rate is difficult to compare with the standard nonparametric rates except for the special case d = 1, where the rate is suboptimal compared with the minimax rate n −2/(2+d) for d-variate functions with smoothness one. More interestingly, the rate C f (d log n n ) 1/2 shows that neural networks can converge fast if the underlying function satisfies some additional structural constraint. In a similar fashion, [2] studies abstract function spaces on which shallow networks achieve fast convergence rates.
Results for multilayer neural networks: [22, 14, 24, 23] use two-layer neural networks with sigmoidal activation function and achieve the nonparametric rate n −2β/(2β+d) up to log n-factors. Unfortunately, the result requires that the activation function is at least as smooth as the signal, cf. Theorem 1 in [6] . It therefore rules out the ReLU activation function.
The activation function σ(x) = x 2 is not of practical relevance but has some interesting theory. Indeed, with one hidden layer, we can generate quadratic polynomials and with L hidden layers polynomials of degree 2 L . For this activation function, the role of the network depth is the polynomial degree and we can use standard results to approximate functions in common function classes. A natural generalization is the class of activation functions satisfying lim x→−∞ x −k σ(x) = 0 and lim x→+∞ x −k σ(x) = 1.
If the growth is at least quadratic (k ≥ 2), the approximation theory has been derived in [31] for deep networks with number of layers scaling with log d. The same class has also been considered recently in [7] . For the approximations to work, the assumption k ≥ 2 is crucial and the same approach does not generalize to the ReLU activation function, which satisfies the growth condition with k = 1, and always produces functions that are piecewise linear in the input.
Approximation theory for the ReLU activation function has been only recently developed in [37, 28, 41] . The key observation is that there are specific deep networks with few units which approximate the square function well. In particular, the function approximation presented in [41] is essential for our approach and we use a similar strategy to construct networks that are close to a given function. An additional difficulty in our approach is the explicit control on the network architecture and the network parameters.
Proofs

Embedding properties of network function classes
For the approximation of a function by a network, we first construct smaller networks computing simpler objects. To combine networks, we make frequently use of the following rules. Recall that p = (p 0 , . . . , p L+1 ) and p = (p 0 , . . . , p L+1 ).
Enlarging: F(L, p, s) ⊆ F(L, q, s ) whenever p ≤ q componentwise and s ≤ s .
Composition: Suppose that f ∈ F(L, p) and g ∈ F(L , p ) with p L+1 = p 0 . For a vector v ∈ R p L+1 we define the composed network g • σ v (f ) which is in the space F(L + L + 1, (p, p 1 , . . . , p L +1 )). In most of the cases that we consider, the output of the first network is non-negative and the shift vector v will be taken to be zero.
Additional layers/depth synchronization:
To synchronize the number of hidden layers for two networks, we can add additional layers with identity weight matrix, such that F(L, p, s) ⊂ F(L + q, (p 0 , . . . , p 0 q times , p), s + qd).
(5.1)
Parallelization: Given two networks with the same number of hidden layers and the same input dimension, that is, f ∈ F(L, p) and g ∈ F(L, p ) with p 0 = p 0 . The parallelized network (f, g) computes f and g simultaneously in a joint network in the class F(L, (p 0 , p 1 + p 1 , . . . , p L+1 + p L+1 )).
We frequently make use of the fact that for a fully connected network in F(L, p) the number of parameters is
Approximation of polynomials by neural networks
In a first step, we construct a network, with all network parameters bounded by one, which approximately computes xy given input x and y. Let T k : [0,
The next result shows that m k=1 R k (x) approximates x(1 − x) exponentially fast in m and that in particular
. This lemma can be viewed as a slightly sharper variation of Lemma 2.4 in [37] and Proposition 2 in [41] . In contrast to the existing results, we can use it to build networks with parameters bounded by one. It also provides an explicit bound on the approximation error.
Proof. In a first step, we show by induction that R k is a triangle wave. More precisely, R k is piecewise linear on the intervals [ /2 k , ( + 1)/2 k ] with endpoints R k ( /2 k ) = 2 −2k if is odd and R k ( /2 k ) = 0 if is even. For R 1 = T 1 this is obviously true. For the inductive step, suppose this is true for R k . Write ≡ r mod 4 if − r is divisible by 4 and consider
this shows the claim for R k+1 and completes the induction.
For convenience, write g(x) = x(1 − x). In the next step, we show that for any m ≥ 1 and any ∈ {0, 1, . . . , 2 m },
We prove this by induction over m. For m = 1 the result can be checked directly. For the inductive step, suppose that the claim holds for m. If is even we use that R m+1 ( 2 −m−1 ) = 0 to obtain that g( 2 −m−1 ) = m k=1 R k ( 2 −m−1 ) = m+1 k=1 R k ( 2 −m−1 ). It thus remains to consider odd. Recall that x → m k=1 R k (x) is linear on [( − 1)2 −m−1 , ( + 1)2 −m−1 ] and observe that for any real t,
Using this for x = 2 −m−1 and t = 2 −m−1 yields for odd due to R m+1 ( 2 −m−1 ) = 2 −2m−2 ,
This completes the inductive step.
So far we proved that m k=1 R k (x) interpolates g at the points 2 −m and is linear on the intervals [ 2 −m , ( + 1)2 −m ]. Observe also that g is Lipschitz with Lipschitz constant one. Thus, for any x, there exists an such that
Let g(x) = x(1−x) as in the last proof. To construct a network which returns approximately xy given input x and y, we use the polarization type identity 
for all u ∈ [0, 1]. The proof is given in Figure 2 . Notice that all parameters in this networks are bounded by one. In a next step, we show that there is a network with m + 3 hidden layers that computes the function
This network computes in the first layer
On the first three and the last three components, we apply the network N m . This gives a network with m + 1 hidden layers and width vector (2, 3, . . . , 3, 2) that computes
Apply to the output the two hidden layer network (u, v)
The combined network Mult m (x, y) has thus m + 4 hidden layers and computes
This shows that the output is always in [0, 1]. By (5.3) and Lemma 1,
Denote by log 2 the logarithm with respect to the basis two and write x for the smallest integer ≥ x. Proof. Let q := log 2 (r) . Let us now describe the construction of the Mult r m network. In the first hidden layer the network computes (x 1 , . . . , x r ) → (x 1 , . . . , x r , 1, . . . , 1
Next, apply the network Mult m in Lemma 2 to the pairs (x 1 , x 2 ), (x 3 , x 4 ),. . . , (1, 1) in order to compute the vector (Mult m (x 1 , x 2 ), Mult m (x 3 , x 4 ), . . . , Mult m (1, 1) ) which has length 2 q−1 . Now, we pair neighboring entries and apply Mult m again. This procedure is continued until there is only one entry left. The resulting network is called Mult r m and has q(m + 5) hidden layers and all parameters bounded by one.
If a, b, c, d ∈ [0, 1], then by Lemma 2 and triangle inequality, | Mult m (a, b) − cd| ≤ 2 −m + |a − c| + |b − d|. By induction on the number of iterated multiplications q, we therefore find
In the next step, we construct a sufficiently large network that approximates all monomials x α 1 1 · . . . · x αr r for non-negative integers α i up to a certain degree. As common, we use multi-index notation x α := x α 1 1 · . . . · x αr r , where α = (α 1 , . . . , α r ) and |α| := |α | is the degree of the monomial. The number of monomials with degree 0 < |α| < γ is denoted by C r,γ . Obviously, C r,γ + 1 ≤ (γ + 1) r since each α i has to take values in {0, 1, . . . , γ }. Proof. This follows from computing all monomials with degree 0 < |α| < γ in parallel. The claim follows from Lemma 3.
Reconstruction of a multivariate function with a multilayer neural network
For a vector a ∈ [0, 1] r define 
We may also write (5.4) as a linear combination of monomials
for suitable coefficients c γ . Since ∂ γ P β a f (x) | x=0 = γ!c γ , we must have
Notice that since a ∈ [0, 1] r and f ∈ C β r ([0, 1] r , K),
Consider the set of grid points D(M ) := {x = ( j /M ) j=1,...,r : = ( 1 , . . . , r ) ∈ {0, 1, . . . , M } r }. The cardinality of this set is (M + 1) r . We write x = (x j ) j to denote the components of x . Define
Proof. Since for all x = (x 1 , . . . , x r ) ∈ [0, 1] r , (5.6) ,
In a next step, we describe how to build a network that approximates P β f. , (r, 6r, 6r, . . . , 6r, 1) ) and computes r j=1 (1/M − |x j − x j |) + up to an error that is bounded by 3 r 2 −m . By (5.2), the number of parameters of one Mult r m network is bounded by 42r 2 (1+(m+5) log 2 r ). As there are (M +1) r of these networks in parallel, this requires 6r(M + 1) r units in each hidden layer and 42r 2 (M + 1) r (1 + (m + 5) log 2 r ) parameters for the multiplications. Together with the 7r(M + 1) parameters from the first two layers, the total number of parameters is thus bounded by 49r 2 (M + 1) r (1 + (m + 5) log 2 r ).
In the next step, we construct a network which approximately computes P β f and apply Lemma 5. , (r, 12rN, . . . , 12rN, 1) , s, ∞ with depth L = 8 + (m + 5)(1 + log 2 r ) and number of parameters s ≤ 94r 2 (β + 1) 2r N (m + 6)(1 + log 2 r ),
Proof. All the constructed networks in this proof are of the form F(L, p, s) = F(L, p, s, ∞) with F = ∞. Let M be the largest integer such that (M + 1) r ≤ N and define L * := (m + 5) log 2 r . Thanks to (5.5), (5.8) , and (5.7), we can add a layer to the network Mon r m,β to obtain a network Q 1 ∈ F(1 + L * , (r, 6rC r,β , . . . , 6rC r,β , C r,β , (M + 1) r )), such that Q 1 (x) ∈ [0, 1] (M +1) r and for any x ∈ [0, 1] r , 10) with B := 2K . By (5.2), the number of non-zero parameters in the Q 1 network is bounded by 42r 2 C 2 r,β L * + (C r,β + 1)(M + 1) r .
Recall that the network Hat r computes the products of hat functions r j=1 (1/M − |x j − x j |) + up to an error that is bounded by 3 r 2 −m . It requires at most 49r 2 N (1 + L * ) active parameters. Consider now the parallel network (Q 1 , Hat r ). Observe that C r,β + 1 ≤ (β + 1) r ≤ N by the definition of C r,β and the assumptions on N. By Lemma 6, the networks Q 1 and Hat r can be embedded into a joint network (Q 1 , Hat r ) with 2+L * hidden layers, weight vector (r, 12rN, . . . , 12rN, 2(M + 1) r ) and all parameters bounded by one. The number of non-zero parameters in the combined network (Q 1 , Hat r ) is bounded by
Next, we pair the x -th entry of the output of Q 1 and Hat r and apply to each of the (M +1) r pairs the Mult m network described in Lemma 2. In the last layer, we add all entries. By Lemma 2 this requires at most 42(m + 5)r 2 (M + 1) r + (M + 1) r active parameters for the (M + 1) r multiplications and the sum. Using Lemma 2, Lemma 6, (5.10) and triangle inequality, there is a network Q 2 ∈ F(3 + (m + 5)(1 + log 2 r ), (r, 12rN, . . . , 12rN, 1)) such that for any x ∈ [0, 1] r ,
Because of (5.11), the network Q 2 has at most 94r 2 (C r,β + 1) 2 N (m + 5)(1 + log 2 r ) ≤94r 2 (β + 1) 2r N (m + 5)(1 + log 2 r ) (5.13) active parameters.
To obtain a network reconstruction of the function f , it remains to scale and shift the output entries. This is not entirely trivial because of the bounded parameter weights in the network. Recall that B = 2K . Notice that the network x → BM r x is in the class F(3, (1, M r , 1, 2K , 1)) with shift vectors v j are all equal to zero and weight matrices W j having all entries equal to one. Because of N ≥ (K + 1), the number of parameters of this network is bounded by 2M r + 2 2K ≤ 6N. It shows that there is a network in the class F(4, (1, 2, 2M r , 2, 2 2K , 1)) computing a → BM r (a − c) with c := 1/(2M r ). This network computes in the first hidden layer (a − c) + and (c − a) + and then applies the network x → BM r x to both units. In the output layer both entries are added. This requires at most 6 + 12N active parameters.
Because of (5.12) and (5.9), there exists a network
for all x ∈ [0, 1] r . With (5.13) , the number of non-zero parameters of Q 3 is bounded by
Observe that by construction (M + 1) r ≤ N ≤ (M + 2) r ≤ (2M ) r and hence M −β ≤ N −β/r 2 β . Together with Lemma 5, the result follows.
Based on the previous result, we can now construct a network that approximates f = g 1 • . . . • g 0 . In a first step, we show that f can always be written as composition of functions defined on hypercubes [0, 1] t i . As in the previous theorem, let g ij ∈ C β i t i ([a i , b i ] t i , K i ) and assume that K i ≥ 1. For i = 1, . . . , q − 1, define
Here, 2K i−1 x − K i−1 means that we transform the entries componentwise by (
Using the definition of the Hölder balls C β r (D, K), it follows that h 0j takes values in
. . , q − 1, and h qj ∈ C βq tq ([0, 1] tq , K q (2K q−1 ) βq ). Notice that without loss of generality, we can always assume that the radii of the Hölder balls are at least one, that is, K i ≥ 1. Lemma 7. Let h ij be as above with K i ≥ 1. Then, for any functions
Together with the inequality (y +z) α ≤ y α +z α which holds for all y, z ≥ 0 and all α ∈ [0, 1], the result follows.
Proof of Theorem 1. It is enough to prove the result for all sufficiently large n. By Theorem 2 with ε = 1 and the upper bounds on L, |p| ∞ and s, it follows that there exists a constant C * , such that for n ≥ 3,
It therefore remains to bound the approximation error. To do this, we rewrite f as in (5.14) , that is, f = h q • . . . h 0 with h i = (h ij ) t j and h ij taking values in [0, 1]. Now, we apply Theorem 3 to each h ij : [0, 1] t i → [0, 1] separately. Take m = log 2 n and let L i := 8 + ( log 2 n + 5)(1 + log 2 t i ). This means there exists a network h ij ∈ F(L i , (r, 12t i N, . . . , 12t i N, 1), s i ) with s i ≤ 94r 2 (β + 1) 2r N ( log 2 n + 6)(1 + log 2 t i ), such that
where Q i is any upper bound of the Hölder constants of h ij . If i < q, then we apply to the output the two additional layers 1−(1−x) + . This requires four additional parameters. Call the resulting network h * ij ∈ F(L i +2, (r, 12t i N, . . . , 12t i N, 1), s+4) and observe that σ(h
Next, we compute the network
Finally, we construct the composite network f * = h q1 • σ(h * q−1 ) • . . . • σ(h * 0 ) which can be realized in the class F E, (r, 12 max
with E := −1+ q i=0 (L i +2). Observe that there is an A n that is bounded in n such that E = A n + log 2 n( q i=0 log 2 t i + 1). For sufficiently large n, E ≤ q i=0 (2 + log 2 t i ) log 2 n ≤ L. By (5.1) and for sufficiently large n, the space (5.15) can be embedded into F(L, p, s+(L−E)d)
with L, p, s satisfying the assumptions of the theorem by choosing N = c max i=0,...,q n t i 2β * i +t i for a sufficiently small constant c > 0. The result follows now from Lemma 7 and Theorem 3 noting that F ≥ f ∞ + 1 and
Proof of Theorem 2
Several oracle inequalities for the least-squares estimator are know, cf. [13, 25, 10, 14, 29] . The common assumption of bounded response variables is, however, violated in the nonparametric regression model with Gaussian measurement noise. We therefore include the following result and provide a proof that can be easily generalized to arbitrary noise distributions. Let N (δ, F, · ∞ ) be the covering number, that is, the minimal number of · ∞ -balls with radius δ that covers F (the centers do not need to be in F).
In a second part of the proof, we derive
Together, these inequalities yield the assertion since F ≥ 1.
Let us now establish (5.16) . Given a minimal δ-covering of F, denote the centers of the balls by f j . By construction there exists a (random) j * such that f − f j * ∞ ≤ δ. Without loss of generality, we can assume that f j ≤ F. Generate i.i.d. random variables X i , i = 1, . . . , n with the same distribution as X and independent of (X i ) i=1,...,n . Using that
and r j * . Notice that r j * is a deterministic quantity.
Observe that E[g j (X i , X i )] = 0, |g j (X i , X i )| ≤ 4F 2 and
Bernstein's inequality states that for independent and centered random variables U 1 , . . . , U n ,
Var(U i )]), cf. [39] . Combining Bernstein's inequality with a union bound argument yields
Since for any non-negative random variable with finite expectation, E[X] = ∞ 0 P (X ≥ t)dt, we have for any t 0 > 0,
where we used for the second inequality the tail bound ∞ a e −x 2 /2 dx ≤ ∞ a a −1 xe −x 2 /2 dx = e −a 2 /2 /a which holds for all a > 0. Recall that log N n ≥ 1. With t 0 := 4F √ n log N n and the definition of r j , it follows that E[T ] ≤ 4F √ n log N n + 6F √ n. Using the triangle inequality with respect to the weighted L 2 -norm E 1/2 [(f (X) − g(X)) 2 ], we find r j * ≤ (F 56n −1 log N n ) ∨ (R( f , f ) 1/2 + δ). If R( f , f ) 1/2 ≤ F 56n −1 log N n the assertion of the lemma is true since 4 ≤ (1 + ε) 2 /ε for ε > 0. It is therefore sufficient to consider the case r j * ≤ R( f , f ) 1/2 + δ. Because of log N n ≤ n, we can conclude that
Let a, b, c be positive real numbers, such that a 2 ≤ 2ab + c. Then, for any ε ∈ (0, 1], a 2 ≤ εa 2 /(1 + ε) + (1 + ε)b 2 /ε + c and Let us now prove (5.17) . For any f ∈ F, we have
. This can be rewritten as 
(5.22)
By Cauchy-Schwarz inequality, Conditionally on (X i ) i , we have ξ j ∼ N (0, 1). With Lemma 9, we obtain E[ξ 2 j * ] ≤ E[max j ξ 2 j ] ≤ 3 log N n + 1. Using Cauchy-Schwarz, E ( f − f 0 n + δ)|ξ j * | ≤ R n ( f , f 0 ) 1/2 + δ 3 log N n + 1. (5.25) Because of log N n ≤ n, we have 2n −1/2 δ √ 3 log N n + 1 ≤ 4δ. Thus, with a := R n ( f , f 0 ), b := (3 log N n + 1)/n, c := E[( f (X) − f 0 (X)) 2 ] + 6δ, (5.24), (5.25) and (5.20) yield (5.17) . This completes the proof. Results of this type have been derived earlier, cf. Theorem 14.5 in [1] . We nevertheless give a full proof of the lemma as we could not find the statement in this form elsewhere.
Proof. Given a network function f (
Set A + 0 f (x) = A + L+2 f (x) = x and notice that for f ∈ F(L, p), |A + k f (x)| ∞ ≤ k−1 =0 (p + 1). Composition of two Lipschitz functions with Lipschitz constants L 1 and L 2 gives again a Lipschitz function with Lipschitz constant L 1 L 2 . Therefore, the Lipschitz constant of A − k f is bounded by L =k−1 p . Fix ε > 0. Let f, f * ∈ F(L, p, s) be two network functions, such that all parameters are at most ε away from each other. Then, we can bound the absolute value of the difference by
≤ εV (L + 1).
By (5.2) the total number of parameters is therefore bounded by T := L =0 (p + 1)p +1 ≤ (L + 1)2 −L L+1 =0 (p + 1) ≤ V and there are T s ≤ V s combinations to pick s non-zero parameters. Since all the parameters are bounded in absolute value by one, we can discretize the non-zero parameters with grid size δ/(2(L + 1)V ) and obtain for the covering number Taking logarithms yields the result.
Proof of Theorem 2. The assertion follows from Lemma 10 with δ = 1/n and Lemma 8 since F ≥ 1.
