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La presente tesis de Maestría en Ingeniería de Sistemas se centra en el seguimiento 4D 
de microorganismos a velocidad de video. Por medio de la microscopía holográfica digital 
sin lentes se adquiere la información del sistema microscópico y con técnicas de 
reconocimiento de patrones en el procesamiento digital de imágenes se lleva a cabo su 
seguimiento 4D (espacio 3D y tiempo). Ambas técnicas son  implementadas con soporte 
en la arquitectura GPGPU para su operación a velocidad de video. La validez científica y 
tecnológica de la tesis subyace en el hecho que el seguimiento de microorganismos a 
ratas de video potencializará distintas aplicaciones en áreas como la salud, el monitoreo 
del medio ambiente y el combate del terrorismo biológico, entre otros. La metodología 
desarrollada en esta tesis permite seguir en 4D microorganismos de dimensiones en el 
orden de los 100 µm en volúmenes de muestra de 1mm3, a una velocidad máxima de 8 
cuadros por segundo. 
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This Master’s thesis in Systems Engineering focuses on the monitoring of 
microorganisms in 4D at video rate. By using digital lensless holographic microscopy the 
microscopic information of the system is acquired and with pattern recognition techniques 
in digital image processing it is carried out the tracking in 4D (3D in space and time). Both 
techniques are implemented in the GPGPU architecture for operation at video rate. The 
technological and scientific validity of the thesis lies on the fact that the monitoring of 
microorganisms at video rate will potentiate different applications in areas such as health, 
environmental monitoring and combating bioterrorism, among others. The methodology 
developed in this thesis can track in 4D microorganisms of dimensions in the order of 100 
μm, in 1 mm3 sample volumes, at a maximum rate of 8 frames per second. 
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La célula es el actor clave en muchos procesos biológicos [1]. La posibilidad de hacer el 
seguimiento en el espacio y en el tiempo, es decir en 4D, de células y muchos otros 
constituyentes de los entes biológicos en tiempo real, constituye un deseo de diversos 
grupos de investigación en las ciencias de la vida, estudio del medio ambiente, entre 
otros [2], [3]. Por ejemplo, el movimiento de los microorganismos y su interacción con el 
ambiente que los rodea es un prerrequisito para la formación de biopelículas [4], la 
bioincrustación de algas marinas [5], [6] o la acción de patógenos [7]. Más allá de lo 
anterior, la proliferación de las células, las migraciones y su diferenciación en los 
ambientes en que se desenvuelven juegan un papel fundamental en el desarrollo de las 
enfermedades [1].  
 
Para llevar a cabo el  seguimiento de microorganismos existen diversas técnicas [2] entre 
las cuales figura la  microscopía holográfica digital (DHM); a diferencia de otras 
metodologías de seguimiento, la DHM permite recuperar información 3D a partir de un 
holograma 2D [8]-[12]. Esta posibilidad remueve la restricción de reducida profundidad de 
campo de los microscopios ópticos, por medio de reconstrucciones numéricas a-
posteriori en distintos planos a partir de un único registro (holograma) 2D. Esta 
característica de capturar en una sola exposición 2D el espacio 3D, hace que esta 
técnica tenga un desempeño superior con respecto al ruido y a la variación ambiental en 
comparación con técnicas convencionales [12]. Con el uso de DHM es posible configurar 
un sistema de inspección del volumen de interés, que es capaz de encontrar, segmentar, 
identificar y luego clasificar los objetos que se mueven en un volumen de inspección [2], 
[12]-[13]. 
 
Debido a que DHM está inspirada en la holografía, esta metodología de formación de 
imágenes demanda una etapa de registro y otra de reconstrucción. En la primera, el 
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holograma es almacenado en una cámara digital; la intensidad registrada se denomina 
holograma digital. En la etapa de reconstrucción, el procesamiento y el proceso de 
recuperación numérica de la información almacenada en el holograma digital, sin 
embargo, requieren grandes recursos computacionales [13]-[15]. Este hecho desemboca 
en que sistemas soportados en esta técnica no se ejecuten a velocidad de video, lo que 
ha desincentivado su más amplia utilización. Aunque se ha propuesto la DHM en 
arquitecturas de cómputo acelerado para detectar objetos microscópicos [13], en toda la 
revisión sistemática de literatura no se ha encontrado reportes de alguna implementación 
de esta técnica en el seguimiento  de microorganismos funcionando a velocidades de 
video.  
 
En esta tesis se presenta la construcción de una metodología de seguimiento 4D de 
microorganismos soportada en microscopia holográfica sin lentes haciendo uso del 
paradigma GPGPU para que se ejecute a velocidad de video. Con este fin, a 
continuación se ilustran los fundamentos del paradigma de cómputo paralelo GPGPU en 
el primer capítulo del texto, seguido de los fundamentos de la microscopía holográfica 
digital sin lentes, la cual es la técnica de obtención de información microscópica. En el 
tercer capítulo se plantean las técnicas de auto-enfoque en microscopia holográfica 
digital, haciendo una distinción entre las tradicionales y aquellas empleadas en su versión 
sin lentes. En el cuarto capítulo se consolida el seguimiento de microorganismos 
empleando esta metodología y las técnicas de procesamiento de imágenes para la 
obtención de las tres coordenadas espaciales y el tiempo. Este último capítulo ilustra la 
validación de los resultados obtenidos. Este texto finaliza con copias de los resultados 
frutos de esta tesis, que han sido publicados o se encuentran en proceso de revisión por 
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1. Fundamentos de GPGPU y una aplicación 
Actualmente la capacidad de procesamiento de los sistemas de cómputo es insuficiente 
para la demanda de los sistemas informáticos de gran alcance. Esta situación es 
evidente en entornos científicos, industriales, comerciales e incluso en los hogares. 
Tradicionalmente, la capacidad de cómputo se basa en el procesador o CPU y su 
capacidad puede ser vista como una cantidad proporcional al número de transistores por 
unidad de área en el circuito integrado. Por esta razón, las arquitecturas de hardware 
tratan de aumentar la densidad de los transistores, pero desde hace algunos años, el 
número de estos semiconductores por unidad de superficie no se puede aumentar debido 
a limitaciones físicas, como por ejemplo la fotolitografía de difracción limitada [1]. Como 
consecuencia, el uso de paradigmas de procesamiento alternativos es cada vez más 
importante. 
 
La demanda por sistemas de computación más rápidos, más baratos, más ligeros y más 
portátiles aumentará en el futuro. Por sólo mencionar un ejemplo, las consolas de 
videojuegos con las características antes mencionadas serán buscadas por los amantes 
de este tipo de entretenimiento. Las propuestas de respuesta a estas intimidantes 
demandas pueden clasificarse en dos grandes líneas de acción: el software y el 
hardware. La primera consiste en la optimización de los algoritmos con el fin de disminuir 
el número de operaciones a ser ejecutadas. La segunda se soporta en las mejoras de la 
tecnología de cómputo que dan lugar a una ejecución más rápida de instrucciones. 
 
Una alternativa de solución, de acuerdo con las anteriores líneas de acción, es la 
computación paralela. Este paradigma de cómputo divide el conjunto de datos que se 
procesan en subconjuntos iguales de datos que son procesados simultáneamente por un 
hardware especializado. Un enfoque bastante nuevo para aumentar la potencia de 
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procesamiento por medio de computación paralelo es la que se ejecuta en las unidades 
de procesamiento gráfico. 
 
La unidad de procesamiento de gráficos (GPU) es un procesador especializado que 
desliga la mayor parte de las tareas de gráficos del procesador (CPU). Las intensas 
aplicaciones de renderización 3D como aquellas de los videojuegos, son el tipo de tareas 
que se desligan de la CPU. La "realidad" de un videojuego se alcanza en el proceso de 
renderizado. Por lo tanto, las demandas actuales de juegos de video más realistas 
requieren un procesamiento exhaustivo de visualización, que sólo puede ser 
proporcionado por la GPU. Como consecuencia directa, el mercado de los videojuegos 
ha impulsado a los desarrolladores de hardware a construir GPUs más potentes en un 
diseño muy compacto. Estas características hacen a la GPU atractiva para algo más que 
cálculos de gráficos. Las GPUs modernas son muy eficientes en la manipulación de 
operaciones de punto flotante y su estructura multi-core conlleva a que sean más 
eficaces que las CPUs de propósito general para complejas tareas de cálculo [2]. 
 
La computación de propósito general en GPU [2], es decir GPGPU, es un concepto muy 
reciente. El paradigma GPGPU utiliza la arquitectura multithread de la GPU para hacer 
computación en paralelo por medio de la técnica SIMD (Single Instruction Multiple Data) 
que hace alusión al paralelismo a nivel de datos. Este paradigma basa su funcionamiento 
en la ejecución de la misma tarea sobre muchos datos con múltiples hilos individuales de 
procesamiento. En diversas aplicaciones que procesan grandes conjuntos de datos, se 
puede emplear esta técnica. Por ejemplo, en la visualización 3D, grandes cantidades de 
píxeles y vértices se asignan a los hilos de procesamiento paralelos para su ejecución. 
Del mismo modo, en el procesamiento de imágenes y el procesamiento de señales en 
general, como el post-procesamiento, codificación y decodificación de vídeo, escalado de 
imagen, visión 3D y reconocimiento de patrones se puede asignar píxeles a hilos de 
procesamiento concurrente [4]. De hecho, no sólo los algoritmos de procesamiento de 
imágenes son acelerados con computación paralela: el procesamiento general de 
señales o de simulación física [5], la ingeniería financiera [6] o la biología computacional 
[7], se encuentran entre las diversas aplicaciones de GPGPU. 
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En este capítulo se presentan los fundamentos de la arquitectura de cómputo paralelo de 
propósito general hecha por NVIDIA® llamada CUDA™. Esta arquitectura tiene un nuevo 
modelo de programación paralela y su propio conjunto de instrucciones para controlar el 
motor de cálculo paralelo de NVIDIA ® [4]. Como una aplicación en particular, se muestra 
una implementación en CUDA™ que acelera el proceso de reducción de ruido de speckle 
en reconstrucciones holográficas en holografía digital [30]. El cálculo implementado en la 
GPU es 20 veces más rápido que la ejecución en una CPU típica para esta aplicación. 
1.1 Diferencias entre la CPU y la GPU 
La GPU tiene más transistores dedicados al procesamiento de datos que la CPU [4]. Este 
hecho implica que para grandes cantidades de operaciones de punto flotante, como la 
visualización de gráficos, la GPU gasta menos transistores en el control de flujo y en 
memoria caché que la CPU. Esta característica hace posible ejecutar algoritmos 
altamente paralelizados que manejan de manera muy eficiente miles de complejas 
operaciones de punto flotante. La Figura 1-1 ilustra la distribución del área de silicio en 
una CPU y una GPU. 
 
Los circuitos integrados de NVIDIA® o GPU, se construyen basados en 
multiprocesadores, los cuales tienen alrededor de diez núcleos, cientos de ALUs 
(Unidades Aritmético-Lógicas), varios miles de registros y decenas de kilobytes de 
memoria compartida. Además, la GPU tiene memoria global, que puede ser utilizada por 
todos los multiprocesadores, la memoria local de cada multiprocesador, y una zona de 
memoria especial para las constantes. 
 
Figura 1-1: Distribución del área de silicio para una CPU y una GPU. El color morado 
representa el área que ocupan las ALUs, en naranja los registros de control y en rojo los 
espacios de memoria dentro de cada procesador. 
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Como resultado de las diferencias de hardware, los núcleos de la CPU –hasta cuatro 
para el quadcore- están diseñados para ejecutar un solo hilo por núcleo extremadamente 
rápido (orden de GHz). La GPU, por otro lado, está diseñada para una rápida ejecución 
de muchos hilos paralelos (orden de MHz), que se ejecuta en cientos de ALUs. Las 
operaciones de memoria son distintas entre las GPUs y las CPUs. Por ejemplo, 
normalmente la CPU no contiene controladores de memoria, y de hecho, todas las GPU 
tienen varios de ellos. Además de utilizar una memoria más rápida, la GPU tiene mayor 
ancho de banda de memoria que una CPU, lo cual es importante a la hora de procesar 
grandes conjuntos de datos en paralelo. 
 
El uso prolongado de la memoria caché en la CPU se orienta a incrementar su 
rendimiento debido a las latencias bajas. La razón de la memoria compartida, es decir, la 
memoria caché de GPU, en una tarjeta gráfica es aumentar el ancho de banda de 
memoria. En la CPU, entre más grande sea la memoria caché, más pequeñas serán las 
latencias. En la GPU, por el contrario, las latencias de acceso a memoria están ocultas 
por la ejecución simultánea de varios subprocesos. 
 
En el procesamiento de gráficos, el hardware de la GPU y sus características de diseño 
anteriormente descritas, hacen que ésta sea capaz de recibir un grupo de primitivas, 
realizar todas las operaciones necesarias, y luego arrojar píxeles de salida de manera 
muy eficiente. Estas primitivas se procesan de forma independiente y simultáneamente. 
El paradigma GPGPU va un poco más allá: Las primitivas son consideradas como los 
hilos de procesamiento que pueden ser utilizados para mucho más que el renderizado. 
Este último concepto es la clave para llevar la GPU a otros ambientes más allá del de 
procesamiento de gráficos. 
1.2 Modelo de programación de CUDA con ejemplos 
básicos 
Hace unos años, NVIDIA® creó una arquitectura paralela para sus GPU llamada 
CUDA™ [4]. CUDA™ proporciona un entorno de software que permite a los 
desarrolladores usar C como lenguaje de programación de alto nivel. CUDA C es el 
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lenguaje de programación real para CUDA™. CUDA C extiende C mediante la adición de 
un concepto fundamental, el kernel, junto con algunas funciones que hacen que CUDA™ 
parezca una enorme biblioteca. 
 
El kernel es una función que se ejecuta N veces en paralelo invocando N diferentes hilos 
de CUDA™ [4], a diferencia de las funciones de C tradicionales. El kernel se define 
mediante la declaración global “__” antes de su nombre, seguido de las variables 
utilizadas. Llamar un kernel sigue el mismo procedimiento de llamar a una función normal 
de C, pero añade una nueva sintaxis: <<< ...>>>. Dentro de estas llaves se escribe el 
número de hilos paralelos que ejecutan el kernel, un ejemplo es el código que se muestra 
en la Figura 1-2. Un hilo de CUDA™ o hilo paralelo es un concepto abstracto que 
representa la tarea que se ejecuta en cada uno de los núcleos CUDA™, estos núcleos se 
encuentran dentro de los multiprocesadores tipo stream de la GPU [3]. Dependiendo de 
cada GPU, se conoce el número real de tareas en paralelo que se pueden ejecutar. Para 
una GPU promedio, el número de núcleos CUDA™ es de alrededor de cien. 
 
Figura 1-2: Código básico para llamar un kernel. 
// Definición del Kernel 
__global__ voidVecAdd(float* A, float* B, float* C) 
{ 
inti = threadIdx.x; 





// Llamada del Kernel 
VecAdd<<<1, N>>>(A, B, C); 
} 
 
En la Figura 1-2 se muestra la forma típica de utilizar CUDA™, es decir, en forma lineal, 
ya que VecAdd() se ejecuta N veces solamente. El primer argumento entre llaves denota 
las dimensiones de los bloques de hilos de procesamiento. Si se establece en 1, una fila 
de hilos es llamada para ejecutar el kernel. 
 
El código de la Figura 1-3 muestra el código de llamada de un kernel con bloques 
bidimensionales de hilos. Este código muestra que una matriz de hilos puede ser llamada 
para ejecutar un kernel. Los bloques también se pueden disponer en una o dos 
dimensiones. En el código, una fila de 4 bloques se llama, como se define en la variable 
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llamada numblocks. Esta estructura es útil cuando se trabaja con matrices de datos de 
gran tamaño, ya que el tamaño de cada bloque es limitado: En una GPU típica sólo 512 
hilos por bloque pueden ser definidos. Por lo tanto, si el conjunto de datos es mayor que 
512 posiciones, varios bloques deben ser utilizados. 
 
Figura 1-3: Código de llamada de un kernel con bloques de hilos de dos dimensiones. 
// Definición del kernel 
__global__ void MatAdd(float A[N][N], float B[N][N], float C[N][N])  
{  
inti = threadIdx.x;  
int j = threadIdx.y;  




int main()  
{  
...  
// Llamada de un kernel con cuatro bloques de N*N*1 hilos cada uno 
intnumBlocks = 4;  
dim3threadsPerBlock(N, N);  
MatAdd<<<numBlocks, threadsPerBlock>>>(A, B, C);  
} 
 
Figura 1-4: Llamada de un kernel con bloques de hilos de dos dimensiones. 
// Definición del kernel 
__global__ voidMatAdd(float A[N][N], float B[N][N], float C[N][N])  
{  
inti = blockIdx.x * blockDim.x + threadIdx.x;  
int j = blockIdx.y * blockDim.y + threadIdx.y;  
if (i< N && j < N)  




int main()  
{  
...  
// Llamadadel Kernel 
dim3threadsPerBlock(16, 16);  
dim3numBlocks(N / threadsPerBlock.x, N / threadsPerBlock.y);  
MatAdd<<<numBlocks, threadsPerBlock>>>(A, B, C);  
} 
 
El código de la Figura 1-4 utiliza una malla de bloques de 16x16 hilos cada uno, en el que 
la malla de bloques tiene N/16 bloques a lo largo de cada dimensión. De este modo, 
todas las entradas de datos a procesar están cubiertas en el caso de una matriz enorme. 
También se muestra el uso de algunas variables propias del lenguaje: blockIdx.x, 
blockDim.x y threadIdx.x. Éstas permiten el acceso a cada hilo. Estas variables se utilizan 
para definir qué posición de la estructura de datos ejecuta cada hilo. La variable 
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blockIdx.x define el bloque, blockDim.x define la columna o fila en cada bloque, y 
threadIdx.x es el identificador de cada hilo dentro del bloque. Un diagrama que ilustra los 
conceptos anteriores se muestra en la Figura 1-5. 
 
Figura 1-5: Hilos, bloques y malla en la GPU. 
 
1.2.1 Jerarquía de memorias y transferencia de datos 
Los hilos de CUDA™ tienen acceso a diferentes tipos de memoria durante su ejecución, 
como se muestra en la Figura 1-6. Cada hilo tiene una memoria privada local y registros, 
y cada bloque de hilos tiene una memoria compartida visible y accesible a todos los hilos 
en el mismo bloque, cuyo tiempo de vida es el mismo del bloque. Todos los hilos tienen 
acceso a la memoria global. También hay dos espacios de memoria de sólo lectura para 
los hilos: La memoria constante y la memoria de textura. Estos dos espacios de memoria 
y el espacio de memoria compartida tienen ventajas en ciertas aplicaciones. 
Generalmente, el uso de la memoria compartida es mucho más eficaz que el uso de 
todas las demás debido a su rápido acceso, ya que esta memoria se encuentra en el 
circuito integrado, y no hay necesidad de enviar datos a través del bus de memoria de 
sistema [4]. 
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Figura 1-6: Jerarquía de las  memorias. 
 
 
CUDA™ permite una programación heterogénea, como se ilustra en la Figura 1-7. El 
modelo asume que los kernels se ejecutan en un dispositivo físicamente separado 
llamado device, que funciona como un co-procesador para el administrador de la 
aplicación o host que está ejecutando el programa de forma secuencial. El modelo de 
programación CUDA™ también asume que tanto el host como el device mantienen sus 
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espacios de memoria separados en la DRAM, estos espacios de memoria se denominan 
memoria principal y memoria del device, respectivamente [4]. 
 
Antes de llamar a un kernel y ejecutarlo concurrentemente en la GPU, los datos a 
procesar tienen que ser definidos. Estos datos, cuyas variables pueden ser de cualquier 
tipo como int, float, float2, char, u otras propias de CUDA™ C como uchar1 o complex, 
deben tener una característica: Deben estar asignadas en la memoria de la GPU. Tal 
proceso de asignación se realiza por medio de funciones que permiten la transferencia 
de datos entre los espacios de memoria de la CPU y de la GPU. Las funciones que la 
arquitectura CUDA™ ha incorporado para este fin son: cudaMalloc(), una función que 
pone una variable en el espacio de memoria de la GPU, cudaFree(), una función que 
libera la memoria de la GPU de una variable y cudaMemcopy() una función que pasa los 
datos a partir de una variable en la memoria de la CPU a una variable en la memoria de 
la GPU o viceversa. En el código de la Figura 1-8 se muestra el uso de cada una de 
estas funciones. 
 
Figura 1-7: Ejecución de un programa de CUDA™. 
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1.2.2 Librerías de CUDA e Interoperabilidad Gráfica 
Además de las operaciones aritméticas genéricas sobre matrices de datos realizadas con 
kernels, es posible llevar a cabo operaciones específicas ampliamente utilizadas por la 
comunidad científica e ingenieril por medio de librerías especializadas. Las librerías  
CUBLAS y CUFFT, son las dos más famosas librerías de matemáticas de NVIDIA® 
aceleradas en GPU. CUBLAS es una implementación de BLAS (Basic Linear Algebra 
Subprograms, por sus siglas en inglés). El modelo básico en el que la aplicación emplea 
la librería CUBLAS, es mediante la creación de objetos como matrices y vectores en el 
espacio de memoria de la GPU. Éstos se llenan con datos y son procesados con una 
secuencia de funciones CUBLAS, finalmente, se transfieren los resultados del espacio de 
memoria de la GPU de nuevo a la CPU. Para llevar a cabo esta tarea, CUBLAS 
proporciona funciones auxiliares para crear y destruir objetos en el espacio GPU, y para 
escribir y recuperar datos de estos objetos. 
 
Figura 1-8: Código para la trasferencia de datos en CUDA. 
// Códigodel Device 
__global__ voidVecAdd(float* A, float* B, float* C, int N) {  
inti = blockDim.x * blockIdx.x + threadIdx.x;  
if (i< N) C[i] = A[i] + B[i];  
}  
 
// Códigodel Host 
intmain() {  
int N = ...;  
size_t size = N * sizeof(float);  
// Ubicación de las variables en el espacio de memoria del Host 
float* h_A = (float*)malloc(size);  
float* h_B = (float*)malloc(size);  
// Ubicación de las variables en el espacio de memoria del Device 
float* d_A;  
cudaMalloc(&d_A, size);  
float* d_B;  
cudaMalloc(&d_B, size);  
float* d_C; 
cudaMalloc(&d_C, size);  
// Trasferencia de datos desde el Host al Device 
cudaMemcpy(d_A, h_A, size, cudaMemcpyHostToDevice);  
cudaMemcpy(d_B, h_B, size, cudaMemcpyHostToDevice);  
// Llamadadel Kernel 
intthreadsPerBlock = 256;  
intblocksPerGrid =  
(N + threadsPerBlock – 1) / threadsPerBlock;  
VecAdd<<<blocksPerGrid, threadsPerBlock>>>(d_A, d_B, d_C, N); 
// Copia de los resultados del Device al Host 
cudaMemcpy(h_C,d_C,size, cudaMemcpyDeviceToHost);  
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La CUFFT es la librería de NVIDIA® CUDA™ para el cálculo de la transformada rápida 
de Fourier. La FFT es un algoritmo muy eficiente que calcula la transformada de Fourier 
discreta de conjuntos de datos reales o complejos. La CUFFT permite, a través de unas 
pocas instrucciones, calcular la FFT en paralelo de un conjunto de datos en la GPU, 
aprovechando toda su capacidad sin tener que implementar todo el código desde cero 
[8]. La CUFFT sigue el modelo de implementación del más eficiente algoritmo de cálculo 
de la trasformada de Fourier, la FFTW [9]. Los parámetros utilizados son similares a los 
utilizados con la FFTW. En la Figura 1-9 se ilustra, por ejemplo, cómo realizar una 
transformada de Fourier 2D de un conjunto complejo de datos a un conjunto complejo 
datos en CUDA™. Inicialmente se definen las dimensiones de la transformada. Después, 
se definen el plan (configuración de la FFT), la variable de entrada y la variable de salida. 
En este caso, estas variables son de tipo complex, es decir, float2; justo después viene la 
asignación dinámica de estas variables con la función cudaMalloc(). La 
funcióncufftplan2d genera el plan de FFT. El paso siguiente es ejecutar el plan con 
cufftExecC2C(), en la que se determina si la trasformada es directa o inversa. En odata 
se asignan los datos de salida. Por último, las instrucciones cufftdestroy() y cudaFree() 
liberan las variables utilizadas por CUDA™. 
 
Figura 1-9: Programa de CUDA para el cálculo de trasformadas de Fourier de dos 
dimensiones sobre datos complejos. 
#define NX 256 
#define NY 128 
 
cufftHandle plan; 
cufftComplex *idata, *odata; 
// Ubicación de la memoria del Device 
cudaMalloc((void**)&idata, sizeof(cufftComplex)*NX*NY); 
cudaMalloc((void**)&odata, sizeof(cufftComplex)*NX*NY); 
// Declaración del plan 
cufftPlan2d(&plan, NX, NY, CUFFT_C2C); 
// Ejecución de la FFT 
cufftExecC2C(plan, idata, odata, CUFFT_FORWARD); 
//Ejecución de la FFT inversa 




Otra de las características útiles de CUDA™ es la interoperabilidad con las librerías 
gráficas DirectX y OpenGL [4]. OpenGL (Open Graphics Library) es una librería de 
gráficos 2D y 3D elaborada en C [10]. Se compone de una serie de funciones que 
permiten la manipulación de las diferentes características de las imágenes, como 
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texturas, sombras, entre otros. Junto con librerías auxiliares, OpenGL proporciona las 
herramientas necesarias para administrar ventanas y eventos sobre ellas de una manera 
simplificada. El sistema en sí es un controlador de eventos, es decir, la librería controla 
cíclicamente cada evento, y si uno se activa, se ejecuta la función según corresponda. 
 
OpenGL proporciona una interfaz gráfica de usuario para CUDA™ a través de una 
completa interoperabilidad entre ellos. Algunos recursos de OpenGL se pueden asignar a 
los espacios de los recursos de CUDA™, ya sea para permitir a CUDA™ leer los datos 
procesados por OpenGL o para permitir a CUDA™ transferir datos procesados para el 
consumo de OPENGL [4]. Esta capacidad elimina la necesidad de transferir datos desde 
la memoria de la GPU a la memoria de la CPU, cada vez que se necesita la visualización 
de los resultados de una operación realizada por un kernel, por ejemplo, sobre una 
imagen. Entre más pequeñas sean las trasferencias de datos más rápidas son las 
ejecuciones de los algoritmos, especialmente para grandes cantidades de datos a 
procesar. 
1.3 Aplicación de GPGPU para la reducción de ruido de 
speckle en reconstrucción numérica de hologramas 
digitales [30] 
Para reducir el ruido de speckle en holografía digital, muchas aproximaciones se 
encuentran en la literatura [14]-[22]. Algunos métodos se basan en técnicas de 
procesamiento de imágenes inspiradas en la física subyacente del ruido de speckle en 
holografía digital [16], [17]. Otras estrategias requieren la superposición de múltiples 
hologramas reconstruidos sin correlación entre ellos. Los hologramas no correlacionados 
que se superponen se obtienen mediante técnicas diferentes [13]-[28]. Sin importar la 
forma de producir los múltiples hologramas no correlacionados, todos los métodos 
multiplican el tiempo de procesamiento por lo menos, por el número de hologramas 
necesarios para la técnica en particular. 
 
Los métodos basados en la superposición de múltiples hologramas reconstruidos para 
reducir el ruido de speckle en holografía digital, llevan a cabo esencialmente el mismo 
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conjunto de operaciones sobre datos diferentes. Por consiguiente este tipo de 
procesamiento de datos se ajusta completamente al paradigma GPGPU [13]-[28]. 
 
La Holografía Digital DH es una técnica de visualización de dos pasos: i) Grabado y ii) 
Reconstrucción [11], [12]. En la etapa de grabado, una cámara registra la intensidad 
resultante de la superposición entre una onda de referencia  refA r  y una onda objeto 
 
obj
A r . La onda de referencia tiene distribuciones de amplitud y fase conocidas. Por 
simplicidad, se puede escoger que sea una onda plana que incide perpendicularmente al 
plano de la cámara. La información del objeto para ser visualizada es codificada en 
variaciones de fase y amplitud de la onda objeto. A partir de la intensidad grabada 
     
2
ref obj
I A A r r r , llamada holograma digital, es posible recuperar la información 
que la onda objeto ha adquirido en su propagación hasta el sensor de la cámara. El 
proceso por medio del cual tal información es recuperada es la reconstrucción. En la 
reconstrucción, el holograma grabado digitalmente es iluminado numéricamente con la 
onda de referencia compleja conjugada; de esta manera, la información recuperada 
iguala la que originalmente se codificó en la onda objeto [11], [29]. Ya que una cámara 
digital es la que graba el holograma, éste es un conjunto de unos y ceros que son 
ordenados en forma de una imagen digital. Esta clase de manipulación del holograma, 
permite llevar a cabo el proceso de reconstrucción a través de una aproximación 
numérica [11], [12]. Con el objeto de calcular numéricamente la difracción de la onda de 
referencia compleja en el holograma digital se puede emplear la fórmula de difracción de 
Fresnel-Kirchhoff [29]: 
 
     *
exp











r' r r r
r r'
.    (1.1) 
 
En la Ecuación (1.1), 2 /k   es el número de onda con   la longitud de onda de 
iluminación; los vectores ( , , )X Y zr  y 
0
( , , )x y zr'  denotan las posiciones en el plano 
del holograma (cámara digital) y en el plano de reconstrucción (objeto) respectivamente. 
 1 cos  es el factor de inclinación e 1i   . Las coordenadas se ilustran en la Figura 
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1-10. Para un amplio rango de aplicaciones, es suficiente emplear de aproximación de 
Fresnel-Fraunhofer de la Ecuación (1.1) [29]: 
 
   
   
   2 2 2 2
*
exp




ik x y ik X Yi ikz ik Xx Yy
A I A d
z z z z
        
       
         
r' r r r
.  (1.2) 
 
Figura 1-10: Ilustración del sistema de coordenadas para calcular la Ecuación (1.1). 
 
 
La Ecuación (1.2) reduce significativamente la complejidad del cálculo del proceso de 
difracción. 
 
Para implementar computacionalmente la Ecuación (1.2), ésta se escribe en 
coordenadas discretas para el holograma digital y el plano de reconstrucción. Las 
coordenadas en el plano del holograma son discretizadas de acuerdo a las dimensiones 
de los pixeles ( X , Y ) de la pantalla digital, es decir, X n X   y Y m Y  ; n, m son 
números enteros. En el plano de reconstrucción, los tamaños de los pixeles se fijan en 
x , y  tal que x p x   y y q y  , con p, q también números enteros. Reemplazando 
la integral por sumatorias y las coordenadas continuas por su representación discreta, la 
Ecuación (1.2) se convierte en: 
 
 
   
   
2 2 2 2
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     
     
  
           
       
     
 
.(1.3) 
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En la Ecuación (1.3) se considera que el holograma digital ha sido grabado en una 
cámara de MxN pixeles. Esa ecuación permite el cálculo de la amplitud reconstruida 
obj
A  
en el punto ( , , )p x q y z   a través de una doble sumatoria sobre todos los pixeles del 
holograma  ,I n X m Y  . El cálculo de cada punto del holograma reconstruido tiene una 
complejidad computacional de O(MxN). Por consiguiente, si se desea un holograma 
reconstruido con MxN pixeles, su cálculo requerirá una complejidad computacional de 
O(MxN)2. Una cámara digital típica empleada en DH tiene M=N=1024 pixeles; esto 
implica que el cálculo de una imagen reconstruida con 1024x1024 pixeles tiene una 
complejidad computacional de O(10244), un número muy grande para aplicaciones 
prácticas. Para reducir la complejidad computacional de la Ecuación (1.3), se puede 














[11]. Después de introducir estas dimensiones de pixeles en la 
Ecuación (1.3), se obtiene: 
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Como se expresa en la Ecuación (1.4) la amplitud reconstruida puede ser computada 
como una trasformada discreta de Fourier (DFT) [11] de 
     * 2 2 2 2, , expref
i
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. El resultado de esta trasformación es 
multiplicado por 
  2 2
2 2 2 2
exp
exp
i ikz p q
i z




   
   
. La cantidad compleja 
resultante es igual a la amplitud de la onda objeto 
obj
A  en el plano donde se ubica el 
objeto, si la distancia de propagación z iguala la distancia del objeto a la cámara digital 
en la etapa de grabado. De esta forma, la Ecuación (1.4) puede ser calculada a través de 
un algoritmo de la trasformada rápida de Fourier (FFT) [11], [12]: 
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  (1.5) 
 
Figura 1-11: Paralelización de la reconstrucción de hologramas digitales con reducción 
de ruido de speckle. Los múltiples hilos de una CPU moderna se utilizan en combinación 
con la computación de propósito general en GPU. Para la mejor reducción de manchas 
de speckle, el método propuesto lleva a cabo la reducción de este ruido 20 veces más 
rápido en comparación con una CPU regular. 
 
 
Con la Ecuación (1.5) la complejidad computacional se reduce a O(M x log N )2. Por 
ejemplo, para el mismo caso tratado de N=M=1024 pixeles, la complejidad computacional 
es reducida seis órdenes de magnitud. A partir de la Ecuación (1.5) la intensidad y la fase 
de la onda objeto pueden ser calculadas como: 
 
2
( , , ) ( , , )
obj obj
I p x q y z A p x q y z     .     (1.6) 
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respectivamente. En este punto, la Ecuación (1.6) representa el holograma reconstruido y 
es éste que se presenta el ruido de speckle. 
 
El método presentado para reducir el ruido de speckle en los hologramas reconstruidos 
numéricamente sigue una estructura SIMD; los hologramas no correlacionados son 
individualmente reconstruidos y superpuestos. El proceso de reconstrucción realizado 
sobre cada holograma es el mismo y la reconstrucción en si es altamente paralelizable. 
Estas características del método indican que el procedimiento completo puede ser 
implementado en una GPU y así acelerar las O 2S (M x log M)2 operaciones necesarias, 
donde S es el número de hologramas superpuestos. 
 
La estrategia propuesta para acelerar el proceso de reducción del ruido de speckle en los 
hologramas numéricamente reconstruidos se muestra en la Figura 1-11; se utiliza la 
capacidad multi-threading de las CPUs modernas combinado con GPGPU [23] para 
calcular las O 2S (M x log M)2 operaciones de punto flotante necesarias. En esta 
propuesta, se hace uso de un hilo de la CPU para administrar la adquisición y 
transferencia electrónica de los hologramas digitales, y para controlar la nueva posición 
de la iluminación no correlacionada con un motor paso a paso, ver hilo verde 1. A través 
de la comunicación entre los hilos, el holograma grabado digitalmente se transfiere al hilo 
2 que administra el hilo de la GPU, hilo morado 2. Una vez que el holograma grabado es 
transferido, el motor paso a paso se hace girar en un solo paso y el proceso se repite 
hasta que la condición de finalización se alcanza. El hilo de la GPU que recibe los 
hologramas grabados gestiona su reconstrucción numérica y la superposición. Cuando el 
proceso se inicia, una matriz (A) de ceros con M x M entradas se genera y se mantiene 
en la memoria global de la GPU. El holograma digital recibido se reconstruye 
numéricamente en la GPU y la intensidad resultante se envía a la matriz A; la matriz A es 
visualizada a través de OpenGL. El proceso se repite desde la reconstrucción del 
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holograma hasta que la condición de finalización se alcanza. La sincronización entre los 
hilos garantiza que ningún proceso se sobrecargue y los hologramas reconstruidos se 
muestran en la pantalla con ruido de speckle pero con un contraste reducido como se 
observa en la Figura 1-12 para distintas cantidades de hologramas superpuestos. Para 
calcular el contraste sobre las áreas rectangulares amarillas de la Figura 1-12, se emplea 
C I
 [11] con 
  la desviación estándar de la intensidad e I la intensidad promedio. 
 
Figura 1-12: Superposición de S hologramas no correlacionados. El número de 
hologramas superpuestos S se muestra en el panel correspondiente. El área rectangular 
aumentada 2,5 veces muestra una mejor visualización de la reducción del ruido de 
speckle. El contraste C del speckle se calcula sobre las áreas rectangulares.  
 
 
La reconstrucción acelerada de hologramas digitales con reducción de ruido de speckle 
se ha implementado en un ordenador personal que posee un procesador Intel ® Core™ 
i7-2600 funcionando a 3.40GHz y 8 GB de memoria RAM. El equipo aloja una tarjeta 
gráfica NVIDIA® Geforce GTX 580 con 512 núcleos CUDATM funcionando a 1544 MHz y 
1536 MB de memoria local. Los hologramas digitales se graban en una cámara CMOS 
de 752x480 píxeles vinculada al ordenador a través de una interfaz USB3.0 fabricado por 
IDS® operando a 100 fotogramas por segundo; la cámara requiere 10 ms para grabar un 
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holograma y transferirlo a la memoria de la CPU. La transferencia de la memoria de la 
CPU a la GPU se realiza en 1 ms. Si el holograma se rellena con ceros hasta tener un 
tamaño de 1024x1024 píxeles en la memoria de la CPU o la GPU, entonces se requiere 
de 125,2 ms para reconstruirlo, mientras que en la GPU requiere 4,6 ms. Estas cifras 
suponen que el proceso de reconstrucción, incluyendo la adquisición y la trasferencia a la  
CPU, reduce 25 veces el tiempo de procesamiento por holograma. La evaluación del 
rendimiento del algoritmo de reconstrucción se ha realizado para diferentes tamaños de 
relleno con ceros, obteniendo los resultados que se muestran en la Tabla 1-1.  
 
Tabla 1-1: Tiempo transcurrido en milisegundos para reconstruir un holograma una 
vez trasferido a la memoria de la CPU. Comparación entre los algoritmos de 
reconstrucción acelerado (GPU) y no acelerado (CPU).  
Tamaño del holograma 
rellenado con ceros 
(pixeles) 
Tiempo para reconstruir un 
holograma en GPU (ms) 
Tiempo para reconstruir un 
holograma en CPU (ms) 
768x768 5.5 82.5 
1024x1024 4.6 125.2 
1536x1536 16.2 378.8 
2048x2048 13.1 505.4 
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2. Fundamentos de Microscopía Holográfica 
Digital sin Lentes 
En la microscopía holográfica digital con iluminación de frente de onda esférico o 
microscopía holográfica digital sin lentes (MHDL) [1], una fuente de luz monocromática, 
usualmente un láser de longitud de onda λ, es enfocada sobre un pinhole con un 
diámetro del orden de λ, con el fin de generar ondas esféricas altamente coherentes que 
iluminen una muestra ubicada a una distancia z del pinhole. La onda débilmente 
esparcida por la muestra interfiere en la superficie del sensor digital, ya sea una cámara 
CMOS o CCD, con la onda de referencia no esparcida. El sensor digital es posicionado 
de forma tal que su centro se encuentra a una distancia L de la fuente puntual. La 
intensidad registrada, llamada holograma en línea, se trasfiere al PC para su 
procesamiento. En la Figura 2-1 se ilustra la configuración básica de la MHDL. 
 
Figura 2-1: Representación esquemática de la microscopía holográfica digital sin 
lentes (MHDL). El holograma registrado se trasfiere a un PC por medio de un protocolo 
de comunicación para su posterior procesamiento. 
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La onda esparcida, la cual lleva la información de la muestra, es recuperada a partir del 
holograma en línea a través del cálculo numérico del proceso de difracción que la onda 
de referencia conjugada no esparcida, sufre cuando ilumina el holograma en línea. Ya 
que en MHDL la onda de referencia es esférica, este proceso en el dominio de 
Fraunhofer se describe matemáticamente por medio de la trasformada de Kirchhoff-
Helmholtz (Ecuación (2.1)) [1], [2]: 
 
      2exp /K I ik d r

    r r r  .
    (2.1) 
 
En la Ecuación (2.1) la integración se extiende sobre la superficie de la pantalla , 
cámara CCD o CMOS, con coordenadas  , ,X Y Lr , 2 /k    es el número de onda; 
 I r  es el holograma en línea y  , ,x y rz  son las coordenadas en el plano de 
reconstrucción.  K 
 
es una cantidad compleja que puede ser calculada en varios 
planos de reconstrucción a distintas distancias zr de la fuente puntual (pinhole) con el fin 
de recuperar la información tridimensional de la muestra o equivalentemente, la onda 
esparcida por el espécimen en diferentes planos. Esta operación se hace enteramente de 
forma numérica a partir de un holograma bidimensional de MHDL con M x N pixeles. La 
implementación de la Ecuación (2.1) tiene una complejidad computacional O ( Mx N ), la 
cual corresponde a cualquier intento no aproximado de cálculo de la integral de 
difracción, es decir, con una alta demanda de tiempo de computo. Con el propósito de 
reducir el tiempo de cálculo de la Ecuación (2.1) sin comprometer ninguno de los 
exigentes requerimientos de la MHDL, Kreuzer [3] patentó un procedimiento que 
convierte esta expresión en una convolución escalable que permite usar trasformadas 
rápidas de Fourier (FFT) y de esta forma, acelerar la reconstrucción numérica de los 
hologramas en MHDL. Se desarrolló además un paquete de software el cual operando en 
una computador portátil convencional permite la reconstrucción de hologramas de 2048 x 
2048 pixeles en 1s, es decir 1 cuadro por segundo (fps). Lo anterior significa que la 
implementación de la Ecuación (2.1) tiene que ser acelerada para llevar a cabo MHDL en 
tiempo real y de esta manera evitar la realización del proceso de reconstrucción de forma 
posterior al registro del holograma. 
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Debido a la simplicidad de hardware y a lo robusto de la MHDL, esta metodología de 
microscopía ha sido aplicada a la biología [5] exobiología [6], ciencias de coloides [7] y a 
diferentes estudios donde se requiere la localización de partículas en las tres 
dimensiones espaciales y el tiempo [8]. En todas estas aplicaciones, se requiere la 
reconstrucción de cientos o incluso miles de hologramas para obtener información del 
experimento, lo cual consume grandes cantidades de tiempo. Actualmente, el algoritmo 
de reconstrucción desarrollado por Kreuzer [3], puede ser potenciado con las 
capacidades de procesamiento acelerado que proveen las unidades de procesamiento 
gráfico (GPU). Esta implementación puede permitir la reconstrucción numérica de 
hologramas en MHDL en tiempo real, lo cual hace posible un microscopio holográfico sin 
lentes operando a velocidad de video y con resolución espacial micrométrica. En las 
secciones siguientes se muestran los detalles de la implementación de este método de 
microscopía en tiempo real y los resultados obtenidos al estudiar una mono-capa de 
esferas auto-organizadas que son visualizadas con MHDL trabajando a velocidad de 
video. 
2.1 Reconstrucción numérica de hologramas en línea 
El corazón del procedimiento patentado por Kreuzer [3] para la reconstrucción de 
hologramas en línea, es una trasformación de coordenadas la cual incluye la distancia de 
reconstrucción zr y remueve la no linealidad presente en el término exponencial de la 
Ecuación (2.1). Esta trasformación exige llevar a cabo una interpolación sobre el 
holograma en línea para representarlo en un nuevo sistema de coordenadas. La 
manipulación del holograma en línea, así como de la Ecuación (2.1) convierte a esta 
última en una nueva expresión que puede ser calculada hacienda uso de FFTs, 
reduciendo de esta forma la complejidad computacional a O( M x logM ), para el caso en 
que N=M. Sin pérdida de generalidad, en este capítulo solo se considera hologramas en 
línea con el mismo número de pixeles a lo largo de las direcciones x e y. La descripción 
completa del algoritmo puede leerse en [3]. Acá, para el propósito de este texto se parte 
de  la versión discreta de la trasformada de Kirchoff-Helmholtz:  
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En la Ecuación (2.2),  ' ', 'I m x n y   corresponde al holograma en línea interpolado 
sobre MxM pixeles; m, n, s, t son números enteros; ,x y     ,  ', 'x y   son las 
dimensiones de los pixeles en el plano de reconstrucción y en plano del holograma 
interpolado, respectivamente. La Ecuación (2.2) puede convertirse en una trasformada de 
Fourier discreta (DFT) si los tamaños de los pixeles en el holograma en línea interpolado 
y en el plano de reconstrucción están relacionados a través de 'x L M x     y 
'y L M y    . Debido a que en la definición de los algoritmos de las DFTs el número 
de pixeles se mantiene fijo, las condiciones anteriores para el tamaño de los pixeles 
limitan el desempeño de la MHDL, ya que restringen las aperturas numéricas posibles del 
sistema. Estas restricciones pueden ser removidas introduciendo las sustituciones 
 
22 22ms m s m s     y  
22 22nt n t n t     [3], [9]. Estas sustituciones trasforman 
la Ecuación (2.2) en: 
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La suma en la Ecuación (2.3) está en la forma de una convolución discreta. Esto sugiere 
su evaluación usando el ampliamente conocido procedimiento basado en la trasformada 
discreta de Fourier, es decir la convolución discreta de las funciones: 
 




 2 22 . exp ' ' 2m n x yf ik m x n y L          .   (2.5) 
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Para el cálculo de la convolución discreta de las funciones 1 ,m nf  y 2 ,m nf , su circularidad 
tiene que garantizarse: Esto es llevado a cabo por medio de extender cada una de las 
funciones a 2M x 2M pixeles adicionando ceros a lo largo de cada dirección de la matriz 
[9]. La amplitud compleja reconstruida  rK z  puede ser evaluada como el producto de 
las DFTs de 1 ,m nf  y 2 ,m nf  [10]. La complejidad computacional al calcular  rK z  es por 
consiguiente reducida a O(3 M x logM ) ya que estas DFTs son evaluadas vía FFTs, es 
decir: 
 
   
    
2 2
1
1 , 2 ,
, , ' 'exp ' ' 2x y r x y
m n m n
K s t z x y ik s x t y L
FFT FFT f FFT f
   

          
 

.  (2.6) 
 
La Ecuación (2.6) permite: i) reconstruir hologramas de MHDL sin restricciones en el 
tamaño de los pixeles en el holograma y en el plano de reconstrucción, de esta forma no 
hay restricciones en la apertura numérica del sistema y ii) permite acelerar su cálculo ya 
que se basa en la FFT, la cual unida con la moderna tendencia de usar GPUs para el 
cálculo de operaciones de punto flotante, puede conducir a la reconstrucción en tiempo 
real de hologramas en MHDL. 
2.2 Reconstrucción acelerada de hologramas en línea 
por medio de GPUs 
El acelerado desarrollo de las GPUs, impulsado por el gigantesco mercado de los 
videojuegos, ha proporcionado algo más que increíbles herramientas para los amantes 
de esta forma de diversión. Puesto que la razón principal para que un videojuego luzca y 
tenga movimientos realistas es la capacidad de realizar miles de operaciones de punto 
flotante en el menor tiempo posible, las GPUs encajan perfectamente a la hora de 
realizar cálculos complejos en muchos campos de la física [11]-[14]. El campo de la 
óptica no se excluye de esta tendencia: medidas de superficie en tres dimensiones en 
tiempo real [15], tomografía óptica coherente de Fourier en tiempo real [16], calculo 
acelerado de hologramas generados por computador [17] y la reconstrucción numérica 
de hologramas digitalmente registrados [18], se cuentan entre los desarrollos en los 
cuales las GPUs han sido utilizadas para acelerar el procesamiento numérico en óptica. 
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El principal desafío en la implementación de microscopía holográfica sin lentes como la 
MHDL a velocidad de video, es tener complejidades computacionales de O( 3 M x logM ) 
con M al menos en el orden de 1024. En MHDL, dos partículas que están separadas una 
distancia r  pueden distinguirse si 2r NA   [1], con   la longitud de onda de 
iluminación y NA la apertura numérica del sistema. Puesto que la MHDL es una técnica 
de microscopía holográfica sin lentes, la NA se controla con el ancho W del dispositivo de 
registro y su distancia L a la fuente de iluminación, a saber 
2 21 1 4NA L W  . Con el 
fin de obtener una resolución en el rango micrométrico en MHDL usando luz visible, la 
definición de la apertura numérica impone que el ancho del dispositivo de registro, ya sea 
una cámara CCD o CMOS, debe ser del orden de su distancia a la fuente puntual. Se 
debe considerar además que puesto que la reconstrucción numérica de hologramas se 
basa en el cálculo de la integral de difracción en coordenadas discretas, las limitantes de 
aplicación de los algoritmos para realizar esta tarea [19] y las cámaras disponibles en el 
mercado, indican que en aplicaciones prácticas los hologramas en MHDL deben tener al 
menos 1024x1024 pixeles, alcanzando el desempeño óptimo operando sobre 
hologramas de 2048x2048 píxeles. No obstante la inteligente implementación de la 
integral de difracción específicamente desarrollada para reconstruir hologramas en 
MHDL [3], la reconstrucción de hologramas de 2048x2048 pixeles llevada a cabo en 
computador personal moderno toma del orden de segundos, lo cual excluye la aplicación 
de la MHDL en muchos campos. 
 
Para mitigar la limitación de la MHDL descrita anteriormente, es posible migrar de una 
arquitectura serial de programación a una paralela. Es aquí donde empieza tomar un 
papel importante el paradigma GPGPU y en particular NVIDIA® CUDATM. Debido a los 
conceptos expuestos en el capítulo anterior, las características del cómputo paralelo en 
la GPU pueden ser empleadas para manejar la complejidad computacional de O( 3 M x 
logM ) requerida con el fin de reconstruir un holograma en MHDL. Específicamente, ya 
que el holograma reconstruido es computado por medio de FFTs, en la implementación 
que se presenta se usa la librería CUFFT de NVIDIA® CUDA™. Adicionalmente al 
incremento de la velocidad de computo que provee el uso de las GPUs, se puede 
obtener una aceleración extra en el cómputo de la Ecuación (2.6) usando criterios de 
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simetría en el cálculo de las funciones 1 ,m nf  y 2 ,m nf  y el factor de fase 
 2 2' 'exp ' ' 2x yx y ik s x t y L          . Estos tres términos dependen de enteros que 
toman valores desde 2M  hasta ( 2) 1M  . Como para todos los términos los índices 
están al cuadrado, es suficiente calcularlos sólo en un cuarto de la matriz completa sobre 
la cual está definido el holograma interpolado; los otros tres cuartos pueden ser 
calculados por medio de LUTs (del inglés look up tables), acelerando aún más las 
reconstrucciones de los hologramas. 
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3. Técnicas de auto-enfoque en microscopía 
holográfica digital 
En el caso del seguimiento de microorganismos en volúmenes, además de ubicar 
bidimensionalmente el espécimen se debe conocer la distancia longitudinal o axial a la 
que se encuentra el mismo para generar el triplete de coordenadas (X,Y,Z) en todo 
momento y así poder hacer el rastreo requerido. En el caso de las técnicas de 
microscopía, este problema se reduce a hallar el plano de mejor enfoque [1], por 
consiguiente, un sistema de seguimiento de microorganismos debe tener un criterio claro 
a la hora de ejecutar el auto-enfoque necesario.  
 
Tradicionalmente, la identificación y el rastreo de células, bacterias u otras especies 
biológicas se ha desarrollado por medio de técnicas soportadas en procesos bioquímicos 
para el etiquetado de los microorganismos los cuales consumen mucho tiempo y en 
general son bastantes laboriosos, además de ser procedimientos invasivos [2], [3], [10], 
[11]. Lo anterior dificulta la labor de observación de estos especímenes [3], [11]. Ante 
esta dificultad, ha surgido una serie de métodos ópticos que se presentan como la 
solución a implementar en estos casos [6]. P. Frymier et al. muestran en [12] el diseño de 
un microscopio empleado para el seguimiento 3D de una bacteria por medio de tomas en 
distintas posiciones rotando el sistema mecánico en el cual se encuentra la muestra a 
observar. Otra forma de hacer mediciones de las trayectorias 3D es la estereoscopía, la 
cual requiere la sincronización de dos cámaras [13]. La microscopía confocal se ha 
empleado también para estudiar el movimiento de partículas en sistemas coloidales en el 
tiempo, sin embargo la naturaleza de esta técnica de exploración limita el número de 
cuadros por segundo alcanzables [14]. En la microscopía convencional, las células 
necesitan ser etiquetadas con marcadores fluorescentes para que sean visualizadas y 
caracterizadas en detalle [3], lo cual requiere procedimientos invasivos. Suponiendo que 
la etapa de etiquetado no es necesaria, el seguimiento de microorganismos que se 
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mueven en un volumen es bastante complejo mediante esta técnica, ya que surge como 
limitante la reducida profundidad de campo [3]-[6]; la microscopia holográfica digital 
(DHM), en sus diferentes versiones, brinda una atractiva posibilidad para realizar el 
seguimiento de microorganismos en una muestra volumétrica ya que es una técnica no 
invasiva, no destructiva, simple y de bajo costo. [3], [7]-[9]. 
 
La holografía digital provee información 3D a partir de un holograma 2D [1]. La manera 
de recuperar la información tridimensional es hacer reconstrucciones plano a plano de un 
volumen de inspección. Debido a la naturaleza digital de esta metodología de formación 
de imágenes, se pueden llevar a cabo muchas técnicas de procesamiento numérico para 
mejorar la reconstrucción [15]. Con las aproximaciones numéricas que se utilizan en 
holografía digital se puede  controlar el tamaño de la imagen de salida como función de la 
distancia de enfoque y de la longitud de onda [16], se puede llevar a cabo reconocimiento 
3D de patrones [17]-[19], se puede procesar los bordes de los objetos [20], [21], se puede 
implementar técnicas para eliminar el ruido de la imagen gemela [22], [23], se puede 
hacer visualización cuantitativa de fase [15], [24]-[26] y se puede compensar 
aberraciones [27], [28], por sólo mencionar algunas. 
 
Debido entonces a la naturaleza numérica de la holografía digital, ésta también provee el 
enfoque de los objetos por medio del cambio de un valor numérico en una expresión 
matemática [1]. Sin embargo, por si misma no provee ningún criterio claro cuando la 
distancia de mejor enfoque se ha alcanzado [29]. En efecto, si la reconstrucción del 
holograma permite reenfocar una muestra plano a plano tal cual como en un sistema de 
microscopía óptica, entonces al igual que en dicha técnica, se requiere de un criterio 
externo para determinar cuando el objeto está enfocado. 
 
En este capítulo se presentan las técnicas tradicionales de auto-enfoque en microscopía 
holográfica digital y las técnicas propuestas en esta tesis para el caso de la MHDL, para 
la cual, no se ha encontrado un criterio claramente establecido en la literatura. 
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3.1 Técnica de Dubois 
Una de las técnicas para obtener una métrica de auto-enfoque más referenciadas y 
empleadas en holografía digital es la métrica de Dubois [29]. La métrica de Dubois 
consiste en calcular la integral del módulo de la amplitud sobre toda la imagen como 
función de la distancia de reconstrucción, para lo cual, en la literatura se constata que el 
mínimo de ésta función es precisamente el plano de mejor enfoque [29]. 
 
La métrica se basa en las propiedades invariantes de propagación de un campo óptico, 
en particular del caso de la energía (Ecuación (3.1)). 
 
2 2
0( ', ') ' ' ( , )du x y dx dy u x y dxdy E
   
   
    
.   
(3.1) 
 
Donde u0 es la amplitud compleja en un plano P paralelo al plano P’ en el cual a su vez 
se tiene una amplitud compleja ud, ambos planos separados una distancia d. La energía 
E es invariante. 
 
Se tiene entonces ahora un objeto puro de amplitud ubicado en un plano. Su imagen está 
enfocada a una distancia d cuando la integral del módulo de la amplitud a esa distancia 
es mínima (Ecuación (3.2)). 
 
2
( , )du x y dxdy
 
 
  es mínima.    (3.2) 
 
Si el objeto es una trasparencia real positiva t(x,y) iluminada por una amplitud constante 
real positiva K, entonces en el plano de mejor enfoque se tiene  
 
( , ) ( , )du x y t x y K .         (3.3) 
 
Como ud(x,y) es una expresión positiva, entonces la siguiente ecuación se cumple: 
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( , ) ( , ) ( , )d d du x y dxdy u x y dxdy u x y dxdy
     
     
       .     (3.4) 
 
Definiendo la amplitud compleja en un plano no enfocado como '( ', ')du x y  y recurriendo a 
la propiedad de la Ecuación (3.1) se tiene: 
 
                          
'( , ) ( ', ') ' 'd du x y dxdy u x y dx dy
   
   
    .                      (3.5) 
 
Como '( ', ')du x y  no es la amplitud en el plano enfocado, entonces es a priori una 
cantidad compleja, por consiguiente la segunda igualdad de la Ecuación (3.4) es 
reemplazada por una desigualdad: 
 
' '( ', ') ' ' ( ', ') ' 'd du x y dx dy u x y dx dy
   
   
    .         (3.6) 
 
Combinando las ecuaciones (3.4), (3.5) y (3.6) se obtiene: 
 
'( , ) ( ', ') ' 'd du x y dxdy u x y dx dy
   
   
    .          (3.7) 
 
La Ecuación (3.7) expresa que la integral del módulo de la amplitud es mínima cuando se 
alcanza el plano de enfoque. 
 
Con el objeto de probar esta métrica, se implementó en NVIDIA® CUDATM un algoritmo 
que reconstruye hologramas vía trasformada de Fresnel y que a continuación calcula el 
módulo de la amplitud obteniéndose las gráficas de la Figura 3-1. En esta figura se 
visualiza la curva del resultado de la métrica contra la distancia de propagación para 
cada reconstrucción; el holograma fue grabado en una configuración fuera de eje, cuyo 
objeto codificado es un dado de 15 mm de lado.  
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Figura 3-1: Cálculo de la integral del módulo de la amplitud como función de la 
distancia de reconstrucción en reconstrucciones holográficas por trasformada de Fresnel. 
Se presenta además el holograma reconstruido a la distancia de mejor enfoque que 
arroja la métrica. 
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La métrica en este caso es multimodal, pero arroja un mínimo global claramente definido 
el cuál corresponde al plano de mejor enfoque según se ilustra en la reconstrucción que 
se visualiza en la Figura 3-1. 
 
El objetivo de esta tesis es seguir microorganismos por medio de la MHDL, por 
consiguiente, este mismo procedimiento se aplicó a reconstrucciones holográficas 
empleando la Ecuación (2.6), es decir, vía patente de Kreuzer. En la Figura 3-2 se 
observa la curva de los valores arrojados por la métrica para cada distancia de 
reconstrucción, en un intervalo en el que se conoce que se encuentra el objeto. 
 
Figura 3-2: Cálculo de la integral del módulo de la amplitud como función de la 
distancia de reconstrucción en reconstrucciones holográficas empleando la patente de 
Kreuzer [9]. Se presenta además el holograma reconstruido a la distancia de mejor 
enfoque que arroja la métrica y un acercamiento al objeto que se enfoca para este plano. 
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La métrica arroja un mínimo global en el cual se enfoca un objeto, probablemente ruido, 
pero no se enfoca el objeto de interés que es el corte de una cabeza de mosca, el cual 
no se observa claramente en la reconstrucción. Debido a esto, esta métrica no es 
aplicable en el caso de MHDL. 
3.2 Otras técnicas tradicionales 
Además de la métrica de Dubois, en la literatura [30] referente al auto-enfoque en 
microscopía holográfica se han encontrado métricas basadas en el espectro del objeto 
reconstruido: 
 




Espectro FFT O x y  
             (3.8) 
 
y en la varianza del mismo 
 










.         (3.9) 
 
La Ecuación (3.8) representa la métrica calculada a partir del espectro de potencia del 
holograma reconstruido O(x,y), donde x y y que denotan las coordenadas en el espacio 
real y u y v que denotan las coordenadas en el espacio de frecuencias. La Ecuación (3.9) 
es la varianza de la distribución de amplitud del holograma, donde Nx y Ny se refieren a 
las dimensiones en pixeles del holograma reconstruido. 
 
La métrica de varianza a su vez, está íntimamente relacionada con el coeficiente de 






 .                                                        (3.10) 
 
En la Ecuación (3.10) (I) y I son la desviación estándar y la media de  las 
intensidades del holograma reconstruido, respectivamente. El coeficiente de Tamura T es 
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una métrica de contraste de la imagen sobre la cual opera. En el caso de 
reconstrucciones holográficas, este coeficiente generalmente es útil debido a que éstas 
tienen un fondo negro claramente diferenciado del objeto, para el caso del plano de mejor 
enfoque [31]. Las curvas para Varianza y la métrica de Tamura se observan en la Figura 
3-3 para la reconstrucción del mismo holograma mostrado en la Figura 3.1. 
 
Figura 3-3: Cálculo de la varianza y el coeficiente de Tamura en reconstrucciones 
holográficas empleando la trasformada de Fresnel. Se presenta además el holograma 
reconstruido a la distancia de mejor enfoque que arrojan las métricas. 
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Tanto para Varianza como para el método de Tamura se obtienen resultados apropiados 
a partir del holograma reconstruido en la Figura 3-3, demostrando la validez de estas 
métricas para el caso de hologramas reconstruidos por trasformada de Fresnel; al igual 
que en la sección anterior (Sección (3.1)) se aplican las mismas métricas sobre el 
algoritmo de reconstrucción basado en la Ecuación (2.6) o patente de Kreuzer. Los 
resultados se ilustran en las gráficas de la Figura 3-4. 
 
Figura 3-4: Cálculo de la varianza y el coeficiente de Tamura en reconstrucciones 
holográficas empleando la patente de Kreuzer. Se presenta además el holograma 
reconstruido a la distancia de mejor enfoque que arrojan las métricas y un acercamiento 
al objeto que se enfoca para este plano. 
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Las métricas de Tamura y Varianza tienen un comportamiento multimodal similar y un 
mínimo global que arroja la distancia de mejor enfoque en un plano en el que se 
encuentra el mismo objeto de la métrica anterior; teniendo entonces estás métricas la 
misma debilidad que Dubois. 
 
3.3 Auto-enfoque en microscopía holográfica digital sin 
lentes 
Ya que la microscopía holográfica digital en línea es la técnica de adquisición de 
información microscópica en el marco de esta tesis, entonces se debe emplear técnicas 
de auto-enfoque que sean efectivas para hologramas reconstruidos a través de la 
patente de Kreuzer (Ecuación (2.6)). Dubois [29], Tamura [31] y varianza [30] no arrojan 
resultados positivos en la tarea de auto-enfoque, pero no son las únicas técnicas 
tradicionales exploradas en la literatura para evaluar el autoenfoque en microscopía 
holográfica digital. En esta sección se exponen un par de técnicas tradicionales para 
llevar a cabo el enfoque automático que son efectivas, pero no suficientemente robustas 
en MHDL. Al final de esta sección se propone además una técnica original en el marco 
de esta tesis para dar solución al problema, la cual es mucho más robusta que las 
tradicionales. 
3.3.1 Técnicas de Gradiente y Laplaciano 
Las técnicas tradicionales anteriormente descritas tienen una naturaleza física propia del 
fenómeno de difracción que sufre una onda cuando ilumina un holograma. Dubois trabaja 
con la invariante de la energía en todo plano; Tamura y Varianza se basan en que para el 
plano de mejor enfoque el contraste de la imagen es máximo debido al fondo negro 
claramente diferenciado de las reconstrucciones holográficas [31]. 
 
Una visión alternativa del problema se presenta en el marco del procesamiento digital de 
imágenes, área en la cual técnicas ampliamente empleadas para otros fines, por ejemplo, 
el reconocimiento de patrones, pueden atacar también el problema del enfoque 
automático de imágenes de microscopía [30]. Los operadores Gradiente y Laplaciano, 
normalmente empleados para la detección de bordes [30], tienen cabida en este 
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problema si se tiene en cuenta que justo cuando se ha alcanzado la distancia de 
reconstrucción para la cual se tiene enfocado el objeto es donde se tiene mayor cantidad 
de bordes. 
 
El operador gradiente de una imagen O(x,y), con x e y las posiciones en pixeles, viene 
definido como: 
 
   , ,
( , )
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O x y
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.                                     (3.13)
 
 
Para el caso de la métrica basada en este operador, se requiere la magnitud del vector 
en cada posición: 
 








   
   
.                           (3.14) 
 
De esta manera el operador gradiente queda redefinido como: 
 
       
2 2
( , ) , 1, , , 1O x y O x y O x y O x y O x y              .                 (3.15) 
 
La métrica es entonces la sumatoria sobre todos los pixeles de la imagen: 
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       
2 2
,
, 1, , , 1
x y
Gradiente O x y O x y O x y O x y             .                 (3.16) 
 
Para el caso de la métrica del Laplaciano, se parte de la definición del operador: 
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De esta manera, el operador viene dado por: 
 
2 ( , ) ( , 1) ( , 1) ( , 1) ( , 1) 4 ( , )O x y O x y O x y O x y O x y O x y          .         (3.20)
 
 
Cuya magnitud es: 
 
 
22 ( , ) ( , 1) ( , 1) ( , 1) ( , 1) 4 ( , )O x y O x y O x y O x y O x y O x y          .        (3.21)
 
 
La métrica es entonces la sumatoria sobre todos los pixeles de la imagen: 
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         
2
,
1, 1, , 1 , 1 4 ,
x y
Laplaciano O x y O x y O x y O x y O x y           .   (3.22) 
 
Tanto para la métrica basada en el operador Laplaciano como para aquella basada en el 
Gradiente, se tiene un valor mínimo en el plano de mejor enfoque [30]. Las gráficas 
obtenidas para estas métricas sobre hologramas reconstruidos vía la patente de Kreuzer 
se muestran en la Figura 3-5, Figura 3-6 y Figura 3-7 en función de la distancia de 
reconstrucción. 
 
Figura 3-5: Cálculo de la métrica basada en el operador Gradiente como función de la 
distancia de reconstrucción en reconstrucciones holográficas empleando la patente de 
Kreuzer. Se presenta además el holograma reconstruido a la distancia de mejor enfoque 
que arroja la métrica. Se hace un acercamiento en una región de la imagen que 
evidencia algunas características de la mosca. 
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Figura 3-6: Cálculo de la métrica basada en el operador Laplaciano como función de 
la distancia de reconstrucción en reconstrucciones holográficas empleando la patente de 
Kreuzer. Se presenta además el holograma reconstruido a la distancia de mejor enfoque 
que arroja la métrica. Se hace un acercamiento en una región de la imagen que 
evidencia algunas características de la mosca. 
 
 
Figura 3-7: Curvas para las métricas basadas en el operador gradiente y laplaciano en 
función de la distancia de reconstrucción. El holograma corresponde a una muestra 
biológica con microorganismos, ruido y otros objetos microscópicos. En la figura se 
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muestra además la reconstrucción en el plano de mejor enfoque obtenido visualmente. 
Las métricas no muestran ningún comportamiento para este valor. 
 
 
En las Figuras 3-5 y 3-6 las métricas de gradiente y laplaciano funcionan correctamente 
arrojando un valor mínimo que corresponde al plano de mejor enfoque del objeto. Se 
evidencia la sección de una cabeza de mosca y algunos pequeños detalles en ella, en 
particular unos pelos típicos de este tipo de insectos. Por el contrario, en la Figura 3-7, se 
muestra el resultado de las métricas aplicado a un holograma de una muestra biológica 
que contiene una célula y varios elementos más. El holograma reconstruido en esta 
figura, se reconstruye a una distancia de propagación que corresponde al plano de mejor 
enfoque visualmente obtenido. En este valor de mejor enfoque visual, ninguna de las 
curvas muestra un comportamiento acorde. Para este holograma, entonces, la métrica no 
muestra la exactitud requerida en MHDL y por consiguiente surge la necesidad de 
emplear una métrica más robusta. 
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3.3.2 Métrica basada en la energía encerrada alrededor del objeto 
enfocado 
Aunque las métricas basadas en los operadores laplaciano y gradiente muestran que 
pueden presentarse como candidatos a ser métricas empleadas para llevar a cabo el 
enfoque automático en MHDL, no son lo suficiente robustas como para implementarse en 
un sistema de seguimiento de microorganismos real. Por consiguiente surge la necesidad 
de proponer una métrica que por sí sola permita obtener el plano de mejor enfoque para 
hologramas de MHDL sin importar la clase del objeto y teniendo en cuenta el ruido 
inherente en ellos. 
 
Con el objetivo de solucionar el problema anterior, en el marco de esta tesis se propone 
una métrica basada en la distribución de energía encerrada alrededor del objeto cuando 
está enfocado. Cuando se alcanza el plano de mejor enfoque, la mayor cantidad de 
energía del campo óptico se concentra en el objeto; por el contrario cuando el objeto está 
desenfocado, la energía se esparce en toda la imagen, de esta forma si se determina el 
plano en el cual una cantidad de energía dada se encierra para una menor área, se 
puede determinar entonces que ese plano corresponde al de mejor enfoque. 
 
Debido a que la onda que ilumina el holograma en MHDL es esférica, se parte del 
concepto que se esboza en la Ecuación (3.23). Donde Er1 y Ern son las energías en dos 
planos distintos; en esencia lo que quiere decir esta expresión es que la energía se 
conserva para toda la propagación. Si r1 y rn son las distancias de esos planos al origen 
de las ondas esféricas, se tiene la Figura 3-8. En esa figura, los planos 1 y n 
corresponden a las distancia r1 y rn respectivamente. L es la distancia a la que se ubicada 
la pantalla o sensor de una cámara que registra la onda. La Ecuación (3.23) es correcta 
si se tiene una onda esférica propagándose en el espacio libre y homogéneo. 
 
1 nr r
E E                                                         (3.23) 
 
La cual expresada en términos de irradiancia es 
  
       1
2 2
14 4  nr n rr I r I                                  
(3.24) 
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(3.25) 
 
La Ecuación (3.25) implica que si se conoce la energía en un plano, es decir, su área y 
su irradiancia, se puede conocer la irradiancia en otro si se conocen las distancias a la 
fuente de ondas esféricas de ambos.  
 
Figura 3-8: Vista seccional de la representación esquemática de propagación de una 




Figura 3-9: Ejemplo de funcionamiento del algoritmo de la métrica de energía del 
objeto enfocado. Para efectos de claridad solo se muestran nueve pasos. La imagen 
empleada no corresponde a un holograma reconstruido real. En esta imagen se ha 
seleccionado un área cuadrada. 
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Para la métrica basada en este concepto, la propuesta de esta tesis es que una cantidad 
de la energía del plano 1, sea la cantidad de energía que se busca en los demás planos, 
de forma tal que en cada plano se vaya ajustando una región de búsqueda sobre la 
imagen, hasta que se haya encerrado la cantidad de energía buscada (ver Figura 3-9) en 
la menor área, es decir, el plano de irradiancia máxima. El plano en el que se alcance 
esta condición, es el plano de mejor enfoque. La cantidad de energía que se busca es el 
85% del plano 1 multiplicado por la razón entre los cuadrados de la distancia de cada 
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plano al origen de ondas esféricas. Se escoge el 85% ya que esta cantidad es la energía 
contenida hasta el primer cero de difracción o disco de Airy [32]. 
 
Debido al ruido inherente de los hologramas, antes de implementar el algoritmo, debe 
llevarse a cabo una umbralización del holograma reconstruido de forma tal que solo 
intensidades que pertenecen al objeto se tengan en cuenta a la hora de encerrar la 
energía. Se lleva a cabo entonces una umbralización para la cual como valor umbral se 
escoge arbitrariamente 128, que corresponde a la mitad de la intensidad para una 
imagen de escala de grises de 8 bits. 
 
Para probar la técnica se emplea un holograma de MHDL sintético reconstruido vía 
patente de Kreuzer [9]. En la Figura 3-10 se ilustra la curva que arroja la métrica en 
función de la distancia de reconstrucción y el holograma reconstruido a la distancia de 
mejor enfoque que arroja la métrica, para la cual el objeto está enfocado. De igual forma 
se prueba la métrica con un holograma real, de la sección de la cabeza de una mosca 
cuyos resultados se observan en la Figura 3-11. En esta figura se observan los pelos de 
la cabeza de la mosca, que corroboran que la imagen está bien enfocada.  
 
Con el objeto de exigir al máximo la métrica, se hace uso del holograma que contiene la 
información de la muestra biológica que se empleo sin resultados favorables para 
gradiente y laplaciano (ver Figura 3-7), los resultados se observan en la Figura 3-12. 
 
Figura 3-10: Ancho del cuadrado de búsqueda de la energía encerrada como función 
de la distancia de reconstrucción. Holograma modelado computacionalmente. 
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Figura 3-11: Ancho del cuadrado de búsqueda de la energía encerrada como función 
de la distancia de reconstrucción. Holograma de una sección de cabeza de mosca. 




Para el holograma reconstruido de la Figura 3-12 se obtiene un plano enfocado del 
objeto, por consiguiente, la métrica también es exacta para este caso. De esta manera, 
se propone en esta tesis de Maestría una métrica que es robusta ante los distintos 
problemas de la MHDL como, por ejemplo, el ruido y a problemas inherentes de 
seguimiento de microorganismos como lo es la presencia de elementos de no interés en 
los hologramas con que se cuenta. Así, se cuenta con una herramienta lo 
suficientemente útil para llevar a cabo el seguimiento de células. 
 
Figura 3-12: Ancho del cuadrado de búsqueda de la energía encerrada como función 
de la distancia de reconstrucción. Holograma de un paramecio en medio acuoso. 
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4. Seguimiento de objetos microscópicos con 
microscopia holográfica sin lentes 
En los capítulos anteriores se ilustraron los fundamentos de la holografía digital, los de la 
GPGPU y se abordaron algunas de las distintas técnicas de auto-enfoque en holografía 
digital proponiéndose una que funciona en general y que se ajusta en particular a 
microscopía holográfica digital sin lentes (MHDL). En este capítulo se hace uso 
combinado de todos estos conocimientos y se presenta el desarrollo de una metodología 
de seguimiento automático de objetos microscópicos en MHDL. La primera sección 
contiene los principios de operación del seguimiento de objetos sin estructura, es decir, 
partículas, por medio de MHDL y la segunda contiene la metodología abordada en esta 
tesis de Maestría para el seguimiento de objetos estructurados como los 
microorganismos. 
4.1 Seguimiento de objetos sin estructura en MHDL 
En el caso del seguimiento de partículas en microscopía holográfica digital con lentes, 
éste se basa en los criterios de auto-enfoque ilustrados en el capítulo anterior, como en 
[1] en el cual se emplea la métrica de Dubois [2] para determinar el plano de mejor 
enfoque de varias partículas en volúmenes de reconstrucción.  
 
Para MHDL, llevar a cabo el seguimiento de objetos sin estructura tiene como ventajas el 
hecho de que se pueden obtener hologramas a grandes aperturas numéricas ya que la 
fuente de iluminación son ondas esféricas, y por consiguiente, se logran visualizar 
objetos micrométricos iluminando con láseres de longitud de onda en el visible y 
manteniendo el producto espacio ancho de banda grande [3]. Las desventajas que trae 
esta técnica de microscopía, es que la modelación es más compleja y numéricamente 
más demandante [4]. 
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Figura 4-1: Ilustración de la metodología de seguimiento automático de partículas 
micrométricas propuesto en [3]. (a) Holograma de contraste modelado con tres 
partículas. Plano X-Y de (b) es la imagen proyectada de todo el volumen sobre ese 
plano. (c) Volúmenes de interés. (d) Curvas de intensidad a lo largo de cada volumen de 




En MHDL, una de las propuestas más interesantes para atacar el problema del 
seguimiento de objetos sin estructura es presentada por Restrepo y Garcia-Sucerquia [3]. 
En este artículo se emplean los conceptos de región de interés y volumen de interés para 
luego a través de los mismos, determinar la posición axial y lateral de las partículas. El 
primer paso en esta metodología es reconstruir un holograma para muchas distancias de 
reconstrucción, teniendo así información de todo un volumen. Para que la metodología 
sea automática, los autores proponen dos cosas: i) las intensidades en las regiones de 
interés se emplean como una regla para determinar los mejores planos de enfoque y ii) la 
morfología de esas intensidades a lo largo de la distancia de reconstrucción en el 
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volumen de interés permite diferenciar partículas de otras cosas como el ruido en las 
imágenes reconstruidas [3]. 
 
En [3], los autores trabajan con hologramas como el de la Figura 4-1 (a). Es un 
holograma modelado con tres partículas. Para llevar a cabo la selección de los 
volúmenes de interés, primero se hace una proyección sobre el plano (X,Y) como se 
ilustra en la Figura 4-1 (b). Para obtener el volumen de interés, cada región de interés es 
proyectada, en la dirección del eje axial, a lo largo del camino de máxima intensidad en 
cada uno de los hologramas reconstruidos, tal como se muestra en la Figura 4-1 (c), 
donde el volumen de interés son los conos truncados. Para cada volumen de interés se 
grafica la intensidad máxima como función de la distancia a la fuente puntual; en la 
Figura 4-1 (d) las curvas de colores son las curvas ajustadas a funciones Gaussianas con 
el respectivo cálculo de la suma de errores cuadrados. Estas curvas representan una 
partícula si la suma de errores cuadrados está por debajo de un valor umbral definido, lo 
que equivale a que la curva se ajuste correctamente a una Gaussiana. Se supone el 
plano de mejor enfoque aquel en que la intensidad es máxima para la curva de cada 
partícula [5,6]. 
 
Esta metodología que es muy útil para el caso de partículas, tiene las siguientes 
características: i) Aunque es automática, requiere de grandes recursos computacionales 
que dificultarían su implementación ejecutándose en tiempo real y ii) ya que una partícula 
puede representarse por medio de una curva Gaussiana a lo largo del eje de 
propagación, esta técnica es útil para el reconocimiento de las mismas; sin embargo para 
objetos con estructura como los microorganismos, dicha hipótesis no es válida puesto 
que la curva que los representa a lo largo de este eje depende de cada objeto. Por las 
dos razones anteriores, esta metodología de seguimiento de objetos sin estructura con 
MHDL se queda corta para el caso de objetos estructurados. 
4.2 Seguimiento de objetos estructurados en MHDL 
El seguimiento de objetos microscópicos en MHDL consiste de dos etapas: i) 
Determinación del plano de mejor enfoque del objeto, lo cual equivale a determinar la 
posición axial del mismo y ii) Calcular el centro de masa de ese objeto en ese plano para 
determinar las posiciones laterales en pixeles. Después de esas dos etapas, la tripleta 
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(X,Y,Z) que representa la posición del objeto se puede determinar convirtiendo a 
unidades de mundo real estas cantidades, lo cual se hace a partir de la geometría del 
montaje de adquisición de los hologramas. Inmediatamente se conoce la posición del 
objeto en un holograma reconstruido, el proceso se vuelve iterativo y para los nuevos 
hologramas el plano a partir del cual se empieza la búsqueda del plano de mejor enfoque 
es precisamente el plano de mejor enfoque del holograma inmediatamente anterior. De 
esta manera, no se debe buscar a través de todo el volumen de inspección y así se 
acorta el tiempo de seguimiento. Teniendo tripletas (X,Y,Z) para cada holograma, se 
tiene entonces para cada tiempo t dado por el holograma, y así se logra el seguimiento 
en 4D de microorganismos. 
 
En esencia, la metodología desarrollada en esta tesis para lograr el seguimiento de 
microorganismos en 4D tiene los siguientes pasos: 
 
i) Reconstruir el holograma del tiempo ti para una distancia de reconstrucción 
inicial. En esta etapa, no se conoce a priori la posición del objeto a seguir, por 
eso se determina arbitrariamente una posición inicial de búsqueda para la cual 
se lleva a cabo la reconstrucción vía patente de Kreuzer [4]. 
ii) Calcular la cantidad de irradiancia total en la imagen. En este punto se calcula 
la irradiancia total del holograma reconstruido a la distancia actual, es decir, la 
integral del módulo de la amplitud de la imagen. Esta cantidad se emplea en 
la métrica de energía buscada propuesta el marco de esta tesis para llevar a 
cabo el auto-enfoque (Sección 3.3.2) del holograma. 
iii) Umbralizar la imagen. En este paso se umbraliza la imagen para eliminar 
ruido y para mejorar la eficacia de la métrica de auto-enfoque. El valor umbral 
empleado arbitrario es 128, que corresponde a la mitad de la intensidad de 
grises para una imagen de 8 bits de profundidad. 
iv) Calcular el centroide de esta imagen. En el holograma reconstruido y 
umbralizado se calcula la posición del objeto calculando el centro de masa del 
mismo en la imagen (ver Figura 4-2). En este punto el objeto puede o no estar 
muy desenfocado, pero si se está en una región cercana al objeto de 
búsqueda y no a otro, se puede obtener una estimación de (X,Y) bastante 
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exacta (determinar la distancia inicial de búsqueda hace que el proceso en un 
paso inicial sea manual). 
v) Cálculo de la métrica de auto-enfoque para este plano. En esta etapa se 
calcula la métrica de auto-enfoque para la distancia de reconstrucción actual. 
A diferencia de lo esbozado en el capítulo anterior (Sección 3.3.2), el 
algoritmo empieza a buscar el recuadro más pequeño que encierra una 
cantidad de energía dada, pero no está centrado en el centro de la imagen 
sino en el centroide de la imagen, es decir, en la posición calculada en el paso 
anterior. La razón de esta búsqueda del recuadro centrada en este punto es 
minimizar la incidencia de otros objetos presenten en el holograma, que 
afectan el cálculo de la métrica (ver Figura 4-2). El valor obtenido para la 
métrica se almacena en un vector global. 
 
Figura 4-2: Etapas de umbralización y cálculo de la métrica de mejor enfoque (Sección 
3.3.2) centrada en el centroide de la imagen. El punto amarillo de la segunda imagen 
corresponde al centroide de la misma. 
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Los pasos anteriores se repiten iterativamente de i) a v) para todas las demás distancias 
de reconstrucción espaciadas una cantidad definida por el usuario, exceptuando el paso 
ii) que sólo se requiere la primera vez. El proceso acaba, cuando se alcanza la última 
distancia de reconstrucción definida por el usuario. Para el primer holograma, se lleva a 
cabo una búsqueda sobre todo el volumen de inspección. 
 
En este punto, se tiene en el vector global el valor de la métrica para todas las distancias 
de reconstrucción en el volumen. El paso siguiente es encontrar el mínimo de este vector 
el cual corresponde al plano de mejor enfoque del holograma en cuestión. 
 
Figura 4-3: Diagrama de flujo de la metodología de seguimiento de objetos 
microscópicos propuesta en esta tesis. 
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Para los siguientes hologramas, el proceso es exactamente el mismo, salvo que el 
algoritmo inicia a una distancia de reconstrucción cercana a la distancia de 
reconstrucción de mejor enfoque del holograma anterior. Esta diferencia entre las 
anteriores distancias depende de un parámetro que el usuario puede controlar, teniendo 
en cuenta factores como velocidad máxima del espécimen y su tamaño. El diagrama de 
flujo de la metodología se observa en la Figura 4-3. 
 
Figura 4-4: Hologramas empleados para la validación. Encerrado en rojo el paramecio 
u objeto de interés, en Amarillo el ruido presente en la muestra y en verde otros objetos o 
microorganismos. El intervalo de tiempo entre hologramas es aproximadamente 333ms. 
Parámetros de reconstrucción de los hologramas: Ancho y alto del sensor (Cámara) de 
9.2 mm; Longitud Fuente-Cámara de 20mm. Longitud de onda empleada 532nm. 
 
 
Con el ánimo de validar esta metodología se empleó un video formado a partir de los 
hologramas de una muestra que contiene un paramecio moviéndose en agua durante 
casi 4 segundos, para el cual se tienen 12 cuadros. Los hologramas se ilustran en la 
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Figura 4-4. En este volumen de muestra se evidencia además del paramecio, la 
presencia de otros microorganismos y objetos que se consideran ruido (ver Figura 4-4). 
Lo anterior dificulta la labor de seguimiento del paramecio y por eso la métrica se calcula 
centrada en el centroide de la imagen en particular. 
 
Figura 4-5: Primer holograma reconstruido de la validación. Se hace un acercamiento 
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En la Figura 4-5 se ilustra el primer holograma de la validación reconstruido a la distancia 
de mejor enfoque que arroja la métrica. Se evidencia en esta reconstrucción algunos 
detalles de la célula como su membrana celular, su forma y su tamaño, los cuales 
corresponden con las características reales de un paramecio típico. De esta forma se 
puede concluir que el holograma está bien enfocado para este objeto. 
 
Figura 4-6: Hologramas reconstruidos con las distancias de mejor enfoque (Z) para 
cada uno en mm y las posiciones (X,Y) en µm, calculadas desde la esquina superior 
izquierda. Los datos son los obtenidos empleando la metodología. 
 
 
Debido a que inicialmente se conoce que el espécimen de interés se encuentra entre 1 
mm y 2 mm de la fuente puntual, son estás las distancias inicial y final de la 
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reconstrucción. El paso entre planos de reconstrucción es 10um, lo cual es adecuado 
teniendo en cuenta que el tamaño de estos microorganismos se encuentra en ese orden. 
Teniendo en cuenta la velocidad típica de desplazamiento de esta célula, el delta de la 
distancia entre la distancia de reconstrucción de mejor enfoque de un holograma y la 
distancia inicial de reconstrucción del siguiente es 100 um. 
 
Los resultados de la metodología para el seguimiento del paramecio sobre todos los 
hologramas se ilustran en la Figura 4-6. Para cada uno de las reconstrucciones, el 
paramecio está bien enfocado dentro de los rangos de subjetividad propios de cualquier 
técnica de enfoque. El valor de (Z) para cada reconstrucción es precisamente la salida de 
la métrica, es decir, la distancia de reconstrucción para la que se alcanza el mejor 
enfoque. El valor de (X,Y) se calcula de acuerdo a la Ecuación (4.1) obtenida a partir de 







         (4.1) 
 
En la Ecuación (4.1),P es el ancho del pixel en el plano a una distancia z de la fuente o 
distancia de reconstrucción. W es el ancho del sensor, en este caso también el alto, L es 
la distancia fuente cámara y N es el número de pixeles de las imágenes que en esta 
validación es 1024. Con el ancho del pixel conocido para cada plano, las posiciones (X,Y) 
se obtienen multiplicando este valor por el número de pixeles que arroja el algoritmo, de 
esa forma, se tiene que para (X,Y) = (0,0) la posición es la de la esquina superior 
izquierda en las imágenes reconstruidas. 
 
En la Figura 4-7 se ilustra un gráfico 3D con la trayectoria del espécimen en los 
hologramas reconstruidos empleando los datos de la metodología. 
 
La metodología propuesta cumple satisfactoriamente el proceso de seguimiento del 
microorganismo teniendo en cuenta factores como su velocidad y su tamaño [7] en 
condiciones normales. 
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Otro aspecto importante en la validación de la metodología, es el del tiempo de ejecución 
de los algoritmos implementados para esta métrica y la complejidad computacional de la 
misma. 
 
Figura 4-7: Trayectoria descrita por el paramecio en los hologramas reconstruidos 
empleando los datos obtenidos por la metodología. En el gráfico se ilustra las 




Los tiempos de ejecución de la metodología varían dependiendo de i) los datos de 
entrada que el usuario provee al algoritmo y ii) del tipo de hologramas que se empleen, 
es decir, la muestra biológica. Lo primero consiste en que si el volumen de búsqueda, o 
el número de planos a reconstruir es muy grande, la etapa inicial del proceso es muy 
demandante computacionalmente ya aunque el proceso de reconstrucción de cada 
holograma se ha acelerado [8], aun así para cientos de hologramas de tamaño típico, 
1024x1024 pixeles por ejemplo, la ejecución del  proceso se encuentra en el orden de los 
segundos. Lo segundo hace referencia al ruido presente en el holograma y otros objetos 
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diferentes al objeto de interés; la métrica consiste en un proceso iterativo de 
determinación del recuadro que encierra una cantidad de energía dada del objeto de 
búsqueda, si en las reconstrucciones no enfocadas se encuentran otros objetos o ruido, 
entonces este proceso iterativo se alarga, ya que los recuadros serán más grandes. Por 
el contrario, si en el holograma hay poco ruido y ningún otro objeto, el proceso iterativo 
se acorta para los planos no enfocados ya que los recuadros en ellos serán más 
pequeños. 
 
Tabla 4-1: Tiempo transcurrido en segundos para reconstruir el holograma y calcular 
la métrica en cada plano, para todos los planos en cada volumen de inspección. 
Plano inicial (mm) Plano final (mm) 
Tiempo para reconstruir y 
calcular al métrica (s) 
1.00 2.00 2.1 
1.05 1.95 1.8 
1.10 1.90 1.6 
1.15 1.85 1.3 
1.20 1.80 1.0 
1.25 1.75 0.8 
1.30 1.70 0.6 
1.35 1.65 0.5 
 
En esta validación se hicieron dos mediciones diferentes de tiempo de ejecución; la 
primera consiste en el tiempo que toma la metodología para hallar el plano de mejor 
enfoque en el primer holograma y la segunda consiste en el tiempo que requiere la 
misma para enfocar correctamente los demás hologramas. 
 
Para distintos datos de entrada, es decir, plano inicial y plano final de reconstrucción, se 
obtuvieron los resultados ilustrados en la Tabla 4-1. En esta tabla se consideran los 
tiempos que requiere la metodología para reconstruir cada plano y a cada plano 
calcularle el valor de la métrica. 
Seguimiento de objetos microscópicos con microscopia holográfica sin lentes 71 
 
 
Tabla 4-2: Tiempo transcurrido en milisegundos para enfocar el holograma, de todos 
los hologramas excepto el primero del conjunto de hologramas de la validación. 
Holograma 
Tiempo requerido para 













Para la primera etapa, el algoritmo depende enteramente de los datos de entrada del 
usuario, lo cual lleva a que la metodología requiera tiempos del orden de los segundos 
para hallar el primer plano de mejor enfoque. 
 
En la segunda etapa, los tiempos obtenidos son aquellos que se ilustran en la Tabla 4-2. 
Esta tabla muestras los tiempos que la metodología requiere para reconstruir el 
holograma en cada distancia de reconstrucción después de conocerse el plano de mejor 
enfoque del holograma anterior. 
 
Los tiempos de la Tabla 4-2 son muy inferiores a los de la Tabla 4-2, ya que el volumen 
de inspección que la metodología tiene que procesar es mucho más pequeño, conocido 
el plano de mejor enfoque del holograma anterior. 
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Los tiempos ilustrados en las tablas Tabla 4-1 y Tabla 4-2 fueron obtenidos en la 
implementación de los algoritmos en un ordenador personal que posee un procesador 
Intel ® Core™ i7-2600 funcionando a 3.40GHz y 8 GB de memoria RAM. El equipo aloja 
una tarjeta gráfica NVIDIA® Geforce GTX 580 con 512 núcleos CUDATM funcionando a 
1544 MHz y 1536 MB de memoria local. 
 
Aunque la primera etapa de la metodología no se ejecuta en tiempo real, la segunda lo 
hace alrededor de los 8 cuadros por segundo, lográndose así ejecución a velocidad de 
video. 
 
La metodología propuesta en esta tesis se basa en la métrica de energía encerrada 
alrededor del objeto enfocado; esta métrica se presenta mucho más robusta que las 
tradicionales ya que lleva a que la metodología sea menos sensible al ruido inherente de 
la MHDL y a otros objetos de no interés en el proceso de seguimiento. El problema de 
esta métrica, es que al ser más robusta que las tradicionales, es a su vez más compleja 
computacionalmente, por consiguiente su implementación tendrá fines prácticos si se 
ejecuta en una arquitectura GPGPU para su procesamiento. La metodología en términos 
del seguimiento cumple teniendo en cuenta factores como el tamaño del objeto y su 
velocidad en un medio acuoso y provee así trayectorias de los especímenes bajo estudio 
a velocidad de video. 
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5. Conclusiones y perspectivas 
5.1 Conclusiones 
En esta tesis de Maestría en Ingeniería – Ingeniería de Sistemas, se abordaron en su 
orden una herramienta de cómputo paralelo llamada CUDATM, la cual acelera el tiempo 
de ejecución del proceso de reconstrucción de hologramas en la microscopía holográfica 
digital en línea MHDL. La MHDL, a su vez, es una técnica de obtención de información 
del mundo micrométrico. Para esta técnica se desarrolló una robusta métrica de auto-
enfoque de hologramas que llevó a la consolidación de una metodología de seguimiento 
de células que se ejecuta en tiempo real. Todo lo anterior conlleva a las siguientes 
conclusiones: 
 
La MHDL provee información de sistemas del orden micro, como por ejemplo, las células. 
Estudiar estos microorganismos, puede desembocar en muchos avances en distintas 
áreas de importancia para el ser humano, como por ejemplo la salud. En particular la 
MHDL requiere importantes cantidades de operaciones complejas para recuperar la 
información del micro mundo, lo que implica una gran demanda computacional de sus 
algoritmos, de allí que su ejecución en arquitecturas tradicionales de cómputo limite 
mucho su espectro de aplicaciones. Este espectro de aplicaciones puede ampliarse 
haciendo uso de CUDATM en este campo, ya que genera la posibilidad de tener sistemas 
ejecutándose en tiempo real. 
 
Una de las más atractivas aplicaciones biológicas de la MHDL es el seguimiento de 
células. Esta aplicación subyace alrededor de la tarea de auto-enfoque de hologramas, 
para la cual en la literatura se han presentado una gran cantidad de técnicas en el marco 
de la holografía digital, pero en particular en MHDL no se ha brindado una solución lo 
suficientemente robusta. Una técnica propuesta en esta tesis, basada en la energía del 
campo óptico que se encierra alrededor del objeto de búsqueda, brinda una solución al 
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problema, sin embargo esta técnica es computacionalmente demandante y requiere de 
GPGPU para su viabilidad en aplicaciones prácticas. 
 
El seguimiento de células depende en gran medida de dos factores i) el tipo de 
espécimen que se busca, en términos de su tamaño, su forma y su velocidad típica en 
diferentes medios, y ii) el medio en el que se busca, es decir, que tan ruidoso puede ser 
este medio o que tantos objetos alternos pueden presentarse en el holograma a la hora 
de hacer el registro del mismo. La metodología propuesta en esta tesis aborda el 
problema desde el punto de vista en que los dos criterios anteriores se mantienen en 
condiciones normales, pero su aplicación en ambientes más complejos requeriría una 
mayor cantidad de algoritmos de procesamiento de imágenes así como un diseño más 
elaborado de la métrica propuesta. 
5.2 Perspectivas 
Las metas alcanzadas en esta Tesis de Maestría, además de todo el conocimiento 
adquirido a lo largo de la misma permiten sintetizar las siguientes perspectivas:  
 
El siguiente paso en esta línea de trabajo, puede ser la implementación de una cámara 
que habilite el registro continuo de hologramas para su reconstrucción y procesamiento; 
esto permitirá realizar el seguimiento de células in vivo e in situ, siempre y cuando la rata 
de adquisición de imágenes de la cámara y la velocidad de ejecución de los algoritmos 
de la metodología empleada permitan ejecutar el sistema en tiempo real. 
 
La metodología de seguimiento de células propuesta en esta Tesis, puede mejorarse, 
incluyendo etapas de procesamiento de imágenes previas al auto-enfoque. Estas etapas 
consisten en llevar a cabo reconocimiento de patrones para proveer al usuario la 
búsqueda de microorganismos particulares en medios con muchos otros especímenes. 
Puede además implementarse más procesamiento para reducir la incidencia del ruido en 
condiciones muy complejas, como filtros en las imágenes o un proceso de segmentación 
del objeto de interés adecuado para MHDL. 
