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SUR LE SPECTRE ET LA TOPOLOGIE DES VARIÉTÉS
HYPERBOLIQUES DE CONGRUENCE : LES CAS COMPLEXE
ET QUATERNIONIEN
NICOLAS BERGERON ET LAURENT CLOZEL
Résumé. En nous basant sur les résultats d’Arthur et de Mok, nous étendons
aux variétés hyperboliques de volume fini complexes et quaternioniennes les
résultats de [9]. Dans le cas du spectre sur les fonctions, nous montrons que
nos résultats de « quantification » des valeurs propres sont optimaux. En guise
d’application, on démontre enfin une « propriété de Lefschetz » pour l’appli-
cation de restriction en cohomologie d’un quotient arithmétique non compact
d’une boule vers un quotient d’une boule de dimension plus petite. Ce résultat
généralise un résultat récent de Nair et en donne une version « optimale ».
1. Introduction
Dans cette note, nous étendons aux variétés hyperboliques de volume fini com-
plexes et quaternioniennes les résultats de [9]. On considère donc des quotients de
la forme Γ\G/K où G est (isogène à) SU(n, 1) ou Sp(n, 1), K en est un sous-groupe
compact maximal, et Γ ⊂ G est un sous-groupe de congruence (notion précisée plus
loin).
En premier lieu, nous décrivons, dans le cas unitaire et en tout degré k, le spectre
du laplacien dans les k-formes. Les résultats sont exactement analogues à ceux de
[9] : les plus petites valeurs propres sont des entiers explicites ; les autres valeurs
propres admettent une borne inférieure que l’on détermine, d’une part (ceci avait
été fait dans [8] dans le cas unitaire) en supposant la « conjecture de Ramanujan »
pour GL(n) puis — argument inconditionnel — à l’aide de l’approximation connue
de celle-ci. Dans le cas quaternionien, nos résultats sont moins précis en ce sens que
nous ne décomposons pas le spectre selon les différents M -types. 1 Dans les deux
cas nos résultats impliquent toutefois le théorème suivant.
Théorème 1.1. Il existe une nombre réel ε = ε(G) < 1, que l’on peut prendre égal
à 0 si on suppose la conjecture de Ramanujan, tel que pour tout Γ, si λ > 0 est une
valeur propre du laplacien dans les k-formes de Γ\G/K, alors
(1) λ est un entier pair, ou
(2) λ ≥ αk−ε, où αk est la borne inférieure du spectre (dit tempéré) du laplacien
dans les k-formes de carré intégrable sur G/K.
Noter que αk ≥ 1.
Dans le cas du spectre sur les fonctions on obtient en outre une énumération
optimale des entiers qui peuvent intervenir dans le premier cas. Les démonstrations
sont ici en tout point similaires à celles de [9], dont nous n’avons pas reproduit
1. Les résultats de Pedon [23] montrent que ceci est déjà très difficile pour le spectre tempéré.
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entièrement les arguments relatifs à la formule des traces : on les retrace brièvement,
pour les groupes unitaires, dans le § 2 et pour les groupes Sp(n, 1) dans le § 4.
Rappelons le point clé : à l’aide de la formule de Masushima (généralisée, cf. [8,
Ch.1]) le spectre du laplacien se ramène au calcul du caractère infinitésimal des
représentations de G apparaissant dans L2(Γ\G), et ce calcul, à son tour, peut être
fait pour la forme quasi-déployée G∗ de G. Or, quand G est de rang 1, les propriétés
d’intégralité du caractère infinitésimal dues à l’existence d’un grand sous-groupe
compact maximal restreignent considérablement les représentations de G∗ qui nous
concernent. Par ailleurs, le spectre discret de G∗ a été déterminé par Mok [19] (cas
unitaire) et par Arthur [2] (cas des groupes orthogonaux quaternioniens) : leurs
résultats nous permettent de conclure. 2
Dans le § 3, nous décrivons quelques conséquences topologiques du théorème 1.1.
Ces conséquences ont déjà été annoncées dans le cas unitaire lorsque le groupe est
anisotrope ; on tirerait des conséquences similaires dans le cas quaternionien. Nous
préférons nous restreindre au cas unitaire mais traitons plus particulièrement le
cas isotrope ; cela nous permet en effet de généraliser un résultat récent d’Arvind
Nair [20]. Le théorème obtenu est une version optimale de la « propriété de Lef-
schetz » pour l’application de restriction entre variétés de Shimura unitaires ; cf.
Théorème 3.1.
Comme on l’a dit, nos démonstrations sont inconditionnelles ; on a soigneusement
isolé les estimées, meilleures, reposant sur la conjecture de Ramanujan. En revanche,
notre point de départ — la description du spectre des groupes quasi-déployés, due à
Arthur et Mok — repose, en l’état actuel de la théorie, sur la stabilisation supposée
de la formule des traces (de Selberg) tordue. Voir [2, Chapitre 4] pour une discussion
plus précise. Noter que cette stabilisation est maintenant annoncée par Waldspurger
dans son exposé au congrès international de Séoul ; la stabilisation attendue est
conséquence de travaux de Waldspurger et Moeglin-Waldspurger.
2. Résultats spectraux : groupes unitaires
Dans ce paragraphe G = SU(n, 1), K est son sous–groupe compact maximal
S(U(n) × U(1)), et X = G/K. Noter que X est aussi égal à U(n, 1)/U(n) × U(1).
Une variété hyperbolique de congruence est un quotient de X obtenu de la façon
suivante : soit F une extension totalement réelle de Q, E une extension quadratique
CM de F , et G un F -groupe dont l’extension des scalaires GE est le groupe des
unités d’une algèbre simple centrale qui peut être l’algèbre des matrices. On suppose
de plus que G(F ⊗Q R) est isomorphe à U(n, 1)×U(n+ 1)d−1 où d = [F : Q] ; on
désigne par v0 la place de F correspondant au facteur non compact. Si Γ0 ⊂ G(F )
est un sous-groupe de congruence, et Γ sa projection sur U(n, 1), Γ\X est un espace
hyperbolique de congruence. (La différence entre les groupes unitaire et spécial
unitaire n’est pas ici pertinente.)
Soit B la forme de Killing de g0 = LieR(G). Un calcul standard montre que
B(X,Y ) = 2(n + 1)Tr(XY ) (X,Y ∈ g0). On préfère — comme dans [8, Ch. 4] —
renormaliser B et considérer la forme invariante
〈X,Y 〉 =
1
2
Tr(XY ).
2. N.B. : dans tous les calculs relatifs aux laplaciens, il s’agit du laplacien positif : celui (nor-
malisé de la façon indiquée) dont les valeurs propres sont positives.
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Noter qu’en identifiant de manière naturelle l’espace tangent à X en eK à l’espace
vectoriel Cn, la forme invariante 〈, 〉 induit sur Cn sa forme hermitienne usuelle. La
forme 〈, 〉 définit canoniquement la structure hermitienne (donc riemannienne) sur
X ainsi que le laplacien (riemannien) ∆k sur les k-formes. Pour cette normalisation
les courbures sectionnelles de X sont comprises entre −4 et −1. Rappelons enfin
que G contient un parabolique P =MAN avec A ∼= R×+ etM ∼= U(1)×U(n−1) [8,
Ch. 4]. Enfin, on pose N = n+1 (malgré le conflit de notation) et ηN = 12 −
1
N2+1 .
Fixons k ≤ n, ainsi qu’un type de Hodge (p, q) avec p+q = k. Les représentations
unitaires irréductibles de G qui contribuent aux formes sur Γ\X de type (p, q) sont
des séries discrètes (qui n’interviennent pas ici, la valeur propre correspondante de
∆k étant nulle) ou sont contenues dans l’induite d’une représentation deM , donnée
par des paramètres a, b : [8, § 4.5].
Théorème 2.1. Les valeurs propres λ de ∆k dans les formes de type (p, q) appar-
tiennent à l’ensemble suivant :
(i) λ = (n−a−b)2−(n−a−b−2k)2 où a ≤ p, b ≤ q, p−q−(a−b) ∈ {−1, 0, 1}
et 0 ≤ k ≤ [n−a−b2 ]
(ii) λ ≥ (n− a− b)2 − 4η2N = (n− a− b)
2 − (N
2−1
N2+1 )
2, a, b comme en (i).
Si on suppose la conjecture de Ramanujan, (ii) est remplacée par :
(iii) λ ≥ (n− a− b)2, a, b comme en (i).
Esquissons la démonstration. Supposons d’abord G anisotrope (comme F -groupe).
Notons G∗ la forme intérieure de G sur F , et parfois par abus de notation sur R.
Ainsi G∗(R) = U(r, s) où |r− s| ≤ 1, r+ s = n+1. Mok [19], étendant les résultats
d’Arthur au cas unitaire, a paramétré les représentations de G∗(F∞) apparaissant
dans le spectre discret (pour G∗(F )) par des paramètres d’Arthur relatifs à U(r, s).
On renvoie à [8, Chap. 6] pour une description détaillée. Un tel paramètre, ψ, définit
un caractère infinitésimal pour U(r, s) et aussi pour U(n, 1) [8, Lemme 6.1]. Il définit
aussi un paquet d’Arthur Π(ψ) de représentations irréductibles de G∗(R) = U(r, s).
On a alors (cf. [9, Lemme 3.4]) :
Lemme 2.2. Si π ∈ Π(ψ), le caractère infinitésimal ν de π est celui associé à ψ.
Ceci résulte de l’identité de caractères entre (paquet de) représentations de
G∗(R) et la représentation correspondante de GL(N,C), cf. Mok [19, Théorème
2.5.1]. Soit ZR le centre de l’algèbre enveloppante de g0⊗C et ZC l’analogue pour
GL(N,C). Il existe un homomorphisme surjectif N : ZC → ZR [13]. Un paramètre
ν du dual d’une algèbre de Cartan pour G∗(R), définissant, via l’homomorphisme
d’Harish-Chandra, un caractère de ZR, donne par composition un caractère de ZC,
qu’on lui identifie. Notons hR, hC les homomorphismes d’Harish-Chandra.
Il résulte des identités de caractères dans le cas tempéré [13] et des arguments
donnés dans [3, Chapitre 1] et [12, Appendice] que, pour ϕ sur G(C) et f sur G(R)
associées par les identités de changement de base stable, zϕ et (Nz)f sont associées
(z ∈ ZC).
Considérons alors l’identité de caractères de Mok [19, Théorèmes 2.5.1, 3.21] :
(2.1) trace(Π(ϕ)Iσ) =
∑
π
ε(π)m(π)trace π(f).
IciΠ est l’unique représentation deGL(N,C) associée à ψ, π parcourtΠ(ψ),m(π) >
0 est une multiplicité, et ε(π) est un signe. Si l’on remplace ϕ par zϕ dans (2.1),
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on en déduit, ν étant le paramètre infinitésimal de Π :
(2.2)
∑
π
ε(π)trace π(zf) =
∑
π
ε(π)hR(z)(ν)trace π(f)
pour toute f associée à ϕ. Pour les groupes unitaires, la norme entre classes de conju-
gaison tordue dans G(C) et classes de conjugaison stable dans G(R) est surjective.
L’identité (2.2) détermine donc la somme de caractères de droite au voisinage de
tout élément régulier de G(R). Les caractères étant linéairement indépendants et
ϕ ❀ f localement surjective, il en résulte que le caractère infinitésimal de chaque
π est égal à ν.
Nous pouvons maintenant imiter mot pour mot les arguments de [9, § 4.5]. A
l’issue de la stabilisation (§ 4) puis de la déstabilisation (§ 5) de la formule des
traces pour G(F ), on voit que le caractère infinitésimal ν d’une représentation de
G(Fv0) = U(n, 1) est la somme de caractère νi de représentations associées à des
paramètres ψi, de rang inférieur, de groupes unitaires quasi-déployés G∗i sur F de
rangs Ni (
∑
Ni = N). Mais la somme directe des ψi est un paramètre ψ pour G∗.
Ainsi :
Lemme 2.3. Si π est une représentation de G(Fv0) = U(n, 1) apparaissant dans
L2(Γ\G(Fv0 )), le caractère infinitésimal ν de π provient d’un paramètre ψ pour
U(r, s).
Nous sommes alors ramenés à la démonstration donnée dans [8, § 6.2]. Rappelons
que le paramètre archimédien ψC définit par restriction à C× × SL(2,C)
(2.3) ψC =
∑
j
χj ⊗ rj
où χj est un caractère de C×, rj une représentation de degré nj de SL(2,C), et
n+ 1 =
∑
nj . Les caractères χj vérifient l’estimée connue de Ramanujan pour les
représentations cuspidales, i.e.
(2.4) χj(z) = zpjzqi , |Re
(pj + qj)
2
| ≤
1
2
−
1
N2 + 1
(N = n+ 1).
La conjecture de Ramanujan est Re(pj + qj) = 0.
Le caractère infinitésimal déduit de (2.3), un élément de Cn+1/Sn+1, est
P = (pj + i), j = 1, . . . , r, i =
1− nj
2
,
3− nj
2
, . . . ,
nj − 1
2
, i ≡
nj − 1
2
[1].
Or P a (n− 1) coordonnées appartenant à 12Z. Si toutes ses coordonnées sont des
demi-entiers, la démonstration du théorème est donnée dans [8, § 6.2] ; on est alors
dans le cas (i). Dans le cas inverse, il pourrait intervenir dans la décomposition
(2.3) un caractère χ = χi avec p = pi /∈ 12Z, ni étant égal à 2 ; et deux caractères
χ, χ′ avec multiplicité 1. Le premier cas est éliminé (inconditionnellement) dans [8,
p. 70]. Dans le second, χ = zp(z)q vérifie la majoration (2.4), donc est de la forme
(z/z)m(zz)s avec m ∈ 12Z, s réel soumis à (2.4). L’argument du corollaire 6.2.7 de
[8] donne alors la minoration (ii). 3
Il nous reste à considérer le cas où G est (globalement) isotrope. Vu la nature
de G(F∞), ceci implique que F = Q et que G est un groupe unitaire de rang
3. Tel quel le corollaire 6.2.7 de [8] est incorrect : il ne donne que les valeurs propres « discrètes »
et omet le spectre « continu » donné par (iii) du théorème 2.1, qui apparaît évidemment même
sous la conjecture de Ramanujan.
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(rationnel) 1 sur Q, déployé sur un corps quadratique imaginaire E. Dans ce cas,
L2(Γ\G(R)) contient un spectre continu, et le théorème 2.1 reste vrai pour celui-
ci. Considérons d’abord le spectre discret. Le point de départ des arguments de
stabilisation/déstabilisation de [9, § 4–5] est la formule d’Arthur (cf. [9, § 5.7])
IGdisc,t(f) := trace(f | L
2
disc,t(G(F )\G(AF ))
+
∑
M
|WM0 |
|WG0 |
∑
s∈W (M)reg
| det(s− 1)|−1trace(Mp(s, 0)Ip,t(0, f))
=
∑
H
ι(G,H)SHdisc,t(f
H) .
Rappelons qu’ici t > 0 paramètre la norme de la partie imaginaire du caractère
infinitésimal. On renvoie à Arthur ainsi qu’à [9, § 4, § 6] pour les détails. L’argument
précédent a consisté à vérifier que la somme endoscopique
∑
H est concentrée en
un caractère infinitésimal donné par un paramètre d’Arthur, donc impliquant les
estimées (i) ainsi que (ii) ou (iii) selon le cas. Pour obtenir le résultat pour le spectre
discret, il nous suffit donc de comprendre les caractères infinitésimaux apparaissant
dans le terme complémentaire (somme sur les sous-groupes de Levi propres) de
l’expression de IGdisc,t(f). Il n’apparaît ici qu’un seul sous-groupe, M ∼= GL(1, E)×
U(n− 1), le groupe U(n− 1) étant anisotrope. La représentation induite est somme
d’induites unitaires indG(A)P (A)χ⊗τ , P étant un parabolique de sous-groupe de LeviM ,
χ un caractère de E×\A×E et τ une représentation (cuspidale) de U(n−1,A). Il n’y
a qu’un élément régulier dansW (M), envoyant (χ, τ) vers (χ−c, τ) où c : E× → E×
est la conjugaison complexe. Le terme complémentaire concerne donc les données
(χ, τ) telles que χc = χ−1, i.e. χ est une donnée unitaire (au sens de Mok) pour
GL(1, E). (Le paramètre complet d’Arthur–Mok est alors χ ⊞ χ ⊞ τE où τE est
la représentation, associée à τ , de GL(n − 1,AE)). Le terme complémentaire est
donc associé à une donnée d’Arthur–Mok, et les arguments précédents permettent
de conclure. Enfin, une représentation du spectre continu est de même, d’après
Langlands, induite à partir d’une donnée (χ, τ) où χ est maintenant un caractère
unitaire de E×\A×E au sens usuel : |χ(z)| = 1, z ∈ A
×
E . La donnée associée est alors
χ⊞ χ−c ⊞ τE et a les mêmes propriétés. 
On peut expliciter un peu plus le théorème 2.1. L’espace symétrique X est un
domaine borné de CN . Soit k(z1, z2) le noyau de Bergmann de X . Il lui correspond
la forme de Kähler ω(z) = ∂∂ log k(z, z). Chaque quotient Γ\X est une variété
complexe hermitienne sur lequel la forme (1/2iπ)ω induit une forme de type (1, 1).
En plus des opérateurs ∂, ∂ et de leurs adjoints, on dispose donc de l’opérateur de
Lefschetz L, cup-produit avec ω, et de son adjoint Λ sur l’espace Ω∗(2)(Γ) des formes
différentielles de carré intégrable sur Γ\X .
Fixons maintenant un entier r ≤ n, ainsi qu’un type de Hodge (p, q) avec p+q =
r. Le sous-espace Ωp,q(2)(Γ) des formes différentielles de type (p, q) se décompose en
(2.5) Ωp,q(2)(Γ) = ⊕
min(p,q)
k=0 L
k(P p−k,q−k(2) (Γ)),
où P p−k,q−k(2) (Γ) = Ω
p−k,q−k
(2) (Γ)∩KerΛ désigne le sous-espace des formes primitives
dans Ωp−k,q−k(2) (Γ).
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Il découle enfin des identités de Hodge que le sous-espace P p,q(2) (Γ) se décompose
lui-même en une somme directe
(2.6) P p,q(2) (Γ) = K
p,q
(2) (Γ)⊕ ∂(K
p−1,q
(2) (Γ))⊕ ∂(K
p,q−1
(2) (Γ))⊕ ∂∂(K
p−1,q−1
(2) (Γ)),
où Kp,q(2) (Γ) désigne le sous-espace des formes primitives qui sont à la fois ∂ et ∂
cofermées, autrement dit
Kp,q(2) (Γ) = P
p,q
(2) (Γ) ∩Ker(∂
∗) ∩Ker(∂
∗
).
Puisque les décompositions (2.5) et (2.6) sont invariantes par le laplacien, pour
décrire complètement le spectre de ce dernier il suffit de décrire le spectre sur les
formes primitives de degré r < n qui sont à la fois ∂ et ∂ cofermées. C’est l’objet
du théorème suivant qui se déduit du théorème 2.1.
Théorème 2.4. Soient r un entier < n et (p, q) un type de Hodge avec p+ q = r.
Les valeurs propres λ du laplacien ∆r dans les formes primitives de type (p, q) qui
sont à la fois ∂ et ∂ cofermées appartiennent à l’ensemble
[n−r
2
]⋃
k=0
{
(n− r)2 − (n− r − 2k)2
}⋃[
(n− r)2 −
(
N2 − 1
N2 + 1
)2
,+∞
[
.
Si on suppose la conjecture de Ramanujan, on peut remplacer l’intervalle par
[(n− r)2,+∞[.
Démonstration du théorème 2.4. Notons τr la représentation adjointe de K dans le
produit extérieur ∧r du complexifié de l’espace tangent à X . Rappelons (voir par
exemple [8, Chapitre 4]) que la représentation τr se décompose en ⊕p+q=rτp,q et
que chaque τp,q se décompose en irréductibles ⊕kτ ′p−k,q−k de sorte que la formule
de Matsushima ramène le calcul du spectre du laplacien dans P p,q(2) (Γ) au calcul du
caractère infinitésimal des représentations π de G apparaissant dans L2(Γ\G) et
telles que HomK(τ ′p,q, π) 6= {0}.
Maintenant les représentations unitaires irréductibles de G qui contribuent aux
formes dans P p,q(2) (Γ) sont soit des séries discrètes (qui n’interviennent pas ici, la
valeur propre correspondante du laplacien ∆r étant nulle) ou induites d’une repré-
sentation de M ∼= U(1)×U(n− 1). Il découle de plus de la réciprocité de Frobenius
que la représentation de M est un M -type de τ ′p,q. Or on a :
(τ ′p,q)|M = σp,q ⊕ σp−1,q ⊕ σp,q−1 ⊕ σp−1,q−1,
où chaque σa,b est une représentation irréductible de M . Il découle finalement de
[8, Théorème 9.4.3] qu’une représentation induite de σa,b contribue à K
p,q
(2) (Γ) pré-
cisément quand (a, b) = (p, q). Le théorème 2.4 se déduit alors de la démonstration
du théorème 2.1 telle qu’esquissée ci-dessus. 
Contrairement au cas hyperbolique réel, nous ne connaissons pas de preuve que
toutes les valeurs propres discrètes peuvent effectivement intervenir dans un quo-
tient. Dans [8, Théorème 6.5.1] on donne une telle preuve lorsque p = q. Le cas gé-
néral devrait toutefois résulter des résultats d’Arthur et Mok mais nous ne l’avons
pas vérifié. Modulo la conjecture de Ramanujan, le théorème 2.4 est en tout cas
optimal pour le spectre du laplacien sur les fonctions, c’est-à-dire qu’il existe une
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variété hyperbolique complexe de congruence (compacte) Γ\X dont le spectre du
laplacien dans les fonctions contient les valeurs propres
n2 − (n− 2k)2 (k = 0, . . . ,
n
2
).
3. Applications topologiques
Il découle en particulier du théorème 2.4 que la conjecture A− de [8] — ou encore
la conjecture 2.3 de [5] — est vérifiée : pour tout entier r ≤ n la première valeur
propre non nulle λr1 = λ
r
1(Γ) vérifie
λr1 ≥ 4(n− r − 1), si r 6= n± 1, n, et
≥ 1−
(
1−
2
(n+ 1)2 + 1
)2
=
(
2(n+ 1)
(n+ 1)2 + 1
)2
, si r = n± 1 ou n.
(3.1)
Ce résultat a un certain nombre de conséquences sur la topologie des variétés
Γ\X ; conséquences que nous avons rassemblées sous le nom de propriétés de Lef-
schetz automorphes dans [5, Conjecture 1.1]. On renvoie à cet article pour les énon-
cés et leurs démonstrations lorsque le quotient Γ\X est compact. On se contente ici
de détailler ce qui reste vrai lorsque le quotient Γ\X n’est plus supposé compact.
On est alors réduit à une situation concrète, étudiée en particulier par Nair [20] :
Soient E ⊂ C un corps quadratique imaginaire, V un espace vectoriel de dimen-
sion n + 1 ≥ 3 sur E et h : V × V → E une forme hermitienne, relativement à la
conjugaison de E/Q, telle que h soit de signature (n, 1) sur VR := V ⊗QR ∼= Cn+1.
Un sous-groupe de congruence Γ ⊂ U(h) opère alors proprement discontinument
sur l’espace symétrique X . La variété quasi-projective S = S(Γ) est de volume
fini mais non compacte ; elle contient des sous-variétés de la même nature : à tout
sous-espace W ⊂ V défini sur E, de dimension m + 1 et auquel la forme hermi-
tienne se restreint en une forme non dégénérée et indéfinie, on associe en effet un
sous-groupe U(h|W ) ⊂ U(h). Posant ΓW = Γ ∩ U(h|W ), on obtient une variété
quasi-projective SW = ΓW \XW où XW est le sous-espace symétrique associé au
groupe U(h|W ). Il existe en outre un morphisme de variétés SW → S qui est fini
d’image une sous-variété fermée de codimension n−m.
Oda [21] a démontré qu’il existe un ensemble fini de sous-espaces W1, . . . ,Ws
comme ci-dessus, de dimension m+ 1 = 2 et tels que l’application de restriction
H1(S,Q)→
⊕
j
H1(SWj ,Q)
soit injective. La généralisation de ce résultat à des classes de degré> 1 et à des sous-
espaces de dimension > 1 a été considéré par plusieurs auteurs, voir [15, 26, 5, 20].
Le théorème est démontré par Nair [20] lorsque i ≤ m− 2.
Théorème 3.1. Pour tout m < n, il existe des sous-espaces W1, . . . ,Ws de V de
dimension m+ 1 tels que l’application de restriction
(3.2) Hi(S,Q)→
⊕
j
Hi(SWj ,Q)
soit injective pour i ≤ m.
On peut reformuler le théorème 3.1 à l’aide des correspondances de Hecke. À tout
élément rationnel g du groupe U(h) il correspond en effet une correspondance finie
Γ ∩ g−1Γg\X ⇒ S où la première application est la projection de revêtement et la
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seconde est induite par la translation par g. Notons C∗g : H
i(S,Q)→ Hi(S,Q) l’en-
domorphisme induit. Étant donné un sous-espaceW ⊂ V comme dans le théorème,
on montre en fait que
pour toute classe α ∈ Hi(S,Q) de degré i ≤ m, il existe g tel que
l’image de C∗g (α) dans H
i(SW ,Q) par l’application de restriction
Hi(S,Q)→ Hi(SW ,Q) soit non nulle.
Démonstration. Il suffit de démontrer l’assertion pour des classes de cohomolo-
gie complexes. Maintenant si l’on remplace les groupes de cohomologie Hi(S) et
Hi(SW ) par les groupes de cohomologie L2
Hi2(S) = H
i(g,K;L2disc(Γ\U(n, 1))) et H
i
2(SW ) = H
i(g,K;L2disc(ΓW \U(m, 1)))
le résultat est conséquence de [7, Chapitre 9], se référer en particulier à la démons-
tration du théorème 9.2, et du trou spectral (3.1).
On conclut en remarquant qu’un théorème de Zucker [29, Theorem 6.9] implique
que l’application naturelle Hi2(S) → H
i(S) est un isomorphisme si i ≤ n − 1 (en
particulier si i ≤ m) et qu’elle est injective si i = n. On applique ce dernier cas à
SW plutôt qu’à S lorsque i = m. 
Cela implique le théorème 3.1. De la même manière on peut déduire de la démons-
tration de [7, Théorème 9.4] et du trou spectral (3.1) le théorème suivant relatif
aux cup-produits dans la cohomologie de S.
Théorème 3.2. Soient α et β deux classes de cohomologie dans H•(S,Q) de degrés
respectifs k et ℓ avec k + ℓ ≤ n. Il existe alors un élément rationnel g du groupe
U(h) tel que
C∗g (α) ∧ β 6= 0 dans H
k+ℓ(S,Q).
4. Résultats spectraux : le cas quaternionien
4.1. Dans ce chapitre on considère le cas où le groupe réel G est isomorphe à
Sp(n, 1) [16, p. 354 de la 1ère édition]. Son sous-groupe compact maximal K est
isomorphe à Sp(n) × Sp(1), et l’espace symétrique X est l’espace hyperbolique
quaternionien, de dimension réelle 4n. Nous renvoyons à Pedon [23] pour une des-
cription plus précise, ainsi que pour la description du spectre tempéré des formes
différentielles sur l’espace quotient ; retenons simplement que Pedon calcule expli-
citement la borne inférieure αk du spectre continu du laplacien ∆k dans l’espace
des k-formes L2 sur X . Dans tous les cas αk est un entier strictement positif ; il est
égal à (2n+ 1)2 si k = 0 et égal à 1 si k = 2n (degré médian).
Nous considèrons le quotient de X par un sous-groupe de de congruence Γ, dans
notre acception habituelle. Ici, Γ est défini de la façon suivante. Soit F un corps
totalement réel, et G un groupe semi-simple sur F de type (absolu) Cn+1. On
supposeG défini par une algèbre de quaternionsB sur F , ramifiée aux places réelles,
ainsi que par une forme quaternionienne-hermitienne sur un espace de dimension
(n + 1) sur B, relative à l’involution principale [25, p. 56]. On suppose l’indice de
Witt de la forme égal à 1 en une place réelle v0 et à 0 ailleurs. Ainsi G(F ⊗R) ≃
Sp(n, 1) × Sp(n + 1)d−1 où d = [F : Q]. On choisit un groupe de congruence, au
sens usuel, Γ1 ⊂ G(F ). Alors Γ1\G(F ⊗R) = Γ\Sp(n, 1) où Γ = Γ1∩
∏
v 6=v0
G(Fv).
Noter que de tels groupes existent d’après [10]. On supposera que Γ opère librement,
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de sorte que Y = Γ\X est une variété. (Ceci est inutile si on accepte de travailler
dans la catégorie des « orbifolds »). On écrira simplement G pour G(Fv0).
On munit Y de la métrique riemanienne invariante dont les courbures section-
nelles sont comprises entre −4 et −1 (cf. [23, p. 234]). Ceci définit le laplacien ∆k
dans les k-formes, 0 ≤ k ≤ 4n.
Rappelons les données combinatoires. Tout d’abord, G est une forme (nécessai-
rement intérieure) du groupe déployé Sp(n+1). Son groupe dual est SO(2n+3,C)×
Gal(F/F ), et de même LG = SO(2n+3,C)×Gal(C/R). En particulier l’entier N
tel que Ĝ soit naturellement un sous-groupe de GL(N,C) est égal à 2n + 3. Soit
g0 = Lie(G) et g = g0 ⊗ C. On peut identifier naturellement une sous-algèbre de
Cartan h de g à Cn+1, sur laquelle le groupe de Weyl absolu Ω ∼= Sn+1⋉ {±1}n+1
opère de la façon naturelle.
On suppose la forme orthogonale surC2n+3, définissant Ĝ, donnée par la matrice
Ĵ =
 1. ..
1
 .
Alors
(4.1) ĥ = {diag(X1, . . . , Xn+1, 0,−Xn+1, . . . ,−X1)}
en est une sous-algèbre de Cartan, et un caractère infinitésimal de G s’identifie,
par l’isomorphisme d’Harish-Chandra, à un élément P de ĥ/Ω, Ω opérant comme
auparavant sur (X1, . . . , Xn+1). On renvoie à [8, § 6.3, 6.4] pour ces constructions
(décrites là pour Ĝ symplectique ou orthogonal pair).
Soit Ωk(Y ) l’espace des k-formes C∞, et ∆k le laplacien. Sur une forme α ∈ Ωk
provenant d’une représentation irréductible π [8, Ch. 1], −∆k opère par l’opérateur
de Casimir C ∈ Z(G) ∼= S(h)Ω. On a
π(C) = h(C)(P )
où h est l’isomorphisme d’Harish-Chandra, et P ∈ ĥ/Ω. (Rappelons que nous consi-
dérons le laplacien positif.) Un calcul simple, que nous ne reproduirons pas, donne
alors le résultat suivant. Notons P ∈ ĥ le paramètre complet, de dimension (2n+3),
du caractère infinitésimal, donné par (4.1) ; soit 〈P, P 〉 =
∑2n+1
i=1 P
2
i . Alors
Lemme 4.1. On a
π(C) = 〈P, P 〉 − 〈ρ, ρ〉
donc ∆k opère sur les formes correspondantes par
−〈P, P 〉+ 〈ρ, ρ〉.
Ici ρ ∈ ĥ = h∗ est la demi-somme des racines, égale à (n + 1, n, . . .1, 0,
−1, . . .− (n+ 1)) de sorte que 〈ρ, ρ〉 = 2
∑n+1
x=1 x
2.
Rappelons que le dual unitaire de G se compose des séries discrètes, des limites
de séries discrètes, de représentations irréductibles de la série principale unitaire et
de quotients de Langlands de la série principale non unitaire. Pour une description
explicite voir Baldoni-Silva [4, Théorème 7.1]. Les seules représentations de la série
discrète qui interviennent ici sont celles dont le caractère infinitésimal est égal à
celui, ρ, de la représentation triviale (voir le thèse de Pedon [22] ou [8, p. 39]). Elles
sont au nombre de |Ω/ΩK | = n + 1, et contribuent la valeur propre 0 au spectre,
uniquement en le degré médian = 2n.
10 NICOLAS BERGERON ET LAURENT CLOZEL
On notera que ces représentations ne sont pas isolées dans le spectre unitaire,
comme il résulte facilement de l’article de Vogan [27] ; voir aussi [6].
Les limites de séries discrètes, et les représentations de la série discrète unitaire,
contribuent (quand elles contiennent les K-types associés aux formes différentielles)
au spectre tempéré. Les valeurs propres correspondantes sont décrites par Pedon
[23] ; d’après des résultats connus, chacune peut être approchée (en degré k) par
une valeur propre apparaissant dans Y pour un Γ convenable. Elles feront donc
partie du spectre automorphe. Cf. [8, Théorème 2.4.6].
Décrivons les séries principales. Le groupe G possède un unique parabolique non
trivial, le parabolique minimal P = MN . Le groupe (algébrique) M s’identifie
naturellement (vu la définition de G comme groupe unitaire quaternionien) à
B× × Sp(n− 1)
où B est l’algèbre de Hamilton. Son sous-groupe compact maximal est donc M =
SU(2)×Sp(n−1) ∼= Sp(1)×Sp(n−1). Si on note det : B× → R×+ la norme réduite,
une représentation de la série principale s’écrit donc
(4.2) indGP (τ1| det |
s ⊗ τ2) := I(τ, s)
où s ∈ C. On écrira par la suite M = Sp(1) × Sp(n − 1) = M1 ×M2 ; τi est une
représentation irreducible de Mi.
Le sous-groupe parabolique P̂ de Ĝ associé à P a une composante de Levi M̂
qui se décrit de la façon suivante.
(4.3) M̂ =
 g1 g2
wtg−11 w
 ∼= GL(2,C)× SO(2n− 1,C)
où g1 ∈ GL(2,C), g2 ∈ SO(2n− 1,C) (pour la forme de matrice antidiagonale) et
w = ( 11 ).
Décrivons les paramètres de Langlands des représentations (4.2). Ils sont don-
nés par
ϕ :WR −→ M̂
qui se décompose en (ϕ1, ϕ2). Le paramètre ϕ2 est associé à une représentation du
groupe compact Sp(n− 1). D’après Langlands [18], il se décrit de la façon suivante.
On a pour z ∈ C× ∼=WC ⊂WR
ϕ2(z) = ((z/z)
p2 , (z/z)p3 , . . . , (z/z)pn , 1, (z/z)−pn , . . . , (z/z)−p2)
où p2 > p3 > . . . > pn > 0 sont des entiers. Le paramètre P ′2 = (p2, . . . , pn−1)
définit le plus haut poids m2 d’une représentation τ2 deM2 de la façon suivante. Le
réseau des poids de Sp(n−1) s’identifie naturellement à Zn−1. (Pour une description
explicite, voir Pedon [23, p. 233].) La demi-somme des racines ρ2 est (n− 1, . . . 1) ∈
Zn−1. Le plus haut poids de la représentation τ2 est
m2 = (p2 − n+ 1, p3 − n+ 2, . . . pn − 1)
= (m2, . . .mn)
de sorte que m2 ≥ m3 ≥ . . . ≥ 0.
Il reste à décrire ϕ2(j) où j ∈ WR et j2 = −1 ∈WC. La représentation étendue
à WR préserve nécessairement les sous-espaces associés à (z/z)pi , (z/z)−pi ; elle
y est isomorphe à indWRWC((z/z)
pi). D’après la formule pour le déterminant d’une
induite, celui-ci est égal au transfert transfWRWC((z/z)
pi) multiplié par le caractère
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d’ordre 2 εC/R de R×. Le transfert s’identifie au caractère (z/z)pi |R× = 1 de R×.
Le déterminant est donc égal à εC/R = sgn. Puisque l’image de ϕ2 est contenue
dans SO(2n+ 1), ce paramètre est isomorphe comme représentation de WR à
ind((z/z)p2)⊕ . . .⊕ ind((z/z)pn)⊕ sgnn−1.
Décrivons ϕ1. Il correspond à une représentation de B×, donc à une représenta-
tion de la série discrète de GL(2,R), non unitaire en général. On a donc
ϕ1 = ind
WR
WC
(zp1(z)q1)
où p1, q1 ∈ C, p1 − q1 ∈ Z− {0}. En particulier |p1 − q1| > 0 ; |p1 − q1| − 1 définit
le plus haut poids m1 d’une représentation de M1 = Sp(1) : c’est la représentation
τ1. Le paramètre s de (4.2) est
(4.4) s =
p1 + q1
2
.
On écrira souvent zpzq pour le caractère deC×, qui définit donc la représentation
induisante de B×.
Le paramètre infinitésimal associé à I(τ, s) est, d’après un calcul standard [8,
Lemme 6.3.1] :
P = (p1, q1, P2,−q1,−p1)
P2 = (p2, . . . pn, 0,−pn, . . .− p2),
donc, d’après le lemme 4.1, la valeur propre du laplacien associée, quand la repré-
sentation π = I(τ, s) intervient dans les k-formes, est
(4.5) λπ = −〈P, P 〉+ 〈ρ, ρ〉 = −2(p21 + q
2
1)− 〈P2, P2〉+ 〈ρ, ρ〉.
Vérifions la compatibilité de notre expression avec celle de Pedon [23, p. 237].
On vérifie aisément que le paramètre induisant « λ »∈ C de Pedon pour la série
principale [23, § 3.2] est égal à 2is dans notre notation. Pour le laplacien positif, il
obtient alors la valeur propre
λπ = −4s
2 + ρ2N − c(τ)
où ρN (dans le dual de l’algèbre de Lie du centre connexe A de B×) est, dans sa
paramétrisation, égal à 2n+1, et c(τ) est la valeur propre de l’opérateur de Casimir
dans τ . On a c(τ) = c(τ1) + c(τ2),
c(τ2) = 〈P2, P2〉 − 〈ρ2, ρ2〉
c(τ1) = m
2
1 − 1
d’où l’expression de Pedon :
(4.6) λπ = −4s
2 + (2n+ 1)2 − 〈P2, P2〉 −m
2
1 + 〈ρ2, ρ2〉+ 1.
Or p1 = m12 + s, q1 = −
m1
2 + s, p
2
1 + q
2
1 = 2s
2 +
m21
2 , et l’égalité de (4.5) et (4.6)
résulte alors de
〈ρ, ρ〉 = 〈ρ2, ρ2〉+ (2n+ 1)
2 + 1
i.e. de
2(n2 + (n+ 1)2) = (2n+ 1)2 + 1.
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4.2. En imitant le chapitre 6 de [8], nous décrivons maintenant, à la place réelle, les
paramètres d’Arthur des représentations apparaissant dans L2(Γ\G). L’argument
de réduction déjà utilisé dans [9] et qui sera résumé dans le § 4.5 nous ramène à
considérer la forme quasi-déployée G∗ de G : c’est le groupe orthogonal déployé
d’un espace de dimension 2n+ 3. On considère un paramètre d’Arthur ψ pour G∗
(sur R). Rappelons qu’un tel paramètre est de la forme
ψ :WR × SL(2,C) −→ Ĝ.
En particulier on a aussi
ψ :WR × SL(2,C) −→ GL(N,C).
On écrira simplement S pour SL(2,C). Un tel paramètre s’écrit sous la forme
ψ =
r⊕
i=1
ρi ⊗ ri
où ρi est une représentation irréductible deWR et ri une représentation irréductible
de S.
Considérons pour l’instant la restriction de ψ à WC × S, WC = C×. On peut
écrire, changeant de notation :
(4.7) ψC =
r⊕
i=1
χi ⊗ ri
où χi = zpizqi est un caractère de C×. Un tel paramètre sera obtenu par restriction
à la place réelle d’un paramètre relatif à F (Arthur [1]). En particulier, dans (4.7),
les caractères χi correspondent aux caractères induisants du facteur en v0 d’une
représentation cuspidale de GL(a,AF ), dont on a pris le changement de base à
C/R. Ils vérifient donc la majoration de Luo-Rudnick-Sarnak étendue dans [8,
Chapitre 7] :
|χi(z)|
±1 ≤ (zz)ηN .
Rappelons que ηN = 12 −
1
N2+1 avec ici N = 2n + 3, le fait essentiel étant que
ηN <
1
2 . Dans ce qui suit, les résultats conditionnels (supposant la conjecture de
Ramanujan généralisée) correspondent donc à ηN = 0.
Si χ(z) = zp(z)q, apparaît dans (4.7), on sait donc que
(4.8) |Re
(p+ q
2
)
| ≤
1
2
−
1
N2 + 1
= ηN .
Il sera commode de noter R le domaine de C défini par cette inégalité :
(4.9) R = {s ∈ C : |Re(s)| ≤ ηN}.
Revenons à (4.7) et supposons que ψC est restreint d’un paramètre ψ pour Ĝ. Le
paramètre ψ, ainsi que les ri, étant autoduaux, χ
−1
i ⊗ ri apparaît nécessairement
avec χi ⊗ ri. Si χi = χ
−1
i , χi est trivial. Donc ψC est la somme des termes
(4.10)
∑
χi 6=1
(χi ⊗ ri)⊕ (χ
−1
i ⊗ ri)
et
(4.11)
∑
i
(1⊗ ri).
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Par ailleurs, le paramètre est orthogonal, pour une dualité non dégénérée. Si ri est
symplectique (donc de degré ni pair) et apparaît dans (4.11), sa multiplicité est
donc paire.
Puisque le paramètre s’étend à WR, un caractère χi(z) doit apparaître avec
χi(z) = χ
c
i . Si χi = z
pi(z)qi apparaît dans (4.10), et si pi 6= qi, il doit aussi
apparaître χci = z
qizqi . Ce caractère est égal à χ−1i si χ
c
i = χ
−1
i (on dira alors que
χi est de type unitaire), c’est-à-dire si pi = −qi ; noter qu’alors pi, qi ∈ 12Z. On voit
alors que (4.10) se subdivise en les cas suivants (on dira que χ est réel si χ = χc) :∑
χi réel
(χi ⊗ ri)⊕ (χ
−1
i ⊗ ri)(4.12) ∑
χi
de type unitaire
(χi ⊗ ri ⊕ χ
−1
i ⊗ ri)(4.13)
∑
autres χi
(χi ⊗ ri ⊕ χ
−1
i ⊗ ri ⊕ χ
c
i ⊗ ri ⊕ χ
−c
i ⊗ ri)(4.14)
(Noter qu’un caractère réel de type unitaire est trivial !)
À toute composante χ⊗r sont associées n composantes du caractère infinitésimal
P de la représentation, données si χ = zpzq par(
p+
n− 1
2
, p+
n− 3
2
, . . . , p+
1− n
2
)
où n est le degré de r. Notons pour simplifier p[n] cette famille de n réels. Rappelons
aussi que P = (p1, p2, . . . ,−p1) peut être paramétré par ses (n+1) premières com-
posantes (modulo Ω), la composante médiane étant nulle. On note P ′ cet élément
de Cn+1. On voit alors que la contribution de (4.10) à P ′ est la somme∑
χi réel
ou de type unitaire
pi[ni] (a)(4.15)
⊕
∑
autres χi
(pi[ni], qi[ni]) (b)
Notons simplement [n] la séquence 0[n] =
(
n−1
2 , . . . ,
1−n
2
)
. Considérons les termes
(4.11). Si ni est pair, 1⊗ ri contribue deux fois [ni] à P , et une fois à P ′. Si ni est
impair, en notant [n]+ la séquence
(
n−1
2 ,
n−3
2 , . . . 0
)
, on voit que 1 ⊗ ri contribue
[ni]
+ à P ′. Noter que le nombre de termes (4.11) avec ni impair est nécessairement
impair (donc non nul). Il y a donc un terme redondant en 0 (correspondant au
terme médian de P ) que l’on retranche par la notation formelle ⊖0. Au bout du
compte P ′ est la somme de (4.15) et de∑
nj pair
[nj ] (c)(4.16)
⊕
∑
nj impair
[nj ]
+ (d)
⊖ 0 .
Nous devons maintenant déterminer quand ces représentations s’étendent à WR.
Rappelons que les sous–groupes de Levi de Ĝ sont de la forme
M̂ = GL(a1,C)×GL(a2,C)× . . .× SO(2m+ 1,C)
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où m ≥ 0, 2n + 3 = 2m + 1 + 2
∑
ai et M̂ est plongé dans Ĝ de façon analogue
à (4.4).
En particulier, tous les termes de (4.10) et (4.11) qui peuvent s’écrire (comme
représentations de WR×S, après extension à WR) sous la forme ρ1⊕ ρ˜1 s’étendent
en des paramètresWR×S → Ĝ en passant par un facteur GL(ai), et on est ramené
alors, pour le paramètre restant, à un morphisme WR × S → SO(2m + 1,C),
m < n + 1. Dans (4.14), (χi ⊕ χci ) s’étend à WR (pas d’obstruction à la descente
pour GL(2)) et (4.14) s’écrit alors ainsi. De même évidemment pour les termes
(c) de (4.16), ainsi que pour les représentations contribuant à (d) avec multiplicité
paire. Il reste donc les termes (a) de (4.15) ainsi que les termes (d) de (4.16), avec
multiplicité 1.
Puisque nj est impair, la représentation rj de S est orthogonale. On peut même
la multiplier par le caractère sgn de WR, donnant alors une représentation WR ×
S
ρ
−→ O(nj) telle que det(ρ(j)) = −1. A conjugaison près, on peut alors plonger∏
SO(nj) dans Ĝ, correspondant à une décomposition orthogonale de CN . On a
(
∏
O(nj)×O(m))+ ⊂ Ĝ, le + correspondant au déterminant total égal à 1.
Noter que m est pair puisque le nombre de termes (d) est impair. En tenant
compte des cas déjà décrits, on est donc ramené à étendre le paramètre à valeurs
dans O(m), somme des termes (a) de (4.15), à WR.
Si χi est réel, χi(z) = (zz)p s’étend à WR, intervient avec son dual, et on est de
nouveau ramené au cas précédent. Supposons enfin χ de type unitaire :
χ(z) = (z/z)p, p ∈
1
2
Z.
On cherche à étendre la somme des (χi⊕χ
−1
i )⊗ri en une représentation vers O(m).
Des arguments évidents d’isotypie montrent que l’on peut se réduire à un unique χ,
puis à un unique r, puis d’après l’argument précédent à (χ⊕χ−1)⊗ r apparaissant
avec multiplicité 1.
On a χ−1 = χc et χ⊕ χ−1 s’étend de façon unique à WR en ind
WR
WC
(χ), celle-ci
étant irréductible. Elle est symplectique si p ∈ 12 +Z, orthogonale si p ∈ Z. Mais la
forme symétrique sur l’espace de ind(χ) ⊗ r est nécessairement, par irréductibilité
des facteurs, le produit tensoriel d’une forme bilinéaire sur ind(χ) et d’une sur r,
chacune invariante. On en déduit enfin :
Lemme 4.2. Les paramètres d’Arthur WC×S → Ĝ sont les sommes de paramètres
de la forme (4.11)-(4.14) vérifiant la condition suivante : pour un paramètre χ ⊗
r ⊕ χ−1 ⊗ r où χ = (z/z)p est de type unitaire, et de multiplicité impaire,
dim(r) est impaire si p ∈ Z
dim(r) est paire si p ∈ 12 + Z.
Noter qu’il y a en fait des restrictions plus précises sur les paramètres réels :
dans le calcul précédent, selon les choix des extensions des facteurs 1 ⊗ rj à WR,
la représentation finale serait à image dans O−(m,C). Ceci n’a pas d’importance
pour nous.
4.3. Nous pouvons maintenant déterminer, dans les différents cas possibles, les
bornes sur les valeurs propres de ∆k résultant des calculs précédents. Rappelons
qu’on a
P ′ = (p, q, P ′2)
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où on peut supposer que (modulo W˜ )
P ′2 = (p2 > p3 > · · · > pn > 0).
Il y a donc (n − 1) coordonnées entières distinctes et non nulles dans les termes
(4.15) et (4.16), on en déduit que
Lemme 4.3. Il apparaît au plus un terme de type (c) ; dans ce cas on a nj = 2 et
le terme de type (c) est de multiplicité 1.
Nous considérons maintenant les différents cas possibles.
4.3.1. Cas A. On suppose que le terme désigné par le lemme précédent intervient.
Les autres coordonnées de P ′ sont entières et distinctes. Dans (4.16), il intervient
donc au plus un terme (d) avec nj > 1 (sinon il y a deux coordonnées égales à 1),
et au plus un terme avec nj = 1 : c’est alors l’unique terme (d). Ainsi (4.16)(d) se
réduit à
(4.17) [m]+ (m ≥ 1)
ce terme étant vide si nj = 1. D’après (4.15), on a donc
P ′ =
(
1
2
,−
1
2
,
m− 1
2
,
m− 3
2
, . . . , 1, pi[ni], pj[nj ], qj [nj ]
)
où les pi (6= 0) sont associés aux caractères réels ou de type unitaire. Si pi provient
d’un caractère réel, pi ∈ R−{0} (cf. (4.9)) et alors pi[ni] ne contient pas d’entiers :
c’est impossible. Si pi provient d’un caractère de type unitaire χi, celui-ci intervient
avec multiplicité 1 et le lemme 4.2 s’applique.
Les éléments de pi[ni] sont donc des entiers. Considérons un terme (pj [nj ],
qi[nj ]). On a qj = mj + pj (mi ∈ Z) et (pj [nj ], qj [nj ] + mj) est formé d’entiers
distincts. C’est possible ; chacun de ces termes (i.e., chaque χj) apparaît du reste
avec multiplicité 1. Dans ce cas on doit avoir
pj , qj ≡
nj − 1
2
[1]
par intégralité. Mais pi+qj ∈ 2R, et ces deux conditions impliquent pi+qj ∈]−1, 1[
et pi + qj entier. Donc pi + qj = 0 et le caractère est
(z/z)pj , pj ≡
ni − 1
2
[1]
de type unitaire. On peut donc absorber ces cas dans le cas unitaire.
Calculons la valeur propre correspondante. On a
λ = −〈P, P 〉+ 〈ρ, ρ〉
= −1− 〈P2, P2〉+ 〈ρ, ρ〉,
le poids m1 de τ1 (§ 4.1) étant d’ailleurs égal à 1. Si π intervient dans les k-formes,
(m1, P
′
2) est donc le poids d’une représentation de M associée aux k-formes ; le
paramètre s = 1/2− 1/2 est nul. On est dans le cas tempéré et donc
Lemme 4.4. Dans le cas A, on a
λ ≥ αk
si π contribue à Ωk, αk > 0 étant la borne tempérée. De plus il existe un M -type
associé à Ωk (Pedon [23]) et M1-trivial.
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On suppose maintenant qu’il n’existe pas de terme de type (c).
Les termes réels de (a) (pi ∈ R) donnent des éléments non entiers, donc il existe
au plus un terme, avec ni = 2, contribuant (pi + 12 , pi −
1
2 ) nécessairement égal à
(p, q), ou bien deux termes (p1, p2) = (p, q). Considérons successivement les deux
possibilités.
4.3.2. Cas B. Un terme réel de (a) avec ni = 2. Dans ce cas, les arguments précé-
dents s’appliquent aux termes restants, de type (b) ou (d). On a donc
λ = −2(p2 + q2)− 〈P2, P2〉+ 〈ρ, ρ〉
= −4p2i − 1− 〈P2, P2〉+ 〈ρ, ρ〉.
On sait que pi ∈ R ; λ étant réel on a en fait pi ∈ iR∪]− ηN , ηN [, correspondant à
un segment de série complémentaire pour I(τ, s). Noter que m1 est toujours égal à
1. Ainsi
Lemme 4.5. Dans le cas B, on a dans Ωk :
λ ≥ αk − 4η
2
N = αk −
(
N2 − 1
N2 + 1
)
> αk − 1 > 0.
Il existe un M -type associé à Ωk et M1-trivial.
Supposons maintenant qu’il existe des termes réels de (a) avec ni = 1.
Dans ce cas, p1, p2 ∈ R ne sont pas entiers, donc {p, q} = {p1, p2}. Alors p−q ∈ Z
donc p − q = 0 si p, q ∈ R. Mais ceci est impossible (le caractère induisant χ est
ramifié, cf. § 4.1).
On est donc ramené au cas où il n’y a ni terme (c) ni terme (a) réel.
Considérons les termes (d) de (4.6). Puisque P ′2 a (n− 1) coordonnées non nulles
et distinctes, on voit aussitôt qu’il existe au plus un terme tel que nj ≥ 3, complété
peut-être par deux termes ni = 1, ou bien un ou trois termes ni = 1.
Considérons le terme (b) de (4.15). On a par hypothèse Re(pi + qi) ∈]− 1, 1[. Si
le terme associé de (b) contient un entier, on a pi+xi ∈ Z donc qi+xi et qi−xi ∈ Z
où xi apparaît dans [ni]. Alors pi + qi ∈ Z, contrairement au fait que pi + qi 6= 0
par hypothèse. Donc les termes (b) ne peuvent contribuer à P ′2. Il y a donc au plus
un terme (b), avec ni = 1, et alors (pi, qi) = (p, q).
4.3.3. Cas C. Un terme (b), (p, q) = (pi, qi). Tous les autres termes de P ′ sont alors
entiers et de valeurs absolues distinctes. Il y a donc au plus un unique terme (d),
contribuant (k, . . . , 1) avec k = ni−12 ≥ 1 (ou le terme ⊖0). Le paramètre P2 est
obtenu par concaténation des pi[ni] de type unitaire et de cet intervalle (ou ∅).
Puisque s = pi+qi2 ∈ R− {0}, on a
λ = −2(p2 + q2)− 〈P2, P2〉+ 〈ρ, ρ〉
= −m21 − 4s
2 − 〈P2, P2〉+ 〈ρ, ρ〉
de sorte qu’on a la minoration analogue au lemme 4.5, que l’on ne reproduit pas.
Dans ce cas m1 peut être > 1.
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4.3.4. Cas D. Pas de terme (b). Dans ce cas on n’a que des termes (d) et des termes
(a) de type unitaire. Noter que d’après le lemme 4.2, ceux-ci contribuent des entiers
sauf peut-être si χ apparaît avec une multiplicité paire.
Comme expliqué dans l’introduction c’est le cas où nos résultats sont les plus
faibles. Nous considérons les termes (a) de type unitaire :∑
(z/z)pi ⊗ ri =
∑
χi ⊗ ri (pi 6= 0)
donnant un paramètre ∑
pi[ni].
Sachant que deux termes au plus de P ′ ont la même valeur absolue, on voit que
(4.18) mult(χi ⊗ ri) ≤ 1 sauf si dim(ri) ≤ 2.
Si dim(ri) = 2, on obtient deux coïncidences donc de plus
Il existe au plus un terme avec dim(ri) = 2
et alors mult(χi ⊗ ri) = 1.
(4.19)
Alors le terme χ⊗ r⊕χ−1⊗ r est de multiplicité impaire au sens du lemme 4.2, et
l’on a donc :
pi + 1/2 ∈ Z,
ceci étant donc vrai dans tous les cas. Il en résulte que tous les termes de type (a)
sont entiers. Puisque c’est aussi vrai des coordonnées des termes (d), on a enfin :
Lemme 4.6. Dans le cas D, on a pour toute valeur propre non nulle dans Ωk :
λ = −2(p2 + q2)− 〈P2, P2〉+ 〈ρ, ρ〉
qui est un entier pair ≥ 2.
On a donc enfin :
Théorème 4.7. Soit λ > 0 une valeur propre du laplacien dans Ωk(U). Alors
(1) λ est un entier pair > 0, ou
(2) λ ≥ αk −
(
N2−1
N2+1
)2
où αk est la borne de Pedon [23].
Dans le degré médian (k = 2n) et ses voisins (k = 2n− 1, 2n+ 1), on a αk = 1.
La partie (i) du théorème est donc vide. Pour k ≤ 2n− 2, αk ≥ 4.
4.4. Le cas des fonctions (cas sphérique). Dans le cas des fonctions Ω0 =
C∞(Y ), on obtient le résultat suivant. On a
P2 = ρ2 = (n− 1, . . . , 1, 0, . . . , 1− n)
donc (§ 4.1)
−〈P2, P2〉+ 〈ρ, ρ〉 = (2n+ 1)
2 + 1.
Par ailleurs m1 = 1. La borne tempérée est donc :
α0 = (2n+ 1)
2
et λ = −2(p2 + q2) + (2n+ 1)2 + 1.
Dans ce cas, le calcul de D donne l’estimée suivante.
18 NICOLAS BERGERON ET LAURENT CLOZEL
Ecrivons, à l’ordre près, (p, q) =
(
1
2 + s,−
1
2 + s
)
où s ∈ 12 + Z. Alors
λ = (2n+ 1)2 − 4s2
= (2n+ 1)2 − k2
où k = 1, 3, . . . , 2n+1 (valeur maximale, correspondant à la représentation triviale).
On a donc :
Théorème 4.8. Si λ est une valeur propre du laplacien dans C∞(Y ),
λ = (2n+ 1)2 − k2 (k = 1, 3, . . . 2n+ 1)
ou λ ≥ (2n+ 1)2 −
(N2 − 1
N2 + 1
)2
(N = 2n+ 3).
Si on suppose la conjecture de Ramanujan, on peut remplacer la deuxième al-
ternative par λ ≥ (2n + 1)2. Le théorème est alors optimal. Il découle en effet de
[14] que chaque représentation sphérique de caractère infinitésimal
(a, a− 1, ρ2, 1− a, a), a = 1, 2, . . . , n+ 1,
intervient discrètement dans la représentation régulière L2(Sp(n− 1, 1)\Sp(n, 1)). 4
Comme dans [11, Example B], on en déduit que ces représentations appartiennent
au dual automorphe de Sp(n, 1). Puisqu’elles sont par ailleurs isolées d’après le théo-
rème 4.8, on conclut que ces représentations interviennent dans un L2(Γ\Sp(n, 1))
pour un certain groupe de congruence Γ.
4.5. Complétion de l’argument global. Nous revenons à l’argument global de
réduction au cas déployé annoncé au début de 4.2. C’est de nouveau celui de [9],
à la différence près qu’ici d’autres types de groupes classiques apparaissent comme
groupes endoscopiques.
Revenons aux notations du début de 4.1, de sorte que G est un groupe semi-
simple sur F . On note G∗ = SO∗(2n+3, F ) sa forme intérieure déployée. Le lecteur
peut supposer G anisotrope : l’argument supplémentaire si G est de rang 1 sur F
(et F est donc égal à Q) est exactement semblable à celui de la fin du § 1 et ne sera
pas répété. Pour simplifier les notations écrivons G, G∗ pour G, G∗/F .
Comme dans [9, § 4], on commence par stabiliser la formule des traces, d’où avec
les notations d’Arthur et de cet article
(4.20) IGdisc,t(f) =
∑
H
ι(G,H)SHdisc,t(f
H).
Les groupes H sont les groupes endoscopiques elliptiques. Ils sont décrits par
Arthur [2, § 1.2] : leurs groupes duaux sont donnés par
Ĥ = SO(2a,C)× SO(2b+ 1,C) ⊂ Ĝ,
a+ b = n+1. Puisque SO(2a) possède des automorphismes extérieurs, une donnée
supplémentaire est η : Gal(F/F )→ Autext SO(2a) = Z/2Z. 5 Comme dans [9], ces
données sont en nombre fini, la ramification étant fixée. La donnée de η définit LH
et on a naturellement [1]
LH −→ LG −→ GL(N,C)×Gal(F/F ).
4. Faraut [14] note piρ+2r cette représentation, avec ρ = 2n+1 et 0 < ρ+2r < ρ ; de sorte que
a = n+ r + 1 et λpi = ρ2 − (ρ+ 2r)2 = (2n+ 1)2 − (2a − 1)2.
5. Le morphisme η est non trivial si a = 1.
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Nous ne répétons pas les généralités relatives au transfert f ❀ fH ([9, § 2])
désormais acquis grâce aux travaux de Ngô, Waldspurger et al. En revanche, les
arguments du § 4.2 relatifs aux caractères infinitésimaux nécessitent de nouveau le
contrôle de celui-ci dans les paquets Π(ψ) de représentations de G∗(Fv0 ), basés sur
la formule d’Arthur [1, Théorème 2.2.1] :
(4.21) trace(Π(ϕ)Aθ) =
∑
π
ε(π)m(π)trace π(f)
où ϕ est une fonction sur GL(N,R), f sur G∗(Fvo ) = G
∗(R) lui est associée, π
décrit Π(ψ) et les autres notations sont celles d’Arthur.
Comme dans la démonstration du lemme 1.1, nous pourrions utiliser que zϕ est
associée à (Nz)f pour
z ∈ Z(GL(N,C)) et N : Z(GL(N,C)) −→ Z(G∗(R))
l’application naturelle entre les centres des algèbres enveloppantes correspondant
à notre identification des paramètres infinitésimaux dans 4.2. Ceci se déduit des
résultats généraux de Shelstad pour les groupes non connexes dans le cas tempéré
[24]. Plus directement, l’identité (4.21), combinée avec les formules d’intégration de
Weyl, donne une identité
(4.22) ΘΠ,θ(t) =
∑
π
ε(π)m(π)Θπ(t
′)
entre caractère tordu et caractères ordinaires des représentations π. Noter que le fac-
teur ∆IV de [9, (3.4)] n’intervient pas, car G∗ est l’unique groupe endoscopique de
dimension maximale pour GL(N) tordu. Les éléments t (fortement θ-régulier dans
GL(N,R)) et t′ (régulier dans G(R)) sont associés. On termine en utilisant l’argu-
ment de [9, Lemme 3.4] relatif aux parties radiales, le fait que la correspondance
N de Kottwitz-Shelstad et Waldspurger est surjective [28, § 3.2] et l’indépendance
linéaire des Θπ. 6
On sait maintenant que les caractères infinitésimaux des représentations de Π(ψ)
sont définis, comme dans le § 4.2, par ψ. Revenons alors à l’identité (4.20). Pour G
anisotrope, le membre de gauche est simplement la partie associée à t de la trace
de f sur
L2(G(F )\G(A)).
Comme dans [9, § 5], il s’agit maintenant de déstabiliser le membre de droite de
(4.20), ce qui donne une formule (cf. [9, 5.5])
IGdisc,t(f) = I
G∗
disc,t(f
∗) +
∑
J
η(G, J)IJdisc,t(f
J)
portant sur des groupes endoscopiques itérés
J = (G,H1, . . .Hr), Hr = J 6∼= G
∗.
6. L’argument relatif à la surjectivité de la norme était omis dans [9, Lemme 3.4]. Pour ce cas
voir Kottwitz-Shelstad [17, §3.2-3.3]. Plus précisément, ceux-ci démontrent la surjectivité si toute
classe de conjugaison tordue, fortement régulière, et rationnelle, de GL(N) contient un élément
réel. Le seul cas utilisé dans [9] et non traité par Waldspurger [28] est celui où G = SO∗(2n),
Ĝ = SO(2n,C). Mais l’assertion résulte alors de la construction par Waldspurger de la norme
pour G = SO∗(2n + 1), Ĝ = Sp(n,C).
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D’après la description précédente des groupe endoscopiques pour G (ou G∗), on
a alors
Ĵ =
∏
i
SO(2ai,C)×
∏
i
SO(2bj + 1,C)
et LJ est défini par la donnée de caractères d’ordre 2, ηi, de Gal(F/F ). La fin de
l’argument est alors identique à [9, § 6.2]. Ceci termine la démonstration.
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