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On an asymptotic expansion for the von Mises m2 statistic 
SÁNDOR CSÖRGŐ 
In honour of Professor Károly Tandori on his 50th birthday 
§ 1. Introduction. There are two classical types of statistics for testing the 
"goodness-of-fit" hypothesis that the distribution function of a statistical population 
coincides with the fully determined continuous distribution function F(x). The 
defining statistics for one of them are those of Kolmogorov's sup | £„(*)—F(x)| and 
oo 
Smirnov's sup (Fn(x)-F(x)), while for the other a>l = n f (Fn(x)-F(x)fdF(x) 
of von Mises, where F„(x) denotes the empirical distribution function based on a 
random sample of size n. Considering the latter one, CRAMER [4] was the first in 
1928, who proposed a statistic similar to m2, while a>l itself was proposed by von 
MISES [ 2 0 ] in 1 9 3 1 . He proved that for any complex X 
= 1 
fc=l I 
O). - ^ - - . F F I , * ^ p - y ^ P . 
provided the null hypothesis holds true, and this we will assume throughout. The 
limiting Laplace—Stieltjes transform was first inverted by SMIRNOV [ 3 2 ] in 1 9 3 7 , 
who, in this way, proved the following limit distribution theorem 
(2) lim P {(o2n < x) = lim Vn(x) = V(x), 
where 
9 oo 2fcir 
F(x) = 1 - — 2 , ( - l ) f c + 1 f (-usiau)-1/2e-"ix/2du. 
71 K = L (2S-1)« 
Another expression for V(x), due to ANDERSON and DARLING [ 1 ] dates back to 1 9 5 2 : 
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where Blji(y) is a standard Bessel function. As to2 (just like the Kolmogorov—Smir-
nov statistics) is distribution-free, it will not be a loss of generality to assume that the 
underlying population is uniformly distributed on the interval [0, 1] (F(x)=x for 
x £ [0, 1]), when investigating the asymptotic behavior of its distribution. Then, 
introducing the empirical process Y„(/)=/« (Fn(t) — t), O ^ i ^ l , we have 
i 
032„= J Y2(t)dt. Y„(t) is a random element of Skorohod's space of functions on [0,1], 
o 
D[0, 1], having discontinuities only of the first kind. It is known that Y„ converges 
weakly to the Brownian Bridge B(t), a Gaussian process on [0, 1] with expectation 
0 and covariance function 5(1 —i) for O ^ s ^ z s l (see [12], [13], [3] or [6] in these 
i 
Acta). Introducing co2 = J B2(t)dt, this latter result of D O O B and D O N S K E R immediately 
0 
gives 
since the square-integral is a continuous functional in the topology of Z>[0, 1]. 
In the Kolmogorov—Smirnov case not only the exact rates of convergence 
for the appropriate limit distribution relations are known, but asymptotic 
expansions are also available from the first half of the 50's (see [14]). At the same 
time, such a complete set of results seemed to be far in the von Mises case; this was 
also emphasized by D U R B I N and B ICKEL in their recent survey papers [11] and [2]. 
This kind of asymptotic behavior of Vn(x)=J>{co2<x} is all the more important 
since, next to nothing is known about the exact distribution of co2. With the exception 
of the exact formulae for « = 1, 2, 3 in [19] only an extreme lower tail of the distri-
bution ([33]), the exponential decrease of the upper tail ([26]) and the first four mo-
ments of o)2 ([24]) are known for any further n. 
Put A„ — sup \V„{x) — V(x)\. The first estimate was given by K A N D E L A K I 
— co ©o 
[15] in 1965, namely that A„^C (log n)~yi, with some absolute constant C. It was 
expected that A„ should be estimable the following way: for any e > 0 there should 
exist a constant b(e) such that for each n 
(3) 
with some A>0. SAZONOV first proved ( 3 ) with ( [ 2 8 ] ) and then with a = ~ 
( [ 2 9 ] ) . Using a Skorohod embedding (see [ 3 1 ] ) R O S E N K R A N T Z [ 2 7 ] concluded in 
A„—0((\ognfl2n~lls), which is, of course, better than (3) with Next, by the 
O n a n a s y m p t o t i c e x p a n s i o n f o r the v o n Mises coa s tat is t ic 4 7 
same embedding KIEFER [17] proved z1„ = 0(( log nfl2n~114) and, independently, 
N I K I T I N [21] announced J „ = 0(( log « ) 5 / 4 N _ 1 / 4 ) . Kiefer also proved (see also SAWYER 
[30]) that the Skorohod embedding cannot give moie than n1/4 in the denominator. La-
ter O R L O V [22] increased a in (3) to —. Finally, in a new long paper [23] O R L O V proved 
that (3) does not hold with a> 1 and holds with a= —. 
' 2 
In § 2 of the present paper a refinement of Orlov's estimate is given which 
turns out to be the best rate that can be achieved by all the previously existing methods. 
In § 3 a complete asymptotic expansion for the Laplace transform of co2 is given. 
(In this connection we have to mention an early result of D A R L I N G [9], which he 
announced, without proof, in 1960. This is a one-term expansion for Ee-Ao>», but 
only for real positive X, and so there is no hope to invert it). The first outline of its 
proof (without the estimation of the dependence on X of the remainder term) was 
published in [7] and its details in [8]. The treatment of dependence on X is new here. 
In § 4 the problem of inversion of this expansion is treated, without reaching the 
final answer. A few, not completely rigorous throughts on this inversion were also 
included in [8]. § 5 tries to motivate our conjecture concerning the final form the 
asymptotic expansion for Vn(x) and the exact rate of convergence of A„. 
§ 2. A rate of convergence. The following theorem is true. 
The proof is entirely based on one of the recent and very important results of 
Komlós, Major and Tusnády. 
T h e o r e m A. (KOMLÓS, M A J O R and TUSNÁDI [ 1 8 ] ) For each n there exists an 
empirical distribution function Fn(t) of independent, uniformly distributed random 
variables on [0, 1] and a Brownian Bridge Bn(t) such that for the empirical process 
Y„(t)= \!n (Fn(t) — t) we have, for each x 
where A, B and C are positive absolute constants. Putting x=Klogn so that KC> 1 
and using the Borel— Cantelli lemma one gets 
T h e o r e m 1. A sup \Vn(x)-V(x)\ = 0 
flog n \ 
U " J 
p { sup \Y„(t)-B„(t)\ - / " ° g - + X | < Be-C', 
(osisi \n J 
0SÍS1 
sup I ?„ ( 0 - ^ ( 0 1 - o 
with probability 1. 
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P r o o f of t h e o r e m 1. Suppose that the random variables 
&2n = Jf2{t)dt and œ2 — J Bl(t) dt 
:are built on the processes Yn(t) and Bn(t) of Theorem A. Naturally, their distribution 
functions are V„(x) and V(x), respectively. Then, by Theorem A, there exists with 
probability 1 a constant K such that 
CO"„ — (O \f\?H(t)-BH(t))(t(t) + Bn(t))dt\*Kl^£ J \Yn(t) + Bn(t)\dt == 
o \n o 
log2« „^logw _ 1 0), 
where the last inequality follows from that of Buniakovsky—Schwarz. That is we have 




. Solving the corresponding quadratic inequalities for the sets 
A„— jcu2<x—-^-e2 —e„<wj and 2?n=jâ>2-==x+-^-e2+enà>J we find that 
A„ = j<52 < x + and B„ = •¡ai2 < x + ^s2„+ y ßi + e2nx 
1/2 
•Consequently, from (4) one gets 
K M ^ V l x + j s l + l j e î + slx 
1/2 ' 
and, a fortiori, 
"This, with some constants A, B, C and D, implies 
\Vn(x)-V(x)\ ^ p j x - i £ 2 - e „ ( l e 2 + x CO2 * + l B ; + 8 ) l | l e ; + * J 1 J ^ 
„ logn f log2« Yl2\ , log2 n „ log n , . 
== i>(x)U ——+B-^\C—— + x\ s A——v(x) + D-y=-v(x)\x, 
'{ n in { n J J n f ^ 
-where v(x)=— V(x) is the density function of co2. Later (Lemma 8 in § 5) we will see, 
dx 
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that v(x) as well as }Jx v (x) are bounded functions on the whole line, and thus the 
theorem is proved. 
It is worthwhile here to remark that all the previous methods for getting a rate of 
convergence for A„ (just to mention the characteristic ones of ROSENKRANTZ [27], 
ORLOV [23] and the proof of the above Theorem 1) are based on some kind of approxi-
mation of the empirical process. From the nearness of the latter approximation then 
resulted a nearness of V„(x) and V(x). Of course, the applied method in the proof of 
(l o g « ) approximation of Komlós, Major and Tus-f n ) 
( log« nády cannot give a better rate for A„ than O . But at the same time the 
f n 
Brownian Bridge of Komlós, Major and Tusnády is the best approximation for the 
empirical process (see also in a forthcoming book [5] of M. CSÖRGŐ and P. RÉVÉSZ). 
Therefore the following conclusion is true: one cannot get a better rate of conver-(log « 1 of Theorem 1 via first approximating the empirical f n ) 
process. 
We remark also that our rate was thought to be desirable (if not the best) by 
ROSENKRANTZ [ 2 7 ] and later by KIEFER [ 1 7 ] and BICKEL [ 2 ] . On the grounds of the 
following two paragraphs, however, one can even expect more, namely, that A„ 
1 
has the order of —. 
n 
§ 3. Asymptotic expansion for the Laplace transform. In this section we prove: 
T h e o r e m 2. For any complex X, with Re 2 ^ 0 , natural s and real e with e>0, 
2 b/2] ( i Y 
= 2 — ű t(A) + A s (A)0 (« E - ( s + 1 ) / 2 ) , 
*=i 
where 
. 2 ' K , - ^ + ^ E e x p { - A / a 2 ( i ) d t ) n h hk. 
C'l. '2») 0 
r Here Hn = 2 h > a (t)=lV(l)- / W{x)dx and W{t) is the standard Brownian Motion. 
J=i o 
Summation 2' taken over all non-negative integer solutions 0'i, ...,%) °f the 
equation + li2 +... + 2ki2k = 2k. Further, 
1 
yht •••tÍ2k J* J 
and 
K H* = T r - r { - 2 ) k + H * 
••• hk 
2k f[(m + 2)/2] S 1 I'm 
nh n \ Z ( 1 )*—1 (/ 1)! 2 " d h _ u U ( J * { t ) d t Y \ 
m = l l / = 1 0*2 J.) r = 2 q ' J 
4 A 
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where 
and summation 2" ,s taken over all non-negative integer solutions (j2, ...,js) of the 
equations j2+...+js=l and 2j2+...+sjs=m+2. 0(n~(s+1)l2+e) does not depend on A 
any more, and for the function hs (A) the following estimate is valid: 
|AS(A)| == |Ap+2Hs+4>/2 if |A| > y^and \hs(X)\ ^ W" >f W S 1. 
P r o o f . Let the standard Wiener process W(t) be independent of the empirical 
process Y„(t) (which is based on uniform [0,1] random variables Ult ..., Un) for 
each n, and let gn(x) be a (nonrandom) sample function of Y„(t). The random 








Eexp {— AGJ2} = Eexp{ -A f Yf(x)dx} = Eexp{) / -2A f Yn(x)dW{x)}. 
0 0 
If g(x) is a continuous function on [0,1], then 
i i 





E exp { - V-2A/« 2 g(Uk) + ]/—2A fii f g(x) dx) = 
* = 1 o 
= { / exp ( - ]TTlfa [g(t) - f g(x)dx]) dt}n. 
o o 
Eexp{—Aco2} = E{1 + 0„(A)}", 
en (A) = / (exp { - 2A/n a (t)} •- l) dt. 
o 
Let a real e be given with 0-=e< , where s is an arbitrary natural number. 
6(j + 1) 
If for a set B the indicator of B is denoted by Xb then we have 
(5) E exp { - Aa>2} = E exp { - Aco2} ( l - / ^ ) + E exp { - Aa$ Xa° 
where 
AB„ = { sup \W(t)\ «1-
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For the first teim in (5), using the Buniakovsky—Schwarz inequality and then an 
estimate (see e.g. in [10]) for the tail probability of a Brownian Motion, one gets 
4 
(6) |Eexp {-XcoVi(1 -гл*)\ ^ ( P W 2 ^ Щ - e x p { - и * / 4 } . 
As, trivially, 
P{|Wi)l ^ 1} ^ pjexp (2|K=2l| i H P j p i j s 2 j , 
on the set A* we have 
with some constant К not depending on Я if л is large enough. For the same n (which 
we will take in the sequel as large as needed without any further mention of it) 
therefore 
°° С 1 \m +1 
2 1 I TO 
i = s+ i m 
+1 •+1)/2 „(г -1/2) (s +1) _ 
It follows then 
(7) V e - ^ X j i = E e x P {" + №)} I k = 
= E e x p In i ( ~ ! j ' , " + 1 + = 
l m=1 m J 
= E e x p i n Z ( ~ 1 ) m + 1 Qn (A)}XA< + hi-2(X)O(n^-1/») o - D+ 
I m = l »1 J " 
where the function h]_2(X) is such that 
At the last equality it was taken into account that the first term of the last row tends 
to Ee'*01* as « - < » , the absolute value of which is less than 1 by Re 2 ^ 0 . Now we 
compute the powers of 0n(X). Putting P(t)= - | / - 2 A a ( i ) (which is - / - 2 X O ( n e ) 
i 
on Aen) and using the MacLaurin formula and the fact that J a.(t)dt=Owe find on 
o 
Aen that 
(8) 0„(X) = ± \ ± ) J f t p . d t + h2_2(X)0(n^Hs+^ 
j=*\yn) S J-
where 
|Aj_"a(A)| ^ |A|(J+2)/2_ if |A| > 1, and \h\_2{X)\ ^ if |A| 1. 
4' 
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There, for the estimation of the remainder, the simple fact that for y'x ̂ y2 
if |A| > i , 
(9) + , f ^ 1 
was used and will be often in the sequel. In what follows, all the figuring functions 
h(X) with different (lower and upper) indices are majorized in absolute value by 
|A|1/2 if 1 and if some assertion of the type of |/z(A)|s|A|r (with some r)appeals, 
then it refers to the case |A|>1. Using (9) several times with \hj(/.)\^ \/.\],i we get on 
A\ from (8) 
+ 
ki+k^m \j = 2 ) 
(k^k^Cm.O) 
¡„ + . . .+ ¡ ,=»1 h- ••• h- \\n) k~2 Vq K- ) 
where 
|As,m(A)| ^ | A r 2 ^ 2 . 
Multiplying by n and writing out explicitly the fiist term of the /«-summation, and 
using again (9), .we have 
f s ( _ i y » + l 1 
(11) E exp \n 2 — 0Z(X)}xa° = 
I m=1 m J 
+ „ 2 < - ' > * " f ( 4 = I ' ( - 1 ' - 2 l ) ' + , ( ¿ 1 o ( , , ' • - ' « 1 ' ' * . = 
m = 2 " l j = 2m\yn) ) 
{ } s sm~2 ( 1 V 1 
- A f a.2(t)dt + 2 2 M Pjm) ^ + ^ 3 - 2 (A)0(« ( £ - 1 / 2 ) ( s - 1 ) + 2 e ) , J m=lj=2m-2 K\n) J 
where 
(12) , r = 2 - ^ n U ' ^ A ' 
i2 + ... + is=m 
a n d / ^ ^ O , while fo ry '= l , ...,s2 — 2 and m=\, ..., s 
r 1 -vm + 1 (13) = />jm)№ = — {—l/—2^) j+2q j%, 
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furthermore 
Now we break up the double-sum in the exponent of the above expected value 
according to powers of — and estimate all the terms of this sum on A\ where the 
1 
power of — is greater than s—2. Since, on Acn, 
/>jm)(A) = hJ+i(X)0(?u+*>) 
with the functions hk (X) as already introduced-in connection with (10), it is easy to 
see that 
s sm — 2 ( 1 \ j 
2 2 = 
m = iy=2m-2 ( y n ) 
s—2 ( 1 \l s ks-2 ( 1 \I 
- 2 -H »/«№+ 2 2 7= (p{k) +... +Wmin([(I+2)/2]'s))) = 
1=1 VVM ) k = 2 !=№-l)s- l (J /1 J 
= 2 * ( ^ J » ? « (A) + ^ _ 2 (A) O («<• - <» - D+ 
where 
ttf + 2)/21 
(14) ' » j , (A)= 2 A (m)(A) 
m = l 
and 
|Aj. a(A)| s l A p 2 . 
So we can continue our row (11) of equations the following way 
= E e x p { - A / « » ( 0 A + 2 ( • ^ ) ' ' / ( ( A ) } ^ + A s5-2(A)O(«(-1 /2) ' s-1)+20, 
where 
Putting now s instead of J—2, on the basis of (5), (6), (7) and (11), we have 
(15) Eexp{-Aco2} = Eexp j— A f o c \ t ) d t + 2 I o 
1 
1=111 fn. 
+ (A) O (n(C -1/2) (s + !) + 2s)) 
n i(X)\XA' + 
where 
Considering the sum expression in the exponent of (15), we have, again by the 
MacLaurin formula, 
(16> 
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where, via the Faa di Bruno formula (see Lemma 1 and formula (1.6) on page 169 
in [25]) for the differentiation of compound functions, we have 
0.7) M = i - & e x p f ¿ A , ( A ) } | = 2 ' KL OX li = i J|*=0 (¡! ifc)m = l l m ! 
As to the Lagrange remainder term we get, again by the Faa di Bruno formula, 
R •s + l -(¿rHáfcM 
X 
| e x p < ¿ I — I I I W J I X 
1 f s-m (m + k) 
»i....,*.+1)m=i Km! ^ m J U « J J I 
where 9 is a random variable with 0 < 9 < 1 . We also recall that 3s < 0 . Then, on 
2 
Aen, the exponential factor is majorized by 
1 + |A | ( s + 2 ) / 2 0( / i 3 s _ 1 / 2 ) , 
while the last factor by 
+ 2) (S + 1)12 Q (rf (S +1) + 26 (s+1)) 
on applying (9) several times and noticing that on A\ 
Consequently, on A„, 
(18) ä I A|<s+2) (s+2>/2 O (ti*-3"_1/2) ( s + 1 }) . 
C*(A) + 
We get from (15) by (16) and (18) via (9) that 
(19) E exp {-ka>l} = E exp { - A . / a 2 ( i ) d t ) | l + 2 | - L 
+ /? s(A)0(« a-( s + 1) / 2) , 
where 0<(5 = 3 e ( s + l ) < y , and for hs(X) we already have 
|A,(A)| ?§ |̂ |(S + 2)(S + 4)/2_ 
In these calculations we write l + j ^ j — 1 in place of the factor Xac„ i n the expecta-
tion; then the new term with factor Xa'„— 1 decreases exponentially fast as n— 
The latter can be shown exactly the same way as in (6). 
From (1) and (19) it follows that 
(20) 
A 
E exp { - À f a2 (/ ) dt) = E exp { - Aa>2}. 
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Let us also observe that if A is real with AsO, then 
i 
E exp { - Aco2} = E exp {/ fti. f Y„ (x) dfV(x)j 
o 
is also real by the reflexivity of the Brownian Motion. From (19) and (20) it follows 
then that 
(21) Eexp {—Aco2} = Eexp {—Aco2}+ J i - ^ ] V ( A ) + / l 5(A)0(« i-( s+1) / 2) 
* = i \ y n ) 
where a*(A) = Re Cfc(A), and from (12), (13), (14), (17) and (19) we have 
Cfc(A)=(i Z ; ^ 1 ^ ^ 2 - E e x p { - A / a W } 1 7 ' . ifc, 
where 7 7 / , , f c is already as in the formulation of the theorem with Af in place 
of 2k. If A is real and nonnegative, then a£ (A)=0, i f / : is odd, and if k=2v, v= 1, 2, 
then 
< & = X K ilvAv+H»»Eexp{—A f \ \ t ) d t } n h i2v. 
(¡1. •••,>2v) 0 
But a*k being an analytical function of A, the same formulae hold true for any comp-
lex A with Re A^O. Introducing av(?.)=a2v(X), v = l , 2, .. . , we can rewrite (21) the 
following way 
E exp {-Aco2} = E exp {-Aco2} + 2 
k 
[s/2] ( 1 
I t 
k 
valid for any complex A^with Re AsO. This was to be proved. 
§ 4. On the problem of inversion. In the knowledge of the asymptotic expan-
sion of Theorem 2 for the Laplace transform one should naturally like to invert it in 
order to get the corresponding form for the expanded distribution function. This 
task, unfortunately, is not accomplished here. A considerable work is done, however, 
towards this end. Our result is that the problem of the existence, of an (exactly com-
puted) asymptotic expansion for V„(x) — V(x) is reduced to a qualitative problem 
concerning the behaviour of the characteristic function f„(t) of co2. 
The following known results will be used. 
L e m m a A. (See e.g. [16]) If the characteristic function f i t ) of an arbitrary 
distribution function F(x) satisfies 
(22) / \t\"\f(t)\dt 
-56 S. Csörgő 
with some integer /»SO, then the (p +1)5' derivative of F(x) exists and 
F<*+ 1>(x) 0 a s - . | * | - o o ' . 
L e m m a B. (ESSEEN, see e.g. [25]) Let F(x) be a nondecreasing function and 
G(x) a differentiable function of bounded variation on the real line, f ( t ) and g{t) the 
corresponding Fourier—Stieltjes transforms, F(—°°)=G(—°°), /*(«>)=(j(°°) and T 
an arbitrary positive number. Suppose sup with some constant C. 
| —oo<JC<oo 
Then for any number :=»— 
2n 
f ( f ) - № sup - (? (*) ! S K . f 
— oo-ce-c t 
j c 
-T 
where K2 is a positive constant depending only on Kx. 
First we prove some lemmas needed in the sequel. 
L e m m a 1. The distribution function V(x) of the random variable <o2 is arbitrary 
many times differentiate and for an arbitrary integer p 
V M ( x ) - 0 as |*| - oo. 
P r o o f . For the characteristic function f i t ) of to2 (see (1)) we have, by direct 
computation 
(23) | / ( 0 | = 
. sinh y i f ^ 2 f t I 
e x p { - | ) / | i | } 
s 2 3 / 4 | i | 1 / 4 ' 
(l —exp{—2 /ji |}) ,1/2 
which shows that f ( t ) satisfies condition (22) of Lemma A. 
From inequality (23) we also have 
L e m m a 2. For an arbitrary nonnegative realp 
I'N/(01 - o <» |'| -
Now we show that our smooth distribution function V(x) also rises smoothly 
d 
from the point 0. Let (throughout the rest) v(x)—— V(x) be the density function 
c o dx of CO2. 
L e m m a 3. Denote (as before) by v(q\x) the derivative of order q of v(x). Then 
for an arbitrary q ( = 0 , 1, 2, ...,) we have 
V W(0) = 0. 
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P r o o f . It vill be more comfortable to work now with the Laplace transform 
( m )1/2 Ee By direct computation, again from - = \ , we have 
U i n h y 2 l J 
exp{ - i ) /2X} 
f e-"v(x)dx = 23/4A1/4- ^— l r _ ' 
d (1 — exp {— 2 ][2X)) o 
Thus for real A 
lim A« f e-**v(x)dx = 0 (q = 0, 1, ...). 
. l - o o 
Using this we get, by integration by parts 
0 = lim A f e~Xxv(x)dx = f e~u lim v U du = u(0), 
a-co J $ LA-» U J J 
0 = lim A2 f e~*xv(x)dx = f e~"u lim V-^\du = t/(0), 
o7 o u — M/A J 
0 = lim A3 f e~Xxv(x)dx = f e~"u lim " du = v"(0), 
i — o o «/A J 
and so on. Hence the lemma is proved by induction. 
It is very easy to see that a(t)=W(t)— J W{x)dx is a Gaussian process with 
( s ) ( O 1 
Ea( i )=0 and continuous covariance function min (s, f )—il l——I — i l l—— I + —. 
Therefore it can be expanded in the following form (see [12]) 
(24) " ( 0 = 
*=i 
where (k— 1,2, ...) is a normally distributed random variable with E ^ = 0 , , 
{ r f _ x is an orthonormal system of continuous functions on [0, 1] and the series 
in (24) converges with probability 1. Let us denote 
i 
(25) a, = f a,r(t)dt, r = 2,...,s. 
o 
The products of different powers of these a, figure in the coefficients of the asymptotic 
expansion for the Laplace transform and we will need the following 
L e m m a 4. For arbitrary k2, ..., ks^0 the function (of jc) E {ak2iixl:'...aks'\a2=x} 
is differentiable as many times as we wish. 
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P r o o f . 
E{a2>Os>... a j« | a 2 = x} = 
OO o o 
= f . . . f A 1 . . . x 5 M P { a 3 -- *», •••, a s < * s l a 2 = *} = 
— oo — oo 
= / . . . / X33 . . . 4 ' / ( * > . . . , x s ) d x 3 . . . 
-00 — 00 
where/(jc2 , xz, ..., xs) is the common density of the variables a2 , a3 , . . . , ocs (which 
will be shown to exist below). There we used that 
x 
P { / a ? ( t ) d t < *} = P{co2 <= *} = V(x), 
a consequence of relation (20) and the uniqueness theorem for Laplace transforms. 
Using Lemma 1, it is enough to show that f(x2, x3, ...,xs) is arbitrary many times 
•differentiable in x2. Towards this end we will give an expression for this density. 
Relation (24) gives 
<26) - «, = 2 -2 ch 




Specifically, via the orthonormality of the <pk system, 
<27) a2 = 2 Q , 
k = l 
with probability 1. We would like to get rid of the difficulty that in (26) an infinite 
number of Gaussian variables express a r . Therefore we rewrite this expression the 
following way 
<28) s2 v i i : . . . . i A 
¡ = 1 l,/ = l ¡! ir = l 
r—2,..., s, where 
yW = {/•»; ft'\ i= 1 5 - 1 ; . . . ; y\[:...,ir,h,...,/, = 1, ..., i - l } 
are random variables depending on . . . , but not on . . . , Specifically, 
on the basis of (27) we have 
<29) « 2 = y2-°+S2ti-
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From the introduced random vectors y(r), having Qr= 2 (s~ components, for-
J=o 
s 
mulate the random vector y = (y (2),..., y(r)), having Q= 2 Qr components. For 
r = 2 
each r = 2 , . . . , s, let A(r) be the same way indexe;d nonrandom real vector as y(r), 
having Qr components and let h = (M2), ..., h(r)) be the corresponding Q component 
real vector. Let us consider the following system of algebraic equations 
(30) = ( f = 2 , 3 , . . . , 5 ) , 
where a2,a3, ...,.as are arbitrarily fixed real numbers. Further (from (29)) 
¡=i 
and, for 3 ^ r ^ s , g r(yi , ..., is the right hand side of (28), having written A's 
and y s respectively, in place of y's and £'s. It is clear that the number of such vectors 
îi for which the system (30) has infinitely many solutions (yi, ..., y s- i) is finite. 
Similarly, the Jacobian 
(31) J(yi,..-,yt-ù = 
i) 
can be equal to zero only on hypersurfaces of the 5—1 dimensional Euclidean space 
R s _ 1 , which are defined by different vectors h, and the number of such vectors is 
also finite. Let y = h be fixed, so that the Jacobian (31) is not zero and the system 
(30) has only a finite number of solution vectors (_yx, . . . , j s _ 1 ) . This latter number 
we denote by q. Divide R s _ 1 onto q subspaces Uly ..., Uq, so that in the interior 
of each one of them the system (30) would have only one solution. Denote by G the 
transformation ..., j>s_i) — (x2, . . . , xs) of R s _ 1 onto itself, defined by 
(32) g r(yu •••> JV-i) = *r (r = 2, 3, ..., s), 
and let us define the functions g2 l, . . . ,g~ l , on the images G(Uk), k= 1, q, 
satisfying 
g~l(x2,..., xs) = yr_! (r = 2, 3, ...,s), 
if (32) holds. 
Let 
denote the common density of the independent normal variables 
Then, after dividing the domain of integration onto intersections with the Uk's, 
changing the variables on these intersections and substituting the corresponding 
Jacobian determinant with the reciprocal of its inverse, for the common distribution 
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function of a 2 , . . . , as given y=H we get the following form 
F(a2,...,as\y = îi) = J... J p(y1,...,ys-1)dy1...dys_1 = 
trbi 
r — 2, ...,s 
r = 2 , . . . , s 
where Xuk i s the indicator of the set Uk. This means that the conditional common 
density of the variables a2 , ..., as given y = h is 
(33) f(a2,...,as\K) = Z 
0>! J>,-l) lAj l . •••,JS-l)l 
Sr^l = 
r-2 s 
where the summation extends over all solutions ( ^ ,Fs-i) of (30), i.e. the sum 
consists of q terms. Hence the common density of a 2 , . . . , a s , which we were to find, 
has the form 
oo eo 
f(a2, ...,as) = / . . . / f ( a 2 , a s \ H ) d P { y < £}. 
— oo — oo 
Q times 
It follows that for proving the arbitrarily many times differentiability o f f ( a 2 , ..., a5) 
in a2, it is enough to prove this for f{a2, ..., as\h). 
Introduce polar coordinates 
J i = r x i (8) = rcos 6X 
y2 — rx2(6) = r sin cos d2 
ys-t = rxs_1 (6) = rsin^xsin^a ... sin 0S_3 sin 0S_2, 
then 
where the summation extends over all solutions (/",0!, . . . ,0S_2) of the following 
system of equations 
a2 = h*>° + r2 
a3 = h3'° + ll3)(0)r + Ii3\9)r2 + li3>(6)r3 
as = hs^ + lis)(6)r+ ... +l(/>(6)rs. 
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Here lj'\6), j=l,..., i; i—3,...,s, is a trigonometric polynomial of 0 1 , . . . ,0 S _ 2 , 
already not depending on r. The sum now also consists of q terms, therefore it is 
enough to show the differentiability of the single summands. But differentiability in 
a2 is equivalent to differentiability in r2, and every summand is differentiate in r2 
as many times as we wish. Lemma 4 is proved. 
As the random variable i7, figuring in the coefficients of the asymptotic 
expansion of Theorem 2, is a linear combination of variables of the form a^ •... • a*», 
this latter result implies 
I 
L e m m a 5. For any h,...,i2k the function E j/7^ ¡2)t| / a2(t)dt=x} has 
o 
derivatives of arbitrary order. 
The following equation will be useful, by means of which the coefficients will 
be inverted. 
L e m m a 6. For an arbitrary natural number q, 
°° °° dq 
X"f e-^E{nh h k | a 2 = x}v(x)dx = f e~^ — [E{nh i a Ja 2 = *}»(*)] «fr. 
0 o a x 
P r o o f . A row of q successive integrations by parts, where, at the £>th step we 
¿q-k 
integrate the function (— l)4 k e Xx and differentiate the function (p{k) (x) = 
dxf~k 
dk 
= — - [E{/7; . |oc2=x}v(x)], k=0, 1, ..., q— 1. All the integrated out terms dis-
dxk 2" "' 2k 
appear, as by Lemma 3 we have <pm(0)=0 for each k. 
Since, by this Lemma 6, we have 
A«Eexp{-Aa 2}J7fl h k = 
= X"fe-^E{nh i j a , = *}.»(*)</* = 
0 
1 7 dq+1 
= 'J*2 = x)v(.x)]dx, 
we also proved the following 
L e m m a 7. For any natural q and ily ... ,i2S0 we have, as |A| — 
|A|* |Eexp j—A J a.2 (t) dt} IIh „J - 0. 
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We now start inverting the asymptotic expansion of Theorem 2. Integrating 
by parts we have 
OO 




E exp {— A<o2} = A f e~**V(x)dx. 
o 
This implies 
1 Y ak (A) , hs(X) fe-**V„(x)dx= [é~*xV(x)dx + 2 - ^ + 
r Z k=l \ n ) A A o o 
and, by Lemma 6, we have 
/e~k*Vn(x)dx = / + J ? + 
where 
¿k-l + H2k 
•M*) = 2' ^ ^^^TTH^tEin,-, ,.Ja2 = x}v(x)]. (i ¡»,.1 UXr 2K 
J 
The functions V„ (x), V(x) and ipk(x), k= 1, are continuous and are of 2. 
bounded variation on each finite interval from [0, 00); further, the Laplace transform 
itself here has abscissa of convergence 0. Therefore, the complex inversion formula 
can be applied for the left hand side, and also for the first term of the right hand 
side. We write formally 
(34) V„(x) = V(x) + 2 
k = 1 № i]/k(x) + A(e, s, n, x), 
where A=A(e, s, n, x) is a function, into which ^ ^ 0(ne ( s+1) /2) is inverted. 
A 
For justification of an asymptotic expansion of type (34). i.e. to estimate the 
remainder term A here, usually Essen's result of Lemma B is applied. For doing this 
we rewrite Theorem 2 in terms of characteristic functions. 
, Is/2] ( 1 Y 
Ee'"°n = Ee'"°2 + ± — ak(-it) + hs(-it)0(ne-^+1>/2). 
k=1 { n ) 
Put 
f j t ) = J e"xdVn(x) = Ee"a", 
0 
and define the functions Gn s by the following equation 
r . . , i 1 Y 
«,.,(0 = f e«*dGn,s{x) = EelUo + 2 - ak{-it). 
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This means 
<?„.,(*) = V(pc) + 
Is/2] ( 1 Y •ibrW*'-
It is easy to see that V„(x) and Gn>s(x) satisfy the conditions of Lemma B. Speci-
fically, from Lemmas 1 and 5 it follows that G„ s is of bounded variation and, from 
the existence of the integrals of Lemma 6, that i/'it(0) = i/'fc(°=>)=d; that is F„(— °°)= 
= G„ i S ( - ° ° )=0 and Fn(~>)=G„jS(°°) = i . Put C = s u p ¡G^s(x)|. Then, by Lemma B, 
we have 
sup |K„(x)-G„,s(x)| = sup \A(E, S, x)| 
^ K ^ + K, f 
-T 
- o o < x - < o o 
fn(t)~gn.s(t) dt. 
Put T= where /? - s+ 1 -2b and <5 = 2e (i + 2)(s + 4) . Then 
/ 
-n« 
Lit)-gn,sit) fnit)-gn,s{t) dt + 
+ I 
gn.siO dt+ f 
n'sltl^nfi 
fn(0 dt = /i + Za + Za, 
where for the first term we have by Theorem 2 
= 0(«£-<s+1)/2) J hs(-it) dt 
= 0(nE-<s+1>/2)( f \t\~1/2dt+ f |/|<»+«H»+«>/«-i,ft) = 
- i lslrlsn15 
= 0 ( n c - ( s + 1 ) / 2 + i ( s + 2 ) ( s + 4 ) / 2 ) = 0 ( n 2 t - ( s + 1 ) / 2 ) . 
For estimating the second one, let us observe that 
ls„..(OI ^ 1 / ( 0 1 + 2 
[£/?] 1 U 
and that \ak{—it)\ is majorized by a linear combination of functions of the form 
\ t r H * \Ke»**n h J . 
Therefore, by Lemmas 2 and 7, there exists (for any positive number m) a constant 
C„ such that 
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This implies 
h ^ / C m | í | - ( m + 1)íft = 0(n~mS) = 0(n2e-(S + l)/2) 
as m was arbitrary. Unfortunately, we do not have any estimate for 73. On this 
way there exists a constant K, depending only on s, so that 
sup \A{e,s,n,x)\ + / <35) 
where 
<36) T„(s, s) = {i: «e/(s+2>(s+4) s |/| S n<s+1>/2-£}. 
By (34) and (35) we then have 
T h e o r e m 3. For any natural s and real positive e 
m dt, 
-where 
Vn(x) - V(x) = 2 WVfcto + 0(«-^+1>/2+£) + o ( f / „ ( 0 dt , 
<M*) = 2 ' t 
('1 '2k) 
^ ^ ï ^ [ E K lik|/«>(0 *}»(*)] . o 
a(/), ¿fi j , T/2(i alJd 11^ ¡ik are as in Theorem 2, v(x) is the density of a)2, f„{t) 
is the characteristic function of a»2 and Tn(s, e) « as in (36). 
§ 5. Remarks, conjectures. Now by Theorem 3 the existence of an asymptotic 
( 1 1 ) 
expansion surprisingly according to powers of — instead of those of — is reduced 
I « fii) 
t o the behaviour of f„(t). In this connection it is natural to make the following 
C o n j e c t u r e : J 
Tn(s, s) 
/ „ ( 0 dt = 0(«E_(S+1)/2), i.e. the asymptotic expansion 
M h i * 
K(X) = V(X)+ Z - Mx) + 0(n-W*+°) 
k = 1 \n) 
holds true. 
For this, of course, it would be enough to prove that |/„(i)| decreases faster 
than any power of |i|, as \t\ — just like the limiting characteristic function (Lemma 
2). Or, equivalently, it would be enough to prove that the sequence /„ (t) of our cha-
racteristic functions converges uniformly on the whole real line to f(t). As a matter 
of fact it would be enough to show that | i | s |/„(0I 0, as |f| — where 
[ j + J _ _ H J + 2)(J + 4) 
J e 
S= -, or, equivalently, that V„(x) is ( 5 + l)-times differen-
t i a t e . 
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In the special case s = 2 , which would be important in practical applications, 
the coefficient ^ ( x ) can easily be computed. One gets 
(37) 
where, specifically, 
Tn(2, s) = {(: i f , 2 i s |i| ^ n3/2~8}. 
It should be remarked that (37) can be proved without our general Lemmas 4, 5, 6 
and 7 because, here, ax(A) has the following simple form 
fliW = — y 
and for instance we get consequently 
t2 { ]T2ft V / 2 
gnAO = - - / " ( 0 , . where f ( t ) = / pL=r\ , n \ sinh S-2it) 
and the corresponding estimates can be computed in a direct way. 
In addition we prove the following simple fact. 
L e m m a 8. For any real p^O and integers q=0, 1, 2, ... the function (x) 
is bounded on (— 
P r o o f . It is enough to show this for />>0. From the inversion formula for 
Fourier transforms we have 
oo 
v^(x) = (-/)« f e-Uxt*f(t)dt. 
— oo 
Integrating p times by parts 
x»v^(x) = (-i)4+p /e-"*-^(t«f(t))dt, 
— oo 
whence 
1 W l i k ' l sinh Y^2it JI 
From the special case s=2 of our Conjecture and this Lemma 8 we would have 
the rate of convergence 
4 , = sup | r n ( x ) - F ( x ) | = o ( i | . 
For the latter it would be enough to show only that, if then |f |4 8 | /n(/) |—0. 
5 A 
-66 S. Csörgő 
Acknowledgements. T h e presen t w o r k was d o n e while the a u t h o r en joyed a post -
d o c t o r a l fe l lowship (asp i ran ture ) of the H u n g a r i a n A c a d e m y of Sciences a t the 
Univers i ty of Kiev , U . S . S . R . f r o m O c t o b e r 1972 to Apr i l 1975 a n d cons t i tu tes a p a r t 
of the a u t h o r ' s c and ida tu s d isser ta t ion. T h e p r o b l e m was posed a n d the w o r k w a s 
gu ided by m y supervisor P ro f . A . V. S k o r o h o d , w h o gave m e m a n y helpful sug-
gest ions. F o r this m y deep t h a n k s are due t o Ana to l i ! Vladimirovich . T h e idea of 
p r o v i n g T h e o r e m 1 was b o r n in a conver sa t ion with J . K o m l ó s , P. M a j o r a n d 
G . T u s n á d y of the M a t h e m a t i c a l Ins t i tu te of the H u n g a r i a n A c a d e m y of Sciences. 
M y t h a n k s a re a lso due t o them. 
Refe rences 
[1] T . W . ANDERSON and D . A. DARLING, Asymptotic theory of certain "goodness of fit" criteria 
based on stochastic processes, Ann. Math. Statist., 23 (1952), 193—212. 
[2] P . F. BICKEL, Edgeworth expansions in nonparametric statistics, Ann. Statist., 2 (1974) , 1 — 2 0 . 
[3] P . BILLING SLEY, Convergence of probability measures, Wiley (New York, 1968) . 
[4] H. CRAMER, On the composition of elementary errors, Skand. Aktuarietids. 1J (1928), 17—34, 
141—180. 
[5] M. CSÖRGŐ, and P . RÉVÉSZ, Strong approximations in probability and statistics, to appear. 
[6] S. CSÖRGŐ, On weak convergence of the empirical process with random sample size, Acta Sci. 
Math., 36 (1974), 17—25, 375—376. 
[7] S. CSÖRGŐ, Asymptotic expansion for the Laplace transform of the von Mises OR-criteria, 
Teorija Verojatn. Primen., 20 (1975), 158—162. (Russian) 
[8] S. CSÖRGŐ, Asymptotic expansion for the Laplace transform of the von Mises A>2-criteria with a 
formal inversion, Theory of random processes. Problems of Statistics and Control. Kiev, 
1974, Math. Inst, of the Academy of Sci. Ukrainian S.S.R. (Russian.) 
[9] D. A. DARLING, Sur les theorémes de Kolmogorov-Smirnov, Teorija Verojatn. Prímen., 5 
(1960), 393—398. 
[10] J . L . DOOB, Stochastic processes, Wiley (New York, 1953.) 
[11] J . DURBIN, Distribution theory for tests based on the empirical distribution function, Regional 
conference series in applied math., No. 9., SIAM, Philadelphia, 1973. 
[12] I . I . GIHMAN and A . V . SKOROHOD, Introduction to the theory of random processes, Fizmatgiz 
(Moskva, 1965) English translation: Ergebnisse der Math., Band 62, Springer (1968). 
[13] 1. I . GIHMAN and A . V. SKOROHOD, Theory of random processes Vol. I . Nauka (Moskva, 1971) 
English translation: Gnmdlehren der math. Wiss., Band 210, Springer (1974). 
[14] B. V. GNEDENKO, V. S. KOROLYUK and A. V. SKOROHOD, Asymptotic expansions in probability 
theory, Proc. Fourth Berkeley Symp. Math. Statist. Prob., 2 (1960) , 153—169 . 
[15] N. P. KANDELAKI, On a limit theorem in Hilbert space, News of the Computing Centre of the 
Academy of Sci. Georgian S.S.R., 1 (1965), 46—55. (Russian) 
[16] T . KAWATA, Fourier analysis in probability theory, Academic Press (New York—London, 1972.) 
[17] J. KIEFER, Skorohod embedding of multivariate R. V. 's and the sample D. F., Z. fVahrschein-
lichkeitstheorie verw. Gebiete, 24 (1972), 1—35. 
[18] J . KOMLÓS, P . MAJOR and G . TUSNÁDY, An approximation of partial sums of independent 
R. V. 's and the sample D. F. I., Z. Wahrscheinlichkeitstheorie verw. Gebiete, 32 (1975), 
111—131. 
On an asymptotic expansion for the von Mises <b2 statistic 67 
[19] A . W . MARSHALL, The small sample distribution of nw2n, Ann. Math. Statist., 29 (1958) , 3 0 7 — 
309. 
[20] R . VON MISES, Wahrscheinlichkeitsrechnung und ihre Anwendung in der Statistik und theoretischen 
Physik, Deuticke (Leipzig—Wien, 1931). 
[21] YA. YU. NIKITIN, Estimates of the speed of convergence in some limit theorems and statistical 
criteria, Dokladi Academy Sc. U.S.S.R., 202 (1972), 758—760. (Russian) 
[22] A. I. ORLOV, Estimates of the convergence to the limit for the distributions of some statistics 
Teorija Verojatn. Primen., 16 (1971) , 5 8 3 — 5 8 4 . (Russian.) 
[23] A. I. ORLOV, A speed of convergence for the distribution of the Mises-Smirnov statistic, Teorija 
Verojatn. Primen., 19 (1974), 765—786. (Russian.) 
[24] E . S. PEARSON and M . A . STEPHENS, The goodness-of-fit tests based on Wl and £/„2 Biometrika, 
49 (1962), 397—402. 
[25] V. V. PETROV, Sums of independent random variables, Nauka (Moskva, 1972). (Russian) 
[26] Yu. V. PROHOROV, The extension of the S. N. Bernstein inequality to the multidimensional 
case, Teorija Verojatn. Primen., 13 (1968), 266—274. (Russian) 
[27] W . A . ROSENKRANTZ, A rate of convergence for the von Mises statistic, Trans. Amer. Math. Soc., 
139 (1969), 329—337. 
[28] V. V. SAZONOV, On w2-criterion, Sankhyä, ser. A., 30 (1968), 205—209. 
[29] V . V. SAZONOV, A refinement of a rate of convergence, Teorija Verojatn. Primen., 14 (1969), 
667—678. (Russian) 
[30] S. SAWYER, Rates of convergence for some functionals in probability, Ann. Math. Statist., 
43 (1972), 273—284. 
[31] A . V. SKOROHOD, Studies in the theory of random processes, Naukova dumka (Kiev, 1961), 
English translation: Addison Wesley (Reading Mass, 1965). 
[32] N. V. SMIRNOV, On the distribution of the von Mises cu2-criterion, Matem. Sbornik, 2 (44), 
5 (1937), 973—993. 
[33] M . A . STEPHENS, and U . R. MAAG, Further percentage points for Wl, Biometrika, 5 5 (1968) . 
428—430. 
BOLYAI INSTITUTE 
ARADI VÉRTANUK TERE 1 
6720 SZEGED. HUNGARY 
5' 
