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Abstract
We consider the grand canonical thermodynamics of a noninteracting
scalar field in a static spacetime. We take the nonrelativistic limit of ther-
modynamic quantities in a way that leaves the curved structure of the back-
ground geometry intact. Using Mellin transform and heat kernel techniques
we obtain asymptotic expansions of thermodynamic quantities appropriate
for the analysis of Bose-Einstein condensation. We apply our results to in-
vestigate gravitational effects on the Bose-Einstein condensation for a scalar
field in a finite volume. We also analyze the boundary effects on the deple-
tion coefficient of the scalar field.
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1
1 Introduction
Our aim in this paper is to derive the nonrelativistic limit of the grand canonical
thermodynamics of a scalar field in a static spacetime and investigate the grav-
itational effects on Bose-Einstein condensation in this nonrelativistic limit. The
nonrelativistic limit in question is a c → ∞ limit which is taken in a way that
leaves the static background geometry intact. In the ultrarelativistic regime the
analysis of the thermodynamics of a quantum field in a static background is well
understood [1, 3, 4, 6, 7, 8, 9, 10, 11]. Here we aim to study the opposite limit.
Taking the nonrelativistic limit of the Klein-Gordon equation on a curved
spacetime is a complicated problem. Here we will circumvent this problem by
working directly with the free energy. The nonrelativistic limit of the free energy
will be taken by applying the saddle point method to an integral expression for
the fully relativistic free energy in the limit c → ∞. An important ingredient
of this method is the use of the generalized Laplace method which allows us to
keep the background metric intact while making the matter nonrelativistic. In
this sense our limit may be regarded as a post-Newtonian approximation to the
thermodynamics of the scalar field where the background geometry is treated ex-
actly to all orders in c. Although our main focus will be on the static spacetime
we will apply our method initially to the special case of an ultrastatic spacetime
with the topology of R ×M (here R is the global time). We will show that in
this special case our limiting procedure leads, as expected, to the thermodynamics
of an ideal Bose gas governed by the Schro¨dinger operator on M. We will then
see that the more general static spacetime case can be reduced to the former by a
conformal transformation. In the static case the result will involve the Schro¨dinger
operator on the optical manifold. It is partly because of these results and partly
because of similar usage of the term in the literature [17, 27] that we use the term
nonrelativistic limit to describe our limiting process.
After deriving the nonrelativistic form of the free energy we will expand the
result into an asymptotic series appropriate for the analysis of the system in a
large but finite volume, near the critical temperature. We will make extensive use
of Mellin transform and heat kernel techniques in the derivation of this asymp-
totic series. We will apply our results to examine the gravitational effects on the
temperature-density relation, including finite size boundary effects, and on the
equation of state. The ultrarelativistic limit will also be considered briefly.
Our starting point will be the fully relativistic functional integral representa-
tion of the partition function. As was shown by de Alwis and Ohta in [12] the
correct functional measure in a curved spacetime must be constructed with care.
The correct measure does not coincide with the measure induced by the natural
inner product on the space of field configurations (the one induced by the kinetic
2
term) and this fact necessitates a conformal transformation which leads to the
introduction of the optical metric. As mentioned above this conformal transfor-
mation will also play an important role in the derivation of the c → ∞ limit of
thermodynamics. The optical metric is an ultrastatic metric if the spacetime met-
ric is static and this fact makes it a convenient tool in the study of quantum field
theories on static spacetimes [1, 2, 5, 6, 7, 8]. However the important connection
of the optical metric construction to the functional measure came with [12]. To
the best of our knowledge, in the literature on the ultrarelativistic expansion [7, 8]
the chemical potential has always been introduced after one passes to the optical
metric. In contrast here we will introduce the chemical potential in the physical
spacetime right at the outset and investigate its fate under the conformal transfor-
mation that leads to the optical metric. Since the external fields in a Lagrangian
are not usually invariant under a conformal transformation, this is an important
question one must address if one aims, as we do here, for a field theoretic deriva-
tion of the grand canonical potential. We will show that µ is invariant under the
conformal transformation and thus justify the starting point of the previous works
cited above.
It is well known that in the presence of horizons thermodynamic quantities
diverge as they are approached [19, 12]. In this work we will assume that the
system is confined in a region away from the horizon. We plan to study horizon
divergences in a future work. We also plan to extend our analysis to the interacting
case and to the cosmological backgrounds where the nonrelativistic matter [20, 21]
and nonrelativistic axion dynamics [22, 23] has attracted some recent interest in
the context of scalar field dark matter models [24].
Here is the outline of the paper. In Sec. 2 we include the chemical potential
into the functional integral for the partition function and generalize de Alwis and
Ohta’s derivation [12] to this case. The positivity properties of the covariance
operator of the functional Gaussian integral representing the partition function
of the system are also examined. Then we study some of the properties of the
free energy which are important in deriving its nonrelativistic limit. In Sec. 3 we
derive c → ∞ limit of the free energy first in an ultrastatic spacetime and then,
after a careful counting of the factors of c coming from the background metric,
we generalize the analysis to the static case. In Sec. 4 we derive aforementioned
asymptotic expansions of the free energy and of the occupation number by Mellin
transform and heat kernel techniques. In Sec. 5 we apply our results to the Bose-
Einstein condensation in a static spacetime. We also discuss the ultrarelativistic
case using the well known ultrarelativistic (high temperature) expansion of the
free energy [1, 3, 4, 6, 7, 8, 10, 11]. In the Appendix A we give the details of the
computations described in Sec. 2. In Appendix B we give the details of ζ function
calculations leading to results used in Sec 5.3.
3
2 Free Energy in a Static Spacetime
In this section we will generalize de Alwis and Ohta’s analysis [12] of the thermody-
namics of a Bose field to include the chemical potential µ. We will also investigate
the positivity properties of the covariance operator of the Gaussian functional in-
tegral representing the partition function, and determine the set of allowed values
of the chemical potential.
We will work in a spacetime region with the static metric
ds2 = −F (x)dt2 + hij(x)dxidxj, (1)
where F > 0 and hij is positive definite. We will confine our system in a spatial
region (a submanifold of t = const. hypersurface) B with boundary ∂B and assume
the field φ satisfies either the Neumann boundary condition Nµ∂µφ|∂B = 0 or the
Dirichlet boundary condition φ|∂B = 0. Here N = Nµ∂µ is the inward looking
unit normal vector field to ∂B.
2.1 Incorporating the Chemical Potential
In order to incorporate the chemical potential we examine the complex scalar field.
It will be convenient to work explicitly with the real and imaginary components
φa (a = 1, 2) of the field φ. Then the Lagrangian density is given as
L =
√
|g|
[
1
2
gµν∂µφa∂νφa +
1
2
V φaφa
]
. (2)
Here gµν is the space-time metric (1) (with Lorentzian signature {− + ++}),
g = det gµν , |g| = −g and
V = m2 + ξR + Vext, (3)
where R is the scalar curvature of gµν , ξ is a coupling constant for the curvature
coupling, and Vext is a possible external potential.
The conserved U(1) current is
jµ =
√
|g|gµν(φ2∂νφ1 − φ1∂νφ2), (4)
and the momenta are given by
πa =
√
|g|g00∂0φa =
√
h
F
∂0φa. (5)
4
The Hamiltonian density with the chemical potential added is given by
H = 1
2
√
F
h
πaπa − µ(π1φ2 − π2φ1) +
√
Fh
[
1
2
hij∂iφa∂jφa +
1
2
V φaφa
]
,
(6)
and the Hamiltonian is
H =
∫
d3xH. (7)
The statistical mechanical partition function for the quantum field is
Z(β) = Tr e−βHˆ . (8)
and the free energy is given as
F(β) = − 1
β
logZ(β). (9)
Here β = T−1 is the inverse temperature (we set Boltzmann constant to one
kB = 1), and Hˆ is the second quantized field Hamiltonian corresponding to (6).
The phase space functional integral representation for the partition function is
given as [13, 12]
Z(β) =
∫
DπDφ e−
∫ β
0
dt
∫
ddx(H−iπa∂0φa). (10)
Here the integration is over fields φa(t, x) satisfying φa(0, x) = φa(β, x), and
DπDφ =
∏
t,x
2∏
a=1
dπa(t, x)dφa(t, x). (11)
Note that since Z is the statistical partition function there is no factor of i multi-
plying H in 10.
Now we have
H− iπaφ˙a = 1
2
√
F
h
π21 + (−µφ2 − iφ˙1)π1 +
1
2
√
F
h
π22 + (µφ1 − iφ˙2)π2 +
+
√
Fh
[
1
2
hij∂iφa∂jφa +
1
2
V φaφa
]
. (12)
The integral over field momenta is Gaussian and can be computed easily, leading
to the configuration space functional integral
Z(β) =
∫
Dφ e−SE . (13)
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Thanks to the factor of i in the −iπaφ˙a term in (12), the integration over field
momenta results in the Euclidean action [13]
SE =
∫
dtddx
√
gE
[
1
2
gµνE ∂µφa∂νφa +
1
2
φa
(
V − µ2F−1)φa − iF−1µ(φ˙1φ2 − φ˙2φ1)] ,(14)
with the Riemannian metric
(gE)µν =
(
F 0
0 hij
)
. (15)
Note that if the fields obey Dirichlet or Neumann boundary conditions in a finite
region with boundary then integration by parts gives
SE =
∫
dtddx
√
gE
[
1
2
φa
(−∆+ V − µ2F−1) φa − iF−1µ(φ˙1φ2 − φ˙2φ1)] , (16)
where ∆ is the Laplacian associated to (gE)µν .
As observed by de Alwis and Ohta in [12] the integration over momenta also
leads to the functional measure
Dφ =
∏
t,x
2∏
a=1
(
gE(x)
F 2(x)
)1/4
dφa(t, x). (17)
The standard inner product on the space of field configurations is determined by
the kinetic term of this action and is given as
〈δφ|δψ〉 =
∫
dtddx
√
gEδabδφaδψb. (18)
The functional measure corresponding to this inner product is
∏
t,x
2∏
a=1
[gE(x)]
1/4 dφa(t, x). (19)
Obviously this measure does not match with (17), except in an ultrastatic space-
time where F = 1. As shown in [12] this mismatch has nontrivial effects on the
thermodynamics of the quantum field.
Following [12] let us perform the conformal transformation
φ = F
d−1
4 φ, (20)
and
gµν = F
−1(gE)µν =
(
1 0
0 γij
)
, γij =
hij
F
. (21)
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Note that the new metric gµν , which is the optical metric, is an ultra-static metric.
Also note that √
g =
√
γ = F−
d+1
2
√
|g|. (22)
If the field φ satisfies Neumann boundary condition, φ satisfies the Robin (gener-
alized Neumann) boundary condition
Nµ∂µφ+
[
d− 1
4
Nµ∂µ(logF )
]
φ = 0 (23)
where N = Nµ∂µ is the inward looking unit normal vector field to ∂B. On the
other hand if φ satisfies Dirichlet boundary condition so does φ.
As a result of the above conformal transformation we get
Z =
∫
Dφ1Dφ2 e−
∫
dt ddx
√
g 1
2 [φa(−∂20−∆γ+U−µ2)φa+−iµ(φ2∂0φ1−φ1∂0φ2)]
=
∫
Dφ1Dφ2 e−
∫
dt ddx
√
g 1
2
φaAabφb . (24)
Here the measure is given by
Dφa =
∏
t,x
2∏
a=1
(g(x))1/4 dφa(t, x). (25)
and
A =
( −c−2∂20 + A− µ2c−2 2ic−2µ∂0
−2ic−2µ∂0 −c−2∂20 + A− µ2c−2
)
(26)
with
A = −∆γ +m2c2 + U, (27)
and
U =
d− 1
4d
Rγ + F
(
ξ − d− 1
4d
)
R + (F − 1)m2c2 + FVext. (28)
In the above formulas we wrote the factors of c explicitly.
The Gaussian integral in (24) is well defined only if −∂20+c2A−µ2 is a positive
operator. Since −∂20 is a positive operator with zero eigenvalue the Gaussian
integral will be well defined only if c2A−µ2 is positive. In Section 2.2 we will show
that under suitable conditions c2A is a positive operator whose lowest eigenvalue
ǫ20 satisfies bounds of the form ξ0 + (V F )min ≤ ǫ20 ≤ ξ0 + (V F )max. Then the set
of allowed µ values is |µ| < ǫ0.
Scaling the fields as φa → cφa and performing the Gaussian integral we arrive
at
Z =
[
det
( −∂20 + c2A− µ2 2iµ∂0
−2iµ∂0 −∂20 + c2A− µ2
)]−1/2
. (29)
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Since −∂0 and c2A commute with each other we get, in terms of their respective
eigenvalues ωn (Matsubara frequencies) and ǫ
2
σ, the following expression for Z
Z =
{∏
n
∏
σ
[
(ω2n + ǫ
2
σ − µ2)2 + 4µ2ω2n
]−1/2}
. (30)
Using the factorization [13]
(ω2n + ǫ
2
σ − µ2)2 + 4µ2ω2n =
[
ω2n + (ǫσ − µ)2
] [
ω2n + (ǫσ + µ)
2
]
, (31)
we get the free energy
F = − 1
β
logZ =
1
2β
∑
n
∑
σ
{
log[ω2n + (ǫσ − µ)2] + log[ω2n + (ǫσ + µ)2]
}
=
1
2β
∑
n
{
log det[ω2n + (c
√
A− µ)2] + log det[ω2n + (c
√
A+ µ)2]
}
(32)
Let us remark that alternative factorizations of the quartic term in (31) lead to
multiplicative anomalies in the functional determinant [14, 15, 16]. However as
shown in [16] at least in the Minkowski spacetime the factorization (31) is the
one which yields the same result as that obtained by the canonical method, and
therefore will be the one used in this work.
Now the expression (32) is similar to the one for the Minkowski case [13].
However unlike the Minkowski case here we do not know the spectrum and the
density of states of the operator A. Nevertheless, an analysis based on the zeta
function techniques (details are given in the Appendix A) yields not only the
expected result
F = 1
β
[
Tr log(1− e−β(c
√
A−µ)) + Tr log(1− e−β(c
√
A+µ))
]
(33)
=
1
β
∑
σ
[
log(1− e−β(ǫσ−µ)) + log(1− e−β(ǫσ+µ))] . (34)
but also the alternative expression
F =
∞∑
n=1
[
(enβµ + e−nβµ)
]
c
∫ ∞
0
du√
4πu3/2
e
−m2c2
(
(βm−1)2n2
4u
+u
)
Tr e−u(−∆γ+U). (35)
that will play an important role in the derivation of the nonrelativistic limit of F .
To the best of our knowledge in the literature on the ultrarelativistic expansion
of the free energy in a static space-time [7, 8] (33) (or certain equivalent forms) is
taken as the starting point. Here (and in the Appendix A) we gave a field theoretic
derivation of (33).
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2.2 Positivity Properties
Our aim now is to examine the positivity of the operator A given in (27). Since c
will play no particular role in this subsection we will set c = 1.
Let us start by undoing our conformal transformation in
A = −∆γ + d− 1
4d
Rγ + F
(
ξ − d− 1
4d
)
R + F (m2 + Vext). (36)
In the operator language this corresponds to the similarity transformation
A→ A1 = F− d−14 AF d−14 . (37)
The result is
A1 =
[
− F√|g|∂i√|g|hij∂j + FV
]
. (38)
Let us now make one more similarity transformation
A2 = F
−1/2A1F 1/2 = F−
d+1
4 AF
d+1
4
= F 1/2
[
− 1√|g|∂i√|g|hij∂j + V
]
F 1/2
= K2 + V F. (39)
Here we defined
K2 = F
1/2
[
− 1√|g|∂i√|g|hij∂j
]
F 1/2. (40)
In what follows we are going to assume V ≥ 0. In particular if Vext ≥ 0 and the
curvature coupling ξR vanishes, that is if we have either minimal coupling ξ = 0
or a spacetime metric with R = 0 we will have V ≥ 0. For example any solution
of the Einstein equation with vanishing cosmological constant and vanishing (or
more generally traceless) energy momentum tensor (for instance the Schwarzschild
metric or its higher dimensional generalization Schwarzschild-Tangherlini metric)
will automatically have R = 0 and satisfy this condition.
If A1 is defined on functions obeying the Neumann boundary condition then
A2 acts on functions subject to the Robin boundary condition
Nµ∂µ(F
1/2f)
∣∣
∂B
= 0 ⇔ [Nµ∂µf + (F−1/2Nµ∂µF 1/2)f]∂B = 0. (41)
Here N = Nµ∂µ is the inward looking unit normal to ∂B. If on the other hand
Dirichlet boundary condition is employed for A1 then A2 too is defined on functions
obeying the Dirichlet boundary condition.
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Consider the inner product
(f1, f2) =
∫
B
ddx
√
|g|f ∗1 f2. (42)
Now
(f, A2f) =
∫
ddx
√
|g|f ∗F 1/2
[
− 1√|g|∂i√|g|hij∂j + V
]
F 1/2f
=
∫
ddx
√
|g| [hij∂i(fF 1/2)∗∂j(fF 1/2) + V Ff ∗f]
+
∫
∂B
dS(fF 1/2)Nih
ij∂j(fF
1/2). (43)
Here the surface term vanishes because of the boundary conditions ((41) or Dirich-
let) and the first term is obviously nonnegative. Thus we see that A2 and A are
positive operators. Finally one more partial integration shows that A2 is a Her-
mitean operator.
Let us also note that (43) also implies that K2 is a positive operator. Moreover,
in the case of Neumann/Robin boundary condition from (40) and (41) F−1/2 is
the ground state eigenfunction of K2 and the lowest eigenvalue of K2 is zero.
Now if we consider the operator inequalities
K2 + (V F )min ≤ A2 = K2 + V F ≤ K2 + (V F )max. (44)
and apply Rayleigh’s variational principle we get
ξ0 + (V F )min ≤ ǫ20 ≤ ξ0 + (V F )max. (45)
Here ξ0 is the lowest eigenvalue of K2. As seen above ξ0 = 0 for Neumann/Robin
boundary conditions, and ξ0 > 0 for Dirichlet boundary conditions.
Also note that
(f1, A2f2) = (f1, F
− d+1
4 AF
d+1
4 f2)
=
∫
B
ddx
√
|g|F− d+12 (F d+14 f1)∗A(F d+14 f2)
=
∫
B
ddx
√
γ φ
∗
1Aφ2. (46)
Thus the inner product induced by the similarity transformation is the natural
one given by the Riemannian measure of the optical metric γij
〈φ1, φ2〉 =
∫
B
ddx
√
γ φ
∗
1φ2. (47)
Moreover, A (together with Robin or Dirichlet boundary conditions) is a Hermitean
operator relative to this inner product.
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3 Nonrelativistic Limit of the Free Energy
In this section we will determine the large c asymptotics of the free energy (35)
by saddle point method. In the use of the saddle point method our treatment is
similar in spirit to the treatment of the nonrelativistic Feynman propagator in a
weak gravitational field given in [17]. However in our analysis we will not make
any weak field assumption in the sense of [17].
In what follows, we will keep all the factors of c explicit in the calculations. It
will be convenient to use the path integral representation of the trace term in (35)
Tr e−u(−∆γ+U) =
∫
Dxe−s(u,c) (48)
Here
s(u, c) =
∫ u
0
dτ
[
1
4
γij
dxi
dτ
dxj
dτ
+ U(x(τ))
]
, (49)
and the path integral is taken over the closed paths.
So using this representation of trace in (35) we get
F =
∞∑
n=1
[2 cosh(nβµ)]
∫
Dx
∫ ∞
0
cdu
u3/2
1√
4π
e
−m2c2
(
(βm−1)2n2
4u
+u
)
e−s(u,c). (50)
The u integral in this expression is therefore of the form∫ ∞
0
cdu√
4πu3/2
e−s(u,c)e−c
2r(u), (51)
where
r(u) = m2
(
n2(βm−1)2
4u
+ u
)
. (52)
Our strategy is to apply Laplace method to evaluate the large c limit of this
integral.
3.1 Nonrelativistic Limit in the Ultrastatic Case
Before we examine the nonrelativistic limit of F in a static spacetime let us examine
the simpler case of ultrastatic spacetimeM(d+1) = R×M(d), where R is the global
time and M(d) is a Riemannian manifold with metric hij . The metric on M
(d) is
ds2 = −c2dt2 + hij(x)dxidxj . (53)
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So, F = 1 and γij = hij . Here typically hij is independent of c and so is the trace
term s(u, c) = s(u).
Then in the large c limit we have∫
cdu√
4πu3/2
e−s(u)e−c
2r(u) ∼ c√
4πu3/2
e−s(u)e−c
2r(u)
√
2π
c2r′′(u)
. (54)
Now the saddle point u is given by
d
du
[
(nβm−1)2
4u
+ u
]
= 0, (55)
as
u =
nβ
2m
. (56)
So
c2r(u) = nβmc2, c2r′′(u) =
(cnβ)2
2u3
. (57)
Using (54) and (57) in the integral in (50) we have∫
Dx
∫
cdu√
4πu3/2
e−s(u)e−c
2r(u) ∼ e
−nβmc2
nβ
∫
Dxe−s(u) (58)
Combining with (48) we get
e−nβmc
2
nβ
∫
Dxe−s(u) = e
−nβmc2
nβ
Tr e−nβ [
1
2m
(−∆h+U)+mc2] (59)
We now assume that the background is not strong enough to cause pair pro-
duction [18]. We will be more quantitative about this assumption in Sec. 3.2
when we discuss the static background which is the case of physical interest. Since
the number of particles and antiparticles are separately conserved, one can study
particle and antiparticle thermodynamics separately. Focusing on the particle
thermodynamics (treatment of antiparticles being similar) we get
FNR = −
∞∑
n=1
1
nβ
Tr e−nβ(L−µ) (60)
=
1
β
∑
σ
log(1− e−β(λσ−µ)). (61)
Here
L =
1
2m
(−∆h + U) +mc2, (62)
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and {λσ} is the spectrum of L. The chemical potential must satisfy µ < λ0,
where λ0 is the lowest eigenvalue of L. The operator L is in fact the Schro¨dinger
operator HNR corresponding to the nonrelativistic limit of the KG equation. So
we recover the expected result for the free energy of a nonrelativistic system on the
space manifold M(d). However in Sec. 3.3 we will see that in a static background
the relation between L and HNR, and in fact the determination of HNR, are not
immediate and require further analysis.
3.2 Nonrelativistic Limit in the Static Case
Here we will work explicitly in the Schwarzschild spacetime for which
F = 1− 2GM
c2r
(63)
and
ds2 = −
(
1− rs
r
)
c2dt2 +
(
1− rs
r
)−1
dr2 + r2(dθ2 + sin2 θdφ2). (64)
Here rs is the Schwarzschild radius
rs =
2MG
c2
. (65)
In dealing with the thermodynamics of a quantum field near a black hole one
encounters divergences in thermodynamic quantities as one approaches the horizon
[19]. The existence and properties of these horizon divergences are well known in
the ultrarelativistic limit. We expect them to persist in the nonrelativistic limit as
well. In what follows we will stay away from the horizon by confining the quantum
field in a region away from the horizon. We plan to come back to the question of
horizon divergences in a future work. For the sake of definiteness one may consider
a spherical shell B of inner radius r1 and outer radius r2. The outer radius will
provide an infrared cutoff for the system while the inner radius will keep the system
away from the horizon. In a singularity free geometry the inner wall may represent
the surface of the gravitating object.
Before we apply the saddle point method to (35) in a static spacetime we must
examine the factors of c in −∆γ + U .
The optical metric corresponding to (64) is
γij = diag
(
1(
1− rs
r
)2 , r2(1− rs
r
) , r2 sin2 θ(
1− rs
r
)) . (66)
Observe that for large c
γij = diag
(
1 +O(c−2), r2[1 +O(c−2)], r2 sin2 θ[1 +O(c−2)]
)
, (67)
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or passing to Cartesian coordinates
γ′ij = δij +O(c
−2). (68)
The scalar curvature of γij is
Rγ = −6M
2
c4r4
= O(c−4), (69)
and from F = 1 +O(c−2) we also get
(F − 1)(mc)2 = 2m2Φ = O(c0), (70)
Here Φ = −M/r is the Newtonian gravitational potential.
These observations together with the fact that R = 0 for the Schwarzschild
metric imply
U = O(c−4). (71)
So,
s(u, c) =
∫
dτ
[
1
4
δij
dxi
dτ
dxj
dτ
+ 2m2Φ
]
+O(c−2) = s(u, c =∞) +O(c−2). (72)
Since s(u, c) is of smaller order in c than c2r(u) the generalized Laplace method
[25] asserts that the integral is localized around the minimum of the latter and we
get ∫
cdu√
4πu3/2
e−s(u,c)e−c
2r(u) ∼ c√
4πu3/2
e−s(u,c)e−c
2r(u)
√
2π
c2r′′(u)
. (73)
If desired this expression may be further simplified by replacing s(u, c) by
s(u, c = ∞) which just leads to the free energy of an ideal gas in the classical
Newtonian potential mΦ. However the main point here is that one does not have
to do that simplification; as it stands (73) is an improved asymptotics over the
simplified version and is the one we shall use. Most importantly (73) captures
the background geometry; replacing s(u, c) by s(u, c =∞) means losing the back-
ground geometry and this is precisely what we want to avoid. In this sense our
large c limit may be regarded as a post-Newtonian approximation to the free energy
where the background geometry is treated to all orders in c−1.
From (72) we see that the coupling energy between the background and the
matter is mΦ+O(c−2). The pair production cannot occur if |mΦ(r1)|+O(c−2) <
2mc2 which is certainly the case in the large c nonrelativistic regime, unless
|mΦ(r1)| is very large. So assuming we are not too close to the gravitation center
and the gravitating object is not supermassive we can ignore pair production and
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just focus on the particle thermodynamics (treatment of the antiparticles being
similar).
Thus again defining
L =
1
2m
(−∆γ + U) +mc2. (74)
with eigenvalues {λσ}, we get
FNR = −
∞∑
n=1
1
nβ
Tr e−nβ(L−µ) =
1
β
Tr log
[
1− e−β(L−µ)] . (75)
Moreover, the particle number is given by the Bose-Einstein distribution
N = −∂FNR
∂µ
=
∑
σ
1
eβ(λσ−µ) − 1 . (76)
So the nonrelativistic limit of the thermodynamics on a static spacetime man-
ifold is governed by the operator L defined on the optical manifold. In the next
section we will discuss the relation of L to the nonrelativistic limit of the Klein-
Gordon equation. Finally let us note that although we worked with the specific
example of Schwarzschild metric our discussion in this section is easily seen to be
valid for static metrics for which (F − 1)(mc)2 = O(c0) for large c.
3.3 L vs. HNR
Consider the KG equation
(−∆g + ξR+ (mc)2 + Vext)φ = 0 (77)
In an ultrastatic spacetime (F = 1) this can be written explicitly as
− ∂20φ = (−∆h + ξR + Vext + (mc)2)φ. (78)
The nonrelativistic limit can be obtained by taking the square root of the operator
appearing on the right hand side and then expanding the result in inverse powers
of (mc)2. The result is the Scho¨dinger equation
i∂0φ = HNRφ, (79)
where
HNR =
1
2m
(−∆h + U) +mc2, (80)
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and this obviously coincides with L given in (62).
On the other hand in a general static spacetime the KG equation is written
explicitly as
− ∂20φ = −
(
F√|g|∂i√|g|hij∂j + F (mc)2 + ξFR+ FVext
)
φ = 0. (81)
On a general static spacetime the above argument for the ultrastatic case does not
work because the mass term F (mc)2 does not commute with the remaining oper-
ators on the right hand side of (81). In general, finding the nonrelativistic limit
of the KG equation on a curved spacetime is a difficult task (see e.g. [26, 27]).
However our saddle point argument translates into a simple, albeit formal, non-
relativisitic limit of the KG equation in the type of static spacetimes we consider
in this work. Recalling the counting argument of Sec. 2.2 we write the mass term
as (F − 1)(mc2) + (mc)2 and assume (F − 1)(mc)2 = O(c0). Then the right hand
side of (81) can be written as
c2
[
− F√|g|∂i√|g|hij∂j + (F − 1)(mc)2 + ξRF + (mc)2
]
. (82)
where all the terms in square brackets except (mc)2 involve negative powers of c
and are therefore O(c0).
Now we can proceed as in the ultrastatic case and expand the formal square
root of this operator in inverse powers of c2 or equivalently of (mc)2. Thus we get
HNR = mc
2 +
1
2m
[
− F√|g|∂i√|g|hij∂j + U
]
+ . . . (83)
= mc2 +
1
2m
(
c−2A1 − (mc)2
)
+O((c−2A1)2) (84)
with A1 given as in (38). As we saw in Sec. 3 A1 is related to A by the similarity
transformation A = F
d−1
4 A1F
− d−1
4 , so the above operator is similar to
F
d−1
4 HNRF
− d−1
4 = mc2 +
1
2m
(
c−2A− (mc)2) = mc2 + 1
2m
(−∆γ + U) = L. (85)
Thus we conclude that L and HNR are related by a similarity transformation.
4 Expansions of the Free Energy and the Occu-
pation Number
In this section we will derive asymptotic expansions for the free energy and the
occupation number which will be used in the analysis of condensation. The ex-
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pansion parameter will be presented shortly.
Let us start by writing (75) as
FNR = −
∞∑
n=1
1
nβ
Tr e−nβ(λ0−µ)e−nβ(λ0−µ)L˜. (86)
where
L˜ =
(L− λ0)
λ0 − µ . (87)
This expression is in the form of a harmonic sum
F(x) =
∞∑
n=1
h(nx), (88)
where x = β(λ0 − µ) and is given in terms of the heat kernel of L˜ as
h(x) = −(λ0 − µ) e
−x
x
Tr e−xL˜. (89)
By using Mellin transform techniques, we will analyze this harmonic sum in the
small x limit, which is the relevant regime for the Bose-Einstein condensation
[32, 33, 34]. In what follows we will drop the subscript NR from FNR.
The Mellin transform of a function g(x) is defined as
g˜(s) =
∫ ∞
0
dx xs−1g(x), s ∈ C. (90)
If we have a meromorphic extension of g˜(s) with the singular part
g˜(s) ≍
∑
w,k
Res(w, k)
(s− w)k+1 , (91)
where ≍ refers to the singular part of g˜(s), then the asymptotic behavior of the
function itself is given by [32, 33, 34]
g(x) ∼
∑
w,k
Res(w, k)
(−1)k
k!
x−w(log x)k. (92)
The validity of (92) for the more difficult case where h involves the Poisson kernel
instead of the heat kernel was shown in the Appendix B of [11]. Our easier case of
heat kernel dependent h can be treated by straightforwardly adapting the discus-
sion given there for the Poisson kernel. We will omit the details of that treatment
here and use (92) without reserve in what follows.
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Taking the Mellin transform of F(x) we get
F˜(s) = ζ(s)h˜(s). (93)
where
ζ(s) =
∞∑
k=1
k−s (94)
is the Riemann-Zeta function and
h˜(s) = −(λ0 − µ)
∫ ∞
0
dx xs−2 e−xTr e−xL˜. (95)
By the decay properties of the heat kernel the x integral is well behaved in the
upper limit of integration. The divergence comes from the vicinity of x = 0 and
the meromorphic continuation is obtained by subtracting and adding the terms of
the heat kernel expansion of L˜,
Tre−x L˜ ∼
∞∑
j=0
a˜j/2x
j−d
2 . (96)
For example since as x → 0, Tr e−xL˜ ∼ a˜0x−d/2, initially the x integral is conver-
gent for Res > 1 + d/2 but if we subtract and add the leading term of the heat
kernel expansion we get∫ ∞
0
dx xs−2 e−x
[
Tr e−xL˜ − a˜0
xd/2
]
+ Γ
(
s− 1− d
2
)
. (97)
Since the difference between the trace and the leading term of its heat kernel
expansion is O(x−(d−1)/2) the integral is now convergent and holomorphic for Res >
1+(d−1)/2, and the gamma function is meromorphic. Continuing in this manner
we extend h˜(s) to successively larger regions to the left of the original convergence
region Res > 1 + d/2.
Using (96) in (95) we get the divergent piece of h˜(s) as
− (λ0 − µ)
∞∑
j=0
a˜j/2Γ
(
s− 1 + j − d
2
)
. (98)
Since Γ(x) has the singular expansion
Γ(x) ≍
∞∑
l=0
(−1)l
l!
1
x+ l
, (99)
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we have
h˜(s) ≍ −(λ0 − µ)
∑
j,l
a˜j/2
(−1)l
l!
1
s− 1 + j−d
2
+ l
. (100)
On the other hand ζ(s) has a unique simple pole at s = 1 and
ζ(s) ∼ 1
s− 1 + γ, s→ 1 (101)
So all the poles of F˜(s) = ζ(s)h˜(s) are simple except the double pole at s = 1.
The set of all poles is I = {(d + 2 − n)/2 : n = 0, 1, 2, . . .}. The corresponding
residues are given as −(λ0 − µ)cn/2, where
cn/2 =
[|n
2
|]∑
l=0
(−1)l
l!
a˜n
2
−l. (102)
The coefficients cn/2 are readily seen to be the heat kernel coefficients of L˜+ 1 =
(L− µ)/(λ0 − µ)
Tre−x(L˜+1) ∼
∞∑
n=0
cn/2x
−d+j
2 . (103)
We can now use (92) and obtain the asymptotic expansion of F . For conve-
nience, we separate the expansion into two parts as
F(x) ∼ Fs(x) + Fd(x), (104)
where Fs(x) denotes terms coming from the simple poles when s 6= 1 and Fd(x)
is the contribution of the double pole at s = 1.
Let us first consider Fs which is given as
Fs(x) = −(λ0 − µ)
∞∑′
n=0
ζ
(
d+ 2− n
2
)
cn/2x
− d+2−n
2 . (105)
Here prime on the summation sign means n = d term corresponding to the double
pole at s = 1 is omitted in the sum.
The contribution coming from s = 1 (n = d/2), which is the double pole of
F˜(s), is calculated from the following s→ 1 asymptotic behaviour
F˜(s) ∼
(
1
s− 1 + γ
)(
res(1, 0)
s− 1 +R+h˜(s = 1)
)
∼ res(1, 0)
(s− 1)2 +
γres(1, 0) +R+h˜(s = 1)
s− 1 . (106)
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Here res(1, 0) = −(λ0 − µ)cd/2 is the residue of h˜(s) at s = 1 and R+h˜(s) means
the holomorphic part of h˜(s).
Using (92) we obtain
Fd(x) = −(λ0 − µ)
{[
cd/2γ − R+(h˜(1))
λ0 − µ
]
x−1 − cd/2x−1 log x
}
(107)
Let us now note that
h˜(s) = −(λ0 − µ)Γ(s− 1)ζL˜+1(s− 1). (108)
Since
Γ(s− 1) ∼ 1
s− 1 − γ s→ 1, (109)
as s→ 1 we have
ζ(s)h˜(s) ∼ −(λ0 − µ)
(
1
s− 1 + γ
)(
1
s− 1 − γ
)(
ζL˜+1(0) + ζ
′
L˜+1
(0)(s− 1)
)
∼ −(λ0 − µ)
[
ζL˜+1(0)
(s− 1)2 +
ζ ′
L˜+1
(0)
s− 1
]
. (110)
So
Fd(x) = −(λ0 − µ)
[
ζL˜+1(0)
T
λ0 − µ log
(
T
λ0 − µ
)
+ ζ ′
L˜+1
(0)
T
λ0 − µ
]
. (111)
In this form our expansion F ∼ Fs + Fd, including the spectral zeta function
term, is the direct nonrelativistic analog of the ultrarelativistic (high temperature)
expansion derived by Dowker and Kennedy in [1].
Let us now turn to the particle number which by (86) is given as
N = −∂F
∂µ
=
∞∑
p=1
Tr e−pβ(λ0−µ)e−pβ(λ0−µ)L˜. (112)
So again we have a harmonic sum
N(x) =
∞∑
p=1
n(px), (113)
with
n(x) = e−x Tr e−xL˜. (114)
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Taking the Mellin transform of N(x) we get
N˜(s) = ζ(s)n˜(s). (115)
and
n˜(s) =
∫ ∞
0
dx xs−1 e−xTr e−xL˜, (116)
Using the heat kernel expansion we get the divergent part of n˜(s)
∞∑
j=0
a˜j/2Γ
(
s+
j − d
2
)
. (117)
So the singular expansion is
n˜(s) ≍
∑
j,l
a˜j/2
(−1)l
l!
1
s+ j−d
2
+ l
. (118)
Now the poles are given as J = {(d−n)/2 : n = 0, 1, 2, . . .} and the corresponding
residues as cn/2. Again the pole at s = 1 is double and we separate N as N(x) =
Ns(x) +Nd(x).
A repetition of the analysis for the free energy yields for N
Ns(x) =
∞∑′
n=0
ζ
(
d− n
2
)
cn/2x
n−d
2 , (119)
and
Nd(x) = [γc(d−2)/2 +R+n˜(s = 1)]x−1 − c(d−2)/2x−1 log x. (120)
Here the prime on the summation means that n = d − 2 term corresponding to
the double pole is omitted in the summation for Ns.
Now cn/2’s are the heat kernel coefficients of
L˜+ 1 =
L− µ
λ0 − µ =
−∆γ + U + 2m2c2 − 2mµ
2m(λ0 − µ) . (121)
It will be useful to express cn/2’s in terms of the heat kernel coefficients an/2
of −∆γ + U + 2m2c2 − 2mµ which involve geometric invariants of the optical
metric. This can be done easily by employing the scaling properties of heat kernel
coefficients [35] which leads to
cn/2 =
an/2
(2m(λ0 − µ))n−d2
. (122)
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5 Bose Einstein Condensation
We will now examine the gravitational effects on Bose-Einstein condensation in a
region B with a large but finite volume in a static background away from any hori-
zon. We will focus on d = 3 and work explicitly in the Schwarzschild background.
Thermodynamic densities will be calculated by dividing extensive quantities by
the proper volume Vprop of B which is the volume measured by a static observer
(fiducial observer [36]),
dVprop =
r2√
F
sin θdrdθdφ. (123)
In what follows when we calculate the heat kernel coefficients explicitly we will
assume that the region B is the spherical shell of inner radius r1 and outer radius
r2. Then, as we will see shortly, Vprop = O(r
3
2) for r2 →∞.
Since
L = −δ
µν∂µ∂ν
2m
+O(c−2), (124)
the gap between the eigenvalues of L is expected to be O(r−22 ) (plus perturbative
corrections in inverse powers of c). If λ0 − µ = O(r−32 ) then from
N0 =
1
eβ(λ0)−µ − 1 ≃
T
λ0 − µ (125)
we see that in the thermodynamic limit N0/Vprop 6= 0. Therefore λσ − µ = (λ0 −
µ)+(λσ−λ0) is O(r−22 ). This implies Nσ/Vprop → 0 and condensation to the ground
state occurs in the thermodynamic limit. In a finite volume condensation does not
occur. This is because just above the critical temperature one cannot set N0 = 0
since that would yield infinite λ0 − µ. Below we will investigate the dependence
of the temperature on the depletion coefficient, i.e. the number density of excited
particles, in a large but finite volume and derive the gravitational/geometric effects
on this relation. To do this we must isolate the excited state contribution Ne to
N . This can be done by omitting the ground state contribution in the trace term
in (112). We shall denote the resulting trace by Tr′. Thus our expansion for N
can be used for Ne after replacing in it all the heat kernel coefficients of Tre
−xL˜
by those of Tr′e−xL˜.
5.1 Leading Order
Consider (119) to the leading order.
Ne = a0ζ
(
3
2
)
(2mT )3/2 =
(m
2π
)3/2
ζ
(
3
2
)
VγT
3/2. (126)
22
Here we used (122) to write c0 in terms of a0 which is given as [37, 38]
a0 =
1
(4π)3/2
∫
B
dVγ (127)
with the volume form of the optical metric given as
dVγ = (rF
−1)2 sin2 θdrdθdφ. (128)
Solving (126) for T we get
T =
2π
m
(
Ne
ζ
(
3
2
)
Vγ
)2/3
(129)
=
2π
m
(
ne
ζ
(
3
2
))2/3(Vprop
Vγ
)2/3
. (130)
Now for the Schwarzschild metric we have
F = 1− rs
r
. (131)
All integrals are elementary but since we are interested in a large but finite volume
we shall evaluate them asymptotically.
Vγ =
∫
d3x
√
γ = 4π
∫ r2
r1
dr
r2
F 2
∼ 4π
∫ r2
r1
dr r2
(
1 +
2rs
r
+ . . .
)
∼ 4π
(
r32
3
+ rsr
2
2 + . . .
)
. (132)
Similarly,
Vprop = 4π
∫ r2
r1
dr
r2√
F
∼ 4π
(
r32
3
+
rsr
2
2
4
+ . . .
)
. (133)
So
Vprop
Vγ
∼ 1− 9rs
4r2
. (134)
Thus
T =
2π
m
(
ne
ζ
(
3
2
))2/3(1− 3rs
2r2
)
. (135)
For rs = 0 this reduces to the flat space result [39]. Also in the thermodynamic
limit r2 →∞ we get the flat space result. Thus the geometric/gravitational effects
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are washed out in the thermodynamic limit. Heuristically this is not so surprising
since the spacetime is asymptotically flat and in the thermodynamic limit the
largest contribution to the (convergent) integral comes from the flat region.
Let us now examine the equation of state using (105) and (122). At the leading
order we have
P = − ∂F
∂Vprop
=
1
2m
ζ
(
5
2
)
∂a0
∂Vprop
(2mT )5/2
=
1
2m
ζ
(
5
2
)
1
(4π)3/2
dVγ
dVprop
(2mT )5/2. (136)
So,
P
n
=
ζ
(
5
2
)
ζ
(
3
2
) Vprop
Vγ
dVγ
dVprop
T (137)
But
dVγ
dVprop
=
dVγ/dr2
dVprop/dr2
= F−3/2(r2) ∼ 1 + 3rs
2r2
. (138)
So we get
P
n
=
ζ
(
5
2
)
ζ
(
3
2
) (1− 3
4
rs
r2
)
T. (139)
Again for rs = 0 or r2 → ∞ this reduces to the flat space equation of state near
the critical temperature [39].
5.2 Boundary Effects
Let us now consider the effects of the sub-leading term in the expansion of Ne. At
d = 3 this term is the logarithmic term in Nd (120).
Ne = a0ζ
(
3
2
)
(2mT )3/2 + a1/2(2mT ) log
(
T
λ0 − µ
)
. (140)
This equation is the same as the one obtained for flat space in [28] using a different
asymptotic expansion of N . At this point following [28] one may use (125) to
replace T/(λ0 − µ) by N0 in the above equation
Ne = a0ζ
(
3
2
)
(2mT )3/2 + a1/2(2mT ) logN0. (141)
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However the replacement of T/(λ0 − µ) by N0 is problematic if one considers the
second term in Nd. The problem is that the term R+n˜(s = 1) (the functional zeta
function term) contributes a log(λ0 − µ) term which exactly cancels the (λ0 − µ)
factor inside the logarithm in (140). The details of this calculation which is based
on scaling properties of the spectral ζ function are given in Appendix B and the
corrected version of (141) is found to be (186):
Ne = ζ
(
3
2
)
b0(2mTV
2/3
γ )
3/2 + b1/2(2mTV
2/3
γ ) log
(
2mTV 2/3γ
)
+
+[γb1/2 +R+f˜(1, µ)](2mTV
2/3
γ ). (142)
where f˜(s, µ) is defined in (178) as
f˜(s, µ) =
∫ ∞
0
dx xs−1 e−x2mV
2/d
γ (λ0−µ)Tr′ e−x2mV
2/d
γ (L−λ0) (143)
Note that near the critical temperature, as µ→ λ0, from Appendix B we have
f˜(s, µ) = f˜(s, λ0) +O(V
−1
γ ). (144)
Defining y = 2mTV
2/3
γ , A = ζ (3/2) b0, B = b1/2, C = γb1/2 + R+f˜(1, µ) we
write (142) as Ne = Ay
3/2+By log y+Cy which upon the scaling y = xN
2/3
e takes
the form
Ax3/2 − 2B(ǫ log ǫ)x+ Cǫx = 1 (145)
Here ǫ = N
−1/3
e . Now we can solve this by using an expansion of the form x =
x0 + (ǫ log ǫ)x1 + ǫx2 + . . ., where ǫ and ǫ log ǫ are to be treated as completely
independent perturbation parameters [40]. As the result we obtain
x0 =
1
A2/3
, x1 =
4
3
B
A4/3
, x2 = −2
3
BA−4/3(logA−2/3 +B−1C) (146)
Second heat kernel coefficient is given as [38, 37]
a1/2 =
η
16π
Aγ , (147)
where Aγ is the surface area of our shell in the optical metric, η = −1 for Dirichlet
boundary conditions and η = 1 for Robin boundary conditions.
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Thus the explicit expression for T is
T =
2π
m
(
ne
ζ
(
3
2
))2/3(Vprop
Vγ
)2/3 [
1−
(
logN
1/3
e
N
1/3
e
)
1
3ζ2/3
(
3
2
) ηAγ
V
2/3
γ
−
(
1
N
1/3
e
)
1
6ζ2/3
(
3
2
) ( ηAγ
V
2/3
γ
log
4πeγ
ζ2/3
(
3
2
) + 16πR+f˜(1, λ0)
)]
.
(148)
Here we used (188) to replace R+f˜(1, µ) by R+f˜(1, λ0) neglecting O(V
−1
γ ) cor-
rection against the O(V 0γ ) term Aγ/V
2/3
γ . In this expression the terms multiplied
by the factor Aγ/V
2/3
γ represent boundary corrections on the critical temperature.
On the other hand the term R+f˜(1, λ0) in general depends on both the bulk and
the boundary data.
Let us examine (148) in the absence of gravity in flat space where it is simplified
by Vγ = Vprop = V , Aγ = Aprop = A. Let us assume that our box B is specified by
a single length scale ℓ with V ∝ ℓ3 and A ∝ ℓ2 so that the thermodynamic limit
is taken by ℓ →∞ while keeping N/ℓ3 fixed. Because of this assumption A/V 2/3
is scale independent. So as Ne ∼ N → ∞ the boundary terms proportional to
A/V 2/3 vanish in the thermodynamic limit. Can the term R+f˜(1, λ0) have an effect
on the critical temperature in the thermodynamic limit? The answer is no. In the
absence of an external potential, dimensional analysis indicates that the spectrum
of L−λ0 is proportional to ℓ−2 and therefore the spectrum of V 2/3(L−λ0) is scale
independent. Therefore by (178) f˜(1, λ0) is also scale independent and has no effect
on the temperature in the thermodynamic limit. Thus in the thermodynamic limit
we get the expected result Tc = (2π/m) (ne/ζ (3/2))
2/3.
On the other hand, when the thermodynamic limit is taken in the presence
of gravity it is not clear whether the correction term f˜(1, λ0) in (148), which was
just shown to vanish in flat space, will vanish also in curved space or not. The
relation between f˜(1, λ0), length scale ℓ of the box and the length scale rs in
our metric should be worked out to check whether gravity has any effect on the
critical temperature in the thermodynamic limit. This question will be addressed
in a future work.
Finally let us note that for d = 2 we get the leading order contribution
Ne = b0(2mTVγ) log(2mTVγ) = a02mT log(2mTVγ). (149)
Thus
ne =
2mT
4π
log(2mTVγ). (150)
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In the thermodynamic limit the right hand side diverges and this is the usual
indication that in two dimensions condensation does not occur.
5.3 Ultrarelativistic Case
Let us briefly discuss the ultrarelativistic regime βm << 1 (c = 1). The fully
relativistic result (33) is in the form of the free energy in an ultrastatic spacetime
and in this form its ultrarelativsitic expansion is well understood [1, 3, 4, 8, 10, 11].
Here we just quote it for d = 3. and refer the reader to the references for its various
derivations.
F = −16√
π
ζ(4)m4a0(βm)
−4 − 4ζ(3)m3a1/2(βm)−3
−4m
2
√
π
ζ(2)
[
(2µ2 −m2)a0 + a1
]
(βm)−2 − . . . (151)
Thus the leading term in the expansion of the net charge Q is given by
Q = −∂F
∂µ
=
4√
π
ζ(2)4µa0T
2 =
4√
π
ζ(2)
4µ
(4π)3/2
VγT
2. (152)
So for the charge density we get
q =
Q
Vprop
=
Vγ
Vprop
4√
π
ζ(2)
4µ
(4π)3/2
T 2. (153)
Solving (153) for T we get
T = q1/2
π√
2µζ(2)
(
Vprop
Vγ
)1/2
. (154)
The critical value of the chemical potential is µc = ǫ0. As in the flat case the
necessary condition for the condensation is that near T = Tc
µ− µc = O
(
1
Vprop
)
= O
(
1
r32
)
. (155)
Thus we arrive at
T ∼ q1/2 π√
2µcζ(2)
[
1− 9
8
rs
r2
+ . . .
]
. (156)
This reduces to the Minkowski space result in the limit rs/r2 → 0 [41].
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6 Conclusion
In this work we devised a method of taking the nonrelativistic limit of the grand
canonical statistical mechanics without changing the background static geometry
of the spacetime. In the special case of ultrastatic spacetime we explicitly checked
that our method reproduces the usual nonrelativistic grand canonical theory based
on the nonrelativistic Hamiltonian given by the Schro¨dinger operator on the space
manifold.
In the general case of static spacetime we derived an asymptotic expansion of
the resulting nonrelativistic theory which is valid near the critical temperature of a
Bose system and applied the result to the study of the gravitational and boundary
effects on Bose-Einstein condensation in a finite region. We have benefited from
the fact that thermodynamics of a quantum field on a static spacetime can be
examined by making a conformal transformation from static metric to optical
metric which is an ultrastatic metric. Mellin transform and heat kernel techniques
are used to make asymptotic analysis of the system. Density, temperature and
pressure relations are derived using these techniques and correction terms for the
critical temperature due to gravitational and boundary effects are obtained.
In this paper, all the calculations are done assuming that the system is confined
away from the horizon. Near the horizon thermodynamic variables are expected
to diverge. Systems near horizon will be studied in future works based on the
present paper. On the other hand it is also possible to extend our analysis to the
case of a self interacting nonrelativistic Bose system. Such a generalization, which
we believe would be beneficial in the context of nonrelativistic scalar dark matter
models [20, 21, 22, 23], will be investigated in future works as well.
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Appendix A
In this appendix we will derive the formulas (33) and (35). Starting with
log detO = −ζ ′O(0), (157)
ζO(s) =
1
Γ(s)
∫ ∞
0
dy ys−1Tr e−yO (158)
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we get
∑
n
log det(ω2n+(c
√
A±µ)2) = − d
ds
[
1
Γ(s)
∫ ∞
0
dy ys−1
∑
n
e−yω
2
nTr e−y(c
√
A±µ)
]
s=0
.
(159)
Using the Poisson summation formula∑
n
e
−4π2 s
β2
n2
=
β√
4πs
∑
n
e−
β2n2
4s , (160)
we get
1
2β
∑
n
log det(ω2n+(c
√
A±µ)2) = − 1
2
√
4π
∑
n
d
ds
[
1
Γ(s)
∫ ∞
0
dy ys−
3
2 e−
β2n2
4y Tr e−y(c
√
A±µ)
]
s=0
(161)
Since the y integral is convergent and analytic around s = 0 we can easily take
the s derivative at s = 0 and obtain
1
2β
∑
n
log det(ω2n + (c
√
A± µ)2) = −
∑
n
∫ ∞
0
dy
y3/2
1
2
√
4π
e−
β2n2
4y Tr e−y(c
√
A±µ)2 .
(162)
The n = 0 term in this expression is the only term that survives the T → 0 limit
F(T = 0) = −
∫ ∞
0
dy
y3/2
1
2
√
4π
[
Tr e−y(c
√
A−µ)2 + Tr e−y(c
√
A+µ)2
]
=
1
2
[
Tr (c
√
A− µ) + Tr (c
√
A+ µ)
]
= Tr (c
√
A) =
∑
σ
ǫσ. (163)
Here we used the zeta function identity for a positive operator O
TrO = ζO
(
−1
2
)
=
1
Γ
(−1
2
) ∫ ∞
0
dy
y3/2
Tr e−yO
2
. (164)
In what follows our main concern will be the T 6= 0 contribution F −F(T = 0) to
the free energy for which we will, by an abuse of notation, use the symbol F .
After subtracting the zero temperature contribution and using the subordina-
tion identity
e−b
√
x =
b√
4π
∫ ∞
0
dy
y3/2
e−
b2
4y e−yx, (165)
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we can write (162) as
1
β
∞∑
n=1
log det(ω2n + (c
√
A± µ)2) = − 1
β
∑
n 6=0
1
n
Tr e−βn(c
√
A±µ). (166)
Thus
F = − 1
β
∑
n 6=0
1
n
[
Tr e−βn(c
√
A−µ) + Tr e−βn(c
√
A+µ)
]
(167)
=
1
β
[
Tr log(1− e−β(c
√
A−µ)) + Tr log(1− e−β(c
√
A+µ))
]
. (168)
This is the formula (33).
On the other hand applying the subordination identity (165) in (167) we get
F =
∞∑
n=1
[
(enβµ + e−nβµ)
] c√
4π
∫ ∞
0
du
u3/2
e
(ncβ)2n2
4u Tr e−uA
=
∞∑
n=1
[
(enβµ + e−nβµ)
] c√
4π
∫ ∞
0
du
u3/2
e
−m2c2
(
(βm−1)2n2
4u
+u
)
Tr e−u(−∆γ+U).
(169)
The last line is the expression given in (35).
Appendix B
In this appendix we will give the details of the scaling argument for the ζ function
leading to (141).
Around s = 1 the meromorphic continuation of
n˜(s) =
∫ ∞
0
dx xs−1 Tr′ e−x
L−µ
(λ0−µ) =
∫ ∞
0
dx xs−1 e−xTr′ e−xL˜ (170)
is represented as
n˜(s) =
∫ ∞
0
dx xs−1 e−x
[
Tr′ e−xL˜ −
d∑
k=0
a˜k/2x
k−d
2
]
+
d∑
k=0
a˜k/2Γ
(
s− d− k
2
)
.
(171)
The residue at s = 1 is given by
c(d−2)/2 =
[| d−2
2
|]∑
l=0
(−1)l
l!
a˜n
2
−l. (172)
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On the other hand we also have
n˜(s) = Γ(s)ζL˜+1(s) = Γ(s)ζ L−µ
λ0−µ
(s). (173)
Let us recall the scaling property of the zeta function (see e.g. [30])
ζα−1A(s) = α
sζA(s). (174)
Let α = 2mV
2/d
γ (λ0 − µ) then
n˜(s) = Γ(s)ζ
α−12mV
2/d
γ (L−µ)(s) = α
sΓ(s)ζ
2mV
2/d
γ (L−µ)(s). (175)
Now defining
f(x, µ) = Tr′ e−x2mV
2/d
γ (L−µ), (176)
we have Γ(s)ζ
2mV
2/d
γ (L−µ)(s) as the meromorphic extension in s of
f˜(s, µ) =
∫ ∞
0
dx xs−1 Tr′ e−x2mV
2/d
γ (L−µ) (177)
=
∫ ∞
0
dx xs−1 e−x2mV
2/d
γ (λ0−µ)Tr′ e−x2mV
2/d
γ (L−λ0). (178)
So around s = 1
n˜(s) = α
(
1 + (logα)(s− 1) + O((s− 1)2)) [b(d−2)/2
s− 1 +R+f˜(s, µ)|s→1
]
, (179)
where bj/2’s are the heat kernel coefficient of 2mV
2/d
γ (L− µ).
Since
2mV 2/dγ (L− µ) = α
L− µ
λ0 − µ (180)
b(d−2)/2 is related to cd/2 by the usual scaling rule of the heat kernel coefficients
[29]
bn/2 = α
n−d
2 cn/2, (181)
and in particular b(d−2)/2 = α−1c(d−2)/2. Also note that using (122) we get
bn/2 = (V
2/d
γ )
(n−d)/2an/2. (182)
So
R+n˜(s = 1) = α
[c(d−2)/2
α
lnα+R+f˜(s = 1, µ)
]
= 2mV 2/dγ (λ0 − µ)
[
b(d−2)/2 log(2mV 2/dγ (λ0 − µ)) +R+f˜(1, µ)
]
.(183)
31
Using this in (120) and expressing cj/2’s in terms of bj/2’s we arrive at
Nd = b(d−2)/2(2mTV 2/dγ ) log(2mTV
2/d
γ )+[γb(d−2)/2+R+f˜(1, µ)](2mTV
2/d
γ ). (184)
As mentioned above log(λ0 − µ) terms cancel in Nd.
Similarly Ns can also be expressed in terms of bj/2’s as
Ns =
∞∑′
n=0
ζ
(
d− n
2
)
bn/2(2mTV
2/d
γ )
d−n
2 . (185)
Therefore for d = 3 we now have
Ne = ζ
(
3
2
)
b0(2mTV
2/3
γ )
3/2 + b1/2(2mTV
2/3
γ ) log
(
2mTV 2/3γ
)
+
+[γb1/2 +R+f˜(1, µ)](2mTV
2/3
γ ). (186)
This is the corrected version of (141)
Note the following analyticity property of f˜(s, µ) in µ. By the Lemma 1.4 of
[31] the meromorphic continuation (in s) of f˜(s, µ) is holomorphic in λ0 − µ for
λ0 − µ > λ1 − λ0 i.e. for µ < λ1 . Thus as µ→ λ0 we have
f˜(s, µ) = f˜(s, λ0) +O(λ0 − µ). (187)
In particular near the critical temperature
f˜(s, µ) = f˜(s, λ0) +O(V
−1
γ ). (188)
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