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Abstract-The contours of the teeth are important features in 
dental biometrics. They can be utilized as cues for identifying 
individuals. The extraction of other features (e.g., the dental 
work) also needs the contours of teeth as reference. However, 
without the proper guidance of tooth shape knowledge, these 
methods are subject to errors when the tooth contours are 
fuzzy and only partially visible. To extract the contours from 
these images, we propose a method based on edge detection, 
and an extraction method by using binary template and 
knowledge based model. The method is developed using Mat 
lab 7.5. The accuracy and robustness of this method allow its 
usage in biometric identification system. Matching results 
shows the contours extracted with this method perform better 
than the traditional method 
Keywords-Face recognition, Facial features extraction, tooth 
detection 
I. INTRODUCTION 
n different organizations like financial services, e-
commerce, telecommunication, government, traffic, 
health care the security issues are more and more important. 
It is important to verify that people are allowed to pass some 
points or use some resources. The security issues are arisen 
quickly after some crude abuses. For these reason, 
organizations are interested in taking automated identity 
authentication systems, which will improve customer 
satisfaction and operating efficiency. The authentication 
systems will also save costs and be more accurate that a 
human being. Basically there are three different methods for 
verifying identity: (i) possessions, like cards, badges, keys; 
(ii) knowledge, like userid, password, Personal 
Identification Number (PIN); (iii) biometrics like 
fingerprint, face, ear. Biometrics is the science of identifying 
or verifying the identity of a person based on physiological 
or behavioral characteristics. Biometrics offer much higher 
accuracy than the more traditional ones. Possession can be 
lost, forgot or replicated easily. Knowledge can be forgotten. 
Both possessions and knowledge can be stolen or shared 
with other people. In biometrics these drawbacks do exist 
only in small scale. We all can recognize people from faces, 
but we hardly can recognize anyone from tooth.This paper is 
organized as follows. Literature surveys are given in section 
2. In section 3 we will devote ourselves to discussing the 
knowledge-based teeth detection method in detail.  
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Experimental results are reported in section 4. Conclusions 
will be drawn in section 5. 
II. LITERATURE SURVEY 
The detection of facial features has been approached by 
many researchers and a variety of methods exist. 
Nevertheless, due to the complexity of the problem, 
robustness and preprocessing steps of these approaches are 
still a problem. Most commonly, natural face feature 
templates taken from real persons are used for a template 
matching algorithm [1] [2]. These templates have to satisfy 
a set of requirements like orientation, size, and illumination. 
Therefore a preprocessing step is necessary for at least 
aligning, and size changes. A wavelet based approach is 
described in [3]. Face images and face features from a 
database have to be aligned in orientation and size in a 
preprocessing step. Both previous described methods are 
limited by the used template and face database. In [4], an 
approach with synthetic templates is presented for tracking 
eye corners as well as mouth points within a video sequence. 
A training sequence is necessary to determine needed 
parameter values for the specific face. Deformable templates 
[5] also belong to the class of artificially constructed 
templates. This approach is using more detailed templates 
for eye and mouth outline matching and needs initial 
parameters.We are going to describe and evaluate detection 
algorithms for facial features like iris-pupil centers, mouth 
corners, and mouth inner lip line. The detection algorithms 
are based on templates and knowledge based method for 
each face feature. The accuracy and robustness of this 
method allow its usage in a biometric identification system 
III. PROPOSED METHOD 
Dental biometrics about teeth, including tooth contours, 
relative positions of neighboring teeth, and shapes of the 
dental work (e.g., crowns, fillings, and bridges). The 
proposed system has two main stages: feature extraction and 
matching. The feature extraction stage uses linear filter to 
enhance the images and knowledge based method to 
segment the dental work and store the features in the 
database for identification. The matching stage has three 
sequential steps: tooth-level matching, computation of 
image distances, and subject identification. In this paper we 
do only features extraction. 
1) Face Area Detection 
Before starting the search for face features the face area has 
to be found in which the face features are located. In [6] an 
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algorithm is described which is able to mark possible eye 
positions with high robustness and acceptable accuracy. The 
desired face area is defined by applying head and face 
relations which are described in [7] to the possible eye 
positions. The half distance of the possible eye positions can 
be interpreted as eye width or length of the eye fissure. 
Furthermore the eye width can be used as a unit for face 
feature relations. 
2) Face Detection 
Feature points like iris-pupil centers, eye corners, nose tip, 
chin outline, cheek outline, eyebrows and mouth corners are 
used to adjust a generic head model to an image of that 
person and to extract a texture map for the model. For a 
practical system, this feature detection has to be done 
automatically without any manual interaction. The following 
sections describing algorithms for iris-pupil centers, iris 
outlines, and mouth corners detection.  
3) Eyes 
We present a novel approach for iris-pupil centers detection 
within the face area. This approach is based on the 
knowledge of the iris and pupil. The iris is a circle which 
can have partly occlusions of the upper and lower lid. 
Mostly the upper lid is the reason for such occlusions. The 
iris and pupil are both dark compared to the white of the eye 
ball and to the luminance values of skin color. There are 
mostly two eyes found within a face with the same diameter 
for the iris. The locations of the eyes are described in 
relations to the other face features like mouth, and nose, but 
also to head weight and height. These relations are called 
anthropometric information or data and could be found for 
example in [7]. First the iris-pupil area and afterwards the 
iris-pupil center detection are explained. 
Eye area Search. This part of the iris-pupil centers search is 
used to mark a position within the iris-pupil area. Key 
elements are a iris-pupil template and the inverse version of 
this template as well as the 90 degree rotated vertical 
versions of the described templates. The iris-pupil template 
is a filled circle  surrounded by a box. The filled circle 
represents the iris and pupil as one part. The horizontal 
version of the template has left and right areas, which 
represent parts of eyeball area. The vertical version has 
upper and lower areas, which represent parts of upper and 
lower eye lid. The purpose of these templates is to extract 
desired values of the luminance, and first order gradient 
data, but also for calculating the correlation of the shape 
after extracting the data. Such templates have only the 
diameter of the filled circle (iris-pupil area) as a free 
parameter which is adjusted at the beginning of the search 
within the face area. The diameter is determined from the 
eye width as unit for facial feature relations. The eye width 
to eye height relation described in [7] can be expressed as 1: 
1/3 of the determined unit eye width. The eye height is 
interpreted as iris diameter and is therefore used to create 
the iris-pupil templates. The width of the left and right 
eyeball areas as well as the upper and lower lid areas are 
adjusted to the iris diameter. Because of the dependency of 
the possible eye position found by [6] and anthropometric 
relations described by [7] the desired templates are 
generated according to the found size of the face area within 
the scene. Therefore these templates can be scaled 
automatically depend on the size of the face area. The 
algorithm consists of three steps: First, a search using the 
templates, second combination of both search results. Third 
step is applying anthropometric information to the combined 
search results.  
Step one is done for each pixel (horizontal, vertical) within 
the face area. Cost functions used together with the 
corresponding templates consist of the following elements: 
 The luminance values of the iris-pupil filled circle 
and the surrounding areas are estimated for each 
search position in order to minimize the difference 
of template and search image, 
 correlation of synthesized iris-pupil template parts 
with the search image,  
 horizontal gradient values along the horizontal iris-
pupil template outline and vertical gradient values 
along the vertical iris-pupil template, 
 luminance value variation inside the iris-pupil area,  
 average of luminance values inside the pupil-iris 
area, and 
 lowest luminance value inside the iris-pupil area. 
Step one generates two 2D error images. Step two starts 
with excluding regions of the error images found only by 
one search (horizontal or vertical template). Both error 
images are combined by simple addition after normalization. 
Prospective iris-pupil centers are extracted by analyzing the 
combined result for high density regions. The third step 
arranges these regions using anthropometric information. 
Prospective iris-pupil area combinations for left and right 
iris-pupil centers are the output of this part. 
Eye area Center Search. In order to refine the iris-pupil 
center positions and to obtain the iris outline in a second 
step, deformable iris outline templates are introduced. These 
templates can be changed in diameter and geometry. Taken 
into account that in most cases the iris is partly covered with 
the upper lid makes it necessary to change the geometry of 
the iris outline template. The iris outline template is not a 
filled area like the iris-pupil template because of the possible 
light reflection(s) within the iris-pupil area. A cost function 
which is defined by property descriptions of the iris is used 
with the described iris outline template. The algorithm 
consists of two steps. First, the iris outline template is only 
changed in iris diameter and position. The iris diameter can 
be changed in both directions; this means a bigger or smaller 
iris is possible. The position found by the part one of the 
iris-pupil center search can be shifted within the initial iris 
diameter. Second, the geometry changes are applied using 
the previous determined iris diameter. The used cost 
function consists of the following elements: 
 Absolute value of the horizontal and vertical 
gradient values along the specified iris outline, 
 size of the iris outline (circumference), and 
 the average of the luminance values inside the iris 
outline. 
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4) Mouth 
Before extracting specific mouth features like mouth corners 
and mouth inner lip line, the mouth self has to be located 
within the face area. For this purpose eye location and a 
mouth template as well as the inverse version similar to the 
iris-pupil template are used. Note this template has the same 
size as the vertical version of the iris-pupil template, 
because of the given anthropometric information in [7]. 
Therefore this template does not represent a whole mouth. 
The mouth templates are used to determine possible mouth 
locations.  Analyzing the possible regions with the 
anthropometric location of the mouth marks the position of a 
mouth region. Within the found mouth region highest 
second order gradient values of the luminance values are 
connected to the initial mouth inner lip line. The mouth 
corners and inner lip line search region is framed by 
applying vertical the upper and lower lip height along the 
initial line, and by extending the left and right search region 
boundaries to the maximum possible distance given by the 
biocular line. The lowest luminance values are connected in 
this procedure to the possible mouth inner lip line. In order 
to specify the mouth corners a color plane in the RGB color 
space is used to separate mouth from skin color pixels of the 
mouth line. Samples of the mouth and the skin color have to 
be extracted from the color image for positioning of the 
separation plane. Skin color pixels are found by excluding 
regions with high gradient values of the face area. 
Morphological operations like dilatation are applied as well. 
Mouth color pixels are extracted from the inner lip line.  
The positioning of the separation plane consists of the 
following steps:  
 Separation vector centered by mean values of skin 
and mouth pixels,  
 normal on the separation vector towards mean skin 
position, and  
 rotation around the separation vector for maximum 
skin color data enclosure. 
In order to separate skin from mouth pixels the normal of 
the plane is used for color space transformation. Positive 
results are pointing to the skin color space and negative 
results to the mouth color space. The usage of this method 
for separating skin and mouth color pixels along the found 
inner lip line marks the mouth corners. 
5) Tooth Extraction 
A tooth includes two parts: the upper part is called the 
crown, which is above the gum line, and the lower part is 
called the root, which sits in the bone below the gum.  
Because of the bone and the soft tissue, the root of the tooth 
is not very visible in the image. Since the crown has a higher 
contrast with the background than the root, we extract the 
shape of the crown only.  
 
 
               Fig 1: tooth 
To simplify the shape extraction, we manually select a 
rectangular region R and a point c in the input image, I. R is 
a region containing the tooth and the point c is inside the 
crown of the tooth, which is called the Crown Center. First, 
we compute the gradient image,  |Δ I | , of the input image, I, 
as  
 
| Δ I(x, y) | = Sqrt((I(x, y) -  I(x, y-1) )2 + (I(x , y) -  I(x-1 ,  
y))2)          (1) 
 
Due to the proximity of the neighboring teeth, there is some 
interference between the edges of a tooth and the edges of 
adjacent teeth. To solve this problem, we define an auxiliary 
image, M, by 
 
M(x, y) = B(x, y) | Δ I(x, y) |     (2) 
Where 
B(x, y) = { 0 if  Δ I(x, y).E(x, y) < 0 
{1 otherwise, 
 
and Δ I(x, y) is the gradient direction vector at (x, y), E(x, y) 
is a vector from Crown Center c to (x, y), and ‗.‘ denotes the 
dot product. Note that when E(x, y) and  ΔI(x, y) form an 
acute angle, B(x, y) equals 1; otherwise, B(x, y) equals 0. As 
a result, the effect of the edges of the neighboring teeth in 
computing the gradient is greatly decreased.From the crown 
center, we make a radial scan of the crown. The edge of the 
crown should be somewhere along this radial line. We sort 
all the points on the radial line in terms of M(x, y), and 
record the three largest ones. If we draw a sufficiently large 
number of radial lines, then a list of edge candidates is 
produced. Let M be the mean of all the recorded M(x, y) 
values. We define the reliability, R(x, y), of each edge 
candidate (x, y) by 
 
R(x, y) = {e  - α(M(x, y) - M )2   if M(x, y) <M , 
                      1                     if M(x, y) ≥ M,   (3) 
Where α is a constant to prevent R(x, y) from decaying too 
fast. Along each radial line, the point with the largest 
reliability is selected to be an edge point. 
IV. EXPERIMENTAL RESULTS 
Computers of the future will interact with us more like 
humans. The key element of that interaction will be their 
ability to recognize human beings and even understand their 
expressions. Proposed system serves an integral part in 
establishing smart environments, where computers are 
employed everywhere and it is suitable for any application 
where people require access to a technical system: computer 
networks, Internet commerce, banking systems, and ATMs. 
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In addition, this system secures access to rooms and 
buildings. Depending on application, the proposed system 
authorizes people either through identification or 
verification. In identification mode, the system identifies a 
person exclusively through biometric traits. In verification 
mode a person gives his name or a number, which the 
system then verifies by means of biometric traits. The 
correct extraction rate is given in Fig 2. and the results 
shows in Fig 3 and Fig 4. 
 
 
 
 
 
 
 
Fig 2: Right teeth extraction 
 
             
1)                              (b)                                        (c)                          (d) 
 
 
          
(a)                     (b)                                          (c)                                      (d) 
Algorithm Test Scenario Sample 
Number 
Correct extraction % Mean 
false 
extractio
n 
DSM and GVF Day 125 120 96  
 
 
5% 
Night 125 118 94.4 
Proposed 
Method 
Day 125 123 98.4  
 
 
2% 
Night 125 122 97.6 
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                    (b)                                    (c)                                           (d) 
 
Fig. 3 (a) captured image  (b) binary image  (c) feature identification (d) teeth 
          
(a)                                    (b)                                              (a)                                              (b) 
Fig. 4 (a) captured image (b) teeth 
 
               
                  (a)                    (b)                                          (c)                                       (d) 
Fig. 5 Teeth authentication (a) person walking (b) show teeth (c) teeth identified (d) door opened
 
 In a test involving 125 persons for three months, the 
proposed system reduced the false-acceptance rate 
significantly below 2 percent, depending on the security 
level. The higher the security level, the higher the false-
rejection rate. Thus system administrators must find an 
acceptable false rejection rate without letting the false-
acceptance rate increase too much. The security level 
depends on the purpose of the biometric system.   
V. CONCLUSION 
As the fraud in our society grows, the pressure to deliver 
more and more authentication services also grows. The 
proposed system guarantees a high degree of security from 
falsification and unauthorized access. It also protects the 
privacy rights of system users.  To catapult biometric 
technology into the main-stream identification market, it is 
important to encourage its evaluation in realistic contexts, to 
facilitate its integration into end-to-end solutions, and to 
foster innovations of inexpensive and user-friendly 
implementations .we hope that a pervasive, accountable use 
of biometrics technology will help  to establish a more open 
and fair society. 
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