A real-time HMM-based isolated word recognition system is implemented on an ultra low-power miniature DSP system. The DSP system consumes less than I milliWatt, 
INTRODUCTION
Speech recognition technology has recently reached a higher level of performance and robustness, allowing it to be deployed in a number of real-world environments, such as mobile phones and toys. As more applications are identified, the requirements for speech recognition algorithms also become more demanding: algorithms must run fast and use as little memory as possible so that they can be deployed in smaller and less expensive systems that use less space and less power. For example, Deligne et al [1] describe a low-resource continuous speech recognition system suitable for processors running at a minimum of 50 MIPS and having at least I MByte of memory, and Gong and Kao [2] describe a system running on a 30 MHz DSP with 64K words of memory. At the other end of the spectrum, J. Foks [3] This paper presents an HMM and MFCC-based voice command system comparable in functionality with low-resource systems such as the DTW and TESPAR based systems mentioned above. However, it uses much less power due to the use of a DSP architecture designed specifically for speech processing in ultra low-resource environments. Consuming less than I milliWatt of power, the DSP system can run continuously for up to 100 hours, and whereas today's low-resource processors typically require AA batteries, the DSP system operates on a single hearing-aid sized battery, which is smaller than a penny.
This allows voice command systems to be deployed in objects much smaller than before.
In the following sections, we first present an overview of the DSP hardware and describe how voice commands algorithms are mapped to the hardware components. We then describe how feature extraction, word endpoint detection and word likelihood calculations are performed on the system. The results of an evaluation performed using a specific configuration of the system are then presented, followed by a conclusion and a description of the work that will be done in the future.
THE DSP SYSTEM
The DSP system is implemented on two ASICs: a digital chip on 0.18Jl CMOS technology contains the DSP core, MHi operation is also possible. The entire system operates on a single battery down to 0.9 volts and consumes less than 1 milliWatt. Prototype versions of the chipset are packaged into a 6.5 x 3.5 x 25 mm hybrid circuit. • Input. They can be connected to switches to allow commands to be sent to the DSP system.
• Visual output. They can be connected to LEDs to inform the user of the current state of the system (training mode, recognition mode, etc.).
• Action output. They can be connected to various output devices. When the system recognizes a word, it can activate one or a combination of these pins to drive an external device, such as a speech synthesizer or a lamp. 
ENDPOINT DETECTION

2.
Information is lost during multiplications because the result must be truncated to 16 bits. The chip features a rounding instruction that reduces these quantization errors. were retrieved by the PC application and the models calculated using a MATLAB application. The resulting models were then loaded to the voice command system for the recognition phase.
System evaluation was performed on a vocabulary of 18 English words that included the 10 digits and 8
commands. The corpus contained 68 instances of each word, for a total of 1224. The tests were performed using the cross-validation technique; that is, a number of iterations were executed in which the corpus was split randomly into a training set and a recognition set. The results showed an average recognition rate of 99.5% over 50 cross-validation iterations.
CONCLUSIONS AND FUTURE WORK
This work has shown that voice command systems based on HMMs can be successfully deployed on DSP systems that are much smaller and use much less power that ever before. The system presented in this paper uses less than I milliWatt; it is packaged in a 6.5 x 3.5 x 2.5 mm hybrid circuit and uses a very small hearing-aid type battery.
Because the system is configurable in terms of features and HMM model characteristics, it will be able to support a large number of applications where HMMs are known to provide good results, such as speaker-independent voice command and speaker identification. For these applications, the characterization that we have performed will allow us to foresee the capabilities of the system in terms of latency, vocabulary size and accuracy.
Because the DSP system was specifically designed for speech processing applications, it is also very well suited for noise reduction, speech enhancement and voice activity detection algorithms. We intend to deploy these algorithms, either on the same DSP as the voice command system or on a second DSP running in parallel, in order to produce robustness adapted to the environment in which the voice command application will be deployed.
