Quantifying the uncertainty in penalized regression under group sparsity is an important open question. We establish, under a high-dimensional scaling, the asymptotic validity of a modified parametric bootstrap method for the group lasso, assuming a Gaussian error model and mild conditions on the design matrix and the true coefficients. Simulation of bootstrap samples provides simultaneous inferences on large groups of coefficients. Through extensive numerical comparisons, we demonstrate that our bootstrap method performs much better than popular competitors, highlighting its practical utility. The theoretical results generalize to other block norm penalization and sub-Gaussian errors, which further broadens the potential applications.
INTRODUCTION

1·1. Overview and background
The surge of recent work on statistical inference for high-dimensional models can be roughly grouped into a few categories. The first group of methods quantify the uncertainty in the lasso (Tibshirani, 1996) and its modifications via subsampling, data splitting, or the bootstrap; see Wasserman & Roeder (2009) , Meinshausen et al. (2009) , Chatterjee & Lahiri (2013) , Liu & Yu (2013) and Zhou (2014) . The second group makes inference along the lasso solution path or conducts post-selection inference via conditional tests; see Lockhart et al. (2014) , Tibshirani et al. (2015) and Lee et al. (2016) . Methods in the third group rely on a debiased lasso estimator to construct confidence intervals or perform significance tests (Zhang & Zhang, 2014; van de Geer et al., 2014; Javanmard & Montanari, 2014) . Ning & Liu (2017) and Voorman et al. (2014) have proposed score tests for penalized M-estimators or penalized regression. Under certain sparsity assumptions on the parameter space, all the methods make use of regularization, particularly 1 penalization.
This paper focuses on statistical inference under group sparsity, which arises naturally in many applications. Individual coefficients that are too small to detect may be reliably identified when grouped together, giving another motivation for the present work. Consider the linear model
where β 0 ∈ R p is the true parameter, y ∈ R n is the response vector, X = (X 1 , . . . , X p ) ∈ R n×p is the design matrix and ε ∈ R n is an error vector with zero mean and finite variance. Suppose that the predictors are partitioned into J nonoverlapping groups, denoted by G j (j = 1, . . . , J ).
That is, ∪ J j=1 G j = {1, . . . , p} and G j ∩ G k = ∅ for every j | = k. For β = (β 1 , . . . , β p ) ∈ R p , let β (j) = (β k ) k∈G j for each j. The group lasso (Yuan & Lin, 2006) is then defined aŝ
where · denotes the Euclidean norm. The positive weights w j are usually in proportion to √ p j , where p j = |G j | is the size of the jth group. In (2), we use ∈ to indicate thatβ, when not unique, is one of the minimizers. Given the group structure G = (G 1 , . . . , G J ) and α ∈ [1, ∞], the associated (1, α)-group norm, sometimes referred to as the 1,α norm, is defined as
where · α denotes the α norm of a vector. Thus, the penalty term in (2) is a weighted (1, 2)group norm of β. One may also use other (1, α)-group norm penalties in (2) (Negahban et al., 2012) . See Huang et al. (2012) for recent developments on regularization methods respecting group structure. Despite the wide application of these methods, limited effort has been devoted to uncertainty quantification and inference under group sparsity. Mitra & Zhang (2016) propose to debias the group lasso for inference about a group of coefficients, which generalizes the idea of the debiased lasso methods mentioned above. For each group, a difficult optimization problem must be solved, and thus it might be hard to apply this approach to a large number of groups. Meinshausen (2015) develops a conservative group-bound method to detect whether a group of highly correlated variables have nonzero coefficients.
1·2. Contributions of this work In this article, we consider group inference from a different angle. Our goal is to directly quantify the uncertainty in the group lasso (2) and other penalized estimators under group sparsity. Neither of the aforementioned group inference methods answers this question. Instead, we consider the parametric bootstrap, a simple simulation-based approach. Given a proper choice of a point estimateβ, we simulate an error vector ε * and put y * = Xβ + ε * . After minimizing the penalized loss (2) we obtain a group lasso solution β * for the simulated data y * . Under quite mild conditions on the design matrix X and the true parameter β 0 , we provide theoretical justification for using the distribution of (β * −β), conditional onβ, to make inference about β 0(j) for all j. Our theory is developed under a high-dimensional asymptotic framework as J n → ∞ and applies to large groups with size p j → ∞. To the best of our knowledge, such consistency in estimation of sampling distributions has not been established for group norm penalized estimators. Allowing for unbounded group sizes makes the group lasso fundamentally different from the lasso, so this work represents a distinct contribution from existing bootstrap methods for a lasso-type estimator (Chatterjee & Lahiri, 2013; Zhou, 2014) . It is also different from the work of McKeague & Qian (2015) and Shah & Bühlmann (2017) in which the bootstrap is used for correlation screening or simulation of a scaled residual without considering any group structure.
In addition to novel theoretical results, an important strength of this work is its potential in applications, as seen from the following three aspects.
First, by simulation one can easily estimate the distributions of many functions ofβ, and thus has much more flexibility in choosing which statistic to use for inference. The simulation approach allows for interval estimation and significance tests for all groups simultaneously and in fact for all individual coefficients as well. This contrasts with the debiased methods which solve an optimization problem for each individual coefficient or each coefficient group.
Second, the implementation of our bootstrap method is straightforward. There is no need for an additional optimization algorithm. In most cases, simple thresholding of the group lasso is valid for the point estimateβ, so a practitioner can use the same software package to find the group lasso solution and to quantify its uncertainty. According to our empirical study, a few hundred bootstrap samples usually suffice for accurate inference, which costs much less time than solving p optimization problems as used in the debiased lasso approach.
Third, numerical comparisons demonstrate that our method outperforms competing methods by a large margin for finite samples, which implies that it is much less dependent on asymptotic approximation. Moreover, our method is not very sensitive to the threshold value used to definẽ β, which is the only user-input parameter in our current implementation.
Although out of the scope of this paper, the method of estimator augmentation (Zhou, 2014 ) may greatly improve simulation efficiency, particularly in calculating tail probabilities in a significance test, making a simulation-based method more appealing in applications. This has been demonstrated for group inference by Zhou & Min (2016) .
Notation used throughout the paper is defined here.
j∈A as a matrix of size n × |A| consisting of columns in A, and similarly define M BA = (M ij ) i∈B,j∈A for B ⊂ N n . Denote by diag(v) the m × m diagonal matrix with v as the diagonal elements and by diag(M , M ) the block diagonal matrix with M and M as the diagonal blocks. For a square matrix M ∈ R m×m , diag(M ) extracts the diagonal elements, tr(M ) denotes the trace of M , and k (M ), for k ∈ N m , denotes its eigenvalues. Moreover, max (M ) and min (M ) denote the maximum and the minimum eigenvalues, respectively, or the supremum and the infimum when m → ∞. Denote by I m the m × m identity matrix. Given the group structure G, let
For two sequences a n and b n , write a n = (b n ) if b n = O(a n ) and a n b n if a n = O(b n ) and b n = O(a n ). Their probabilistic counterparts are written as p and p , respectively. We use ν(Z) to denote the distribution of a random vector Z. Positive constants c 1 , c 2 , etc. and positive integers N 1 , N 2 , etc. are defined locally and may have different values from line to line. Small positive numbers are often denoted by , which should be distinguished from the error vector ε.
BOOTSTRAPPING THE GROUP LASSO
2·1. Bootstrap and inference
We will assume that the noise vector ε ∼ N n (0, σ 2 I n ) until § 5, in which sub-Gaussian and other error distributions are considered. Letβ andσ be point estimates of β 0 and σ . We first describe our proposed parametric bootstrap for the group lasso, given point estimatesβ andσ , and discuss how to make inference with a bootstrap sample. In the next subsection, we will propose methods to constructβ andσ from the data (y, X ). Let B(y; λ) denote the set of minimizers of the loss in (2) so thatβ ∈ B(y; λ). Our parametric bootstrap for the group lasso contains two steps: (i) given (β,σ ), draw ε * ∼ N n (0,σ 2 I n ) and set y * = Xβ + ε * ; (ii) solve (2) with y * in place of y to obtain β * ∈ B(y * ; λ).
After drawing a large sample of β * values via the above procedure, we can make inference for each group j ∈ N J . By default, we choose the function
to build a confidence region and carry out a significance test for β 0(j) . From the bootstrap sample of β * , we estimate the (1 − γ )-quantile f j, (1−γ ) such that
Then our (1 − γ ) confidence region for β 0(j) is
We may also test the hypothesis H 0,j : β 0(j) = 0, which will be rejected at level (1−γ ) . This approach can make inference about β 0(j) simultaneously for all j = 1, . . . , J . One may choose other matrices in place of X (j) to define f j , as long as they satisfy some very mild conditions specified in Corollary 1.
2·2. Estimation of parameters
Multiple methods may be applied to obtain the point estimatesβ andσ . Roughly speaking, β must consistently recover the groups of β 0 with a large 2 norm andσ must be a consistent estimator of σ with a certain convergence rate.
One possible way to constructβ is to threshold the group lassoβ,
where b th > 0 is a cut-off value. Useful practical guidance is to choose the cut-off so that all small coefficient groups will be thresholded to zero. Let A = G(β) be the active groups ofβ and M = G A be the set of active coefficients ofβ. Then we perform a least-squares regression of y on XM to re-calculate the nonzero coefficients ofβ, which reduces their bias, and to estimate the error varianceσ 2 , provided that |M | < n. This will be implemented in our method for the numerical comparisons, with more details provided in § 4·1. See § 3·2 for other choices of the point estimates and theoretical justifications. The parametric bootstrap is commonly used for fixed-dimensional inference problems, such as linear regression with p fixed and n → ∞. However, there is no general theory on its validity for a high-dimensional problem. Thus, rigorous asymptotic theory for our bootstrap method, including the choice of the point estimators, will be developed in § 3 to justify its use under a setting that allows J n → ∞ and p j → ∞. If ε * is drawn by resampling the residualε = y −Xβ, then our method implements the standard residual bootstrap. To the best of our knowledge, consistency of either bootstrap method for the group lasso under the above high-dimensional setting has not been established in the literature.
When the group size p j = 1 for all j, our method reduces to a parametric bootstrap for the lasso. In this special case, it is closely related to the modified residual bootstrap proposed by Chatterjee & Lahiri (2011) . However, the consistency of their method is established under the assumption that p is fixed, while our theory applies to the case p n.
3. ASYMPTOTIC THEORY 3·1. Convergence of the bootstrap distribution Let A 0 = G(β 0 ), q 0 = |A 0 | and s 0 = |G A 0 | so that q 0 is the number of active groups and s 0 the number of active coefficients of β 0 . Denote by p min and p max the minimum and the maximum of {p j }, respectively. Recall the weights w j in (2) and assume w j ∈ [w * , w * ] for all j ∈ N J with 0 < w * < w * < ∞ throughout this section. We adopt a high-dimensional asymptotic framework for model (1), where p = p(n) > n → ∞, q 0 and p j may be unbounded, and σ 2 stays as a constant. Accordingly, y, X , and β 0 all depend on n. For brevity the index n is often suppressed. We say a sequence of events E n happens with high probability if pr(E n ) → 1 as n → ∞.
We first develop theoretical results assuming that the noise variance σ 2 is known, in which case we letσ = σ in our bootstrap sampling of β * . To facilitate our analysis, we introduce an intermediate variableβ * ∈ B(X β 0 + ε * ; λ), which follows the same distribution asβ since ν(ε * ) = ν(ε). Define centred and rescaled estimatorŝ
where r n is a sequence of positive numbers to be specified later. We will show that the 2 deviation betweenδ * and δ * , conditioning on a proper choice ofβ, converges to zero in probability, which leads to weak convergence of functions of δ * toδ. The case of unknown σ will be covered in § 3·2. We assume the following conditions on X and β 0 . Denote by = X T X /n the Gram matrix. Let α ∈ [1, ∞], Z ∼ N p (0, I p ) and
where α * is conjugate to α satisfying 1/α + 1/α * = 1.
Assumption 1. With high probability, sup j∈N J { max ( (jj) )} c < ∞ and for all ∈ R p ,
where κ 1 , κ 2 > 0 are universal constants.
Assumption 2. The true coefficient vector β 0 is sparse so that
and
Our next assumption is on the point estimatorβ. For c > 0, define
The inequality (8) in Assumption 1 guarantees the restricted eigenvalue assumption (Bickel et al., 2009; Lounici et al., 2011) under group sparsity, as shown in the Supplementary Material. It is also sufficient for the restricted strong convexity condition for the group lasso, as demonstrated in Negahban et al. (2012) . Assumption 2 shows that β 0 is sparse at both group and individual levels, and its active groups can be separated into strong and weak signals. A beta-min condition (10) is satisfied by the strong signal groups. As implied by (11), the point estimatorβ must identify only the strong groups and converge to the active groups of β 0 at a certain rate. A detailed discussion of these assumptions with comparisons to existing methods is provided in § 3·3. Lastly, the group lasso estimatorβ needs to have a certain convergence rate, which in fact defines the sequence r n .
Assumption 4. There is a sequence r n → ∞ such that, for someβ defined by (2),
THEOREM 1. Consider the model (1) with ε ∼ N n (0, σ 2 I n ) and p max /p min 1. Suppose that Assumptions 1 to 4 hold. Choose a suitable λ {(p max ∨ log J )/n} 1/2 . Putδ = r n (β − β 0 ) and δ = r n (b − β 0 ), where b is any minimizer of (2). Defineδ * and δ * by (7) with ε * ∼ N n (0, σ 2 I n ). Then for every > 0,
For v ∈ R p j , v / √ p j can be regarded as an average length of its components. Using such averages serves as a normalization across groups of different sizes. Since p max /p min 1, the r −1 n in (12) is the convergence rate of the supremum of the normalized 2 errors for the active groups. As shown in the proof of Theorem 1 in the Supplementary Material,
In Remark 1, we will see that r n may achieve the optimal rate of √ n under certain conditions. The key conclusion (14) shows that the 2 deviation between δ * andδ * converges to zero. We do not assume that (2) has a unique minimizer in Theorem 1. However, (13) implies that any two minimizers follow the same asymptotic distribution and thus there is no need to distinguish them when n is large.
We briefly comment on some technical aspects in the proof of this result, leaving the details to the Supplementary Material. The overall idea is to bound the difference in the group lasso loss function (2) when y * is used in place of y and then translate this into a bound on the deviation between δ * andδ * , which are centred minimizers of the loss. The challenge in the first step comes from the nonlinearity of the regularizer and the high dimension of the space. As a result, we cannot restrict our analysis to any finite-dimensional compact subset. Althoughδ * and δ * satisfy the socalled cone condition, which allows one to make use of restricted eigenvalue assumptions on X , the deviation (δ * −δ * ) may not lie in a cone and is usually not sparse. This presents another technical challenge in the second step. Now consider the implications of Theorem 1 for inference about a coefficient group. Theorem 5.1 in Lounici et al. (2011) 
under a generalized coherence condition for the group lasso setting. Let
We have the following result regarding group inference: COROLLARY 1. Consider the model (1) with ε ∼ N n (0, σ 2 I n ) and p max /p min 1. Suppose that Assumptions 1 to 3 are satisfied, and that (15) holds for a suitable λ {(p max ∨ log J )/n} 1/2 . Assume that the singular values of L j are bounded from above by a positive constant uniformly for all j ∈ N J . Then for every > 0, there are * j ∈ R p j such that
pr sup
Furthermore, a n √ n if p max = (log J ).
This corollary applies to simultaneous inference about all groups, each of a possibly unbounded size, based on the bootstrap distributions of T * j . Under assumptions such as those in Proposition 2, the singular values of X (j) / √ n are uniformly bounded between two positive constants with high probability. Thus, this corollary validates theoretically our bootstrap inference using the function f j in (4). In fact, one may use many other matrices to carry out the inference. Moreover, the explicit rate of a n is irrelevant to the practical implementation of our method.
Remark 1. The order of a n in (16) shows that the diameter of a confidence region constructed according to (17) is wider than the optimal rate by no more than a factor of 1 ∨ (log J /p max ) 1/2 . This suboptimality is caused by the intrinsic bias of the group lasso, instead of the bootstrap procedure. When the order of the group size is comparable to or larger than log J , however, the rate may become optimal with a n √ n. This is not possible for the lasso with p max = 1 and J = p n → ∞, which demonstrates another advantage of grouping a large number of coefficients for inference with the group lasso. Comparing (12) to (15) shows that r n = (a n ) in general. As a result, when a n becomes optimal we also have r n √ n.
3·2. Justification for point estimates To complete our validation of the proposed bootstrap inference in § 2 assuming σ is known, it remains to verify that the thresholded group lassoβ satisfies Assumption 3. PROPOSITION 1. Consider the model (1) with ε ∼ N n (0, σ 2 I n ) and p max /p min 1. Suppose that Assumptions 1, 2 and 4 hold. Choose a suitable λ {(p max ∨ log J )/n} 1/2 . Defineβ by (6) and assume that
Under Assumption 2 with S 2 = ∅, the condition that pr{β ∈ B(M 1 )} → 1 requiresβ to be model-selection consistent and to have a certain rate of convergence to β 0 . Of the two, model-selection consistency is the key, since conditional on G(β) = A 0 and s 0 √ n (9), one can always apply the ordinary least-squares method to re-estimate the active coefficients of β 0 , which will satisfy the convergence rate requirement. Here, we mention a few other methods for constructingβ, which are model-selection consistent. The first is the adaptive group lasso (Wei & Huang, 2010) , a natural generalization of the adaptive lasso (Zou, 2006) , which minimizes (2) with weights w j defined by an initial estimator. If we choose the group lasso as the initial estimator, Corollary 3.1 in Wei & Huang (2010) asserts that the adaptive group lasso is model-selection consistent, while allowing J , q 0 , and p max to grow with n. The second choice is to use a concave penalty, such as the minimax concave penalty (Zhang, 2010) . By Theorem 4·2 and Corollary 4·2 in Huang et al. (2012) , a penalized estimator under the group minimax concave penalty enjoys the oracle property, achieving model-selection consistency and the optimal rate in estimating active coefficients. Other possible methods may include stability selection (Meinshausen & Bühlmann, 2010) and the sample-splitting approach of Wasserman & Roeder (2009) .
When the noise variance is unknown, we insert an estimateσ in bootstrap sampling. To establish similar results as in Theorem 1 and Corollary 1, it suffices that
see the Supplementary Material. This requires thatσ converge to σ faster than the rate {q 0 (p max ∨ log J )} −1 . Ifσ is √ n-consistent, then for (19) to hold it is sufficient to have q 0 (p max ∨ log J ) √ n, which imposes no additional assumptions on the scaling among (n, J , q 0 , p max ) beyond that in (9). There are a few possible approaches that can achieve this desirable convergence rate. One may employ a two-stage approach, which selects a modelM in the first stage and then estimates the error variance by ordinary least-squares using only the variables inM . For our bootstrap approach, we letM = G A , where A = G(β) is the set of active groups of the thresholded group lassoβ defined in (6). For a proper choice of the cut-off value b th as in (18),M = G S 1 with high probability, selecting the strong coefficients consistently. Then the two-step approach leads to a √ n-consistent estimatorσ , because under Assumption 2, X (S 2 ) β 0(S 2 ) 2 /n = o p (n −1/2 ) does not affect the convergence rate ofσ . One can also consider a model selection procedure with a sure screening property (Fan & Lv, 2008) , that is, G A 0 ⊂M with probability tending to one. Fan et al. (2012) have shown thatσ constructed by the two-stage approach can be √ n-consistent if |M |(log p)/n = o p (1). The authors also propose a refitted crossvalidation estimator of σ 2 which only requires |M | = o p (n). The lasso estimator satisfies the sure screening property under a suitable beta-min condition and may be used as the model selection procedure in the above two methods for variance estimation. It is also possible to useσ with a different convergence rate, such as the estimators in the scaled lasso (Sun & Zhang, 2012) and the scaled group lasso (Mitra & Zhang, 2016) . See these references for the exact convergence rate ofσ , which may impose a different scaling among (n, J , q 0 , p max ) for (19) to hold.
3·3. Comparison to other methods
We discuss the main assumptions and conclusions of our asymptotic results, in comparison with other competing methods.
Assumption 1, imposed on the design matrix X , is quite mild and holds for random Gaussian designs.
The random Gaussian design, often referred to as the -Gaussian ensemble, is commonly used in high-dimensional inference. In particular, the debiased lasso methods (Zhang & Zhang, 2014; van de Geer et al., 2014; Javanmard & Montanari, 2014) either assume the same model or use it to verify the regularity conditions on X . The scaling among (n, J , q 0 , p max ) in (9) justifies the application of our method in a high-dimensional setting allowing J n → ∞ and q 0 , p max → ∞. If restricted to the special case of the lasso with p j = 1 for all j, (9) requires that s 0 log p √ n, which turns out to be the scaling assumed in the aforementioned debiased lasso methods. We have assumed in (10) that the true active groups A 0 can be separated into two subsets. The subset S 1 contains strong signals under a beta-min condition on β 0(j) , only allowing its normalized 2 norm to decay at a certain rate, while the subset S 2 includes small coefficients. Suppose that p max = (log J ) and s 0 n a/2 for a ∈ [0, 1). Then the normalized 2 norm of β 0(j) may be of any order outside the interval [n −(1+a)/2 , n −(1−a)/2 ]. When a is sufficiently small, we almost remove the beta-min condition in the sense that the normalized 2 norm of an active group can be of any order except n −1/2 . This case with p n is still in the high-dimensional regime. To apply Theorem 1 to the lasso, the beta-min condition on large signals becomes inf S 1 |β 0j | s 0 (log p/n) 1/2 . It is stronger than the minimum signal strength (log p/n) 1/2 for variable-selection consistency, because we did not assume any irrepresentable condition on X or require that the point estimatorβ have an optimal convergence rate. By Assumption 3 it is sufficient forβ to have the same suboptimal rate as the group lassoβ and to include only the strong signal groups. Nevertheless, the signal strength assumption (10) is relatively strong, since an ideal inference method should be valid for any parameter value. It will be an important future contribution to develop bootstrap methods for high-dimensional data without such assumptions.
The debiased lasso estimatorb, constructed with a relaxed inverseˆ of the Gram matrix , is asymptotically unbiased and can be expressed as
where W is a Gaussian random vector and the bias term ∞ = o p (1). This result may not be directly applicable to group inference about β 0G when |G| → ∞. To perform group inference, Mitra & Zhang (2016) propose to debias the group lasso with a relaxed projection matrix P G for each group G. The authors establish that finding P G is feasible with high probability for certain sub-Gaussian designs, leaving the possibility of failing to find a suitable P G when n is finite. These methods do not rely on a beta-min condition, which is an advantage over our approach. However, the importance of our theoretical results is seen as follows. First, they answer the fundamental question about quantifying the uncertainty in the group lassoβ, instead of a particular modification or function ofβ such as the debiased estimators. In this sense, the two approaches are not directly comparable. Second, (14) is a stronger result that bounds the total 2 deviation over all groups. The uniform convergence in Corollary 1, not established for the debiased group lasso, provides the theoretical foundation for simultaneous inference on a large number of groups.
In their Theorem 5·1, Chatterjee & Lahiri (2013) establish the consistency of a residual bootstrap for the adaptive lasso (Zou, 2006) , which can be defined via (2) with p j = 1 and w j specified by an initial estimator β † . Their beta-min condition, inf A 0 |β 0j | > K for some K ∈ (0, ∞), is stronger than our Assumption 2. They require β † to be √ n-consistent and to satisfy some form of deviation bound, which are much more restrictive assumptions than our Assumption 3 on the point estimatorβ. There are also technical assumptions on the design matrix in Chatterjee & Lahiri (2013) . It is not clear whether the random Gaussian design in Proposition 2 satisfies these assumptions. On the other hand, due to the use of the adaptive lasso, their confidence intervals will have a length of the optimal rate n −1/2 , while our method applied to the lasso will construct wider intervals asymptotically, as discussed in Remark 1.
NUMERICAL RESULTS
4·1. Methods and simulated data
To evaluate its finite-sample performance, we applied our parametric bootstrap method on simulated and real datasets. For each dataset, we obtain a solution path of the group lasso using the R package grpreg (Breheny & Huang, 2015; R Development Core Team, 2017) and choose the tuning parameter λ by cross-validation. Letβ ∈ B(y;λ) denote the solution for the chosen λ and q = |G(β)| be the number of active groups ofβ. In light of (18), we set the threshold value b th = 0·5λ(qp max ) 1/2 to obtainβ. Whenβ has n or more nonzero components, we keep only its largest n/p max − 1 groups in terms of 2 norm. Then the active coefficients ofβ are re-computed via least squares, and the noise variance is estimated by the residual. Given (β,σ ), we draw N = 300 bootstrap samples of β * ∈ B(y * ;λ) to make inference following the procedure described in § 2·1.
We compare our method with two debiased lasso approaches (Javanmard & Montanari, 2014; van de Geer et al., 2014) and the group-bound method (Meinshausen, 2015) , implemented in the R package hdi (Dezeure et al., 2015) and R function SSlasso. To distinguish it from the debiased lasso method of Javanmard & Montanari (2014), we will call the method of van de Geer et al.
(2014) the desparsified lasso. The hdi package allows the user to input an estimate of the noise variance for the desparsified lasso, for which we use the same estimate in our approach to make results more comparable. Other tuning parameters are chosen via the default methods in their respective implementation.
The rows of X are independent draws from N p (0, ), with chosen from the following two designs: (i) Toeplitz, jk = 0·5 |j−k| ; (ii) exponential decay, ( −1 ) jk = 0·4 |j−k| . Recall that s 0 denotes the number of active coefficients. We adopt two ways to assign active coefficients: (1) set the first s 0 coefficients β 0k (k = 1, . . . , s 0 ) to be nonzero; (2) the active coefficients are evenly spaced in N p . Since neighbouring X j s are highly correlated in both designs, the two different ways of assigning active coefficients lead to distinct correlation patterns among the true predictors and between the true and false predictors. Index the two designs by d ∈ {i, ii} and the two ways of assigning active coefficients by a ∈ {1, 2}. Given X and β 0 , the response y is simulated from 
r A , coverage rate of active groups; PWR, power; FPR, false positive rate.
N n (X β 0 , I n ). In the first simulation study described in § § 4·2 and 4·3, we fixed s 0 = 10, drew β 0k ∼ Un(−1, 1) for k ∈ G A 0 , and chose (n, p) ∈ {(100, 200), (100, 400)}. The combination of above choices for (a, d, n, p) created eight different data generation settings. In each setting, we generated K = 20 data sets, i.e., K independent realizations of (y, X , β 0 ).
4·2. Group inference
We first examine the performance in group inference. The predictors were partitioned into groups of size p j = 10 by two different methods. In the first method, we group the 10 active coefficients into one group and the other zero coefficients into the remaining groups, in which case there is only one active group. In the second way of grouping, there are two active groups, each containing five nonzero coefficients and five zero coefficients. We will denote these ways of grouping by P 1 and P 2 . Clearly, the signal strength of the active groups in P 2 is weaker.
Our bootstrap method, the desparsified lasso, and the group-bound method were used to test the hypothesis H 0,j : β 0(j) = 0 at level γ for each group. The desparsified lasso method outputs a p-value ξ k for each individual test β 0k = 0 for k ∈ N p . If k ∈ G j , we adjust the p-value by Bonferroni correction with the group size to obtain ξ adj,k = ξ k p j . Then the hypothesis H 0,j will be rejected if min k∈G j ξ adj,k γ . For each j ∈ N J , the group-bound method constructs a lower bound for β 0(j) 1 to test the hypothesis H 0,j . We chose γ = 0·05 and recorded the numbers of rejections among the active and the zero groups, denoted by m A and m I , respectively. Then for each method, we calculated the power PWR = m A /q 0 and the Type-I error rate, i.e., the false positive rate, FPR = m I /(J − q 0 ). Our method can build a confidence region for each group using (5). We recorded the coverage rate r A for the active groups, while the coverage rate for the zero groups r I = 1 − FPR. The other two competing methods do not construct confidence regions for a group of coefficients. The average result over the K datasets in each data generation setting is reported in Table 1 .
Our bootstrap method shows very satisfactory control of Type-I errors, around the nominal level of 5% for all cases, while its coverage rate for active groups exceeds 0·9 with power over 0·8 in most cases. In contrast, the desparsified lasso is too optimistic with Type-I error rates ranging between 40% and 70%, and the group-bound approach is extremely conservative, resulting in no false rejections but having low power. Although the bias term in (20) can be far from negligible when n is finite, the desparsified lasso method totally ignores this term, and as a result its confidence intervals are often too narrow and its p-values become severely underestimated. On the contrary, our approach takes care of the bias in the group lasso via simulation instead of asymptotic approximation, which turns out to be very important for finite samples, as suggested by the comparison. This is one of the reasons for the better performance of our method in Table 1 . Another reason is our explicit use of the group lasso so that group structures are utilized in both the estimation ofβ and the bootstrap simulation. These points will be further confirmed in our subsequent comparison on inference for individual coefficients.
The group-bound method is by nature conservative, testing the null hypothesis β 0G = 0 for G ⊂ N p with a lower bound of the 1 norm β 0G 1 . By design, the Type-I error is controlled simultaneously for all groups G ⊂ N p at the significance level γ even if one specifies a particular group, like what we did in this comparison. It suffers from low power, especially when the group G does not include all the covariates that are highly correlated with the true variables. To verify this observation, we did more tests on the datasets of size (n, p) = (100, 200). For the Toeplitz design with the first 10 coefficients being active, its power stayed close to zero until we included the first 100 variables in the group G and increased to 0·86 when G = {1, . . . , p} including all variables. We then increased the signal strength by simulating active coefficients β 0k ∼ Un(−3, 3). In this case, the power of the group-bound method increased to 0·45 for G = {1, . . . , 10} and to 0·52 for G = {1, . . . , 50}, which are still substantially lower than the power of our bootstrap method under weaker signals; see the first row in Table 1 . This demonstrates the advantage of our method in the presence of between-group correlations, while the group-bound method might be more appropriate when groups are defined by clustering highly correlated variables together. Since its target application is different, we exclude the group-bound method from the following comparisons.
4·3. Individual inference
Since the desparsified lasso was designed without considering variable grouping, we conducted another set of comparisons on inference about individual coefficients. We included the debiased lasso in these comparisons. For our bootstrap method, we completely ignore any group structure and set p j = 1 for all j throughout all the steps in our implementation. Under this setting, the confidence region R j (γ ) in (5) reduces to an interval. We applied the three methods on the same datasets used in the previous comparison to construct 95% confidence intervals for individual coefficients and to test H k : β 0k = 0 for k ∈ N p . The detailed results are relegated to the Supplementary Material. Here, we briefly summarize the key findings.
First, our bootstrap method shows almost perfect control of the Type-I error, slightly lower than but very close to 5%, while its power is between 0·5 and 0·9 for almost every setting. The Type-I error rate of the desparsified lasso is again higher than the desired level. The debiased lasso, on the other hand, has Type-I error close to or below 1% in all cases. In terms of interval estimation, our method shows a close to 95% coverage rate, averaging over all coefficients, with a shorter average interval length than its competitors. Our bootstrap method built shorter intervals with a coverage rate close to 95% for zero coefficients, while the other two methods showed higher coverage rates with slightly wider intervals for active coefficients. The interval lengths between active and zero coefficients are very different for our method but are almost identical for the two debiased lasso methods. For j / ∈ A 0 , the variance of the lassoβ j is in general smaller andβ j can be exactly zero. Our method makes use of such sparsity to improve the efficiency of interval estimation for zero coefficients. The debiased lassob desparsifies all components of the lasso, in some sense averaging the uncertainty over all coefficients. Lastly, the effect of grouping variables can be seen by comparing the results for our parametric bootstrap with those in Table 1 . At almost the same level of Type-I error rate, its power and coverage rate of active coefficients can be boosted substantially through either way of grouping, which numerically confirms our motivation to group coefficients for a more sensitive detection of signals.
Furthermore, we compared the running time between our method applied to the lasso and the desparsified lasso method. The time complexity of our method is in proportion to the bootstrap sample size N = 300. We ran both methods without parallelization to make inference about all p coefficients. For a wide range of choices for (n, p), our method was uniformly, in some settings more than ten times, faster than the desparsified lasso; see the Supplementary Material. Bootstrapping the group lasso is even faster, since the group lasso in general runs faster than the lasso.
4·4. Weak and dense signals
In the second simulation study, we added a third active group of 10 coefficients to the setting of (n, p) = (100, 400) with grouping P 2 . We set the coefficients β 0k ∈ {± } in the third group and chose ∈ {0·02, 0·2}. The signal of this group, in particular when = 0·02, was much weaker than that of the first two groups. The vector β 0 also became denser with q 0 = 3 and s 0 = 20. Both aspects make the datasets more challenging for an inferential method. Neither the sparsity condition (9) nor the signal strength condition (10) in Assumption 2 is satisfied. The results here thus can indicate how the bootstrap method works when key assumptions of our asymptotic theory are violated. To obtain accurate estimation of coverage rates in the presence of such small signals, we increased the number of datasets generated in each setting to K = 50.
We applied our bootstrap method and the desparsified lasso with Bonferroni adjustment to perform group inference on these datasets, as in § 4·2. Moreover, we conducted a Wald test with the desparsified lassob as follows. The asymptotic distribution ofb (20) implies that, for a fixed group G of size m,
) follows a χ 2 distribution with m degrees of freedom as n → ∞, where V is the covariance of the Gaussian random vector W . Thus, one may use the statistic T G to test whether a group of coefficients is zero such as in H 0,j : β 0(j) = 0. The results of the three methods are reported in Table 2 . To highlight the expected difference in performance, we separately report the coverage rate and power for the strong groups, r S and PWR S , and those for the weak group, r W and PWR W .
Again our bootstrap method achieved good control of Type-I error rate, all around or below 5%. The coverage rate and power for the strong groups are comparable to those in Table 1 , indicating that they were not affected by the inclusion of a weak group. The power for detecting the third group is low when = 0·02, which is fully expected given the low signal strength, and becomes much higher when is increased to 0·2. As discussed above, the data simulated here do not satisfy Assumption 2. As a consequence, the bootstrap samples might not provide a good approximation to the sampling distribution, which could be a reason for the low coverage rate of the weak group. We observe that r W is in general higher when = 0·02 than when = 0·2. This is because sup S 2 β 0(j) with = 0·02 is closer to the requirement in (10) for small coefficients. The desparsified lasso with Bonferroni correction failed to control the Type-I error at the desired level. While it shows a higher detection power for the weak group when = 0·02, its power is largely comparable to our method when = 0·2. The gain in power could simply be the result of high false positive rates. Compared to Table 1 , we see a decrease in the 
r S , r W , coverage rate for strong and weak signal groups, respectively; PWR S , PWR W , power for strong and weak signal groups, respectively; FPR, false positive rate.
false positive rates. This is because the error variance σ 2 was overestimated for these datasets, alleviating the underestimate of p-values by the desparsified lasso. On the contrary, the Wald test seems too conservative, almost never rejecting a zero group. Its power for detecting the weak group is close to zero for most of the cases. These results are the consequence of ignoring the term in (20), which introduces systematic bias in the Wald test statistic for finite samples. This numerical comparison demonstrates the advantage of our bootstrap method in the existence of weak coefficient groups in a relatively dense setting.
4·5.
Real data designs We further tested our method on design matrices drawn from a gene expression dataset (Ivanova et al., 2006) , which contains expression profiles for about 40 000 mouse genes across n = 70 samples. The expression profile of each gene was transformed to a standard normal distribution via quantile transformation. The following procedure was used to generate datasets for our comparison. First, randomly pick p genes and denote their expression profiles by X j ∈ R n (j = 1, . . . , p). We calculate the correlation coefficients (r ij ) p×p among X j s and the total absolute correlation r i• = j |r ij | for each gene i ∈ N p . For the gene with the highest r i• , we identify the (m − 1) genes that have the highest absolute correlation with this gene. These m genes are put into one group. Then we remove them from the gene set and repeat this grouping process until we partition all p genes into J = p/m groups. This grouping mechanism results in high correlation among covariates in the same group. Next, fixing the first q 0 groups to be active, we draw their coefficients β 0k ∼ Un(−b, b) . The parameters in the above procedure were chosen as p ∈ {500, 1000}, b ∈ {1, 3, 5}, m = 10, and q 0 = 3. For each combination of (p, b), we obtained K = 100 independent realizations of (X , β 0 ). Given each realization, a range of the noise variance σ 2 ∈ {0·1, 0·5, 1} was then used to simulate the response y ∼ N n (X β 0 , σ 2 I n ). Compared to the data generation settings in § 4·1, datasets in this section have a smaller sample size n = 70 but a higher dimension p, and the correlation among the covariates is much higher. These put great challenges on an inferential method.
We applied both the bootstrap and the desparsified lasso methods to perform group inference, as in § 4·2. As reported in Table 3 , our bootstrap method gives good and slightly conservative 
FPR, false positive rate; PWR, power; PWR * , power of the desparsified lasso after matching false positive rate to 5%.
control over Type-I errors, with false positive rates all close to but below 5%, the desired level. Its power in general increases as the signal-to-noise ratio increases and is seen to be around 0·5 when the signal-to-noise ratio is reasonably high. On the contrary, the Type-I error rate of the desparsified lasso method, not reported in the table, was over 0·9 for most of the cases, showing that it failed to provide an acceptable p-value approximation for these datasets. This might be caused by the facts that this method is not designed for group inference and that n = 70 is too small for asymptotic approximation. To conduct a complete comparison, we then used both methods to make inference about individual coefficients as in § 4·3, in which the group structures were totally ignored in our method by setting all p j = 1. Our method again controlled the Type-I error to a level slightly lower than 5%, but showed a decrease in power, as expected, without using grouping. The false positive rate of the desparsified lasso became smaller for individual inference, ranging between 15% and 30%, but still far from the desired level of 5%. This makes it difficult to compare power between the two methods, as the higher power of one method could simply come at the cost of more false positives. To resolve this, we sorted the p-values for all the zero coefficients output from the desparsified lasso method, and chose a cut-off p * such that 5% of them would be rejected. In this way, the false positive rate by definition is always 5%, slightly higher than that of our bootstrap method, while the corresponding power becomes largely comparable, as shown in Table 3 . The overestimate of the significance level by the desparsified lasso method was severe for these datasets. To achieve the target Type-I error rate of 5%, the cut-off for its p-values was less than 0·002 for all the settings and was much smaller for many of them. This comparison shows that our parametric bootstrap method can achieve a desired level of false positive control in presence of high correlation among a large number of predictors. It again confirms that grouping variables can lead to substantial power gains. 4·6. Sensitivity to thresholding Withλ chosen by crossvalidation, the only parameter that requires user input in our method is the threshold value b th . The following experiment examines how sensitive our method is to this parameter. Given the group lasso solutionβ, we reorder its groups so that β (1) · · · β (J ) .
Then we choose a range of threshold values, b th = β (k+1) , such that the thresholded group lassoβ has k active groups for k = 0, . . . , K, say K = 6. We applied this procedure on the simulated datasets generated from the four settings with n = 100, p = 400 and G = P 2 in Table 1 , which have q 0 = 2 active groups. These were the most difficult settings, for which our bootstrap method had the lowest power and coverage rate r A . Figure 1 plots the curve of the false positive rate and the curve of the active group coverage rate r A against k, the number of active groups after thresholding, in each of the four settings. The false positive rates are well-controlled at the desired level of 5% for all the threshold values. They are around 0·05 when b th is well-chosen so thatβ has k = q 0 = 2 active groups, and becomes smaller when b th deviates from the optimal value. This suggests that our method is not sensitive to the threshold value in terms of Type-I error control. The coverage of the active groups stays at a high level whenβ contains two or more active groups, but can be substantially lower if one or both of the true active groups are missing. Thus, including a few false positive groups in the active set ofβ will not hurt the performance of our method that much, since the estimated coefficients of these groups, via refitted least squares, tend to be small. Similar patterns were observed for inference on individual coefficients, when b th was chosen forβ to have up to 30 nonzero coefficients while the true active set contained only 10 variables.
GENERALIZATIONS AND DISCUSSIONS
5·1. The block lasso and sub-Gaussian error
The bootstrap method outlined in § 2·1 can be generalized to other sparse regularization methods under different error distributions, but the difficulty is to validate such generalizations theoretically. In this subsection, we provide theory for two generalizations. First, we assume that the error vector ε ∈ R n is zero-mean sub-Gaussian. Second, we consider the general (1, α)-group norm (3) for α ∈ [2, ∞] and correspondingly the block lasso estimator
Our method is essentially to bootstrap the block lasso under a sub-Gaussian error distribution. We assume the error distribution is given from which we can draw ε * . Defineδ,δ * , and δ * as in (7) but withβ,β * and β * denoting the corresponding block lasso estimates instead.
Recall that α * is conjugate to α. To establish asymptotic theory for bootstrapping the block lasso, we need a modified version of Assumption 2:
Assumption 5. The true coefficient vector β 0 is sparse so that
where b n (α) = p
Together with a proper choice of λ, we can now generalize Theorem 1 to the block lasso.
THEOREM 2. Consider the model (1) with sub-Gaussian noise ε and p max /p min 1. Let α ∈ [2, ∞) and 1/α + 1/α * = 1. Suppose that Assumptions 1, 3 and 5 hold, and that there is a sequence r n → ∞ such that (12) holds for someβ defined by (21). Consider a suitable choice of
Putδ = r n (b − β 0 ), where b is any minimizer of (21). Suppose that ν(ε * ) = ν(ε) in the definition ofδ * and δ * . Then for every > 0, pr( δ −δ > | X ) = o p (1), pr( δ * −δ * > | X ,β) = o p (1).
The assumptions of this theorem parallel those of Theorem 1. The differences appear in assumptions (22) and (23) on β 0 and the order of λ (24), both reducing to the corresponding assumptions in Theorem 1 when α = α * = 2. This theorem does not include the case α = ∞, for which we need an additional assumption on the margin of β 0 , defined in (25) as follows. For θ = (θ 1 , . . . , θ m ) ∈ R m , let π be a permutation of the set N m such that |θ π(1) | · · · |θ π(m) |. Define the margin of θ by d(θ) = 1 √ 2 (|θ π(1) | − |θ π(2) |).
THEOREM 3. Let α = ∞ and α * = 1. In addition to the assumptions of Theorem 2, further assume that inf j∈S 1 d(β 0(j) ) λ(q 0 ) 1/2 .
Then all the conclusions in Theorem 2 hold.
The additional assumption on the margin of β 0(j) ensures that β (j) ∞ is differentiable in a neighborhood of β 0(j) . Letting α * = 1 in (22) and (24), we have λ(q 0 ) 1/2 p max q 0 (p max ∨ log J ) n 1/2 p max q 0 (p max ∨ log J ) √ n = o(1).
It is seen that assumption (26) is quite mild, allowing the margin of β 0(j) to decay to zero. Let a n be defined by a n sup j β (j) − β 0(j) / √ p j p 1 for the block lassoβ. We can obtain a similar result as that in Corollary 1 for α ∈ [2, ∞], although it is unclear when a n would become optimal in this more general case for statistical inference. We have assumed that the error distribution is known, ν(ε * ) = ν(ε), in the above. This may be relaxed to using an estimated error distribution. If we assume that the only unknown parameter of the sub-Gaussian error distribution is a scale parameter, one can show that a point estimator satisfying certain convergence rate will suffice for establishing the above theorems.
Remark 2. In the course of proving Theorems 2 and 3, we derived non-asymptotic upper bounds on β − β 0 and β − β 0 G,α for α ∈ [2, ∞]. This result is of independent interest and obtained under a weaker block normalization assumption compared to Corollary 4 in Negahban et al. (2012) . See the Supplementary Material for details.
5·2. Future work
We have developed asymptotic theory on the consistency of a parametric bootstrap method for group norm penalized estimators, which allows for the use of simulation to construct interval estimates and quantify estimation uncertainty under group sparsity. Due to the intrinsic bias of a sparse penalized estimator, however, the length of an estimated interval, in general, may not be on the order of the optimal parametric rate of n −1/2 ; see, for example, (16). One possible improvement is to simulate from a less biased estimator instead, such as the debiased estimator in Zhang & Zhang (2014) and van de Geer et al. (2014) , as discussed in § 3·3. In order to reach the optimal rate, the authors rely on solving p lasso problems to obtain the relaxed inverseˆ , which becomes a computational bottleneck for this approach. We may use a different relaxed inverseˆ that is computationally cheaper to define the debiased estimatorb =b(ˆ , y, X ). The same bootstrap method can be applied to approximate the distribution, ν(r n (b − β 0 ) | X ), with r n determined by the convergence rate ofb. Ifb converges at a faster rate as it is less biased than the group lassoβ, the confidence intervals will be shorter asymptotically. Using the bootstrap instead of asymptotic approximation, this approach is also expected to have superior finite-sample performance, as was observed in the numerical comparisons in § 4. In a similar spirit, Ning & Liu (2017) used a bootstrap strategy to approximate the distribution of their decorrelated score function for high-dimensional inference.
We have proposed multiple approaches that can provide a point estimateβ for our bootstrap method. However, it is arguable that thresholding the group lasso is still the most convenient choice in practice, without solving another optimization problem. From this perspective, an interesting future direction is to develop a method to determine an appropriate threshold value from data. It remains to find out whether Assumption 3 onβ is a necessary condition by further analysis. At least, the numerical results in § 4·6 seem to suggest that this may not be the case. Another future direction is to develop estimator augmentation (Zhou, 2014) under group sparsity, which, by employing Monte Carlo methods, could offer great flexibility in sampling from the distribution of a sparse regularized estimator.
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