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Abstract
We consider partial zeta functions ζ(s, c) associated with ray classes c’s of
a totally real field. Stark’s conjecture implies that an appropriate product of
exp(ζ ′(0, c))’s is an algebraic number which is called a Stark unit. Shintani gave
an explicit formula for exp(ζ ′(0, c)) in terms of Barnes’ multiple gamma function.
Yoshida “decomposed” Shintani’s formula: he defined the symbol X(c, ι) satisfying
that exp(ζ ′(0, c)) =
∏
ι exp(X(c, ι)) where ι runs over all real embeddings of F .
Hence we can decompose a Stark unit into a product of [F : Q] terms. The main
result is to show that ([F : Q]− 1) of them are algebraic numbers. We also study a
relation between Yoshida’s conjecture on CM-periods and Stark’s conjecture.
1 Introduction.
We recall the rank 1 abelian Stark conjecture. LetK/F be an abelian extension of number
fields, and S a finite set of places of F . In this paper, we always assume that
S contains all primes ramifying in K/F and all infinite places of F , and |S| ≥ 3.
We put G := Gal(K/F ). The partial zeta function ζS(s, τ) associated with τ ∈ G is
defined by
ζS(s, τ) :=
∑
a⊂OF , (a,S)=1, (K/Fa )=τ
Na−s.
Here a runs over all integral ideals of F , relatively prime to any prime ideal in S, whose
image under the Artin map (K/F∗ ) is equal to τ . This series converges for Re(s) > 1, has
a meromorphic continuation to C, which is analytic at s = 0.
Conjecture 1 (The rank 1 abelian Stark conjecture). Let F,K, S,G be as above. We
denote the number of roots of unity in K by eK . Assume that there exists a place v in
S splitting completely in K, and fix a place w of K lying above v. Then there exists an
element ǫ ∈ K×, which is called a Stark unit, satisfying
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(i) ǫ is a v-unit.
(ii) log |τ(ǫ)|w = −eKζ ′S(0, τ) for all τ ∈ G.
(iii) K(ǫ1/eK )/F is an abelian extension.
We note that the statement of the rank 1 abelian Stark conjecture in the case |S| = 2 is
slightly different from the above, and has been proved (for the proof, see [Da, Proposition
4.3.11]).
In the following, we only consider the case when the splitting place v is a real infinite
place, and focus on the property that ǫ is a unit. We note that
• If more than one place in S splits completely in K, then ζ ′S(0, τ) = 0 for all τ ∈ G,
so Conjecture 1 is trivial. Therefore, when v is a real infinite place, we may assume
that F is totally real. (Note that a complex infinite place always splits completely.)
• There exists a real infinite place of F splitting completely if and only if K is not
totally complex.
• We can write a Stark unit explicitly as ǫ = exp(−eKζ ′S(0, id)) when w is a real
infinite place.
Therefore our problem can be formulated as follows:
Definition 1. Let R+ be the multiplicative group of positive real numbers. For any sub-
group X of R+, we put X
Q := {x ∈ R+ | there exists n ∈ N satisfying xn ∈ X}.
Conjecture 2 (A part of Stark’s conjecture). Let K be a finite abelian extension of a
totally real field F and G := Gal(K/F ). Assume that K is not totally complex. We fix a
real embedding of K and regard F,K as subfields of R (i.e., F ⊂ K ⊂ R). Then we have
exp(ζ ′S(0, τ)) ∈
(O×K ∩ R+)Q (τ ∈ G). (1)
Here we denote by O×K the group of units in K.
Let K be a finite abelian extension of a totally real field F , and S, τ ∈ G as above. In
particular, we do not assume that K is not totally complex. In [Yo], Yoshida decomposed
exp(ζ ′S(0, τ)) into the following form. For an integral divisor f of F , we denote by Cf the ray
class group modulo f. Let fK/F be the conductor of K/F and Art : CfK/F → G the Artin
map. For an integral divisor f with fK/F |f, we denote the composite map Cf → CfK/F Art→ G
by Artf. Then we obtain (Theorem 1)
exp(ζ ′S(0, τ)) =
∏
ι : F →֒R
∏
c∈Art−1
fS
(τ)
exp(X(c, ι)),
if we take
fS := fK/F × “the product of all places λ ∈ S with λ ∤ fK/F”. (2)
Here ι runs over all real embeddings of F , and X(c, ι) is Yoshida’s class invariant defined
in §2, in terms of Barnes’ multiple gamma function and Shintani’s cone decomposition.
The main result (Theorem 2) in this paper states that under the assumption of Conjecture
2, there exist a totally positive unit ǫ ∈ O×F and a natural number m satisfying
2
∏
c∈Art−1
fS
(τ)
exp(X(c, ι)) = ι(ǫ)
1
m whenever ι 6= id.
As a direct application, we can refine the statement of Conjecture 2 as follows:∏
c∈Art−1
fS
(τ)
exp(X(c, id)) ∈ (O×K ∩ R+)Q .
Moreover, the main result in this paper has the following significance: In §5, we will discuss
a relation between the algebraicity of Stark units, monomial relations among CM-periods,
and Yoshida’s conjecture (Conjecture 3) on Shimura’s period symbol. Theorem 2 and its
Corollary are necessary for this discussion (to be precise, for the proofs of Propositions 4,
5, 6).
Let us explain the outline of this paper. In §2, we introduce Yoshida’s technique for
decomposing ζ ′S(0, τ): Associated with a ray class c and a real embedding ι of F , we
define the invariant X(c, ι) in terms of Barnes’ multiple gamma function and Shintani’s
cone decomposition. Then we state a modified version of Shintani’s formula (Theorem
1) which gives the canonical decomposition of ζ ′S(0, τ). In §3, we state our main result
(Theorem 2) and provide the proof. When [F : Q] = 2, this result is due to Yoshida,
and our proof is a generalization of his proof. One of the new ideas of this paper is
to define “formal multiple zeta values” in (11), which we need since we treat the case
when usual multiple zeta function does not converges (e.g., in Definition 5). In §4, we
give the proof of Lemma 3 which states that, roughly speaking, we can take a suitable
cone decomposition for computing X(c, ι)’s. This Lemma is a key step in the proof of
Theorem 2. As an application, in §5, we study a relation between Yoshida’s conjecture
on CM-periods and Stark’s conjecture: Yoshida formulated a Conjecture (Conjecture 3)
which expresses Shimura’s period symbol in terms of exp(X(c, ι))’s. By using Theorem
2, we can reformulate this Conjecture to the form (38). We note that (38) has a natural
generalization (Conjecture 4) which also implies a part of Stark’s conjecture. Furthermore,
we give some evidence for Conjecture 4.
2 Yoshida’s X-invariant.
In this section, we introduce Yoshida’s X-invariant, which is defined as the sum of three
invariants G,W, V . Barnes’ multiple zeta function ζ(s, a, z) for z ∈ R+, a = (a1, . . . , ar) ∈
Rr+ is defined by
ζ(s, a, z) :=
∑
0≤m1,m2,...,mr∈Z
(z +m1a1 + · · ·+mrar)−s.
This series converges for Re(s) > r, has a meromorphic continuation to C, which is
analytic at s = 0.
Definition 2. We define the multiple gamma function as
Γ(z, a) := exp(ζ ′(0, a, z)) (z ∈ R+, a ∈ Rr+).
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We note that this definition is slightly different from Barnes’ definition: exp(ζ ′(0, a, z)) =
Γr(z, a)/ρr(a) with a correction term ρr(a).
Let F be a totally real field of degree n, O its ring of integers, and ∞1, . . . ,∞n all
the infinite places of F . We denote the set of all totally positive elements in F,O,O× by
F+,O+,O×+ respectively. Let f be an integral divisor of F of the form
f = m∞1 · · ·∞n
with m an integral ideal. We denote the ray class group modulo f by Cf. The partial zeta
function ζ(s, c) associated with c ∈ Cf is defined by
ζ(s, c) :=
∑
a⊂O, a∈c
Na−s,
where a runs over all integral ideals in the ray class c. This series also has a meromorphic
continuation to C, which is analytic at s = 0. When K/F is an abelian extension, taking
S, fS as in (2), we can write for τ ∈ Gal(K/F )
ζS(s, τ) =
∑
c∈Art−1
fS
(τ)
ζ(s, c).
We identify F ⊗R = Rn by z⊗α 7→ (αιk(z))k, where ι1, . . . , ιn are all real embeddings
of F . We consider a “cone decomposition” of a subset of F ⊗ R in the following sense.
Definition 3. Assume that v1, . . . , vr ∈ O are linearly independent in F ⊗R over R. We
define an (r-dimensional open simplicial) cone C(v) with the basis v := (v1 . . . , vr) by
C(v) = C(v1, . . . , vr) :=
{
r∑
i=1
xivi ∈ F ⊗ R | x1, x2, . . . , xr ∈ R+
}
.
We note that whenever we consider a cone C(v1, . . . , vr) in this paper, we assume that
v1, . . . , vr are in O and linearly independent.
We put F ⊗ Rn+ := Rn+ = {(x1, . . . , xn) ∈ Rn | x1, . . . , xn > 0}. Let D be a subset of
F ⊗ R. Throughout this section, we always assume that
• D has a cone decomposition of the form D = ∐j∈J C(vj), where the symbol ∐
denotes the disjoint union, J is a finite set of indices, and C(vj) is a cone with the
basis vj = (vj1, . . . , vjr(j)) ∈ Or(j) (j ∈ J , 1 ≤ r(j) ≤ n).
• D ⊂ F ⊗ Rn+. Namely, all of the above vji’s are totally positive.
We note that we will relax the second condition for D from the next section.
For each c ∈ Cf, we fix an integral ideal ac satisfying that acf and c belong to the same
narrow ideal class (in C(1)∞1···∞n). For j ∈ J we put
R(c, ac,vj) :=

x = (x1, . . . , xr(j)) ∈ (Q ∩ (0, 1])r(j) | z :=
r(j)∑
i=1
xivji ∈ (acf)−1, zacf ∈ c

 .
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We see that R(c, ac,vj) is a finite set (or the empty set) since the condition
∑r(j)
i=1 xivji ∈
(acf)
−1 implies that the denominators of xi are bounded. Moreover, we can write [Yo,
Chapter II, Lemma 3.2]{
z ∈ (acf)−1 ∩ C(vj), zacf ∈ c
}
=
∐
x∈R(c,ac,vj)
{
(x1 +m1)vj1 + · · ·+ (xr(j) +mr(j))vjr(j) | 0 ≤ m1, . . . , mr(j) ∈ Z
}
. (3)
Hence for any real embedding ι of F , we obtain∑
z∈(acf)−1∩D, (z)acf∈c
ι(z)−s =
∑
j∈J
∑
x∈R(c,ac,vj)
ζ(s, ι(vj), ι(x
tvj)).
In particular, this series has a meromorphic continuation to C, which is analytic at s = 0.
Then the G-invariant [Yo, Chapter III, (3.6), (3.28)] is defined by
G(c, ι;D, ac) :=

 d
ds
∑
z∈(acf)−1∩D, (z)acf∈c
ι(z)−s


s=0
=
∑
j∈J
∑
x∈R(c,ac,vj)
log Γ(ι(x tvj), ι(vj)).
In [Yo, Chapter III, (3.8), (3.31)], the W -invariant was defined by
W (c, ι;D, ac) := −1
n
logNacf ·

 ∑
z∈(acf)−1∩D, (z)acf∈c
ι(z)−s


s=0
. (4)
In the present paper, we slightly modify this definition. Let FIF be the group of all
fractional ideals of F . We define a group homomorphism logι : FIF → R for each real
embedding ι of F in the following manner. For each prime ideal p, we choose πp ∈ O+
satisfying ph
+
F = (πp), where h
+
F is the narrow class number. Then we put logι p :=
1
hF
log ι(πp) for every ι, and extend this linearly to logι : FIF → R. We easily see the
following (5), (6). For a ∈ FIF , we have
logNa =
∑
ι : F →֒R
logι a. (5)
For a principal ideal (α) with α ∈ F×, there exist ǫ ∈ O×+, m ∈ N satisfying
logι(α) = log |ι(α)|+
1
m
log ι(ǫ) (6)
for all real embeddings ι of F . Then we define the W -invariant by
W (c, ι;D, ac) := − logι acf ·

 ∑
z∈(acf)−1∩D, (z)acf∈c
ι(z)−s


s=0
= − logι acf ·
∑
j∈J
∑
x∈R(c,ac,vj)
ζ(0, ι(vj), ι(x
tvj)).
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Finally, the V -invariant [Yo, Chapter III, (3.7), (3.29)] is defined by
V (c, ι;D, ac) :=
2
n
n∑
k=2
v1,k − 2
n2
∑
1≤i<k≤n
vi,k,
vi,k :=

 d
ds
∑
z∈(acf)−1∩D, (z)acf∈c
(
(ιi(z)ιk(z))
−s − ιi(z)−s − ιk(z)−s
)
s=0
,
where we put {ι1 := ι, ι2, . . . , ιn} to be all real embeddings of F . We define
X(c, ι;D, ac) := G(c, ι;D, ac) +W (c, ι;D, ac) + V (c, ι;D, ac).
We consider fundamental domains of the following form, for the natural action ǫ(z ⊗
α) := (ǫz)⊗ α of ǫ ∈ O×+ on z ⊗ α ∈ F ⊗ Rn+.
Definition 4. We say that a subset D ⊂ F ⊗Rn+ is a Shintani domain if and only if we
can write
D =
∐
j∈J
C(vj), F ⊗ Rn+ =
∐
ǫ∈O×
+
ǫD
with a finite number of cones C(vj) (j ∈ J , |J | <∞, vj ∈ Or(j)+ , 1 ≤ r(j) ≤ n).
Shintani showed that there exists a Shintani domain for any F ([Shin1, Proposition
4]). If D is a Shintani domain, and if D, ac are fixed, then X(c, ι;D, ac) is also written as
X(c, ι). For later use, we introduce the following. When D is a Shintani domain, by [Yo,
Chapter IV, Corollary 6.3-2], we have
 ∑
z∈(acf)−1∩D, (z)acf∈c
ι(z)−s


s=0
= ζ(0, c) ∈ Q. (7)
For a proof of the last part (ζ(0, c) ∈ Q), which seems to be well-known to experts, see
e.g. [Yo, Chapter II, Theorem 3.3].
The following Lemma, which is a part of Lemma 7, explains the reason why we modified
the W -invariant in this paper: If we replace ι(O×+)Q in the statement by ι(F+)Q, then it
was proved by Yoshida [Yo, Chapter III, §3.6, §3.7] for the original W -invariant.
Lemma 1. exp(X(c, ι)) mod ι(O×+)Q does not depend on the choices of a Shintani domain
D and an integral ideal ac.
Now we state a modified version of Shintani’s formula: Shintani [Shin2] expressed
ζ ′(0, c) in terms of log of Barnes’ multiple gamma function, with certain correction terms.
Yoshida found a nice decomposition of the correction terms, which can be written as
follows.
Theorem 1 ([Yo, Chapter III, (3.11)]). Let c, ac be as above. Assume that D is a Shintani
domain. Then we have
ζ ′(0, c) =
∑
ι : F →֒R
X(c, ι;D, ac). (8)
Here ι runs over all real embeddings of F .
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Proof. In [Yo, Chapter III, (3.11)], the equation (8) was proved for the original W -
invariant (4). Therefore we need to show that
∑
ιW (c, ι;D, ac) does not change when we
modify the W -invariant. This follows from (5) since
[∑
z∈(acf)−1∩D, (z)acf∈c ι(z)
−s
]
s=0
does
not depend on ι by (7).
3 Monomial relations between exp(X(c, ι))’s.
Let F be a totally real filed of degree n, and f = m∞1 . . .∞n an integral divisor of F , as
in the previous section. We denote the maximal ray class field modulo f by Hf. Then the
Artin map gives rise to a canonical isomorphism Cf ∼= Gal(Hf/F ). Let ι1, . . . , ιn be all
real embeddings of F . We denote the complex conjugation in Gal(Hf/F ) at ιi by ρi, and
the corresponding element in Cf by ci. That is, taking a lift ι˜i : Hf → C of ιi : F → R,
we put ρi := ι˜
−1
i ◦ ρ ◦ ι˜i where ρ is the complex conjugation on C. The following is the
main result in this paper. When n = 2, this Theorem is due to Yoshida [Yo, Chapter III,
Theorems 5.8, 5.12].
Theorem 2. Assume that n ≥ 2. Then there exist ǫ ∈ O×+, m ∈ N satisfying
exp(X(c, ιi)) · exp(X(cjc, ιi)) = ιi(ǫ) 1m whenever i 6= j (1 ≤ i, j ≤ n).
We prepare some Lemmas for the proof of Theorem 2. The statement of Lemma 2
seems to be well-known to experts. For a proof, see [Yo, Chapter III, the first paragraph
of §5.1].
Lemma 2. For 1 ≤ i ≤ n, take νi ∈ O so that νi ≡ 1 mod m, ιi(νi) < 0, ιj(νi) > 0
(1 ≤ j ≤ n, j 6= i). Then we have (νi) ∈ ci.
We fix a numbering of real embeddings ι1, . . . , ιn of F , and consider the following
domain in F ⊗ R = Rn:
F ⊗ R(n−1)+ := Rn−1+ × R = {(x1, . . . , xn) ∈ Rn | x1, . . . , xn−1 > 0}.
In the following, we consider (disjoint unions of) cones contained in F ⊗ R(n−1)+ (not
necessarily in F ⊗ Rn+).
Lemma 3. There exist a Shintani domain D, an element ν ∈ F , subsets Xt ⊂ F ⊗
R(n−1)+, and elements ǫt ∈ O×+ (t ∈ T , T is a finite set of indices) satisfying that
(i) Each Xt has a cone decomposition (i.e., can be expressed as a disjoint union of a
finite number of cones).
(ii) ν ∈ F ⊗ R(n−1)+ (i.e., ι1(ν), . . . , ιn−1(ν) > 0, ιn(ν) < 0).
(iii) We have the following equality of multisets:
(
D
∐
νD
)⊎(⊎
t∈T
ǫtXt
)
=
⊎
t∈T
Xt.
Here we denote by the symbol
⊎
the multiset sum.
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We postpone the proof of Lemma 3 to §4 since it is rather technical. Here we only
give an example in the case [F : Q] = 2. We take the fundamental unit ǫ of a real
quadratic field F satisfying |ι1(ǫ)| > 1. If ǫ is not totally positive, replace ǫ by ǫ2. Then
D := C(1)
∐
C(1, ǫ) is a Shintani domain. Take any element ν ∈ O satisfying ι1(ν) > 0,
ι2(ν) < 0. Then X1 := C(1, ν), ǫ1 := ǫ (T := {1}) satisfy the required conditions.
In order to prove Theorem 2, we generalize the definition of Yoshida’s invariants to the
case D ⊂ F ⊗ R(n−1)+. If D 6⊂ F ⊗ Rn+, then (3) does not alway hold, so we need some
modifications: Consider a cone C(v) with v = (v1, . . . , vr) ∈ Or, C(v) ⊂ F ⊗R(n−1)+. We
assume that acf and c belong to the same narrow ideal class, as in the previous section.
We take z ∈ (acf)−1 ∩ C(v) satisfying zacf ∈ c. In particular, (zacf, f) = 1. Then for
1 ≤ i ≤ r we have
(z ± vi)(z)−1 = (1± vi/z) ∈ (1) or (νn),
where we denote by (α) the ray class in Cf of a principal ideal (α) (α = 1, νn), νn is defined
in Lemma 2, and we additionally assume that z − vi ∈ C(v) in the case (z − vi)(z)−1.
Therefore, instead of (3), we obtain
{
z ∈ (acf)−1 ∩ C(v), zacf ∈ c or cnc
}
=
∐
x∈R({c,cnc},ac,v)
{(x1 +m1)v1 + · · ·+ (xr +mr)vr | 0 ≤ m1, . . . , mr ∈ Z}
by defining
R({c, cnc}, ac,v) :=
{
x ∈ (Q ∩ (0, 1])r | z :=
r∑
i=1
xivi ∈ (acf)−1, zacf ∈ c or cnc
}
.
Hence we can write for ι 6= ιn∑
z∈(acf)−1∩C(v), (z)acf∈c or cnc
ι(z)−s =
∑
x∈R({c,cnc},ac,v)
ζ(s, ι(v), ι(x tv)).
Therefore we can generalize the G,W -invariants as follows: Let c, ac be as above. We
assume that D ⊂ F ⊗ R satisfies that
• D has a cone decomposition of the form D = ∐j∈J C(vj) (|J | < ∞, vj ∈ Or(j),
1 ≤ r(j) ≤ n).
• D ⊂ F ⊗ R(n−1)+.
Then for ι 6= ιn, we put
G({c, cnc}, ι;D, ac) :=

 d
ds
∑
z∈(acf)−1∩D, (z)acf∈c or cnc
ι(z)−s


s=0
=
∑
j∈J
∑
x∈R({c,cnc},ac,vj)
log Γ(ι(x tvj), ι(vj)),
8
W ({c, cnc}, ι;D, ac) := − logι acf ·

 ∑
z∈(acf)−1∩D, (z)acf∈c or cnc
ι(z)−s


s=0
= − logι acf ·
∑
j∈J
∑
x∈R({c,cnc},ac,vj)
ζ(0, ι(vj), ι(x
tvj)).
Concerning the definition of the V -invariant in the case D ⊂ F ⊗ R(n−1)+, the series∑
z∈(acf)−1∩D, (z)acf∈c or cnc
(
(ιi(z)ιk(z))
−s − ιi(z)−s − ιk(z)−s
)
may not converge when i = n or k = n. In order to avoid this problem, we introduce the
following “formal multiple zeta values”: Let a := (a1, . . . , ar),x := (x1, . . . , xr), m ∈ N
with ai > 0, xi ≥ 0, x 6= 0. By abuse of notation, we put
ζ(s, a,x) := ζ(s, a,x ta) =
∑
0≤m1,m2,...,mr∈Z
((x1 +m1)a1 + · · ·+ (xr +mr)ar)−s . (9)
Then by [Shin1, Corollary to Proposition 1], we have
ζ(1−m, a,x) = (−1)r(m− 1)!
∑
|l|=m+r−1
r∏
i=1
Bli(xi)a
li−1
i
li!
. (10)
Here we denote by Bl(x) the lth Bernoulli polynomial, and l = (l1, . . . , lr) runs over all
r-tuples of non-negative integers satisfying |l| := l1 + · · · + lr = m + r − 1. We define
“formal multiple zeta values” as the same rational functions of ai, xi:
ζfml(1−m, a,x) := (−1)r(m−1)!
∑
|l|=m+r−1
r∏
i=1
Bli(xi)a
li−1
i
li!
(a ∈ (R×)r, x ∈ Rr). (11)
For later use, we note the following relations. We obtain
ζfml(1−m, a,x) = −ζfml(1−m, (−a1, a2, . . . , ar), (1− x1, x2, . . . , xr)), (12)
ζfml(1−m, a, (0, x2, . . . , xr)) = ζfml(1−m, a, (1, x2, . . . , xr))
+ ζfml(1−m, (a2, . . . , ar), (x2, . . . , xr)), (13)
ζfml(1−m, a,x) =
n−1∑
h=0
ζfml(1−m, (na1, a2, . . . , ar), (x1 + h, x2, . . . , xr)) (14)
by well-known formulas Bl(1−x) = (−1)lBl(x), Bl(0) = Bl(1) (l 6= 1), B1(0) = B1(1)−1,
Bl(nx) = n
l−1∑n−1
h=0 Bl(x+ h/n) (n ∈ N). Furthermore we have
ζfml(1−m, a,x) = ζfml(1−m, (a1, a1 + a2, a3, . . . , ar), (x1 − x2 + 1, x2, x3, . . . , xr))
+ ζfml(1−m, (a1 + a2, a2, a3, . . . , ar), (x1, x2 − x1, x3, . . . , xr)). (15)
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We can show (15) as follows: When we can replace each ζfml(· · · ) by ζ(· · · ) (that is, when
ai > 0, xi ≥ 0, 1 ≥ x2−x1 ≥ 0, and x, (x1−x2+1, x2, x3, . . . , xr), (x1, x2−x1, x3, . . . , xr) 6=
0), this follows by decomposing the sum
∑
0≤m1,m2,...,mr∈Z in (9) as∑
0≤m1,m2,...,mr∈Z
=
∑
0≤m1,m2,...,mr∈Z, m1>m2
+
∑
0≤m1,m2,...,mr∈Z, m1≤m2
.
Since ζfml(1−m, a,x) is a rational function, the same equality holds for any ai, xi. Similarly
we can show that
ζfml(1−m, a,x)
= ζfml(1−m, (a1, a1 + a2, a3, . . . , ar), (x1 − x2, x2, x3, . . . , xr))
+ ζfml(1−m, (a1 + a2, a2, a3, . . . , ar), (x1, x2 − x1 + 1, x3, . . . , xr)). (16)
We can derive the following formula from (13), (15) by substituting x := x1 = x2.
ζfml(1−m, a, (x, x, x3, . . . , xr))
= ζfml(1−m, (a1, a1 + a2, a3, . . . , ar), (1, x, x3, . . . , xr))
+ ζfml(1−m, (a1 + a2, a2, a3, . . . , ar), (x, 1, x3, . . . , xr))
+ ζfml(1−m, (a1 + a2, a3, . . . , ar), (x, x3, . . . , xr)). (17)
By combining (12) with (13), substituting x1 = 1, we obtain
ζfml(1−m, a, (1, x2, . . . , xr)) + ζfml(1−m, (−a1, a2, . . . , ar), (1, x2, . . . , xr))
+ ζfml(1−m, (a2, . . . , ar), (x2, . . . , xr)) = 0. (18)
Next we introduce some notations and results in order to rearrange the expression of
the V -invariant in [Yo, Chapter III, (3.7)]. Let A = (aij) be an n× r matrix with aij > 0,
and x = (xj) an r-dimensional vector with xj ≥ 0, x 6= 0. For l = (l1, . . . , lr), j, k with
0 ≤ l1, . . . , lr, 1 ≤ j, k ≤ n, j 6= k, we put
Cl,j,k(A) :=
∫ 1
0
{
r∏
m=1
(ajm + akmu)
lm−1 −
r∏
m=1
alm−1jm
}
du
u
.
If ajqakp − ajpakq 6= 0 for all p, q with p 6= q, then we have [Yo, Chapter I, Lemma 2.3]
Cl,j,k(A) + Cl,k,j(A) =
∑
p with lp=0
∏
q 6=p
(ajq/ajp − akq/akp)lq−1 log ajpakp .
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Therefore we can write
(−1)r
∑
|l|=r
(Cl,j,k(A) + Cl,k,j(A))
r∏
q=1
Blq(xq)
lq!
= (−1)r
∑
|l|=r

 ∑
p with lp=0
∏
q 6=p
(ajq/ajp − akq/akp)lq−1 log ajpakp

 r∏
q=1
Blq(xq)
lq!
= −
r∑
p=1

(−1)r−1 ∑
|l|=r, lp=0
∏
q 6=p
Blq(xq) (ajq/ajp − akq/akp)lq−1
lq!

 log ajp
akp
= −
r∑
p=1
ζfml(−1, (ajq/ajp − akq/akp)q 6=p, (xq)q 6=p) log ajpakp .
(19)
Here for an r-dimensional vector (xq) = (x1, . . . , xr), we denote by (xq)q 6=p the (r − 1)-
dimensional vector (x1, . . . , xp−1, xp+1, . . . , xr). We define the “formal V -invariant” as
follows.
Definition 5. Let c, ac, D =
∐
j∈J C(vj) ⊂ F ⊗ R(n−1)+ be as above. Then for any real
embedding ι of F , we define
Vfml({c, cnc}, ι;D, ac) :=
∑
j∈J
∑
x∈R({c,cnc},ac,vj)
V (vj,x, ι). (20)
Here, for v = (v1, v2, . . . , vr) ∈ Or, x = (x1, x2, . . . , xr) ∈ (Q ∩ (0, 1])r, we put
V (v,x, ι) :=
−1
n
n∑
k=2
r∑
p=1
ζfml(−1, ( ι
′
1
(vq)
ι′
1
(vp)
− ι′k(vq)
ι′k(vp)
)q 6=p, (xq)q 6=p) log | ι
′
1
(vp)
ι′k(vp)
|
+
1
n2
∑
1≤i<k≤n
r∑
p=1
ζfml(−1, ( ι
′
i(vq)
ι′i(vp)
− ι′k(vq)
ι′k(vp)
)q 6=p, (xq)q 6=p) log | ι
′
i(vp)
ι′k(vp)
|
with {ι′1 = ι, ι′2, . . . , ι′n} all real embeddings of F .
We note that, by (19) and [Yo, Chapter III, (3.7)], the equation (20) holds if we
replace {c, cnc}, Vfml(· · · ), ζfml(· · · ), D ⊂ F ⊗ R(n−1)+ by c, V (· · · ), ζ(· · · ), D ⊂ F ⊗ Rn+
respectively. In particular, if {z ∈ (acf)−1 ∩ C(v), zacf ∈ c or cnc} = {z ∈ (acf)−1 ∩
C(v), zacf ∈ c} (e.g., if c = cnc), then we have
Vfml({c, cnc}, ι;D, ac) = V (c, ι;D, ac).
The following Lemmas are modifications of [Yo, Chapter III, §3.5, §3.6].
Lemma 4. The definition of Vfml({c, cnc}, ι;D, ac) does not depend on the choice of the
cone decomposition of D.
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Proof. Since the intersection of two cones is a disjoint union of a finite number of cones
(or the empty set), it suffices to show that Vfml({c, cnc}, ι;D, ac) does not change when we
replace the cone decomposition D =
∐
j∈J C(vj) by its refinement. We have to consider
the following cases for each j ∈ J . We write v := vj , r := r(j) for simplicity.
(I) Change the order of the basis v = (v1, . . . , vr).
(II) Replace v1 by nv1 with n ∈ N.
(III) Decompose C(v) into C(v♯)
∐
C(v♭)
∐
C(v♮) with
v♯ = (v♯1, v
♯
2, v
♯
3, . . . , v
♯
r) := (v1, v1 + v2, v3, . . . , vr),
v♭ = (v♭1, v
♭
2, v
♭
3, . . . , v
♭
r) := (v1 + v2, v2, v3, . . . , vr),
v♮ = (v♮1, v
♮
2, v
♮
3, . . . , v
♮
r−1) := (v1 + v2, v3, . . . , vr).
We easily see that Vfml({c, cnc}, ι;D, ac) does not change under (I), (II) by definition and
(14). Let us consider the case (III). We take (x1, . . . , xr) ∈ R({c, cnc}, ac,v) and put
(x♯1, x
♯
2, x
♯
3, . . . , x
♯
r) :=


(x1 − x2 + 1, x2, x3, . . . , xr) if x1 < x2,
(x1 − x2, x2, x3, . . . , xr) if x1 > x2,
(1, x, x3, . . . , xr) if x1 = x2 =: x,
(x♭1, x
♭
2, x
♭
3, . . . , x
♭
r) :=


(x1, x2 − x1, x3, . . . , xr) if x1 < x2,
(x1, x2 − x1 + 1, x3, . . . , xr) if x1 > x2,
(x, 1, x3, . . . , xr) if x1 = x2 =: x,
(x♮1, x
♮
2, x
♮
3, . . . , x
♮
r−1) := (x, x3, x4, . . . , xr) if x1 = x2 =: x.
Then we have{
r∑
i=1
xivi +
r∑
i=1
mivi | 0 ≤ m1, m2, . . . , mr ∈ Z
}
∩ C(v∗)
=


{
r∑
i=1
x∗i v
∗
i +
r∑
i=1
miv
∗
i | 0 ≤ m1, m2, . . . , mr ∈ Z
}
if ∗ = ♯, ♭,
{
r−1∑
i=1
x∗i v
∗
i +
r−1∑
i=1
miv
∗
i | 0 ≤ m1, m2, . . . , mr−1 ∈ Z
}
if ∗ = ♮, x1 = x2,
∅ if ∗ = ♮, x1 6= x2.
Therefore, when x1 = x2, it suffices to show that for all i, k with 1 ≤ i < k ≤ n
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r∑
p=1
ζfml(−1, ( ι
′
i(vq)
ι′i(vp)
− ι′k(vq)
ι′k(vp)
)q 6=p, (xq)q 6=p) log | ι
′
i(vp)
ι′k(vp)
|
=
r∑
p=1
ζfml(−1, ( ι
′
i(v
♯
q)
ι′i(v
♯
p)
− ι′k(v♯q)
ι′k(v
♯
p)
)q 6=p, (x♯q)q 6=p) log | ι
′
i(v
♯
p)
ι′k(v
♯
p)
|
+
r∑
p=1
ζfml(−1, ( ι
′
i(v
♭
q)
ι′i(v
♭
p)
− ι′k(v♭q)
ι′k(v
♭
p)
)q 6=p, (x♭q)q 6=p) log | ι
′
i(v
♭
p)
ι′k(v
♭
p)
|
+
r−1∑
p=1
ζfml(−1, ( ι
′
i(v
♮
q)
ι′i(v
♮
p)
− ι′k(v
♮
q)
ι′k(v
♮
p)
)q 6=p, (x♮q)q 6=p) log | ι
′
i(v
♮
p)
ι′k(v
♮
p)
|.
When x1 6= x2, we drop the terms with the symbol “♮” on the right-hand side. By
comparing the coefficients of log | · · · | on both sides, we can reduce the problem to the
following relations among formal multiple zeta values:
ζfml(−1, ( ι
′
i(vq)
ι′i(vp)
− ι′k(vq)
ι′k(vp)
)q 6=p, (xq)q 6=p)
=


ζfml(−1, ( ι
′
i(v
♯
q)
ι′i(v
♯
p)
− ι′k(v
♯
q)
ι′k(v
♯
p)
)q 6=p, (x♯q)q 6=p)
+ζfml(−1, ( ι
′
i(v
♭
q)
ι′i(v
♭
p)
− ι′k(v♭q)
ι′k(v
♭
p)
)q 6=p, (x♭q)q 6=p) (x1 6= x2, p 6= 1, 2),
ζfml(−1, ( ι
′
i(v
♯
q)
ι′i(v
♯
p)
− ι′k(v
♯
q)
ι′k(v
♯
p)
)q 6=p, (x♯q)q 6=p)
+ζfml(−1, ( ι
′
i(v
♭
q)
ι′i(v
♭
p)
− ι′k(v♭q)
ι′k(v
♭
p)
)q 6=p, (x♭q)q 6=p)
+ζfml(−1, ( ι
′
i(v
♮
q)
ι′i(v
♮
p−1)
− ι′k(v
♮
q)
ι′k(v
♮
p−1)
)q 6=p−1, (x♮q)q 6=p−1) (x1 = x2, p 6= 1, 2),
ζfml(−1, ( ι
′
i(v
♯
q)
ι′i(v
♯
2
)
− ι′k(v
♯
q)
ι′k(v
♯
2
)
)q 6=2, (x♯q)q 6=2)+ζfml(−1, ( ι
′
i(v
♭
q)
ι′i(v
♭
1
)
− ι′k(v♭q)
ι′k(v
♭
1
)
)q 6=1, (x♭q)q 6=1) = 0 (x1 6= x2),
ζfml(−1, ( ι
′
i(v
♯
q)
ι′i(v
♯
2
)
− ι′k(v
♯
q)
ι′k(v
♯
2
)
)q 6=2, (x♯q)q 6=2) + ζfml(−1, ( ι
′
i(v
♭
q)
ι′i(v
♭
1
)
− ι′k(v♭q)
ι′k(v
♭
1
)
)q 6=1, (x♭q)q 6=1)
+ ζfml(−1, ( ι
′
i(v
♮
q)
ι′i(v
♮
1
)
− ι′k(v
♮
q)
ι′k(v
♮
1
)
)q 6=1, (x♮q)q 6=1) = 0 (x1 = x2).
Indeed, the first relation follows from (15), (16), (17), and the remaining relations follow
from (12), (18) respectively. Then the assertion is clear.
Lemma 5. Let c, ac be as above, {ι′1 = ι, ι′2, . . . , ι′n} all real embeddings of F , and C(v) a
cone with the basis v = (v1, . . . , vr) ∈ Or. We assume that C(v) ⊂ F ⊗ R(n−1)+.
(i) Let α ∈ F+ ∩ a−1c . We assume that α−1v ∈ Or (multiplying vi by an integer, if
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necessary). Then we have
Vfml({c, cnc}, ι;C(α−1v), (α)ac)− Vfml({c, cnc}, ι;C(v), ac)
=
∑
x∈R({c,cnc},ac,v)
(
1
n
logN(α)− log ι(α)
)
×
(
ι(ζfml(0,v,x))− 1
n
n∑
k=1
ι′k(ζfml(0,v,x))
)
.
(ii) Let νn be as in Lemma 2. We assume that ν
−1
n v ∈ Or. Then we have
Vfml({c, cnc}, ι;C(ν−1n v), (νn)ac)− Vfml({c, cnc}, ι;C(v), ac)
=
∑
x∈R({c,cnc},ac,v)
(
1
n
log |N(νn)| − log ι(νn)
)
×
(
ι(ζfml(0,v,x))− 1
n
n∑
k=1
ι′k(ζfml(0,v,x))
)
.
Here we note that the roles of c, cnc in the symbol Vfml({c, cnc}, ι;C(ν−1n v), (νn)ac) are
exchanged: cnc, (νn)ac belong to the same narrow ideal class, and we have cncnc = c.
Proof. First we prove (i). We have R({c, cnc}, ac,v) = R({c, cnc}, (α)ac, α−1v) by defini-
tion, so it suffices to show that
V (α−1v,x, ι′1)− V (v,x, ι′1)
=
(
1
n
logN(α)− log ι′1(α)
)(
ι′1(ζfml(0,v,x))−
1
n
n∑
k=1
ι′k(ζfml(0,v,x))
)
. (21)
Since ζfml(−1, ( ι
′
i(vq)
ι′i(vp)
− ι′k(vq)
ι′k(vp)
)q 6=p, (xq)q 6=p) does not change when we multiply v by α−1, we
see that
V (α−1v,x, ι′1)− V (v,x, ι′1)
=
1
n
n∑
k=2
(
r∑
p=1
ζfml(−1, ( ι
′
1(vq)
ι′
1
(vp)
− ι′k(vq)
ι′k(vp)
)q 6=p, (xq)q 6=p)
)
log
ι′1(α)
ι′k(α)
− 1
n2
∑
1≤i<k≤n
(
r∑
p=1
ζfml(−1, ( ι
′
i(vq)
ι′i(vp)
− ι′k(vq)
ι′k(vp)
)q 6=p, (xq)q 6=p)
)
log
ι′i(α)
ι′k(α)
. (22)
By definition, we have
r∑
p=1
ζfml(−1, ( ι
′
i(vq)
ι′i(vp)
− ι′k(vq)
ι′k(vp)
)q 6=p, (xq)q 6=p)
= −(−1)r
∑
|l|=r

 ∑
p with lp=0
∏
q 6=p
(
ι′i(vq)
ι′i(vp)
− ι
′
k(vq)
ι′k(vp)
)lq−1 r∏
q=1
Blq(xq)
lq!
. (23)
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We fix l = (l1, . . . , lr), i, k with l1+ · · ·+ lr = r, 1 ≤ i < k ≤ n and substitute the following
values for the variables in Proposition 1 below: Let t := |{p | 1 ≤ p ≤ r, lp = 0}|. Then
there exist 1 ≤ f1, . . . , ft, g1, . . . , gr−t ≤ r satisfying lf1 = · · · = lft = 0, lg1, . . . , lgr−t > 0,
{f1, . . . , ft, g1, . . . , gr−t} = {1, 2, . . . , r}. We put aj := ι′i(vfj )−1, a′j := ι′k(vfj)−1 (1 ≤ j ≤
t). Concerning b1, . . . , bt, we define
b1 = b2 = · · · = blg1−1 := ι′i(vg1), b(lg1−1)+1 = b(lg1−1)+2 = · · · = b(lg1−1)+(lg2−1) := ι′i(vg2),
. . . , b(lg1−1)+···+(lgr−t−1−1)+1 = b(lg1−1)+···+(lgr−t−1−1)+2 = · · · = bt := ι′i(vgr−t).
For b′1, . . . , b
′
t, we replace ι
′
i by ι
′
k. Then Proposition 1 states that
r∏
q=1
ι′i(vq)
lq−1 −
r∏
q=1
ι′k(vq)
lq−1 =
∑
p with lp=0
∏
q 6=p
(
ι′i(vq)
ι′i(vp)
− ι
′
k(vq)
ι′k(vp)
)lq−1
. (24)
By (22), (23), (24) and (11), we obtain
V (α−1v,x, ι′1)− V (v,x, ι′1) =
−1
n
n∑
k=2
(ι′1(ζfml(0,v,x))− ι′k(ζfml(0,v,x))) log ι
′
1(α)
ι′k(α)
+
1
n2
∑
1≤i<k≤n
(ι′i(ζfml(0,v,x))− ι′k(ζfml(0,v,x))) log ι
′
i(α)
ι′k(α)
.
It is easy to see that the right-hand side of the above formula is equal to that of (21).
Then the assertion (i) is clear. The same proof works for (ii) by using R({c, cnc}, ac,v) =
R({c, cnc}, (νn)ac, ν−1n v).
Proposition 1. Let a1, . . . , at, a
′
1, . . . , a
′
t, b1, . . . , bt, b
′
1, . . . , b
′
t be variables. Then we have
t∏
i=1
aibi −
t∏
i=1
a′ib
′
i =
t∑
i=1
(
t∏
j=1
(
aibj − a′ib′j
))( ∏
1≤j≤t, j 6=i
(
ai
aj
− a
′
i
a′j
)−1)
. (25)
Proof. We put d(i, i) := aibi − a′ib′i, d(i, j) := (aibj − a′ib′j)/(ai/aj − a′i/a′j) (i 6= j). Then
the right-hand side of (25) can be written as
∑t
i=1
∏t
j=1 d(i, j). We use mathematical
induction. The case t = 1 is trivial. Assume that (25) holds for t. We easily see that for
i ≤ t
at+1bt+1 +
a′i
a′t+1
d(t+ 1, t+ 1)
ai/at+1 − a′i/a′t+1
= d(i, t+ 1).
Hence we can write
t+1∏
i=1
aibi −
t+1∏
i=1
a′ib
′
i
=
(
t∏
i=1
aibi −
t∏
i=1
a′ib
′
i
)
at+1bt+1 + d(t+ 1, t+ 1)
(
t∏
i=1
a′ib
′
i
)
=
t∑
i=1
((
d(i, t+ 1)− a
′
i
a′t+1
d(t+ 1, t+ 1)
ai/at+1 − a′i/a′t+1
) t∏
j=1
d(i, j)
)
+ d(t+ 1, t+ 1)
t∏
i=1
a′ib
′
i.
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Therefore it suffices to show that
t∑
i=1
(
a′i
a′t+1
−1
ai/at+1 − a′i/a′t+1
t∏
j=1
d(i, j)
)
=
t∏
j=1
d(t+ 1, j)−
t∏
i=1
a′ib
′
i. (26)
Substituting ai :=
1
at+1/ai−a′t+1/a′i
, bi := at+1bi − a′t+1b′i into (25), we obtain
t∏
j=1
d(t+ 1, j)−
t∏
i=1
a′ib
′
i =
t∑
i=1
∏t
j=1
(
at+1bj−a′t+1b′j
at+1/ai−a′t+1/a′i − a
′
ib
′
j
)
∏
1≤j≤t, j 6=i
(
at+1/aj−a′t+1/a′j
at+1/ai−a′t+1/a′i − a
′
i/a
′
j
) .
Then (26) follows since we have
at+1bj−a′t+1b′j
at+1/ai−a′t+1/a′i − a
′
ib
′
j
at+1/aj−a′t+1/a′j
at+1/ai−a′t+1/a′i
− a′i/a′j
= d(i, j) (i 6= j),
at+1bi − a′t+1b′i
at+1/ai − a′t+1/a′i
− a′ib′i =
a′i
a′t+1
−d(i, i)
ai/at+1 − a′i/a′t+1
.
Hence the assertion is clear.
Definition 6. Let c, ac, D =
∐
j∈J C(vj) ⊂ F⊗R(n−1)+ be as above, and ι a real embedding
of F other than ιn. Then we define
Xfml({c, cnc}, ι;D, ac) := G({c, cnc}, ι;D, ac)+W ({c, cnc}, ι;D, ac)+Vfml({c, cnc}, ι;D, ac).
By the definitions of the G,W -invariants and Lemma 4, we see that the definition of
Xfml({c, cn}, ι;D, ac) does not depend on the choice of a cone decomposition of D. We
also see that if D,D′ satisfy D ∩D′ = ∅ then we have
Xfml({c, cnc}, ι;D
∐
D′, ac) = Xfml({c, cnc}, ι;D, ac) +Xfml({c, cnc}, ι;D′, ac). (27)
The following Lemmas 6, 7 are modifications of [Yo, Chapter III, (3.35), (3.46)].
Lemma 6. Let c, ac, ι 6= ιn, D ⊂ F ⊗ R(n−1)+ be as above. We put
Z :=

 ∑
z∈(acf)−1∩D, (z)acf∈c or cnc
ι(z)−s


s=0
.
Then Z ∈ ι(F ). Moreover the following assertions hold.
(i) Assume that D is a Shintani domain. Then Z ∈ Q. More precisely, if c = cnc, or
if O× ∩ F ⊗ R(n−1)+ = ∅, then we have
Z = ζ(0, c).
Otherwise we have
Z = ζ(0, c) + ζ(0, cnc).
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(ii) For α ∈ F+ ∩ a−1c , we have
Xfml({c, cnc}, ι;α−1D, (α)ac)−Xfml({c, cnc}, ι;D, ac)
= (log ι(α)− logι(α))Z +
(
1
n
logN(α)− log ι(α)
)(
Z − 1
n
Trι(F )/Q Z
)
.
Additionally, assume that D is a Shintani domain. Then we have
Xfml({c, cnc}, ι;α−1D, (α)ac)−Xfml({c, cnc}, ι;D, ac) = (log ι(α)− logι(α))Z.
(iii) For ǫ ∈ O×+, we have
Xfml({c, cnc}, ι; ǫD, ac)−Xfml({c, cn}, ι;D, ac) = Trι(F )/Q Z
n
log ι(ǫ)
In particular, if D,D′ are Shintani domains and ac, a′c are integral ideals satisfying that
acf, a
′
cf, c belong the same narrow ideal class, then there exist ǫ ∈ O×+, m ∈ N satisfying
Xfml({c, cnc}, ι;D′, a′c)−Xfml({c, cnc}, ι;D, ac) =
1
m
log ι(ǫ) (28)
for all real embeddings ι of F with ι 6= ιn.
Proof. The fact that Z ∈ ι(F ) follows from (10). For (i), assume that D is a Shintani
domain. First we claim that
(∗) if {z ∈ (acf)−1 ∩D | (z)acf ∈ cnc} 6= ∅, then O× ∩ F ⊗ R(n−1)+ 6= ∅.
Indeed, take z1 ∈ (acf)−1 ∩ D satisfying (z1)acf ∈ cnc. Then z1 ∈ F+ by D ⊂ F ⊗ Rn+,
so both c and cnc belong to the narrow ideal class of acf. Hence the narrow ideal class of
(νn) is equal to that of (1), i.e., there exist z2 ∈ F+, ǫn ∈ O× satisfying 1 = z2νnǫn. Hence
the claim (∗) holds since ǫn ∈ O× ∩ F ⊗ R(n−1)+. Therefore, if O× ∩ F ⊗ R(n−1)+ = ∅,
then {z ∈ (acf)−1 ∩ D | (z)acf ∈ c or cnc} = {z ∈ (acf)−1 ∩ D | (z)acf ∈ c}, so we have
Z = ζ(0, c) ∈ Q by (7). The same holds when c = cnc. Next assume that c 6= cnc and
that there exists an element ǫn ∈ O× ∩ F ⊗ R(n−1)+. Let νn be as in Lemma 2. Then we
have the following bijection:
{z ∈ ((νn)acf)−1 ∩ ν−1n ǫnD | (z)(νn)acf ∈ cnc} → {z ∈ (acf)−1 ∩D | (z)acf ∈ cnc},
z 7→ νnǫ−1n z.
Namely, we can write
{z ∈ (acf)−1 ∩D | (z)acf ∈ c or cnc}
= {z ∈ (acf)−1 ∩D | (z)acf ∈ c}∐
νnǫ
−1
n {z ∈ ((νn)acf)−1 ∩ ν−1n ǫnD | (z)(νn)acf ∈ cnc}.
(29)
Hence we obtain
Z =

 ∑
z∈(acf)−1∩D, (z)acf∈c
ι(z)−s


s=0
+ ι(νnǫ
−1
n )
0

 ∑
z∈((νn)acf)−1∩ν−1n ǫnD, (z)(νn)acf∈cnc
ι(z)−s


s=0
,
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which is equal to ζ(0, c) + ζ(0, cnc) ∈ Q by (7). This complete the proof of (i). For (ii), a
similar statement was proved by Yoshida [Yo, Chapter III, §3.7]. The same proof works,
as follows. Since {z ∈ ((α)acf)−1 ∩ α−1D | (z)(α)acf ∈ c or cnc} → {z ∈ (acf)−1 ∩ D |
(z)acf ∈ c or cnc}, z 7→ αz is a bijection, we have∑
z∈((α)acf)−1∩α−1D, (z)(α)acf∈c or cnc
ι(z)−s = ι(α)s
∑
z∈(acf)−1∩D, (z)acf∈c or cnc
ι(z)−s.
Hence, by definition, we obtain
G({c, cnc}, ι;α−1D, (α)ac) = G({c, cnc}, ι;D, ac) + log ι(α) · Z,
W ({c, cnc}, ι;α−1D, (α)ac) = W ({c, cnc}, ι;D, ac)− logι(α) · Z.
Lemma 5-(i) implies that
Vfml({c, cnc}, ι;α−1D, (α)ac)
= Vfml({c, cnc}, ι;D, ac) +
(
1
n
logN(α)− log ι(α)
)(
ι(Z)− 1
n
Trι(F )/Q Z
)
,
so the first assertion of (ii) follows. If D is a Shintani domain, then Z ∈ Q by (i), so we
have ι(Z) − 1
n
Trι(F )/Q Z = 0. This completes the proof of (ii). The assertion (iii) follows
from (ii) by putting α := ǫ, and by noting that logN(ǫ) = logι(ǫ) = 0. Finally, we prove
(28). By the assumption on ac, a
′
c, there exists α ∈ F+∩a−1c satisfying a′c = (α)ac. Hence,
by (ii) and (6), we can write Xfml({c, cnc}, ι;α−1D, a′c)−Xfml({c, cnc}, ι;D, ac) in the form
1
m
log ι(ǫ) with ǫ ∈ O×+, m ∈ N. Since D′, α−1D are Shintani domains, by [Yo, Chapter
III, Lemma 3.13], we can write these in the form
D′ =
∐
j∈J
C(vj), α
−1D =
∐
j∈J
ǫjC(vj)
with ǫj ∈ O×+. Therefore, by (iii), Xfml({c, cnc}, ι;D′, a′c)−Xfml({c, cnc}, ι;α−1D, a′c) also
can be written in the form 1
m
log ι(ǫ). Then the assertion (28) is clear.
Lemma 7. Let c ∈ Cf. If D,D′ are Shintani domains and ac, a′c are integral ideals
satisfying that acf, a
′
cf, c belong the same narrow ideal class, then there exist ǫ ∈ O×+,
m ∈ N satisfying
X(c, ι;D′, a′c)−X(c, ι;D, ac) =
1
m
log ι(ǫ)
for all real embeddings ι of F .
Proof. We proceed similarly to the above proof. Let Z :=
[∑
z∈(acf)−1∩D, (z)acf∈c ι(z)
−s
]
s=0
and α ∈ F+ ∩ a−1c . We easily see that
G(c, ι;α−1D, (α)ac) = G(c, ι;D, ac) + log ι(α) · Z,
W (c, ι;α−1D, (α)ac) = W (c, ι;D, ac)− logι(α) · Z.
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In addition, by [Yo, Chapter III, (3.44)], we have
V (c, ι;α−1D, (α)ac) = V (c, ι;D, ac) +
(
1
n
logN(α)− log ι(α)
)(
Z − 1
n
Trι(F )/Q Z
)
.
Therefore we obtain
X(c, ι;α−1D, (α)ac)−X(c, ι;D, ac)
= (log ι(α)− logι(α))Z +
(
1
n
logN(α)− log ι(α)
)(
Z − 1
n
Trι(F )/Q Z
)
,
which is corresponding to Lemma 6-(ii). The remaining arguments are exactly the same
as in the proof of Lemma 6.
Lemma 8. Let c, ac, ι 6= ιn be as above, νn as in Lemma 2, and D a Shintani domain.
Then the following assertions hold.
(i) We have
Xfml({c, cnc}, ι; ν−1n D, (νn)ac)−Xfml({c, cnc}, ι;D, ac) = (log ι(νn)− logι(νn)) ζ(0, c).
Here we note that the roles of c, cnc in the symbol Xfml({c, cnc}, ι; ν−1n D, (νn)ac) are
exchanged.
(ii) If c = cnc or if O× ∩ F ⊗ R(n−1)+ = ∅, then we have
Xfml({c, cnc}, ι;D, ac) = X(c, ι;D, ac).
Otherwise, we have
Xfml({c, cnc}, ι;D, ac)
= X(c, ι;D, ac)+X(cnc, ι; ν
−1
n ǫnD, (νn)ac)+
(
log ι(νnǫ
−1
n )− logι(νnǫ−1n )
)
ζ(0, cnc).
Proof. We again proceed similarly to the above proofs. In particular, for (i), the same
proof as in Lemma 6-(ii) works, by using Lemma 5-(ii) and a bijection {z ∈ ((νn)acf)−1 ∩
ν−1n D | (z)(νn)acf ∈ c or cnc} → {z ∈ (acf)−1 ∩D | (z)acf ∈ c or cnc}, z 7→ νnz. We prove
(ii). In the former case, we have {z ∈ (acf)−1 ∩D | (z)acf ∈ c or cnc} = {z ∈ (acf)−1 ∩D |
(z)acf ∈ c} by (∗) in the proof of Lemma 6. Then we have Gfml({c, cnc}, ι;D, ac) =
G(c, ι;D, ac),Wfml({c, cnc}, ι;D, ac) = W (c, ι;D, ac) by definition. Furthermore we obtain
Vfml({c, cnc}, ι;D, ac) = V (c, ι;D, ac), as we noted after Definition 5. Thus the assertion
follows in this case. Next, we assume that c 6= cnc and that there exists an element
ǫn ∈ O× ∩ F ⊗ R(n−1)+. We put Z :=
[∑
z∈((νn)acf)−1∩ν−1n ǫnD, (z)(νn)acf∈cnc ι(z)
−s
]
s=0
, which
is equal to ζ(0, cnc) ∈ Q by (7). Then by (29), we have
G({c, cnc}, ι;α−1D, (α)ac) = G(c, ι;D, ac) +G(cnc, ι; ν−1n ǫnD, (νn)ac) + log ι(νnǫ−1n ) · Z,
W ({c, cnc}, ι;α−1D, (α)ac) = W (c, ι;D, ac) +W (cnc, ι; ν−1n ǫnD, (νn)ac)− logι(νnǫ−1n ) · Z.
By further using (21) and ι(Z)− 1
n
Trι(F )/Q Z = 0, we obtain
Vfml({c, cnc}, ι;α−1D, (α)ac) = V (c, ι;D, ac) + V (cnc, ι; ν−1n ǫnD, (νn)ac).
Summing up the above, we obtain the desired formula.
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Proof of Theorem 2. By reordering the embeddings ι1, . . . , ιn of F if necessary, we may
assume that j = n, i < n. We take νn ∈ O as in Lemma 2, D, ν,Xt, ǫt (t ∈ T ) as in
Lemma 3, and integral ideals ad satisfying that adf and d belong to the same narrow ideal
class for d = c, cnc. For real numbers a(ι), b(ι) associated with real embeddings ι of F , we
write a(ι) ∼ b(ι) if and only if there exist ǫ ∈ O×+, m ∈ N satisfying a(ι)−b(ι) = 1m log ι(ǫ)
for all ι 6= ιn. This is an equivalence relation. Then Theorem 2 states that
X(c, ι;D, ac) +X(cnc, ι;D, acnc) ∼ 0. (30)
On the other hand, by Lemma 3-(iii), (27), Lemma 6-(iii), we can write
Xfml({c, cnc}, ι;D
∐
νD, ac)
=
∑
t∈T
Xfml({c, cnc}, ι;Xt, ac)−
∑
t∈T
Xfml({c, cnc}, ι; ǫtXt, ac) ∼ 0. (31)
In the following of the proof, we show that (30) follows from (31). We consider two cases:
• Case 1. When c = cnc or when O× ∩ F ⊗ R(n−1)+ = ∅.
• Case 2. Cases other than Case 1.
In Case 1, we can write
Xfml({c, cnc}, ι;D
∐
νD, ac) = Xfml({c, cnc}, ι;D, ac) +Xfml({c, cnc}, ι; νD, ac)
= X(c, ι;D, ac) +Xfml({c, cnc}, ι; νD, ac)
∼ X(c, ι;D, ac) +Xfml({c, cnc}, ι; ν−2n νD, (ν2n)ac)
∼ X(c, ι;D, ac) +Xfml({c, cnc}, ι; ν−1n νD, (νn)ac)
= X(c, ι;D, ac) +X(cnc, ι; ν
−1
n νD, (νn)ac)
∼ X(c, ι;D, ac) +X(cnc, ι;D, acnc)
by using (27), Lemma 8-(ii), (28), Lemma 8-(i) and (6), Lemma 8-(ii), Lemma 7, respec-
tively. In Case 2, we take an element ǫn ∈ O× ∩ F ⊗ R(n−1)+. Then we obtain
Xfml({c, cnc}, ι;D
∐
νD, ac) = Xfml({c, cnc}, ι;D, ac) +Xfml({c, cnc}, ι; νD, ac) (32)
by (27),
Xfml({c, cnc}, ι;D, ac) ∼ X(c, ι;D, ac) +X(cnc, ι; ν−1n ǫnD, (νn)ac) (33)
by Lemma 8-(ii) and (6), and
Xfml({c, cnc}, ι; νD, ac) ∼ Xfml({c, cnc}, ι; ν−2n νD, (ν2n)ac)
∼ Xfml({c, cnc}, ι; ν−1n νD, (νn)ac)
∼ X(cnc, ι; ν−1n νD, (νn)ac) +X(c, ι; ν−2n ǫnνD, (ν2n)ac)
(34)
by (28), Lemma 8-(i) and (6), Lemma 8-(ii) and (6), respectively. Hence, by (32), (33),
(34) and Lemma 7, we obtain
Xfml({c, cnc}, ι;D
∐
νD, ac) ∼ 2X(c, ι;D, ac) + 2X(cnc, ι;D, acnc).
Therefore we see that (31) implies (30) in both cases. This completes the proof.
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Corollary 1. Let K be a CM-field which is an abelian extension of a totally real field F ,
ρ the unique complex conjugation in G := Gal(K/F ), fK/F the conductor of K/F , f an
integral divisor with fK/F |f, and Artf the composite map Cf → CfK/F Art→ G. Then we have
∏
c∈Art−1
f
(τ)
exp(X(c, ι)) ·
∏
c∈Art−1
f
(τρ)
exp(X(c, ι)) ∈
{
ι(O×+)Q (F 6= Q),
(K× ∩ R+)Q (F = Q),
for any real embedding ι of F and τ ∈ G. Here K×∩R+ in the case F = Q is well-defined
since K is normal over Q.
Proof. Let cj ∈ Cf be as in Theorem 2. Since K is a CM-field, Artf(cj) are equal to ρ for
all j. Therefore we have {c ∈ Art−1f (τρ)} = {cjc | c ∈ Art−1f (τ)}. If [F : Q] ≥ 2, then
there exists j satisfying ι 6= ιj , so the assertion follows from Theorem 2. If F = Q, then
X(c, id) = ζ ′(0, c), so the assertion is a part of Stark’s conjecture for (K ∩ R)/Q, which
has been proved.
4 Proof of Lemma 3.
We prove Lemma 3 in this section. We take an arbitrary Shintani domainD =
∐
j∈J C(vj)
with vj = (vj1, . . . , vjr(j)) ∈ Or(j)+ , and put Jn := {j ∈ J | r(j) = n}. We denote the set
of all faces of n-dimensional cones C(vj) (j ∈ Jn) by F (D). Namely,
F (D) := {C(vji1, vji2, . . . , vjir) | j ∈ Jn, 1 ≤ r ≤ n− 1, 1 ≤ i1 < i2 < · · · < ir ≤ n}.
Then we see that
F ⊗ Rn+ =
⋃
ǫ∈O×
+
, j∈Jn
ǫC(vj) =

 ∐
ǫ∈O×
+
, j∈Jn
ǫC(vj)

∐

 ⋃
ǫ∈O×
+
, C∈F (D)
ǫC

 , (35)
where C(vj) denotes the topological closure of C(vj) in F ⊗ Rn+. We may assume
the following (replacing the cone decomposition D =
∐
j∈J C(vj) by its refinement, if
necessary).
(⋆) If C,C ′ ∈ F (D) and ǫ ∈ O×+ satisfy (ǫC) ∩ C ′ 6= ∅, then ǫC = C ′.
(⋆⋆) If C ∈ F (D), j ∈ J − Jn and ǫ ∈ O×+ satisfy C(vj) ∩ ǫC 6= ∅, then C(vj) ⊂ ǫC.
In the following, we shall replace lower-dimensional cones C(vj) (j ∈ J − Jn) so that D
can be expressed as the disjoint union of n-dimensional cones C(vj) (j ∈ Jn) and their
faces on “the upper side” with respect to the xn-axis. First we define which face is on “the
upper side”: Consider the hyper plane P := {(x1, . . . , xn) ∈ Rn | xn = 0}. We denote the
line passing through two points z, z′ ∈ Rn (z 6= z′) by L(z, z′) := {sz + (1− s)z′ | s ∈ R}.
Take ν ∈ F ∩ F ⊗ R(n−1)+ such that |ι1(ν) − 1|, |ι2(ν) − 1|, . . . , |ιn−1(ν) − 1|, |ιn(ν) + 1|
are sufficiently small. Then we may assume that for any C = C(v1, . . . , vr) ∈ F (D),
the angles between L(vi, νvi) and P (i = 1, . . . , r) are closer to a right angle than that
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between C and P . (Note that C ∈ F (D) and P do not meet at a right angle since the
basis of C is in F .) In particular, we see that for any C ∈ F (D), z ∈ C, the line L(z, νz)
is not contained in C. Namely, the assumption on ν implies that
L(z, νz) ∩ C = {z} (C ∈ F (D), z ∈ C). (36)
Actually, the following argument works whenever ν ∈ F ∩ F ⊗ R(n−1)+ satisfies (36).
Proposition 2. Let ν,D =
∐
j∈J C(vj) be as above. Then L(z, νz)∩ǫC(vj) is a one-point
set or the empty set for any z ∈ F+, j ∈ J − Jn, ǫ ∈ O×+.
Proof. Assume that there exists an element z1 ∈ L(z, νz) ∩ ǫC(vj). By (35) and (⋆⋆),
there exist ǫ1 ∈ O×+ and C ∈ F (D) satisfying ǫC(vj) ⊂ ǫ1C. Put z2 := ǫ−11 z1. Then
z2 ∈ C, so L(z2, νz2) ∩ C is a one-point set by (36). We easily see that L(z2, νz2) =
ǫ−11 L(z1, νz1) = ǫ
−1
1 L(z, νz), L(z, νz) ∩ ǫC(vj) ⊂ L(z, νz) ∩ ǫ1C = ǫ1(ǫ−11 L(z, νz) ∩ C).
Hence we have L(z, νz) ∩ ǫC(vj) ⊂ ǫ1(L(z2, νz2) ∩ C). Then the assertion is clear.
Definition 7. Let C(v) be an n-dimensional cone with the basis v = (v1, . . . , vn) ∈ On.
We say that a face C = C(vi1 , vi2, . . . , vir) (1 ≤ r ≤ n − 1, 1 ≤ i1 < i2 < · · · < ir ≤ n)
of C(v) is on the upper side (resp. on the lower side) of C(v) if and only if for each
z ∈ C, there exists δ > 0 satisfying {sνz + (1 − s)z | 0 < s < δ} ⊂ C(v) (resp.
{sνz + (1− s)z | −δ < s < 0} ⊂ C(v)).
We put {C(vt) | t ∈ T} to be the set of all faces ∈ F (D) which are on the upper side
of some C(vj) with j ∈ Jn. We replace D by
D0 :=
(∐
j∈Jn
C(vj)
)∐(∐
t∈T
C(vt)
)
.
Proposition 3. The above D0 is again a Shintani domain.
Proof. Let z ∈ F ⊗ R+ −
∐
ǫ∈O×
+
, j∈Jn ǫC(vj). It suffices to show that there exist unique
t ∈ T , z′ ∈ C(vt), ǫ ∈ O×+ satisfying z = ǫz′. Take δ > 0 so that I := {sνz + (1 − s)z |
0 ≤ s ≤ δ} ⊂ F ⊗ Rn+. Then we can write I ⊂
∐m
k=1 ǫkC(vjk) with jk ∈ J , ǫk ∈ O×+,
m ∈ N. Replacing δ by a smaller positive number if necessary, we may assume that
m = 2. Then we can write z ∈ ǫ1C(vj1), {sνz + (1 − s)z | 0 < s < δ} ⊂ ǫ2C(vj2) with
j1 ∈ J − Jn, j2 ∈ Jn, ǫ1, ǫ2 ∈ O×+ by Proposition 2. Therefore z′ := ǫ−12 z is contained in
a face on the upper side of C(vj2), as desired. In order to prove the uniqueness, assume
that tk ∈ T , zk ∈ C(vtk) (k = 1, 2), ǫ ∈ O×+ satisfy z1 = ǫz2. Then there exist δk > 0
and jk ∈ Jn satisfying {sνzk + (1 − s)zk | 0 < s < δk} ⊂ C(vjk) (k = 1, 2). In particular
we have C(vj1) ∩ ǫC(vj2) 6= ∅. Since
∐
j∈Jn, ǫ∈O×+ ǫC(vj) is a disjoint union, we have
C(vj1) = C(vj2), ǫ = 1. Hence we obtain z1 = z2. This completes the proof.
By definition, for t ∈ T , there exists a unique j(t) ∈ Jn satisfying that C(vt) is on
the upper side of C(vj(t)). On the other hand, for t ∈ T , there exist a unique j(t)′ ∈ Jn
and a unique ǫ(t) ∈ O×+ satisfying that ǫ(t)C(vt) is on the lower side of C(vj(t)′). This
follows by a similar argument to the above proof, by using the line {sνz+(1− s)z | −δ <
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s < 0} and the assumption (⋆). Put Xt := {sνz + (1 − s)z | z ∈ C(vt), 0 ≤ s ≤ 1},
Yt := ǫ(t)Xt for t ∈ T . We write vt =: (v1, . . . , vr), and take n ∈ N so that nν ∈ O.
Then Xt can be expressed as a finite disjoint union of cones whose bases are subsets of
{v1, . . . , vr, nνv1, . . . , nνvr}. Now we shall show that
(
D0
∐
νD0
)⊎(⊎
t∈T
Yt
)
=
⊎
t∈T
Xt.
For j ∈ Jn, we put Tj := {t ∈ T | j(t) = j}, T ′j := {t ∈ T | j(t)′ = j}, and D0,j :=
C(vj)
∐
(
∐
t∈Tj C(vt)). Then it suffices to show that
D0,j
∐
νD0,j
∐∐
t∈T ′j
Yt

 = ∐
t∈Tj
Xt (j ∈ Jn). (37)
Here we note that
• {C(vt) | t ∈ Tj} is the set of all faces on the upper side of C(vj).
• {ǫ(t)C(vt) | t ∈ T ′j} is the set of all faces on the lower side of C(vj).
• {νC(vt) | t ∈ Tj} is the set of all faces on the lower side of νC(vj).
• {ǫ(t)νC(vt) | t ∈ T ′j} is the set of all faces on the upper side of νC(vj).
We also note that νC(vj) is almost equal to the “mirror image” of C(vj) with respect to
the hyperplane P . Let z0 ∈ C(vt0) with t0 ∈ Tj. Then the line segment {sνz0+(1−s)z0 |
0 ≤ s ≤ 1} contains the point z0 in the face C(vt0) on the upper side of C(vj), a
point z1 in a face on the lower side of C(vj), a point z2 in a face on the upper side of
νC(vj), and the point νz0 in the face νC(vj) on the lower side of νC(vj). We write
z1 = s1νz+(1−s1)z, z2 = s2νz+(1−s2)z with 0 < s1 < s2 < 1. Then we can decompose
{sνz0 + (1− s)z0 | 0 ≤ s ≤ 1} ⊂ Xt0 into
{z0}
∐
{sνz0 + (1− s)z0 | 0 < s < s1}
∐
{sνz0 + (1− s)z0 | s1 ≤ s ≤ s2}∐
{sνz0 + (1− s)z0 | s2 < s < 1}
∐
{νz0},
which are subsets of
∐
t∈Tj C(vt), C(vj),
∐
t∈T ′j Yt, νC(vj), ν
∐
t∈Tj C(vt), respectively.
Hence we obtain the decomposition (37). This completes the proof of Lemma 3.
5 A relation between CM-periods and Stark units.
In this section, we discuss a relation between monomial relations among exp(X(c, ι))’s,
those among CM-periods, and Yoshida’s conjecture on Shimura’s period symbol pK . We
note that some results (Propositions 4, 5, 6) are applications of Theorem 2. First we
recall some properties of pK .
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Theorem 3 ([Shim, Theorem 32.5]). Let K be a CM-field, JK the set of all embeddings
of K into C, and IK :=
⊕
σ∈JK Zσ the free abelian group generated by elements in JK .
We denote the complex conjugation by ρ. Then there exists a bilinear map pK : IK×IK →
C×/Q
×
satisfying the following properties.
(i) Let Φ =
∑[K:Q]/2
i=1 σi be a CM-type of K (i.e., σi ∈ JK, Φ + Φρ =
∑
σ∈JK σ). Then
pK(σi,Φ) (i = 1, . . . , [K : Q]/2) are given as follows: Let A be an abelian variety
with CM of type (K,Φ). Namely, for i = 1, . . . , [K : Q]/2, there exists a non-zero
holomorphic differential 1-form ωi on A where each a ∈ K ∼= End(A)⊗Z Q acts as
scalar multiplication by σi(a). We assume that A, ωi are defined over Q. Then we
have ∫
c
ωi mod Q
×
= πpK(σi,Φ)
for every c ∈ H1(A(C),Z) with
∫
c
ωi 6= 0.
(ii) pK(ξρ, η)pK(ξ, ηρ) = pK(ξ, η)
−1 for ξ, η ∈ IK .
(iii) Let L also be a CM-field which is an extension of K. Then pK(ξ,Res(ζ)) =
pL(Inf(ξ), ζ), pK(Res(ζ), ξ) = pL(ζ, Inf(ξ)) for ξ ∈ IK , ζ ∈ IL. Here linear maps
Res : IL → IK , Inf : IK → IL are defined by Res(σ) := σ|K (σ ∈ JL), Inf(σ) :=∑
τ∈JL, τ |K=σ τ (σ ∈ JK) respectively.
(iv) Let K ′ also be a CM-field with an isomorphism γ : K ′ ∼= K. Then pK ′(γξ, γη) =
pK(ξ, η) for ξ, η ∈ IK.
Let K be a CM-field which is an abelian extension of a totally real field F . We put
fK/F to be the conductor and G := Gal(K/F ). Hereinafter we take ι, D, ac for Yoshida’s
invariant X(c, ι;D, ac) in the following manner: We regard a number field as a subfield
of C. Then ι := id ∈ JF has a meaning. Fix a Shintani domain D of F and a complete
system of representatives {aµ}µ of the narrow ideal class group of F . We assume that
all of aµ are integral ideals. We choose ac (satisfying that acf and c belong to the same
narrow ideal class) from among {aµ}µ, and put X(c) := X(c, id;D, ac). Then Yoshida’s
absolute period symbol [Yo, Chapter III, (3.10)] is defined by
gK(id, τ) := π
−µ(τ)/2 exp(
1
|G|
∑
f|fK/F
∑
χ∈(Gˆ−)f
χ(τ)
L(0, χ)
∑
c∈Cf
χ(c)X(c)) (τ ∈ G).
Here we put µ(τ) := 1,−1, 0 if τ = id, ρ, otherwise, respectively. For an integral divisor
f, we denote by (Gˆ−)f the set of all odd characters of G whose conductors are equal to f.
Then we may regard each χ ∈ (Gˆ−)f as a character of Cf.
Conjecture 3 ([Yo, Chapter III, Conjecture 3.9]). Let K,F,G be as above. Then we
have
gK(id, τ) mod Q
×
= pK(id, τ) (τ ∈ G).
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Remark 1. Strictly speaking, Yoshida defined the symbol gK(id, τ) by using the original
W -invariant and formulated the above Conjecture, but this does not matter: We see that
1
|G|
∑
χ∈(Gˆ−)f
χ(τ)χ(c)
L(0,χ)
∈ Q since (Gˆ−)f is stable under the action of Gal(Q/Q). Therefore
gK(id, τ) mod Q
×
does not change due to the modification of the W -invariant, since the
W -invariants in [Yo] and in this paper are of the form a logα with a ∈ Q, α ∈ Q. We
also note that gK(id, τ) mod Q
×
does not depend on the choices of a Shintani domain D
and integral ideals {aµ}µ by [Yo, Chapter III, §3.6, 3.7].
Under the above Conjecture, we can express any values of Shimura’s period symbol,
not only of the form pK(id, τ), in terms of exp(X(c)) (for details, see [Yo, Chapter III, the
paragraph following Conjecture 3.9]). Let us consider the opposite situation: a (conjec-
tural) formula for exp(X(c)) in terms of pK . For simplicity, we extend Shimura’s period
symbol pK to a bilinear map : IK ⊗Z Q × IK ⊗Z Q → C×/Q×, which is also denoted by
pK .
Proposition 4. Conjecture 3 is equivalent to the following: Let F,K,G, fK/F be as above,
f0 an integral divisor of F satisfying fK/F |f0. Then we have∏
c∈Art−1
f0
(τ)
exp(X(c)) mod Q
×
= πζf0 (0,τ)pK(τ,
∑
σ∈G
ζf0(0, σ)σ). (38)
Here Artf0 is the composite map Cf0 → CfK/F Art→ G, and we put ζf0(s, σ) := ζS(s, σ) with
S := {all places of F dividing f0}.
Proof. First we note that ζf0(0, σ) ∈ Q by (7). We prove that Conjecture 3 implies (38);
The converse follows by a similar but simpler argument. The right-hand side of (38) is
equal to πζf0 (0,τ)pK(id,
∑
σ∈G ζf0(0, στ)σ) by Theorem 3-(iv). Conjecture 3 states that this
is equal to
exp(
1
|G|
∑
f|fK/F
∑
χ∈(Gˆ−)f
χ(τ)−1
∏
p|f0
(1− χ(p))
∑
c∈Cf
χ(c)X(c)) mod Q
×
. (39)
Here we used the following relations:
∑
σ∈G
−µ(σ)
2
ζf0(0, στ) =
−1
2
ζf0(0, τ) +
1
2
ζf0(0, τρ) = −ζf0(0, τ),
∑
σ∈G
χ(σ)ζf0(0, στ) = χ(τ)
−1L(0, χf0) = χ(τ)
−1∏
p|f0
(1− χ(p))L(0, χ),
where the last equality in the first line follows from the fact that L(0, χ) = 0 for all
even characters χ, and the symbol χf0 in the second line denotes the composite map
Cf0 → Cf χ→ C×. Therefore it suffices to show that∏
p|f0
(1− χ(p))
∑
c∈Cf
χ(c)X(c) in (39) can be replaced by
∑
c∈Cf0
χf0(c)X(c). (40)
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Indeed by using (40), we see that (39) is equal to
exp(
1
|G|
∑
χ∈Gˆ−
χ(τ)−1
∑
c∈Cf0
χf0(c)X(c)) mod Q
×
= exp(
1
2
∑
c∈Art−1
f0
(τ)
X(c)− 1
2
∑
c∈Art−1
f0
(τρ)
X(c)) mod Q
×
.
Here we denote by Gˆ− the set of all add characters of G, and we used the relation:∑
χ∈Gˆ− χ(τ) =
|G|
2
,− |G|
2
, 0 if τ = id, ρ, otherwise, respectively. Then the assertion follows
from Corollary 1.
In the following of the proof, we show (40), which can be reduced to the following: Let
f, f′ be integral divisors satisfying f|fK/F , f|f′|f0. Then for any prime ideal q| f0f′ , we have
exp(
∑
χ∈(Gˆ−)f
χ(τ)−1
∏
p|f0
(1− χf′(p))
∑
c∈Cf′
χf′(c)X(c))
≡ exp(
∑
χ∈(Gˆ−)f
χ(τ)−1
∏
p|f0
(1− χf′q(p))
∑
c∈Cf′q
χf′q(c)X(c)) mod Q
×
. (41)
In order to prove (41), we recall a result from [KY1]. We note that {aµ}µ is a complete
system of representatives of the narrow ideal class group, so is {aµq}µ. We write X(c)
as X(c, {aµ}µ), X(c, {aµq}µ) when we choose ac from among {aµ}µ, {acq}µ respectively.
Then [KY1, Lemma 5.3] states that∑
c∈Cf′q
χf′q(c)X(c, {aµ}µ)
=
∑
c∈Cf′
χf′(c)X(c, {aµq}µ)− χf′(q)
∑
c∈Cf′
χf′(c)X(c, {aµ}µ) + χf′(q)L(0, χf′) logid q.
On the other hand, by Lemma 7, there exists an element αc,{aµ},q ∈ (F+)Q satisfying
X(c, {aµq}µ) = X(c, {aµ}µ) + logαc,{aµ},q.
Hence the ratio of both sides of (41) can be written as the form
exp(
k∑
i=1
∑
χ∈(Gˆ−)f
χ(ai) log(αi)). (42)
Here k is a natural number, ai are integral ideals, and αi ∈ (F+)Q. More precisely, each
logαi is equal to one of ± logαc,{aµ},q,±ζf′(0, c) log q, and each ai is a certain product
of prime ideals dividing f0, an integral ideal whose image under the Artin map is τ , and
representatives of classes in Cf′. In particular, ai’s and αi’s do not depend on χ ∈ (Gˆ−)f. In
addition, we have
∑
χ∈(Gˆ−)f χ(ai) ∈ Q since (Gˆ−)f is stable under the action of Gal(Q/Q).
Hence we see that (42) is an algebraic number, so (41) follows. This completes the
proof.
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The expression (38) and Theorem 3-(iii) suggest that it is natural to generalize Con-
jecture 3 to the following form.
Conjecture 4. Let K be a finite abelian extension of a totally real field F . We assume
that there exists a CM-subfield of K and put KCM to be the maximal CM-subfield of K.
Let G := Gal(K/F ), fK/F |f0,Artf0 be as in Proposition 4. Then we have∏
c∈Art−1
f0
(τ)
exp(X(c)) mod Q
×
= πζf0 (0,τ)pKCM(τ |KCM , Inf−1(
∑
σ∈G
ζf0(0, σ)σ)) (τ ∈ G).
For the well-definedness of the right-hand side, we need to show that
∑
σ∈G ζf0(0, σ)σ
is in the image of Inf : IKCM ⊗Z Q→ IK ⊗Z Q. Although this fact may be well-known to
experts, we give a brief proof here: An algebraic number field L ⊂ C is a CM-field if and
only if the complex conjugation ρ on C satisfies that ρ induces a non-trivial automorphism
of L, and that ρτ = τρ for every τ ∈ JL ([Shim, Proposition 5.11]). Therefore
KCM is the fixed subfield of K under 〈ριρι′ | ι, ι′ ∈ JF 〉, (43)
where ρι ∈ G is the complex conjugation at ι. Hence it suffices to show that ζf0(0, σ) =
ζf0(0, σριρι′) for all σ ∈ G, ι, ι′ ∈ JF , which follows from the fact that L(0, χ) = 0 if χ is
not totally odd. More precisely, we can write
ζf0(0, σ|KCM) = [K : KCM]ζf0(0, σ) (σ ∈ G),∑
σ∈Gal(KCM/F )
ζf0(0, σ)σ = [K : KCM] Inf
−1(
∑
σ∈G
ζf0(0, σ)σ).
(44)
Conjecture 4 also implies a part of Stark’s conjecture in the following sense.
Proposition 5. Let F,K, S be as in Conjecture 2. Assume that there exists an integral
divisor f0 satisfying that
• The conductor fK/F of K/F divides f0.
• Any place dividing f0 is in S.
• The maximal ray class field Hf0 modulo f0 contains a CM-subfield.
Then Conjecture 4 implies that we have
exp(ζ ′S(0, τ)) ∈ Q× (τ ∈ Gal(K/F )). (45)
Proof. Let f0 satisfy the above assumptions. By Theorem 2, for ι 6= id we have∏
c∈Art−1
f0
(τ)
exp(X(c, ι)) ·
∏
c∈Art−1
f0
(τρid)
exp(X(c, ι)) ∈ Q× (τ ∈ Gal(Hf0/F )),
where ρid is the complex conjugation onHf0 at id ∈ JF . Conjecture 4 implies that the same
holds for ι = id, by Theorem 3-(ii). Hence we obtain exp(ζ ′S′(0, τ)) exp(ζ
′
S′(0, τρid)) ∈ Q
×
for S ′ := {all places of F dividing f0}, τ ∈ Gal(Hf0/F ). Then the assertion follows, since
S ′ ⊂ S and K is fixed under ρid.
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Example 1. We introduce an example which is discussed in [Yo, Chapter III, Example
6.3]. Let F = Q(
√
5), K = F (
√
ǫ) with ǫ = 1+
√
5
2
. We denote by∞1,∞2 the infinite places
of F corresponding to the real embeddings ι1 = id, ι2 :
√
5 7→ −√5, respectively. Then the
conductor of K/F is (4)∞2. We put S := {(2),∞1,∞2}, f0 := (4)∞1∞2. Then the
maximal ray class field Hf0 is F (
√
ǫ,
√−1), and its maximal CM-subfield is F (√−1). We
see that Cf0 = {c1, c2, c3, c4} where c1, c2, c3, c4 are the classes of (1), (3), (4+
√
5), (6+
√
5)
respectively. The element in Gal(Hf0/F ) corresponding to ci under the Artin map Cf0
∼=
Gal(Hf0/F ) is denoted by τi. We put G :=
Γ( 1
4
)
Γ( 3
4
)
∏19
a=1 Γ(
a
20
)ψ(a)/4 with ψ the Dirichlet
character corresponding to the quadratic extension Q(
√−5)/Q. The following was shown
in [Yo, Chapter III, Example 6.3]:
exp(X(c1)) ≡ exp(X(c2)) ≡ G 14 , exp(X(c3)) ≡ exp(X(c4)) ≡ G− 14 mod Q×, (46)
ζ(0, c1) = ζ(0, c2) =
1
4
, ζ(0, c3) = ζ(0, c4) = −1
4
,
G mod Q
×
= πpF (
√−1)(id, id)
2.
Therefore we see that Conjecture 4 holds true for Hf0/F : For example, let τ := τ1 = id ∈
Gal(Hf0/F ). Then Conjecture 4 states that
exp(X(c1)) mod Q
×
= π
1
4pF (
√−1)(id, Inf
−1(1
4
τ1 +
1
4
τ2 − 14τ3 − 14τ4)). (47)
Since F (
√−1) is the fixed subfield of Hf0 under {τ1, τ2}, we see that the right-hand side of
(47) is equal to π
1
4pF (
√−1)(id,
1
4
id− 1
4
ρ), which is again equal to G
1
4 mod Q
×
by Theorem
3-(ii). Therefore (47) holds by (46). The cases τ = τ2, τ3, τ4 can be proved similarly.
Moreover (46), which is a special case of Conjecture 4, implies the algebraicity of Stark
units exp(−2ζ ′S(0, τ)) with τ ∈ Gal(K/F ), as we show in Proposition 5. For exam-
ple, let τ := id ∈ Gal(K/F ). Since K is the fixed subfield of Hf0 under {τ1, τ3}, we
have exp(ζ ′S(0, id)) = exp(ζ
′(0, c1)) exp(ζ ′(0, c3)) ≡ exp(X(c1)) exp(X(c3)) ≡ 1 mod Q×
by Theorem 2 and (46).
Remark 2. Proposition 5 and Example 1 suggest that by studying the relation between
CM-periods and the multiple gamma function, we will obtain partial results for Stark’s
conjecture. When F = Q, we obtained a more precise result in [Ka]. We showed that
Rohrlich’s formula in [Gr], which is a special case of Conjecture 3, and Coleman’s formula
in [Co], which is a p-adic analogue of Rohrlich’s formula, imply not only the algebraicity
but also a reciprocity law (48) in the following sense: Let K/F be Q(ζm + ζ
−1
m )/Q with
ζm := e
2πi
m , m ≥ 3. We put S := {primes dividing m} ∪ {the unique infinite place of Q}.
Then for τ ∈ Gal(Q(ζm + ζ−1m )/Q), σ ∈ Gal(Q/Q) we have
exp(ζ ′S(0, τ)) ∈ Q,
σ(exp(ζ ′S(0, τ))) ≡ exp(ζ ′S(0, τσ)) mod µ∞,
(48)
where we denote by µ∞ the group of all roots of unity. We note that (48) is a part of
Stark’s conjecture in the case F = Q.
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The opposite direction of Proposition 5 also holds, in the following sense.
Proposition 6. Let F,K,KCM, fK/F |f0 be as in Conjecture 4. We put KSt to be the fixed
subfield of K by the complex conjugation ρid at id ∈ JF , and S := {all places of F dividing
f0}. Then Conjecture 3 for KCM/F and (45) for KSt/F imply Conjecture 4.
We note that, in the above Proposition, KSt is the maximal subfield of K in which
the real place corresponding to id splits completely, and that (45) is a weaker version of
Conjecture 2.
Proof. Let Artf0 : Cf0 → Gal(K/F ) be as in Proposition 5, Artf0,CM : Cf0 → Gal(KCM/F )
the associated map. First we note that (45) for KSt/F states that∏
c∈Art−1
f0
(τ)
exp(X(c)) ·
∏
c∈Art−1
f0
(τρid)
exp(X(c)) ∈ Q× (τ ∈ Gal(K/F )). (49)
This equivalence follows from the same argument used in the proof of Proposition 5.
Conjecture 3 states that for τ ∈ Gal(K/F ) we have
∏
c∈Art−1
f0,CM
(τ |KCM )
exp(X(c)) mod Q
×
= π[K:KCM]ζf0 (0,τ)pKCM(τ |KCM , Inf−1(
∑
σ∈G
ζf0(0, σ)σ))
[K:KCM], (50)
by Proposition 4 and (44). On the other hand, we can write for τ0 ∈ Gal(KCM/F )∏
c∈Art−1
f0,CM
(τ0)
exp(X(c)) =
∏
τ∈Gal(K/F ), τ |KCM=τ0
∏
c∈Art−1
f0
(τ)
exp(X(c)).
Hence in order to derive Conjecture 4 from (50), we need the following statement: If
τ, τ ′ ∈ Gal(K/F ) satisfy τ |KCM = τ ′|KCM, then we have∏
c∈Art−1
f0
(τ)
exp(X(c)) ≡
∏
c∈Art−1
f0
(τ ′)
exp(X(c)) mod Q
×
. (51)
Indeed, for τ ∈ Gal(K/F ), ι, ι′ ∈ JF , we can write∏
c∈Art−1
f0
(τ)
exp(X(c)) ≡
∏
c∈Art−1
f0
(τρι)
exp(X(c))−1 ≡
∏
c∈Art−1
f0
(τριρι′ )
exp(X(c)) mod Q
×
(52)
by Theorem 2 (when ι, ι′ 6= id) and by (49) (when ι, ι′ = id). By (43), we see that (52)
implies (51). Hence the assertion is clear.
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