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INTRODUCTION 
G. de B. Robinson [S] and C. Schensted [9] constructed an algorithm, 
called insertion algorithm, which transforms a pair of a semi-standard 
tableau T and a positive integer r into another semi-standard tableau 
denoted by T t r. Here a semi-standard tableau of shape E. (1, is a parti- 
tion) is a filling of the squares of the Young diagram of A with positive 
integers such that the entries strictly increase down each column and 
weakly increase across each row. We denote by SSTab(A; [n]) the set of all 
semi-standard tableaux of shape A with entries in [n] = { 1,2, . . . . n}. Then 
this insertion algorithm gives a bijection 
SSTab(%; [n]) x [n] + u SSTab(p; [n]) 
(T , r) HI’ T+-r 
(0.1) 
where ,D runs over all partitions such that the Young diagram of p is 
obtained from that of A by adjoining one square. If v is a partition of k, let 
STab(v) be the set of all semi-standard tableaux of shape v such that each 
letter iE [k] appears just once. Then, by iterating the above algorithm, we 
obtain a bijection 
[n]” + u STab(v) x SSTab(v; [n]), (0.2) 
where v runs over all partitions of k into at most n parts. If we consider the 
generating functions, this algorithm gives a bijective proof of the equations 
Si(X,, . . . . x,) x (x1 + . .. + x,) = 1 SJXI) . . . . x,) (0.3) 
II 
(Xl + . . . + x,y = c f”s,(x,, . ..) x,), (0.4) 
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where the summations are taken over the same ranges as in (0.1) and (0.2), 
respectively, and f’ = # STab(v), s,(x,, . . . . x,) is the generating function of 
SSTab(v; [n]) called the Schur function corresponding to v. 
These identities (0.3) and (0.4) can be interpreted from the view point of 
the representation theory. The irreducible representations of GL(n, C) are 
indexed by partitions 1” into at most n parts. Let (pA, V,) be the irreducible 
representation corresponding to 1,. Let V be the n-dimensional vector space 
C” on which the general linear group GL(n, C) acts naturally. Then 
GL(n, C) acts on the tensor spaces V, @ V and V@‘. If we decompose these 
GL(n, @)-modules into irreducible components, then 
v.0 v= 0 v,, 
I’ 
If we note that the Schur function Sj.(XI, . . . . x,) is the character of the 
irreducible representation (pj., V,), the identities (0.3) and (0.4) can be 
considered as describing the irreducible decomposition of the above tensor 
spaces. 
The object of this paper is to construct an analogous bijection for the 
special orthogonal group S0(2n, C). For a partition A = (A,, . . . . A,) into at 
most n parts, we denote by IZDtnJ the character of the representation which 
is obtained by restricting to S0(2n, C) the irreducible representation of 
0(2n, C) corresponding to A. It is well known that AD(,,) is irreducible if 
%,, = 0. But, if A, # 0, then jlntn) is the sum of the two irreducible characters 
A Dln) = j&~ + G(,l,, 
where A&, are irreducible and I&,,, #A;,,,. (See Section 1 for the precise 
definition of A$(,,.) Th en our main result is to give a bijective proof of the 
following theorem. (See Theorem 5.1 and Corollary 5.2.) 
THEOREM. Let I. = (2. 1, . . . . A,,) be a partition into at most n parts. 
(1) IfA,=O, then 
I D(n)X(xl+X;l+ .‘. +X,+X,l)=&iD(n), 
where p runs over all partitions into at most n parts such that the Young 
diagram of p is obtained by that of A by adjoining or removing one square. 
(2) IfA, #O, then 
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where p runs over all partitions into n parts such that the Young diagram 
of p is obtained from that of ;1 by adjoining or removing one square and 
A=(il I,..., A,,-,). 
We can also give a bijection which describes the irreducible decomposi- 
tion of the tensor product WBk, where W= @2n is the natural representa- 
tion space of S0(2n, C). (See Theorem 6.6 and Corollary 6.7.) 
As for the other classical groups, Berele [l] has given an analogous 
algorithm for the symplectic groups Sp(2n, C) and Sundaram [lo] for the 
special orthogonal goups SO(2n + 1, C). Proctor [7] constructs an algo- 
rithm for orthogonal groups O(N, C). However, he does not deal with 
S0(2n, C), in particular the characters A$,,,. 
This paper is composed as follows. In Section 2, we define the notion of 
“signed S0(2n)-tableau,” which is the correspondent to that of semi- 
standard tableau for the case of GL(n, C). In Sections 3 and 4, we study 
some properties of the ordinary insertion algorithm and the ordinary 
sliding algorithm applied to S0(2n)-tableaux. The RobinsonSchensted- 
type algorithm (insertion algorithm) for S0(2n, C) is given in Section 5. 
1. PRELIMINARIES 
In this paper we denote the set of positive integers by $ and the set of 
non-negative integers by N. 
A partition is a (finite or infinite) weakly decreasing sequence i = 
(A,, i2, . . . ) of non-negative integers ii with finite sum IL1 := xi,, 2,. The 
number of nonzero terms ,Ij is called the length of L and denoted by 1(I). 
We usually identify a partition 1 with its Young diagram defined by Y(n) = 
{(i, j)EPxP: 1 < i 6 1(J), 1 < j < nj}. The Young diagram is visualized by 
placing squares at the points in Y(n). For example, the Young diagram of 
(4, 3, 1) is as in Fig. 1. 
The conjugate partition of a partition 1 is the partition 1’ whose Young 
diagram is obtained from Y(1) by reflection in the main diagonal. For 
example, (4, 3, 1)’ = (3, 2, 2, 1). 
For two partitions 1 and p, we write 2 3 ,u if Y(n) I Y(p). And we use 
FIG. 1. Young diagram of (4, 3, 1). 
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the notation 1, D p if i b p and 111 = 1~1 + 1; i.e., the Young diagram of I. 
is obtained from that of Jo by adding one square. 
Let r be a partially ordered set of symbols. A tableau of shape I. on r 
is a map T: Y(1) + r. For a symbol y E r, we put my(T) = # {(i, j) E Y(n): 
T( i, j) = y }. A tableau T of shape 1, is visualized by filling the symbol T(i, j) 
in the (i, j)-cell of the Young diagram of 2. A tableau T is called semi- 
standard if it satisfies the following conditions: 
(1) T(i, l)<T(i,2)< ... <T(i,Li) (1 <i</(i)). 
(2) T(1, j)<T(2, j)< ... <T(L;,j) (l<j<j*,). 
For example, T in Fig. 2 is a semi-standard tableau of shape (4, 3, 1) on 
( 1, 2, . . . . 5 }. 
Now we recall the representation theory of the special orthogonal groups 
S0(2n, C). Let S0(2n, C) be the special orthogonal group defined by 
S0(2n, C)= {XE SL(2n, C): XJ’X=J}, 
where J is the 2n x 2n anti-diagonal matrix given by 
1 
J= 
1 i I . : 1 
We can take as a maximal torus T of S0(2n, C) the set of all diagonal 
matrices in S0(2n, C) 
T= {diag(t,, . . . . t,, t;‘, . . . . t;‘): t,ECx}. 
Let e, : Lie(T) -+ C be the linear map defined by 
e,(diag(H,, . . . . H,, -H,,, . . . . -H,)) = H,. 
Then A = { f ei +_ e,: i < j} is the root system of S0(2n, C) and .IZ= 
{e, -e2, -., e, ~ I - e,, e, ~, + e, } is a fundamental system of A. 
/1!1/2)4j 1 1 2 4 
= 2 4 5 
4 
FIG. 2. A tableau of shape (4, 3, 1). 
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THEOREM 1.1. There exists a bijection between the set of equivalence 
classes of the irreducible representations of S0(2n, C) and the set of domi- 
nant integral weights 
And this bijection is afforded by taking the highest weight of the irreducible 
representation of S0(2n, C). 
DEFINITION. Let i be a partition with length <n. If 1(;1) d n - 1, we 
denote by ADCnj the character of the irreducible representation of SO(211, C) 
with the highest weight I,e, + i,e, + . .. + &-,e+ ,. If I(/z) =n, we 
denote by A&,, (resp. A;,,,) the character of the irreducible representation 
of S0(2n, C) with the highest weight J*,e, +&e,+ ... +J.,._,e+, +/I,,e,, 
(resp. ;1, e, + &e, + ... + A,,-, e,- r - Anen). It is convenient to use the 
following notations for a partition 2 with l(il) = n : 
2 D(n) = G(,,, + G,,, and XDCnj =iO+Cn, - A&,. 
The character ADCnj or ;1&,,, is uniquely determined by the values on a 
maximal torus T. Hence it can be considered as a symmetric Laurent poly- 
nomial in n variables xl, . . . . x,. 
2. S0(2n)-TABLEAUX 
In this section we describe the weight structure of the irreducible 
representations of S0(2n, C) in terms of signed S0(2n)-tableaux. Let I;? be 
the totally ordered set of 2n symbols { 1, i, 2, 2, . . . . n, ii} with ordering given 
by 
l<i<2<2< . . . <n<n. 
- _ 
The elements 1, 2, . . . . n (resp. 1, 2, . . . . ii) are referred to as unbarred (resp. 
barred) elements. 
DEFINITION. Let i be a partition with f(A)<n. An S0(2n)-tableau of 
shape 2 is a map T: Y(n) + r,, satisfying the following conditions: 
(Dl) T(i, i)<T(i,2)< ... <T(i,Ai) (l<i<f(A)). 
(D2) T(l,j)<T(2,j)< . . . <T($,j) (l<j<n,). 
(D3) T(i, j) 2 i ((i, j) E Y(A)). 
(D4) If T(i, 1) = i, then T(i, j) = i implies T(i - 1, j) = i. 
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It should be noted that an S0(2n)-tableau has no rows containing both 
1 and i. For an S0(2n)-tableau T, we put x~=x~(~). . .x$“’ where 
di(T)=mi(T)-m;(T). For example, 
i i 2 2 
T= 
2 2 2 3 
4 4 
4 
is an SO(g)-tableau with x’=x;*x~x3xq1. 
DEFINITION. Let T be an S0(2n)-tableau. A signature vector E = 
(6,) E2, . . . . E,) E { + 1 }” is compatible with T if it satisfies the following 
conditions: 
(Sl) If C(T)n {i, i} =a, then si= 1; 
(S2) If C(T)n {i, i} = {i}, then E;= 1; 
(S3) If C(T)n {i, i} = {i}, then .si= -1; 
(S4) If C(T) { , } d f n ii an i lisnotintheithrow,thensj=l, 
where C(T) is the set of symbols appearing in the first column of T, 
A pair (T, E) of an S0(2n)-tableau T of shape 1” and a compatible 
signature vector E is called a signed S0(2n)-tableau of shape 1. For 
example, the possible signature vectors compatible with the above T are 
E=(-1, 1, 1, 1) and (-1, 1, 1, -1). 
DEFINITION. For a partition ,J with I(1) dn, let Tab(ll,,,,) denote the 
set of all signed S0(2n)-tableaux of shape 2. If I(i) = n, we put 
(T, 6) E Tab(%,(,,): fi si= 1 
r=l 
(T,s)ETab(An(,)): fi si= -1 . 
,=I 
THEOREM 2.1. For a partition A with I(A) d n, we have 
3 -n(n) = c x =. 
(T,c)E Tab(i.D(,)) 
Moreover, if I(A) = n, we have 
I”&, = 1 XT. 
(T, r:) E Tab(i.&nb) 
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Remark. King and El-Sharkaway [Z] have given a weight parametriza- 
tion in terms of tableau similar to ours. However, their formulations and 
proofs seem to leave something to be desired. Koike and Terada [3] have 
also defined the notion of “SO(2n)-tableau.” But they did not describe the 
character A&,Zj as a generating function of S0(2n)-tableaux. 
In order to prove Theorem 2.1, we use the following determinantal 
formulas. 
PROPOSITION 2.2 ([ll, p. 2281, see also [6]). For a partition A with 
4%) d n, 
PROPOSITION 2.3 ( [4, p. 2471, see also [6] ). For a partition 1, with 
l(i) = n, 
Ancnj(x,, . . . . x,,) = det((x,- x; ‘) 
X(~i-l-i+j),(,~j+l)(Xi,...,X,))L~i,i~n, 
where (kh,, is a Laurent polynomial in x, , . . . . x, defined by using the 
generating function 
kg, (k)C(n, tk= fi (1 -xjt))‘(l -x,-It)-‘. 
,=I 
Let G = S0(2n, C) and H be the subgroup of G defined by 
H= :zEc”, Ye SO(2n - 2, C) E
i 
rGL(1, @)xS0(2n-2, C). 
We consider the restriction of the irreducible characters of G to H. For an 
irreducible character x of S0(2n, C) and 4 of SO(2n - 2, C), we define the 
character [x: 51 of GL( 1, C) by the relation 
where 5 runs over all irreducible characters of SO(2n - 2, C). For a parti- 
tion A with f(A) d n, we can write 
+ c c~$(,,:~L,n~,)l(X,)~~D+(n~,,(XI~~~~~X,~I) 
I({‘)=“- I 
+ c CG,,,: P& ,)l(XnhG,n~,)h~ ...2 X,-I) 
/(Al , = ,1 ~ 1 
if f(A)=n. (2.2) 
Let A and p be partitions such that .!(I,) d n and I(p) 6 n - 1. 
LEMMA 2.4. (1) Zff(A)<n andf(p)=n-1, 
C~D(n,: Pi&,- ,,I = C~ncn,: PD(n- ,,I. 
(2) Zff(i)=n andf(p)<n- 1, 
CG,,,: vDIn- II 1 = K,,,: P/x,- 1,l. 
(3) Zff(%)=n and f(p)=- 1, 
CA &PO++,,I= CG~,z~:~~+,,l 
C4I,,,:PD(,,-,,l= c4$~;(,-1)1. 
Proof: Let CT be the involutive outer automorphism of S0(2n, C) 
defined by 
0: S0(2n, @)3xF+a(x) = O,XO,‘E S0(2n, a=), 
where (T,, is the 2n x 2n matrix given by 
IJo= 
0 1 
1 0 
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Then the action of this automorphism CJ on the characters of G and H is 
given by 
dJb”,,J = J”D(E) if I(jb) <rz 
4G(,J = AD+@, if f(%)=n 
4zk x PD(,l~~ I ,) = zk x PD(, - I) if 1(p)<n- 1 
4ZkXP&~ ,))=zkxPLD+(n.~,) if I(p) = n - 1. 
So this lemma can be shown by applying CJ to (2.1) and (2.2). 1 
For convenience, we write 
And we put, if I(A) = IZ and I(p) -n - 1, 
Then, from (2.1), (2.2), and Lemma 2.4, we have 
Let hk(x, x-r) be the kth complete symmetric polynomial in x and x-‘; 
that is, for k > 0, 
h&,x-‘)=Xk+Xk- ‘+ . . . +X-k+2+X-k. 
Note that h,(x, x-r) = 1 and h,(x, x-’ ) = 0 if k < 0. For an integer vector 
CI = (cl,) . ..) cc,) E Z’,, we denote by h, and x’ the column vectors 
‘(h,,(x, x-l), . . . . h,,,(x, x-l)) and ‘(xX1, . . . . XI”), respectively. And we put 
Lx* = (a,, CL2 - 1, c(3 - 2, . ..) c(, - n + 1) and 1=(1, l,..., 1). Then the 
following lemmas can be obtained from Propositions 2.2 and 2.3 by 
manipulation similar to [6]. 
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LEMMA 2.5. 
LEMMA 2.6. Zf Z(R) = n and f(p) = n - 1, then we have 
CUD: clncn~,rl(z)=det(h,*~,,t, hj.*-(p2-1)1, -3 
h i~~~(~,~,~n+2)1,Z~*+(~~l)I~Z(~l)1*-(n-l)1), 
Note that [E,,,,,: ,u~+ ,,I = [A,,(,): jiDCnP 1,] =0 unless 22~. 
LEMMA 2.7. Zf I(i) = n and I(p) < n - 1, then 
CG,,,: PD(n- I) l=CAnc,l,:~D(n ~,)l=det(h,,-,,-i+i(z,z~‘)),.i,j~n. 
Proof: Since p,, ~, = 0, we have 
CG,,,: Pm-l)1 = LG,,,: PD&l,l 
= idet(h,* --v,Ir hA*-(,,-l,l, -, h,t-(pC,_Z-n+3)l, 
hj.r+(,,~2,,,zj.*+(“~ I,, +z(-““*-(“-“‘). 
By subtracting the (n - 1)~ column multiplied by z-z-’ from the nth 
column, we see that 
CA D+cn): PD(~- I,1 =det(hj.*pp, 1 T hj.* (pz - I), 2 ...) 
h 1’-(p,->-n+3,1J h 2’ + (n -- 2,lT 
z(-l)i*-(n-l)l 
) 
becausez”~~‘+“+~~~~~‘~“-(z-z~‘)h,,~~+~_, (z,z~‘)=2z~“~+‘~“.And 
adding the (n - 1)st column multiplied by z to the nth column, we have 
CA&,: pDcn- ,,I = Whi.*..,,, hia ~ (p2 ~ I,, 9 ...t 
h h i*-(pn~*~~+3)l~ i.*+(n-2)1> h i.*+(n-l)l). I 
In the similar way, we can show that [L&,,: pDCnP ,,I = 0 if I(p) < n - 2. 
LEMMA 2.8. Zf I(A) = n and Z(p) = n - 1, then 
C~~(n):~D+(n-~)1=C~D(n):~~(,_~)1=~~n~’det(hj.,-~,-;+~(z,z~’)) 
CA ~~n,:~,(,~,)1=C~,(,):~~(,~,)l=z~~n~’det(h,,_~,_i+i(z,~~1)), 
where~=(~,,~2,...,~n~,,~(n~,). 
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Proof: This can be proved by using elementary transformations similar 
to the proof of Lemma 2.7. 1 
DEFINITION. Let 1 and p be partitions such that f(J) < n, /(cl) <n - 1, 
and 12~. A skew S0(2n)/SO(2n-2)-tableau of skew shape i/p is a 
map T: Y(i) - Y(p) + {n, fi} satisfying the same conditions as in the 
definition of S0(2n)-tableau. Let Tab(l,(,,/pD(,- i,) be the set of all skew 
S0(2n)/S0(2n - 2)-tableaux of skew shape 11~. 
Comparing [S, 1.(5.5), (5.12)] and the above determinantal expressions 
in Lemmas 2.5, 2.7, and 2.8, we have 
LEMMA 2.9. (1) Zfl(A)<n andI(p)<n--I, then 
(2) Iff(A)<n and 1(p)=n-1, then 
(3) Zfl(A)=n and I(p)<n- 1, then 
T CG,,,: Clncn-l,lbJ= c x . 
TE Tab(b(n)lm(n- I,) 
(4) Zfl(A)=n and E(p)=n- 1, then 
Proof of Theorem 2.1. We prove Theorem 2.1 by using induction on n. 
First we consider the case where l(n) < n. Then, by (2.1), the induction 
hypothesis, and Lemma 2.9, we have 
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For each term of the right hand side, we define a signed S0(2n)-tableau 
(T, El) as follows. Let (T, E)ETaWD,,- ,,I (or TaWL$,,-,,I) and 
T’ E Tab(l,,,,/p,+ l ,). Then we put 
. 
F(j, j) = 
i 
T(z, J) if (4 j) E Y(P) 
T’(i, .i) if (i, j) E Y(L) - Y(p) 
and Ei = ai for 1 6 i < n - 1. Since F has at most n - 1 rows, the signature 
E”, is uniquely determined by the compatibility with ?? The collection of 
(T, E) thus obtained from all (T, E) and T’ coincides with Tab(%,(,,). And 
we have x’=x~.x~‘, so that 
I D(n) = 
,-T. E) 6 Tab,i.o,,,) 
Next we consider the character A&, where Z(E,) = n. Then, by (2.2), the 
induction hypothesis and Lemma 2.9, we have 
1+ D(n) = 
’ ( ’ xT)(T’...,,~~,,,.,,,.-,l, xT’) bc)<n--l ,T,E)ET~~,MJ(~-II) 
1 XT c XT’ 
(T.e)t=W&-,,) T’~Tab,i.~(n)i~‘~(n~~)) > T’,n,l)=n 
+ ,,,,:-I (,T,,,,Tii&& xT)(,.,T=b,~“,,,.,,.~,,, XT’)’ 
T’,n,l)=r7 
For each term of the right hand side, we define a signed S0(2n)-tableau 
(7; 5) as follows. Let p be a partition with /(cl) = n - 2 and take 
CT, E) E TaWL,,,- lJ and T’ E Tab(l,,,,/pD+ ,,). (As noted after 
Lemma 2.7, TaWD,,,lpL,,,- 1J = Iz/ if 1(p)<n-2.) Noting that 
T’(n- 1, l)=n and T’(n, l)=fi, we put 
T( i, j) = 
T(i, .i) if (i, j) E Y(P) 
T’(i, .i) if (i, j) E Y(n) - Y(p) 
i 
8, if lbibn-1 
gi = n-l 
;vl Ei 
if i= n. 
Then we see that (F, E”) E Tab(;l&,). Let P be a partition with f(p) = 
n- 1 and take (T,E)ET~~(~&_,,) (resp. Tab(p&,,)) and T’E 
Tab(,I,,,,/p,,,P,,) such that T(n, l)=n (resp. fi). Then we put 
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F(i, j) = 
T(i, .i) if (4 j) E Y(P) 
Vi, .i) if (i, j)E Y(A)- Y(p) 
1 
8; if l<i<n--1 gi = 
1 (resp. - 1) if i= n. 
The collection of (T, E”) thus obtained from all (T, E) and T’ coincides with 
Tab(E,&,,). And we have x7‘= xT.xT’, so that 
I+ D(n) = 1 x’ 
(7.9) E Tab(i.;,,,) 
Similar argument holds for the character A;,,,. i 
3. ORDINARY INSERTION ALGORITHM AND S0(2n)-TABLEAU 
In this section we study some properties of S0(2n)-tableau which will be 
needed in the later sections. 
In the following we identify a tableau T: Y(A) + r, with its extension 
T:NxN-+r,u{co} by setting 
T(i,j)= ’ 
i 
if i=O 
00 lf (I ,,EPZ- i(T)Y . .; 
Here, by convention, 0~ 1 CT < ... <n<fi< a3. 
Let T be a semi-standard tableau of shape J. on I-,,, y E f, and k E P. 
Now we define the map T’ = Ins(T, y, k): N x N + r, u {co } as follows. 
Let I be the integer such that T(k, I - 1) 6 y < T(k, I). Then 
T’(i, j) = y 
if (i, j) = (k, 1) 
T(i, j) otherwise. 
We denote by bump’( T, y, k) the bumped element T(k, I). Now we assume 
that T’ = Ins( T, y, k) is a semi-standard tableau, i.e., 
T’(i, j)< T’(i, j+ 1) and T’(i, j)< T’(i+ 1, j) 
unless the both sides are 0 or co. Then we call T’ the tableau obtained by 
inserting y into the kth row of T. This algorithm is a fundamental step for 
the insertion algorithm. 
LEMMA 3.1. Let T be a semi-standard tableau on r,,, y E r,, and k E P. 
(1) If k = 1, then Ins( T, y, k) is a semi-standard tableau. 
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(2) Zf T’ = Ins( T, y, k) is semi-standard and y’ = bump’( T, y, k) E r,,, 
then Ins( T’, y’, k + 1) is also a semi-standard tableau. 
Now we study the properties of Ins(T, y, k) where T is an SO(2n)- 
tableau. 
LEMMA 3.2. Let T be an S0(2n)-tableau, y E r,, and k E IFD. If 
T’ = Ins( T, y, k) is an SO(2n)-tableau and if y’ = bump’( T, y, k) < k + 1, 
then 
Y =k bump’( T, y, k) = k, and T(k, 1) = k. 
Proof. Since T’ is an S0(2n)-tableau, we have y = T’(k, I) 2 k. On the 
other hand y < T(k, [) = y’ <k + 1 from the definition of T’. Hence we see 
that y = k and y’ = k. If we assume that T(k, 1) #k, we have 
T(k, 1) = . . = T(k, I- 1) = k and T(k, I) = k. Then T’(k, 1) = k and 
T’(k - 1, E) = T(k- 1, 1) = k. This contradicts the assumption that T’ is 
semi-standard. So we have T(k, 1) = k. (In this case, 1= 1.) 1 
LEMMA 3.3. Let T be an S0(2n)-tableau, y E r,,, and k E P. Suppose that 
y 2 k and that T’ = Ins( T, y, k) is a semi-standard tableau. If T’ is not an 
S0(2n)-tableau, then there are three possible cases as follows: 
(1) y=T(k,l-1) T(k + 1,l) = . . . = T(k + 1,1 - 1) = k + 1, 
T(k+l,l)=k+ 1, and T(k, I)=k+ 1 
k+l 
T= 
k+l ... k+l k+l 
T’ = 
Y 
k+l ... k+l k+l’ 
(2) v=k T(k+ 1, l)= ... =T(k+l,I-l)=k+l, T(k+l,l)= 
k + 1, T(k, I) = k + 1, and T(k - 1, I) = k 
k 
T= k+l 
k+l ... k+l k+l 
k 
T’ = k 
k+l ... k+l k+l 
48111432-6 
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(3) y = k, T(k, 1) = ... = T(k, I- 1) = k, T(k, I) B k + 1, and 
T(k- l,Z)<k- 1 (or k= 1). 
T(k - 1, 1) 
T= 
k . . . k W, 1) 
T’ = 
T(k - 1, 1) 
k...k R 
Proof: Since T’ is semi-standard and y < k, T’ does not satisfy the 
condition 
(D4), if T’(k, 1) = k, then T’(k, j) = k implies T’(k - 1, j) = k, or 
(D4),+ I if T’(k+l, l)=k+l, then T’(k+l,j)=k+l implies 
T’(k, j) = k + 1. 
It is easy to see that the situation (3) occurs if (D4), does not hold for T’ 
and that (1) and (2) occur if (D4), + i does not hold for T’. 1 
.We give the inverse of the above insertion algorithm. For a semi- 
standard tableau S, p E r, u {co } and k E P, we define a map S’ = 
Del(S, fi, k): N x N + r,, u {co } as follows. Let 1 be the integer j such that 
S(k, j) < /3 < S(k, j + 1). Then we put 
if (i, j) = (k, 1) 
otherwise. 
And we put bumpD(S, /I, k) = S(k, I). The proofs of the following lemmas 
are routine, so we omit them. 
LEMMA 3.4. Let S be a semi-standard tableau of shape A, /? E r, u { co } 
and kE[FD. 
(1) Zf B = cc and A, > 2, + 1, then Del(S, p, k) is a semi-standard 
tableau. 
(2) rf S’ = Del(S, /I, k) is a semi-standard tableau and k > 2, then 
Del(S’, /I’, k- 1) (p’= bumpD(S, 8, k)) is also a semi-standard tableau. 
LEMMA 3.5. Let T be a semi-standard tableau, y E r,, , and k E P. Then we 
have 
Del(Ins( T, y, k), y’, k) = T Ins(Del( T, y, k), y”, k) = T, 
where y’ = bump’( T, y, k) and y” = bumpD( T, y, k). 
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LEMMA 3.6. Let T be an semi-standard tableau, y E r,, and k E P. The 
,following conditions are equivalent: 
(1) Ins( T, y, k + 1) is semi-standard. 
(2) Del( T, y, k) is semi-standard. 
LEMMA 3.7. Let S be an S0(2n)-tableau, p E r, u {co }, k E P. rf p 3 
k + 1 and S’ = Del(S, /?, k) is semi-standard, then S’ is an S0(2n)-tableau. 
4. PUNCTURED S0(2n)-TABLEAU 
DEFINITION. Let i be a partition and (k, 1)~ Y(A). A punctured 
tableau of shape 1” with empty cell in position (k, 1) is a map 
T: Y(A) - {(k, I)} -+ r,,. Then we often say that T(k, 1) is the empty cell. If 
the empty cell is at the corner of the Young diagram of il, we will identify 
the punctured tableau with an ordinary tableau of shape p where Y(p) = 
Y(Jw) - {(k, 1,). 
DEFINITION. A punctured tableau T of shape I with empty cell in posi- 
tion (k, 1) is called a punctured S0(2n)-tableau if it satisfies the following 
conditions: 
(D’l) The entries increase weakly in each row. 
(D’2) The entries increase strictly in each column. 
(D’3) T(i, j) 2 i ((6 j) E Y(A) - {(k, I)}). 
(D’4) If T(i, 1) = i and T( i, j) = 1, then either 
(a) T(i-1, j)=ior 
(b) T(i- 1, j) is the empty cell and T(i- 1, j+ l)a i. 
(D’5) If T(k,l-l)=kand T(k,l+l)=k, then T(k-1,1)-k. 
(D’6) If T(k, I+ 1) = k, then k does not appear in the kth row. 
A semi-standard punctured tableau is a punctured tableau satisfying the 
conditions (D’l ) and (D’2). 
We denote the empty cell by 0. For example, 
1 0 2 
and 
1 2 2 
2 2 2 0 2 
are punctured S0(4)-tableaux, but 
1 0 1 112 
2 2 
and 
0 2 2 
are not. 
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DEFINITION. Let T be a punctured tableau of shape A with empty cell 
in position (k, 1). Then we define a punctured tableaux A(T) and B(T) as 
follows. If the empty cell is at the corner of Y(A), then A(T) is undefined. 
Otherwise we define A(T) to be the tableau obtained by interchanging the 
empty cell (k, I) with T(k, 1+ 1) or T(k + 1, I) according as T(k, 1+ 1) < 
T(k + 1, I) or T(k, I + 1) 2 T(k + 1, 1). If the empty cell is in position (1, l), 
then B(T) is undefined. Otherwise we define B(T) to be the tableau 
obtained by interchanging the empty cell (k, I) with T(k, I- 1) or 
T(k-1,1) according as T(k,l-l)>T(k-1,1) or T(k,l-l)<T(k-1,I). 
For example, 
T= 
1 2 2 
A(T)= 
1 2 2 
B(T)= 
1 I7 2 
2 0 2’ 2 2 El’ 2 2 2’ 
LEMMA 4.1. Let T be a semi-standard punctured tableau. If A(T) (resp. 
B(T)) is defined, then A(T) (resp. B(T)) is also semi-standard. 
Proof: See [ 1, Lemma 21. 
LEMMA 4.2. Let T be a semi-standard tableau. 
(1) Zf B( T) is defined, then AB( T) = T. 
(2) Zj” A( T) is defined, then BA( T) = T. 
Proof Clear from the definition. 
LEMMA 4.3. If T is a punctured SO(2n)-tableau, then A(T) is also a 
punctured S0(2n)-tableau. 
Proof It is clear that A(T) satisfies the condition (D’3). So it is enough 
to show that A(T) satisfies the conditions (D’4), (D’5), and (D’6). 
First we show that A(T) satisfies the condition (D’4). Suppose that 
A(T)(i, 1) = i, A(T)(i, j) = i. It is clear that A(T)(i- 1, j) = i, except for the 
following three cases: 
(a) The empty cell of A(T) is in position (i- 1, j). 
(b) The empty cell slides from the (i- 1, j)-cell of T to the 
(i- 1, j+ 1)-cell of A(T). 
(c) The empty cell of T is in position (i, j). 
In the case (a), we can see that T(i- l,j)=i, hence A(T)(i-l,j+ l)= 
T(i-1, j+l)>i. In thecase( we have i<T(i-1, j+l)<T(i, j)=iso 
that A(T)(i- 1, j) = T(i- 1, j+ 1) = i. In the case (c), it follows from (D’4) 
and (D’5) that T(i, j-l)=T(i-1, j)=i or T(i, j-l)=T(i, j+l)=i, 
T(i- 1, j-l)= T(i- 1, j)=i. 
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Next we consider (D’5). Suppose that A( T)(k, 1) is the empty cell and 
that A(T)(k, I- l)=k and A(T)(k, l+ l)=k. Then it follows from (D’6) 
that the empty cell of T is in position (k - 1, I). Hence we have 
k< T(k, 1)< T(k- 1, I+ l)< T(k, I+ l)=k, 
so that A(T)(k- 1,1)= T(k, l)=k. 
Finally we check the condition (D’6). Now we assume that A( T)(k, I) is 
the empty cell and that A( T)(k, I+ 1) = k. In this case we have that 
T(k,I)<k=A(T)(k,I+l)>A(T)(k-l,I+l)=T(k-l,l+l). Hence the 
empty cell of T is in position (k, I- 1) and T(k, 1) = k. By the condition 
(D’6) for T, we see that k does not appear in the kth row. 1 
LEMMA 4.4. Let T be a punctured S0(2n)-tableau with empty cell in 
position (k, 1) where (k, I) # (1, 1). Zf B(T) is not a punctured S0(2n)- 
tableau, then either 
(1) I= 1 and T(k- l,l)<k- 1, or 
(2) 132, T(k+ 1, l)= ... = T(k+ 1, l- l)=k+ 1, T(k+l,l)= 
k + 1 and T(k - 1, I) < k (or k = 1). 
T(k - 1, I) 
T= 0 . 
k+l . . . k+l k+l 
Proof. Let T be a punctured S0(2n)-tableau with empty cell in position 
(k, Q. Then it is easy to show the following claims. 
Claim 1. If 13 2, then B(T) satisfies the condition (D’3). 
Claim 2. B(T) satisfies the conditions (D’5) and (D’6). 
Now assume that B(T) is not a punctured S0(2n)-tableau. If I = 1, then 
B(T) satisfies all conditions of S0(2n)-tableau except for (D’3). So we have 
T(k - 1, 1) d k - 1. Suppose 12 2. Then, by the above claims, B(T) does 
not satisfy (D’4). Hence there are two possible cases: 
(a) B(T)(i, 1) = ... = B(T)(i, j - 1) = i, B(T)(i, j) = i, and 
B(T)(i- 1, j)< i- 1 for some i. 
(b) B(T)(i, 1) = ... = B(T)(i, j - 1) = i, B(T)(i, j) = I, and 
B( T)(i - 1, j + 1) < i - 1 and the (i - 1, J-cell is the empty cell for some i. 
In the case (a), we see that the empty cell of T must be in position (i - 1, j) 
because T is an S0(2n)-tableau. So (2) holds for this case. In the case (b), 
we have T(i, 1) = i, T( i, j) = i, and T( i - 1, j) < i - 1. This contradicts the 
fact that T is an S0(2n)-tableau. 1 
352 SOICHI OKADA 
DEFINITION. Let T be a punctured S0(2n)-tableau. A signature vector 
E= (Eg; E,, . ..) E,) is compatible if it satisfies the following conditions: 
(S’l) If C(T)n {i, I> =@, then si= 1. 
(S’2) If C(T)n (i, i} = {i}, then si= 1. 
(S’3) If C(T)n {i, I} = {I}, then si= -1. 
(S’4) IfC(T)n{i,i}={i,i}andif T(i,l)#i, thens,=l. 
(S’S) If 1= 1 and T(k-1, l)<k-l, then T(k,2)=k (resp. 
T(k, 2) = k) implies E,, = 1 (resp. sO = - 1). 
(S’6) If I= 1 and T(k- 1, l)>k+ 1, then sO= 1. 
(S’7) If 122, then sO= 1. 
We call sO the signature of empty cell. 
For example, the possible signature vectors compatible with 
i 2 
4 4 
0 
4 
are s=(l; -1, 1, 1, 1) and (1; -1, 1, 1, -1). 
For a (punctured) S0(2n)-tableau T and 1 6 k < n, we write 
I * if C(T)n(k,rf)=@ 
1 if 
G(T) = 
C(T)n {k, k} = {k} 
-1 if C(T)n{k,k}={k) 
if C(T)n{k,L}={k,k} and T(k,l)#k. 
If C(T) n {k, k} = {k, R} and T(k, 1) = R, then sk( T) is not defined. 
5. INSERTION ALGORITHM FOR SU(2n) 
The main theorem of this paper is the following. 
THEOREM 5.1. Let 1 be a partition with I(A) d n. 
(1) If l(A) < n, there exists a weight-preserving bijection 
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(2) rf l(A) = n, there exists a weight-preserving bijection 
Z(Jk&,,): Tab(A$,,,) x Z,, 
+i 
LI Tab(~L$,,,) (fL22) 
p-2 or p-2 
l(lr)=n 
( 
LI TaW&,,) 
> 
LI TaWfiD,,,J (4, = 11, 
p D i. or fld i. 
l(p) = n 
where A=(i ,,..., A,,+,). 
Combining this theorem with Theorem 2.1, we obtain 
COROLLARY 5.2. Let 1% be a partition with l(i) <n. 
( 1) [f /(I,) < n, then we have 
A,(,)x(x,+x,‘+ ... +x,+x,‘)= c PD(n). 
p-j. or p-a>. 
(2) Zf l(i) = n, then we haoe 
‘+ 1 -1 A&)X(X, +x, + ..’ +x,+x, 1 
where 
+I D(n) 
(A, 2 2) 
(4, = l)? 
In this section we describe an algorithm which gives a map Z(L,(,,) or 
Z(L$,,,) in the above theorem. This algorithm is called the insertion algo- 
rithm for S0(2n, C). The inverse map D(n,,,,) (resp. D(J6$,,,)) of Z(E,,,,,) 
(resp. Z(n&,,)) is given in the next section. 
In the following, we fix an irreducible character x = IZD(,,) or I.&,. And 
we put 
L(x) = Tab(x) x rH 
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DEFINITION. Let 2 be a partition with Z(A) d n. Let X,(A) be the set of all 
quartets (T, E, y, k) of an SO(2n)-tableau T of shape E,, a signature vector 
E compatible with T, y E f, and k E P such that Ins( T, y, k) is a semi- 
standard tableau and that y > k. Let X,(n) be the set of all quartets 
(T, E, co, k) of an SO(2n)-tableau T of shape p, a signature vector E com- 
patible with T, and k E P such that 2 u p and that the cell of Y(p) - Y(I) 
is in the (k - 1)st row. Let X,(A) be the set of all pairs (T, E) of a punctured 
SO(2n)-tableau T and a signature vector E compatible with T. And we put 
Let us fix a signed SO(2n)-tableau (T, E) E Tab(X) of shape 1 and y E Z,. 
For (T, E) and y, we construct a sequence X(O), X(l), .., Xc”“) of elements 
X(j) of X(;l) inductively until either 
(4 X (N) E X,(A) or 
(b) XcN) = ( TcN), t(N) ) is an element of X,(A) such that the empty cell 
of T(‘) is at the corner of Y(n) and that, if Z(1) <n, the signature &AN) of 
empty cell is equal to 1. 
And we define Z((x)( T, E, y) as follows. If XcN) = ( TcN), E(‘“), 00, kcN)) E 
X,(1), then Z(x)( T, E, y) = ( TuN), d”‘)). If Xc”‘) = ( TcN), d”‘)) E X,(A) (P) = 
(&AN); &(1N), . ..) &I;Y) ), then Z(x)( T, E, y) = (S, 6) where S is a tableau obtained 
by removing the empty cell from T(‘) and 6 = (.siN), . . . . aLN)). 
First we define 
X”‘=(T E y 1) 39, . 
Next we construct Xti) when X(O) , . . . . X(i-l) have been defined. Suppose 
that X(i~l)=(T(‘-l),E(‘-l),y(i~l),k(i~l))EJE,(l). we put k=k(i-l), T’= 
Ins(T”- ‘), y(‘- ‘), k), and y’ = bump’( T(‘- I), y(‘- I), k). 
Then we have the following three cases. 
Case 1. T’ is an SO(2n)-tableau and y’ > k + 1. 
Case 2. T’ is an S0(2n)-tableau and y’ < k. 
Case 3. T’ is not an S0(2n)-tableau. 
In Case 1, we define 
T(‘) = T’ > p = f, k”’ = k + 1. 
If Y (iP1)=cT and r’=6 (where - may be either blanks or bars), then we put 
E(i) = q,( T”‘) if j=b 
J E!I-Il 
I if j# a, b. 
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The signature E, w is uniquely determined by the compatibility with T(” 
except for the case where 
P(k- 1, I)= y+“(& 1, 1)=/q T”‘(k, l)=p”=k. 
In this case we put sf’= 1. 
In Case 2, by Lemma 3.1, we have 
Y > “-“=k y’zk, T+“(k, l)=k. 
Let us divide this case into two cases. 
Case 2.1. nk= s-=nkzi E!“’ and T(‘-‘) J 1 , / ’ J (i 3 2) satisfies 
Tcip2’(k- 1, l)=k, T’jp2’(k, I)= T’i-2’(k, 2)=1;. 
Case 2.2. Otherwise. 
In Case 2.1, we see that the entries in position (k- 1, l), (k- 1, 2) 
(k, l), and (k, 2) of Tcfe2’, T(‘-l’, and T’ are 
T(‘-2’= k k T&l’= * k * k 
k I;’ k k’ 
T’= k It. 
Then we define T(“’ to be the punctured tableau obtained from T’ by 
puncturing the (k- 1, 2)-cell of T’. 
T(i)=* ’ 
k 15’ 
As for the signature vector E(“, we put 
1 if j=O 
$’ = 
J 
1 if j=k 
,&I’ 
J 
otherwise. 
In Case 2.2, let T(‘) be the punctured 
puncturing the (k, 1)-cell. And we put 
i 
fi qkljl + I’ 
E!‘)= j=l 
j= 1 
I 1 
Eli- ” 
tableau obtained from T’ by 
if j=O 
if j=k 
otherwise. 
In Case 3, from Lemma 3.2, it is enough to consider the following three 
cases. 
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Case 3.1. The kth and (k+ l)st rows of ?““-I’ satisfy 
T”-“(k+ 1, I)= . . . = T”-l’(k+ 1, l- l)=k+ 1, 
T(‘-l’(k+ l,l)= T’i-‘)(k+ 1, I+ l)=k+ 1, 
T”- “(k, I) = k + 1 
for some 13 2, and either 
(a) Y(~-‘)= T(‘-“(k, I- 1) or 
(b) y”+“=k and T”-“(k- 1, I)=k. 
Case 3.2. The kth and (k+ 1)st rows of T(‘-” satisfy 
T”-“@+I, 1)~ . . . = T”+“(k+ 1, I- l)=k+ 1, 
T”-. “(k+ 1, l)=k+ 1, T”-“(k+ 1, I+ l)>k+2, 
T”- “(k, I) = k + 1 
for some 12 2, and either 
(a) y”- ‘I= T”+“(k, I- 1) or 
(b) ~(‘~“=k and T(‘-“(k- 1, l)=k. 
Case 3.3. y rip ‘) - k and the (k - 1 )st and kth rows of T”-- ” satisfy - 
T”+“(k, I)= . . . = T”-“(k, l- l)=k, 
T”-“(k, l)ak+ 1, 
T”-“(k- 1, l)<k- 1 (or k=l). 
for some 12 2. 
In Case 3.1, the kth and (k+ 1)st rows of T(“) and T’ are 
T”- I’= ktl k+l 
k+l ... k-t1 kfl k+l 
y’~-” k+ 1 T’= “. __ 
k+l ... k+l k+l k+l’ 
So we define T(‘) to be the punctured tableau obtained from T’ by punctur- 
ing the (k, I + 1 )-cell and changing the entry in the (k + 1, I)-cell into k + 1. 
TV = Y 
(i- 1) 0 
k+l . . . k+l k+l k+l’ 
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And we put 
E(i) = ’ if j=O I & 1’ 
I otherwise. 
In Case 3.2, the kth and (k+ 1)st rows of T”-” and T’ are 
T(“‘= k+l T”- “(k, I+ 1) 
k+l . . . k+l k+l T+“(k+1,1+1) 
‘I- 1’ 
T’ = Y 
T”- “(k, l+ 1) 
k+l ... k+l k+l T’iP1’(k+l,I+l)’ 
We define T(” to be the punctured tableau obtained from T’ by puncturing 
the (k + 1, 1)-cell and changing the entry in the (k + 1,1) cell into k + 1. 
Y (I- 1) T”’ = T”-“(k, 1-t 1) 
Cl k+l . . . k+l k+l T”P”(k+l,I+l)’ 
And we put 
E(') l 
1 
if j=O = I E(‘- 1’ 
I otherwise. 
In Case 3.3, the (k - 1 )st and the kth rows of T”- ” and T’ are 
T'i- I’= T”+ “(k - 1, I) 
k ... k T”- “(k, I) 
T’ = 
T”-“(k- 1,1) 
k ... k L 
In this case let T”) be the punctured tableau obtained from T”-” by 
puncturing the (k, I)-cell of T”- “. 
T”’ = T”- “(k - 1, /) 
q k ... k T”- “(k, l) 
And we put 
if j=O 
otherwise. 
Now we turn to the case where X”+ ” = (T”- I’, E(‘- I’) E X,(A). Suppose 
that T”- “(k, [) is the empty cell. Then we consider the following three 
cases. 
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Case 4. I= 1 and either of the following conditions holds for J/C’- l). 
(a) T(“‘(k - 1, 1) < k, T(‘- “(k, 2) < T’“‘(k + 1, l), and 
EO 
(i-lJEy-ll, -E,(A(y-(i-U)) if T(i-l’(k, 9-5 
(b) sb”‘= -1 and T”+“(k, 2)3 T(‘-“(k+ 1, l)>k+2. 
Case 5. I= 1 and X”- ” satisfies the following conditions: 
(a) There exists an integer m> k+2 such that T(‘-“(rn- 1, l)=m, 
T(‘p’)(m, 1)-m. 
(b) Tcip”(k- 1, l)>k+ 1 and T(‘--“(k, 2)~ T(‘-“(k+ 1, 1). 
(c) Egp’)~y- ‘I= -E,(A( T(‘- l))) if T(‘- “(k, 2) = & 
Case 6. Otherwise. 
In Case 4, we construct an element Xc”= (T”‘, E(‘), y(j), kc’)) of X,(1) or 
L(A) as 
k+l if (P,q)=(k 1) 
T”‘(p, q) = 
i- 
k + 1 if (p,q)=(k+L 1) 
T(‘- “(p, q) otherwise 
-1 if j=k+l 
&I” = E/J T”‘) 
i 
if j=b 
E;‘- ” otherwise 
#” = T”- “(k + 1, 1) 
kc” = k”- I’+ 2 
3 
where T”-“(k+ 1, l)=a. 
In Case 5, let m be the minimum integer such that m > k + 2 and that 
T(i- l)trn - 1, 1) = m, T(i- 1) (m, 1) = fi. And, if T”- “(k, 2) = d, we put 
~(0 = A(T(~- 1)) 
& (T”‘) a if j=a 
E(” = 
J 
i 
-E;- 1’ if j=m 
E!l- I’ 
.I otherwise. 
In Case 6, we put 
T(i) = ACT’!- 1)) 
and define E(” as follows. 
INSERTION ALGORITHM FOR so 359 
Case 6.1. The empty cell of T”- I1 is not in the first column. 
Then we put E(I) = E”- ‘). 
Case 6.2. T(‘-‘)(k, 1) and T”‘(k, 2) are the empty cells. 
In this case, if T (j- ‘)(k, 2) = T”‘(k, 1) = ii, we put 
E!” = 
i 
1 if j=O 
/ E”- 1’ 
J 
if j#O, a. 
And the signature EC’ is uniquely determined by the compatibility with T”’ 
except for the following two cases: 
(1) T”-“(k- 1, 1)-k, T’“‘(k, 2)=k 
(2) T”- “(k, 2)=k+ 1, T+“(k+ 1, 1)-k. 
In these cases we define 
(1) =Ey).6; ‘1 Ep 
(2) @, =Ey;).E;-‘), 
respectively. 
Case 6.3. FP”(k, 1) and T”‘(k+ 1, 1) are the empty cells. 
we put E”) = E”- 1’ except for the case where 
T”-“(k- 1, l)=k+ 1, T”.-“(k+ 1, l)=k+ 1 
Eo ‘i-l)- -> 1 Ek+l (i-l)= -1 
In this exceptional case we put 
-1 if j=O 
E”) z / 1 if j=k+l 
E’I. I) 
I otherwise. 
This completes the definition of the insertion algorithm and the map 
stud,,,) or W&J. 1 n order to see that the map Z(n,,,,) or Z(n$,,,) is well- 
defined and weight-preserving, it is enough to show the following lemmas. 
LEMMA 5.3. For 0 <i < N, we he X”)E x(A). 
Proof: We will check that X”’ E 3E(L) only in Case 2.2 and Case 4. The 
other cases are similar. In Case 2.2, we have T”‘(k- 1, 1) <k- 1 and 
T”‘(k, 2) > k. Hence we have to show that T”‘(k, 2) = k implies .sg) = - 1. 
If T”‘(k - 1,2) = k and T”‘(k, 2) = k, then we can see that i 2 2 and 
T”-“(k, 1) = T’jp2’(k, 2) = k, T”-2’(k, l)= T”-“(k, 2)=k. 
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Since it is not Case2.1, we have sr’=-1. If T”‘(k-1,2)<k-1 and 
T”‘(k, 2) = k, then we see that T”- “(k - 1, 1) <k - 1 and &I’- ” = si for all 
j. Hence we have E:’ = et- ” = - 1. 
In Case 4, we have to show that T”-“(k, 2)> k+ 1 and 
T”-“(k + 1, 1) > k + 2. If T(‘P”(k, 2) = k, it follows from the condition 
(S’S) that E$-“= 1. If TCfP”(k, 2)=k, we have T”- “(k- 1, l)<k and 
E(‘- I’ = 1, This contradicts E~-“.E~~ “= -&,&A( T”- I’)). Therefore 
+‘jp “(k, 2) 2 k + 1. But it follows from the condition EC E:~” = 
-dA(T “--I’)) that (T”-“(k, 2), T”-“(k+ 1, l))#(k+ 1, k+ 1). So we 
have T”-“(k+ 1, l)>k+2. 1 
The following three lemmas can be easily checked. 
LEMMA 5.4. For an element Z= (ZJ, q, /?, k) E X,(A) u X,(A) or Z= 
(U, ‘1) E X,(A) and cx E f,,, let m,.(Z) he the multiplicity CI in U and /I. Then, 
,for 1 < k < n, 
m,(X”+ “) - mR(X(‘- “) = m,(X”‘) - mk(X”)). 
In particular, the map Z(x) is weight-preserving. 
LEMMA 5.5. [f XC’- “E X,(A) and X”‘EX,(~), then we have 
fi EiT fj q. 
/=I i=O 
LEMMA 5.6. Zf A’(‘- ‘I, X”’ E X,(1), then we haoe 
J=’ J=o 
except for the case where T ‘I- “(k, 1) is the empty cell and Xc’- ‘1 satisfies 
the following conditions: 
(a) There exists no integer m 2 k + 2 such that T(iP’J(m - 1, 1) = m, 
Tci-‘)(m, 1) = m 
(b) TCiP1’(k- 1, l)ak+ 1 and T(“‘(k, 2)~ T(‘-“(k+ 1, 1) 
(cl 0 a EC’-“EC’-I’= -F,(A(T(‘-“)) if T”-“(k, 2)=5 
LEMMA 5.7. Let l(T, E, y)= (S, 6), 6= (6,, . . . . 6,) and p be the shape of 
S. If l(1) = l(p) = n, then we have 
fj &,= fi 8, 
j= I j= 1 
hence Z(A&,,) is well-defined. 
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Proof: If 1(i) = n and T (‘+‘) k- 1 l)ak+ 1, then there exists an ( 
integer m > k + 2 such that T”- “(m -‘l, 1) = m, T”+‘)(m, 1) = ti. Hence 
this lemma follows from Lemmas 5.5 and 5.6. 1 
We conclude this section with examples. 
EXAMPLE 1. Let A = (2,2, 1 ), n 3 3, and 
I 2 
T= 3 3, E=(-1, L&3), y= 1. 
3 
(Here we omit the signatures s4 = . . = E, = 1.) Then the sequence 
constructed in the insertion algorithm is 
T 2 
x(O) = 3 
/!: i 
3 > t-1, 1, Ed> 1, 1 
1 
(Case 2.2) 
:, (-l;l,l,~3j 
(Case 5) 
xc2j=( i :. (1; *, *, -E31) (Case 6) 
x(31=(; A, (l;l,l,-~3j. 
Hence, if x = JeD(,,) or A&), we have 
2 3 
Z(x)(T, E, Y) = 
i i 
3 > (1, 1, -&3) 
4 
EXAMPLE 2. Let I., n, T, and E be as in Example 1. And we take y = i. 
In this case, 
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12 
SO'= i 3 3, (-1 rr3, ) 1 & 1 > 
3 
/T I 
x(l)= 3 3, (-1, 1, EX), 2, 
I 
2 
\3 ‘i 
-p) = 
i 
i i 
: 2 3, (-l,l,&J,3,3 
3 
If n = 3, then we have 
(Case 1) 
(Case 1) 
(Case 2.2) 
W$,,,NT E, Y) = ; ;, 
i - 
(-l,l,l)) 
/ 
If n 2 4, according to Case 5, 
! ; ;, - C-1, 1, 1) 1 
i 
i i 
; 3> (--l,l,L -1) 
4 
if E3=1 
if c3=-l 
EXAMPLE 3. In this example, A= (2, 2, 2), n 2 3, and 
i 2 
T= 3 3, E=(-1, 1,&3), y= i. 
3 3 
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Then 
x(O)= i 
5 z 
3 3, (-1 2 1 ” E) 
3, 
T, 1 3 3 i 
> (-1,1,&3) 3 2 2 2 
i 
T T 
C2)= 2. 3, (-l,-l,E3) ? 3 2 
3 5 
If Ed = 1, then according to Case 2.2, 
i 
i i 
(Case 2). 
x(3)= I 
2 3 ) (-1; -1, -1,l) 
0 3 1 
(Case 1) 
(Case 1) 
i i 
x(4’= i 2 3 ) (1; -1, -1, 3 0 -1) i 
hence we have 
If Ed = - 1, then according to Case 2.1, 
%(i ;, (l;-l,-l,lj. 
4X1 1143’2-7 
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6. DELETION ALGORITHM FOR S0(2n,@) 
In this section we describe the algorithm, called the deletion algorithm, 
which gives the inverse map D(x) of Z(x), where x = ADCnj or 1$,,,. 
DEFINITION. Let T be a (punctured) S0(2n)-tableau. A partial signature 
vector compatible with T is a vector E = (E,, . . . . E,) E { - 1, 0, 1)” (or E = 
C&o; El > .. . . E,) E { - 1, 0, 1 }” + ’ where c0 # 0) satisfying the same conditions 
as in the definition of compatible signature vectors. (See Sections 2 and 4.) 
And, using partial signature vectors instead of signature vectors, we define 
the sets %,(A), &(A), and A,(n) in the same manner as 3,(l), X,(I), and 
q(n). 
Let us fix an element (S, 6) of R(X). For this pair, we construct a 
sequence Y(O), Y(l), . . . . YCM) of elements Y(j) of i(1) inductively until Y(““) 
is an element of g,(A) of the form YCM) = (SCM’, 6(““), BCM), 1). The delini- 
tion of D(x)(S, 6) will be given afterward. 
First we define Y(O) as follows. Let p be the shape of S. If p D I and the 
cell of Y(p)- Y(n) is in the kth row, then we define Y(O)= 
(S, 6, co, k + 1) E X,(n). If p 4 A, then let S (O) be the punctured tableau of 
shape 2 obtained by appending to S the empty cell at the cell of 
Y(n)- Y(p). And we put 
6(O) = 
0 
i 
1 if l(n)<n 
e fiSi 
i 
if 1(1)=n, 
i=l 
where e = 1 or 
(S6”‘; 6,, . ..) 
-1 according as x=A&, or Iz&,. Then b(O)= 
6,) and Y(O) = (S(O), 6”)) E X,(A). 
Next we define Y(j) when Y(O) , . . . . Y”- ‘) have been constructed. Suppose 
that Y (i- 1) = (SCi- I), d(i- I), /I(‘- ‘I, kc’- “) is an element of %JJ.) or J%,(n). 
We put k=k (i- 1) sJ = Del(S(i- I), p(i- 11, k _ l), and p’ = bumpD(S(i- I), 
fl”- ‘), k - 1). Then we consider the following two cases: 
Case 1. fi’ = k - 1 is bumped from the (k - 1, 1 )-cell of SC’- i) and 
S”-“(k-2, l)=k-1, @I;)= -1. 
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Case 2. Otherwise. 
In Case 1, we define S”’ to be the punctured tableau obtained from S’ 
by puncturing the (k - 2, 1 )-cell. If /I’;- ‘) = 5, then we put 
8’~) = d’i- 1) 
I I for j#O, h 
and determine 8;) by the compatibility with S”) except for the case where 
S”‘(k, 1 ) = k, S”‘(k- 1, 1)=/j”-‘)=k. 
In this case, we put Sp) = 0. As for the signature Sg’ of the empty cell, we 
Put 
(jb” = -i?(l) . E 
AU 
0 (A(S”‘)) if S”)(k-2, 2)<S”‘(k- 1, 1) 
if S”‘(k-2, 2)>S”‘(k- 1, l), 
where S”‘(k - 2, 2) = ii. 
In Case 2, we put 
S(i)=S’=Del(S(i~‘),P”-‘),k-l) 
B”)=P’=bumpD(S”~“,B”~“,k-l) 
k”‘=k- 1. 
If /I(‘- ‘) = 8 and /I”) = ii, then we put 
d(i) = 
{ 
&,( S”‘) if j=u 
J a’,‘- 1) 
.I 
if j# a, h. 
And SF’ is determined by the compatibility with S”) except for the case 
where 
S”‘(k, 1) = k, S”‘(k- 1 1)=/j”-“& 
In this case we define 8:) =O. 
Next we consider the case where Y”- ‘) = (S”- I), 6”- ‘I) E i,(n). In this 
case, we put S” = B(S ‘i-1) ). From Lemma 4.4, it is enough to consider the 
following three cases: 
Case 3. S” is an S0(2n)-tableau. 
Case 4. S ‘j-l)(k 1) is the empty cell and S , “-‘)(k-1, l)dk-1 (or 
k= 1). 
Case5.S (, ‘ip ‘) k 1) (Ia 2) is the empty cell and 
S”-“(k+ 1, 1)~ . . =,‘$-l’(k+ 1, I- l)=k+ 1 
S”-“(k+ 1, l)=k+ 1, S”-“(k-l,/)<k (or k= 1). 
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In Case 3 we define S(j)= S” = B(S”- ‘) 
defined as follows: 
). The signature vector 6(j) is 
Case 3.1. The empty cell of Sci) is not in the first column. 
In this case we put 6”’ = 6”- ‘). 
Case 3.2. S”-“(k, 2) and S”‘(k, 1) are the empty cells. 
This case is divided as follows: 
Case 3.2.1. S”- i)(k - 1, 1) > k+ 1 and Yci -I) satisfies the following 
conditions: 
(a) There exists an integer m > k+ 2 such that S”‘(m - 1, 1) =m, 
S”)(m, 1) = fi 
(b) S”‘(k 2)< S”‘(k+ 1 1) 
(c) i?f ‘)‘= -~,(s(‘)) if >“)(k, 2) = ii. 
Case 3.2.2. S”-“(k- 1, 1)~ k+ 1 and Y”-‘) satisfies the following 
conditions: 
(a) There exists no integer m >k+ 2 such that S”‘(m - 1, 1) =m, 
S”‘(m, 1) = fi 
(b) S”‘(k 2)< S”‘(k+ 1 1) 
(c) Slip ‘)‘= -g,(S(‘)) if k(‘)(k, 2) = 5. 
Case 3.2.3. Otherwise. 
In Case 3.2.1, let m 2 k+2 be the minimum integer such that 
Scipl’(m- 1, l)=m and S ‘“‘(m, l)=fi. If S”)(k, 2)=S’“‘(k, l)=ii, 
we put 
r 
E (SC”) a if j=a 
*‘I) = 
I 
-*“- 1’ m if j=m 
*(i-l) 
I otherwise. 
In Case 3.2.2, we put 
{ 
& (S”‘) *!” = a if j=a 
, *(i- 1) 
I otherwise, 
where S”)(k 2)= S”-“(k 
In Case 3.2.3, we put 
> l)=Z 
*~-l).E,(s(i)) if j=O 
*!“= / 
1 
E (S(l)) u if j=a 
ST ” otherwise, 
where S”)(k, 2)= S”-‘)(k, l)=ii. 
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Case 3.3. St’ “(k+ 1, 1) and S”‘(k, 1) are the empty cells. 
Then we put d(j) = 6” ” except for the case where 
S”-“(k-2, l)=k S”-“(k- 1, l)=k 66”L -1, 
In this case we put 
“;;’ = - 1 
i 
1 if j=O 
if j=k 
s:;- ” otherwise. 
In Case 4, we construct an element Y (I) = (S(‘), 6(‘), pci), kc’)) of X,(A). Let 
us divided this case into five cases. Here we note that S”- ‘)(k, 2) # k, if the 
signature 6, (‘-” of empty cell is equal to 1. 
Case 4.1. 6tP ” = 1, S”- “(k, 2) > k + 1, and S”-“(k - 1, 2) > k. 
Then we put 
S”‘( p, q) = 
k if (P, 4) = 6% 1) 
S(‘- I’@, q) otherwise 
(j(i)= ---l 
{ / d(,i- 1) 
fl’i’=k ’ 
if j=k 
otherwise 
k”’ = k. 
Case 4.2. 6(‘-” 
0 
= 1, S” “(k, 2) 2 k + 1, and S ‘i-ll(k- 1, 2)<k-!. 
S”‘(f7, q) = 
k if (P, q)= tk 1) 
s(‘- “(p, q) otherwise 
if j=k 
otherwise 
k”) = k. 
If Sg- “= 1 and S”- ‘)(k, 2)=k, let 1 be the integer such that 
S’“‘(k, I) =k and S ‘“)(k l+l)#k, Then we have S”-“(k,Z+l)> 
k + 1 from the definition of punctured S0(2n)-tableaa. 
Case 4.3. Sg- “= 1, S(‘- ‘)(k, 2) = k, and S”+‘)(k - 1, I + I) 2 k. 
k if (P, q) = (k - 1, 4, (k 1) 
sqp, q) = 
i 
f? if (p, q) = (k, I) 
s”- “(/I, q) otherwise 
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d(i) = ’ 
I 
{ 
h!i-I’ 
1 
if j=k 
otherwise 
/p=S(‘-“(k- l,l) 
k”‘=k- 1. 
Case 4.4. dg-“= 1, S”-“(k, 2)=k, and S(‘-“(k- 1, 1+ 
1)~k-l 
(or k = 1). 
s”‘(p, q) = 
k if (P, q) = (k, 1 L (k 1) 
s”- ‘VP, 4) otherwise 
d(i) = 
1 { 
’ if j=k 
d!i 1) 
/p=R I 
otherwise 
Case 4.5. 6”+ ‘) = - 1. 
In this case ie note that S (i-l’(k 2) 3 I;. So we define , 
S”‘(P, q) = 
k if (P, q)= 6% 1) 
s(‘- “(p, q) otherwise 
(yj!“‘= -l 
I i 
if j=k 
6!‘- 1) 
p”‘=k ’ 
otherwise 
k”’ = k. 
In Case 5, we construct an element Yci’ = (S”‘, Sci’, PC”, k”‘) of X,(A). Let 
us divide this case into two cases. 
Case 5.1. I = 2. 
if (p, q)=(k+ 1, 1) 
if (P, q) = 6% 2) 
q) otherwise 
if j=k+l 
otherwise 
kc’) = k + 1. 
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if (p,q)=(k+l,I-1) 
S”‘(p, q) = if (P, q) = (k 4 
otherwise 
(q” = q- 1) 
P(i’=S”-“(k,l- 1) 
kc” = k. 
Now we have already constructed the sequence Y(O), .. . . YCM) of elements 
of @A) such that Y(“‘)= (StM’, dCM), /I(““), l)~z’,(A). Then D(S, 6) = 
(r, F, y) is defined as follows. We put T = SCM) and y = fl”“‘. Now we define 
the signature vector E. (Note that al;“’ may be 0.) If 8LMM) #O, then we put 
sk =diMM). Let k,, . . . . k, (k, <k,< ... <k,) be the integers such that 
dCM) = 0. The signature ek is determined inductively on j. Suppose that 6 
Ed,, . . . . Ed, is determined. Let k = kj, 1 and i be the minimum integer such 
that 6!‘=0. Then it follows from the above algorithm that YciP2)~Ap(A). 
So we define 
k-l k-l 
Ek= n hj’-*’ 
1=0 1 ,!, &I. 
This completes the definition of the map D = D(A,,,,) or D(A&,,). 
Now we define 
and P(j) to be the element obtained from Y(” by replacing the partial 
signature vector ~5~‘) with SC’). Then it follows from the following lemmas 
that D(x) is well-defined. These lemmas can be checked case by case. 
LEMMA 6.1. For 0 d i d M, we have 
Y(l) E X(A), V) E X(A). 
Proof: It follows from Lemma 3.6 that SCi) is semi-standard. Then it is 
clear that S(j) is a (punctured) S0(2n)-tableau. 1 
LEMMA 6.2. Zf Y(‘- ‘)E~&A) and Y(‘)E%,(A), then we have 
I) q- ‘)= fi F,. 
j=o J=l 
370 SOICHI OKADA 
LEMMA 6.3. If Y , (‘+‘) Y”‘EZ’,(A), then we haoe 
except for Case 3.2.2. 
LEMMA 6.4. If 1(i) = n, then 
n “j”‘= Iy Ej’ 
j= 1 
where the product is taken over 0 < j < n ifp u I and over 1 6 j < n ifp D 1. 
Prooj If ~1 D 1, then no bumping occurs in the first column, so that 
8, = sj for all j. If p 4 A, then it follows from Lemmas 6.2 and 6.3 that 
n,“= 0 6jo’ = JJy= 1 Ej. 1 
Proof of Theorem 5.1. We fix an irreducible character x = AD(,,, or 1$,,,. 
For (T, E, y) E L(x), let X(O), . . . . X”“’ be the sequence of elements of X(1) 
constructed in the insertion algorithm. For (S, 6) E R(X), let Y(O), .. . . YcM) 
be the sequence of elements of x(1) constructed in the deletion algorithm, 
and P(O), .. . . P(““) be the sequence of elements of W(A) obtained as above by 
replacing the partial signature 6(‘) with S(‘). Now we remark the following 
correspondence. 
Insertion Deletion 
Algorithm Algorithm 
Case 1 
Case 2.1 
Case 2.2 
Case 3.1 
Case 3.2 
Case 3.3 
Case 4 
Case 5 
Case 6.1 
Case 6.2 
Case 6.3 
Case 2 
Case 5.1 
Case 4.1, 4.5 
Case 5.2 
Case 4.3 
Case 4.2, 4.4 
Case 1 
Case 3.2.1 
Case 3.1 
Case 3.2.2, 3.2.3 
Case 3.3 
Then it follows from Lemma 3.5 and 4.2 that, if Z(x)(T, E, y) = (S, 6) (or 
D(x)(S, 6) = (T E y)) M= N and Xci) = Fi(NPi+‘). Therefore we have 2, 3 
WI) Rt)(T, ~9 Y) = (7’9 E, Y) 
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Finally we consider the irreducible decomposition of the tensor space 
W@’ as S0(2n)-module, where W= @2n is the natural representation space 
of S0(2n, a=). 
DEFINITION. For an irreducible character x of S0(2n, C), we denote by 
S(x) the set of all irreducible characters q appearing in the product 
xWDtn,. Here (l)Dcn,=xl+xl ’ + . . +x,, +x;’ is the character of the 
natural representation. 
Then, from Theorem 5.1 and Corollary 5.2, we can see that the map 
I(x): Tab(x) x r, + LI Tab(v) 
rlES(X) 
is a weight-preserving bijection. Moreover we have 
PROPOSITION 6.5. (1) If1 = ADcnI (I(A) <n - 2) then 
S(~,,n,) = bLn,n,: P D 11 ” bbcn,: P 4 21. 
(2) Ifx = j"Lwl) (I(A) = n - l), then 
S(~D(n,) = {Lb@): P ‘zII,~(~*)=~-~}u{~~(~):c~~~~J 
” wqn,, vD(n): v=(l, )...) An-,, 1)). 
(3) Zfx=A&,, (I(E.)=n) and %,,= 1, then 
S(I$(,,)=i~~(,,,:~LD}uy~L~n):CIQII,f(C1)=n) 
u Iv~,~):v=(~,,...,~,,~~)}. 
(4) Zfx=i&,, (l(A)=n) and /2,>2, then 
DEFINITION. For an irreducible character x of S0(2n, C) and k E N, let 
Ak(x) be the set of all sequence (x0, x,, . . . . xk) of the irreducible characters 
xi of S0(2n, C) satisfying the following conditions: 
(1) x0 = ram,,, (the trivial character). 
t2) Xk=X. 
We note that Jk(A,,,,,) or Ak(A&,) is empty unless 111 E k (mod 2) 
and 1% dk. 
For a word w=y,y,...y,~r,,~, we define (Pi, Q;) E u, A%“(X) x Tab(X) 
inductively. First we put (PO, Qo) = (Dncn,, a), where 0 is the unique 
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element of Tab(aDc,,). If Pi_ 1 = (x0, . . . . x,- ,) and Qi- 1 E Tab(Xi- I)r then 
we put 
Qi=‘(Xi-I)(Qz- lr Yi) 
pj = (X0, ...9 Xi- I > XiX 
where Qi E Tab(X,). Then we define 
P(w) = Pk, Q(w)=Q,. 
THEOREM 6.6. The map 
rilk --f U ~.@~(x) x Tab(x) 
w++ (P(w) 3 Q(w)) 
is a weight-preserving bijection. 
COROLLARY 6.7. 
(x1 + XL’ + .” +X,+X,l)k=C # ~k(~).~, 
where x runs over all irreducible characters of S0(2n, C). 
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