Abstract. The aim goal of this paper is to treat the following problem
Introduction.
This paper deals with the following parabolic problem The constant Λ N,p,s is optimal and not achieved.
We refer to [19] and the references therein for the proof. See too [2] and [3] . For p = 2 and s = 1 the problem (1.1) was studied in [9] . The authors proved existence and nonexistence results related to the fact that λ ≤ Λ N,2 or λ > Λ N,2 , respectively. The nonlocal case has been studied in [4] . The authors by proving a suitable Harnack inequality, analyzed the optimal relation between integrability of the data and the spectral value λ. Moreover they proved the existence of a critical exponent q + (λ, s) depending only on λ such that existence holds for a semilinear problem if and only if the power q < q + (λ).
For p = 2 and s = 1, the problem was first widely analyzed in [16] . In [8] , the authors studied some qualitative and quantitative properties of the weak solutions. In [14] , the authors studied a more general class of operator and in particular complete the previous study showing that if 2N N +1 ≤ p < 2, the problem has a distributional solution far from the origin. This fact was proved using a class of the Caffarelli-KhonNirenberg inequality that holds for any degenerate radial potential in the local case, see [12] . We quote here the recent result in [1] where the authors proved the existence of entropy solution for all data in L 1 but without the Hardy potential. Such problem has not finite speed of propagation property, that can be immediately extended to problem (1.1).
To study the problem (1.1) in the fractional setting, s < 1, there appear some challenging difficulties with respect to the local case, that must be solved. Precisely the fractional version of some local results in [14] need a deep analysis in the nonlocal framework to reach results on existence.
The paper is organized as follows. In Section 2 we give some auxiliary results related to fractional Sobolev spaces and some functional inequalities. We present also some algebraic inequalities that will be used to overcame the lost of the possibility of integration by part for the nonlocal operator. In an Appendix, we give a detailed proof of this algebraic inequality.
To deal with the case 2N N +s ≤ p < 2 and λ > Λ N,p,s , as it was proved in [14] in the local case, we need to consider fractional Sobolev spaces with very degenerate potential. In this case and as it was observed in [2] , on the contrary to the case of singular potential, we need to use a new approach to define the fractional Sobolev spaces. Hence in subsection 2.1 we define such natural spaces where the solution will live and we give some connection with the spaces defined in [2] .
In Section 3 we will consider the case λ ≤ Λ N,p,s , in this case we prove the existence of a global solution that is in a suitable energy space.
The case λ > Λ N,p,s and p < 2 is studied in Section 4. According to the value of p, we prove the existence of a solution that is in a suitable fractional Sobolev space. If 2N N +s ≤ p < 2, that is the more delicate case, we are able to prove the existence of a solution far from the origin which is, modulo a suitable weight, in a fractional weighted Sobolev space.
The question of extinction in finite time is analyzed in Section 5. According to smallness condition on u 0 , we prove the finite time extension properties. The same property is proved if we add a concave potential of u as a reaction term in (1.1).
In the last section we consider the case p > 2 and λ > Λ N,p,s . Since the finite speed propagation properties does not hold in the nonlocal case, we are able to show that problem (1.1) has non nonnegative solution in an appropriate sense. This result can be extended to large class of nonlinearities and can be seen as non local version of the results obtained in [16] and [6] .
Preliminaries and functional setting
Let us begin by stating some preliminaries tools about fractional Sobolev spaces and their properties that we will use systematically in this paper. We refer to [18] and [7] for more details.
Assume that s ∈ (0, 1) and p > 1. Let Ω ⊂ IR N , then the fractional Sobolev spaces W s,p (Ω), is defined by
where dν = dxdy |x − y| N +ps . It is clear that W s,p (Ω) is a Banach space endowed with the following norm
In the same way we define the space W If Ω is bounded regular domain, we can endow W s,p 0 (Ω) with the equivalent norm
The next Sobolev inequality is proved in [18] .
To treat the case λ = Λ N,p,s , we need the next improved Hardy-Sobolev inequality obtained in [2] and [3] . Theorem 2.2. Let p > 1, 0 < s < 1 and N > ps. Assume that Ω ⊂ R N is a bounded domain containing the origin, then for all 1 < q < p, there exists a positive constant C = C(Ω, q, N, s) such that for all
It is clear that for all w, v ∈ W s,p (IR N ), we have
where
The next Picone inequality will be useful to prove the non existence result for p > 2.
We refer to [10] and [2] for a complete proof and other application of the Picone inequality.
We define now the corresponding parabolic spaces. The space
It is clear that
is a Banach spaces. In the case where the data (
, then we can deal with energy solution, more precisely we have the next definition.
, then we say that u is an energy solution to problem
Notice that the existence of energy solution follows using classical argument for monotone operator as in [21] .
Before closing this section, we recall some useful algebraic inequalities which will be used throughout the paper. The proof follows using suitable rescaling arguments.
In the case where α ≥ 1, then under the same conditions on a, b, p as above, we have
The next algebraic inequality is new and can be seen as an extension of the integration by part formula when using a product as a test function in the local case. The proof is given in the Appendix. Lemma 2.6. There exist two positive constants C 1 < 1 < C 2 such that for all a 1 , a 2 ∈ IR and for all
2.1. Fractional Sobolev space associated to degenerate potential. To analyze the regularity of solution to problem (1.1) when p < 2, we need to develop some weighted Sobolev type inequalities with degenerate potential. In the local case and as it was proved in [14] , this type of estimate was a consequence of the well known Caffarelli-Khon-Nirenberg inequalities proved for a large class of weights that cover all the radial degenerate potentials. As in [2] and [3] , setting
is a Banach space endowed with the norm
As a consequence the next weighted Sobolev inequality is proved. 
Hence we can define D 
It is clear that the following weighted Hardy inequality
Since β ≤ −ps, then
Thus to deal with degenerate weight we need to adapt new approach. Let −∞ < α < N −ps 2
and define the space
Using The classical Sobolev inequality we conclude that E α (IR N ) is a Banach space and
that can be seen as a Caffarelli-Khon-Nirenberg inequality.
The main result of this subsection is the following.
Proof. To prove the main result we have just to show the existence of
. Let us begin by proving the first inequality. In this case the proof follows using closely the computations in [2] . For the reader convenience we include here all details. In what follows, we denote by C 1 , C 2 , ... any positive constants that are independent of u and can change from one line to another. Define (2.10)
In the same way we have
and
using Young inequality, it holds that
In a symmetric way, we reach that
Thus we get the existence of positive constants C 1 , C 2 , C 3 such that
Hence we have just to estimate the first integral. Taking into consideration the definition of v and w given in (2.10), it holds
Therefore, we get
Now, we follow closely the radial computations as [15] and [17] . We set r = |x| and ρ = |y|, then
Taking into consideration the behavior of K near 1 and ∞, we conclude that
Now, using the fractional weighted Hardy inequality given in (2.7), we reach that (2.12)
Combining (2.12) and (2.11), it holds (2.13)
We deal now with the second inequality in (2.9). Notice that
Therefore we conclude that (2.14)
As in the first case, settingg
it holds that
2 (x, y)dxdy and
Thus, as in the first case,
Combining (2.14) and (2.15), we reach that
Hence we conclude. Recall that we are considering nonnegative solution to problem
in Ω, where λ ≤ Λ N,p,s and u 0 ∈ L 2 (Ω) with u 0 0. Define u 0n = T n (u 0 ), starting with u 00 ≡ 0, for n ≥ 1, we consider u n as the unique nonnegative solution to the following approximated problem
in Ω.
The existence of u n follows using classical arguments for monotone operator as in [21] . It is clear that u n 0 and {u n } n is monotone in n. As a consequence we get the first existence result.
Proof. Using u n as a test function in (3.2), we get
Using the Hardy-Sobolev inequality we obtain
Hence we get the existence of a measurable function u such that u n ↑ u a.e in Ω T , u n ⇀ u weakly in
. Now the rest of the proof follows by using classical compactness arguments.
In the case where λ = Λ N,p,s we can use the improved Hardy-Sobolev inequality given in (2.2), in this case we can prove the next Theorem.
4. Existence Results: p < 2 and λ > Λ N,p,s
Let consider now the more interesting case, λ > Λ N,p,s and p < 2. According to the value of p, we will prove that problem (3.1) has a solution. 
Proof. Setting W n (x) = 1 |x| ps + 1 n , then using a suitable iteration arguments we can prove that the problem (4.1)
in Ω, has a bounded minimal nonnegative solution u n . Using u n as a test function in (4.1) and by Hölder and Young inequalities, it follows that
Since 1 < p < 2N/(N + 2s), then β n (T ) ≤ C(T + 1). Thus
and, as a consequence of Gronwall inequality, we reach that
. It is not difficult to show that u is globally defined in the time and that u solves problem (3.1).
4.2.
The case λ > λ N,p,s and 2 > p ≥ 2N/(N + 2s). We begin by investigating the existence of a nonnegative selfsimilar solution for the Cauchy problem in the whole IR N . We set V (x, t) = t α F (x), then
|x − y| N +ps dy.
Let us search F in the form F (x) = F (|x|) = A|x| γ , then (4.4) implies that
where, as in (1.4),
Assume that γ = −ps 2−p , then γ < 0 and γ = γ(p − 1) − ps. Hence by (4.5) we obtain that
Therefore,
Notice that, in the local, for λ > Λ N,p,1 , the positivity of B follows using a simple algebraic inequality. The situation is more complicated in the nonlocal case and some fine computations are needed.
Since
then taking into consideration that K( (2) For all 0 < λ < Λ N,p,s , then there exist ρ 1 , ρ 2 such that 0 < η 1 < N −ps p < η 2 and Θ(η 1 ) = Θ(η 2 ) = λ.
Proof of Lemma 1.
We have just to show that (Ψ 1 (γ) + λ) > 0. We split our work in two cases according to the value of p. The first case: 
In the case where p ≥
However we can show that in this case we have a solution away from the origin and that solution is in a suitable fractional Sobolev space with degenerate weight. This is the main goal of the next computations.
Let us define the next weighted parabolic Sobolev space.
, we refer to the Subsection 2.1 for some useful properties of the space E α,0 (Ω).
Then we have the next theorem. 
Proof. Recall that u n is the unique solution to the approximated problem (3.2). Let w(x) = |x| pα where α > 
Using wu n as a test function in (3.2), it follows that
Integrating in the time and using the fact that the sequence {u n } n is increasing in n, it follows that
Using inequality (2.5), we obtain
Hence we conclude that (4.12)
Let us analyze the term
We claim that
Since Ω is a bounded domain, then Ω ⊂⊂ B R (0), hence
We set r = |x| and ρ = |y|, then x = rx ′ , y = ρy ′ . where |x ′ | = |y ′ | = 1. Therefore we obtain that Now, as p < 2, using Young inequality,
Going back to (4.12), by (4.13) and (4.14), we reach that
Using Gronwall Lemma we obtain that Ω u 2 n (x, T )w(x)dx ≤ C(T ) and then
We setũ n = w(x)u n , then {ũ n } n is increasing in n and bounded in the space L p (0, T ; W s,p 0 (Ω)). Hence we get the existence of a measurable function u such that u n ↑ u a.e. in Ω,
Let us show that u satisfies (4.11). Let v ∈ C ∞ 0 (Ω T ), using wv as a test function in the approximating problem (3.2) and integrating in the time, it follows that
Taking into consideration the previous estimates, we get easily that, as n → ∞,
Let us prove that
Using the previous estimates on {u n } n , we haveũ
, where J n (x, y, t) =Ũ n (x, y, t)(ṽ(x, t) −ṽ(y, t)) and
Using a duality argument we reach that
We deal now with
We claim that (1 − (
We set r = |x|, ρ = |y|, then x = rx ′ , y = ρy ′ where |x
0 (Ω)), using the Hardy inequality, it follows that ΩT |ṽ(y, t)| p |y| ps dy dt < ∞ and then the claim follows.
Therefore L n21 converges strongly in L 1 (D Ω × (0, T ), dν dt). In the same way we can prove that L n22 converge strongly in L 1 (D Ω × (0, T ), dν dt). Hence using the Dominated convergence theorem we obtain that L n2 converges to L 2 strongly in
, then using the same computations as in the previous claim, we reach that
Combining the above estimates, we conclude that
Hence u ∈ Υ α satisfies (4.11). It is clear that u is a distributional solution to (3.1) in Ω\{0} × (0, T ).
5. The singular case p < 2: Further properties of the solutions.
In this section we suppose that p < 2, our main goal is to get natural condition on the data in order to show the existence or non existence of finite time extinction. The first result in this direction is the following. 
in Ω,
Hence if T < T * , u(x, T ) = 0 and the result follows. Assume that 1 < p < 2N N +2s , using an approximation argument, we can take u ν as test function in (5.1), it holds that
|x| ps dx.
Hence, by inequality(2.3), we get
Using now Hardy inequality
Assume that λ < CΛ N,p,s 2 , hence by using Sobolev inequality, we conclude that
Now, we get that
Hence the result follows.
Now, for the more general problem
in Ω, where q ≤ 1, as in Theorem 5.1, we can prove that (5.2) has a solution with finite time extension, more precisely we have
, then there exists C > 0 such that if λ < C, then u(., t) ≡ 0 for all t ≥ T * for some T * > 0.
If q < p − 1, then as in the local case, a different phenomenon appears and non extinction in finite time occurs. More precisely we have the following result. Theorem 5.3. Assume that 1 < p < 2, λ ≤ Λ N,p,s and let q < p − 1, then the problem
has a global solution u such that u(x, t) > 0 for all t > 0 and x ∈ Ω, namely there is non finite time extinction, moreover, u(., t) ↑ w as t → ∞ where w is the unique positive solution to problem
6. The case p > 2 and λ > Λ N,p,s : Non existence result
In [16] , for the local case, the authors proved that if p > 2, λ > Λ N,p,1 and u 0 ≥ C in some ball B η (0), then problem (5.1) has non negative solution in the sense that if we consider u n to be the unique solution to problem (3.2), then for all ε > 0, there exists r(ε) > 0 such that u n (x, t) → ∞ as n → ∞ if |x| < r(ε) and t > ε. This phenomenon occur since the parabolic operator has the finite speed propagation and then if Supp(u 0 ) ⊂ Ω\B η (0), then for t small, the Hardy potential has non effect and then the solution can exists for small t.
Since in our case, the nonlocal operator has not the finite speed propagation, we will show that problem (5.1) has non solution in a suitable sense.
Let us begin by the next property of the Hardy constant defined in (1.3). If Ω is a bounded domain such that 0 ∈ Ω, then we define Proof. Without loss of generality we can assume that u 0 ∈ L ∞ (Ω). We argue by contradiction, suppose that problem (5.1) has a solution u 0 obtained as a limit of approximation. Using Monotony argument we get easily that (5.1) has a nonnegative minimal SOLA solution denoted by u with u = lim n→∞ u n and u n is the unique solution to the problem in Ω, where a n (x) = min{n, 1 |x| ps }. It is clear that {u n } n is increasing in n and u n ↑ u a.e. in Ω T . Since the finite speed propagation does not holds for u 1 , see [1] , then we get the existence of 0 < t 1 < t 2 such that for all x ∈ Ω and for all t ∈ [t 1 , t 2 ] we have u 1 (x, t) > 0. In particular for 0 < ρ << 1 be chosen later such that B ρ (0) ⊂⊂ Ω, we have u 1 (x, t) > C > 0 for all (x, t) ∈B ρ (0) × [t 1 , t 2 ].
Letη < ρ to be chosen later, then all n ≥ 1, u n (x, t) ≥ c = C 2 for all (x, t) ∈ B η (0) × (t 1 , t 2 ). Consider ψ ∈ C ∞ 0 (Bη(0)), using Theorem 2.3, we obtain that Choosingη << 1 and C small and by the comparison principle we obtain that v ≤ u in Bη)(0) × (t 1 , t 2 ). Thus lim u(x, t) = ∞ ∀ t ∈ (t 1 , t 2 ). III-The third case: a 1 , a 2 ≤ 0. We setã 1 = −a 1 andã 2 = −a 2 , thenã 1 ,ã 2 ≥ 0 and
then the result follows using the previous cases.
IV-The fourth case: a 1 < 0 < a 2 or a 2 < 0 < a 1 . Let assume that a 2 < 0 < a 1 and defineã 2 = −a 2 , we get |a 1 − a 2 | p−2 (a 1 − a 2 )(a 1 b 1 − a 2 b 2 ) = (a 1 +ã 2 ) p−1 (a 1 b 1 +ã 2 b 2 ).
As in the previous case, without loss of generality we can assume that a 1 ≥ã 2 and b 1 ≥ b 2 . Setting δ =ã 
We have
where, as in the previous cases, we have used the fact that C 1 (1 + ε) p−1 = 1 ≤ C 2 . Hence the result follows.
