We treat the problem of searching for hidden multidimensional independent auto-regressive processes. First, we transform the problem to Independent Subspace Analysis (ISA) 
(1) z(t) = As(t).
Here: the unknown mixing matrix A ∈ R D×D , the hidden components s m ∈ R d , and s(t) 
Assumptions
• e m (t) is i.i.d. in t, e i (t) is independent from e j (t), if i = j • F m s correspond to stable AR processes • A: invertible • whitened noise process e(t) and orthogonal A [without loss of generality (invertible A, innovation trick)], that is
Uncertainties of the IPA Model
• IPA identification ambiguities, alike to ICA and ISA
• IPA innovation trick [1, 2, 3] −−−−−−−−−−−−−−−→ ISA, where the innovation of a stochastic process u(t) is
For an AR process, the innovation is identical to the noise that drives the process ⇒ IPA model
• Concerning the ISA task, if s and z are white, then -lessened ISA ambiguities: (i) permutation of the components, (i) orthogonal transformation within subspaces, -W is orthogonal. Identification ambiguities of the ISA task are detailed in [4] . 
Assuming that W ICA (z) is unique (up to permutation and sign of the components), then it is W ISA (z) (up to permutation and sign of the components). In other words
where P ∈ R D×D is a permutation matrix to be determined. (Proof in [5] , e.g., for elliptically symmetric sources)
⇒ IPA estimation steps: 1. observe z(t) and estimate the AR model, 2. whiten the innovation of the AR process and perform ICA on it, 3. solve the combinatorial problem: search for the permutation of the ICA sources that minimizes the cost J. Thus IPA needs only two (more) steps: (i)Ĥ, and (ii) optimization of J in S D (permutations of length D).
Assistants

Multi-dimensional Entropy Estimation by the k-nearest Neighbor Method
Entropy estimation (similar to [3] ) based on k-nearest neighbors [6, 7] : asymptotically unbiased and strongly consistent [6] . Basic idea:
where
: (i) only IPA algorithm at present (to our best knowledge), (ii) Jacobi rotations for pairs, after ICA preprocessing (ICA-Jacobi).
Cross-Entropy Method for Combinatorial Optimization
For permutation search (P) CE [8] technique, cost function
where P x is the permutation matrix associated to x. Our method is similar to the Travelling Salesman Problem (TSP) solved by CE: travel cost ↔ J(x)} ⇒ ICA-TSP.
Numerical Studies
Databases
Four databases (as the innovation of the hidden processes), three in Fig. 1 , the fourth: ... Middle: 3D-geom: 6 × 3 = 18-dimensional problem, uniform distribution on 3-dimensional geometric objects. Right: smiley: 6 basic facial expressions [10] , non-uniform distribution defined in 2 dimensions, 6 × 2 = 12-dimensional problem. 
Results and Discussion
• ICA-Jacobi: exhaustive search for all Jacobi pairs with 50 angles in [0, π/2] several times until convergence • Still, ICA-TSP is superior in all of the studied examples.
• Quantitative results in Table 1 , innovations estimated by the ICA-TSP method on facial expressions in Fig. 2 .
• Greedy ICA-Jacobi method seems to be similar or sometimes inferior to the global ICA-TSP, in spite of the much smaller search space available for the latter.
• Simulations indicate that conditions of the 'Separation Theorem' may be too restrictive.
• Non-combinatorial IPA approach (based on the Separation Theorem) in [11] . 
