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Abstract
We derive boundary states which describe configurations of multiple paral-
lel branes with arbitrary open string states interactions in bosonic string the-
ory. This is obtained by a careful discussion of the factorization of open/closed
string states amplitudes taking care of cycles needed by ensuring vertices com-
mutativity: in particular the discussion reveals that already at the tree level
open string knows of the existence of closed string.
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1 Introduction and motivations.
Since the discovery of the non perturbative role played by strings with Dirichlet
boundary conditions [1] the boundary state formalism, first used in [2], has been
further developed. It has proven to be useful in a number of situations such as, for
example, in reading which supergravity fields are switched on in presence of branes
[3, 4] or in analyzing the rolling of the tachyon (see for example [5]).
All the boundary states used were trivially a superposition of boundary states
and they did not describe any open string interactions (see however app. A of the
first of [2]): this can be rephrased technically by saying that the boundary state of
N branes was taken to be equal to N |B〉 where |B〉 is the boundary state of a single
brane. This leaves the doubt whether it is possible to describe with the boundary
state formalism open string interactions or a non trivial superposition of branes.
The aim of this paper is to show that it is actually simple to describe open/open
and open/closed string interactions within the closed string formalism and that it
is also possible to describe with a unique boundary state a set of several parallel
branes interacting among themselves in the open string channel: an example of the
amplitudes described by the boundaries we consider can be seen in fig.s (4, 5). In
doing so we notice how the open string knows about the closed string already at
the tree level. We will show this starting from mixed closed/open string amplitudes
and then factorizing them in the closed channel in order to get boundary states
which describe open string interactions expressed using closed string operators: the
resulting boundary state (see eq. (4.54)) is for equal parallel branes in generic
position, i.e. when the branes are not superimposed and the low energy gauge
group is a product of one U(1) for each brane. It is nevertheless easy to get the non
generic situation with enhanced gauge group (see eq. (4.59)).
Since it is possible to describe open string interactions with closed string for-
malism it is natural to ask whether it is possible to do the opposite, i.e. to describe
pure closed string interactions within open string formalism. An almost positive
answer is given in [7] where closed string amplitudes (with a special state insertions)
are obtained from an ordered sequence of D-branes located at imaginary time.
The paper is organized as follows. In section 2 we fix our notations (see also
appendix A) by reviewing how to compute mixed open/closed string amplitudes
in open string formalism and we comment also on how Chan-Paton factors emerge
naturally when branes are moved from a generic position where they are parallel
but non superimposed to a superimposed configuration. We then write the vertices
which describe the emission of closed string states using only open string fields and
vertices for the emission of open strings hanging between two parallel but separated
branes up to cocycles. The cocycles are discussed in section 3 for both open and
closed string formalism: they are necessary to ensure the vertices commutativity in
both closed and open formalism and allow a consistent factorization of amplitudes.
We start computing the cocycles in closed string formalism since the vertices for the
emission of closed string states in open string formalism must reproduce the same
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OPEs as in the closed string sector. It is worth stressing that in order to achieve
the full consistency of the theory is necessary not only to introduce cocycles but
also to let y0 (which is the position of the σ = 0 boundary of the string when we T-
dualize to a configuration where all space directions have DD boundary conditions
or the Wilson lines on the brane at σ = 0 when all directions are NN) change after
the emission of an open string. This change is also necessary and felt by closed
string vertices when all boundary conditions are NN. Moreover it is interesting to
notice that cocycles are not invariant under T-duality and therefore amplitudes are
determined up to an overall sign.
In section 4 using the classical techniques we perform the factorization of the
open string formalism amplitudes into the closed string channel and we obtain the
explicit form of boundary states describing a bunch of parallel branes interacting
in the open channel. These boundary states can be used, for example, to recover
mixed string amplitudes of one closed string state with many open string states
simply by performing the product with the closed string state or to obtain one loop
amplitudes by computing boundary-boundary interaction.
Finally in section 5 we draw our conclusions.
2 Review of mixed closed and open string ampli-
tudes .
Interactions among closed and open strings were extensively studied already in the
early days of string theory [8, 9]. In particular, in Ref. [9] Ademollo et al. con-
structed vertex operators for the emission of a closed string out of an open string,
and computed the scattering amplitudes among Nc closed and No open strings at
tree level. The topology of the string world-sheet corresponding to these ampli-
tudes is that of a disk emitting No open strings from its boundary and Nc closed
strings from its interior. As customary in those days, only Neumann boundary con-
ditions were imposed on the disk, and no target-space compactification was consid-
ered. This formalism was extended to the case of mixed Neumann-Neumann and
Dirichlet-Dirichlet boundary conditions in a compactified target space in Ref. [3].
We find now useful to recall here these results also in order to fix our notations.
We consider a bosonic string described byXµ (µ = 0, . . . , D−1) propagating in a
partially compactified space-time with toroidal compact directions Xa ≡ Xa+2πRa
(a = dˆ, . . . , D − 1), to simplify the notation we will generically set all Ra = R.
Both compact and non compact directions can have either NN or DD boundary
conditions.
We write the open string coordinates as a function of left and right components
XL(z), XR(z¯) as
X(τ, σ) =
1
2
[XL(z) +XR(z¯)] , (2.1)
independently of the boundary conditions. In the previous expression eq. (2.1) XL,R
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are defined as
XµL(z) = q
µ + yµ0 − i
√
2α′ aµ0 ln z + i
√
2α′
∑
n 6=0
sgn(n)√
|n|
aµnz
−n
XµR(z) = S
µ
ν
(
qν − yν0 − i
√
2α′ aν0 ln z¯ + i
√
2α′
∑
n 6=0
sgn(n)√
|n|
aνnz¯
−n
) (2.2)
where −π < arg(z) ≤ +π, log(z¯) = log(z), y0 is an operator which commute with
everything and can be traded with a constant (see later for more) and in the second
equation we have introduced the diagonal matrix
||Sµν || = diag(±1,±1, . . . ,±1) (2.3)
in which all the signs +(−) can be chosen independently. Each sign is fixed to +(−)
when the corresponding coordinate has NN(DD) boundary condition, explicitly if
we consider a NN direction we take S = 1 and we have (z = ei(τ+σ) = eτE+iσ where
τE is the Wick rotated time)
X(τ, σ) = q0 + 2α
′pτ + oscillators, (2.4)
while for a DD direction we choose S = −1 and we find
X(τ, σ) = y0 + 2α
′pσ + oscillators. (2.5)
From these expressions it is clear that y0 plays the role of the boundary value in case
of a direction with DD boundary condition, i.e. for example in compact directions
XaDD|σ=0 = ya0 and XaDD|σ=π = yaπ = ya0 + 2π(wa + θa)R′ where R′ = α
′
R
is the
“dual” radius, the operator α′pa has spectrum α′pa = α′w
a+θa
R
= (wa + θa)R′ and
0 ≤ θa < 1 is associated with the difference of position of two branes or, with NN
boundary conditions, with the difference of Wilson lines which can be eventually
turned on on the σ = 0 and σ = π branes.
It is also very important to point out that the zero mode part of the expansion
in the DD sector XDD(zero modes) = y0 − i
√
2α′ aµ0 ln
√
z
z¯
is an operator (where a0 =√
2α′p ) and not a c-number as one would deduce from the canonical quantization,
exactly as it happens for the winding number for a closed string propagating on a
torus. This fact is fundamental in the construction of massive W± emission vertices
[10] and in the following construction of the cocycles. It is noteworthy to stress once
again that y0 is an operator too but it commutes with everything and therefore it
can be traded with its eigenvalues and treated as a c-number: the same happens
with the usual Chan-Paton factors and this is not accidental since y0 is a kind of
Chan-Paton factor as we discuss below.
The emission from the disk of an open string state with internal quantum num-
bers α is described by a vertex operator Vα(XL(x); k) up to a possible cocycle to
be discussed later. The vector kµ = (kα, ka) (α = 0, . . . , d−1)) must be interpreted
as k =
{
momentum NN bc
distance
2πα′
DD bc
, i.e. momentum in directions with NN boundary
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conditions and as distance/(2πα′) in the ones with DD boundary conditions1. In
particular for compact NN directions we have ka = k
a+θa
R
where na ∈ ZZ.
The emission of a closed string state with momentum in non compact direction
kα = 2kαL = 2k
α
R, momentum k
a
L =
1
2
(
na
R
+ w
aR
α′
)
, kaR =
1
2
(
na
R
− waR
α′
)
in compact
direction and left and right quantum numbers βL and βR, is described by a vertex
operatorWβL,βR(z, z¯; kL, kR): the presence of a boundary on the world sheet imposes
a relation between the left and right parts of WβL,βR which are not independent of
each other. In fact it is possible to write [9, 3] 2
WβL,βR(z, z¯; kL, kR) = VβL(XL(z); kL) VβR(XR(z¯); kR) , (2.6)
again up to a cocycle. We would like to stress that the vertex operator W depends
on a single set of oscillators (i.e. those of the open string), and that each factor
in eq. (2.6) is separately normal ordered. This is to be contrasted with the vertex
operators describing the emission of a closed string out of a closed string where
there are two distinct sets of oscillators for the left and right sectors which only
share the zero-mode in the non compact case.
A simple and intuitive reason why it is possible to write closed string vertices
using open string fields is that if we start with the free open string sigma model
with whichever boundary condition we can always couple the graviton as
S =
1
4πα′
∫
d2ξηµν∂X
µ∂Xν → S = 1
4πα′
∫
d2ξgµν(X) ∂X
µ∂Xν (2.7)
and this means that the graviton vertex which follows from the weak coupling
expansion gµν(X) = ηµν + κhµν(X) can be expressed through the open string fields
X . In particular the quantum conformal properties required for a vertex implies its
factorized form as shown in eq. (2.6) for a generic closed string state. From the same
argument this result applies to all the massless closed string excitations and it can
be extended to massive states by OPE. It is in this process that cocycles become
unavoidable since otherwise the OPE coefficients in closed and open formalism
would differ by phases.
Using the complete operators V and W (i.e. with the cocycles included), the
tree-level scattering amplitude among No open and Nc closed strings is given by
A(No, Nc) = C0(p)NNoo(p)NcNc
∫ 1
dVabc
dxNo
No−1∏
i=1
[dxi θ(xi+1 − xi)]
Nc∏
j=1
d2zj
1 In presence of DD direction this requires a little explanation, see [10] and also our further
discussion in section 3.2). The string endpoints can be attached on two different branes at a
distance δ in such a DD direction. This changes the mass shell condition due to the energy coming
from the tension of the stretched string while the vertex still must have conformal dimension one,
hence we must explicitly act on the SL(2, lR) vacuum with an operator to get this distance.
2 One could wonder why not to use W ′ = VβRVβL instead: the two vertices W and W
′ differ
in fact by a phase exp (i 2α′ pikL · kR) which is non trivial in presence of compact directions. The
answer is that the true vertices need a cocycle and that the two versions of the vertices must have
different cocycles since they both must reproduce the closed OPEs.
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〈0| T
No∏
i=1
Vαi(xi; ki)
Nc∏
j=1
WβjL,βjR(zj , z¯j; kL j , kR j)
 |0〉 , (2.8)
where dVabc is the volume of the projective group SL(2,R), T denotes the time
(radial) ordering prescription, and C0(p), No(p) and Nc are respectively the normal-
izations of the disk, of the open and of the closed vertex operators corresponding
to a Dp brane: they are explicitly given in appendix A. They are fixed so that
the low energy limit of the previous amplitudes reproduces the corresponding field
theoretical amplitudes of a theory living in p+ 1 spacetime dimensions with DNN,c
compact ones (see ref. [11]). In eq. (2.8) the variables xi’s are integrated on the
real axis while the complex variables zj’s are integrated on the upper half complex
plane. In this expression we have not used Chan-Paton factors since we suppose
the branes are in a generic position as in fig. 1, i.e. they are parallel but do not
overlap (hence we are restricting to the case of Dp with p < 25) and therefore the
gauge group is a product of U(1) factors. Nevertheless it is possible to introduce the
Chan-Paton factors Λ simply by performing the substitution Vα(x; k)→ Vα(x; k)Λ
when it is necessary, i.e. when the branes are not anymore in a generic position and
they are stacked.
The reason why we did not write the Chan-Paton factors in eq. (2.8) is that
they are not necessary when branes are in a generic position. Let us see why. A
Chan-Paton factor is nothing but a matrix: in the simplest setting, i.e. for gauge
group U(N), we can take as the Chan Paton matrices Λlm = ||δilδjm||. The matrices
have one label l for the brane where the string leaves from (“start brane”) and one
label m for the brane where the string ends (“end brane”).
When computing an open string amplitude with Chan-Paton factors we first
make a product of Chan-Paton matrices and this ensures that the end brane of a
string is the start brane of the next one, then we take the trace of this product
so that the brane where the last string ends is the brane where the first string
originates. The result of the trace accounts for the degeneracy of diagram one is
considering but in the generic setting this degeneracy is simply one therefore using
the naive Chan-Paton factors in computing an amplitude involving N branes in a
generic position would yield the wrong degeneracy. In our case where the branes
are in a generic position the role of the two labels can be taken by y0 for the start
brane and yπ = y0 + 2π(w + θ)R
′ for the end brane. In computing amplitudes
we have now to take care that the end brane of a string is the start brane of the
next one since this is not anymore implied by matrix multiplication. The effect of
momentum (actually width) conservation in DD directions in this formalism is to
ensure that the sum of all string widths, defined each as yπ − y0, is zero: this is
actually not a new constraint but a consistency condition.
In the limit where some branes are superimposed, the brane position is not
anymore enough to distinguish among them and it must be supplemented with a
label, thus recovering Chan-Paton factors.
It is interesting to note that amplitude (2.8) is well defined even when there
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brane 0
brane 1
Figure 1: As long as brane 0 is at y0
and brane 1 at y0 + 2πα
′p with p 6= 0
the brane positions are more infor-
mative than Chan-Paton factors and
are sufficient to identify the branes.
When p = 0 the branes are super-
imposed and Chan-Paton factors are
needed since all branes have the same
position.
brane 0
brane 1
Figure 2: When the branes are co-
incident one must introduce Chan-
Paton since we cannot anymore label
the branes by their position.
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are some non compact directions with DD boundary conditions. When some non
compact X have Dirichlet boundary condition it would seem that the correlator
in (2.8) be divergent since it is proportional to non compact DD〈0|0〉non compact DD
where |0〉non compact DD are the would-be momentum vacua in the non compact
Dirichlet directions. These vacua |0〉non compact DD should naively be normalized as
non compact DD〈0|0〉non compact DD ∝ δ(0) since the corresponding directions are non
compact but this is not the case. In fact we can normalize non compact DD〈0|0〉non compact DD =
1 as |0〉non compact DD is the only finite energy state because all the “winding states”
have energy proportional to R′ →∞. This justifies the point of view that non com-
pact DD directions must be understood as a limit of compactified ones, in particular
the spectral decomposition of unity is then given by
11non compact DD = limR′→∞
∑
w
|wR
′
α′
〉〈wR
′
α′
| (2.9)
where |wR′
α′
〉 are the eigenstates of the corresponding pnon compact DD.
3 The cocycles for vertices.
In this section we first determine the cocycles for closed string vertex operators in
closed string formalism so that two closed string vertices commute with each other,
then we fix the cocycles for closed string vertex operators in open string formalism
by demanding that the normal ordering of the product of two closed string vertices
be the same in both closed and open string formalism: this is done in order to be
sure that it is possible to describe closed string emission in open formalism at all
mass levels and that open/closed string amplitudes are correctly and consistently
factorizable in the closed channel. We fix also the cocycles for open string emission
vertices so that they commute with closed string ones. In doing so we realize that
also y0, the quantity entering the left and right moving part of the open string fields
given in eq.s (2.2), has to change after the emission of an open string from the σ = 0
border and this change is fundamental even when open string has NN boundary
condition (see section 3.3 for an explicit example).
All these cocycles and the transformation of y0 turn out to be conceptually very
important for a proper amplitudes factorization but of little practical importance
as long as one is willing to drop phases in amplitudes.
3.1 The cocycles for the closed string.
As said before the first step is to determine the cocycles in the closed string for-
malism. A well defined CFT for closed strings must satisfy at least the following
criteria
1. closed string vertices commute;
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2. a proper behavior under Hermitian conjugation.
The fist request is necessary in order to ensure the mutual locality of closed vertices
([12]), or in other words, that vertices obey the spin-statistics theorem. Usually
vertices are written without cocycles as
W
(c)
βL,βR
(z, z¯; k) = VβL(z; kL) V˜βR(z¯; kR) (3.10)
where the right moving V˜βR is a normal ordered functional of the closed string right
moving part
X
(c)µ
R (z¯) = q˜
µ
R − i 2α′ p˜µR ln z¯ + i
√
2α′
∑
n 6=0
sgn(n)√
|n|
a˜µRnz¯
−n (3.11)
and similarly for the left moving part
X
(c)µ
L (z) = q
µ
R − i 2α′ pµL ln z + i
√
2α′
∑
n 6=0
sgn(n)√
|n|
aµLnz
−n (3.12)
with z ∈ lC and
[qµL, p
ν
L] = [q
µ
R, p
ν
R] = iη
µν [aµm, a
†ν
n ] = [a˜
µ
m, a˜
†ν
n ] = δm,nη
µν m,n > 0 (3.13)
The previous expansions are however not completely exact for the non compact
directions since in this case the zero modes are common to left and right moving
sectors. Because of this the non compact left and right part of the vertices are not
separately normal ordered but only the non zero modes parts are normal ordered
separately while the common zero modes are normal ordered together.
For implementing the wanted properties we look for a solution of the form ([12])
W(c)βL,βR(z, z¯; k) = c(kL, kR; pL, pR)VβL(z; kL) V˜βR(z¯; kR) (3.14)
where the cocycles are given by
c(kL, kR; pL, pR) = cL(kL, kR; pL) cR(kL, kR; pR)
= eiπα
′(BkL+CkR)a paL eiπα
′(DkL+EkR)a paR (3.15)
We choose the coefficients B, C,D, E to be matrices in order to be general. They
have possibly only non vanishing entries in compact directions, e.g B.ba , since only
when there are compact directions they are needed. They must be determined, as
said before, so that two arbitrary vertices are mutually local, i.e. commute. This is
also equivalent to the fact that the radial ordering of a product of vertices is given
by a unique expression which can be derived by analytically continuing whichever
particular ordering of the vertices is chosen to perform the computation.
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In order to compute these matrices we consider the ordering of the product of
two arbitrary vertices as
W(c)βL,βR(z, z¯; k1)W(c)αL,αR(w, w¯; k2) = eiΦ(c)(k1,k2)c(kL1 + kL2, kR1 + kR2; pL, pR)
×VβL(z; kL1)VαL(w; kL2) V˜βR(z¯; kR1)V˜αR(w¯; kR2)
(3.16)
where we have defined the phase
Φ(c)(k1, k2) = −π α′ [(B kL2 + C kR2) · kL1 + (D kL2 + E kR2) · kR1] (3.17)
and then we use the well known formula (−π ≤ arg(z), arg(w) ≤ +π, |z| < |w|)
(see also appendix B)
[V (z; k1) V (w; k2)]an.con. = V (w; k2) V (z; k1)e
+iπ sgn(arg(z)−arg(w)) 2α′ k1·k2 (3.18)
to compare with the product of the vertices in the opposite orderW(c)αL,αR(w, w¯; k2)W(c)βL,βR(z, z¯; k1)
and determine the unknown matrices. From the previous equations, as it is de-
scribed in appendix (C.1), we can deduce that the (matrix) coefficients in compact
directions are
C = −D = diag(1 + 2Na) B = −E = 2 diag(Ma) (3.19)
where Na,Ma ∈ ZZ. In the rest of the paper we choose
C = −D = 11, B = −E = 0 (3.20)
so that the cocycle in eq. (3.15) simply becomes3
c(kL, kR; pL, pR) = e
iπα′(kRap
a
L
−kLap
a
R
) (3.21)
The action of T-duality on the cocycle of the vertex is not trivial, since it
exchanges the possible solutions available, i.e. a T-duality along the compact di-
rection a gives (Caa,Daa) ↔ (Daa, Caa), (Baa, Eaa) ↔ (Eaa,Baa) or Na ↔ −Na − 1,
Ma ↔ −Ma. The question is now whether we have different theories since different
choices of cocycles yield amplitudes which differ by a phase. This question assumes
that we read the actual effective theory vertices, signs included, from the string
amplitudes. At first look we would answer yes since there is no way of redefining
the fields of the effective action in a such a way that phases in front of amplitudes
match, as it is easy to verify in the case of the three tachyons (see eq. (C.95) in ap-
pendix). On the other side also loop corrections are proportional to the same phase
of the tree level since moving the cocycles in front of the string of vertices yields
3 It is also possible to choose c(kL, kR; pL, pR) = e
ipiα′(kL+kR)a(pL−pR)
a
= eipinawˆ
a
where wˆa
is the winding operator if one is willing to have vertices which are hermitian up to a phase and,
hence, have a Zamolodchikov metric not equal to the unity.
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the same numeric phase as in the tree level case (this phase depends on external
momenta only and does not depend on the number of handles) times an operatorial
cocycle like eiπα
′ (B
∑Nc
j=1
kLj+C
∑Nc
j=1
kRj)·pL+.... Now the above operatorial cocycle is
identically 1 since the numeric coefficients are zero because they are proportional to
the sum of the external momenta which are conserved. Because of this the would-be
different theories we get give different S-matrix elements which nevertheless yield
the same transition probability to all orders in perturbation theory. Moreover the
physical states created by the different vertices are the same.
3.2 The cocycles and y0 shift in the open string formalism.
A well defined CFT for an open-closed string theory must satisfy at least the fol-
lowing 5 constraints:
1. the open string vertices at σ = 0 and σ = π commute;
2. the open string emission vertex from σ = 0 commutes with the closed string
vertices;
3. in a similar way the open string emission vertex from σ = π commutes with
the closed string vertices;
4. the closed string vertices in open string formalism must have the same “OPE”
as in closed string formalism, or more precisely we want the normal ordering
of the product of two closed string vertices be formally equal to (3.16), in
particular we want the closed string vertices to commute;
5. a proper behavior under Hermitian conjugation.
The previous constraints can fail only because of phases and these phases depend
only on momenta therefore the problem amounts to find the proper cocycles and,
as we discuss later, the proper shift of the y0 (which enters the definition of left and
right moving part of the open string expansion given in eq.s (2.2)).
Before writing the vertices it is worth stressing once again what discussed in
section 2: we want the closed string vertices be expressed using the open string
operators only, i.e. closed strings are made of the same “stuff” of the open string
they are emitted. We derive the vertices in appendix C.2, here we limit ourselves
to write them explicitly
WβL,βR(z, z¯; kL, kR) = e−iπα
′ (SkL·kR)VβL(XL(z); kL) VβR(XR(z¯); kR)
(3.22)
Vα(x; k) = Vα(XL(x)−y0; k) x > 0 (3.23)
along with the vertices for the emission from the σ = π boundary
Vα(x; k) = e−2iπ k·pVα(XL(x)−y0; k) x < 0. (3.24)
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In this case the action of the cocycle simply means that we can substitute [XL(x)− y0]zero mode =
q − 2α′ip log(x)→ q − 2α′ip log(|x|) and drop the cocycle.
While the previous vertices seem essentially the normal vertices, the closed string
vertex does depend on y0 since
WβL,βR(z, z¯; kL, kR) ∼ eiy0·(kL−SkR) . . . (3.25)
and y0 changes along the worldsheet. This happens because we are taking the
original point of view of [9] according to which the “stuff” of the “carrier” string
may change after the emission of another open string. Because of this the closed
string emission vertices do not change in form when written using the “carrier”
string fields from which the closed string states are emitted but they do change
when the actual “carrier” string fields are expressed using the fields of incoming
“carrier” string.
The change of y0 can be better appreciated by considering a carrier open string
with Dirichlet b.c. in at least one compact direction. In fig.s 3 we have pictured in
two ways the interaction between an incoming open string stretched between brane
0 and brane 1 with another open string, the emitted string, stretched between
brane 2 and brane 0. The incoming string has DD b.c. X in(σ = 0) = y0 and
X in(σ = π) = y0 + δ
in with δin = 2πα′kin. The other string, which is emitted
from the incoming one, stretches between Xemitted(σ = 0) = yemitted0 = y0 − δemitted
and Xemitted(σ = π) = yemitted0 + δ
emitted = y0. The result of the interaction is the
outgoing string with Xout(σ = 0) = yout0 = y
emitted
0 = y0−δemitted andXout(σ = π) =
yout0 + δ
out = y0 + δ
in + δemitted. The latter equation has a simple interpretation:
when a string with DD b.c. is emitted from the σ = 0 border of the incoming
open string the outgoing string has width equal to the sum of the incoming carrier
string δin and the emitted string δemitted. This is taken care by the momentum p
conservation but the position of the σ = 0 border of the outgoing string is changed
in such a way the position of the σ = π border is left unchanged, i.e.
yout0 = y0 − δemitted δemitted = 2πα′kemitted. (3.26)
The main point hence is that the open string changes its b.c. after the emission
of a string from the σ = 0 boundary and therefore y0 changes too accordingly. Hence
the closed string vertex does change when expressed using the incoming string fields.
Because of the expansions in eq.s (2.2) this change in y0 means
XoutL = X
in
L − δemitted (3.27)
and
XoutR = X
in
R + Sδemitted (3.28)
Hence the closed string vertex changes when inserted before or after the emission
of the open string from the σ = 0 boundary. The proper commutation relation
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brane 0
brane 2
brane 1
brane 0
brane 1
Incoming string
Emitted string
Outgoing string
brane 2
Figure 3: Two different pictures of the emission of a string from an incoming one
which transforms into an outgoing string. The incoming string stretches between
brane 0 at yin0 and brane 1 at y
in
0 + δin (δin = 2πα
′kin); the emitted string stretches
between brane 2 at yout0 and brane 0 at y
out
0 + δemitted = y
in
0 (δemitted = 2πα
′kemitted)
and the outgoing string between brane 2 at yout0 = y
in
0 − δemitted and brane 1 at
yout0 + δemitted + δin.
between a closed string and an open string emitted from σ = 0 then reads[
WβL,βR(XoutL (z), XoutR (z¯))Vα(x; k)
]
an.con.
= Vα(x; k)WβL,βR(X inL (z), X inR (z¯))
= Vα(x; k)WβL,βR(XoutL (z), XoutR (z¯))e2πα
′i k·(kL−SkR)
=
[
WβL,βR(X inL (z), X inR (z¯))Vα(x; k)
]
an.con.
e−2πα
′i k·(kL−SkR)
(3.29)
where we have used the fact that δ = 2πα′k and an.con. means analytically contin-
ued.
3.3 An explicit example.
The importance of the cocycle factors and the y0 shift for a full consistency of am-
plitudes and the proper understanding of the consequences of commutation relation
eq. (3.29) can be appreciated computing in the operatorial formalism the one closed
tachyon - one open tachyon amplitude in two different ways either
〈0|WT (kL, kR; z, z¯)VT (k; x)|0〉 |z| > |x| (3.30)
or
〈0|VT (k; x)WT (kL, kR; z, z¯)|0〉 |x| > |z|. (3.31)
12
In the second way we find
〈0|VT (k; x)WT (kL, kR; z, z¯)|0〉 |x| > |z|
〈0| : eik·(XL(x)−y0) : : eikL·XL(z) : : eikR·XR(z¯) : |0〉
= ei(kL−SkR)·y0 |z − z¯|2α′kL·SkR(x− z)2α′k·kL(x− z¯)2α′k·kR
(2π)DNN,ncδDNN,nc(k + kL + kR)δ
DNN,c+DDD
k+kL+SkR,0
= ei(kL−SkR)·y0 |z − z¯|2α′kL·SkR|x− z|2α′k·(kL+SkR)(
x− z
x− z¯
)α′k·(kL−SkR)
(2π)DNN,ncδDNN,nc(k + kL + kR)δ
DNN,c+DDD
k+kL+SkR,0
= ei(kL−SkR)·y0 |z − z¯|−1|x− z|−2 (2πδ(k + kL + kR))DNN,nc δDNN,c+DDDk+kL+SkR,0(3.32)
whereDDD is the number of directions with DD boundary condition,DNN,c (DNN,nc)
is the number of compact (non compact) directions with NN boundary condi-
tion and we have written the modulus |z − z¯|··· and not (z − z¯)... because of the
contribution from the cocycle e−iπα
′ (SkL·kR) of closed string vertex cocycle. The
last line is obtained using the momentum conservation and mass shell conditions
k2L = k
2
R = k
2 = 1
α′
and shows how the amplitude is conformal invariant when ghost
contribution is added.
Let us now consider the computation for |z| > x. According to our previous
discussion it requires the use of the closed string emission vertex depending on Xout
4
WT (kL, kR; z, z¯) = e−iπα′SkL·kR : eikL·XoutL (z) : : eikR·XoutR (z¯) :
= e−iπα
′SkL·kR : eikL·(XL(z)−2πα
′k) : : eikR·(XR(z¯)+2πα
′Sk) :
The shift of y0 by 2πα
′k is necessary in computing this correlator, in fact
〈0|WT (kL, kR; z, z¯)VT (k; x)0|〉 |z| > |x|
= 〈0| : eikL·XoutL (z) : : eikR·XoutR (z¯) :: eik·(XL(x)−y0) : |0〉
= e−i2πα
′k·(kL−SkR)ei(kL−SkR)·y0 |z − z¯|2α′kL·SkR(z − x)2α′k·kL(z¯ − x)2α′k·kR
(2π)DNN,ncδDNN,nc(k + kL + kR)δ
DNN,c+DDD
k+kL+SkR,0
= ei(kL−SkR)·y0 |z − z¯|2α′kL·SkR|z − x|2α′k·(kL+SkR)
e−i2πα
′k·(kL−SkR)
(
z − x
z¯ − x
)α′k·(kL−SkR)
(2π)DNN,ncδDNN,nc(k + kL + kR)δ
DNN,c+DDD
k+kL+SkR,0
= ei(kL−SkR)·y0 |z − z¯|2α′kL·SkR|x− z|2α′k·(kL+SkR)
4 Notice that even for DD directions where Xzeromodes = y0− i
√
2α′ aµ0 ln
√
z
z¯
for closed string
vertices there is a non trivial z dependent normalization factor coming from the splitting into left
and right moving part of the string coordinates, explicitly:
eikL(x+y0−2α
′ip ln(z))e−ikR(x−y0−2α
′ip ln(z¯)) = ei(kL+kR)y0e−2α
′kL kR ln(z)e2α
′p(kL ln(z)−kR ln(z¯))ei(kL−kR)x
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(
x− z
x− z¯
)α′k·(kL−SkR)
(2π)DNN,ncδDNN,nc(k + kL + kR)δ
DNN,c+DDD
k+kL+SkR,0
(3.33)
where the phase from the shift e−i2πα
′k·(kL−SkR) is necessary to compensate the phase
obtained analytically continuing (also off shell where k · (kL−SkR) 6= −(kL+SkR) ·
(kL − SkR) )
(
z−x
z¯−x
)α′k·(kL−SkR)
to the region x > |z|. In performing this analytical
continuation one has to use
[log(z − w)]an. cont. = log(w−z)+iπ sign(arg(z)−arg(w)) −π < arg(z), arg(w) < π
(3.34)
which in this case gives [log(z − x)]an. cont. = log(x − z) + iπ and its complex con-
jugate expression [log(z¯ − x)]an. cont. = log(x− z¯)− iπ.
4 Amplitudes factorization.
Since we are trying to ensure that all intermediate expressions be well defined with
respect to vertices commutativity property and to keep track of how and where
phases arise, the naive procedure adopted in ([9],[13]) is not completely valid: details
on how this can be accomplished are given in app. D, here we give only the main
steps.
We start considering the correlator (which is denoted by a capital A and is not
the amplitude which needs an integration over the moduli space which we consider
later )
A(No, Nc) =
No−1∏
i=1
θ(|xi+1|−|xi|) 〈0|T
No∏
i=1
Vαi(xi; ki)dxi
Nc∏
j=1
WβLj ,βRj(zj, z¯j ; kL/R j)d2zj
 |0〉
(4.35)
where the xs are real (both positive and negative), all zs are in the upper half-plane
lH+, the vacuum state |0〉 is defined as |0〉 = ∏µ=Dµ=1 |pµ = 0; 0a〉 and it is normalized
as
〈pµ = 0|pµ = 0〉 =

non compact NN 2πδ(0)
non compact DD 1
compact 1
(4.36)
The normalization of the non compact directions with Dirichlet boundary con-
dition may seem strange but one has to keep in mind that in this case only
|0〉non compact DD has finite energy since the “momentum” spectrum is wRα′ ; nev-
ertheless the spectral decomposition of unity is still given by
11non compact DD = limR→∞
∑
w
|wR
α′
〉〈wR
α′
| (4.37)
and because of this the non compact DD case must be understood as a special
decompactification limit: using the naive result would lead to a wrong result.
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On this correlator we want to perform the SL(2, lC) transformation5
w =
z + i
z − i (4.38)
which maps x ∈ lR→ w(x) = eiφ, z ∈ lH+ → w(z) with |w(z)| > 1 and z¯ → w(z¯) =
(w(z))−1 by inserting the corresponding SL(2, lC) operator. In this way we move
form the graphical representation given in fig. (4) to the one in fig. (5).
brane 0
brane 2
brane 1
Figure 4: A 3 parallel branes interac-
tion with 3 open strings and 1 closed
one.
brane 1
brane 0
brane 2
Figure 5: The same configuration as
the previous picture with the usual
disk picture. This representation is
obtained after changing variables as
in eq. (4.38).
The final answer is given by the following correlator as discussed in appendix D
A(No, Nc) = e
iα0〈0| T
( No∏
i=1
Vαi(e
iφi; ki)de
iφi
No−1∏
l=1
θ(φl − φl+1)
No∏
j=1
cL(kLj, kRj; p) e
ikLjy0VβLj(wj; kLj)dwj
Nc∏
l=1
cR(kLl, kRl;−Sp) e−iSkRjy0VβRl(
1
w¯l
; kRl)
dw¯l
w¯2l
)
|0〉 (4.39)
where we have made explicit the y0 dependence by redefining the XL,R in such a way
they are free of y0 and we have introduced the cocycles cL and cR to ensure that the
amplitude can be obtained by the analytic continuation of whichever radial order.
It is important to stress that thanks to the cocycle the phase α0 is independent of
the different specific cases which arise from the radial ordering.
5 This is not a symmetry of the amplitude.
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4.1 Spectral decomposition of the unity in the disk channel.
We can now proceed as in ([9],[13]) and we insert a complete set of states at radial
time 1−. Since we are in the open string channel there is only one momentum flowing
for each direction and therefore we want to insert something like 11 =
∫
q |q〉〈q| as far
as the zero modes are concerned. The naive guess is that we can insert the usual
open string version of the spectral decomposition of unity
11naive =
∑
λ,q,n,w
|λ, (q, n
R
,
wR
α′
)〉〈λ, (q, n
R
,
wR
α′
)| (4.40)
with continuous momentum q flowing in non compact NN directions, momentum
n
R
flowing in compact NN directions and winding wR
α′
flowing in compact DD ones,
unfortunately this guess is wrong. To understand what is going on we analyze what
flows in compact directions. The momentum conservation reads
Nc∑
j=1
(kLj + SkRj) +
No∑
i=1
ki = 0 (4.41)
(with S = +1 in NN directions and S = −1 in DD directions) and because we are
inserting 11 at radial time 1− this equation can be split into two different relations{ ∑Nc
j=1 SkRj + q = 0
1
|w|
< 1−
−q +∑Ncj=1 kLj +∑Noi=1 ki = 0 |eiφ|, |w| > 1− (4.42)
In compact NN directions the second equation can be written in a more explicit
way as
1
R
(
1
2
Nc∑
j=1
nj +
No∑
i=1
(ni + θi)) +
R
2α′
Nc∑
j=1
wj − q = 0 (4.43)
(and in compact DD direction as
1
2R
Nc∑
j=1
nj +
R
α′
(
1
2
Nc∑
j=1
wj +
No∑
i=1
(wi + θi))− q = 0 (4.44)
). Since winding w (momentum n) of the closed string states must be unrestricted
in NN (DD) directions a first guess would be to sum over q = Rw
2α′
∀w ∈ ZZ (q = n
2R∀n ∈ ZZ) but this is not yet completely right. Choosing these values for q eq. (4.43)
for the NN directions becomes
1
2
Nc∑
j=1
nj +
No∑
i=1
(ni + θi) = 0 (4.45)
and because of the factor 1
2
which multiplies
∑Nc
j=1 nj in this equation, we get a
wrong momentum conservation (and similarly for DD directions). On the other
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hand summing over all q = 1
2
(
n
R
+ wR
α′
)
(both n and w) would give a wrong one
loop amplitude. The right answer for generic Rs, even if strange, is the following
(closed string like) spectral decomposition of unity6
11 =
∑
λ,q,w,n
|λ, {q, w, n}〉〈λ, {q, w, n}|
=
∑
λ,q,w,n
|λ, (q,−
∑No
i=1 ki
2
+
wR
2α′
,−
∑No
i=1 ki
2
+
n
2R
)〉〈λ, (q,−
∑No
i=1 ki
2
+
wR
2α′
,−
∑No
i=1 ki
2
+
n
2R
)|
(4.46)
where we have a sum of shifted winding for any NN compact direction and sum of
shifted momentum for any DD compact direction. In non compact directions
∑
q
has to be understood as the result of decompactification limit, i.e.
∫ dq
2π
for any non
compact DD direction and limR→∞
∑
w |wRα′ 〉〈wRα′ | for any non compact NN direction.
This result is a clue that already at tree level open string knows of the existence of
closed string. On the other side one could argue that is not completely surprising
since we are computing a mixed open-closed amplitude, even so we can understand
better why this happens by noticing that this spectral decomposition of unity is not
what one naively would expect because, while factorizing, we are separating the left
and right part of closed string vertex operators.
4.2 Factorizing the disk amplitude.
Inserting the unity given in eq (4.46) into eq. (4.39) we get
A(No, Nc) = e
iα0e
iy0
(∑Nc
j=1
(kLj−SkRj)
)∏
θ(φi − φi+1)∑
λ,q,w,n
〈0|T
 Nc∏
j=1
cL(kLj, kRj ; p) VβLj(wj; kLj)dwj

No∏
i=1
Vαi(eiφi; ki)deiφi|λ, {q, w, n}〉
〈λ, {q, w, n}|T
(
Nc∏
l=1
cR(kLl, kRl;−Sp) VβRl(
1
w¯l
; kRl)
dw¯l
w¯2l
)
|0〉
(4.47)
We can then take the transpose of the piece containing VβRs
7 and get
A(No, Nc) = e
iα1e
iy0
(∑Nc
j=1
(kLj−SkRj)
)∏
θ(φi − φi+1)
6 Notice the use of the notation {} and () in the definitions of vectors.
7 In performing this transposition we again have to pay attention to the cocycles which ensure
that we get the same phase in the transposed expression as in the original one.
17
∑
λ,q,w,n
〈0|T
( Nc∏
j=1
cL(kLj, kRj ; p) VβLj(wj; kLj)dwj
)
No∏
i=1
Vαi(eiφi ; ki)deiφi|λ, {q, w, n}〉
〈0|T
( Nc∏
l=1
cR(kLl, kRl;Sp) VβRl(w¯l; kRl)dw¯l
)
|λ, {−q,−w,−n}〉
(4.48)
where in the last line we have used the transposition rule 8[
cR(kL, kR;−Sp) VβR(
1
w¯
; kR)
]T
= VβR(w¯; kR)cR(kL, kR;Sp)w¯
2 (4.49)
and we have changed the overall phase α0 → α1 due to the reordering of cocycles.
Now the last line is invariant under the substitution
(kR, XR ≡ SX(NN)R , λ, q, w, n)→ (kR, X(NN)R (w¯), Sλ, Sq, Sw, Sn), (4.50)
so we can perform this substitution and then the renaming
(XL, X
(NN)
R , λ, q, w, n)→ (X(c)L , X˜(c)R , λ˜, q˜, w˜, n˜) (4.51)
Finally we can rewrite eq. (4.48) as follows
A(No, Nc) = e
iα1〈0˜|〈0|T
( Nc∏
j=1
cL(kj; p) cR(kj; p˜) VβLj(wj ; kLj)V˜βLj (w¯j; kRj)d
2wj
)
No∏
i=1
θ(φi − φi+1)Vαi(eiφi ; ki)deiφi
∑
λ,q,w,n
e
iy0
(∑Nc
j=1
(kLj−SkRj)
)
|λ, {q, w, n}〉|Sλ˜, {−Sq˜,−Sw˜,−Sn˜}〉
(4.52)
This expression involves two different sets of operators, like a and a˜ which can be
interpreted as the left and right moving operators of a closed string; because of this
interpretation Vα is now expressed using left moving closed string X(c)L (z) only.
8We define the transposition of an amplitude as
[〈0|V (z1; k1) . . . V (zN ; kN )|0〉]T = [〈0|V (z1; k1) . . . V (zN ; kN )|0〉]†∗
=
[
〈0|V ( 1
z¯N
;−kN)
(
1
z¯N
)2∆N
. . . V (
1
z¯1
;−k1)
(
1
z¯1
)2∆1
|0〉
]∗
= 〈0|V ( 1
zN
; kN )
(
1
zN
)2∆N
. . . V (
1
z1
; k1)
(
1
z1
)2∆1
|0〉
Notice in particular that p∗ = −p as it results from X reality.
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As it is evident from eq. (4.52) this open string derived formalism treats in
a uniform way compact and non compact directions, this is not what happens
in closed string formalism where zero modes sectors differ in compact and non
compact directions. It is however not difficult to see that the two formalisms actually
yield the same answer in zero modes sector only when the NN case is treated as a
decompactification limit as stated before.
4.3 The boundary state.
In order to derive our final expression for the boundary state we must now take
care of the last three ingredients entering the complete amplitude given in eq. (2.8)
which were left out in computing the correlator in eq. (4.35): the normalization
factors, the integration region and the projective volume. The latter is very easily
taken care of by fixing a closed string emission vertex at z1 = ie
ǫ → w1 = ∞
(ǫ → 0) and an open one at xNo = +∞ → φNo = 0, this means that in this limit
the conformal group volume can be written as
dVabc =
d2z1 dxNo
i(z1 − z¯1)(xNo − z1)(xNo − z¯1)
=
d2w1 d(e
iφNo )
i(|w1|2 − 1)(w1 − eiφNo )(eiφNo w¯1 − 1)
−→w1→∞
d2w1 d(e
iφNo )
ieiφNo |w1|4 ; (4.53)
since the amplitude must be invariant under the gauge fixing it follows that the
correlator (when integrated over the remaining variables) is A(N0, Nc) ∝ e−iφNo
and hence we can decide to only fix the closed string vertex at z1 = ie
ǫ and let
the open string vertex be free if we integrate the so partially gauge fixed amplitude
over
∫ 2π
0
deiφNo
2π
and, at the same time, we transform the θ(φi− φi+1) into a periodic
θP (φi − φi+1) to ensure only the proper sequence of the vertices.
The normalization in eq. (2.8) left out in eq. (4.35) is C0(p)NNoo(p)NcNc . Since we
want to interpret eq. (4.52) as a closed string amplitude it should be normalized
as NNc−1c since the boundary state is not a normal closed string state, were it a
normal state we would normalize the amplitude as Ĉ0NNcc where Ĉ0 is the closed
string sphere normalization but this is not the proper recipe to obtain the one
point closed string emission from the boundary state which reads 〈φ|B〉 where |φ〉
is a generic closed string state 9. It then follows that the boundary state must
be multiplied by C0(p)NNoo(p)Nc = Tp2 NNoo(p). From this expression it is clear that the
insertion of No open string states implies, as expected, only a multiplicative factor
NNoo with respect to the “bare” boundary state.
Finally remembering the shift of the compact momenta in the partition of unity
given in eq. (4.46) we can write the boundary state describing multiple parallel
9 In principle the closed string vertex normalization N̂c in open string formalism must not be
equal to the closed string vertex normalization Nc in closed string formalism, they are however
equal N̂c = Nc as follows from the request that product of two closed string vertices be equal in
closed and open string formulations.
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interacting Dp branes in generic position as
|Dp, {ki, αi}{1≤i≤No}〉 = eiα(p)
[
NNoo(p)
No∏
i=1
∫ 2π
0
θP (φi − φi+1)deiφiVαi(X(c)L (eiφi); ki)
]
×e−i
∑No
i=1
ki·
(
xL−SxR
2
)
|Dp〉
= eiα(p)
[
2πiNNoo(p)
No−1∏
i=1
∫ 2π
0
θ(φi − φi+1)deiφiVαi(X(c)L (eiφi); ki)
]
×e−i
∑No
i=1
ki·
(
xL−SxR
2
)
|Dp〉 (4.54)
where the open string vertices Vαi(X(c)L (eiφi); ki) are functionally the same open
string vertex operators as in eq. (3.23) but now they functionally depend not on
the open string fields but on the left moving part of the closed string fields X(c): to
stress this we have explicitly added (c) to the notation.
The operatorial phase is given by
eiα(p) = e−iπα
′pL·SpR (4.55)
with pL = pR in non compact direction as shown in appendix (D.1).
In the first line of eq. (4.54) we have introduced a further angle φNo+1 = φ1
because we have used a periodic θP and we integrate over all the No positions while
in the second we have set φNo = 0, used a normal θ and we integrate over the first
No − 1 positions. We have also introduced the usual boundary state
|Dp〉 = C0(p) 1
2π
∑
λ,q,w,n
e−2iy0·(q,
wR
2α′
, n
R
)|λ, (q, wR
2α′
,
n
R
)〉|Sλ˜, (−Sq˜,−S w˜R
2α′
,−S n˜
R
)〉
=
Tp
2
e−
∑∞
n=1
a†n·S·a˜
†
n|Dp0〉 (4.56)
with the zero modes part
|Dp0〉 = δdˆ−pnc−1(x− y0)|pα = 0 >
∑
w
ei
wR
α′ (
xL−xR
2
−y0)|0, 0˜〉NN
∑
n
ei
n
R(
xL+xR
2
−y0)|0, 0˜〉DD
(4.57)
To derive this result we have explicitly used the momentum conservation and
SDD = −1 and SNN = +1 10, moreover we have added DD and NN to remember
10 For example to determine the dependence on y0 along Neumann compact directions, i.e.
on yn0 in eq. (4.56) we start from eq. (4.52) whose part of interest can be written as
〈0˜| 〈0| eiy
n
0
∑
Nc
j=1
(knLj−k
n
Rj)
∑
wn |w
nR
2α′ +
∑Nc
j=1 k
n
Lj +
1
2
∑No
i=1 k
n
i 〉 | − w˜
nR
2α′ +
∑Nc
j=1 k
n
Rj +
1
2
∑No
i=1 k
n
i 〉
where we have used SNN = +1 then using momentum conservation we get
∑Nc
j=1(k
n
Lj − knRj) =
− w˜nR
α′
from which the dependence on yn0 in eq. (4.56) follows immediately. The non compact
Neumann case follows taking the decompactification limit.
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from which open string boundary condition the pieces were originated and we have
supposed to have pnc = DNN,nc − 1 = D − 1 − DDD − DNN,c non compact spa-
cial directions along the brane and we have defined the brane tension Tp
2
=
C0(p)Nc
2π
.
The meaning of the insertion of exp(−i∑Noi=1 ki xL−SxR2 ) in eq. (4.54) (which gives a
non vanishing contribution for compact directions only) is to divide in the proper
way the open string momentum in the left and right moving momentum in order
to ensure that the closed string momentum emitted from the boundary is exactly∑No
i=1 ki. This expression was already almost guessed in ([15]).
The last point which must be clarified is the integration region. From the
discussion after eq. (4.38) it is obvious that all the moving closed string states
vertices are integrated on the external region of the unity disk |w| > 1, this can seem
unusual but the complete amplitude associated with eq. (4.52) can nevertheless be
written as usual in the old fashion as
A(No, Nc) = eiα1NNc−1c∑
perm. of
{2, . . . , Nc}
〈βL1, βR1|W (c)βL2,βR2(1, 1)
4π∆c
α′
. . .W
(c)
βLNc ,βRNc
(1, 1)
4π∆c
α′
|B, {ki, αi}{1≤i≤No}〉
(4.58)
where we have introduced the closed string propagator ∆c =
α′
4π
∫
|z|<1
d2z
|z|2z
L0−1z¯L˜0−1
and usedW (1, 1)zL0 z¯L˜0 = zL0−1z¯L˜0−1W (1
z
, 1
z¯
) and 〈βL1, βR1|(L0−1) = 0. The some-
what strange factors 4π∆c
α′
are due to the definition of the closed string propagator
∆c. Instead the factors Nc are due to the fact in the old formalism vertices were
given without normalization factors.
4.4 The special case of enhanced symmetry.
Eq. (4.54) is valid in the case in which branes are in a generic position as shown in
a particular case in fig.s (4, 5) and hence it does not need any Chan-Paton factor as
explained below eq. (2.8) The case with enhanced symmetry can be obtained when
more branes are stacked on each other: in this case we have to associate the usual
Chan-Paton factor to each vertex as discussed below eq. (2.8). Explicitly each open
string vertex acquires a Chan-Paton matrix Λ as Vα(XL(x); k) = Vα(XL(x); k) →
Vα(XL(x); k) = Vα(XL(x); k)Λ so that eq.(4.54) becomes trivially
|Dp, {ki, αi}{1≤i≤No}〉 = eiα(p) NNoo(p) tr
[
No∏
i=1
∫ 2π
0
θP (φi − φi+1)deiφjVαi(X(c)L (eiφi); ki)
]
e
−i
∑No
i=1
ki·
(
xL−SxR
2
)
|Dp〉 (4.59)
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4.5 The boundary No Reggeon vertex.
Eq. (4.54) is the boundary state which describes from the closed string point of
view the interaction among No parallel branes interacting through No open strings
whose quantum numbers are given and equal to αi. We want now to write the
generating function of all boundary states with No open string states, i.e. we want
to write the “boundary” No Reggeon vertex. To this purpose we introduce for any
of the No open string states an auxiliary Hilbert space with vacuum 〈0a i, pi = 0|
and the corresponding three Reggeon Sciuto-Della Selva-Saito vertex ([16]) (see also
appendix B) so that
〈0a i, xi = 0|Si(z) |αi, ki〉 = Vαi(z; ki) (4.60)
where we have defined
Si(z) =: exp
(
− 1
2α′
∮
u=0,|u|<|z|
du
2πi
X(c)(u+ z) · ∂uXi(u)
)
: (4.61)
then the boundary (4.54) can be written as
|Dp, {No}〉 = eiα(p) NNoo(p)
No∏
i=1
∮
|zi|=1
dzi θP (arg(zi)− arg(zi+1))
∏
1≤i≤No
< 0a i, xi = 0|
∏
1≤j<i≤No
e
− 1
2α′
∮
ui=0
dui
2pii
∮
uj=0
duj
2pii
log(zi−zj+ui−uj)∂Xi(ui)∂Xj(vj)
:
: exp
(
− 1
2α′
No∑
i=0
∮
ui=0,|ui|<|zi|
dui
2πi
X
(c)
L (ui + zi) · ∂uXi(ui)
)
:
e
−i
∑No
i=1
pi·
(
xL−SxR
2
)
|Dp〉 (4.62)
where we have explicitly performed the necessary contractions to normal order the
vertices and pi is the momentum operator acting in the i.th auxiliary open string
Hilbert space.
As it is written the previous boundary No Reggeon vertex is a linear application
defined on the tensor product of No open string dual Hilbert spaces H∗open to the
closed string Hilbert space Hclosed
|Dp, {No}〉 : H∗ Noopen → Hclosed (4.63)
which enjoys the fundamental property of being the “generating function” of all
boundary states with No open interactions, in fact given No open string states
|αi > we can compute eq. (4.54) by∏
1≤i≤No
|αi〉 7→ |Dp, {αi}{1≤i≤No}〉 = |Dp, {No}〉
∏
1≤i≤No
|αi > (4.64)
Once again eq. (4.62) is valid in the case in which branes are in a generic position
and hence it does not need any Chan-Paton factor as explained below eq. (2.8).
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4.6 Computing a mixed disk amplitude using the boundary.
As an example we can now apply this formalism to recover the complete one closed
tachyon - one open tachyon amplitude whose value is (−1) the value given in eq.
(3.32) because the gauge fixing in eq. (4.53) gives this extra minus sign. The first
step is to write the boundary state as
|Dp, {1To}〉 = No(p) eiα(p)
∮
|z|=1
dz eik·X
(c)
L
(z) e
−ik·
(
xL−SxR
2
)
|Dp〉
and the out state as
〈−kL,−kR| = limw→∞〈0, 0˜|e−iπ pa ŵa eikL·XL(w)+ikR·XR(w¯)|w|4
then we can compute the desired amplitude as
A(1Tc, 1To) = 〈−kL,−kR|Dp, {1To}〉
= eiα(k)No(p)Tp
2
∮
|z|=1
dz 〈−kL,−kR|
eik·xLe2α
′k·pL ln z δdˆ−pnc−1(x− y0)|pα = 0 >
e
−ik·
(
xL−SxR
2
) ∑
w
ei
wR
α′ (
xL−xR
2
−y0)|0, 0˜〉NN
∑
n
ei
n
R(
xL+xR
2
−y0)|0, 0˜〉DD
(4.65)
In computing the previous amplitude we must consider the non compact Dirichlet
directions as a limit of compact ones so that we can write
A(1Tc, 1To) = eiα(k)No(p)Tp
2
∮
|z|=1
dz
e−2α
′kν(kL+k)ν ln z (2πδ(kνL + k
ν
R + k
ν))DNN,nc
lim
Rδ→∞
e−2α
′kδ(kL+k)δ ln z
∑
nδ
δ
kδ
R
− 1
2
kδ+ n
δ
2Rδ
,0
δ
kδ
L
+ 1
2
kδ+ n
δ
2Rδ
,0
e−i
nδ
R
yδ0
e−2α
′kn(kL+k)n ln z
∑
wn
δkn
R
+ 1
2
kn−w
nR
2α′
,0 δkn
L
+ 1
2
kn+w
nR
2α′
,0e
−iw
nR
α′
yn0
e−2α
′kd(kL+k)d ln z
∑
nd
δ
kd
R
− 1
2
kd+n
d
2R
,0
δ
kd
L
+ 1
2
kd+n
d
2R
,0
e−i
nd
R
yd0
(4.66)
where the first line is from non compact Neumann directions, the second line from
non compact Dirichlet directions, the third line from compact Neumann directions
and the fourth line from compact Dirichlet directions. We have used the index n
(ν) for (non) compact NN directions and d (δ) for (non) compact DD ones.
The Kronecker δs in non compact Dirichlet directions imply that the closed
tachyon momentum is unconstrained while the open tachyon “momentum” which
is interpreted as a distance between two branes must vanish kδ = 0.
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It is also worth noticing as the insertion of e
−ik·
(
xL−SxR
2
)
in the boundary state
is fundamental for finding a consistent solution of the compact δs, explicitly for the
Neumann directions we find nnclosed+n
n
open+ θ
n = 0 and wnclosed+w
n = 0; would the
insertion not be present we would have found an inconsistent (with the translation
invariance) linear system, i.e. 1
2
nnclosed + n
n
open + θ
n = 0 from the left moving sector
and 1
2
nnclosed = 0 from the right moving one.
Finally we get
A(1Tc, 1To) = eiα(k)No(p)Tp
2
∮
|z|=1
dz ei(kL−SkR)y0e−2α
′(kL+k)k ln z
(2πδ(kL + kR + k))
DNN,nc δ
DDD+DNN,c
kL+SkR+k,0
= i eiα(k) C0(p)NcNo(p)ei(kL−SkR)y0 (2πδ(kL + kR + k))DNN,nc δDDD+DNN,ckL+SkR+k,0
(4.67)
where we have used the mass shell conditions α′k2 = α′k2R = α
′k2L = 1 to write
e−2α
′(kL+k)k ln z = e−2α
′(
kL+SkR
2
+k+
kL−SkR
2
)k ln z = e−α
′(k2−(kL−SkR)(kL+SkR)) ln z = z−1
(4.68)
in order to perform the z integration and the relation Tp
2
=
C0(p)Nc
2π
from eq. (4.56)
to rewrite the normalization coefficient. Finally because of the momentum conser-
vation 2α′kL · SkR = −1 the phase factor is
eiα(k) = e−iπα
′kL·SkR = i (4.69)
which together the factor i already present gives the required factor −1.
4.7 One loop N tachyons amplitudes.
As a final example of application of the interacting boundary state we want to
compute the complete one loop planar amplitude having N open string tachyons,
normalization included. Explicitly we compute the gravitational interaction be-
tween one Dp brane and N interacting parallel Dp branes in a generic position as
it is depicted in fig. (6) in a special case, then we reinterpret this result in the open
channel as in fig. (7). The closed string computation is given by
AN tach,1 loop = 〈Dp|∆c|Dp, {N}〉
∏
1≤i≤N
|ki〉
= 〈Dp|∆c|Dp, {ki}{1≤i≤N}〉
= NNo(p)
(
Tp
2
)2
〈Dp| e−iα(p) α
′π
2
∫ ∞
0
dτe−πτ(L0+L˜0−2)δL0,L˜0
eiα(p) 2πi
∫ 2π
0
N−1∏
i=1
θ(φi − φi+1)deiφi
∏
i<j
(eiφi − eiφj)2α′ki·kj
ei
∑
i
ki·X
(c)(−)
L
(eiφi)ei
∑
j
kj ·X
(c)(+)
L
(eiφj )e
−i
∑
i
ki·
(
xL−SxR
2
)
|Dp〉(4.70)
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Figure 6: One brane is gravita-
tionally interacting with 3 parallel
branes which interact among them-
selves with 3 open strings.
Figure 7: The previous figure inter-
preted in the open channel.
where φN = 0 and |Dp〉 is the plain boundary state associated with a Dp brane
with boundary conditions dictated by the reflection matrix S. A straightforward
computation gives
AN tach,1 loop =
= (2π)2i
α′
4
NNo(p)
(
Tp
2
)2 ∫ ∞
0
dτ
∫ 2π
0
N−1∏
i=1
deiφi θ(φi − φi+1)[
2πδ(
∑
i
kνi )
]DNN,nc
× δDDD,nc∑
i
kδ
i
(
2
α′τ
)DDD,nc/2
e−
2
α′τ (y
δ
pi−y
δ
0+α
′
∑
i
kδi φi)
2
δ
DNN,c∑
i
kn
i
∑
w
e−
1
2
πα′τ(w
nR
α′ )
2
ei
wR
α′ (y
n
pi−y
n
0+α
′
∑
i
kn
i
φi) × δDDD,c∑
i
kd
i
∑
n
e−
1
2
πα′τ( nR)
2
ei
n
R(ydpi−yd0+α′
∑
i
kd
i
φi)
(
∞∏
n=1
1
1− e−2πτn
)D−2
×∏
i<j
(
∞∏
m=1
1− 2 cosφij e−2πτm + e−4πτm
(1− e−2πτm)2
)2α′ki·kj
(eiφi − eiφj)2α′ki·kj
(4.71)
where the first two terms in the last line are due to non zero modes (the ghosts
account for the −2 in the exponent D − 2) with φij = φi − φj, in last but one line
we have the compact zero modes contributions and in the third line there are the
contributions from non compact zero modes: the non compact contribution from
DD directions must again be understood as the decompactification limit since we
otherwise would miss the conservation of distances which is a Kronecker delta and
not a Dirac delta. As before we have used the index n (ν) for (non) compact NN
directions and d (δ) for (non) compact DD ones.
In eq. (4.71) the contribution from non zero modes was easily computed using
〈0, 0˜|e−s0aa˜ea†AeaBe−spia†a˜† |0, 0˜〉 = 1
1− s0sπ e
ABs0spi
1−s0spi (4.72)
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The string amplitude (4.71) for the special case of D25 (S = 11) with all non
compact directions reduces to the well know 1 loop N tachyons open string ampli-
tude:
AN tach,1 loop =
= C1(25)NNo(25)(2π)26δ26(
∑
i
kνi )
∫ ∞
0
dτ
2π
2
∫ 2π
0
N−1∏
i=1
dφi
2
θ(φi − φi+1)(
∞∏
n=1
1
1− e−2πτn
)D−2
×∏
i<j
(
sin
φij
2
∞∏
m=1
1− 2 cosφij e−2πτm + e−4πτm
(1− e−2πτm)2
)2α′ki·kj
(4.73)
upon the use of momentum conservation, mass shell condition α′k2i = 1, 2α
′∑
i<j ki ·
kj = −N and φN = 0 to write
N−1∏
k=1
deiφk
∏
1≤i<j≤N
(eiφi − eiφj )2α′ki·kj
=
N−1∏
k=1
deiφk
∏
i<j
[
ei
φi+φj
2
2α′ki·kj (2i sin
φij
2
)2α
′ki·kj
]
=
N−1∏
k=1
dφk
∏
i<j
(2i sin
φij
2
)2α
′ki·kj =
1
2i
M−1∏
k=1
dφk
2
∏
i<j
(sin
φij
2
)2α
′ki·kj (4.74)
5 Conclusions.
In this article we have shown how to compute boundary states which describe N
parallel branes in generic position, i.e. not superimposed, interacting through N
open string states in eq. (4.54). We have also computed the corresponding boundary
states when the branes are superimposed as in eq.(4.59).
The result is not completely unexpected but there are some points which are
not trivial:
• when acting on the trivial boundary state with open string vertex operators
we have to substitute Xopen with the left moving part of the closed string XL
in order to obtain a T-duality invariant formulation;
• the non compact Dirichlet directions must be treated as a decompactification
limit;
• in compact directions we have to equally divide the momenta coming from
open string vertices between left and right closed string momenta, as it is
explicit in eq. (4.54).
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Another point which is worth noticing is that this derivation is valid for the
bosonic free string but this could be in principle extended to other CFTs since the
fundamental starting point is the possibility of writing the closed string vertices as
a product of two open string ones. This possibility is quite natural when one starts
from the open string σ model as discussed around eq. (2.7): in particular this is
clear for the bosonic/ NS-NS gravitational sector which couples universally in both
bosonic and fermionic strings but it is also true for the fermionic and RR sectors
where branes couple only to a subsector of all the possible closed string states.
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A Conventions.
• Indices:
α = 0 . . . dˆ − 1 for non compact directions and a = dˆ . . .D − 1 for compact
ones; n (ν) for (non) compact NN directions and d (δ) for (non) compact DD
ones.
• Amplitudes normalizations.
If the d dimensional YM action is given by SYM =
∫
ddx tr(FµνF
µν) with
Fµν = ∂µAν−∂νAµ−igd[Aµ, Aν ], Aµ = Aaµλa and tr(λaλb) = 12δab, tr(λa[λb, λc]) =
i
2
fabc, it is possible to derive from direct comparison with field theory as in
ref. [11]
No(d−1) = gd
√
2α′ , C0(d−1) = 1
(gdα′)2
,
Ch+1(d−1)
Ch(d−1) =
(gdα
′)2
(2π)d(2α′)d/2
and from unitarity
C0(d−1)N 2o(d−1)α′ = 2
when using ∆o =
∫ 1
0 dx x
L0−2 (L0 = α
′p2 +
∑∞
1 na
†
n · an). In a similar way it
follows from closed string unitarity
Ĉ0N̂ 2c α′ = 4π
when using as closed string propagator ∆c =
α′
4π
∫
|z|<1
d2z
|z|2z
L0−1z¯L˜0−1 (L0 =
α′p2L +
∑∞
1 na
†
n · an, L˜0 = α′p2R +
∑∞
1 na˜
†
n · a˜n, ).
The vertex normalization factors No(d−1), Nc and N̂c are common to all the
states but depend on the number of compact and non compact directions.
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• Vacua normalizations in non compact directions.
For each non compact direction of open string with NN b.c. or of closed
string: 〈k|k′〉 = 2πδ(k − k′) with 〈k| = |k〉†, |x = 0〉 ≡ δ(x)|p = 0〉,
For each non compact direction with DD b.c. since only |0〉 has finite energy:
〈0|0〉 = 1 but the spectral decomposition of the unity is 11 = limR→∞∑w |w〉〈w|;
For each compact direction 〈n|m〉 = δn,m.
• z ∈ lC⇔ −π < arg(z) ≤ π, z ∈ lH+ ⇔ 0 ≤ arg(z) ≤ π
• Open string modes expansions:
X(z, z¯) =
1
2
(XL(z) +XR(z¯))
XµL/R(z) = q
µ ± yµ0 − i
√
2α′ aµ0 ln z + i
√
2α′
∑
n 6=0
sgn(n)√
|n|
aµnz
−n
where z = eτE+iσ ∈ lH+ (τE is the Wick rotated time) and the logarithm
entering the string expansion is defined to have a cut at arg(z) = −π, i.e.
−π < arg(z) ≤ +π moreover log(z¯) ≡ log(z) and aµ0 =
√
2α′pµ in the NN
case.
The commutation relations are ( a−n = a
†
n)
[qµ, pν ] = iηµν [aµm, a
†ν
n ] = δm,nη
µν m,n > 0
The spectrum of the momentum operator is
k =

kα non compact NN bc
nn+θn0−θ
n
pi
R
compact NN bc
yδpi−y
δ
0
2πα′
non compact DD bc
wd R
α′
+
ydpi−y
d
0
2πα′
compact DD bc
where y0 (yπ) is the position of the brane at σ = 0 (σ = π) and 2πθ
n
0 (2πθ
n
π)
is the Wilson line on the brane at σ = 0 (σ = π).
• The closed string modes expansion is given in analogous manner by
X(z, z¯) =
1
2
(
X
(c)
L (z) + X˜
(c)
R (z¯)
)
where now z = e2τE+2iσ ∈ lC, X(c)L has the same expansion as for the open
string but with y0 = 0 and X˜
(c)
R expands as X
(c)
L but with tilded operators,
the commutation relations read
[qµL, p
ν
L] = [q
µ
R, p
ν
R] = iη
µν [aµLm, a
†ν
Ln] = [a˜
µ
Rm, a˜
†ν
Rn] = δm,nη
µν m,n > 0
In the non compact case we identify xL = xR = x and pL = pR =
p
2
where
p has continuum spectrum while in compact directions pL (pR) has discrete
spectrum given by kL =
1
2
(
n
R
+ wR
α′
)
(kR =
1
2
(
n
R
− wR
α′
)
).
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B Phases and Analytic continuations.
We start writing the three Reggeon Sciuto-Della Selva-Saito vertex ([16]) for a single
coordinate
S(z) =: exp
(
− 1
2α′
∮
u=0,|u|<|z|
du
2πi
Xaux(u+ z)∂uX(u)
)
: (B.75)
where the normal ordering is taken with respect to both the auxiliary Xaux and the
usual X(u) ≡ XL(u). Performing the integral over u the previous equation becomes
(
√
0 ≡ 1) 11
S(z) =: exp
(
i√
2α′
∞∑
n=0
√
n an
n!
∂nXaux(z)
)
: (B.76)
This vertex can be thought of as a generating functional of all vertices12 :
〈0a, x = 0|S(z) |α, k〉 = V (aux)α (z; k) (B.77)
We use this formalism in order to exam in general the phases occurring when
performing the analytic continuation of the product of two such vertices. We first
compute the product of two SDS vertices
S(z)S(w) = : S(z)S(w)
e
− 1
2α′
∮
u=0
du
2pii
∮
v=0,|v−u|<|z−w|
dv
2pii
log(z−w+u−v)∂X(1)(u)∂X(2)(v) :
= : S(z)S(w) elog(z−w) 2α
′ p(1)p(2)... : |z| > |w|
(B.78)
in this expression the log has to be interpreted as a shorthand version of
log (z − w + u− v) ≡ log(z)−
∞∑
n=1
1
n
(
w
z
)n
−
∞∑
n=1
1
n
(
v − u
z − w
)n
and we have made use of the well known expression
X(z)X(w) =: X(z)X(w) : −2α′ log(z − w) |z| > |w| (B.79)
11 In the case of a non compact direction the left and right moving parts cannot be factorized
because of the zero modes therefore the complete vertex reads:
S(z, z¯) =: exp
(
i√
2α′
[
a0Xaux(z, z¯) +
∞∑
n=1
√
n
n!
(an∂
n + a˜n∂¯
n)Xaux(z, z¯)
])
:
12 This yields the proper expression for the open string vertex only for the emission from σ = 0
when z = x. but the right expression of the SDS vertex for emission from the σ = pi border is
Spi(ζ) =: S(ζ) exp
(−ipi 2α′ p0p0(aux)) :
The necessity of the cocycle follows from the obvious request of commutativity of the product of
a vertex for the emission from σ = 0 border with one from σ = pi border.
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Then we compare this equation (B.78) with the analogous product S(w)S(z) for
|z| < |w| and we use
[log(z − w)]an. cont. = log(w−z)+iπ sign(arg(z)−arg(w)) −π < arg(z), arg(w) < π
(B.80)
we get the desired phase 13
[S(z)S(w)]an.cont = S(w)S(z)e
+iπ sgn(arg(z)−arg(w)) 2α′ p0(1)p0(2) (B.81)
with −π < arg(z), arg(w) ≤ +π. In the generic case the phase of the previous
equation becomes
π sgn(arg(z)− arg(w))⇒ 2π(nz − nw) + π sgn([φz]− [φw]) (B.82)
where we have defined arg(z) = [φz] + 2πnz with −π < [φz] ≤ π and nz ∈ ZZ.
C Details on the cocycles computations.
C.1 Closed string case.
In this section we give the details on the derivation of the closed string cocycles.
In section (3.1) we introduced the phase eiΦ(c)(k1,k2) as the phase which arises when
computing the normal ordering of the product of two closed string vertices W,
explicitly
W(c)βL,βR(z, z¯; k1)W(c)αL,αR(w, w¯; k2) = eiΦ(c)(k1,k2)c(kL1 + kL2, kR1 + kR2; pL, pR) ∗
VβL(z; kL1)VαL(w; kL2) V˜βR(z¯; kR1)V˜αR(w¯; kR2)
(C.83)
with
Φ(c)(k1, k2) = −π α′ [(B kL2 + C kR2) · kL1 + (D kL2 + E kR2) · kR1] (C.84)
where the matrices B, C,D and E may only have non vanishing entries in compact
directions, i.e. for example Bab .
With the help of the well known formula (−π ≤ arg(z), arg(w) ≤ +π, |z| < |w|)
(see also app. B)
[V (z; k1) V (w; k2)]an.con. = V (w; k2) V (z; k1)e
+iπ sgn(arg(z)−arg(w)) 2α′ k1·k2
13 In a similar way we deduce that in the non compact case the vertices commute
[S(z, z¯)S(w, w¯)]an.cont = S(w, w¯)S(z, z¯)
because of X(z, z¯)X(w, w¯) =: X(z, z¯)X(w, w¯) : −α′ log |z − w|
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and by comparing with the analogous product of the vertices in the opposite order
W(c)αL,αR(w, w¯; k2)W(c)βL,βR(z, z¯; k1)
it is not difficult to see that the constraint we want to impose on the cocycles
coefficients in order to implement the commutativity is 14
eiΦ(c)(k1,k2)−iΦ(c)(k2,k1)+iπsgn(arg(z)−arg(w))2α
′(kL1·kL2−kR1·kR2) =
e−iπ α
′[(B−BT )kL2·kL1+(E−ET )kR2·kR1] ×
e−iπ α
′[(C−DT )kR2·kL1−(C−DT )T kL2·kR1−2sgn(arg(z)−arg(w))(kL1 ·kL2−kR1·kR2)] = 1
(C.85)
The quantities entering the previous equation can be trivially evaluated, in partic-
ular for any compact direction we have
2α′ (kaL1k
b
R2−kaR1kbL2) = wa1nb2
Ra
Rb
−wb2na1
Rb
Ra
, 2α′ (kaL1k
b
L2−kaR1kbR2) = wa1nb2
Ra
Rb
+wb2n
a
1
Rb
Ra
(C.86)
Considering the cases where the momentum and winding are different from zero
only in a given compact direction a we deduce immediately that we have to impose
the following restriction on the coefficients entering the cocycles definition (3.15)
(C − DT )aa = 4Na + 2 Na ∈ ZZ, (C.87)
and
Baa, Eaa ∈ R . (C.88)
If we consider the cases where only two compact directions have kL/R 6= 0 and we
choose their radii not to be equal we deduce that the off-diagonal elements must be
identically zero:
(C − DT )ab = 0 (a 6= b)
Bab = Eab = 0 . (C.89)
A further constraint comes from hermitian property of the vertex: the hermitian
of a vertex is given by the following expression[
W(c)βL,βR(z, z¯; k)
]†
= eiΦ(c)(k,k)
1
|z|2W
(c)
βL,βR
(
1
z¯
,
1
z
;−k) (C.90)
from which we find
eiΦ(c)(k,k) = e−iπ α
′[B kL·kL+(C+DT ) kR·kL+E kR·kR]
= e−iπ α
′[Baa k2La+(C+DT ) kRakLa+Eaa k2Ra]
= e−iπ α
′[B+E+(C+D)]aa(naR )
2
e−iπ α
′[B+E−(C+D)]aa(waRα′ )
2
e−iπ [B−E]aanawa
= 1 (C.91)
14 Because of (B.82) and (C.86) the same constraint holds in the world-sheet minkowskian
version where arg(z) = τ + σ.
31
and finally15
Caa = −Daa = 1 + 2Na Baa = −Eaa = 2Ma (C.92)
where Ma are arbitrary integers. In the text we will use
Na = 0 Ma = 0 (C.93)
Further constraints come from unitarity which requires that any three points
amplitude A(1, 2, 3) be connected with the amplitude A(−1,−2,−3) for the CPT
conjugate particles ((−1) means the CPT conjugate state of 1) by
A(1, 2, 3) = (A(−1,−2,−3))∗ (C.94)
This equation can be specialized to the case of three tachyons with momenta ki =
(kαi , (k
a
Li, k
a
Ri)) (i = 1, 2, 3) and results in
A(T1, T2, T3) ∝ ei
∑
1≤i≤j≤3
Φ(c)(ki,kj)δd(
∑
kαi )δ
∑
kLi
δ∑ kRi (C.95)
If we consider sequentially configurations with only one winding, two windings
different from zero, analogously for momenta and finally configurations with mixed
momenta and windings and we require a smooth behavior of the cocycles in the
large and small Ra limits we get the results given in the main text.
C.2 Open string computation.
In this appendix we give the details on how to obtain eq.s (3.22,3.23) and eq. (3.24).
To this purpose we write the generic closed string emission vertex in open string
formalism with the cocycles as
WβL,βR(z, z¯; k) = c(kL, kR, p)VβL(XL(z); kL) VβR(XR(z¯); kR) (C.96)
with
c(kL, kR, p) = cnop(kL, kR)cop(kL, kR; p)
cop(kL, kR; p) = e
iπ α′(ukL+vkR)·p (C.97)
cnop(kL, kR) = e
iπα′ (ηkL·kL+γkL·kR+ǫkR·kR), ηT = η, γT = γ (C.98)
where cop (cnop) is the (non) operatorial part of the cocycle and kL = kR =
k
2
in non
compact direction. Our aim is now to determine the (matrix) coefficients u, v, η, γ, ǫ
in order to reproduce the commutativity, the “OPE” coefficients in eq. (3.16) or
eq. (C.83) and the behavior of closed string vertices under hermitian conjugation
(C.90). It is worth stressing that the previous expression for the cocycles (C.98)
contains a contribution from all directions, even the directions with DD boundary
15 We could also introduce a non operatorial cocycle also for the closed vertices and then avoid
these conclusions but this is an avoidable complication.
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condition since the σ coefficient in the string modes expansion is an operator and
hence commuting the cocycles with XL/R yields a non trivial phase. If compute
the phase which we obtain normal ordering the product of two vertices as done in
(3.16) and we remember that XR = SX
NN
R (where X
NN
R is the right moving part
with NN boundary conditions) we get
eiΦ(o)(k1,k2) =
cnop(k1)cnop(k2)
cnop(k1 + k2)
e−iπα
′(ukL2+vkR2)·(kL1+SkR1)e−i2πα
′SkR1·kL2 (C.99)
In this expression the first factor of rhs is due to non operatorial cocycles, the
second to the reordering of the operatorial ones and the last to the reordering of
VR(kR1)VL(kL2). We require then that the closed string phase (C.84) in closed string
formalism and the corresponding phase (C.99) in open string formalism be equal,
i.e.
eiΦ(o)(k1,k2) = eiΦ(c)(k1,k2) (C.100)
which is the necessary condition for the correct factorization of mixed open/closed
string amplitudes in the closed channel. Given this basic constraint (C.100) we can
check that the further constraints which arise from requiring the commutativity
of two closed string vertices and the proper behavior under hermitian conjugation
are identically satisfied. In particular the phase which arises when computing the
hermitian of a vertex is Φ(o)(k, k) analogously to what we have found with the closed
string formalism (C.90).
The constraint (C.100) can be explicitly rewritten as
e−iπ α
′[(B kL2+C kR2)·kL1+(D kL2+E kR2)·kR1] =
e−iπ α
′[2ηkL1·kL2+2ǫkR1·kR2+γkL1·kR2+γkL2·kR1+(ukL2+vkR2)·(kL1+SkR1)+2SkR1·kL2]
By considering different combinations of windings and momenta as done for the
closed string cocycles after eq. (C.85) and using eq.s (C.86) we derive the following
constraints:
(2η + (1 + S)u+ 2S)αβ = 0, γαβ = ǫαβ = vαβ = 0 (C.101)
(up to a “gauge” choice which allows to set γ = ǫ = v = 0) for matrix indexes in
the non compact directions and
|| (2η + u− B)ab || = || (E − 2ǫ− Sv)ab || = 2 diag(M̂a + 2D̂a) (C.102)
for kL1akL2b and −kR1akR2b coefficients in compact directions and
||
(
γT + v − C
)
ab
|| = || − (−D + γ + Su+ 2S)ab || = 2 diag(M̂a)
(C.103)
for kL1akR2b and −kR1akL2b coefficients. The M̂a are arbitrary integers because of
eq.s (C.86). Consistency of the two last equations (C.103) for γ implies that
v − (Su)T = 2 + 2S + 4Mˆ + 4N (C.104)
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Next we want to exam the open string/closed string vertices commutativity. To
this purpose we write the open string emission vertex from the σ = 0 boundary as
Vα(x; k) = eiπα′ u˜k·pVα(XL(x)−y0; k) x > 0 (C.105)
where u˜ is an unknown matrix. The naive way of writing this commutativity con-
dition (which is wrong!)
[WβL,βR(XL(z), XR(z¯))Vα(x; k)]an.con. = Vα(x; k)WβL,βR(XL(z), XR(z¯))
implies that
eiπα
′[(ukL+vkR)·k+2k·(kL−SkR)−u˜k·(kL+SkR)] = 1 (C.106)
which can be satisfied when(
−u+ u˜T (1 + S)− 2(1− S)
)
αβ
= 0 (C.107)(
u− u˜T + 2
)
ab
=
(
v − (u˜T + 2)S
)
ab
= 0 (C.108)
respectively for matrix indices in non compact and compact directions. In particular
the equations in the last line arise since eq. (C.106) must be valid also when Wilson
lines are turned on, i.e. when k = n+θ
R
.
In a similar way we get further constraints requiring that the generic vertex for
the open string emission from the σ = π border
Vα(−x; k) = eiπα′ u˜pik·pVα(XL(−x)−y0; k) (C.109)
commute with both closed string and σ = 0 open string vertices.
The coefficient u˜π can be fixed by requiring the commutativity of σ = π open
string vertices the with σ = 0 open string vertices; it turns easily out that
u˜π = u˜− 2 (C.110)
This in turn implies that the commutativity of an open string emission vertex from
σ = π with a closed string vertex does not really yield new constraints but some
consistency conditions which read(
−u+ u˜T (1 + S))
)
αβ
= 0 (C.111)(
u− u˜T
)
ab
=
(
v − u˜TS
)
ab
= 0 (C.112)
Unfortunately or better correctly the sets of constraints (C.107-C.108) and
(C.111-C.112) are inconsistent. This would seem to be a disaster but luckily it
is not so since the proper way of formulation open/closed string commutativity
reads, as explained in the main text, is to take into account the y0 shift so that[
WβL,βR(XoutL (z), XoutR (z¯))Vα(x; k)
]
an.con.
= Vα(x; k)WβL,βR(X inL (z), X inR (z¯))
= Vα(x; k)WβL,βR(XoutL (z), XoutR (z¯))e2πα
′i k·(kL−SkR)
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As a consequence of this proper commutativity condition all the constraints from
open/closed string vertices commutativity are now consistent and turn out to be
eq.s (C.112) because of the extra phase contribution from the proper commutativity
condition.
From hermiticity conjugation of Vα vertices we get
u˜+ u˜T = 0 (C.113)
which gives using eq.s (C.111), (C.112) and the consistency condition (C.104)
u˜ = u = v = 0 2M̂ + 2N + 1 + S = 0 (C.114)
Finally using eq.s (C.92) we get
γ = (C + 2M̂)T = (1 + 2N + 2M̂)T = −S
η = −ǫ = 1
2
B + M̂ + 2D̂ = −1
2
E + M̂ + 2D̂ = M + M̂ + 2D̂ (C.115)
With our choice (C.93) and choosing M̂ = D̂ = 0 we finally find
γ = −S, η = −ǫ = 0 (C.116)
It is interesting to notice that the hermiticity of the open string vertices Vα(−x)
does not yield any further constraint since the phase ei2πα
′k2 which is obtained
reordering the cocycle eiπα
′ u˜pik·p after taking the hermitian conjugate is precisely
the one needed to express the hermitian as a function of 1
(−x)∗ =
1
(eipi|x|)∗ =
eipi
|x| ;
explicitly we get
Vα(−x; k)† = ei2πα′k2
(
1
x
)2α′k2
Vα( 1
(−x)∗ ;−k) =
(
eiπ
|x|
)2α′k2
Vα( 1
(−x)∗ ;−k)
(C.117)
D Changing variables in the open string ampli-
tude.
In this appendix we would like to discuss some subtleties in performing the SL(2, lC)
change of variable w = z+i
z−i , which is not a symmetry, on the correlator (4.35).
Naively one would say that the answer is
∏
θ(φi − φi+1)〈0| T
No∏
i=1
Vαi(e
iφi; pi)de
iφi
Nc∏
j=1
WβLj ,βRj(wj ,
1
w¯j
; kj)
d2wj
w¯2j
 |0〉
(D.118)
where we now use open string vertices with the trivial cocycle because there is not
anymore any difference between emission from real positive axis and real negative
one.
If we look more carefully we realize that the two correlators are related in a non
trivial way by various analytic continuations:
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• in the SL(2, lC) parameters entering the operator realizing the wanted SL(2, lC)
transformation ;
• in the order of the operators since it can happen that a SL(2, lC) transfor-
mation changes the radial ordering, i.e. it does not preserve the absolute of
|z|;
• in the log which enters the string expansion since w and w¯ can move inde-
pendently on different sheets because the phases of w and w¯ can exceed the
range ]− π, π] and the phase of w¯ can also be not the opposite of w.
Moreover there is a further overall phase ambiguity due to the possible ordering
choices of open string vertices whose Euclidean times are now the same, of which
eq. (D.118) is a particular one.
Since it is very difficult to keep track of these analytic continuations, we are
therefore led to use an indirect way to compute the phase which arises performing
the transformation (4.38) on eq. (4.35): we compare the explicit expression for
(4.35) obtained using the Reggeon vertex formalism on which we perform the change
of variables (4.38) with the corresponding explicit result of the amplitude (φNo+1 =
π)
A(No, Nc) = e
iα0〈0| T
( No∏
i=1
Vαi(e
iφi ; pi)de
iφi
Nc∏
j=1
cL(kLj , kRj; p) e
ikLjy0VβLj(wj; kLj)dwj
Nc∏
l=1
cR(kLl, kRl;−Sp) e−iSkRjy0VβRl(
1
w¯l
; kRl)
dw¯l
w¯2l
)
|0〉 (D.119)
where we have made explicit the y0 dependence by redefining the XL,R in such a
way they are free of y0 and we have introduced the cocycles cL and cR
16 to ensure
that the amplitude can be obtained by the analytic continuation of whichever radial
order we choose or, said in different words, commuting VβLj and VβLl produces a
phase
eiπ α
′((CkLl·kRj−kRl·CkLj)+(BkLj ·kLl−BkLl·kLj)+2sgn(arg(wj)−arg(wl))kLj ·kLl)
which is canceled by the phase
eiπ α
′((DkLj ·kRl−kRj ·DkLl)−(EkRl·kRj−EkRj ·kRl)−2sgn(arg(wj )−arg(wl))kRj ·kRl)
we get while commuting the corresponding right vertex operators. To derive the
last equation we have made use of the fact that arg(w¯) = −arg(w); as it was
stressed before this relation could not otherwise have been taken for granted if
we had performed the transformation by inserting the SL(2, lC) operators. It is
important to stress that thanks to the cocycle the phase α0 is independent of the
different specific cases which arise from the radial ordering.
16 These cocycles are the same as in closed string (3.15) with the substitution of the closed
string operators pL, pR with the open string operator p.
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D.1 Determining the phase eiα(p).
In order to compute the phase eiα(p) we generalize the computation in section 4.6
and we compare the 1 closed tachyon- No open tachyons amplitude at the tree level
computed in open and closed string formalism. This is enough to fix the phase since
any amplitude involving a boundary state can be factorized on a one point closed
string with boundary amplitude times a closed string amplitude and phases arise
only from momenta contributions.
The 1 closed tachyon- No open tachyons amplitude in open string formalism
when all directions are compact reads
A(NoTo, 1Tc) = C0(p)NNoo(p)Nc
∫
dxNo
No−1∏
i=2
[dxi θ(xi+1 − xi)] (−2)
22α
′kL·SkReiy0·(kL−SkR)
∏
2≤i<j≤No
(xi − xj)2α′ki·kj∏
2≤j≤No
(xj − i)2α′kj ·kL(xj + i)2α′kj ·kRδkL+SkR+∑Noj=1 kj ,0
(D.120)
where we have gauge fixed the SL(2, R) invariance with z = i and x1 → +∞. The
contribution (−2) is what is left of dVabc and 22α′kL·SkR is the closed string tachyon
contribution after the gauge fixing.
Changing variables to the disk ones as described in the main text, i.e. w = z+i
z−i
so that w(x) = eiφ and using the momentum conservation and mass shell conditions
we get
A(NoTo, 1Tc) = C0(p)NNoo(p)Nc i (i)−2α
′kL·SkR
∫ π
0
No∏
j=2
[
deiφj θ(φj+1 − φj)
]
22α
′kL·SkReiy0·(kL−SkR)
∏
2≤i<j≤No
(eiφi − eiφj )2α′ki·kj ∏
2≤j≤No
(eiφj )2α
′kj ·kL
δ
kL+SkR+
∑No
j=1
kj ,0
(D.121)
where we have set φ1 = 0. The corresponding amplitude computed using the
boundary is given by
A(NoTo, 1Tc) = 2πTp
2
NNoo(p) i eiα(k)
∫ π
0
No∏
j=2
[
deiφj θ(φj+1 − φj)
]
22α
′kL·SkReiy0·(kL−SkR)
∏
2≤i<j≤No
(eiφi − eiφj )2α′ki·kj ∏
2≤j≤No
(eiφj )2α
′kj ·kL
δ
kL+SkR+
∑No
j=1
kj ,0
(D.122)
Comparing these two expressions it follows that the generic phase can be written
in an operatorial way as
eiα(p) = e−iπα
′pL·SpR (D.123)
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where the operatorial momenta pL and pR must be identified in non compact direc-
tions.
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