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CONVERGENCE OF THE CR YAMABE FLOW
PAK TUNG HO, WEIMIN SHENG, AND KUNBO WANG
Abstract. We consider the CR Yamabe flow on a compact strictly pseudo-
convex CR manifold M of real dimension 2n+1. We prove convergence of the
CR Yamabe flow when n = 1 or M is spherical.
1. Introduction
Suppose (M, g0) is a compact n-dimensional manifold without boundary where
n ≥ 3. As a generalization of Uniformization theorem, the Yamabe problem [39]
is to find a metric g conformal to g0 such that its scalar curvature Rg is constant.
This problem was solved by Yamabe, Trudinger, Aubin and Schoen [39, 36, 1, 31].
See the survey article [30] by Lee and Parker for more details.
A different approach has been introduced to solve the Yamabe problem. Hamit-
lon [22] introduced the Yamabe flow, which is defined by
∂
∂t
g(t) = −(Rg(t) − rg(t))g(t),
where rg(t) is the average of the scalar curvature Rg(t) of g(t). The Yamabe flow
was considered by Chow [12], Ye [40], Schwetlick and Struwe [32]. Finally Brendle
[5, 6] showed that the Yamabe flow exists for all time and converges to a metric of
constant scalar curvature by using the positive mass theorem.
The Yamabe problem can also be formulated in the context of CR manifold.
Suppose that (M, θ0) is a compact strongly pseudoconvex CR manifold of real
dimension 2n + 1 with a given contact form θ0. The CR Yamabe problem is to
find a contact form θ conformal to θ0 such that its Webster scalar curvature Rθ is
constant. This was introduced by Jerison and Lee in [28], and was solved by Jerison
and Lee for the case when n ≥ 2 andM is not spherical in [26, 27, 28]. We say that
M is spherical if and only if M is locally CR equivalent to the CR sphere S2n+1.
The remaining case, namely, when n = 1 or M is spherical, was solved by Gamara
and Yacoub in [18, 19] by using critical point at infinity. See also the recent work
by Cheng-Chiu-Yang [10] and Cheng-Malchiodi-Yang [11] for these cases.
As an analogue to Yamabe flow, one can consider the CR Yamabe flow defined
by
∂
∂t
θ(t) = −(Rθ(t) − rθ(t))θ(t),
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where rθ(t) is the average of the Webster scalar curvature Rθ(t) of θ(t). Cheng
and Chang [7] proved the short time existence of the CR Yamabe flow. Zhang [41]
proved the long time existence and convergence of the CR Yamabe flow for the case
Y (M, θ0) < 0 (see also [23] for the proof when n = 1). For the case Y (M, θ0) > 0,
Chang-Chiu-Wu [8] proved the convergence of the CR Yamabe flow when M is
spherical and n = 1 and θ0 is torsion-free. For general n, the long time existence
was proved by the first author in [24] for the case when Y (M, θ0) > 0. In [24], the
first author also proved the convergence of the CR Yamabe flow when M is the CR
sphere (see [25] for an alternative proof).
In this paper, we prove the following convergence result of the CR Yamabe flow
when n = 1 or M is spherical.
Theorem 1.1. Let (M, θ0) be a compact strongly pseudoconvex CR manifold of
real dimension 2n + 1 and Y (M, θ0) > 0. Suppose that n = 1 or M is spherical
such that M is not CR equivalent to the CR sphere S2n+1. When n = 1, we
also assume that the CR Panetiz operator of M is nonnegative. When n = 2, we
also assume that the minimum exponent of the integrability of the Green function
satisfies s(M) < 1. Then the Yamabe flow exists for all time and converges to a
contact form with constant Webster scalar curvature.
We refer the readers to (3.6) in [10] for the precise definition of s(M). When
n = 1, the definition of the CR Panetiz operator was included in section 2, but
we also refer the readers to [11] for more properties of the CR Panetiz operator.
Similar to the Yamabe flow, we need to use the CR positive mass theorem to
prove the convergence of the CR Yamabe flow. The CR positive mass theorem
when M is spherical was obtained by Cheng-Chiu-Yang in [10] for n ≥ 2, with
further assumption that s(M) < 1 for n = 2. On the other hand, the CR positive
mass theorem for the case when n = 1 was obtained by Cheng-Malchiodi-Yang
in [11], under the assumption that the CR Panetiz operator of M is nonnegative.
Therefore, we have included the assumptions in Theorem 1.1 so that we can apply
the CR positive mass theorem.
Our proof of Theorem 1.1 basically follows [5]. We sketch the proof here. Using
the concentration-compactness result (see Theorem 5.1), which is the CR version
of the results of Struwe [34] and Bahri-Coron [2], we can show that the solution
of the CR Yamabe flow either converges, or else concentrates in finite number of
bubbles. Concisely, if we write θ(t) = u(t)
2
n θ0 for some positive function u(t), then
the CR Yamabe flow can be written as follows: Let {tν : ν ∈ N} be a sequence of
times such that tν → ∞ as ν → ∞ and uν = u(tν). Then there exists an integer
m ≥ 0, a collection of positive numbers {εi,ν : 1 ≤ i ≤ m, ν ∈ N}, and a collection
of points {pi,ν : 1 ≤ i ≤ m, ν ∈ N} ⊂M , such that
uν −
m∑
k=1
(
n(2n+ 2)
r∞
)n
2
·
[
ε2i,ν
(t2 + (ε2i,ν + |z|2)2)
]n
2
→ u∞.
Here we denote (z, t) the CR normal coordinate at pi,ν , and r∞ = limt→∞ rθ(t).
Then we divide the proof into two cases, namely, u∞ ≡ 0 and u∞ > 0. Following
the estimates in [5], we can rule out the formation of bubbles and show that u(t) is
uniformly bounded from above and below. By using the estimate of Bramanti and
Brandolini [3], we can obtain the uniform bounds for the higher-order derivatives
of u(t), which implies the convergence of the CR Yamabe flow.
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This paper is organized as follows. In section 2, we recall some basic concepts
in CR geometry. In section 3, we recall some basic propertities of the CR Yamabe
flow. In section 4, by assuming Proposition 4.1, we give the proof of Theorem 1.1.
We give the blow-up analysis in section 5, and then prove Proposition 4.1 in section
6. In Appendix A, we give some basic estimates regarding the test functions. In
Appendix B, we give the proof of the concentration-compactness theorem, i.e. the
proof of Theorem 5.1.
Acknowledgements. The first author would like to thank Prof. Paul Yang, who
encouraged him to work on the general convergence of the CR Yamabe flow, Prof.
Simon Brendle who answered many of his questions, and Prof. Sai-Kee Yeung for
helpful discussions. The second and the third authors would also like to thank Prof.
Paul Yang, who brought them into the field of CR geometry since his short course
at Zhejiang University in June of 2014. Part of the work was done when the first
author visited Princeton University and Zhejiang University, and he is grateful for
their kind hospitality.
2. Preliminaries and Notations
In this section, we include some basic concepts in the CR geometry. Most of
them can be found in [15] or [29]. Let M be an orientable smooth manifold of
real dimension 2n+ 1. A CR structure on M is given by a complex n-dimensional
subbundle T 1,0 of the complexified tangent bundle CTM of M , satisfying T 1,0 ∩
T 0,1 = {0}, where T 0,1 = T 1,0. We assume the CR structure is integrable, that
is, T 1,0 satisfies the formal Frobenius condition [T 1,0, T 1,0] ⊂ T 1,0. We set G =
Re(T 1,0⊕T 0,1), so that G is a real 2n-dimensional subbundle of TM . ThenG carries
a natural complex structure map: J : G → G given by J(V + V ) = √−1(V − V )
for V ∈ T 1,0.
Let E ⊂ T ∗M denote the real line bundle G⊥. Because we assume M is ori-
entable and the complex structure J induces an orientation on G, E has a global
nonvanishing section. A choice of such a 1-form θ is called a pseudohermitian struc-
ture on M . Associated with each such θ is the real symmetric bilinear form Lθ on
G:
Lθ(V,W ) = dθ(V, JW ), V,W ∈ G
called the Levi-form of θ. Lθ extends by complex linearity to CG, and induces a
Hermitian form on T 1,0, which we write
Lθ(V,W ) = −
√−1dθ(V,W ), V,W ∈ T 1,0
If θ is replaced by θ˜ = fθ, Lθ changes conformally by Lθ˜ = fLθ. We will assume
that M is strictly pseudoconvex, that is, Lθ is positive definite for a suitable θ. In
this case, θ defines a contact structure on M , and we call θ a contact form. Then
we define the volume form on M as dVθ = θ ∧ dθn. The volume of M is denoted
by Vol(M, θ), i.e. Vol(M, θ) =
ˆ
M
dVθ.
We can choose a unique T , which is called the characteristic direction, such
that θ(T ) = 1, dθ(T, ·) = 0, and TM = G ⊕ RT . Then we can define a coframe
{θ, θ1, θ2, · · · , θn} that satisfies θα(T ) = 0, which is called admissible coframe. Its
dual frame {T, Z1, Z2, · · · , Zn} is called admissible frame. In the coframe, we have
dθ =
√−1hαβ¯θα ∧ θβ¯ , where hαβ¯ is a Hermitian matrix.
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The sub-Laplacian operator ∆b is defined byˆ
M
(∆bu)fdVθ = −
ˆ
M
〈du, df〉θdVθ ,
for all smooth function f . Here 〈 , 〉θ is the inner product induced by Lθ. Tanaka
[35] and Webster [38] showed that there is a natural connection on the bundle
T 1,0 adapted to a pseudohermitian structure, which is called the Tanaka-Webster
connection. To define this connection, we choose an admissible coframe {θα} and
dual frame {Zα} for T 1,0. Then there are uniquely determined 1-forms ωαβ , τα on
M , satisfying
dθα = θβ ∧ ωαβ + θ ∧ τα,
dhαβ¯ = ωαβ + ωβα,
τα ∧ θα = 0.
From the third equation, we can find Aαγ such that τα = Aαγθ
γ and Aαγ = Aγα.
Here Aαγ is called the pseudohermitian torsion. With this connection, the covariant
differentiation is defined by
DZα = ωα
β ⊗ Zβ, DZα¯ = ωα¯β¯ ⊗ Zβ¯, DT = 0.
{ωαβ} are called connection 1-forms. For a smooth function f on M , we write
fα = Zαf, fα¯ = Zα¯f, f0 = Tf , so that df = fαθα + fα¯θα¯ + f0θ. The second
covariant differential D2f is the 2-tensor with components
fαβ = f α¯β¯ = ZβZαf − ωαγ(Zβ)Zγf, fαβ¯ = f α¯β = Zβ¯Zαf − ωαγ(Zβ¯)Zγf,
f0α = f0α¯ = ZαTf, fα0 = f α¯0 = TZαf − ωαγ(T )Zγf, f00 = T 2f.
hαβ¯ and h
αβ¯ are used to lower and raise the indices. We have
dωβ
α−ωβγ∧ωγα = 1
2
R αβ ρσθ
ρ∧θσ+1
2
R αβ ρ¯σ¯θ
ρ¯∧θσ¯+R αβ ρσ¯θρ∧θσ¯+R αβ ρ0θρ∧θ−R αβ σ¯0θσ¯∧θ.
We call Rβα¯ρσ¯ the pseudohermitian curvature. Contractions of the pseudohermi-
tian curvature yield the pseudohermitian Ricci curvature Rρσ¯ = R
α
α ρσ¯, or Rρσ¯ =
hαβ¯Rαβ¯ρσ¯, and the pseudohermitian scalar curvature R = h
ρσ¯Rρσ¯.
The sub-Laplacian operator in this connection can be expressed by
∆bu = uα
α + uα¯
α¯
If we define θ˜ = u
2
n θ, then we have
∆˜bf = u
−(1+ 2
n
)(u∆bf + 2〈du, df〉θ),
where ∆˜b is the sub-Laplacian operator with respect to the contact form θ˜ (see
(2.4) in [24] for example). If we set u˜ = r−1u, then we have the following CR
transformation law
(−(2 + 2
n
)∆˜b + R˜)u˜ = r
−1− 2
n (−(2 + 2
n
)∆b +R)u.
In particular, if r = u, then we get the CR Yamabe equation
(2.1) − (2 + 2
n
)∆bu+Ru = R˜u
1+ 2
n ,
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The Heisenberg group Hn is a Lie group whose underlying manifold is Cn × R
with coordinates (z, t) = (z1, z2, · · · , zn, t) and z = x +
√−1y. The group law of
Hn is given by
(z, t)(z′, t′) = (z + z′, t+ t′ + 2 Im(z · z¯′)).
The norm on Hn is given by |(z, t)| = (|z|4+ t2) 14 and δλ : Hn 7→ Hn is the dilation
on Hn given by
δλ(z, t) = (λz, λ
2t),
and τξ : H
n 7→ Hn is the translation on Hn given by
τξ(x, y, t) = (x + x
′, y + y′, t+ t′ + 2(xy′ − x′y)), ξ = (x′, y′, t′) ∈ Hn.
The vector fields Zj =
∂
∂zj
+
√−1zj ∂∂t , j = 1, 2, ..., n, are invariant with respect
to the group multiplication on the left. And T 1,0 = span{Z1, ..., Zn} gives a left-
invariant CR structure on Hn. The contact form of Hn is
θHn = dt+
√−1
n∑
j=1
(zjdzj − zjdzj).
If {W1, · · · ,Wn} is a frame for T 1,0 over some open set U ⊂ M which is or-
thonormal with respect to the given pseudohermitian structure on M , we call
{W1, · · · ,Wn} a pseudohermitian frame. And {W1, · · · ,Wn,W 1, · · · ,Wn, T } forms
a local frame for CTM . Now let U be a relatively compact open subset of a nor-
mal coordinate neighborhood, with contact form θ and pseudo-hermitian frame
{W1, · · · ,Wn}. Let Xj = ReWj and Xj+n = ImWj . Denote Xα = Xα1 · · ·Xαk ,
where α = (α1, · · · , αk), and denote l(α) = k. Define the norm
‖f‖Sp
k
(U) = sup
l(α)≤k
‖Xαf‖Lp(U).
The Folland-Stein space Spk(U) is defined as the completion of C
∞
0 with respect to
the norm ‖ · ‖Sp
k
(U). (c.f. [17]). We have the following Folland-Stein embedding
theorem, which is the CR version of Sobolev embedding theorem.
Proposition 2.1. ([28]) For 1
s
= 1
r
− k2n+2 , where 1 < r < s <∞. Then we have
Srk(M) ⊂ Ls(M).
When n = 1, we define the CR Paneitz operator P by
Pϕ = 4(ϕ 1¯1¯ 1 +
√−1A11ϕ1)1.
We say P is non-negative if ˆ
M
ϕPϕdVθ0 ≥ 0
for all real smooth functions ϕ. The positivity of the CR Paneitz operator and the
conformal sub-Laplacian guarantees that a compact three-dimensional CR manifold
can be embedded into Cn for some integer n (see [9]). At the end of this section,
we introduce the concept of Carnot-Carathe´dory distance d(·, ·) between any two
points p, q ∈M . A piecewise smooth curve γ : [0, 1]→M is said to be a Legendrian
curve if γ′(t) ∈ G whenever γ′(t) exists. And
l(γ) =
ˆ 1
0
h(γ′(t), γ′(t))
1
2 dt,
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where h(X,Y ) = dθ(X, JY ). We denote Cp,q the set of all Legendrian curves which
join p and q. Then the Carnot-Carathe´dory distance is defined as
d(p, q) = inf{l(γ) : γ ∈ Cp,q}.
3. The CR Yamabe flow
In this section, we recall the definition and some basic facts of the CR Yamabe
flow. Throughout this paper, we assume that (M, θ0) is a compact strictly pseudo-
convex CR manifold of real dimension 2n+1 with a contact form θ0. Hereafter, we
denote Rθ0 the Webster scalar curvature with respect to the contact form θ0. The
CR Yamabe constant of θ0 is defined as
(3.1) Y (M, θ0) = inf
u∈C∞(M),u>0
´
M
(
(2 + 2
n
)|∇θ0u|2θ0 +Rθ0u2
)
dVθ0( ´
M
u2+
2
n dVθ0
) n
n+1
.
The CR Yamabe flow is defined by
(3.2)
∂
∂t
θ(t) = −(Rθ(t) − rθ(t))θ(t) for t ≥ 0, θ(t)|t=0 = θ0,
where Rθ(t) is the Webster scalar curvature with respect to the contact form θ(t),
and rθ(t) is the average value of the Webster scalar curvature:
(3.3) rθ(t) =
´
M
Rθ(t)dVθ(t)´
M
dVθ(t)
.
If we write θ(t) = u(t)
2
n θ0 for some function u(t), then the CR Yamabe flow in
(3.2) can be written as
(3.4)
∂
∂t
u(t) = −n
2
(Rθ(t) − rθ(t))u(t) for t ≥ 0, u(t)|t=0 = 1.
Since θ(t) = u(t)
2
n θ0, it follows from (2.1) that we have the CR Yamabe equation:
(3.5) − (2 + 2
n
)∆θ0u(t) +Rθ0u(t) = Rθ(t)u(t)
1+ 2
n .
By (3.4) and (3.5), the CR Yamabe flow in (3.2) is equivalent to
(3.6)
∂
∂t
(u(t)
n+2
n ) =
n+ 2
2
(
(2 +
2
n
)∆θ0u(t)−Rθ0u(t) + rθ(t)u(t)1+
2
n
)
,
which is a weakly parabolic partial differential equation. The short time existence
of the CR Yamabe flow was proved by Chang and Cheng in [7].
As we have mentioned above, the long time existence and convergence of the CR
Yamabe flow were proved in [41] when Y (M, θ0) < 0. In this paper, we consider
the case when the CR Yamabe constant is positive, i.e. Y (M, θ0) > 0. In this
case, the long time existence has already been proved by the first author in [24].
Therefore, to prove Theorem 1.1, we will focus on proving the convergence part.
Since Y (M, θ0) > 0, by choosing another contact form in the same conformal class
if necessary, we may assume that θ0 has positive Webster scalar curvature, i.e.
(3.7) Rθ0 > 0.
Without loss of generality, we can choose the initial contact form θ0 such that
(3.8) Vol(M, θ0) =
ˆ
M
dVθ0 = 1.
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Since the CR Yamabe flow preserves volume (see Proposition 3.1 in [24]), it follows
from (3.8) that
(3.9) Vol(M, θ(t)) =
ˆ
M
dVθ(t) =
ˆ
M
u(t)2+
2
n dVθ0 = 1 for all t ≥ 0.
By Proposition 3.3 in [24], the function t 7→ rθ(t) is non-increasing. Indeed, we have
(see (3.5) in [24])
(3.10)
d
dt
rθ(t) = −n
ˆ
M
(Rθ(t) − rθ(t))2dVθ(t).
It follows from (3.1), (3.3), and (3.5) that rθ(t) ≥ Y (M, θ0). Hence, the following
limit exists and satisfies:
(3.11) r∞ = lim
t→∞
rθ(t) ≥ Y (M, θ0) > 0.
It was proved in [24] that (see Proposition 4.1 and Corollary 4.1 in [24])
(3.12) lim
t→∞
ˆ
M
|Rθ(t) − rθ(t)|pdVθ(t) = 0.
for all 1 < p < n+ 2, and
(3.13) lim
t→∞
ˆ
M
|Rθ(t) − r∞|pdVθ(t) = 0.
for all 1 < p < n+ 2.
4. Proof of the main result assuming Proposition 4.1
The proof of Theorem 1.1 will be based on the following proposition.
Proposition 4.1. Let {tν : ν ∈ N} be a sequence of times such that tν → ∞ as
ν → ∞. Then we can find a real number 0 < γ < 1 and a constant C such that,
after passing to a subsequence, we have
rθ(tν) − r∞ ≤ C
(ˆ
M
u(tν)
2+ 2
n |Rθ(tν) − r∞|
2n+2
n+2 dVθ0
) n+2
2n+2 (1+γ)
for all integer ν in that subsequence. Note that γ and C may depend on the sequence
{tν : ν ∈ N}.
By assuming Proposition 4.1, we are going to prove Theorem 1.1. The following
result is an immediate consequence of Proposition 4.1.
Proposition 4.2. There exists 0 < γ < 1 and t0 > 0 such that
rθ(t) − r∞ ≤ C
(ˆ
M
u(t)2+
2
n |Rθ(t) − r∞|
2n+2
n+2 dVθ0
) n+2
2n+2 (1+γ)
for all t ≥ t0.
Proof. Suppose this is not true. Then there exists a sequence of times {tν : ν ∈ N}
and {Cν : ν ∈ N} such that tν ≥ ν, Cν →∞ as ν →∞ and
rθ(tν) − r∞ ≥ Cν
(ˆ
M
u(tν)
2+ 2
n |Rθ(tν) − r∞|
2n+2
n+2 dVθ0
) n+2
2n+2 (1+
1
ν
)
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for all ν ∈ N. We now apply Proposition 4.1 to this sequence {tν : ν ∈ N}. Hence,
there exists an infinite subset I ⊂ N, a real number 0 < γ < 1 and a positive
constant C such that
rθ(tν) − r∞ ≤ C
(ˆ
M
u(tν)
2+ 2
n |Rθ(tν) − r∞|
2n+2
n+2 dVθ0
) n+2
2n+2 (1+γ)
for all ν ∈ I. Thus we conclude that
Cν ≤ C
(ˆ
M
u(tν)
2+ 2
n |Rθ(tν) − r∞|
2n+2
n+2 dVθ0
) n+2
2n+2 (γ− 1ν )
for all ν ∈ I, which is a contradiction in view of (3.13) and the fact that Cν → ∞
as ν →∞. This proves the assertion. 
Proposition 4.3. We have
ˆ ∞
0
(ˆ
M
u(t)2+
2
n (Rθ(t) − rθ(t))2dVθ0
) 1
2
dt ≤ C.
Proof. It follows from (3.9) and Proposition 4.2 that
rθ(t) − r∞ ≤ C
(ˆ
M
u(t)2+
2
n |Rθ(t) − r∞|
2n+2
n+2 dVθ0
) n+2
2n+2 (1+γ)
≤ C
(ˆ
M
u(t)2+
2
n |Rθ(t) − rθ(t)|
2n+2
n+2 dVθ0
) n+2
2n+2 (1+γ)
+ C(rθ(t) − r∞)1+γ ,
hence,
(4.1) rθ(t) − r∞ ≤ C
(ˆ
M
u(t)2+
2
n |Rθ(t) − rθ(t)|
2n+2
n+2 dVθ0
) n+2
2n+2 (1+γ)
if t is sufficiently large in view of (3.11). Therefore, we obtain
d
dt
(rθ(t)−r∞) ≤ −n
(ˆ
M
u(t)2+
2
n |Rθ(t) − rθ(t)|
2n+2
n+2 dVθ0
)n+2
n+1
≤ −C(rθ(t)−r∞)
2
1+γ
where the first equality follows from (3.10), and the first inequality follows from
(3.9) and Ho¨lder’s inequality, and the last inequality follows from (4.1). This implies
that
d
dt
(rθ(t) − r∞)−
1−γ
1+γ ≥ C
where C is a positive constant independent of t. From this, it follows that
(4.2) rθ(t) − r∞ ≤ Ct−
1+γ
1−γ
if t is sufficiently large. Therefore, we have
ˆ 2T
T
(ˆ
M
u(t)2+
2
n (Rθ(t) − rθ(t))2dVθ0
) 1
2
dt
≤
(
T
ˆ 2T
T
ˆ
M
u(t)2+
2
n (Rθ(t) − rθ(t))2dVθ0dt
) 1
2
≤
(
T
n
(
rθ(T ) − r∞
)) 12 ≤ CT− γ1−γ
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where the first inequality follows from Ho¨lder’s inequality, the last inequality follows
from (3.10) and (4.2). Since 0 < γ < 1, we conclude that
ˆ ∞
0
(ˆ
M
u(t)2+
2
n (Rθ(t) − rθ(t))2dVθ0
) 1
2
dt
=
ˆ 1
0
(ˆ
M
u(t)2+
2
n (Rθ(t) − rθ(t))2dVθ0
) 1
2
dt
+
∞∑
k=0
ˆ 2k+1
2k
(ˆ
M
u(t)2+
2
n (Rθ(t) − rθ(t))2dVθ0
) 1
2
dt ≤ C
∞∑
k=0
2−
kγ
1−γ ≤ C.
This proves the assertion. 
Proposition 4.4. Given any η0 > 0, we can find a real number r > 0 such thatˆ
Br(x)
u(t)2+
2
n dVθ0 ≤ η0
for all x ∈ M and t ≥ 0. Here Br(x) = {y ∈ M : d(x, y) < r} and d is the
Carnot-Carathe´odory distance on M with respect to the contact form θ0.
Proof. Given any η0 > 0, it follows from Proposition 4.3 that there exists a real
number T > 0 such thatˆ ∞
T
(ˆ
M
u(t)2+
2
n (Rθ(t) − rθ(t))2dVθ0
) 1
2
dt ≤ η0
2(n+ 1)
.
On the other hand, by (3.9), we can choose a real number r > 0 such thatˆ
Br(x)
u(t)2+
2
n dVθ0 ≤
η0
2
for all x ∈M and 0 ≤ t ≤ T . Combining these with (3.4), we haveˆ
Br(x)
u(t)2+
2
n dVθ0 ≤
ˆ
Br(x)
u(T )2+
2
n dVθ0
+ (n+ 1)
ˆ ∞
T
(ˆ
M
u(t)2+
2
n (Rθ(t) − rθ(t))2dVθ0
) 1
2
dt
≤ η0
2
+ (n+ 1) · η0
2(n+ 1)
= η0
for all all x ∈M and t ≥ T . This proves the assertion. 
Proposition 4.5. The function u(t) satisfies
(4.3) sup
M
u(t) ≤ C
and
(4.4) inf
M
u(t) ≥ c
for all t ≥ 0. Here, C and c are positive constants independent of t.
Proof. We follow the proof of Proposition 5.5 in [24]. It follows from (3.9) and
(3.13) that for n+ 1 < p < n+ 2
(4.5)
ˆ
M
|Rθ(t)|pdVθ(t) ≤ C
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for some constant C independent of t. Using (4.5), Proposition 4.4, and Ho¨lder’s
inequality, we obtain that for p > q > n+ 1
(4.6)
ˆ
Br(x)
|Rθ(t)|qdVθ(t) ≤
(ˆ
Br(x)
dVθ(t)
) p−q
p (ˆ
M
|Rθ(t)|pdVθ(t)
) q
p
≤ Cη0.
Since u(t) is smooth by the long time existence of the CR Yamabe flow, we can
choose η0 sufficiently small in (4.6) so that we can apply Proposition A.2 in [24] to
conclude that u(t) is uniformly bounded from above. This proves (4.3).
Now, if we define
P = Rθ0 + σ
(
sup
t≥0
sup
M
u(t)
) 2
n
where σ is given by
σ = max
{
sup(1−Rθ0), 1
}
.
It was proved in [24] that (see Proposition 3.4 in [24])
Rθ(t) + σ ≥ 1,
which implies that
−(2 + 2
n
)∆θ0u(t) + Pu(t) ≥ −(2 +
2
n
)∆θ0u(t) +Rθ0u(t) + σu(t)
1+ 2
n
= (Rθ(t) + σ)u(t)
1+ 2
n ≥ 0.
Hence, we can apply Proposition A.1 in [24] to conclude that
C
(
inf
M
u(t)
)(
sup
M
u(t)
)1+ 2
n ≥
ˆ
M
u(t)2+
2
n dVθ0
for some positive constant C. Hence, (4.4) follows from (3.9) and (4.3). This proves
the assertion. 
Proposition 4.6. Let 0 < α < 2
n+2 . There exists a constant C such that
|u(x2, t2)− u(x1, t1)| ≤ C
(
(t1 − t2)α2 + d(x1, x2)α
)
for all x1, x2 ∈ M and all t1, t2 ≥ 0 satisfying 0 < t1 − t2 < 1. Here d is the
Carnot-Carathe´odory distance on M with respect to the contact form θ0.
Proof. Choose α = 2− 2n+ 2
p
with n+ 1 < p < n+ 2. Then we have
ˆ
M
∣∣∣− (2 + 2
n
)∆θ0u(t) +Rθ0u(t)
∣∣∣pdVθ0
≤ C
ˆ
M
|Rθ(t)|pdVθ(t) ≤ C
( ˆ
M
|Rθ(t) − r∞|pdVθ(t) +
ˆ
M
rp∞dVθ(t)
)
≤ C
where the first inequality follows from Proposition 4.5, and the last inequality fol-
lows from (3.9) and (3.13). This implies that
|u(x2, t)− u(x1, t)| ≤ Cd(x1, x2)α
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for all x1, x2 ∈M and all t ≥ 0. On the other hand,ˆ
M
∣∣∣ ∂
∂t
u(t)
∣∣∣pdVθ0 = (n2 )p
ˆ
M
|(Rθ(t) − rθ(t))u(t)|pdVθ0
≤ C
ˆ
M
|Rθ(t) − rθ(t)|pdVθ(t) ≤ C,
(4.7)
where the first equality follows from (3.4), and the second inequality follows from
Proposition 4.5, and the last inequality follows from (3.12). Using (4.7), we get
|u(x, t1)− u(x, t2)| ≤ C(t1 − t2)−(n+1)
ˆ
B√
t1−t2
(x)
|u(x, t1)− u(x, t2)|dVθ0
≤ C(t1 − t2)−(n+1)
ˆ
B√
t1−t2
(x)
|u(t1)− u(t2)|dVθ0 + C(t1 − t2)
α
2
≤ C(t1 − t2)−n sup
t2≤t≤t1
ˆ
B√
t1−t2
(x)
∣∣∣∣ ∂∂tu(t)
∣∣∣∣ dVθ0 + C(t1 − t2)α2
≤ C(t1 − t2)α2 sup
t2≤t≤t1
(ˆ
M
∣∣∣∣ ∂∂tu(t)
∣∣∣∣p dVθ0)
1
p
+ C(t1 − t2)α2
≤ C(t1 − t2)α2
for all x ∈ M and all t1, t2 ≥ 0 satisfying 0 < t1 − t2 < 1. This proves the
assertion. 
In view of Proposition 4.6, it is easy to see that all derivatives of u(x, t) are
uniformly bounded on [0,∞). Indeed, we can apply Theorem 1.1 in [3], which says:
let X1, X2, . . . , Xq be a system of real smooth vector fields satisfying Ho¨rmander’s
condition in a bounded domain Ω of Rn. Let A = {aij(x, t)}qi,j=1 be a symmetric,
uniformly positive-definite matrix of real functions defined in a domain U ⊂ Ω×R.
For operator of the form
H = ∂t −
q∑
i,j=1
aij(x, t)XiXj −
q∑
i=1
bi(x, t)Xi − c(x, t)
we have a priori estimate of Schauder type in parabolic Ho¨rmander Ho¨lder spaces
Ck,βP (U). Namely, for aij , bi, c ∈ Ck,βP (U) and U ′ ⋐ U , we have
‖u‖
C
k+2,β
P (U
′) ≤ C{‖Hu‖Ck,βP (U) + ‖u‖L∞(U)}.(4.8)
Here, (see P.193-194 in [3])
Ck,βP (U) = {u : U → R : ‖u‖Ck,βP (U) <∞},
‖u‖
C
k,β
P
(U) =
∑
|I|+2h≤k
∥∥∂ht XIu∥∥Cβ
P
(U)
,
‖u‖
C
β
P (U)
= |u|
C
β
P (U)
+ ‖u‖L∞(U),
|u|
C
β
P
(U) = sup
{ |u(t, x)− u(s, y)|
dP ((x, t), (y, s))β
: (x, t), (y, s) ∈ U, (t, x) 6= (s, y)
}
,
where dP is the parabolic Carnot-Carathe´odory distance (see P. 189 in [3]) which
is given by
dP ((x1, t1), (t2, x2)) =
√
d(x1, x2)2 + |t1 − t2|.
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Here d is the Carnot-Carathe´odory distance in Ω. Moreover, for any multiindex
I = (i1, i2, ..., is), with 1 ≤ ij ≤ q, XIu = Xi1Xi2 · · ·Xisu.
It follows from Proposition 4.6 that u(x, t) ∈ C0,λP ([0,∞)×M). Therefore, with
the estimate (4.8), Proposition 4.5 and Proposition 4.6, we can now apply the
standard regularity theory for the weakly parabolic equation in (3.6) to show that
all higher order derivatives of u(t) are uniformly bounded on [0,∞). Therefore,
u(t) converges to a smooth function u∞, which is positive in view of Proposition
4.5, or equivalently, θ(t) converges to a contact form θ∞ = u
2
n∞θ0 as t→∞. On the
other hand, the contact form θ∞ has constant Webster scalar curvature thanks to
(3.13). This proves Theorem 1.1.
5. Blow-up analysis
The remaining part of this paper will be concerned with the proof of Proposition
4.1. Let {tν : ν ∈ N} be a sequence of times such that tν → ∞ as ν → ∞. For
abbreviation, we write uν = u(tν) and θν = θ(tν) = u(tν)
2
n θ0 = u
2
n
ν θ0, it follows
from (3.9) that
(5.1)
ˆ
M
u
2+ 2
n
ν dVθ0 = 1 for all ν ∈ N.
On the other hand, it follows from (3.5) and (3.13) with p = 2n+2
n+2 that
(5.2)
ˆ
M
∣∣∣− (2 + 2
n
)∆θ0uν +Rθ0uν − r∞u1+
2
n
ν
∣∣∣ 2n+2n+2 dVθ0 → 0 as ν →∞.
At this point, we may apply the following concentration-compactness result,
which is the CR version of the results of Struwe [34] and Bahri and Coron [2]. See
also [13] and [14].
Theorem 5.1. Under the assumptions of Theorem 1.1, suppose that {uν} be a
sequence of positive functions satisfying (5.1) and (5.2). After passing to a subse-
quence if necessary, we can find an integer m, a smooth nonnegative function u∞
and a sequence of m-tuples (x∗k,ν , ε
∗
k,ν)1≤k≤m with the following properties:
(i) The function u∞ satisfies
(5.3) (2 +
2
n
)∆θ0u∞ −Rθ0u∞ + r∞u1+
2
n∞ = 0.
(ii) For all i 6= j, we have
(5.4)
ε∗i,ν
ε∗j,ν
+
ε∗j,ν
ε∗i,ν
+
d(x∗i,ν , x
∗
j,ν)
2
ε∗i,νε
∗
j,ν
→∞ as ν →∞.
(iii) We have
(5.5)
∥∥∥uν − u∞ − m∑
k=1
u(x∗
k,ν
,ε∗
k,ν
)
∥∥∥
S21(M)
→ 0 as ν →∞.
Here u(x∗
k,ν
,ε∗
k,ν
) are the standard test functions constructed in (A.10) in Appendix
A, and d is Carnot-Carathe´odory distance on M with respect to the contact form
θ0.
The proof of Theorem 5.1 will be included in Appendix B.
Proposition 5.2. If u∞ vanishes at one point in M , then u∞ vanishes everywhere.
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Proof. It follows from (5.3) that
−(2 + 2
n
)∆θ0u∞ +Rθ0u∞ = r∞u
1+ 2
n∞ ≥ 0.
Since Rθ0 ≥ 0 by (3.7), we can apply Proposition A.1 in [24] to conclude that
(5.6) C
(
inf
M
u∞
)(
sup
M
u∞
)1+ 2
n ≥
ˆ
M
u
2+ 2
n∞ dVθ0
for some positive constant C. Proposition 5.2 follows from (5.6). 
The cases u∞ ≡ 0 and u∞ > 0 will be discussed separately. The case u∞ ≡ 0
will be studied in section 5.1. The case u∞ > 0 will be studied in section 5.2.
We define two functionals E(u) and F (u) by
(5.7) E(u) =
´
M
(
(2 + 2
n
)|∇θ0u|2θ0 +Rθ0u2
)
dVθ0( ´
M
u2+
2
n dVθ0
) n
n+1
and
(5.8) F (u) =
´
M
(
(2 + 2
n
)|∇θ0u|2θ0 +Rθ0u2
)
dVθ0´
M
u2+
2
n dVθ0
.
Then we have
1 = lim
ν→∞
ˆ
M
u
2+ 2
n
ν dVθ0
= lim
ν→∞
(ˆ
M
u
2+ 2
n∞ dVθ0 +
m∑
k=1
ˆ
M
u
2+ 2
n
(x∗
k,ν
,ε∗
k,ν
)dVθ0
)
=
(
E(u∞)
r∞
)n+1
+m
(
Y (S2n+1)
r∞
)n+1
(5.9)
where we have used (5.1), (5.3), (5.5), and (A.21).
5.1. The case u∞ ≡ 0. Throughout this subsection, we assume that u∞ ≡ 0.
For every ν ∈ N, we denote by Aν the set of all m-tuples (xk, εk, αk)1≤k≤m ∈
(M × R+ × R+)m such that
(5.10) d(xk, x
∗
k,ν) ≤ ε∗k,ν ,
1
2
≤ εk
ε∗k,ν
≤ 2, 1
2
≤ αk ≤ 2
for all 1 ≤ k ≤ m. Moreover, we can find (xk,ν , εk,ν , αk,ν)1≤k≤m ∈ Aν such that
ˆ
M
(
(2 +
2
n
)
∣∣∣∇θ0(uν − m∑
k=1
αk,νu(xk,ν ,εk,ν)
)∣∣∣2
θ0
+Rθ0
(
uν −
m∑
k=1
αk,νu(xk,ν ,εk,ν)
)2)
dVθ0
≤
ˆ
M
(
(2 +
2
n
)
∣∣∣∇θ0(uν − m∑
k=1
αku(xk,εk)
)∣∣∣2
θ0
+Rθ0
(
uν −
m∑
k=1
αku(xk,εk)
)2)
dVθ0
(5.11)
for all (xk, εk, αk)1≤k≤m ∈ Aν .
Proposition 5.3. (i) For all i 6= j, we have
ε2i,ν
ε2j,ν
+
ε2j,ν
ε2i,ν
+
d(xi,ν , xj,ν)
4
ε2i,νε
2
j,ν
→∞ as ν →∞,
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(ii) We have ∥∥∥uν − m∑
k=1
αk,νu(xk,ν ,εk,ν)
∥∥∥
S21(M)
→ 0 as ν →∞.
Proof. (i) In view of (5.10), we have
32
εi,ν
εj,ν
+ 32
εj,ν
εi,ν
+ 8
d(xi,ν , xj,ν)
2
εi,νεj,ν
≥ 8 ε
∗
i,ν
ε∗j,ν
+ 8
ε∗j,ν
ε∗i,ν
+ 2
d(xi,ν , xj,ν)
2
ε∗i,νε
∗
j,ν
≥ 4 ε
∗
i,ν
ε∗j,ν
+ 4
ε∗j,ν
ε∗i,ν
+
(d(xi,ν , xj,ν) + ε
∗
i,ν + ε
∗
j,ν)
2
ε∗i,νε
∗
j,ν
≥ 4 ε
∗
i,ν
ε∗j,ν
+ 4
ε∗j,ν
ε∗i,ν
+
d(x∗i,ν , x
∗
j,ν)
2
ε∗i,νε
∗
j,ν
,
and the last expression tends to infinity as ν →∞ by Theorem 5.1. Thus we have
εi,ν
εj,ν
+
εj,ν
εi,ν
+
d(xi,ν , xj,ν)
2
εi,νεj,ν
→∞ as ν →∞.
Now Proposition 5.3(i) follows from this and Cauchy-Schwarz inequality.
(ii) By definition of (xk,ν , εk,ν , αk,ν)1≤k≤m in (5.11), we have
ˆ
M
(
(2 +
2
n
)
∣∣∣∇θ0(uν − m∑
k=1
αk,νu(xk,ν ,εk,ν)
)∣∣∣2
θ0
+Rθ0
(
uν −
m∑
k=1
αk,νux(k,ν ,εk,ν)
)2)
dVθ0
≤
ˆ
M
(
(2 +
2
n
)
∣∣∣∇θ0(uν − m∑
k=1
u(x∗
k
,ε∗
k
)
)∣∣∣2
θ0
+Rθ0
(
uν −
m∑
k=1
u(x∗
k
,ε∗
k
)
)2)
dVθ0 .
By Theorem 5.1, the expression on the right-hand side tends to 0 as ν →∞. This
proves the assertion. 
Proposition 5.4. We have
d(xk,ν , x
∗
k,ν ) ≤ o(1)ε∗k,ν ,
εk,ν
ε∗k,ν
= 1 + o(1), αk,ν = 1 + o(1)
for all 1 ≤ k ≤ m. In particular, (xk,ν , εk,ν , αk,ν)1≤k≤m is an interior point of Aν
if ν is sufficiently large.
Proof. Observe that∥∥∥ m∑
k=1
αk,νu(xk,ν ,εk,ν) −
m∑
k=1
u(x∗
k
,ε∗
k
)
∥∥∥
S21(M)
≤
∥∥∥uν − m∑
k=1
u(x∗
k
,ε∗
k
)
∥∥∥
S21(M)
+
∥∥∥uν − m∑
k=1
αk,νu(xk,ν ,εk,ν)
∥∥∥
S21(M)
= o(1)
by Theorem 5.1 and Proposition 5.10. From this, the assertion follows. 
Now we decompose the function uν as
uν = vν + wν
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where
(5.12) vν =
m∑
k=1
αk,νu(xk,ν ,εk,ν)
and
(5.13) wν = uν −
m∑
k=1
αk,νu(xk,ν ,εk,ν).
By Proposition 5.3, the function wν satisfies
(5.14)
ˆ
M
(
(2 +
2
n
)|∇θ0wν |2θ0 +Rθ0w2ν
)
dVθ0 = o(1).
Proposition 5.5. If ν is sufficiently large, then
n+ 2
n
r∞
ˆ
M
m∑
k=1
u
2
n
(xk,ν ,εk,ν)
w2ν dVθ0 ≤ (1−c)
ˆ
M
(
(2 +
2
n
)|∇θ0wν |2θ0 +Rθ0w2ν
)
dVθ0
for some positive constant c which is independent of ν.
Proof. Suppose this is not true. Upon rescaling, we obtain a sequence of functions
{w˜ν : ν ∈ N} such that
(5.15)
ˆ
M
(
(2 +
2
n
)|∇θ0w˜ν |2θ0 +Rθ0w˜2ν
)
dVθ0 = 1
and
(5.16) lim
ν→∞
n+ 2
n
r∞
ˆ
M
m∑
k=1
u
2
n
(xk,ν ,εk,ν)
w˜2ν dVθ0 ≥ 1.
Note that
(5.17)
ˆ
M
|w˜ν |2+ 2n dVθ0 ≤ Y (M, θ0)−
n+1
n
by (5.15). In view of Proposition 5.3, we can find a sequence {Nν : ν ∈ N} such
that Nν →∞, Nνεj,ν → 0 for all 1 ≤ j ≤ m, and
(5.18)
1
Nν
εj,ν + d(xi,ν , xj,ν)
εi,ν
→∞
for all i < j. Let
(5.19) Ωj,ν = BNνεj,ν \
j−1⋃
i=1
BNνεi,ν (xi,ν)
for every 1 ≤ j ≤ m. In view of (5.15) and (5.16), we can find an integer 1 ≤ j ≤ m
such that
(5.20) lim
ν→∞
ˆ
M
u
2
n
(xj,ν ,εj,ν)
w˜2ν dVθ0 > 0
and
(5.21)
lim
ν→∞
ˆ
Ωj,ν
(
(2 +
2
n
)|∇θ0w˜ν |2θ0 +Rθ0w˜2ν
)
dVθ0 ≤ lim
ν→∞
n+ 2
n
r∞
ˆ
M
u
2
n
(xj,ν ,εj,ν)
w˜2ν dVθ0 .
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We now define a sequence of functions ŵν : Txj,νM → R by
ŵν(z, t) = ε
n
j,νw˜ν(expxj,ν (εj,νz, ε
2
j,νt))
for (z, t) ∈ Txj,νM . The sequence {ŵν : ν ∈ N} satisfies
lim
ν→∞
ˆ
{(z,t)∈Hn:|(z,t)|≤Nν}
(2 +
2
n
)|∇θHn ŵν(z, t)|2θHndVθHn ≤ 1
and
lim
ν→∞
ˆ
{(z,t)∈Hn:|(z,t)|≤Nν}
|ŵν(z, t)|2+ 2n dVθHn ≤ Y (M, θ0)−
n+1
n
in view of (5.15) and (5.17). Hence, we can take the weak limit to obtain a function
ŵ : Hn → R such that
(5.22)
ˆ
Hn
1
t2 + (1 + |z|2)2 ŵ(z, t)
2dVθHn > 0
and
(5.23)
ˆ
Hn
|∇θHn ŵ(z, t)|2θHndVθHn ≤ (n+ 2)n
ˆ
Hn
1
t2 + (1 + |z|2)2 ŵ(z, t)
2dVθHn
by (5.20), (5.21), and the definition of u(xj,ν ,εj,ν). By definition of (xk,ν , εk,ν , αk,ν)1≤k≤m
in (5.11), we have
d
dαk
ˆ
M
(
(2 +
2
n
)
∣∣∣∇θ0(uν − m∑
k=1
αku(xk,ν ,εk,ν)
)∣∣∣2
θ0
+Rθ0
(
uν −
m∑
k=1
αku(xk,ν ,εk,ν)
)2)
dVθ0
∣∣∣∣∣
αk=αk,ν
= 0,
which implies
0 =
ˆ
M
(
(2 +
2
n
)∆θ0u(xk,ν ,εk,ν) −Rθ0u(xk,ν ,εk,ν)
)
wνdVθ0 .
Using the estimate∥∥∥(2 + 2
n
)∆θ0u(xk,ν ,εk,ν) −Rθ0u(xk,ν ,εk,ν) + r∞u
1+ 2
n
(xk,ν ,εk,ν)
∥∥∥
L
2n+2
n+2 (M)
= o(1)
and Ho¨lder’s inequality, we conclude that
r∞
∣∣∣∣ˆ
M
u
1+ 2
n
(xk,ν ,εk,ν)
wνdVθ0
∣∣∣∣
≤
∥∥∥(2 + 2
n
)∆θ0u(xk,ν ,εk,ν) −Rθ0u(xk,ν ,εk,ν) + r∞u
1+ 2
n
(xk,ν ,εk,ν)
∥∥∥
L
2n+2
n+2 (M)
·
(ˆ
M
|wν |2+ 2n dVθ0
) n
2n+2
= o(1)
(ˆ
M
|wν |2+ 2n dVθ0
) n
2n+2
for all 1 ≤ k ≤ m. Since r∞ > 0, we have∣∣∣∣ˆ
M
u
1+ 2
n
(xk,ν ,εk,ν)
wνdVθ0
∣∣∣∣ ≤ o(1)(ˆ
M
|wν |2+ 2n dVθ0
) n
2n+2
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for all 1 ≤ k ≤ m. Taking the weak limit yields
(5.24)
ˆ
Hn
1
(t2 + (1 + |z|2)2)n+22
ŵ(z, t)dVθHn = 0
by the definition of u(xj,ν ,εj,ν), ŵν , and ŵ. By definition of (xk,ν , εk,ν , αk,ν)1≤k≤m
in (5.11), we also have
d
dεk
ˆ
M
(
(2 +
2
n
)
∣∣∣∇θ0(uν − m∑
k=1
αku(xk,ν ,εk)
)∣∣∣2
θ0
+Rθ0
(
uν −
m∑
k=1
αku(xk,ν ,εk)
)2)
dVθ0
∣∣∣∣∣
εk=εk,ν
= 0,
which implies that
0 =
ˆ
M
(
(2 +
2
n
)∆θ0
(u(xk,ν ,εk,ν)
∂εk,ν
)
−Rθ0
(u(xk,ν ,εk,ν)
∂εk,ν
))
wνdVθ0 .
Using the estimate∥∥∥(2+2
n
)∆θ0
(u(xk,ν ,εk,ν)
∂εk,ν
)
−Rθ0
(u(xk,ν ,εk,ν)
∂εk,ν
)
+r∞
(u(xk,ν ,εk,ν)
∂εk,ν
)1+ 2
n
∥∥∥
L
2n+2
n+2 (M)
= o(ε−1k,ν)
and Ho¨lder’s inequality, we conclude that
(1 +
2
n
)r∞
∣∣∣∣ˆ
M
u
2
n
(xk,ν ,εk,ν)
(u(xk,ν ,εk,ν)
∂εk,ν
)
wνdVθ0
∣∣∣∣
≤
∥∥∥(2 + 2
n
)∆θ0
(u(xk,ν ,εk,ν)
∂εk,ν
)
−Rθ0
(u(xk,ν ,εk,ν)
∂εk,ν
)
+ r∞
(u(xk,ν ,εk,ν)
∂εk,ν
)1+ 2
n
∥∥∥
L
2n+2
n+2 (M)
·
(ˆ
M
|wν |2+ 2n dVθ0
) n
2n+2
= o(ε−1k,ν)
(ˆ
M
|wν |2+ 2n dVθ0
) n
2n+2
for all 1 ≤ k ≤ m. Since r∞ > 0, we have∣∣∣∣ˆ
M
u
2
n
(xk,ν ,εk,ν)
(u(xk,ν ,εk,ν)
∂εk,ν
)
wνdVθ0
∣∣∣∣ ≤ o(ε−1k,ν)(ˆ
M
|wν |2+ 2n dVθ0
) n
2n+2
for all 1 ≤ k ≤ m. Taking the weak limit yields
(5.25)
ˆ
Hn
1− |z|4 − t2
(t2 + (1 + |z|2)2)n+42
ŵ(z, t)dVθHn = 0
by the definition of u(xj,ν ,εj,ν), ŵν , and ŵ. Similarly, we have∣∣∣∣ˆ
M
u
2
n
(xk,ν ,εk,ν)
T (u(xk,ν ,εk,ν))wνdVθ0
∣∣∣∣ ≤ o(ε−2k,ν)(ˆ
M
|wν |2+ 2n dVθ0
) n
2n+2
,∣∣∣∣ˆ
M
u
2
n
(xk,ν ,εk,ν)
Zl(u(xk,ν ,εk,ν))wνdVθ0
∣∣∣∣ ≤ o(ε−1k,ν)(ˆ
M
|wν |2+ 2n dVθ0
) n
2n+2
,∣∣∣∣ˆ
M
u
2
n
(xk,ν ,εk,ν)
Z l(u(xk,ν ,εk,ν))wνdVθ0
∣∣∣∣ ≤ o(ε−1k,ν)(ˆ
M
|wν |2+ 2n dVθ0
) n
2n+2
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for all 1 ≤ k, l ≤ n, where T = ∂
∂t
, Zl =
∂
∂zl
+
√−1zl ∂
∂t
, and Z l =
∂
∂zl
−√−1zl ∂
∂t
are tangent vector fields in Hn. Taking the weak limit yieldsˆ
Hn
t
(t2 + (1 + |z|2)2)n+42
ŵ(z, t)dVθHn = 0,
ˆ
Hn
(1 + |z|2)zl +
√−1zlt
(t2 + (1 + |z|2)2)n+42
ŵ(z, t)dVθHn = 0 for 1 ≤ k ≤ n,
ˆ
Hn
(1 + |z|2)zl −
√−1zlt
(t2 + (1 + |z|2)2)n+42
ŵ(z, t)dVθHn = 0 for 1 ≤ k ≤ n.
(5.26)
Now we define w˜(z, t) = ŵ(z, t) for (z, t) ∈ Hn ⊂ Cn × R. Then it follows from
(5.22)-(5.26) thatˆ
Hn
1
t2 + (1 + |z|2)2 w˜(z, t)
2dVθHn > 0,(5.27) ˆ
Hn
|∇θHn w˜(z, t)|2θHndVθHn ≤ (n+ 2)n
ˆ
Hn
1
t2 + (1 + |z|2)2 w˜(z, t)
2dVθHn ,(5.28)
and ˆ
Hn
1
(t2 + (1 + |z|2)2)n+22
w˜(z, t)dVθHn = 0,
ˆ
Hn
1− |z|4 − t2
(t2 + (1 + |z|2)2)n+42
w˜(z, t)dVθHn = 0,
ˆ
Hn
t
(t2 + (1 + |z|2)2)n+42
w˜(z, t)dVθHn = 0,
ˆ
Hn
(1 + |z|2)zl −
√−1zlt
(t2 + (1 + |z|2)2)n+42
w˜(z, t)dVθHn = 0 for 1 ≤ k ≤ n,
ˆ
Hn
(1 + |z|2)zl +
√−1zlt
(t2 + (1 + |z|2)2)n+42
w˜(z, t)dVθHn = 0 for 1 ≤ k ≤ n.
(5.29)
We claim that any w˜ satisfying (5.28) and (5.29) must be zero identically. Indeed,
if we define u˜(x) = |1 + xn+1|−nw˜ ◦ F (x) where F : S2n+1 → Hn is given by
F (x) =
(
x1
1 + xn+1
, · · · , xn
1 + xn+1
, Re
(√−11− xn+1
1 + xn+1
))
,
then we can rewrite (5.29) as (see p.177 in [28])ˆ
S2n+1
u˜ dVθ
S2n+1
= 0,
ˆ
S2n+1
xku˜ dVθ
S2n+1
=
ˆ
S2n+1
xku˜ dVθ
S2n+1
= 0 for 1 ≤ k ≤ n+ 1,
(5.30)
where x = (x1, · · · , xn+1) ∈ S2n+1 ⊂ Cn+1, because F−1 : Hn → S2n+1 is given by
F−1(z, t) =
(
2z
1 + |z|2 −√−1t ,
1− |z|2 +√−1t
1 + |z|2 −√−1t
)
where (z, t) ∈ Hn ⊂ Cn × R. The eigenfunctions and eigenvalues of ∆θ
S2n+1
are
well-known—-see [16]. Namely, 1 is an eigenfunction with respect to the eigenvalue
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λ0 = 0, and xk, xk, where 1 ≤ k ≤ n + 1 are eigenfunctions with respect to the
eigenvalue λ1 = n/2. Using (5.30), we see that
(5.31)
ˆ
S2n+1
|∇θ
S2n+1
u˜|2θ
S2n+1
dVθ
S2n+1
≥ λ2
ˆ
S2n+1
u˜2dVθ
S2n+1
,
where λ2 > n/2 is the second eigenvalue of λθ
S2n+1
. On the other hand, (5.28) can
be written as (see p.177 in [28])
ˆ
S2n+1
(
|∇θ
S2n+1
u˜|2θ
S2n+1
+
n2
4
u˜2
)
dVθ
S2n+1
≤ (n+ 2)n
4
ˆ
S2n+1
u˜2dVθ
S2n+1
.
Combining this with (5.31), we conclude that u˜ is zero identically, which implies
that w˜ is zero identically. But this contradicts (5.27). This proves the assertion. 
Corollary 5.6. If ν is sufficiently large, then
n+ 2
n
r∞
ˆ
M
v
2
n
ν w
2
ν dVθ0 ≤ (1 − c)
ˆ
M
(
(2 +
2
n
)|∇θ0wν |2θ0 +Rθ0w2ν
)
dVθ0
for some positive constant c which is independent of ν.
Proof. Note that
ˆ
M
∣∣∣v 2nν − m∑
k=1
u
2
n
(xk,ν ,εk,ν)
∣∣∣dVθ0 = o(1)
by (5.12) and Proposition 5.4. Thus, Corollary 5.6 follows from Proposition 5.5. 
Proposition 5.7. If ν is sufficiently large, the energy of vν satisfies the estimate
E(vν) ≤
( m∑
k=1
E(u(xk,ν ,εk,ν))
n+1
) 1
n+1
.
Proof. By Ho¨lder’s inequality, we have(
m∑
k=1
E(u(xk,ν ,εk,ν))
n+1
) 1
n+1 (ˆ
M
v
2+ 2
n
ν dVθ0
) n
n+1
≥
ˆ
M
(
m∑
k=1
F (u(xk,ν ,εk,ν))
n+1 u
2+ 2
n
(xk,ν ,εk,ν)
) 1
n+1
v2ν dVθ0
≥
ˆ
M
m∑
k=1
α2k,νF (u(xk,ν ,εk,ν))u
2+ 2
n
(xk,ν ,εk,ν)
dVθ0
+ 2
ˆ
M
∑
1≤i<j≤m
αi,ναj,ν
(
F (u(xi,ν ,εi,ν))
n+1 u
2+ 2
n
(xi,ν ,εi,ν)
+ F (u(xj,ν ,εj,ν))
n+1 u
2+ 2
n
(xj,ν ,εj,ν)
) 1
n+1
u(xi,ν ,εi,ν)u(xj,ν ,εj,ν)dVθ0 .
(5.32)
20 PAK TUNG HO, WEIMIN SHENG, AND KUNBO WANG
Consider a pair i < j. We can find positive constants c and C independent of ν
such that
u(xi,ν ,εi,ν)(x)
1+ 2
n u(xj,ν ,εj,ν)(x) ≥ c
(
ε2i,νε
2
j,ν
ε4j,ν + d(xi,ν , xj,ν)
4
)n
2
ε−2n−2i,ν and
u(xi,ν ,εi,ν)(x)u(xj,ν ,εj,ν)(x)
1+ 2
n ≤ C
(
ε2i,νε
2
j,ν
ε4j,ν + d(xi,ν , xj,ν)
4
)n+2
2
ε−2n−2i,ν
if d(xi,ν , x) ≤ εi,ν and ν is sufficiently large. From this, it follows that(
F (u(xi,ν ,εi,ν))
n+1 u
2+ 2
n
(xi,ν ,εi,ν)
+ F (u(xj,ν ,εj,ν))
n+1 u
2+ 2
n
(xj,ν ,εj,ν)
) 1
n+1
u(xi,ν ,εi,ν)u(xj,ν ,εj,ν)
≥ C
(
ε2i,νε
2
j,ν
ε4j,ν + d(xi,ν , xj,ν)
4
)n
2
ε−2n−2i,ν 1{d(xi,ν ,x)≤εi,ν} + F (u(xj,ν ,εj,ν))u(xi,ν ,εi,ν)u
1+ 2
n
(xj,ν ,εj,ν)
if ν is sufficiently large. Integrating it over M , we obtain
ˆ
M
(
F (u(xi,ν ,εi,ν))
n+1 u
2+ 2
n
(xi,ν ,εi,ν)
+ F (u(xj,ν ,εj,ν))
n+1 u
2+ 2
n
(xj,ν ,εj,ν)
) 1
n+1
u(xi,ν ,εi,ν)u(xj,ν ,εj,ν)dVθ0
≥ C
(
ε2i,νε
2
j,ν
ε4j,ν + d(xi,ν , xj,ν)
4
)n
2
+
ˆ
M
F (u(xj,ν ,εj,ν))u(xi,ν ,εi,ν)u
1+ 2
n
(xj,ν ,εj,ν)
dVθ0 .
(5.33)
if ν is sufficiently large. Combining this with (5.32), we get(
m∑
k=1
E(u(xk,ν ,εk,ν))
n+1
) 1
n+1 (ˆ
M
v
2+ 2
n
ν dVθ0
) n
n+1
≥
ˆ
M
m∑
k=1
α2k,νF (u(xk,ν ,εk,ν))u
2+ 2
n
(xk,ν ,εk,ν)
dVθ0
+ 2
ˆ
M
∑
1≤i<j≤m
αi,ναj,νF (u(xj,ν ,εj,ν))u(xi,ν ,εi,ν)u
1+ 2
n
(xj,ν ,εj,ν)
dVθ0
+ C
∑
1≤i<j≤m
(
ε2i,νε
2
j,ν
ε4j,ν + d(xi,ν , xj,ν)
4
)n
2
.
(5.34)
By the definition of vν in (5.12), we have
E(vν)
(ˆ
M
v
2+ 2
n
ν dVθ0
) n
n+1
=
ˆ
M
m∑
k=1
α2k,νF (u(xk,ν ,εk,ν))u
2+ 2
n
(xk,ν ,εk,ν)
dVθ0
− 2
ˆ
M
∑
1≤i<j≤m
αi,ναj,νu(xi,ν ,εi,ν)
(
(2 +
2
n
)∆θ0u(xj,ν ,εj,ν) −Rθ0u(xj,ν ,εj,ν)
)
dVθ0 .
(5.35)
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Substituting (5.34) into (5.35), we obtain
E(vν)
(ˆ
M
v
2+ 2
n
ν dVθ0
) n
n+1
≤
(
m∑
k=1
E(u(xk,ν ,εk,ν))
n+1
) 1
n+1 (ˆ
M
v
2+ 2
n
ν dVθ0
) n
n+1
− 2
ˆ
M
∑
1≤i<j≤m
αi,ναj,νu(xi,ν ,εi,ν)
·
(
(2 +
2
n
)∆θ0u(xj,ν ,εj,ν) −Rθ0u(xj,ν ,εj,ν) + F (u(xj,ν ,εj,ν))u
1+ 2
n
(xj,ν ,εj,ν)
)
dVθ0
− C
∑
1≤i<j≤m
(
ε2i,νε
2
j,ν
ε4j,ν + d(xi,ν , xj,ν)
4
)n
2
.
Since F (u(xj,ν ,εj,ν)) = r∞ + o(1) by Lemma A.5, it follows from Lemma A.6 and
A.7 thatˆ
M
u(xi,ν ,εi,ν)
∣∣∣(2 + 2
n
)∆θ0u(xj,ν ,εj,ν)
−Rθ0u(xj,ν ,εj,ν) + F (u(xj,ν ,εj,ν))u
1+ 2
n
(xj,ν ,εj,ν)
∣∣∣ dVθ0
≤
ˆ
M
u(xi,ν ,εi,ν)
∣∣∣(2 + 2
n
)∆θ0u(xj,ν ,εj,ν) −Rθ0u(xj,ν ,εj,ν) + r∞u
1+ 2
n
(xj,ν ,εj,ν)
∣∣∣ dVθ0
+ |F (u(xj,ν ,εj,ν))− r∞|
ˆ
M
u(xi,ν ,εi,ν)u
1+ 2
n
(xj,ν ,εj,ν)
dVθ0
≤ C(δ4 + δ2n + ε
2
j,ν
δ2
)
(
ε2i,νε
2
j,ν
ε4j,ν + d(xi,ν , xj,ν)
4
)n
2
+ o(1)
(
ε2i,νε
2
j,ν
ε4j,ν + d(xi,ν , xj,ν)
4
)n
2
for i < j. Hence, if we choose δ sufficiently small, the assertion follows. 
Corollary 5.8. The energy of vν satisfies the estimate
E(vν) ≤
(
mY (S2n+1)n+1
) 1
n+1
if ν is sufficiently large.
Proof. Using Proposition A.4, we obtain
E(u(xk,ν ,εk,ν)) ≤ Y (S2n+1)
for all 1 ≤ k ≤ m. Now Corollary 5.8 follows from Proposition 5.7. 
5.2. The case u∞ > 0. Next we discuss the case u∞ > 0.
Proposition 5.9. There exists a sequence of smooth functions {ψa : a ∈ N} and a
sequence of real numbers {λa : a ∈ N} with the following properties:
(i) For every a ∈ N, the function ψa satisfies
(5.36) (2 +
2
n
)∆θ0ψa −Rθ0ψa + λau
2
n∞ψa = 0.
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(ii) For all a, b ∈ N, we have
(5.37)
ˆ
M
u
2
n∞ψaψb dVθ0 =
{
1, if a = b,
0, if a 6= b.
(iii) The span of {ψa : a ∈ N} is dense in L2(M).
(iv) λa →∞ as a→∞.
Proof. Consider the linear operator
ψ 7→ u−
2
n∞
(
(2 +
2
n
)∆θ0ψ −Rθ0ψ
)
.
The operator is symmetric with respect to the inner product
(ψ1, ψ2) 7→
ˆ
M
u
2
n∞ψ1ψ2 dVθ0
on L2(M). Hence, the assertion follows from the spectral theorem. 
Let
A = {a ∈ N : λa ≤ n+ 2
n
r∞}
which is a finite subset of N by Proposition 5.9(iv). We denote Π the projection
operator
Πf =
∑
a 6∈A
(ˆ
M
ψaf dVθ0
)
u
2
n∞ψa = f −
∑
a∈A
(ˆ
M
ψaf dVθ0
)
u
2
n∞ψa.(5.38)
Lemma 5.10. For every 1 ≤ p <∞, we can find a constant C such that
‖f‖Lp(M) ≤ C
∥∥∥(2+ 2
n
)∆θ0f−Rθ0f+
n+ 2
n
r∞u
2
n∞f
∥∥∥
Lp(M)
+C sup
a∈A
∣∣∣∣ˆ
M
u
2
n∞ψaf dVθ0
∣∣∣∣ .
Proof. Suppose it is not true. By compactness, we can find a function f ∈ Lp(M)
satisfying ‖f‖Lp(M) = 1,
(5.39)
ˆ
M
u
2
n∞ψaf dVθ0 = 0 for all a ∈ A,
and
(5.40) (2 +
2
n
)∆θ0f −Rθ0f +
n+ 2
n
r∞u
2
n∞f = 0
in the sense of distributions. Multiply (5.40) by ψa and integrate overM , we obtain
for all a ∈ N
0 =
ˆ
M
ψa
(
(2 +
2
n
)∆θ0f −Rθ0f +
n+ 2
n
r∞u
2
n∞f
)
dVθ0
=
(n+ 2
n
r∞ − λa
)ˆ
M
u
2
n∞ψaf dVθ0
(5.41)
by (5.36). In particular, for a 6∈ A, we have λa > n+ 2
n
r∞, which implies that
ˆ
M
u
2
n∞ψaf dVθ0 = 0 for all a 6∈ A.
Combining this with (5.39), we have f ≡ 0 which contradicts ‖f‖Lp(M) = 1. This
proves the assertion. 
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Lemma 5.11. (i) There exists a constant C such that
‖f‖
L
1+ 2
n (M)
≤ C
∥∥∥Π((2 + 2
n
)∆θ0f −Rθ0f +
n+ 2
n
r∞u
2
n∞f
)∥∥∥
L
(n+1)(n+2)
n2+2n+2 (M)
+ C sup
a∈A
∣∣∣∣ˆ
M
u
2
n∞ψaf dVθ0
∣∣∣∣ .
(ii) There exists a constant C such that
‖f‖L1(M) ≤ C
∥∥∥Π((2 + 2
n
)∆θ0f −Rθ0f +
n+ 2
n
r∞u
2
n∞f
)∥∥∥
L1(M)
+ C sup
a∈A
∣∣∣∣ˆ
M
u
2
n∞ψaf dVθ0
∣∣∣∣ .
Proof. To prove (i), we apply the result of Bramanti-Braudolini in [4] to conclude
that
‖f‖Sp2 (M) ≤
∥∥∥(2 + 2
n
)∆θ0f −Rθ0f +
n+ 2
n
r∞u
2
n∞f
∥∥∥
Lp(M)
+ C‖f‖Lp(M)
for 1 < p <∞. By Folland-Stein embedding theorem in Proposition 2.1, Sp2 (M) is
continuous embedded in Lp
∗
(M) where
1
p∗
=
1
p
− 2
2n+ 2
. Therefore, if we choose
p =
(n+ 1)(n+ 2)
n2 + 2n+ 2
> 1, then p∗ = 1 +
2
n
and we have
‖f‖
L
1+ 2
n (M)
≤
∥∥∥(2 + 2
n
)∆θ0f −Rθ0f +
n+ 2
n
r∞u
2
n∞f
∥∥∥
L
(n+1)(n+2)
n2+2n+2 (M)
+ C‖f‖
L
(n+1)(n+2)
n2+2n+2 (M)
.
(5.42)
By (5.42) and Lemma 5.10 with p =
(n+ 1)(n+ 2)
n2 + 2n+ 2
, we get
‖f‖
L
1+ 2
n (M)
≤
∥∥∥(2 + 2
n
)∆θ0f −Rθ0f +
n+ 2
n
r∞u
2
n∞f
∥∥∥
L
(n+1)(n+2)
n2+2n+2 (M)
+ C sup
a∈A
∣∣∣∣ˆ
M
u
2
n∞ψaf dVθ0
∣∣∣∣ .(5.43)
By (5.41) and the definition of Π, we have
Π
(
(2 +
2
n
)∆θ0f −Rθ0f +
n+ 2
n
r∞u
2
n∞f
)
= (2 +
2
n
)∆θ0f −Rθ0f +
n+ 2
n
r∞u
2
n∞f
−
∑
a∈A
(n+ 2
n
r∞ − λa
)(ˆ
M
u
2
n∞ψaf dVθ0
)
u
2
n∞ψa,
which implies that
∥∥∥(2 + 2
n
)∆θ0f −Rθ0f +
n+ 2
n
r∞u
2
n∞f
∥∥∥
Lq(M)
≤
∥∥∥Π((2 + 2
n
)∆θ0f −Rθ0f +
n+ 2
n
r∞u
2
n∞f
)∥∥∥
Lq(M)
+ C sup
a∈A
∣∣∣∣ˆ
M
u
2
n∞ψaf dVθ0
∣∣∣∣
(5.44)
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for 1 ≤ q < ∞. Now combining (5.43) and (5.44) with q = (n+ 1)(n+ 2)
n2 + 2n+ 2
, we
prove (i). To prove (ii), we note that by Lemma 5.10 with p = 1 we have
‖f‖L1(M) ≤ C
∥∥∥(2+ 2
n
)∆θ0f−Rθ0f+
n+ 2
n
r∞u
2
n∞f
∥∥∥
L1(M)
+C sup
a∈A
∣∣∣∣ˆ
M
u
2
n∞ψaf dVθ0
∣∣∣∣ .
Combining this with (5.44) with q = 1, we prove (ii). 
Lemma 5.12. There exists a positive real number ζ with the following property:
for every vector z = (z1, z2, ..., z|A|) ∈ R|A| with |z| ≤ ζ, there exists a smooth
function uz such that ˆ
M
u
2
n∞(uz − u∞)ψa dVθ0 = za
for all a ∈ A and
Π
(
(2 +
2
n
)∆θ0uz −Rθ0uz +
n+ 2
n
r∞u
2
n∞uz
)
= 0.
Furthermore, the map z 7→ uz defined in (i) is real analytic.
Proof. This is the consequence of the implicit function theorem. 
Lemma 5.13. There exists a real number 0 < γ < 1 such that
E(uz)− E(u∞) ≤ C sup
a∈A
∣∣∣∣ˆ
M
ψa
(
(2 +
2
n
)∆θ0uz −Rθ0uz + r∞u1+
2
n
z
)
dVθ0
∣∣∣∣1+γ
if z is sufficiently small.
Proof. Note that the function z 7→ E(uz) is real analytic by Lemma 5.12. According
to the results of Lojasiewicz (see [33]), there exists a real number 0 < γ < 1 such
that
(5.45) |E(uz)− E(u∞)| ≤ C sup
a∈A
∣∣∣∣ ∂∂zaE(uz)
∣∣∣∣1+γ
if z is sufficiently small. The partial derivatives of the function z 7→ E(uz) are given
by
∂
∂za
E(uz) = −2
´
M
ψ˜a,z
(
(2 + 2
n
)∆θ0uz −Rθ0uz + r∞u1+
2
n
z
)
dVθ0( ´
M
u
2+ 2
n
z dVθ0
) n
n+1
− 2(F (uz)− r∞)
´
M
u
1+ 2
n
z ψ˜a,z dVθ0( ´
M
u
2+ 2
n
z dVθ0
) n
n+1
,
(5.46)
where ψ˜a,z =
∂
∂za
uz for a ∈ A. Since
ˆ
M
u
2
n∞(uz − u∞)ψb dVθ0 = zb for all b ∈ A by
Lemma 5.12, by differentiating it with respect to za, we obtain
(5.47)
ˆ
M
u
2
n∞ψ˜a,zψb dVθ0 =
{
1, if a = b,
0, if a 6= b.
On the other hand, by Lemma 5.12, we have
(5.48) Π
(
(2 +
2
n
)∆θ0uz −Rθ0uz +
n+ 2
n
r∞u
2
n∞uz
)
= 0.
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Differentiate it with respect to za, we get
(5.49) Π
(
(2 +
2
n
)∆θ0ψ˜a,z −Rθ0ψ˜a,z +
n+ 2
n
r∞u
2
n∞ψ˜a,z
)
= 0.
By definition of Π in (5.38) and (5.48), we have
(2 +
2
n
)∆θ0uz −Rθ0uz +
n+ 2
n
r∞u
2
n∞uz
=
∑
a∈A
(ˆ
M
ψa
(
(2 +
2
n
)∆θ0uz −Rθ0uz +
n+ 2
n
r∞u
2
n∞uz
)
dVθ0
)
u
2
n∞ψa.
(5.50)
By definition of F , we also have
F (uz)− r∞ = −
´
M
(
(2 + 2
n
)∆θ0uz −Rθ0uz + r∞u1+
2
n
z
)
uzdVθ0´
M
u
2+ 2
n
z dVθ0
.(5.51)
Substituting (5.51) into (5.46), we obtain
∂
∂za
E(uz)
= −2
´
M
ψa
(
(2 + 2
n
)∆θ0uz −Rθ0uz + n+2n r∞u
2
n∞uz
)
dVθ0( ´
M
u
2+ 2
n
z dVθ0
) n
n+1
+ 2
∑
b∈A
(´
M
ψb
(
(2 + 2
n
)∆θ0uz −Rθ0uz + n+2n r∞u
2
n∞uz
)
dVθ0
) ´
M
u
2
n∞uzψbdVθ0´
M
u
2+ 2
n
z dVθ0
·
´
M
u
1+ 2
n
z ψ˜a,z dVθ0( ´
M
u
2+ 2
n
z dVθ0
) n
n+1
,
where the second equality follows from (5.50), and the last equality follows from
(5.47). Thus we conclude that
sup
a∈A
∣∣∣∣ ∂∂zaE(uz)
∣∣∣∣ ≤ C sup
a∈A
∣∣∣∣ˆ
M
ψa
(
(2 +
2
n
)∆θ0uz −Rθ0uz + r∞u1+
2
n
z
)
dVθ0
∣∣∣∣ .
Combining this with (5.45), we prove Lemma 5.13. 
Now, for every ν ∈ N, we denote byAν the set of all pairs (z, (xk, εk, αk)1≤k≤m) ∈
R|A| × (M × R+ × R+)m such that
(5.52) |z| ≤ ζ
and
(5.53) d(xk, x
∗
k,ν) ≤ ε∗k,ν ,
1
2
≤ εk
ε∗k,ν
≤ 2, 1
2
≤ αk ≤ 2
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for all 1 ≤ k ≤ m. Moreover, we can find (zν , (xk,ν , εk,ν , αk,ν)1≤k≤m) ∈ Aν such
that
ˆ
M
(
(2 +
2
n
)
∣∣∣∇θ0(uν − uzν − m∑
k=1
αk,νu(xk,ν ,εk,ν)
)∣∣∣2
θ0
+Rθ0
(
uν − uzν −
m∑
k=1
αk,νu(xk,ν ,εk,ν)
)2)
dVθ0
≤
ˆ
M
(
(2 +
2
n
)
∣∣∣∇θ0(uν − uz − m∑
k=1
αku(xk,εk)
)∣∣∣2
θ0
+Rθ0
(
uν − uz −
m∑
k=1
αku(xk,εk)
)2)
dVθ0
(5.54)
for all (z, (xk, εk, αk)1≤k≤m) ∈ Aν . Then we can obtain the following two proposi-
tions, which are similar to Proposition 5.3 and Proposition 5.4.
Proposition 5.14. (i) For all i 6= j, we have
ε2i,ν
ε2j,ν
+
ε2j,ν
ε2i,ν
+
d(xi,ν , xj,ν)
4
ε2i,νε
2
j,ν
→∞ as ν →∞,
(ii) We have∥∥∥uν − uzν − m∑
k=1
αk,νu(xk,ν ,εk,ν)
∥∥∥
S21(M)
→ 0 as ν →∞.
Proposition 5.15. We have
|zν | = o(1)
and
d(xk,ν , x
∗
k,ν) ≤ o(1)ε∗k,µ,
εk,ν
ε∗k,µ
= 1 + o(1), αk,ν = 1 + o(1)
for all 1 ≤ k ≤ m. In particular, (zν , (xk,ν , εk,ν , αk,ν)1≤k≤m) is an interior point
of Aν if ν is sufficiently large.
Now we decompose the function uν as
(5.55) uν = vν + wν
where
(5.56) vν = uzν +
m∑
k=1
αk,νu(xk,ν ,εk,ν)
and
(5.57) wν = uν − uzν −
m∑
k=1
αk,νu(xk,ν ,εk,ν).
By Proposition 5.14(ii), the function wν satisfies
(5.58)
ˆ
M
(
(2 +
2
n
)|∇θ0wν |2θ0 +Rθ0w2ν
)
dVθ0 = o(1).
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Proposition 5.16. For every a ∈ A, we have
(5.59)
∣∣∣∣ˆ
M
u
2
n∞ψawν dVθ0
∣∣∣∣ ≤ o(1)ˆ
M
|wν |dVθ0 .
Proof. As above, let ψ˜a,z =
∂
∂za
uz. By definition of (zν , (xk,ν , εk,ν , αk,ν)1≤k≤m) in
(5.54), we have
0 =
1
2
d
dza
ˆ
M
(
(2 +
2
n
)
∣∣∣∇θ0(uν − uzν − m∑
k=1
αk,νu(xk,ν ,εk,ν)
)∣∣∣2
θ0
+Rθ0
(
uν − uzν −
m∑
k=1
αk,νu(xk,ν ,εk,ν)
)2)
dVθ0
∣∣∣∣∣
z=zν
=
ˆ
M
(
(2 +
2
n
)∆θ0ψ˜a,z −Rθ0ψ˜a,z
)
wν dVθ0 .
This implies together with Proposition 5.9(i) that
λa
ˆ
M
u
2
n∞ψawν dVθ0 =
ˆ
M
(
(2 +
2
n
)∆θ0(ψ˜a,z − ψa)−Rθ0(ψ˜a,z − ψa)
)
wν dVθ0
Since λa > 0, we conclude that∣∣∣∣ˆ
M
u
2
n∞ψawν dVθ0
∣∣∣∣ ≤ o(1)ˆ
M
|wν |dVθ0
for all a ∈ A. This proves the assertion. 
Proposition 5.17. If ν is sufficiently large, then
n+ 2
n
r∞
ˆ
M
(
u
2
n∞+
m∑
k=1
u
2
n
(xk,ν ,εk,ν)
)
w2ν dVθ0 ≤ (1−c)
ˆ
M
(
(2 +
2
n
)|∇θ0wν |2θ0 +Rθ0w2ν
)
dVθ0
for some positive constant c which is independent of ν.
Proof. Suppose this is not true. Upon rescaling, we obtain a sequence of functions
{w˜ν : ν ∈ N} such that
(5.60)
ˆ
M
(
(2 +
2
n
)|∇θ0w˜ν |2θ0 +Rθ0w˜2ν
)
dVθ0 = 1
and
(5.61) lim
ν→∞
n+ 2
n
r∞
ˆ
M
(
u
2
n∞ +
m∑
k=1
u
2
n
(xk,ν ,εk,ν)
)
w˜2ν dVθ0 ≥ 1.
Note that
(5.62)
ˆ
M
|w˜ν |2+ 2n dVθ0 ≤ Y (M, θ0)−
n+1
n
by (5.60). In view of Proposition 5.14, we can find a sequence {Nν : ν ∈ N} such
that Nν →∞, Nνεj,ν → 0 for all 1 ≤ j ≤ m, and
(5.63)
1
Nν
εj,ν + d(xi,ν , xj,ν)
εi,ν
→∞
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for all i < j. Let
(5.64) Ωj,ν = BNνεj,ν \
j−1⋃
i=1
BNνεi,ν (xi,ν)
for every 1 ≤ j ≤ m. In view of (5.60) and (5.61), there are two cases to be
considered:
Case 1. Suppose that
(5.65) lim
ν→∞
ˆ
M
u
2
n∞w˜2ν dVθ0 > 0
and
(5.66)
lim
ν→∞
ˆ
M\⋃mj=1 Ωj,ν
(
(2 +
2
n
)|∇θ0w˜ν |2θ0 +Rθ0w˜2ν
)
dVθ0 ≤ lim
ν→∞
n+ 2
n
r∞
ˆ
M
u
2
n∞w˜2ν dVθ0 .
Let w˜ be the weak limit of the sequence {w˜ν : ν ∈ N}. Then, by (5.65) and (5.66),
the function w˜ satisfies
(5.67)
ˆ
M
u
2
n∞w˜2 dVθ0 > 0
and ˆ
M
(
(2 +
2
n
)|∇θ0w˜|2θ0 +Rθ0w˜2
)
dVθ0 ≤
n+ 2
n
r∞
ˆ
M
u
2
n∞w˜2 dVθ0 .
This implies∑
a∈N
λa
(ˆ
M
u
2
n∞ψaw˜ dVθ0
)2
≤
∑
a∈N
n+ 2
n
r∞
(ˆ
M
u
2
n∞ψaw˜ dVθ0
)2
.
Using Proposition 5.16, we obtainˆ
M
u
2
n∞ψaw˜ dVθ0 = 0
for all a ∈ A. Thus, we conclude that w˜(x) = 0 for all x ∈M , which contradicts to
(5.67).
Case 2. Suppose that there exists an integer 1 ≤ j ≤ m such that
lim
ν→∞
ˆ
M
u
2
n
(xj,ν ,εj,ν)
w˜2ν dVθ0 > 0
and
lim
ν→∞
ˆ
Ωj,ν
(
(2 +
2
n
)|∇θ0w˜ν |2θ0 +Rθ0w˜2ν
)
dVθ0 ≤ lim
ν→∞
n+ 2
n
r∞
ˆ
M
u
2
n
(xj,ν ,εj,ν)
w˜2ν dVθ0 .
Now we can follow the same arguments in the proof of Proposition 5.5 to finish
the proof. More precisely, we can construct a function ŵ : Hn → R which satisfies
(5.22)-(5.26) as in the proof of Proposition 5.5, which is a contraction. This proves
the assertion. 
Corollary 5.18. If ν is sufficiently large, then
n+ 2
n
r∞
ˆ
M
v
2
n
ν w
2
ν dVθ0 ≤ (1 − c)
ˆ
M
(
(2 +
2
n
)|∇θ0wν |2θ0 +Rθ0w2ν
)
dVθ0
for some positive constant c which is independent of ν.
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Proof. By (5.56) and Proposition 5.15, we have
ˆ
M
∣∣∣v 2nν − u 2n∞ − m∑
k=1
u
2
n
(xk,ν ,εk,ν)
∣∣∣dVθ0 = o(1).
Therefore, Corollary 5.18 follows from Proposition 5.17. 
Lemma 5.19. The difference uν − uzν satisfies the estimate
(5.68) ‖uν − uzν‖1+
2
n
L
1+ 2
n (M)
≤ C
∥∥u1+ 2nν (Rθν − r∞)∥∥1+ 2n
L
2n+2
n+2 (M)
+ C
m∑
k=1
εnk,ν
if ν is sufficiently large.
Proof. It follows from Lemma 5.12 that
(5.69) Π
(
(2 +
2
n
)∆θ0uzν −Rθ0uzν +
n+ 2
n
r∞u
2
n∞uzν
)
= 0.
Then we have
Π
(
(2 +
2
n
)∆(uν − uzν )−Rθ0(uν − uzν ) +
n+ 2
n
r∞u
2
n∞(uν − uzν )
)
= Π
(
− u1+ 2nν (Rθν − r∞) + r∞
(
u
1+ 2
n
ν +
n+ 2
n
u
2
n
zν (uν − uzν )− u1+
2
n
zν
)
− n+ 2
n
r∞(u
2
n
zν − u
2
n∞)(uν − uzν )
)(5.70)
where the second equality follows from (5.69). Applying Lemma 5.11(i) with f =
uν − uzν , we get
‖uν − uzν‖L1+ 2n (M)
≤ C
∥∥u1+ 2nν (Rθν − r∞)∥∥
L
(n+1)(n+2)
n2+2n+2 (M)
+ C
∥∥(u 2nzν − u 2n∞)(uν − uzν )∥∥
L
(n+1)(n+2)
n2+2n+2 (M)
+ C
∥∥∥u1+ 2nν + n+ 2
n
u
2
n
zν (uν − uzν )− u1+
2
n
zν
∥∥∥
L
(n+1)(n+2)
n2+2n+2 (M)
+ C sup
a∈A
∣∣∣∣ˆ
M
u
2
n∞ψa(uν − uzν )dVθ0
∣∣∣∣ ,
(5.71)
where we have used (5.70). Using the pointwise estimate∣∣∣u1+ 2nν + n+ 2
n
u
2
n
zν (uν − uzν )− u1+
2
n
zν
∣∣∣
≤ Cumax{0, 2n−1}zν |uν − uzν |min{1+
2
n
,2} + C|uν − uzν |1+
2
n ,
we obtain ∥∥∥u1+ 2nν + n+ 2
n
u
2
n
zν (uν − uzν )− u1+
2
n
zν
∥∥∥
L
(n+1)(n+2)
n2+2n+2 (M)
≤ C
∥∥∥|uν − uzν |min{1+ 2n ,2} + |uν − uzν |1+ 2n ∥∥∥
L
(n+1)(n+2)
n2+2n+2 (M)
.
(5.72)
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By Ho¨lder’s inequality, we have
∥∥∥|uν − uzν |min{1+ 2n ,2} + |uν − uzν |1+ 2n∥∥∥
L
(n+1)(n+2)
n2+2n+2 (M)
≤ C
m∑
k=1
(Nεk,ν)
n2
n+2
∥∥∥|uν − uzν |min{1+ 2n ,2} + |uν − uzν |1+ 2n ∥∥∥
L
2n+2
n+2 (M)
+ C
∥∥∥|uν − uzν |min{ 2n ,1} + |uν − uzν | 2n∥∥∥
Ln+1(M\⋃mk=1 BNεk,ν (xk,ν))
‖uν − uzν‖L1+ 2n (M).
(5.73)
On the other hand, we have
‖uν − uzν‖L2+ 2n (M\⋃mk=1 BNεk,ν (xk,ν))
≤
m∑
k=1
αk,ν‖u(xk,ν ,εk,ν)‖L2+ 2n (M\BNεk,ν (xk,ν)) + ‖wν‖L2+ 2n (M) ≤ CN
−n + o(1),
(5.74)
where the first equality follows from (5.57), and the last inequality follows from
(5.58). Therefore, using (5.72)-(5.74), we get
∥∥∥u1+ 2nν + n+ 2
n
u
2
n
zν (uν − uzν )− u1+
2
n
zν
∥∥∥
L
(n+1)(n+2)
n2+2n+2 (M)
≤ C
m∑
k=1
(Nεk,ν)
n2
n+2 + C
(
N−n·
2
n + o(1)
)‖uν − uzν‖L1+ 2n (M)(5.75)
Moreover, we have
sup
a∈A
∣∣∣∣ˆ
M
u
2
n∞ψa(uν − uzν )dVθ0
∣∣∣∣
= sup
a∈A
∣∣∣∣∣
m∑
k=1
αk,ν
ˆ
M
u
2
n∞ψau(xk,ν ,εk,ν)dVθ0 +
ˆ
M
u
2
n∞ψawν dVθ0
∣∣∣∣∣
≤ C
m∑
k=1
εnk,ν + o(1)‖wν‖L1(M)
= C
m∑
k=1
εnk,ν + o(1)
∥∥∥uν − uzν − m∑
k=1
αk,νu(xk,ν ,εk,ν)
∥∥∥
L1(M)
≤ C
m∑
k=1
εnk,ν + o(1)‖uν − uzν‖L1(M)
(5.76)
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where the first and second equality follows from (5.57). Combining (5.71), (5.75),
and (5.76)
‖uν − uzν‖L1+ 2n (M)
≤ C∥∥u1+ 2nν (Rθν − r∞)∥∥
L
(n+1)(n+2)
n2+2n+2 (M)
+ C
∥∥(u 2nzν − u 2n∞)(uν − uzν )∥∥
L
(n+1)(n+2)
n2+2n+2 (M)
+ C
m∑
k=1
(Nεk,ν)
n2
n+2 + C
(
N−2 + o(1)
)‖uν − uzν‖L1+ 2n (M)
+ C
m∑
k=1
εnk,ν + o(1)‖uν − uzν‖L1(M)
≤ C
∥∥u1+ 2nν (Rθν − r∞)∥∥
L
2n+2
n+2 (M)
+ C
m∑
k=1
(Nεk,ν)
n2
n+2 + C
m∑
k=1
εnk,ν
+ C
(
N−2 + o(1)
)‖uν − uzν‖L1+ 2n (M),
where the last inequality follows from Ho¨lder’s inequality and the fact that |zν | =
o(1) by Proposition 5.15. Hence, if we choose N sufficiently large, we obtain
‖uν − uzν‖L1+ 2n (M) ≤ C
∥∥u1+ 2nν (Rθν − r∞)∥∥
L
2n+2
n+2 (M)
+ C
m∑
k=1
ε
n2
n+2
k,ν ,
which implies (5.68). This proves the assertion. 
Then, we have the following lemma. The proof takes the similar procedure as
Lemma 6.12 in [5], we omit its proof here.
Lemma 5.20. The difference uν − uzν satisfies the estimate
‖uν − uzν‖L1(M) ≤ C
∥∥u1+ 2nν (Rθν − r∞)∥∥1+n2
L
2n+2
n+2 (M)
+ C
m∑
k=1
εnk,ν
if ν is sufficiently large.
Now, we can prove the following lemma.
Lemma 5.21. We have
sup
a∈A
∣∣∣∣ˆ
M
ψa
(
(2 +
2
n
)∆θ0uzν −Rθ0uzν + r∞u1+
2
n
zν
)
dVθ0
∣∣∣∣
≤ C
(ˆ
M
u
2+ 2
n
ν |Rθν − r∞|
2n+2
n+2 dVθ0
) n+2
2n+2
+ C
m∑
k=1
εnk,ν
if ν is sufficiently large.
Proof. Note thatˆ
M
ψa
(
(2 +
2
n
)∆θ0uzν −Rθ0uzν + r∞u1+
2
n
zν
)
dVθ0
=
ˆ
M
ψa
(
(2 +
2
n
)∆θ0uν −Rθ0uν + r∞u1+
2
n
ν
)
dVθ0
− λa
ˆ
M
u
2
n∞ψa(uzν − uν)dVθ0 + r∞
ˆ
M
ψa(u
1+ 2
n
zν − u1+
2
n
ν )dVθ0
(5.77)
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where we have used integration by parts and (5.36). Using the identity
(2 +
2
n
)∆θ0uν −Rθ0uν + r∞u1+
2
n
ν = −u1+
2
n
ν (Rθν − r∞),
we can rewrite (5.77) asˆ
M
ψa
(
(2 +
2
n
)∆θ0uzν −Rθ0uzν + r∞u1+
2
n
zν
)
dVθ0
= −
ˆ
M
ψau
1+ 2
n
ν (Rθν − r∞)dVθ0 − λa
ˆ
M
u
2
n∞ψa(uzν − uν)dVθ0
+ r∞
ˆ
M
ψa(u
1+ 2
n
zν − u1+
2
n
ν )dVθ0 .
From this, together with the pointwise estimate
|u1+
2
n
zν − u1+
2
n
ν | ≤ Cu
2
n
zν |uzν − uν |+ C|uzν − uν |1+
2
n ,
we conclude
sup
a∈A
∣∣∣∣ˆ
M
ψa
(
(2 +
2
n
)∆θ0uzν −Rθ0uzν + r∞u1+
2
n
zν
)
dVθ0
∣∣∣∣
≤ C‖u1+
2
n
ν (Rθν − r∞)‖
L
2n+2
n+2 (M)
+ C‖uzν − uν‖L1(M) + C‖uzν − uν‖1+
2
n
L
1+ 2
n (M)
.
Hence, it follows from Lemma 5.19 and 5.20 that
sup
a∈A
∣∣∣∣ˆ
M
ψa
(
(2 +
2
n
)∆θ0uzν − Rθ0uzν + r∞u1+
2
n
zν
)
dVθ0
∣∣∣∣
≤ C‖u1+
2
n
ν (Rθν − r∞)‖
L
2n+2
n+2 (M)
+ C‖u1+
2
n
ν (Rθν − r∞)‖1+
2
n
L
2n+2
n+2 (M)
+ C
m∑
k=1
εnk,ν .
(5.78)
Now Lemma 5.21 follows from (5.78) because
‖u1+
2
n
ν (Rθν − r∞)‖
L
2n+2
n+2 (M)
=
ˆ
M
|Rθν − r∞|
2n+2
n+2 dVθν → 0
as ν →∞ by (3.13). 
Proposition 5.22. The energy of uzν satisfies the estimate
E(uzν )− E(u∞) ≤ C
(ˆ
M
u
2+ 2
n
ν |Rθν − r∞|
2n+2
n+2 dVθ0
) n+2
2n+2 (1+γ)
+ C
m∑
k=1
ε
n(1+γ)
k,ν
if ν is sufficiently large.
Proof. It follows immediately from Lemma 5.13 and 5.21. 
Proposition 5.23. The energy of vν satisfies the estimate
(5.79) E(vν) ≤
(
E(uzν )
n+1 +
m∑
k=1
E(u(xk,ν ,εk,ν))
n+1
) 1
n+1 − C
m∑
k=1
εnk,ν
if ν is sufficiently large.
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Proof. By Ho¨lder’s inequality, we have
(
E(uzν )
n+1 +
m∑
k=1
E(u(xk,ν ,εk,ν))
n+1
) 1
n+1 (ˆ
M
v
2+ 2
n
ν dVθ0
) n
n+1
≥
ˆ
M
(
F (uzν )
n+1u
2+ 2
n
zν +
m∑
k=1
F (u(xk,ν ,εk,ν))
n+1 u
2+ 2
n
(xk,ν ,εk,ν)
) 1
n+1
v2ν dVθ0
≥
ˆ
M
F (uzν )u
2+ 2
n
zν dVθ0 +
ˆ
M
m∑
k=1
α2k,νF (u(xk,ν ,εk,ν))u
2+ 2
n
(xk,ν ,εk,ν)
dVθ0
+ 2
ˆ
M
m∑
k=1
αk,ν
(
F (uzν )
n+1 u
2+ 2
n
zν + F (u(xk,ν ,εk,ν))
n+1 u
2+ 2
n
(xk,ν ,εk,ν)
) 1
n+1
uzνu(xk,ν ,εk,ν)dVθ0
+ 2
ˆ
M
∑
1≤i<j≤m
αi,ναj,ν
(
F (u(xi,ν ,εi,ν))
n+1 u
2+ 2
n
(xi,ν ,εi,ν)
+ F (u(xj,ν ,εj,ν))
n+1 u
2+ 2
n
(xj,ν ,εj,ν)
) 1
n+1
u(xi,ν ,εi,ν)u(xj,ν ,εj,ν)dVθ0 .
(5.80)
Using the inequality(
F (uzν )
n+1 u
2+ 2
n
zν + F (u(xk,ν ,εk,ν))
n+1 u
2+ 2
n
(xk,ν ,εk,ν)
) 1
n+1
uzνu(xk,ν ,εk,ν)
≥ F (uzν )u1+
2
n
zν u(xk,ν ,εk,ν) + C ε
−n−2
k,ν 1{d(xk,ν ,x)≤εk,ν},
we obtain
ˆ
M
(
F (uzν )
n+1 u
2+ 2
n
zν + F (u(xk,ν ,εk,ν))
n+1 u
2+ 2
n
(xk,ν ,εk,ν)
) 1
n+1
uzνu(xk,ν ,εk,ν)dVθ0
≥
ˆ
M
F (uzν )u
1+ 2
n
zν u(xk,ν ,εk,ν)dVθ0 + C ε
n
k,ν
(5.81)
if ν is sufficiently large. We next consider i < j. Again we get (5.33). Substituting
(5.33) and (5.81) into (5.80), we get(
E(uzν )
n+1 +
m∑
k=1
E(u(xk,ν ,εk,ν))
n+1
) 1
n+1 (ˆ
M
v
2+ 2
n
ν dVθ0
) n
n+1
≥
ˆ
M
F (uzν )u
2+ 2
n
zν dVθ0 +
ˆ
M
m∑
k=1
α2k,νF (u(xk,ν ,εk,ν))u
2+ 2
n
(xk,ν ,εk,ν)
dVθ0
+ 2
ˆ
M
m∑
k=1
αk,νF (uzν )u
1+ 2
n
zν u(xk,ν ,εk,ν)dVθ0
+ 2
ˆ
M
∑
1≤i<j≤m
αi,ναj,νF (u(xj,ν ,εj,ν))u(xi,ν ,εi,ν)u
1+ 2
n
(xj,ν ,εj,ν)
dVθ0
+ C
m∑
k=1
αk,νε
n
k,ν + C
∑
1≤i<j≤m
(
ε2i,νε
2
j,ν
ε4j,ν + d(xi,ν , xj,ν)
4
)n
2
.
(5.82)
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By the definition of vν in (5.56), we have
E(vν)
(ˆ
M
v
2+ 2
n
ν dVθ0
) n
n+1
=
ˆ
M
F (uzν )u
2+ 2
n
zν dVθ0 +
ˆ
M
m∑
k=1
α2k,νF (u(xk,ν ,εk,ν))u
2+ 2
n
(xk,ν ,εk,ν)
dVθ0
− 2
ˆ
M
m∑
k=1
αk,νu(xk,ν ,εk,ν)
(
(2 +
2
n
)∆θ0uzν −Rθ0uzν
)
dVθ0
− 2
ˆ
M
∑
1≤i<j≤m
αi,ναj,νu(xi,ν ,εi,ν)
(
(2 +
2
n
)∆θ0u(xj,ν ,εj,ν) −Rθ0u(xj,ν ,εj,ν)
)
dVθ0 .
(5.83)
Substituting (5.82) into (5.83), we obtain
E(vν)
(ˆ
M
v
2+ 2
n
ν dVθ0
) n
n+1
≤
(
E(uzν )
n+1 +
m∑
k=1
E(u(xk,ν ,εk,ν))
n+1
) 1
n+1 (ˆ
M
v
2+ 2
n
ν dVθ0
) n
n+1
− 2
ˆ
M
m∑
k=1
αk,νu(xk,ν ,εk,ν)
(
(2 +
2
n
)∆θ0uzν −Rθ0uzν + F (uzν )u1+
2
n
zν
)
dVθ0
− 2
ˆ
M
∑
1≤i<j≤m
αi,ναj,νu(xi,ν ,εi,ν)
·
(
(2 +
2
n
)∆θ0u(xj,ν ,εj,ν) −Rθ0u(xj,ν ,εj,ν) + F (u(xj,ν ,εj,ν))u
1+ 2
n
(xj,ν ,εj,ν)
)
dVθ0
− C
m∑
k=1
αk,νε
n
k,ν − C
∑
1≤i<j≤m
(
ε2i,νε
2
j,ν
ε4j,ν + d(xi,ν , xj,ν)
4
)n
2
.
(5.84)
Note that
(5.85)
ˆ
M
u(xk,ν ,εk,ν)
∣∣∣(2 + 2
n
)∆θ0uzν −Rθ0uzν + F (uzν )u1+
2
n
zν
∣∣∣ dVθ0 ≤ o(1)εnk,ν .
Moreover, since F (u(xj,ν ,εj,ν)) = r∞ + o(1) by Lemma A.5, it follows from Lemma
A.6 and A.7 that
ˆ
M
u(xi,ν ,εi,ν)
∣∣∣(2 + 2
n
)∆θ0u(xj,ν ,εj,ν) −Rθ0u(xj,ν ,εj,ν) + F (u(xj,ν ,εj,ν))u
1+ 2
n
(xj,ν ,εj,ν)
∣∣∣ dVθ0
≤
ˆ
M
u(xi,ν ,εi,ν)
∣∣∣(2 + 2
n
)∆θ0u(xj,ν ,εj,ν) −Rθ0u(xj,ν ,εj,ν) + r∞u
1+ 2
n
(xj,ν ,εj,ν)
∣∣∣ dVθ0
+ |F (u(xj,ν ,εj,ν))− r∞|
ˆ
M
u(xi,ν ,εi,ν)u
1+ 2
n
(xj,ν ,εj,ν)
dVθ0
≤ C(δ4 + δ2n + ε
2
j,ν
δ2
)
(
ε2i,νε
2
j,ν
ε4j,ν + d(xi,ν , xj,ν)
4
)n
2
+ o(1)
(
ε2i,νε
2
j,ν
ε4j,ν + d(xi,ν , xj,ν)
4
)n
2
(5.86)
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for i < j. Therefore, the assertion follows from (5.84), (5.85) and (5.86) by choosing
δ sufficiently small. 
Corollary 5.24. We have
E(vν) ≤
(
E(u∞)n+1+mY (S2n+1)n+1
) 1
n+1
+C
(ˆ
M
u
2+ 2
n
ν |Rθν − r∞|
2n+2
n+2 dVθ0
) n+2
2n+2 (1+γ)
if ν is sufficiently large.
Proof. By Proposition 5.22, we have
E(uzν )− E(u∞) ≤ C
(ˆ
M
u
2+ 2
n
ν |Rθν − r∞|
2n+2
n+2 dVθ0
) n+2
2n+2 (1+γ)
+ C
m∑
k=1
ε
n(1+γ)
k,ν
if ν is sufficiently large. By Proposition A.4, we have
E(u(xk,ν ,εk,ν)) ≤ Y (S2n+1).
Substituting these into (5.79), we get the result. 
6. Proof of Proposition 4.1
In this section, we give the proof of Proposition 4.1. Note that
rθν =
ˆ
M
(
(2 +
2
n
)|∇θ0vν |2θ0 +Rθ0v2ν
)
dVθ0 + 2
ˆ
M
Rθνu
1+ 2
n
ν wν dVθ0
−
ˆ
M
(
(2 +
2
n
)|∇θ0wν |2θ0 +Rθ0w2ν
)
dVθ0 ,
where the first equality follows from (3.3), (3.5), (3.9), and integration by parts,
and the second equality follows from (5.55). This implies that
rθν = E(vν)
(ˆ
M
v
2+ 2
n
ν dVθ0
) n
n+1
+ 2
ˆ
M
u
1+ 2
n
ν (Rθν − r∞)wν dVθ0
−
ˆ
M
(
(2 +
2
n
)|∇θ0wν |2θ0 + Rθ0w2ν −
n+ 2
n
r∞v
2
n
ν w
2
ν
)
dVθ0
+ r∞
ˆ
M
(
− n+ 2
n
r∞v
2
n
ν w
2
ν + 2(vν + wν)
1+ 2
nwν
)
dVθ0 .
(6.1)
Note that x
n
n+1 − 1 ≤ n
n+ 1
x− n
n+ 1
for x ≥ 0. Therefore,(ˆ
M
v
2+ 2
n
ν dVθ0
) n
n+1
− 1 ≤
ˆ
M
( n
n+ 1
v
2+ 2
n
ν − n
n+ 1
(vν + wν)
2+ 2
n
)
dVθ0
where we have used (3.9). Multiplying this by r∞ and adding it to (6.1), we obtain
rθν ≤ r∞ + (E(vν)− r∞)
(ˆ
M
v
2+ 2
n
ν dVθ0
) n
n+1
+ 2
ˆ
M
u
1+ 2
n
ν (Rθν − r∞)wν dVθ0
−
ˆ
M
(
(2 +
2
n
)|∇θ0wν |2θ0 +Rθ0w2ν −
n+ 2
n
r∞v
2
n
ν w
2
ν
)
dVθ0
+ r∞
ˆ
M
( n
n+ 1
v
2+ 2
n
ν − n+ 2
n
r∞v
2
n
ν w
2
ν
+ 2(vν + wν)
1+ 2
nwν − n
n+ 1
(vν + wν)
2+ 2
n
)
dVθ0 .
(6.2)
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Using Ho¨lder’s inequality, we obtainˆ
M
u
1+ 2
n
ν (Rθν − r∞)wν dVθ0
≤
(ˆ
M
u
2+ 2
n
ν |Rθν − r∞|
2n+2
n+2 dVθ0
) n+2
2n+2
(ˆ
M
|wν |2+ 2n dVθ0
) n
2n+2
.
(6.3)
Moreover, it follows from from Corollary 5.6 and 5.18 thatˆ
M
(
(2 +
2
n
)|∇θ0wν |2θ0 +Rθ0w2ν −
n+ 2
n
r∞v
2
n
ν w
2
ν
)
dVθ0
≥ c
ˆ
M
(
(2 +
2
n
)|∇θ0wν |2θ0 +Rθ0w2ν
)
dVθ0
≥ cY (M, θ0)
(ˆ
M
|wν |2+ 2n dVθ0
) n
n+1
.
(6.4)
Finally it follows from the pointwise estimate∣∣∣∣ nn+ 1v2+ 2nν − n+ 2n r∞v 2nν w2ν + 2(vν + wν)1+ 2nwν − nn+ 1(vν + wν)2+ 2n
∣∣∣∣
≤ Cvmax{0,2+
2
n
−3}
ν |wν |min{3,2+ 2n} + C|wν |2+ 2n
that
ˆ
M
( n
n+ 1
v
2+ 2
n
ν − n+ 2
n
r∞v
2
n
ν w
2
ν + 2(vν + wν)
1+ 2
nwν − n
n+ 1
(vν + wν)
2+ 2
n
)
dVθ0
≤ C
ˆ
M
v
max{0,2+ 2
n
−3}
ν |wν |min{3,2+ 2n}dVθ0 + C
ˆ
M
|wν |2+ 2n dVθ0
≤ C
(ˆ
M
|wν |2+ 2n dVθ0
) n
n+1 min{ 32 ,n+1n }
.
(6.5)
Substituting (6.3), (6.4), and (6.5) into (6.2), we obtain
rθν ≤ r∞ + (E(vν )− r∞)
(ˆ
M
v
2+ 2
n
ν dVθ0
) n
n+1
+ 2
(ˆ
M
u
2+ 2
n
ν |Rθν − r∞|
2n+2
n+2 dVθ0
) n+2
2n+2
(ˆ
M
|wν |2+ 2n dVθ0
) n
2n+2
− cY (M, θ0)
(ˆ
M
|wν |2+ 2n dVθ0
) n
n+1
+ C
(ˆ
M
|wν |2+ 2n dVθ0
) n
n+1 min{ 32 ,n+1n }
≤ r∞ + (E(vν )− r∞)
(ˆ
M
v
2+ 2
n
ν dVθ0
) n
n+1
+
(ˆ
M
u
2+ 2
n
ν |Rθν − r∞|
2n+2
n+2 dVθ0
)n+2
n+1
(6.6)
where we have used Young’s inequality. By (5.9), Corollary 5.8, and Corollary 5.24,
we get
E(vν) ≤ r∞ + C
(ˆ
M
u
2+ 2
n
ν |Rθν − r∞|
2n+2
n+2 dVθ0
) n+2
2n+2 (1+γ)
.
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Substituting this into (6.6), we obtain
rθν ≤ r∞ + C
(ˆ
M
u
2+ 2
n
ν |Rθν − r∞|
2n+2
n+2 dVθ0
) n+2
2n+2 (1+γ)
since
ˆ
M
u
2+ 2
n
ν |Rθν − r∞|
2n+2
n+2 dVθ0 → 0 as ν → ∞ by (3.13). This completes the
proof of Proposition 4.1.
Appendix A.
First we consider the case when n = 1. We review the definition of CR normal
coordinates and recall some of its properties. Give any x ∈M , we can find a contact
form θ̂x = ϕ
2
n
x θ0 conformal to θ0, where θ̂x is a contact form defined in (z, t) which
is the CR normal coordinates centered at x. On the other hand, θ̂x satisfies the
following properties: (see Theorem 3.7 in P.172 of [15] and Proposition 6.5 in [11])
θ̂x =
(
1 +O(ρx(y))
)
θHn ,
dV
θ̂x
=
(
1 +O(ρx(y))
)
dVθHn ,
Wk =
(
1 +O(ρx(y)
4)
)
Zk + O(ρx(y)
4)Zk +O(ρx(y)
5)
∂
∂t
for 1 ≤ k ≤ n,
(A.1)
in {(z, t) : (t2 + |z|4) 14 < ρ̂} for some ρ̂ > 0. Here (z, t) represents the point y ∈M
in the CR normal coordinates centered at x, ρx(y) is the distance in the CR normal
coordinates at x, which implies that
(A.2) ρxk(y) = (t
2 + |z|4) 14 .
Also, θHn = dt +
√−1∑nj=1(zjdzj − zjdzj) is the standard contact form of the
Heisenberg group Hn = {(z, t) = (z1, ..., zn, t) ∈ Cn × R}. Moreover, {Wk} is a
pseudo-Hermitian frame, i.e. {Wk} is a local frame of θ̂x satisfying−
√−1dθ̂x(Wk,W l) =
δkl (see P.165 in [15]), and Zk =
∂
∂zk
+
√−1zk ∂∂t . We also have the following ex-
pression for the CR conformal sub-Laplacian: (see P.114 in [18])
(A.3) − (2 + 2
n
)∆
θ̂x
+R
θ̂x
= −(2 + 2
n
)∆θHn +O(ρx(y)
2).
On the other hand, the Webster scalar curvature of θ̂x satisfies (see P.38 in [11])
(A.4) |R
θ̂x
(y)| ≤ Cρx(y)2,
where ρx(y) is the distance in the CR normal coordinates at x. Let Gx be the
Green’s function with pole at x. Then we have (see (105) in [11])
(A.5) − (2 + 2
n
)∆
θ̂x
Gx(y) +Rθ̂xGx(y) = 0 for y 6= x.
Moreover, the Green’s function satisfies the estimates (see Proposition 5.2 and
Proposition 5.3 in [11])
(A.6) |Gx(y)− ρx(y)−2n −Ax| ≤ Cρx(y)
and
(A.7) |∇
θ̂x
(Gx(y)− ρx(y)−2n)|θ̂x ≤ C,
where Ax is the CR mass. Note that ρx(y), the distance in the CR normal coor-
dinates at x, and d(x, y), the Carnot-Carathe´odory distance on M with respect to
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the contact form θ0 are equivalent, i.e. there exists a uniform constant C0 such
that
(A.8)
1
C0
d(x, y) ≤ ρx(y) ≤ C0d(x, y) for all x, y ∈M.
When M is spherical, give any x ∈ M , we can find a smooth function ϕx such
that θHn = ϕ
2
n
x θ0 in a neighborhood of x. That is,
(A.9) θ̂x = θHn
in the above notation. Note also that R
θ̂x
= RθHn ≡ 0 in this case. Therefore, (A.1)
and (A.4) are still true. On the other hand, the Green’s function Gx(y) defined as
in (A.5) satisfies (A.6) and (A.7) by Lemma 5.1 in [10].
Under the assumptions of Theorem 1.1, the CR mass is positive, i.e. Ax > 0 for
all x ∈M by the CR positive mass theorem (see Theorem 1.1 in [11] and Corollary
C in [10]). Note that the function x 7→ Ax is continuous. See Proposition 3.3 in [37]
for the proof when M is spherical. See also Remark I.1.2 in [21] and Proposition
3.5 in [20] for the proof of the corresponding statement in the Riemannian case.
Hence, we have
inf
x∈M
Ax > 0.
Suppose that we are given a set of pairs (xk, εk)1≤k≤m. For every 1 ≤ k ≤ m,
we define u(xk,εk) by
(A.10) u(xk,εk)(y) = ϕxk(y)U (xk,εk)(y).
Here
(A.11)
U (xk,εk)(y) =
(
n(2n+ 2)
r∞
)n
2
εnk
[
χδ(ρxk(y))
(t2 + (ε2k + |z|2)2)
n
2
+
(
1− χδ(ρxk(y))
)
Gxk(y)
]
,
where χδ(s) = χ(
s
δ
) and χ : R → [0, 1] is a cut-off function satisfying χ(s) = 1 for
s ≤ 1 and χ(s) = 0 for s ≥ 2. On the other hand, δ is a positive real number such
that εk ≪ δ for all 1 ≤ k ≤ m.
Proposition A.1. For n = 1, we have∣∣∣∣∣(2 + 2n )∆θ̂xkU (xk,εk)(y)−Rθ̂xkU (xk,εk)(y) + r∞U (xk,εk)(y)1+ 2n
+
(
n(2n+ 2)
r∞
)n
2
εnkAxk(2 +
2
n
)∆
θ̂xk
χδ(ρxk(y))
∣∣∣∣∣
≤ C
(
ε2k
t2 + (ε2k + |z|2)2
)n
2
ρxk(y)
2 1{ρxk (y)≤2δ} + C
εnk
δ
1{δ≤ρxk (y)≤2δ}
+ C
(
ε2k
t2 + (ε2k + |z|2)2
)n+2
2
1{ρxk (y)≥δ}.
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Proof. By definition of U (xk,εk), we have
(2 +
2
n
)∆
θ̂xk
U (xk,εk)(y)−Rθ̂xkU (xk,εk)(y) + r∞U (xk,εk)(y)
1+ 2
n
+
(
n(2n+ 2)
r∞
)n
2
εnkAxk · (2 +
2
n
)∆
θ̂xk
χδ(ρxk(y))
=
(
n(2n+ 2)
r∞
)n
2
εnk
(
I1 + I2 + I3 + I4 + I5 + I6 + I7 + I8
)
.
Here,
I1 = χδ(ρxk(y))
[
(2 +
2
n
)∆
θ̂xk
1
(t2 + (ε2k + |z|2)2)
n
2
+(2n+ 2)nε2k
(
1
(t2 + (ε2k + |z|2)2)
n
2
)1+ 2
n
]
,
I2 = −χδ(ρxk(y))Rθ̂xk
1
(t2 + (ε2k + |z|2)2)
n
2
,
I3 = −(2 + 2
n
)∆
θ̂xk
χδ(ρxk(y))
(
Gxk(y)− ρxk(y)−2n −Axk
)
,
I4 = (2 +
2
n
)∆
θ̂xk
χδ(ρxk(y))
( 1
(t2 + (ε2k + |z|2)2)
n
2
− ρxk(y)−2n
)
,
I5 = −2(2 + 2
n
)〈∇
θ̂xk
χδ(ρxk(y)),∇θ̂xk (Gx(y)− ρx(y)
−2n)〉
θ̂xk
,
I6 = 2(2 +
2
n
)
〈
∇
θ̂xk
χδ(ρxk(y)),∇θ̂xk
( 1
(t2 + (ε2k + |z|2)2)
n
2
− ρxk(y)−2n
)〉
θ̂xk
,
I7 = (2n+ 2)nε
2
k
[(
χδ(ρxk(y))
(t2 + (ε2k + |z|2)2)
n
2
+
(
1− χδ(ρxk(y))
)
Gxk(y)
)1+ 2
n
−χδ(ρxk(y))
(
1
(t2 + (ε2k + |z|2)2)
n
2
)1+ 2
n
]
,
I8 =
(
1− χδ(ρxk(y)
) [
(2 +
2
n
)∆
θ̂xk
Gxk(y)−Rθ̂xkGxk(y)
]
.
Since
∆θHn
(
1
(t2 + (ε2k + |z|2)2)
n
2
)
= − n
2ε2k
(t2 + (ε2k + |z|2)2)1+
n
2
(A.12)
we have
|I1| ≤ χδ(ρxk(y))
∣∣∣∣∣(2 + 2n )(∆θHn +O(ρxk(y)2))
(
1
(t2 + (ε2k + |z|2)2)
n
2
)
+(2n+ 2)nε2k
(
1
(t2 + (ε2k + |z|2)2)
n
2
)1+ 2
n
∣∣∣∣∣
≤ 1{ρxk (y)≤2δ}
Cρxk(y)
2
(t2 + (ε2k + |z|2)2)
n
2
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by (A.1) and (A.2). By (A.4), we have
|I2| ≤ Cρxk(y)2
1
(t2 + (ε2k + |z|2)2)
n
2
1{ρxk (y)≤2δ}.
By (A.6), we have
|I3| ≤ (2 + 2
n
)|∆
θ̂xk
χδ(ρxk(y))| ·
∣∣Gxk(y)− ρxk(y)−2n −Axk ∣∣
≤ C 1{δ≤ρxk (y)≤2δ}
δ2
ρxk(y) ≤
C
δ
1{δ≤ρxk (y)≤2δ}.
Note that
|I4| = (2 + 2
n
)|∆
θ̂xk
χδ(ρxk(y))| ·
∣∣∣∣ 1(t2 + (ε2k + |z|2)2)n2 − ρxk(y)−2n
∣∣∣∣
≤ C
1{δ≤ρxk (y)≤2δ}
δ2
·
∣∣∣∣ 1(t2 + (ε2k + |z|2)2)n2 − 1(t2 + |z|4)n2
∣∣∣∣
≤ C
1{δ≤ρxk (y)≤2δ}
δ2
· ε
2n
k
δ4n
≤ C
δ
1{δ≤ρxk (y)≤2δ}
by (A.2) and the assumption that εk ≪ δ. Note also that
|I6| ≤ C|∇θ̂xkχδ(ρxk(y))|θ̂xk ·
∣∣∣∣∇θ̂xk( 1(t2 + (ε2k + |z|2)2)n2 − ρxk(y)−2n
)∣∣∣∣
θ̂xk
≤ C
1{δ≤ρxk (y)≤2δ}
δ
· |z|2 ε
2
k
(t2 + |z|4)n2+1
≤ C ε
2
k
δ2n+3
1{δ≤ρxk (y)≤2δ} ≤ C
1{δ≤ρxk (y)≤2δ}
δ
by (A.1), (A.2), and the assumption that εk ≪ δ. By (A.7), we have
|I5| ≤ C|∇θ̂xkχδ(ρxk(y))|θ̂xk
∣∣∇
θ̂xk
(Gxk(y)− ρxk(y)−2n)
∣∣
θ̂xk
≤ C 1{δ≤ρxk (y)≤2δ}
δ
.
We also have
|I7| = (2n+ 2)nε2k
∣∣∣∣∣
(
χδ(ρxk(y))
(t2 + (ε2k + |z|2)2)
n
2
+
(
1− χδ(ρxk(y))
)
Gxk(y)
)1+ 2
n
−χδ(ρxk(y))
(
1
(t2 + (ε2k + |z|2)2)
n
2
)1+ 2
n
∣∣∣∣∣
≤ Cε2k
((
1
(t2 + (ε2k + |z|2)2)
n
2
)1+ 2
n
+Gxk(y)
1+ 2
n
)
1{ρxk (y)≥δ}
≤ C ε
2
k
(t2 + (ε2k + |z|2)2)1+
2
n
1{ρxk (y)≥δ}
by (A.6), and
I8 = 0
by (A.5). From this, the assertion follows. 
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Proposition A.2. When M is spherical, we have∣∣∣∣∣(2 + 2n )∆θ̂xkU (xk,εk)(y)−Rθ̂xkU (xk,εk)(y) + r∞U (xk,εk)(y)1+ 2n
+
(
n(2n+ 2)
r∞
)n
2
εnkAxk(2 +
2
n
)∆
θ̂xk
χδ(ρxk(y))
∣∣∣∣∣
≤ C ε
n
k
δ
1{δ≤ρxk (y)≤2δ} + C
(
ε2k
t2 + (ε2k + |z|2)2
)n+2
2
1{ρxk (y)≥δ}.
Proof. The proof is the same as the proof of Proposition A.1, except we need to
prove that I1 = 0. But this follows from (A.9) and (A.12). 
Corollary A.3. We have∣∣∣∣(2 + 2n )∆θ̂xkU (xk,εk)(y)−Rθ̂xkU (xk,εk)(y) + r∞U (xk,εk)(y)1+ 2n
∣∣∣∣
≤ C
(
ε2k
t2 + (ε2k + |z|2)2
)n
2
ρxk(y)
2 1{ρxk (y)≤2δ} + C
εnk
δ2
1{δ≤ρxk (y)≤2δ}
+ C
(
ε2k
t2 + (ε2k + |z|2)2
)n+2
2
1{ρxk (y)≥δ}.
Proof. Combining Proposition A.1, Proposition A.2 and the following estimate:∣∣∣∣∣
(
n(2n+ 2)
r∞
)n
2
εnkAxk(2 +
2
n
)∆
θ̂xk
χδ(ρxk(y))
∣∣∣∣∣ ≤ C εnkδ2 1{δ≤ρxk (y)≤2δ},
Corollary A.3 follows. 
Proposition A.4. If δ is sufficiently small, then
E(u(xk,εk)) ≤ Y (S2n+1)− cAxkε2nk + Cδ2ε2nk + Cδε2nk + Cδ−2n−2ε2n+2k
for some c > 0.
Proof. When n = 1, it follows from Proposition A.1 and integration by parts that
ˆ
M
(
(2 +
2
n
)|∇
θ̂xk
U (xk,εk)|2θ̂xk +Rθ̂xkU
2
(xk,εk)
− r∞U2+
2
n
(xk,εk)
)
dV
θ̂xk
= −
ˆ
M
(
(2 +
2
n
)∆
θ̂xk
U (xk,εk) −Rθ̂xkU (xk,εk) + r∞U
1+ 2
n
(xk,εk)
)
U (xk,εk)dVθ̂xk
≤
(
n(2n+ 2)
r∞
)n
2
εnkAxk(2 +
2
n
)
ˆ
M
∆
θ̂xk
χδ(ρxk(y))U (xk,εk)dVθ̂xk
+ C
ˆ
{ρxk (y)≤2δ}
(
ε2k
t2 + (ε2k + |z|2)2
)n
2
ρxk(y)
2U (xk,εk)dVθ̂xk
+ C
εnk
δ
ˆ
{δ≤ρxk (y)≤2δ}
U (xk,εk)dVθ̂xk
+ C
ˆ
{ρxk (y)≥δ}
(
ε2k
t2 + (ε2k + |z|2)2
)n+2
2
U (xk,εk)dVθ̂xk
.
(A.13)
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We are going to estimate each of the terms on the right hand side of (A.13). Since∣∣∣∣ˆ
M
∆
θ̂xk
χδ(ρxk(y))
(
U (xk,εk) − ρxk(y)−2n
)
dV
θ̂xk
∣∣∣∣
≤ C
δ2
ˆ
{δ≤ρxk (y)≤2δ}
∣∣∣∣ 1(t2 + (ε2k + |z|2)2)n2 − 1(t2 + |z|4)n2
∣∣∣∣ dVθ̂xk
+
C
δ2
ˆ
{δ≤ρxk (y)≤2δ}
|Gxk(y)− ρxk(y)−2n|dVθ̂xk
≤ C
δ2
ˆ 2δ
δ
ε2nk r
2n−1dr
r4n
≤ Cδ−2n−2ε2nk
by (A.6) and (A.2), we have
ˆ
M
∆
θ̂xk
χδ(ρxk(y))U (xk,εk)dVθ̂xk
= −
ˆ
M
〈∇
θ̂xk
ρxk(y)
−2n,∇
θ̂xk
χδ(ρxk(y))
〉
θ̂xk
dV
θ̂xk
+ Cδ−2n−2ε2nk
= 2n
ˆ
{δ≤ρxk (y)≤2δ}
χ′δ(ρxk(y))ρxk(y)
−2n−1|∇
θ̂xk
ρxk(y)|2θ̂xkdVθ̂xk + Cδ
−2n−2ε2nk
= −C
δ
ˆ 2δ
δ
dr + Cδ−2n−2ε2nk = −C0 + Cδ−2n−2ε2nk
(A.14)
by integration by parts. Here C0 is a positive constant depending only on n. On
the other hand, it follows form the definition of U (xk,εk) that
C
ˆ
{ρxk (y)≤2δ}
(
ε2k
t2 + (ε2k + |z|2)2
)n
2
ρxk(y)
2U (xk,εk)dVθ̂xk
≤ Cε2nk
ˆ
{ρxk (y)≤2δ}
ρxk(y)
2
(t2 + |z|4)n dVθ̂xk = Cδ
4−2nε2nk ,
(A.15)
where we have used the assumption that n = 1. Note also that
C
εnk
δ
ˆ
{δ≤ρxk (y)≤2δ}
U (xk,εk)dVθ̂xk
≤ C ε
2n
k
δ
ˆ
{δ≤ρxk (y)≤2δ}
(
ρxk(y)
−2n +Axk + Cρxk(y)
)
dV
θ̂xk
≤ C ε
2n
k
δ
ˆ 2δ
δ
r2n+1dr
r2n
= Cδε2nk ,
(A.16)
and
C
ˆ
{ρxk (y)≥δ}
(
ε2k
t2 + (ε2k + |z|2)2
)n+2
2
U (xk,εk)dVθ̂xk
≤ Cε2n+2k
ˆ ∞
δ
r2n+1dr
r4(
n+2
2 ) · r2n
= Cε2n+2k
ˆ ∞
δ
dr
r2n+3
= Cδ−2n−2ε2n+2k ,
(A.17)
CONVERGENCE OF THE CR YAMABE FLOW 43
where we have used (A.6) and the definition of U (xk,εk). Combining (A.13)-(A.17),
we have
ˆ
M
(
(2 +
2
n
)|∇
θ̂xk
U (xk,εk)|2θ̂xk +Rθ̂xkU
2
(xk,εk)
)
dV
θ̂xk
≤ r∞
ˆ
M
U
2+ 2
n
(xk,εk)
dV
θ̂xk
−
(
n(2n+ 2)
r∞
)n
ε2nk Axk(4 +
4
n
)C0
+ Cδ2ε2nk + Cδε
2n
k + Cδ
−2n−2ε2n+2k
≤ r∞
(ˆ
M
U
2+ 2
n
(xk,εk)
dV
θ̂xk
) n
n+1
(ˆ
M
U
2+ 2
n
(xk,εk)
dV
θ̂xk
) 1
n+1
−
(
n(2n+ 2)
r∞
)n
ε2nk Axk(2 +
2
n
)C0 + Cδ
2ε2nk + Cδε
2n
k + Cδ
−2n−2ε2n+2k
(A.18)
where the last inequality follows from Ho¨lder’s inequality. It follows from the defi-
nition of U (xk,εk) that
ˆ
M
U
2+ 2
n
(xk,εk)
dV
θ̂xk
≤
(
n(2n+ 2)
r∞
)n+1(ˆ
M
χδ(ρxk(y))
(
ε2k
t2 + (ε2k + |z|2)2
)n+1
dV
θ̂xk
+C
ˆ
M
(1− χδ(ρxk(y)))ε2n+2k Gxk(y)2+
2
n dV
θ̂xk
)
.
(A.19)
Note that ˆ
M
(1− χδ(ρxk(y)))ε2n+2k Gxk(y)2+
2
n dV
θ̂xk
≤ ε2n+2k
ˆ
ρxk (y)≥δ
(
ρxk(y)
−2n +Axk + Cρxk(y)
)2+ 2
n
dV
θ̂xk
= Cε2n+2k
ˆ ∞
δ
r2n+1dr
r2n(2+
2
n
)
= Cε2n+2k
ˆ ∞
δ
dr
r2n+3
= Cδ−2n−2ε2n+2k
(A.20)
by (A.6). Note also that
ˆ
M
χδ(ρxk(y))
(
ε2k
t2 + (ε2k + |z|2)2
)n+1
dV
θ̂xk
=
ˆ
Hn
(
1
(t2 + (1 + |z|2)2)n2
)2+ 2
n
dVθHn +O(ε
2n+2
k )
=
(
Y (S2n+1)
n(2n+ 2)
)n+1
+O(ε2n+2k ),
(A.21)
where we have used the change of variables ( t
ε2
k
, z
εk
) 7→ (t, z). Combining (A.19)-
(A.21), we get
ˆ
M
U
2+ 2
n
(xk,εk)
dV
θ̂xk
≤
(
Y (S2n+1)
r∞
)n+1
+ Cδ−2n−2ε2n+2k .
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Substituting this into (A.18), we obtainˆ
M
(
(2 +
2
n
)|∇
θ̂xk
U (xk,εk)|2θ̂xk +Rθ̂xkU
2
(xk,εk)
)
dV
θ̂xk
≤ Y (S2n+1)
(ˆ
M
U
2+ 2
n
(xk,εk)
dV
θ̂xk
) n
n+1
−
(
n(2n+ 2)
r∞
)n
ε2nk Axk(2 +
2
n
)C0
+ Cδ2ε2nk + Cδε
2n
k + Cδ
−2n−2ε2n+2k .
This proves Proposition A.4 for the case when n = 1.
When M is spherical, it follows from Proposition A.2 and integration by parts
that ˆ
M
(
(2 +
2
n
)|∇
θ̂xk
U (xk,εk)|2θ̂xk +Rθ̂xkU
2
(xk,εk)
− r∞U2+
2
n
(xk,εk)
)
dV
θ̂xk
≤
(
n(2n+ 2)
r∞
)n
2
εnkAxk(2 +
2
n
)
ˆ
M
∆
θ̂xk
χδ(ρxk(y))U (xk,εk)dVθ̂xk
+ C
εnk
δ
ˆ
{δ≤ρxk (y)≤2δ}
U (xk,εk)dVθ̂xk
+ C
ˆ
{ρxk (y)≥δ}
(
ε2k
t2 + (ε2k + |z|2)2
)n+2
2
U (xk,εk)dVθ̂xk
.
(A.22)
Combining (A.14), (A.16), (A.17), and (A.22), we also obtain (A.18). Now we can
follow the same argument as above to finish the proof. 
Lemma A.5. We have
F (u(xk,εk)) = r∞ + o(1).
Proof. It follows from (A.18) thatˆ
M
(
(2 +
2
n
)|∇
θ̂xk
U (xk,εk)|2θ̂xk +Rθ̂xkU
2
(xk,εk)
)
dV
θ̂xk
≤ r∞
ˆ
M
U
2+ 2
n
(xk,εk)
dV
θ̂xk
−
(
n(2n+ 2)
r∞
)n
ε2nk Axk(2 +
2
n
)C0
+ Cδ2ε2nk + Cδε
2n
k + Cδ
−2n−2ε2n+2k ,
which implies thatˆ
M
(
(2 +
2
n
)|∇θ0u(xk,εk)|2θ0 +Rθ0u2(xk,εk)
)
dVθ0 ≤ r∞
ˆ
M
u
2+ 2
n
(xk,εk)
dVθ0 + o(1).
This implies that F (u(xk,εk)) ≤ r∞ + o(1). On the other hand, following the proof
of Proposition A.4, one can prove thatˆ
M
(
(2 +
2
n
)|∇
θ̂xk
U (xk,εk)|2θ̂xk +Rθ̂xkU
2
(xk,εk)
)
dV
θ̂xk
≥ r∞
ˆ
M
U
2+ 2
n
(xk,εk)
dV
θ̂xk
−
(
n(2n+ 2)
r∞
)n
ε2nk Axk(2 +
2
n
)C0
− Cδ2ε2nk − Cδε2nk − Cδ−2n−2ε2n+2k ,
by using the same arguments to obtain (A.18). This implies thatˆ
M
(
(2 +
2
n
)|∇θ0u(xk,εk)|2θ0 +Rθ0u2(xk,εk)
)
dVθ0 ≥ r∞
ˆ
M
u
2+ 2
n
(xk,εk)
dVθ0 + o(1),
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which gives F (u(xk,εk)) ≥ r∞ + o(1). This proves the assertion. 
Lemma A.6. We have the estimate
ˆ
M
u(xi,εi)u
1+ 2
n
(xj ,εj)
dVθ0 ≤ C
(
ε2i ε
2
j
ε4j + d(xi, xj)
4
)n
2
.
Proof. It follows from the definition of u(xi,εi) that u(xi,εi)(y) = ϕxi(y)U (xi,εi)(y)
and
U (xi,εi)(y) ≤
(
n(2n+ 2)
r∞
)n
2
εni
[
χδ(ρxi(y))
(ε4i + d(xi, y)
4)
n
2
+
(
1− χδ(ρxi(y))
)
Gxi(y)
]
.
On the set U =: {2d(xi, y) ≤ εj + d(xi, xj)}, we have
(A.23) εj + d(y, xj) ≥ εj + d(xi, xj)− d(xi, y) ≥ 1
2
(εj + d(xi, xj)).
Therefore, we have
ˆ
M
(
ε2i
ε4i + d(xi, y)
4
)n
2
(
ε2j
ε4j + d(y, xj)
4
)1+ n2
dVθ0
≤
(ˆ
U
+
ˆ
M\U
)(
ε2i
ε4i + d(xi, y)
4
)n
2
(
ε2j
ε4j + d(y, xj)
4
)1+n2
dVθ0
≤ C ε
n
i ε
n
j
(ε4j + d(xi, xj)
4)
n+1
2
ˆ εj+d(xi,xj)
2
0
r2n+1dr
(ε4i + r
4)
n
2
+ C
εni ε
n+2
j
(ε4j + d(xi, xj)
4)
n
2
ˆ ∞
0
r2n+1dr
(ε4j + r
4)1+
n
2
≤ C
(
ε2i ε
2
j
ε4j + d(xi, xj)
4
)n
2
because
ˆ εj+d(xi,xj)
2
0
r2n+1dr
(ε4i + r
4)
n
2
≤
ˆ εj+d(xi,xj)
2
0
rdr =
(εj + d(xi, xj))
2
8
≤ (ε4j + d(xi, xj)4)
1
2
and ˆ ∞
0
r2n+1dr
(ε4j + r
4)1+
n
2
≤
ˆ εj
0
r2n+1dr
ε4jr
4· n2
+
ˆ ∞
εj
r2n+1dr
r4(1+
n
2 )
=
C
ε2j
.
This proves the assertion. 
Lemma A.7. We have the estimateˆ
M
u(xi,εi)
∣∣∣∣(2 + 2n )∆θ0u(xj,εj) −Rθ0u(xj,εj) + r∞u1+ 2n(xj ,εj)
∣∣∣∣ dVθ0
≤ C(δ4 + δ2n + ε
2
j
δ2
)
(
ε2i ε
2
j
ε4j + d(xi, xj)
4
)n
2
.
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Proof. Recall θ̂x = ϕ
2
n
x θ0 for some smooth function ϕx on M . Therefore, we can
find a positive constant c0 such that c
−n
0 ≤ ϕx ≤ cn0 , which implies 1c0 d(x, y) ≤
ρx(y) ≤ c0d(x, y) for all x, y ∈M . Hence, it follows from Corollary A.3 that∣∣∣∣(2 + 2n )∆θ0u(xj ,εj) −Rθ0u(xj ,εj) + r∞u1+ 2n(xj ,εj)
∣∣∣∣
≤ C(δ2 + δ2n−2)
(
ε2j
ε4j + d(xj , y)
4
)n
2
1{d(xj,y)≤2c0δ} + C
(
ε2j
ε4j + d(xj , y)
4
)n+2
2
1{d(xj,y)≥ δc0 }
.
On the set U := {2d(xi, y) ≤ εj + d(xi, xj)} ∩ {d(y, xj) ≤ 2c0δ}, we have
d(xi, y) ≤ 1
2
(εj + d(xi, xj)) ≤ εj + d(y, xj) ≤ 4c0δ.
From this, it follows that
ˆ
{d(y,xj)≤2c0δ}
(
ε2i
ε4i + d(xi, y)
4
)n
2
(
ε2j
ε4j + d(y, xj)
4
)n
2
dVθ0
≤
(ˆ
U
+
ˆ
{d(y,xj)≤2c0δ}\U
)(
ε2i
ε4i + d(xi, y)
4
)n
2
(
ε2j
ε4j + d(y, xj)
4
)n
2
dVθ0
≤ C
ˆ
{d(xi,y)≤4c0δ}
(
ε2i
ε4i + d(xi, y)
4
)n
2
(
ε2j
ε4j + d(xi, xj)
4
)n
2
dVθ0
+ C
ˆ
{d(y,xj)≤2c0δ}
(
ε2i
ε4j + d(xi, xj)
4
)n
2
(
ε2j
ε4j + d(y, xj)
4
)n
2
dVθ0
≤ Cδ2
(
ε2i ε
2
j
ε4j + d(xi, xj)
4
)n
2
.
Similarly, on the set V := {2d(xi, y) ≤ εj + d(xi, xj)} ∩ {d(y, xj) ≥ δc0 }, we have
εj + d(y, xj) ≥ εj + d(xi, xj)− d(xi, y) ≥ 1
2
(εj + d(xi, xj)).
This implies
ˆ
{d(y,xj)≥ δc0 }
(
ε2i
ε4i + d(xi, y)
4
)n
2
(
ε2j
ε4j + d(y, xj)
4
)n+2
2
dVθ0
≤
(ˆ
V
+
ˆ
{d(y,xj)≥ δc0 }\V
)(
ε2i
ε4i + d(xi, y)
4
)n
2
(
ε2j
ε4j + d(y, xj)
4
)n+2
2
dVθ0
≤ C
ˆ
{2d(xi,y)≤εj+d(xi,xj)}
(
ε2i
ε4i + d(xi, y)
4
)n
2 εn+2j
δ2(ε4i + d(xi, xj)
4)
n+1
2
dVθ0
+ C
ˆ
{d(y,xj)≥ δc0 }
(
ε2i
ε4j + d(xi, xj)
4
)n
2 εn+2j
(ε4j + d(y, xj)
4)1+
n
2
dVθ0
≤ C ε
2
j
δ2
(
ε2i ε
2
j
ε4j + d(xi, xj)
4
)n
2
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because
ˆ εj+d(xi,xj)
2
0
r2n+1dr
(ε4j + r
4)
n
2
≤
ˆ εj+d(xi,xj)
2
0
r2n+1dr
r4·
n
2
≤ (ε4j + d(xi, xj)4)
1
2
and ˆ ∞
δ
c0
r2n+1dr
(ε4j + r
4)1+
n
2
≤
ˆ ∞
δ
c0
r2n+1dr
r4(1+
n
2 )
=
C
δ2
.
This proves the assertion. 
Appendix B.
Here we prove Theorem 5.1. We discuss both of the cases when n = 1 or M is
spherical. For convenience, we denote the CR conformal sub-Laplacian of a contact
form θ by Lθ, i.e.
Lθ = −(2 + 2
n
)∆θ +Rθ.
Let {uν} be a sequence of positive functions satisfying (5.1) and (5.2). Note that
uν is uniformly bounded in S
2
1(M). To see this, it follows from integration by parts
and Ho¨lder’s inequality thatˆ
M
(
(2 +
2
n
)|∇θ0uν |2θ0 + Rθ0u2ν
)
dVθ0
≤
(ˆ
M
|Lθ0uν − r∞u1+
2
n
ν |
2n+2
n+2 dVθ0
) n+2
2n+2
(ˆ
M
u
2+ 2
n
ν
) n
2n+2
+ r∞
ˆ
M
u
2+ 2
n
ν dVθ0 ,
which is uniformly bounded by (5.1) and (5.2). Thus, by passing to a subsequence if
necessary, we assume that uν converges to u∞ weakly in S21(M). Since the Folland-
Stein embedding S21(M) →֒ Ls(M) is compact for 1 < s < 2 +
2
n
(see Proposition
5.6 in [28]), uν converges to u∞ in Ls(M) for 1 < s < 2 +
2
n
.
Proposition B.1. The function u∞ is a smooth nonnegative function satisfying
(5.3).
Proof. Note that for any ϕ ∈ C∞(M)
(B.1)
ˆ
M
ϕu
1+ 2
n
ν dVθ0 →
ˆ
M
ϕu
1+ 2
n∞ dVθ0 as ν →∞.
Indeed, there exists a constant c such that∣∣∣u1+ 2nν − u1+ 2n∞ ∣∣∣ ≤ c|uν − u∞|(|uν | 2n + |u∞| 2n)
Hence, it follows from Ho¨lder’s inequality that∣∣∣∣ˆ
M
ϕu
1+ 2
n
ν dVθ0 −
ˆ
M
ϕu
1+ 2
n∞ dVθ0
∣∣∣∣
≤
ˆ
M
∣∣∣u1+ 2nν − u1+ 2n∞ ∣∣∣ |ϕ|dVθ0
≤ c‖ϕ‖L∞(M)‖uν − u∞‖Lβ(M)
∥∥∥|uν | 2n + |u∞| 2n ∥∥∥
Lβ
′(M)
(B.2)
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where β are chosen such that 1 +
2
n
< β < 2 +
2
n
and
1
β
+
1
β′
= 1. Therefore,
2
n
β′ < 2+
2
n
. Combining all these, we can conclude that the right hand side of (B.2)
tends to 0 as ν →∞. This proves (B.1). On the other hand, for any ϕ ∈ C∞(M),
we haveˆ
M
ϕLθ0uνdVθ0 =
ˆ
M
uνLθ0ϕdVθ0 →
ˆ
M
u∞Lθ0ϕdVθ0 =
ˆ
M
ϕLθ0u∞dVθ0(B.3)
as ν →∞. Therefore, it follows from (B.1) and (B.3) that for any ϕ ∈ C∞(M)
ˆ
M
(
Lθ0uν − r∞u1+
2
n
ν
)
ϕdVθ0 →
ˆ
M
(
Lθ0u∞ − r∞u1+
2
n∞
)
ϕdVθ0
as ν → ∞. Combining this with (5.2), we can conclude that u∞ satisfies (5.3).
Since uν is nonnegative, u∞ is also nonnegative. It follows from Theorem 3.22 in
[15] that u∞ is smooth. This proves the assertion. 
Proposition B.2. There holds
(B.4) u
1+ 2
n
ν − u1+
2
n∞ − |uν − u∞| 2n (uν − u∞)→ 0 in L
2n+2
n+2 (M) as ν →∞.
Proof. We use the following inequality:
(B.5)
∣∣∣|a+ b| 2n − |a| 2n ∣∣∣ ≤ c(|b| 2n +max{|a|, |b|} 2n−1|b|) for all a, b.
Applying (B.5), we get
u
1+ 2
n
ν = u
2
n
ν u∞ + (uν − u∞ + u∞) 2n (uν − u∞)
= u
2
n
ν u∞ + |uν − u∞| 2n (uν − u∞)
+O
(
u
2
n∞|uν − u∞|+max{|uν − u∞|, |u∞|} 2n−1|uν − u∞|u∞
)
= u
2
n
ν u∞ + |uν − u∞| 2n (uν − u∞) +O
(
u
2
n∞|uν − u∞|+ |uν − u∞| 2nu∞
)
.
(B.6)
Applying (B.5) again, we obtain
u
2
n
ν u∞ = (uν − u∞ + u∞) 2n u∞
= u
1+ 2
n∞ + O
(
u∞|uν − u∞| 2n +max{|uν − u∞|, |u∞|} 2n−1|uν − u∞|u∞
)
= u
1+ 2
n∞ + O
(
u
2
n∞|uν − u∞|+ |uν − u∞| 2n u∞
)
.
(B.7)
Combining (B.6) and (B.7), we get
(B.8) u
1+ 2
n
ν −u1+
2
n∞ −|uν−u∞| 2n (uν−u∞) = O
(
u
2
n∞|uν − u∞|+ |uν − u∞| 2n u∞
)
.
Since u∞ is smooth and uν converges to u∞ in Ls(M) for 1 < s < 2 +
2
n
, (B.4)
follows from (B.8). 
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If uν converges to u∞ strongly in S21(M), then Theorem 5.1 follows. Therefore,
we assume that uν converges to u∞ weakly in S21(M), but not strongly in S
2
1(M).
On the other hand, it follows from (5.2), (5.3) and (B.4) that
ˆ
M
∣∣∣Lθ0(uν − u∞)− r∞|uν − u∞| 2n (uν − u∞)∣∣∣ 2n+2n+2 dVθ0
≤ C
ˆ
M
∣∣∣Lθ0uν − r∞u1+ 2nν ∣∣∣ 2n+2n+2 dVθ0
+ C r∞
ˆ
M
∣∣∣u1+ 2nν − u1+ 2n∞ − |uν − u∞| 2n (uν − u∞)∣∣∣ 2n+2n+2 dVθ0 → 0
as ν → ∞. That is to say, if we let vν := uν − u∞, then {vν} is a sequence of
functions such that vν converges to 0 weakly in S
2
1(M), but not strongly in S
2
1(M),
and satisfies
(B.9)
ˆ
M
∣∣∣Lθ0vν − r∞|vν | 2n vν∣∣∣ 2n+2n+2 dVθ0 → 0 as ν →∞.
We are going to extract bubbles from vν . To do this, we mainly follow the proof
of Proposition 8 in [19]. The argument is almost the same except with some small
modifications. However, there are some parts in the argument of [19] which are not
very precise. So we are going to provide all the details of the proof.
As before, we denote
Br(x) = {y ∈M : d(x, y) < r},
where d is the Carnot-Carathe´odory distance on M with respect to the contact
form θ0.
Lemma B.3. There exists x ∈M such that for every ρ > 0, there exists δ(ρ) > 0
such that
(B.10) lim inf
ν→∞
ˆ
Bρ(x)
(
(2 +
2
n
)|∇θ0vν |2θ0 +Rθ0v2ν
)
dVθ0 ≥ δ(ρ).
Proof. Suppose that for all x ∈M , there is ρ(x) > 0 such that
lim inf
ν→∞
ˆ
Bρ(x)(x)
(
(2 +
2
n
)|∇θ0vν |2θ0 +Rθ0v2ν
)
dVθ0 = 0.
Since M is compact, we can cover M with finite number of Bρ(xi)(xi) with i =
1, ..., L. As a result, there exists a subsequence of {vν}, which is still denoted by
{vν}, such that ˆ
M
(
(2 +
2
n
)|∇θ0vν |2θ0 +Rθ0v2ν
)
dVθ0 → 0
as ν → ∞. This contradicts to the assumption that vν does not converge to 0
strongly in S21(M). This proves the assertion. 
Lemma B.4. The constant δ(ρ) in Lemma B.3 can be taken to be a0r
−n
∞ Y (M, θ0)
n+1,
where a0 is any positive real number strictly less than 1.
Before we give the proof of Lemma B.4, we remark that our constant in Lemma
B.4 is different from that of [19]. But one can see from the following arguments
that a uniform constant will be sufficient for our purpose.
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Proof of Lemma B.4. The proof is similar to the proof of Lemma 10 in [19]. Let
ψν : R→ [0, 1] be a C1 cut-off function such that
ψν(s) =
{
1, for s ≤ ρν ;
0, for s ≥ ρν + δν ,
where ρ < ρν < 2ρ and 0 < δν < ρ. Fix a point x ∈ M where (B.10) holds for x.
Define the function φν by φν(y) = ψν(d(x, y)) where d is the Carnot-Carathe´odory
distance on M with respect to the contact form θ0. Then we have
(B.11) |∇θ0φν |θ0 ≤
C
δν
.
By Ho¨lder’s inequality, we have
(B.12)ˆ
M
(
Lθ0vν − r∞|vν |
2
n vν
)
vνφνdVθ0 ≤ ‖αν‖
L
2n+2
n+2 (M)
(ˆ
M
|vνφν |2+ 2n dVθ0
) n
2n+2
where αν = Lθ0vν−r∞|vν |
2
n vν . By integration by parts, the left hand side of (B.12)
can be written as
ˆ
M
(
Lθ0vν − r∞|vν |
2
n vν
)
vνφνdVθ0
= (2 +
2
n
)
ˆ
M
|∇θ0vν |2θ0φνdVθ0 + (2 +
2
n
)
ˆ
M
vν〈∇θ0vν ,∇θ0φν〉θ0dVθ0
+
ˆ
M
Rθ0v
2
νφνdVθ0 − r∞
ˆ
M
|vν |2+ 2nφνdVθ0 .
(B.13)
It follows from (B.12) and (B.13) that
(2 +
2
n
)
ˆ
M
|∇θ0vν |2θ0φνdVθ0 + (2 +
2
n
)
ˆ
M
vν〈∇θ0vν ,∇θ0φν〉θ0dVθ0 +
ˆ
M
Rθ0v
2
νφνdVθ0
≤ r∞
ˆ
M
|vν |2+ 2nφνdVθ0 + ‖αν‖
L
2n+2
n+2 (M)
(ˆ
M
|vνφν |2+ 2n dVθ0
) n
2n+2
.
(B.14)
Also, by Folland-Stein embedding theorem in Proposition 2.1, we have
(B.15)(ˆ
M
|vνφν |2+ 2n dVθ0
) n
2n+2
≤ C
(ˆ
M
(|∇θ0(vνφν)|2θ0 +Rθ0(vνφν)2) dVθ0) 12 .
By Cauchy-Schwarz inequality, we have
(B.16)(ˆ
M
|∇θ0(vνφν)|2θ0dVθ0
) 1
2
≤
(ˆ
M
|∇θ0vν |2θ0φ2νdVθ0
) 1
2
+
(ˆ
M
|∇θ0φν |2θ0v2νdVθ0
) 1
2
.
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Substituting (B.15) and (B.16) into (B.14), we get
(2 +
2
n
)
ˆ
M
|∇θ0vν |2θ0φνdVθ0 + (2 +
2
n
)
ˆ
M
vν〈∇θ0vν ,∇θ0φν〉θ0dVθ0 +
ˆ
M
Rθ0v
2
νφνdVθ0
≤ r∞
ˆ
M
|vν |2+ 2nφνdVθ0 + C ‖αν‖
L
2n+2
n+2 (M)
[(ˆ
M
|∇θ0vν |2θ0φ2νdVθ0
) 1
2
+
(ˆ
M
|∇θ0φν |2θ0v2νdVθ0
) 1
2
+
(ˆ
M
Rθ0(vνφν)
2dVθ0
) 1
2
]
.
(B.17)
By passing to a subsequence, we obtain from (B.10) that
(B.18)
ˆ
M
(
(2 +
2
n
)|∇θ0vν |2θ0φν +Rθ0v2νφν
)
dVθ0 ≥
δ(ρ)
2
.
Since {vν} is uniformly bounded in S21(M), it follows from (B.9) that
(B.19) ‖αν‖
L
2n+2
n+2 (M)
[(ˆ
M
|∇θ0vν |2θ0φ2νdVθ0
) 1
2
+
(ˆ
M
Rθ0(vνφν)
2dVθ0
) 1
2
]
→ 0
as ν →∞. By (B.18) and (B.19), we can rewrite (B.17) as follows:
(1 + o(1))
ˆ
M
(
(2 +
2
n
)|∇θ0vν |2θ0φν +Rθ0v2νφν
)
dVθ0
+ (2 +
2
n
)
ˆ
M
vν〈∇θ0vν ,∇θ0φν〉θ0dVθ0
≤ r∞
ˆ
M
|vν |2+ 2nφνdVθ0 + C ‖αν‖
L
2n+2
n+2 (M)
(ˆ
M
|∇θ0φν |2θ0v2νdVθ0
) 1
2
.
(B.20)
Note that
(B.21)
ˆ
M
|∇θ0φν |2θ0v2νdVθ0 ≤
C
δ2ν
ˆ
M
v2νdVθ0
by (B.11). Hence,∣∣∣∣ˆ
M
vν〈∇θ0vν ,∇θ0φν〉θ0dVθ0
∣∣∣∣
≤
(ˆ
M
|∇θ0vν |2θ0dVθ0
) 1
2
(ˆ
M
|∇θ0φν |2θ0v2νdVθ0
) 1
2
≤ C
δν
(ˆ
M
v2νdVθ0
) 1
2
(B.22)
by Ho¨lder’s inequality and the fact that {vν} is uniformly bounded in S21(M).
If we choose δν =
(ˆ
M
v2νdVθ0
) 1
4
, then
(B.23)
C
δν
(ˆ
M
v2νdVθ0
) 1
2
→ 0 as ν →∞,
since vν → 0 in L2(M) as ν →∞. Using (B.21)-(B.23), we can rewrite (B.20) as
(B.24)
(1+o(1))
ˆ
M
(
(2 +
2
n
)|∇θ0vν |2θ0φν +Rθ0v2νφν
)
dVθ0 ≤ r∞
ˆ
M
|vν |2+ 2nφνdVθ0+o(1).
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In view of (B.18), we deduce from (B.24) that
(B.25)
(1 + o(1))
ˆ
M
(
(2 +
2
n
)|∇θ0vν |2θ0φν +Rθ0v2νφν
)
dVθ0 ≤ r∞
ˆ
M
|vν |2+ 2nφνdVθ0 .
We introduce γν > 0 which will be chosen latter. If γν is sufficiently small, it
follows from (B.25) that
(B.26)
(1+o(1))
ˆ
M
(
(2 +
2
n
)|∇θ0vν |2θ0φν +Rθ0v2νφν
)
dVθ0 ≤ r∞
ˆ
M
|vν |2+ 2n (φν+γν)dVθ0 .
By the definition of the CR Yamabe constant in (3.1), we haveˆ
M
(
(2 +
2
n
)|∇θ0w|2θ0 +Rθ0w2
)
dVθ0 ≥ Y (M, θ0)‖w‖2
L
2+ 2
n (M)
.
Applying this to the function w = |vν |(φν + γν)
n
2n+2 , we obtain
Y (M, θ0)
(ˆ
M
|vν |2+ 2n (φν + γν)dVθ0
) n
n+1
≤ (2 + 2
n
)
ˆ
M
(
|∇θ0vν |2θ0(φν + γν)
n
n+1 + v2ν
∣∣∇θ0((φν + γν) n2n+2 )∣∣2θ0
+ 2|vν |(φν + γν) n2n+2 〈∇θ0vν ,∇θ0
(
(φν + γν)
n
2n+2
)〉θ0)dVθ0
+
ˆ
M
Rθ0v
2
ν(φν + γν)
n
n+1 dVθ0 .
(B.27)
By (B.21), (B.23) and the fact that
n
n+ 1
− 2 < 0, we can choose γk sufficiently
small such that ˆ
M
v2νγ
n
n+1−2
ν |∇θ0φν |2θ0 = o(1),
which implies thatˆ
M
v2ν
∣∣∇θ0((φν + γν) n2n+2 )∣∣2θ0dVθ0 =
ˆ
M
v2ν(φν + γν)
n
n+1−2|∇θ0φν |2θ0dVθ0
≤
ˆ
M
v2νγ
n
n+1−2
ν |∇θ0φν |2θ0dVθ0 = o(1).
(B.28)
It follows from (B.28), Ho¨lder’s inequality and the fact that {vν} is uniformly
bounded in S21(M) that
∣∣∣∣ˆ
M
|vν |(φν + γν)
n
2n+2 〈∇θ0vν ,∇θ0
(
(φν + γν)
n
2n+2
)〉θ0dVθ0 ∣∣∣∣
≤
(ˆ
M
|∇θ0vν |2θ0(φν + γν)
n
n+1 dVθ0
) 1
2
(ˆ
M
v2ν
∣∣∇θ0((φν + γν) n2n+2 )∣∣2θ0dVθ0
) 1
2
= o(1).
(B.29)
Putting (B.28) and (B.29) into (B.27), we get
Y (M, θ0)
(ˆ
M
|vν |2+ 2n (φν + γν)dVθ0
) n
n+1
≤
ˆ
M
(
(2 +
2
n
)|∇θ0vν |2θ0(φν + γν)
n
n+1 +Rθ0v
2
ν(φν + γν)
n
n+1
)
dVθ0 + o(1).
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Combining this with (B.26) and using (B.18), we obtain
(1 + o(1))
ˆ
M
(
(2 +
2
n
)|∇θ0vν |2θ0φν +Rθ0v2νφν
)
dVθ0
≤ r∞Y (M, θ0)−
n+1
n
(ˆ
M
(
(2 +
2
n
)|∇θ0vν |2θ0φ
n
n+1
ν +Rθ0v
2
νφ
n
n+1
ν
)
dVθ0
)n+1
n
.
(B.30)
It follows from (B.30) and the definition of φν that
(1 + o(1))
ˆ
Bρν (x)
(
(2 +
2
n
)|∇θ0vν |2θ0 +Rθ0v2ν
)
dVθ0
≤ r∞Y (M, θ0)−
n+1
n
(ˆ
Bρν (x)
(
(2 +
2
n
)|∇θ0vν |2θ0 +Rθ0v2ν
)
dVθ0
)n+1
n
+ r∞Y (M, θ0)−
n+1
n
(ˆ
Bρν+δν (x)−Bρν (x)
(
(2 +
2
n
)|∇θ0vν |2θ0 +Rθ0v2ν
)
dVθ0
)n+1
n
:= r∞Y (M, θ0)−
n+1
n (I + II).
(B.31)
It follows from (B.18) that I ≥ Cδ(ρ)n+1n . We have the following two cases:
Case (i). If II = o(I), then it follows from (B.31) that
(1 + o(1))
ˆ
Bρν (x)
(
(2 +
2
n
)|∇θ0vν |2θ0 +Rθ0v2ν
)
dVθ0
≤ r∞Y (M, θ0)−
n+1
n
(ˆ
Bρν (x)
(
(2 +
2
n
)|∇θ0vν |2θ0 +Rθ0v2ν
)
dVθ0
)n+1
n
,
which implies thatˆ
Bρν (x)
(
(2 +
2
n
)|∇θ0vν |2θ0 +Rθ0v2ν
)
dVθ0 ≥ a0r−n∞ Y (M, θ0)n+1
where a0 is any positive real number strictly less than 1.
Case (ii). Suppose that there exists a fixed constant C such that II ≥ Cδ(ρ)n+1n for
all choices of ρν ∈ [ρ, 2ρ] with δν =
(ˆ
M
v2νdVθ0
) 1
4
. In fact, it can not occur since
δν → 0 as ν → 0, and
´
M
(
(2 + 2
n
)|∇θ0vν |2θ0 +Rθ0v2ν
)
dVθ0 is uniformly bounded.
This proves Lemma B.4. 
It follows from Lemma B.4 that for any x ∈ M satisfying (B.10) and for any
given a0 < 1, and ν sufficiently large, there exists a ρν(x) such thatˆ
Bρν (x)(x)
(
(2 +
2
n
)|∇θ0vν |2θ0 +Rθ0v2ν
)
dVθ0 = a0r
−n
∞ Y (M, θ0)
n+1.
Which means for and ρ > ρν(x), we haveˆ
Bρν (x)(x)
(
(2 +
2
n
)|∇θ0vν |2θ0 +Rθ0v2ν
)
dVθ0 > a0r
−n
∞ Y (M, θ0)
n+1.
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Then for every ν sufficiently large, we define:
(B.32) ρ1,ν = inf ρν(x),
where the infimum is taken among all x ∈ M satisfying (B.10), which is a closed
set. Thus the infimum is attained. That is, there exists x∗1,ν ∈M such that
(B.33) ρ1,ν = ρν(x
∗
1,ν).
For any ρ0 > 0, by the proof of Lemma B.4, we haveˆ
Bρ˜(x)
(
(2 +
2
n
)|∇θ0vν |2θ0 +Rθ0v2ν
)
dVθ0 ≥ a0r−n∞ Y (M, θ0)n+1
for all ν sufficiently large. Since ρ0 is arbitrary, and ρν(x) ≤ ρ0, then we have the
following lemma:
Lemma B.5. The sequence {ρ1,ν} converges to zero as ν →∞.
As explained in Appendix A, we can find ρ > 0 which is independent of x (since
M is compact) with θ̂x = ϕ
2
n
x θ0 in a neighborhood B3δ(x) of x such that (A.1) and
(A.4) are satisfied when n = 1 and (A.9) is satisfied whenM is spherical. We define
a sequence of functions {v˜ν} in B2δ(x) as follows:
v˜ν = ϕ
−1
x vν .
Since θ̂x = ϕ
2
n
x θ0, by the CR transformation law, we have
(B.34) Lθ0vν = ϕ
1+ 2
n
x Lθ̂x v˜ν ,
which holds in B2δ(x) ⊂ M . It follows from (A.8) that (B.34) holds in the CR
normal coordinates {(z, t) : (t2 + |z|4) 14 < ρ̂} ⊂ Hn, where ρ̂ > 0 is independent of
x. By (B.9) and (B.34), we have
(B.35)
ˆ
{(t2+|z|4) 14 <ρ̂}
∣∣∣Lθ̂x v˜ν − r∞|v˜ν | 2n v˜ν ∣∣∣ 2n+2n+2 dVθ̂x → 0 as ν →∞.
By the properties of vν , we know that v˜ν is bounded in L
2+ 2
n and v˜ν → 0 in Ls for
all s < 2 +
2
n
as ν →∞.
When n = 1, it follows from (A.1), (A.3), (A.4) and (B.35) thatˆ
{(t2+|z|4) 14 <ρ̂}
∣∣∣LθHn v˜ν − r∞|v˜ν | 2n v˜ν ∣∣∣ 2n+2n+2 dVθHn
≤ C
ˆ
{(t2+|z|4) 14 <ρ̂}
∣∣∣LθHn v˜ν − Lθ̂x v˜ν∣∣∣ 2n+2n+2 dVθHn
+ C
ˆ
{(t2+|z|4) 14<ρ̂}
∣∣∣Lθ̂x v˜ν − r∞v˜1+ 2nν ∣∣∣ 2n+2n+2 ∣∣∣dVθHn − dVθ̂x ∣∣∣
+ C
ˆ
{(t2+|z|4) 14<ρ̂}
∣∣∣Lθ̂x v˜ν − r∞|v˜ν | 2n v˜ν ∣∣∣ 2n+2n+2 dVθ̂x → 0
(B.36)
as ν →∞. When M is spherical, then it follows from (A.9) and (B.35) that
(B.37)
ˆ
{(t2+|z|4) 14<ρ̂}
∣∣∣LθHn v˜ν − r∞|v˜ν | 2n v˜ν ∣∣∣ 2n+2n+2 dVθHn → 0 as ν →∞,
since RθHn = 0.
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Let χ̂ be a cut off function such that χ̂(s) = 1 if 0 ≤ s ≤ ρ̂
2
and 0 if s ≥ ρ̂. Let
{V˜ν} be a sequence of functions in Hn defined by
(B.38)
V˜ν(z, t) =
 (ρ1,ν)n χ̂
(
ρ1,ν(t
2 + |z|4) 14
)
v˜ν
(
ρ1,νz, (ρ1,ν)
2t
)
, for (t2 + |z|4) 14 < ρ̂
ρ1,ν
;
0, otherwise,
where ρ1,ν is defined as in (B.32). Then we have the following:
Proposition B.6. (i) For any fixed ball B of Hn, we have
ˆ
B
∣∣∣LθHn V˜ν − r∞|V˜ν | 2n V˜ν ∣∣∣ 2n+2n+2 dVθHn → 0 as ν →∞.
(ii) There exists a constant C such that
ˆ
Hn
(
|∇θHn V˜ν |2θHn + |V˜ν |2+
2
n
)
dVθHn ≤ C for all ν.
Proof. To prove (i), we fix ρ > 0. Since ρ1,ν → 0 as ν → ∞ by Lemma B.5, there
exists N such that ρ ≤ ρ̂
2ρ1,ν
when ν ≥ N . Hence, if ν ≥ N , we have
ˆ
{(t2+|z|4) 14<ρ}
∣∣∣LθHn V˜ν(z, t)− r∞|V˜ν(z, t)| 2n V˜ν(z, t)∣∣∣ 2n+2n+2 dVθHn
=
ˆ
{(t2+|z|4) 14<ρ}
∣∣∣LθHn((ρ1,ν)n v˜ν(ρ1,νz, (ρ1,ν)2t))
−r∞
∣∣∣(ρ1,ν)n v˜ν(ρ1,νz, (ρ1,ν)2t)∣∣∣ 2n (ρ1,ν)n v˜ν(ρ1,νz, (ρ1,ν)2t)∣∣∣∣
2n+2
n+2
dVθHn
=
ˆ
{(t˜2+|z˜|4) 14<ρρ1,ν}
∣∣∣LθHn v˜ν(z˜, t˜)− r∞|v˜ν(z˜, t˜)| 2n v˜ν(z˜, t˜)∣∣∣ 2n+2n+2 dVθHn = o(1),
where the first equality follows from (B.38) and the fact that ρ ≤ ρ̂
2ρ1,ν
, the second
equality follows from the change of variables (z˜, t˜) =
(
ρ1,νz, (ρ1,ν)
2t
)
, and the last
equality follows from (B.36), (B.37) and the fact that ρ ρ1,ν ≤ ρ̂
2
. This proves (i).
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For (ii), we haveˆ
Hn
(
(2 +
2
n
)|∇θHn V˜ν |2θHn + r∞|V˜ν |2+
2
n
)
dVθHn
=
ˆ
{(t2+|z|4) 14< ρ̂
ρ1,ν
}
(
(2 +
2
n
)|∇θHn V˜ν |2θHn + r∞|V˜ν |2+
2
n
)
dVθHn
=
ˆ
{(t˜2+|z˜|4) 14<ρ̂}
(
(2 +
2
n
)
∣∣∣∇θHn(χ̂((t˜2 + |z˜|4) 14 )v˜ν(z˜, t˜))∣∣∣2
θHn
+r∞
∣∣∣χ̂((t˜2 + |z˜|4) 14 )v˜ν(z˜, t˜)∣∣∣2+ 2n) dVθHn
≤
ˆ
{(t˜2+|z˜|4) 14<ρ̂}
(2 +
2
n
)v˜ν(z˜, t˜)
2
∣∣∣∇θHn χ̂((t˜2 + |z˜|4) 14 )∣∣∣2
θHn
dVθHn
+
ˆ
{(t˜2+|z˜|4) 14<ρ̂}
(
(2 +
2
n
)
(
χ̂
(
(t˜2 + |z˜|4) 14 ))2|∇θHn v˜ν(z˜, t˜)|2θHn
+r∞
∣∣∣χ̂((t˜2 + |z˜|4) 14 )v˜ν(z˜, t˜)∣∣∣2+ 2n) dVθHn
≤
ˆ
{(t˜2+|z˜|4) 14<ρ̂}
(2 +
2
n
)v˜ν(z˜, t˜)
2dVθHn
+
ˆ
{(t˜2+|z˜|4) 14<ρ̂}
(
(2 +
2
n
)|∇θHn v˜ν(z˜, t˜)|2θHn + r∞|v˜ν(z˜, t˜)|2+
2
n
)
dVθHn
≤ C,
where the first equality follows from (B.38), the second equality follows from the
change of variables (z˜, t˜) =
(
ρ1,νz, (ρ1,ν)
2t
)
, the third inequality follows from the
property of the cut-off function χ̂, and the last inequality follows from the fact that
v˜ν is uniformly bounded in S
2
1(H
n). This proves (ii). 
It follows from Proposition B.6(ii) that, by passing to subsequence if necessary,
V˜ν converges to V˜ weakly in S
2
1(B) as ν → ∞ on each ball B of Hn. Since the
Folland-Stein embedding S21(B) →֒ Ls(B) is compact for 1 < s < 2 +
2
n
on each
ball B of Hn, V˜ν converges to V˜ in L
s(B) for 1 < s < 2 +
2
n
. On the other hand,
it follows from Proposition B.6(i) that V˜ satisfies
(B.39) (2 +
2
n
)∆θHn V˜ = r∞|V˜ |
2
n V˜ in Hn.
Lemma B.7. (i) For every ball B in Hn, there holdsˆ
B
∣∣∣LθHn (V˜ν − V˜ )− r∞|V˜ν − V˜ | 2n (V˜ν − V˜ )∣∣∣ 2n+2n+2 dVθHn → 0 as ν →∞.
(ii) There exists a constant C such thatˆ
Hn
(
|∇θHn (V˜ν − V˜ )|2θHn + |V˜ν − V˜ |2+
2
n
)
dVθHn ≤ C for all ν.
Proof. By the same proof of Proposition B.2, we have
V˜
1+ 2
n
ν − V˜ 1+ 2n − |V˜ν − V˜ | 2n (V˜ν − V˜ )→ 0 in L
2n+2
n+2 (B) as ν →∞.
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This together with (B.39) and Proposition B.6(i) implies that
ˆ
B
∣∣∣LθHn (V˜ν − V˜ )− r∞|V˜ν − V˜ | 2n (V˜ν − V˜ )∣∣∣ 2n+2n+2 dVθHn
≤ C
ˆ
B
∣∣∣LθHn V˜ν − r∞|V˜ν | 2n V˜ν∣∣∣ 2n+2n+2 dVθHn
+ C r∞
ˆ
B
∣∣∣V˜ 1+ 2nν − V˜ 1+ 2n − |V˜ν − V˜ | 2n (V˜ν − V˜ )∣∣∣ 2n+2n+2 dVθHn → 0
as ν → ∞. This proves (i). On the other hand, (ii) follows from (B.39) and
Proposition B.6(ii). This proves the assertion. 
Lemma B.8. For every ball B in Hn, V˜ν converges to V˜ strongly in S
2
1(B) as
ν →∞.
Proof. By contradiction, we assume that V˜ν does not converge to V˜ strongly in
S21(B) as ν → ∞ for some B in Hn. Therefore, it follows from Lemma B.7 that
the sequence {V˜ν − V˜ } satisfied the same properties of the sequence {vν}. In
particular, it follows from Lemma B.4 that there exists a sequence
(
x˜ν , ρ˜ν) with
x˜ν ∈ Bρ1,ν (x∗1,ν) and ρ˜ν → 0 as ν →∞ such that
(B.40)
(2 +
2
n
)
ˆ
exp−1
x∗
1,ν
(
Bρ˜ν (x˜ν)
) |∇θHn (V˜ν − V˜ )|2θHndVθHn ≥ 1 + a02 r−n∞ Y (B, θHn)n+1
for ν sufficiently large. It follows from Lemma B.7 that
(B.41)
ˆ
exp−1
x∗
1,ν
(
Bρ˜ν (x˜ν)
)〈∇θHn V˜ ,∇θHn (V˜ν − V˜ )〉θHn dVθHn → 0
as ν →∞. Combining (B.40) and (B.41), we get
(2 +
2
n
)
ˆ
exp−1
x∗
1,ν
(
Bρ˜ν (x˜ν)
) |∇θHn V˜ν |2θHndVθHn
= (2 +
2
n
)
ˆ
exp−1
x∗1,ν
(
Bρ˜ν (x˜ν)
) |∇θHn (V˜ν − V˜ )|2θHndVθHn
+ (2 +
2
n
)
ˆ
exp−1
x∗1,ν
(
Bρ˜ν (x˜ν)
) |∇θHn V˜ |2θHndVθHn
− 2(2 + 2
n
)
ˆ
exp−1
x∗
1,ν
(
Bρ˜ν (x˜ν)
)〈∇θHn V˜ ,∇θHn (V˜ν − V˜ )〉θHndVθHn
≥ 1 + a0
2
r−n∞ Y (B, θHn)
n+1 + o(1)
≥ a0r−n∞ Y (M, θ0)n+1
(B.42)
for ν sufficiently large, where the last inequality follows from
Y (B, θHn) = Y (H
n, θHn) = Y (S
2n+1, θS2n+1) ≥ Y (M, θ0).
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Since V˜ν has support in {(t2 + |z|4) 14 < ρ̂ρ1,ν }, it follows from (B.42) that there
exists ˜˜xν ∈ Bρ1,ν (x∗1,ν) such thatˆ
Bρ˜νρ1,ν (
˜˜xν)
(
(2 +
2
n
)|∇θ0vν |2θ0 +Rθ0v2ν
)
dVθ0 ≥ a0r−n∞ Y (M, θ0)n+1
for ν sufficiently large. This implies that
ρν(˜˜xν) ≤ ρ˜νρ1,ν < ρ1,ν ,
where we have used the fact that ρ˜ν → 0 as ν →∞. But this contradicts to (B.32).
This proves Lemma B.8. 
Since V˜ satisfies (B.39), it follows from the result of Jerison and Lee in [26] that
there exists (z0, t0) ∈ Hn and γ1 > 0 such that
V˜ (z, t) =W ◦ T(z0,t0)(z, t),
where
W (z, t) =
(
n(2n+ 2)
r∞
)n
2
(
γ21
γ41t
2 + (γ21 |z|2 + 1)2
)n
2
and
T(z0,t0)(z, t) = (z + z0, t+ t0 + 2Im(z · z0)) for (z, t) ∈ Hn
is the translation in Hn. By the optimality of (x∗1,ν , ρ1,ν), we can conclude that
(z0, t0) = (0, 0); for if (z0, t0) 6= (0, 0), we can find (x˜∗1,ν , ρ˜1,ν) with ρ˜1,ν < ρ1,ν such
that ˆ
Bρ˜1,ν (x˜
∗
1,ν)
(
(2 +
2
n
)|∇θ0vν |2θ0 +Rθ0v2ν
)
dVθ0 ≥ a0r−n∞ Y (M, θ0)n+1.
Therefore, we have
(B.43) V˜ (z, t) =
(
n(2n+ 2)
r∞
)n
2
(
γ21
γ41t
2 + (γ21 |z|2 + 1)2
)n
2
.
We remark that it was claimed in [19] that γ1 = 1 (see the last line in P.146 in
[19]), which does not seem to be true. In fact, we will show that γ1 ≥ C1. Here C1
is a positive constant depending only on a0, r∞, and M . We need the following:
Proposition B.9. For any x ∈M and for any r > 0, there holdsˆ
Br(x)
vν∆θ0vνdVθ0 =
ˆ
Br(x)
|∇θ0vν |2θ0dVθ0 + o(1).
Proof. We consider the following sequence of cut-off functions:
(B.44) χν(y) =
{
1, if d(x, y) ≤ r;
0, if d(x, y) ≥ r + rν ,
such that
(B.45) 0 ≤ χν ≤ 1, |∇θ0χν |θ0 ≤
C
rν
and |∆θ0χν | ≤
C
r2ν
,
where rν will be chosen later. Since the function χνvν has support in Br+2rν (x), it
follows from integration by parts thatˆ
Br+2rν (x)
χνvν∆θ0(χνvν)dVθ0 =
ˆ
Br+2rν (x)
|∇θ0(χνvν)|2θ0dVθ0 .(B.46)
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We are going to expand the left and right hand side of (B.46). By (B.44), the
left hand side of (B.46) can be written asˆ
Br+2rν (x)
χνvν∆θ0(χνvν)dVθ0
=
ˆ
Br(x)
vν∆θ0vνdVθ0 +
ˆ
Br+2rν (x)−Br(x)
χ2νvν∆θ0vνdVθ0
+
ˆ
Br+2rν (x)−Br(x)
χνv
2
ν∆θ0χνdVθ0 + 2
ˆ
Br+2rν (x)−Br(x)
χνvν〈∇θ0χν ,∇θ0vν〉θ0dVθ0
:=
ˆ
Br(x)
vν∆θ0vνdVθ0 + I + II + III.
By (B.44) and (B.45), we have
|II| ≤
ˆ
Br+2rν (x)−Br(x)
∣∣χνv2ν∆θ0χν ∣∣ dVθ0 ≤ Cr2ν
ˆ
M
v2νdVθ0 .
Since vν converges to 0 in L
2(M) as ν →∞, if we choose
(B.47) rν =
(ˆ
M
v2νdVθ0
) 1
4
→ 0 as ν →∞,
then |II| → 0 as ν →∞. Since vν converges to 0 in L2(M) as ν →∞, we have
(B.48)
ˆ
M
∣∣Rθ0v2ν ∣∣ dVθ0 → 0 as ν →∞.
Since rν → 0 as ν → ∞ by (B.47) and vν is uniformly bounded in S21(M) →֒
L2+
2
n (M), we have
(B.49)
ˆ
Br+2rν (x)−Br(x)
|vν |2+ 2n dVθ0 → 0 as ν →∞.
Therefore, we have∣∣∣∣(2 + 2n)I
∣∣∣∣ ≤
(ˆ
Br+2rν (x)−Br(x)
v
2+ 2
n
ν dVθ0
) n
2n+2 (ˆ
M
∣∣∣Lθ0vν − r∞|vν | 2n vν∣∣∣ 2n+2n+2 dVθ0)
n+2
2n+2
+
ˆ
M
∣∣Rθ0v2ν∣∣ dVθ0 + r∞ ˆ
Br+2rν (x)−Br(x)
|vν |2+ 2n dVθ0
= o(1),
where we have used (B.9), (B.48) and (B.49) in the last equality. By (B.47),
Cauchy-Schwarz inequality and the fact that vν is bounded in S
2
1(M), we have
|III| ≤ 2
ˆ
Br+2rν (x)−Br(x)
|χνvν〈∇θ0χν ,∇θ0vν〉θ0 | dVθ0
≤ C
rν
(ˆ
M
v2νdVθ0
) 1
2
(ˆ
M
|∇θ0vν |2θ0dVθ0
) 1
2
→ 0 as ν →∞.
(B.50)
Combining all these, we can see that the left hand side of (B.46) is equal to
(B.51)
ˆ
Br+2rν (x)
χνvν∆θ0(χνvν)dVθ0 =
ˆ
Br(x)
vν∆θ0vνdVθ0 + o(1).
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On the other hand, the right hand side of (B.46) can be written asˆ
Br+2rν (x)
|∇θ0(χνvν)|2θ0dVθ0
=
ˆ
Br(x)
|∇θ0vν |2θ0dVθ0 +
ˆ
Br+2rν (x)−Br(x)
χ2ν |∇θ0vν |2θ0dVθ0
+
ˆ
Br+2rν (x)−Br(x)
v2ν |∇θ0χν |2θ0dVθ0 +
ˆ
Br+2rν (x)−Br(x)
χνvν〈∇θ0χν ,∇θ0vν〉θ0dVθ0
:=
ˆ
Br(x)
|∇θ0vν |2θ0dVθ0 + I ′ + II ′ + III ′.
Since rν → 0 as ν →∞ by (B.47) and vν is uniformly bounded in S21(M), we have
|I ′| ≤
ˆ
Br+2rν (x)−Br(x)
|∇θ0vν |2θ0dVθ0 → 0 as ν →∞.
By (B.45) and (B.47), we have
|II ′| =
ˆ
Br+2rν (x)−Br(x)
χ2ν |∇θ0vν |2θ0dVθ0 ≤
C
r2ν
ˆ
M
v2νdVθ0 → 0 as ν →∞.
Since III = III ′, it follows from (B.50) that |III ′| → 0 as ν →∞. Combining all
these, we can see that the right hand side of (B.46) is equal to
(B.52)
ˆ
Br+2rν (x)
|∇θ0(χνvν)|2θ0dVθ0 =
ˆ
Br(x)
|∇θ0vν |2θ0dVθ0 + o(1).
The assertion follows from combining (B.46), (B.51) and (B.52). 
Proposition B.10. There exists a positive constant C1 depending only on a0, r∞
and M such that
γ1 ≥ C1.
Proof. Since ρ1,ν → 0 as ν →∞ by Lemma B.5, we can find N such that
(B.53) C0 ≤ ρ̂
2ρ1,ν
whenever ν ≥ N,
where C0 is the uniform constant given in (A.8). Note thatˆ
{(t2+|z|4) 14<C0}
|V˜ν(z, t)|2+ 2n dVθHn
=
ˆ
{(t2+|z|4) 14 <C0}
∣∣∣(ρ1,ν)n v˜ν(ρ1,νz, (ρ1,ν)2t)∣∣∣2+ 2n dVθHn
=
ˆ
{ρx∗
1,ν
(y)<C0ρ1,ν}
|v˜ν(y)|2+ 2n dVθ̂x∗1,ν + o(1)
≥
ˆ
{d(x∗1,ν ,y)<ρ1,ν}
|vν(y)|2+ 2n dVθ0 + o(1),
(B.54)
where the first equality follows from (B.53) and the definition of V˜ν in (B.38),
and the second equality follows from (A.1) and the change of variables (z˜, t˜) =
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ρ1,νz, (ρ1,ν)
2t
)
, and the last inequality follows from (A.8) and the definition of v˜ν .
For sufficiently large ν, we have
r∞
ˆ
Bρ1,ν (x
∗
1,ν)
|vν |2+ 2n dVθ0
≥
ˆ
Bρ1,ν (x
∗
1,ν)
vνLθ0vνdVθ0
−
(ˆ
M
∣∣∣Lθ0vν − r∞|vν | 2n vν ∣∣∣ 2n+2n+2 dVθ0) n+22n+2 (ˆ
M
|vν |2+ 2n dVθ0
) n
2n+2
=
ˆ
Bρ1,ν (x
∗
1,ν)
(
(2 +
2
n
)|∇θ0vν |2θ0 +Rθ0v
2+ 2
n
ν
)
dVθ0 + o(1)
≥ a0r−n∞ Y (M, θ0)n+1 + o(1),
(B.55)
where the first inequality follows from Ho¨lder’s inequality, the last equality follows
from Proposition B.9, (B.9) and the fact that vν is bounded in L
2+ 2
n (M), and the
last inequality follows from the definition of (x∗1,ν , ρ1,ν) in (B.33).
Combining (B.54) and (B.55), we obtainˆ
{(t2+|z|4) 14<C0}
|V˜ν(z, t)|2+ 2n dVθHn ≥ a0r−n∞ Y (M, θ0)n+1 + o(1).
Combining this with Lemma B.8, we get
(B.56)
ˆ
{(t2+|z|4) 14<C0}
V˜ (z, t)2+
2
n dVθHn ≥ a0r−n∞ Y (M, θ0)n+1 + o(1).
We computeˆ
{(t2+|z|4) 14<C0}
V˜ (z, t)2+
2
n dVθHn
=
(
n(2n+ 2)
r∞
)n+1 ˆ
{(t2+|z|4) 14<C0}
(
γ21
γ41t
2 + (γ21 |z|2 + 1)2
)n+1
dVθHn
=
(
n(2n+ 2)
r∞
)n+1 ˆ
{(t˜2+|z˜|4) 14<γ1C0}
(
1
t˜2 + (|z˜|2 + 1)2
)n+1
dVθHn
(B.57)
where the first equality follows from (B.43) and the second equality follows from
change of variables (z˜, t˜) = (γ1z, γ
2
1t). Note that the last term in (B.57) tends to
zero as γ1 → 0+. Hence, combining (B.56) and (B.57), we can conclude that γ1 is
bounded below by a positive constant C1 depending only on a0, r∞, and M . This
proves the assertion. 
For any (x, λ) ∈M×(0,∞), we can find a unique solution ω̂(x, λ) of the following
equation:
(B.58) Lθ0ω̂(x, λ) = r∞ω
′(x, λ)1+
2
n in M,
where ω′(x, λ) is defined as
ω′(x, λ)(y) =
{
χδ(ρx(y))ϕx(y)ω(x, λ)(y), for y ∈ B2δ(x);
0, otherwise.
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Here χδ is the cut-off function defined in (A.11), ϕx is the conformal factor such
that θ̂x = ϕ
2
n
x θ0 in a neighborhood B3δ(x) of x. Moreover, ω(x, λ)(y) is given by
(B.59) ω(x, λ)(y) =
(
n(2n+ 2)
r∞
)n
2
(
λ2
λ4t2 + (λ2|z|2 + 1)2
)n
2
,
where (z, t) is CR normal coordinates of y centered at x. It follows from the
definition of ω̂(x, λ) that
(B.60) ω̂(x, λ)(y) = ω′(x, λ)(y) = 0 for y ∈M −B2δ(x).
When n = 1, there holds (see Proposition 1 in [18])
(B.61) |ω̂(x, λ)(y)−ω′(x, λ)(y)| ≤ Cλ−1(1+ | log(λ−2+ ρx(y)2)|) for y ∈ B2δ(x)
and (see (3.6) in [18])
(B.62)
∣∣Lθ0(ω̂(x, λ)(y) − ω′(x, λ)(y))∣∣ ≤ inf {1, Cρx(y)2 + λ−2
}
for y ∈ B2δ(x).
It follows from (B.60)-(B.62) that
(B.63) ‖ω̂(x, λ) − ω′(x, λ)‖S21 (M) → 0 as λ→∞.
Similarly, when M is spherical, it follows from Lemma 3 and Lemma 4 in [19] that
(B.64) |ω̂(x, λ)(y) − ω′(x, λ)(y)| ≤ C
λn
for y ∈ B2δ(x)
and
(B.65) ‖ω̂(x, λ) − ω′(x, λ)‖S21(M) = O(
1
λ
).
We have the following:
Proposition B.11. There holdsˆ
Bρ1,ν (x
∗
1,ν)
∣∣∣vν − ω′(x∗1,ν , γ1ρ1,ν )
∣∣∣2+ 2n dVθ0 → 0 as ν →∞.
Proof. By Lemma B.5, we can find N such that
C0ρ1,ν ≤ δ for ν ≥ N,
where C0 is the constant in (A.8). Therefore, for ν ≥ N , we haveˆ
Bρ1,ν (x
∗
1,ν)
∣∣∣vν − ω′(x∗1,ν , γ1ρ1,ν )
∣∣∣2+ 2n dVθ0
=
ˆ
Bρ1,ν (x
∗
1,ν)
∣∣∣v˜ν(x) − χδ(ρx∗1,ν (x))ω(x∗1,ν , γ1ρ1,ν )(x)
∣∣∣2+ 2n dVθ̂x∗1,ν
≤
ˆ
{(|z|4+t2) 14≤C0ρ1,ν}
∣∣∣v˜ν(z, t)− ω(x∗1,ν , γ1ρ1,ν )(z, t)
∣∣∣2+ 2n dVθHn
=
ˆ
{(|z|4+t2) 14≤C0}
∣∣∣V˜ν(z˜, t˜)− V˜ν(z˜, t˜)∣∣∣2+ 2n dVθHn ,
(B.66)
where the first inequality follows from (A.8), the first equality from the definition
of ω′(x∗1,ν ,
γ1
ρ1,ν
) in (B.58), and the last equality follows from (B.43), (B.59) and the
change of variables (z˜, t˜) = ( z
ρ1,ν
, t(ρ1,ν)2 ). Thanks to Lemma B.8, the last expression
in (B.66) tends to zero as ν →∞. This proves the assertion. 
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We can now extract from {vν} the first bubble and consider the following new
sequence of functions:
v1ν(x) = vν(x) − ω̂(x∗1,ν ,
γ1
ρ1,ν
)(x).
Lemma B.12. (i) The sequence {v1ν} satisfiesˆ
M
∣∣∣Lθ0v1ν − r∞|v1ν | 2n v1ν ∣∣∣ 2n+2n+2 dVθ0 → 0 as ν →∞
(ii) There exists a constant C such thatˆ
M
(|∇θ0v1ν |2θ0 + (v1ν)2) dVθ0 ≤ C for all ν.
Proof. We follow the proof of Lemma 14 in [19]. By Lemma B.5, we can choose N
such that ρ1,ν ≤ 2δ for ν ≥ N. For ν ≥ N , it follows from (B.60) thatˆ
M
∣∣∣Lθ0v1ν − r∞|v1ν | 2n v1ν∣∣∣ 2n+2n+2 dVθ0
≤ C
ˆ
M
∣∣∣Lθ0vν − r∞|vν | 2n vν∣∣∣ 2n+2n+2 dVθ0
+ C
ˆ
Bρ1,ν (x
∗
1,ν)
∣∣∣Lθ0 ω̂(x∗1,ν , γ1ρ1,ν )− r∞ω̂(x∗1,ν , γ1ρ1,ν )1+ 2n
∣∣∣ 2n+2n+2 dVθ0
+ C r∞
ˆ
Bρ1,ν (x
∗
1,ν)
∣∣∣∣|vν | 2n vν − ω̂(x∗1,ν , γ1ρ1,ν )1+ 2n
−
∣∣∣vν − ω̂(x∗1,ν , γ1ρ1,ν )
∣∣∣ 2n(vν − ω̂(x∗1,ν , γ1ρ1,ν )
)∣∣∣∣
2n+2
n+2
dVθ0 .
(B.67)
It follows from (B.60), (B.61), (B.64), Lemma B.5 and the definition of ω̂(x, λ) that
ˆ
M
∣∣∣Lθ0 ω̂(x∗1,ν , γ1ρ1,ν )− r∞ω̂(x∗1,ν , γ1ρ1,ν )1+ 2n
∣∣∣ 2n+2n+2 dVθ0
= r∞
ˆ
M
∣∣∣ω′(x∗1,ν , γ1ρ1,ν )1+ 2n − ω̂(x∗1,ν , γ1ρ1,ν )1+ 2n
∣∣∣ 2n+2n+2 dVθ0 = O(ρ1,ν) = o(1).
(B.68)
On the other hand,∣∣∣∣|vν | 2n vν − ω̂(x∗1,ν , γ1ρ1,ν )1+ 2n −
∣∣∣vν − ω̂(x∗1,ν , γ1ρ1,ν )
∣∣∣ 2n(vν − ω̂(x∗1,ν , γ1ρ1,ν )
)∣∣∣∣
≤
∣∣∣∣|vν | 2n vν − ω′(x∗1,ν , γ1ρ1,ν )1+ 2n −
∣∣∣vν − ω′(x∗1,ν , γ1ρ1,ν )
∣∣∣ 2n(vν − ω′(x∗1,ν , γ1ρ1,ν )
)∣∣∣∣
+
∣∣∣∣ω′(x∗1,ν , γ1ρ1,ν )1+ 2n − ω̂(x∗1,ν , γ1ρ1,ν )1+ 2n
∣∣∣∣+ ∣∣∣∣ω′(x∗1,ν , γ1ρ1,ν )− ω˜(x∗1,ν , γ1ρ1,ν )
∣∣∣∣1+ 2n
+
∣∣∣∣∣∣∣vν − ω′(x∗1,ν , γ1ρ1,ν )
∣∣∣ 2n(ω˜(x∗1,ν , γ1ρ1,ν )− ω′(x∗1,ν , γ1ρ1,ν )
)∣∣∣∣
+
∣∣∣∣∣∣∣ω˜(x∗1,ν , γ1ρ1,ν )− ω′(x∗1,ν , γ1ρ1,ν )
∣∣∣ 2n(vν − ω′(x∗1,ν , γ1ρ1,ν )
)∣∣∣∣
:= I + II + III + IV + V.
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It follows from the proof of (B.8) that
I = O
(
|vν | 2n
∣∣∣vν − ω′(x∗1,ν , γ1ρ1,ν )
∣∣∣+ ∣∣∣vν − ω′(x∗1,ν , γ1ρ1,ν )
∣∣∣ 2n |vν |) .
This together with Ho¨lder’s inequality implies that
ˆ
Bρ1,ν (x
∗
1,ν)
∣∣∣∣|vν | 2n vν − ω′(x∗1,ν , γ1ρ1,ν )1+ 2n −
∣∣∣vν − ω′(x∗1,ν , γ1ρ1,ν )
∣∣∣ 2n(vν − ω′(x∗1,ν , γ1ρ1,ν )
)∣∣∣∣
2n+2
n+2
dVθ0
≤ C
(ˆ
M
|vν |2+ 2n
) 2
n+2
(ˆ
Bρ1,ν (x
∗
1,ν)
∣∣∣vν − ω′(x∗1,ν , γ1ρ1,ν )
∣∣∣2+ 2n dVθ0
) n
n+2
+ C
(ˆ
Bρ1,ν (x
∗
1,ν)
∣∣∣vν − ω′(x∗1,ν , γ1ρ1,ν )
∣∣∣2+ 2n dVθ0
) 2
n+2 (ˆ
M
|vν |2+ 2n
) n
n+2
= o(1),
where the last equality follows from Proposition B.11 and the fact that vν is bounded
in L2+
2
n (M). Also, it follows from (B.60), (B.61) and (B.64) that
II ≤ C ρ1,ν
γ1
and III ≤ C ρ1,ν
γ1
.
It follows from (B.60), (B.61), (B.64) and Ho¨lder’s inequality that
IV ≤ C ρ1,ν
γ1
∣∣∣vν − ω′(x∗1,ν , γ1ε∗1,ν )
∣∣∣ 2n and V ≤ C(ε∗1,ν
γ1
) 2
n
∣∣∣vν − ω′(x∗1,ν , γ1ρ1,ν )
∣∣∣.
Combining all these with Lemma B.5, Proposition B.10 and Proposition B.11, we
can conclude thatˆ
Bρ1,ν (x
∗
1,ν)
∣∣∣∣|vν | 2n vν − ω̂(x∗1,ν , γ1ρ1,ν )1+ 2n
−
∣∣∣vν − ω̂(x∗1,ν , γ1ρ1,ν )
∣∣∣ 2n(vν − ω̂(x∗1,ν , γ1ρ1,ν )
)∣∣∣∣
2n+2
n+2
dVθ0 = o(1).
(B.69)
Now (i) follows from (B.9), (B.67), (B.68) and (B.69).
For (ii), note thatˆ
M
(
(2 +
2
n
)|∇θ0 ω̂(x, λ)|2θ0 +Rθ0 ω̂(x, λ)2
)
dVθ0
= r∞
ˆ
M
ω′(x, λ)1+
2
n ω̂(x, λ)dVθ0
= r∞
ˆ
M
ω′(x, λ)2+
2
n dVθ0 +O(
1
λ
)
ˆ
M
ω′(x, λ)1+
2
n dVθ0
≤ r∞
ˆ
M
ω′(x, λ)2+
2
n dVθ0 +O(
1
λ
)
(ˆ
M
ω′(x, λ)2+
2
n dVθ0
) n+2
2n+2
(B.70)
where the first equality follows from the definition of ω̂(x, λ), the second equality
follows from (B.60), (B.61) and (B.64), the last inequality follows from the Ho¨lder’s
inequality. Note also that it follows from the definition of ω′(x, λ) thatˆ
M
ω′(x, λ)2+
2
n dVθ0 ≤
ˆ
B2δ(x)
ω(x, λ)2+
2
n dVθ0 ≤
ˆ
M
ω(x, 1)2+
2
n dVθ0 ,(B.71)
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where the last inequality follows from the change of variables (z˜, t˜) = (λz, λ2t) in
the CR normal coordinates. We derive from (B.70) and (B.71) that there exists a
uniform constant C such that
(B.72)
ˆ
M
(
(2 +
2
n
)|∇θ0 ω̂(x, λ)|2θ0 +Rθ0 ω̂(x, λ)2
)
dVθ0 ≤ C
when λ is sufficiently large. By Cauchy-Schwarz inequality, we have
ˆ
M
(|∇θ0v1ν |2θ0 + (v1ν)2) dVθ0
≤ 2
ˆ
M
(|∇θ0vν |2θ0 + v2ν) dVθ0 + 2 ˆ
M
(
|∇θ0 ω̂(x∗1,ν ,
γ1
ρ1,ν
)|2θ0 + ω̂(x∗1,ν ,
γ1
ρ1,ν
)2
)
dVθ0 .
(B.73)
Now (ii) follows from combining (B.72), (B.73) and the assumption that {vν} is
uniformly bounded in S21(M). This proves Lemma B.12. 
Iterating the above procedure, either v1ν converges strongly to 0 in S
2
1(M) as
ν → ∞, or we can find a new sequence (x∗2,ν , ρ2,ν) and extract another bubble by
defining
v2ν(x) = v
1
ν(x)− ω̂(x∗2,ν ,
γ2
ρ2,ν
)(x)
and show that
ˆ
M
∣∣∣Lθ0v2ν − r∞|v2ν | 2n v2ν∣∣∣ 2n+2n+2 dVθ0 → 0 as ν →∞.
On the other hand, it can be shown that (see Lemma 15 and Lemma 16 in [19])
(B.74) ρ2,ν ≥ 1
2
ρ1,ν and
ρ2,ν
ρ1,ν
+
d(x∗1,ν , x
∗
2,ν)
2
ρ1,ν ρ2,ν
→∞
as ν → ∞. Here d is Carnot-Carathe´odory distance on M with respect to the
contact form θ0. This argument can be iterated as long as the new sequence {vlν}
does not coverage strongly to 0 in S21(M). And we claim that the iteration must
terminate in finite steps. To see this, note that
ˆ
M
(
(2 +
2
n
)|∇θ0vlν |2θ0 +Rθ0(vlν)2
)
dVθ0
=
ˆ
M
(
(2 +
2
n
)
∣∣∣∇θ0(vl−1ν − ω̂(x∗l,ν , γlρl,ν )
)∣∣∣2
θ0
+Rθ0
(
vl−1ν − ω̂(x∗l,ν ,
γl
ρl,ν
)
)2)
dVθ0
=
ˆ
M
(
(2 +
2
n
)|∇θ0vl−1ν |2θ0 +Rθ0(vl−1ν )2
)
dVθ0
+ r∞
ˆ
M
ω̂(x∗l,ν ,
γl
ρl,ν
)ω′(x∗l,ν ,
γl
ρl,ν
)1+
2
n dVθ0 + o(1),
66 PAK TUNG HO, WEIMIN SHENG, AND KUNBO WANG
where the first equality follows from the fact that vl−1ν converges to 0 weakly in
S21(M) as ν →∞, and the last equality follows from (B.58). We computeˆ
M
ω̂(x∗l,ν ,
γl
ρl,ν
)ω′(x∗l,ν ,
γl
ρl,ν
)1+
2
n dVθ0
≥
ˆ
Bδ(x∗l,ν)
(
ϕx∗
l,ν
(y)ω(x∗l,ν ,
γl
ρl,ν
)(y)
)2+ 2
n
dVθ0 + o(1)
≥
ˆ
{(|z|4+t2) 14≤ δ
C0
}
ω(x∗l,ν ,
γl
ρl,ν
)(z, t)2+
2
n dVθHn + o(1)
=
(
n(2n+ 2)
r∞
)n+1 ˆ
{(|z˜|4+t˜2) 14≤ δ
C0ρl,ν
}
(
γ2l
γ4l t˜
2 + (γ2l |z˜|2 + 1)2
)n+1
dVθHn + o(1)
=
(
n(2n+ 2)
r∞
)n+1 ˆ
{(|ẑ|4+t̂2) 14≤ γlδ
C0ρl,ν
}
(
1
t̂2 + (|ẑ|2 + 1)2
)n+1
dVθHn + o(1)
≥
(
n(2n+ 2)
r∞
)n+1 ˆ
{(|ẑ|4+t̂2) 14≤C1δ
C0
}
(
1
t̂2 + (|ẑ|2 + 1)2
)n+1
dVθHn + o(1),
where the first inequality follows from (B.60), (B.61), (B.64) and the definition of
ω′(x∗l,ν ,
γl
ρl,ν
), the second inequality follows from (A.1) and (A.8), the first equality
follows from the change of variables (z˜, t˜) = ( z
ρl,ν
, t(ρl,ν)2 ), the second equality follows
from the change of variables (ẑ, t̂) = (γlz˜, γ
2
l t˜), and the last inequality follows from
Proposition B.10 and Lemma B.5. Hence, if we let
C2 = r∞
(
n(2n+ 2)
r∞
)n+1 ˆ
{(|ẑ|4+t̂2) 14≤C1δ
C0
}
(
1
t̂2 + (|ẑ|2 + 1)2
)n+1
dVθHn ,
then it follows from the above computation that
ˆ
M
(
(2 +
2
n
)|∇θ0vlν |2θ0 +Rθ0(vlν)2
)
dVθ0
≥
ˆ
M
(
(2 +
2
n
)|∇θ0vl−1ν |2θ0 +Rθ0(vl−1ν )2
)
dVθ0 + C2 + o(1).
That is to say, the quantity
ˆ
M
(
(2 +
2
n
)|∇θ0vl−1ν |2θ0 +Rθ0(vl−1ν )2
)
dVθ0 at the l-th
step decreases by at least C2 after extraction of a bubble. Therefore, the iteration
must stop after finite steps.
Therefore, there exists an integerm and a sequence ofm-tuples (x∗k,ν , ε
∗
k,ν)1≤k≤m
where ε∗k,ν =
ρk,ν
γk
such that
ε∗k,ν → 0 as ν →∞ for all 1 ≤ k ≤ m,
by Lemma B.5 and PropositionB.10. Also, we have
(B.75)
∥∥∥vν − m∑
k=1
ω̂(x∗k,ν ,
1
ε∗k,ν
)
∥∥∥
S21(M)
→ 0 as ν →∞
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Now (5.4) follows from (B.74) and Proposition B.10. On the other hand, we have∥∥∥uν − u∞ − m∑
k=1
u(x∗
k,ν
,ε∗
k,ν
)
∥∥∥
S21(M)
=
∥∥∥∥∥vν −
m∑
k=1
ω̂(x∗k,ν ,
1
ε∗k,ν
)−
m∑
k=1
(
ω′(x∗k,ν ,
1
ε∗k,ν
)− ω̂(x∗k,ν ,
1
ε∗k,ν
)
)
−
m∑
k=1
ϕx∗
k,ν
(y)
(
n(2n+ 2)
r∞
)n
2
(ε∗k,ν)
n
(
1− χδ(ρx∗
k,ν
(y))
)
Gx∗
k,ν
(y)
∥∥∥∥∥
S21(M)
= o(1)
where the first equality follows from (A.10) and (A.11), and the last equality follows
from (B.59), (B.63), (B.65), (B.75), Lemma B.5 and the fact that the Green’s
function Gx∗
k,ν
(y) is bounded in S21(K) for any compact set K ⊂ M − {x∗k,ν} (see
(A.6) and (A.7)). This proves (5.5) and this completes the proof of Theorem 5.1.
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