Introduction
============

Digital Holography (DH) is a powerful imaging technique to record and display the 3D information content of an object^[@bib1],\ [@bib2]^. DH has led to the development of a huge set of applications in many fields, including quantitative label-free microscopy of transparent samples in biology and medicine^[@bib3],\ [@bib4],\ [@bib5]^, on-chip holographic microscopy for point-of-care diagnostics^[@bib6],\ [@bib7],\ [@bib8]^, holographic displays for entertainment^[@bib9],\ [@bib10],\ [@bib11],\ [@bib12]^, non-destructive testing for industrial applications^[@bib13]^, cryptography^[@bib14]^ and homeland security^[@bib15],\ [@bib16]^. Recently, DH has taken a huge step toward recording and displaying large-size real-world objects employing far-infrared illumination^[@bib15]^ (IRDH). However, due to the coherent nature of the laser sources, digital holograms are corrupted by a mixture of coherent speckle and incoherent additive noise, which can severely degrade the reconstruction quality and/or the optical display. Moreover, such mixtures are hard to model statistically^[@bib17]^.

Currently, the most intuitive way to address this problem is to reduce the light coherence by engineering the laser source^[@bib18]^ or by recording and incoherently combining multiple holograms after providing some type of noise decorrelation between the captured data (Multi-Look DH (MLDH) techniques)^[@bib19],\ [@bib20],\ [@bib21],\ [@bib22],\ [@bib23],\ [@bib24],\ [@bib25],\ [@bib26],\ [@bib27]^. Speckle decorrelation can be provided, e.g., by wavelength^[@bib26]^, polarization^[@bib25]^, illumination angle diversity^[@bib27]^, or by adopting a moving rough diffuser^[@bib19],\ [@bib20]^ at the cost of set-up complexity. A hybrid approach that can simulate the moving diffuser action by random resampling masks has been demonstrated to be effective in reducing the additive noise^[@bib28]^. Moreover, a coherent encoding of multiple holograms, which preserves the coherence between the amplitude and phase information of the denoised complex reconstruction, has been achieved^[@bib29]^. Furthermore, the presence of turbid media made of inanimate or live microorganisms has been recently demonstrated to be effective in providing the desired decorrelation, therefore one could take advantage of turbidity to improve image quality^[@bib30],\ [@bib31],\ [@bib32],\ [@bib33]^. Despite the remarkable noise reduction that has been demonstrated, all these multi-look strategies depend on the decorrelation extent between the single-look holograms (SLDHs) of the recorded time sequence and the saturation that occurs after combining a certain number of observables, therefore adding more data does not help the process^[@bib22],\ [@bib25],\ [@bib28],\ [@bib30],\ [@bib31],\ [@bib32],\ [@bib33]^. In particular, assuming that a set of *L* totally uncorrelated holograms could be captured, the noise reduction trend would be bounded by the ideal curve . Furthermore, in normal conditions, a hologram correlation stands, and, in most of the cases, the ML improvement factor is far from the ideal boundary value.

Meanwhile, several methods have been proposed to lower the speckle artifacts in a single-shot process; these methods can be divided into two main classes. One class operates on the hologram (that is, coherent techniques) with the advantage of preserving the coherence between the amplitude and phase information; therefore, the denoised reconstruction still possesses the features of a complex field that can be propagated back and forth for optical display purposes^[@bib17]^. However, the coherent constraint limits the denoising performance. The second class works directly on the reconstruction in all the cases in which the optical display is not of interest (incoherent techniques). In this framework, speckle reduction can be performed working on a single hologram reconstruction^[@bib34],\ [@bib35]^, applying filtering-based methods aimed at decreasing the noise fluctuations and smoothing the flat homogeneous image segments while preserving the resolution and the image contrast of the edges. Of these methods, the Non Local Means (NLM) approach^[@bib36]^ and Bidimensional Empirical Mode Decomposition (BEMD)^[@bib37]^ are remarkable strategies that have been proposed in image-processing contexts and only recently in DH, and show very high denoising performance. NLM introduces the concept of grouping and averaging similar image fragments located at non-neighboring positions^[@bib36]^, whereas BEMD performs an automatic sub-band decimation stage guided by speckle index indicators^[@bib37]^.

Recently, 3D Block Matching filtering (BM3D) has demonstrated very powerful denoising capabilities by means of a collaborative filtering strategy aimed at finding a signal representation with enhanced sparsity to better separate the noise components from the useful signal^[@bib38]^. This filtering has also been successfully applied to wavefront reconstructions in phase-shifting interferometry^[@bib39]^. However, this method strictly relies on the preliminary grouping step, whose performance is in turn dependent on the signal-to-noise ratio (SNR). In other words, in the absence of prior information concerning the noise statistics (non-Bayesian approaches), a low SNR can lead to incorrect grouping and can severely affect the reconstruction quality. The same problem occurs when adopting the NLM approach, making these two techniques strongly SNR-dependent.

Here, we combine the concepts of multi-look, grouping and collaborative filtering to achieve quasi noise-free DH reconstructions as demonstrated by our remarkable results. The approach we propose is referred to as MLDH-BM3D and surpasses the limits of both MLDH and BM3D. We introduce the Enhanced Grouping (EG) algorithm, which is demonstrated here to impose better working conditions for the iterative processing blocks of the collaborative sparse 3D filtering and, in turn, to increase their performance by drastically reducing the probability of incorrect grouping^[@bib38]^. On the other hand, MLDH-BM3D solves the problem of the ML improvement saturation threshold^[@bib22],\ [@bib25],\ [@bib28],\ [@bib30],\ [@bib31],\ [@bib32],\ [@bib33]^ as it overcomes the theoretical improvement bound thanks to the Sparsity Enhancement Filtering (SEF) strategy. Therefore, MLDH and BM3D are demonstrated here to be complementary steps, mixing smart optical recording methods and numerical processing, and are necessary to each other to achieve near noise-free DH reconstructions. Experimental results are presented to validate the method in various hologram recording conditions, showing a significant qualitative and quantitative improvement in comparison to the most recent and well-assessed denoising techniques. First, MLDH-BM3D is applied to single-wavelength DH, where optical ML is viable by means of a moving diffuser^[@bib29]^. Then, single exposure cases are tackled, where numerical ML^[@bib28]^ is required. Next, MLDH-BM3D is applied to multi-wavelength DH^[@bib40],\ [@bib41],\ [@bib42]^, resulting in very efficient denoising of color hologram reconstructions. In our experiment, the noise level is reduced by up to 98% in the background regions and up to 92% in the signal regions, percentages significantly higher than the current state of the art in DH, providing hologram reconstructions whose quality is comparable, in terms of SNR^[@bib43]^, to the quality achievable with non-coherent techniques.

Materials and Methods
=====================

Working principle of MLDH-BM3D
------------------------------

The MLDH-BM3D algorithm consists of two main processing steps, EG and SEF, as sketched in the block diagram of [Figure 1](#fig1){ref-type="fig"}. The basic idea is to inspect the input image looking for non-adjacent image fragments (blocks) sharing a certain extent of similarity to a given reference block. EG involves a proper reconstruction of the hologram using a MLDH algorithm, followed by stacking the blocks grouped according to a certain similarity rule and providing as output the noisy groups. SEF processes together all the blocks belonging to each group following the collaborative filter paradigm^[@bib38],\ [@bib44]^. That is, each block cooperates to filter the entire group and denoising is performed on the stack represented in a proper 3D-transform domain taking advantage of its very sparse representation. The output of SEF is a set of near noise-free groups contributing to form the denoised hologram reconstruction, yielded after applying inverse stacking. A discussion of the role of EG and SEF is provided in the following subsections.

Enhanced grouping
-----------------

Let {*H*~1~,...,*H*~*L*~} be the sequence of *L* holograms recorded in the acquisition plane while providing some type of noise diversity, e.g., introducing a moving diffuser in a classical DH setup in the reflection configuration. After performing the numerical propagation *P*~*T*~{...} of each hologram at the best focus distance *z*, we can define the Single-Look (SL) and Multi-Look (ML) reconstructions in the focus plane as:

To evaluate the quality of such reconstructions, we introduce the percentage noise contrast, *N*~*C*~, defined as

where *μ*~SL~, *σ*~SL~, *μ*~ML~ and *σ*~ML~ are the average values and the standard deviations of the gray level distribution in the case of SL and ML, respectively. These quantities are evaluated over homogeneous image segments, and , i.e., where the spatial distribution of the useful signal is expected to be flat and any fluctuation is attributed to noise. Therefore, a reduction in the percentage of noise contrast is expected as a result of the improvement in the image quality. In [Equation (2)](#equ2){ref-type="disp-formula"}, the dependency of the noise contrast on the number of looks, *L*, is highlighted for the sake of clarity. The estimator defined in [Equation (2)](#equ2){ref-type="disp-formula"}, is sometimes referred to as the normalized dispersion index and is widely used to quantify the performance of noise reduction methods based on the encoding of multiple holograms^[@bib28],\ [@bib29],\ [@bib30],\ [@bib32]^. By assuming uncorrelated recordings, it follows that

where VAR\[...\] indicates the variance operator. Note that by substituting [Equation (4)](#equ4){ref-type="disp-formula"} into [Equation (2)](#equ2){ref-type="disp-formula"} and assuming *μ*~ML~=*μ*~SL~ (e.g., see Refs. [@bib15], [@bib20], [@bib22], [@bib28], [@bib29]), we can evaluate the lower bound^[@bib15],\ [@bib22],\ [@bib25],\ [@bib28],\ [@bib30],\ [@bib31],\ [@bib32],\ [@bib33]^ of *N*~*C*~(*L*) achievable by the multiple uncorrelated holograms averaging method (MLDH), which equals . In other words, acquiring and incoherently combining a set of holograms with some extent of noise uncorrelation between them results in a saturation of the improvement.

Whenever a set of nearly uncorrelated holograms is not available, this process can be synthesized by starting from one single acquisition and introducing random resampling masks in the reconstruction formula, as in Refs. [@bib28], [@bib29]. Therefore, noise diversity can be simulated and the ML observable is

where ⊙ denotes the element-wise product^[@bib28]^ and *M*~*i*~ indicates the *i*-th binary mask used to provide a random resampling of the hologram *H*. The distribution of zeros and ones in each mask is chosen according to the Fair Constrained Masking (FCM) criterion, which is described in detail in Ref. [@bib28]. After reaching the number of holograms *L*~sat~ corresponding to the noise contrast saturation value (which depends on the correlation coefficient between the recordings and is bound by the ideal curve), adding more data does not provide a significant improvement^[@bib15],\ [@bib22],\ [@bib25],\ [@bib28],\ [@bib30],\ [@bib31],\ [@bib32],\ [@bib33]^. Hence, a different method must be adopted to suppress the speckle noise in DH. Grouping is a recently proposed technique aimed at building stacks, i.e. the groups, made of image blocks similar to a given reference. Once the groups are formed, the blocks of each group are processed together using a sparsity enhancement filtering technique^[@bib38],\ [@bib44]^. This approach has been demonstrated to be effective; however, its performance is severely dependent on the SNR of the input observables, as will be illustrated.

Therefore, given a certain reference block *B*~*R*~ of *M* × *M* pixels, a block *B*~*k*~ belongs to the group G~R~ if it satisfies the following:

where denotes the L~2~-norm and *d*~*T*~ is a threshold distance. In principle, if the observables were uncorrupted by noise, the distance of each block to the reference would be a deterministic value however, the distance of each block is instead a random variable in the non-ideal case of noisy observables. In the work by Dabov *et al.*^[@bib38]^, by considering an additive zero-mean Gaussian noise, was modeled as a chi-squared random variable. If we apply the grouping step to a SL noisy hologram reconstruction following the criterion described in [Equation (6)](#equ6){ref-type="disp-formula"}, we can evaluate the statistics of the chi-squared model, described in Ref. [@bib38]:

where *E*\[...\] denotes the expectation operator. Note that the variance of the distance estimator is proportional to the 4th power of the noise standard deviation. From [Equation (7)](#equ7){ref-type="disp-formula"}, the critical effect on the grouping performance of a low SNR reconstruction is apparent even in the simple case of additive noise, leading to incorrect grouping. In Ref. [@bib38], the authors proposed coping with the incorrect grouping problem by introducing a coarse pre-filtering of the noisy observables and foreseeing the presence of two consecutive 3D filtering steps. However, in DH reconstructions, the additive model does not stand and a mixture of correlated speckle and additive noise corrupts the observables, therefore the grouping performance is expected to dramatically worsen even when adopting the coarse filtering strategy, as will be shown in the following section. Enhanced grouping is a hybrid approach combining the concepts of grouping and ML to tackle the incorrect grouping problem in DH in all cases where a set of enough uncorrelated holograms is available (see the upper processing branch in the block scheme of [Figure 1](#fig1){ref-type="fig"}) or this can be effectively simulated by randomly masking^[@bib28],\ [@bib29]^ one acquisition (as shown in the lower branch of [Figure 1](#fig1){ref-type="fig"}). If the input observables are MLDH reconstructions, it follows that

That is, the probability of incorrect grouping reduces by a factor equal to the square power of the number of holograms. Therefore, the following sparsity enhancement filtering can be applied once, reducing the speckle noise fluctuations while preserving the object features.

Sparsity enhancement filtering
------------------------------

SEF is a procedure that takes advantage of the previous grouping step and processes all the blocks of each group together to improve the filtering performance. If we denote a group consisting of *K* blocks as *G*=\[*B*~1~,...,*B*~*K*~\], a strong correlation exists between neighbor pixels of each block and between homologous pixels. Homologous pixels are all the pixels belonging to different blocks of the group and located in the same position inside the block. Therefore, a sparsity promoting transform can provide a proper representation of the group using a few significant components, allowing for better discrimination between the useful signal coefficients and the ones related to only noise. In particular, the SEF strategy consists of three main steps to be applied to each group as described in Ref. [@bib38] and listed as follows: 3D transform of the group, resulting in a sparse representation of *G* by a number of transform coefficients, *ψ=γ+η*, given by the sum of the number of noise components, *η*, and the number of components representing the useful signal, *γ*.Selection of the most representative signal components, *ψ′≅ γ*, by sparse coefficient thresholding.3D inverse transform of the filtered sparse representation of *G*.

Therefore, for each group *G*, SEF provides its filtered version, *G*~F~:

where *Ψ*~3D~{...} and *S*~CT~{...} are the 3D transform and the sparse coefficient thresholding operators, respectively, and *B*~*i*F~ (*i*=1,...,*K*) denotes the filtered version of the block *B*~*i*~. Contrary to the NLM approach^[@bib36],\ [@bib45]^, a block *B*~*i*~ is allowed to belong to several groups, therefore the group dimensions are not fixed and many estimates can be obtained of the same block. The final filtered MLDH-BM3D reconstruction, referred to here as *C*~ML−F~, is obtained by inverse stacking, *I*~S~\[...\], which involves collecting all the filtered groups, element-wise averaging the overlapping blocks and tiding up each block to the right position of the image:

where *N*~*B*~ is the total number of blocks. In contrast to Ref. [@bib38], because of the enhanced grouping approach, SEF needs to be performed only once to provide a reliable estimate of the useful signal because the input observables are less noisy and the probability of incorrect grouping is drastically reduced.

Experimental set-up
-------------------

The set-up adopted in our experiment is shown in [Figure 2](#fig2){ref-type="fig"}. The digital holograms are recorded in a lens-less configuration and two lasers with different wavelengths, *λ*, are used. The optical configuration is arranged to combine the two lasers (a He--Ne laser emitting at *λ*=632.8 nm and a DPSS laser emitting at *λ*=532 nm) along the same optical paths for both the reference and the object beams. The reflecting prism (RP) is placed only in the path of the red laser beam (having a shorter coherence length of approximately 30 cm with respect to the green laser, whose coherence is 80 m), permitting the matching of the optical path of the two interfering beams inside the optical coherence length of the red laser. The light scattered by the rotating diffuser (D) is used to illuminate the object (O), and a rotator (R) is used to record the object at different angles. Employing a moving diffuser has been demonstrated to provide sufficient temporal diversity between multiple speckle patterns for a MLDH strategy to benefit from its use^[@bib19],\ [@bib20]^. When a diffuser is not available, its action needs to be properly simulated as discussed in the following section^[@bib28],\ [@bib29]^.

The beam that is reflected by the beam splitter (BS) impinges on the camera sensor through a couple of mirrors (M) and acts as a reference-beam. The digital holograms were acquired using a Charge Coupled Device (CCD) camera, with a resolution of 1280 × 1024 square pixels (with 6.7 μm pixel pitch) and an 8-bit camera depth at a distance of 85 cm from the object. The imaged field of view is approximately a 6° solid angle. To test the proposed method, we conducted four types of experiments: multiple recordings with a single-wavelength (*λ*=532 nm) and activated *D* (*R* disabled); a single recording with a single wavelength (*λ*=532 nm) where *D* and *R* were disabled; multiple recordings with a single-wavelength (*λ*=532 nm) and activated *R* (*D* disabled) and a single recording with dual-wavelengths where *D* and *R* were disabled. The photographs in the inset of [Figure 2](#fig2){ref-type="fig"} show two of the objects recorded, specifically an astronaut puppet 45 mm in height and 35 mm in width and a matryoshka doll 40 mm in height and 22 mm in width. Other puppets used in the reported experiments have similar sizes.

Results and Discussion
======================

Experimental validation of the optical ML
-----------------------------------------

The goal of the first experiment was to demonstrate that the joint action of MLDH, grouping and collaborative sparsity enhancement filtering is capable of suppressing the mixture of speckle and additive noise in DH.

Moreover, our goal was to demonstrate that each processing block is necessary to the others and that the cascade allows the process to result in a quasi-noise free DH reconstruction. The interferometer was first adopted to acquire a set of *L*=100 holograms of an object (a small astronaut puppet), captured while rotating *D* to provide speckle diversity. Each hologram was reconstructed as in [Equation (1)](#equ1){ref-type="disp-formula"} and processed according to [Equations (9)](#equ9){ref-type="disp-formula"} and [(10)](#equ10){ref-type="disp-formula"}. [Figure 3a](#fig3){ref-type="fig"} shows the SLDH reconstruction of the object, which was severely corrupted by the noise inherent to the coherent recording process. Due to the high noise level, both NLM and BM3D filtering applied to the SLDH images are unsuccessful because the grouping procedure fails, as apparent from [Figure 3c and 3e](#fig3){ref-type="fig"}. As a consequence of the incorrect grouping, image fragments are processed together even though they should not belong to the same class, and the result is the presence of sudden spikes and patches that corrupt the NLM and BM3D reconstructions. Therefore, the object shape is not correctly recovered at all the points of the image. However, a ML strategy yields a significant gain, as evident from the image reported in [Figure 3b](#fig3){ref-type="fig"}, showing attenuated noise in both the background and the object areas. To quantify this ML gain, the percentage noise contrast, *N*~*C*~(*L*), defined in [Equation (2)](#equ2){ref-type="disp-formula"}, was measured over the homogeneous image segments, i.e., where a smooth gray level distribution is expected and any oscillation is considered noise^[@bib22],\ [@bib25],\ [@bib28],\ [@bib30],\ [@bib31],\ [@bib32],\ [@bib33]^. Therefore, a decrease in this estimator can be obtained when *L* increases as a result of the ML improvement, as shown by a blue solid line in [Figure 4a](#fig4){ref-type="fig"}. After combining the *L*=100 looks, the percentage noise contrast is lowered up to 18.3%, corresponding to a ML improvement of 81.7%. However, an improvement saturation is apparent from the plot in [Figure 4a](#fig4){ref-type="fig"}, therefore a similar result could be obtained with *L*=40 looks, saving both acquisition and computational time. In [Figure 4a](#fig4){ref-type="fig"}, the theoretical improvement bound is also reported (see the red line), i.e., the trend achievable by combining holograms with fully uncorrelated noise. Much effort has been spent to provide noise diversity in the recording setup to obtain noise contrast values approaching this bound^[@bib22],\ [@bib23],\ [@bib25]^. Conversely, the proposed algorithm is able to get rid of these noise fluctuations, achieving quasi-noise free DH reconstructions and overcoming for the first time the theoretical ML improvement bound. The results of the application of the cascade EG-SEF are reported in [Figure 3d and 3f](#fig3){ref-type="fig"}, where the images obtained by MLDH-NLM and MLDH-BM3D are shown, respectively. For a better comparison, enlarged details of the images in [Figure 3a, 3d and 3f](#fig3){ref-type="fig"} corresponding to the color boxes indicated in [Figure 3a](#fig3){ref-type="fig"}, are shown in [Figure 3g](#fig3){ref-type="fig"}, where an impressive improvement is clearly appreciable with respect to the SLDH. As a result of the noise suppression, a flat gray level distribution is achieved in the smooth areas while preserving the edges. Indeed, the processing result is not a smoothing but instead a remarkable enhancement of the finer details of the object that become resolvable in the processed MLDH-BM3D reconstruction (e.g., see the blue and red boxes in [Figure 3g](#fig3){ref-type="fig"}). In this sense, NLM is found to be effective in DH when combined with ML; however, the MLDH-NLM cascade provides sub-optimal results with respect to MLDH-BM3D. Via a direct comparison of the two methods, in terms of percentage noise contrast enhancement, we reveal an improvement up to 72% for MLDH-BM3D with respect to MLDH-NLM, as reported at the bottom of [Figure 3g](#fig3){ref-type="fig"}. We also evaluated the computational costs of the proposed technique by calculating the time-consumption of a generic MLDH-BM3D reconstruction. This process consists of L numerical reconstructions (i.e., the looks), their average operation to perform the MLDH step, and the BM3D algorithm execution, using square blocks of 8 × 8 pixels. For example, the MLDH-BM3D reconstruction in [Figure 3f](#fig3){ref-type="fig"} was obtained in 9.32 s (5.25 s for the L looks calculation, 0.85 s to compute the average value and 3.22 s for the BM3D algorithm) using a MATLAB script implemented on a Desktop PC with Intel(R) Core(TM) i7-2600 CPU @ 3.40 GHz and 32 GB of RAM.

Therefore, we chose BM3D to implement the last block of the scheme in [Figure 1](#fig1){ref-type="fig"} and we refer to MLDH-BM3D as the denoising method providing quasi-noise free DH reconstructions. In fact, the percentage noise contrast measured over the MLDH-BM3D image decreases up to 5.6% in the case of the test area of [Figure 4a](#fig4){ref-type="fig"} (this is denoted by a yellow box in the inset), corresponding to an improvement of 94.4% and a noise standard deviation of *σ*~MLDH−BM3D~=2 × 10^−4^ (see [Table 1](#tbl1){ref-type="table"}), i.e., 19 times better than the value obtainable from the SLDH reconstruction. To give an indication of the object's true shape, a photo of the astronaut puppet is shown in [Figure 4b](#fig4){ref-type="fig"}. To prove the capability of MLDH-BM3D to overcome the ML improvement bound, we repeated the percentage noise contrast measures over different homogeneous segments indicated by the numbered yellow boxes, finding convincing results that are reported in [Figure 4b](#fig4){ref-type="fig"} and [Table 1](#tbl1){ref-type="table"}. The MLDH-BM3D cascade enables a jump from the allowed to the prohibited ML improvement zone, reaching up to 98% enhancement, and a standard deviation lower than 10^−4^, enabling a yield of up to 28 times gain with respect to SLDH, values far beyond the current state of the art in DH (see columns A1-A5 in [Table 1](#tbl1){ref-type="table"}). Moreover, we measured *N*~*C*~ (*L*=100) over a signal region inside the object (the region corresponding to the astronaut leg, as shown in the inset of [Figure 4a](#fig4){ref-type="fig"}), and the measured improvement (see [Table 1](#tbl1){ref-type="table"}, column A6) shows the capability of the proposed strategy to suppress noise both in the background area and inside the object, i.e., where multiplicative speckle correlated to the useful signal dominates. Note that when the parameter *N*~*C*~ is calculated over a non-flat region, such as A6, a slightly lower improvement with respect the other regions A1-A5 is observed due to the presence of the object's details. In other words, because the useful signal in the area being tested does not have a perfectly flat spatial distribution (rather it shows a spatial variability due to the object's details), the standard deviation of the gray level distribution is not expected to approach the null value as a result of noise mitigation. It is clear that the sole evaluation of the percentage noise contrast, defined in [Equation (2)](#equ2){ref-type="disp-formula"}, is not sufficient to assess the level of improvement in such areas. In the following, we will add to our analysis a further improvement measure, directly showing the relative deviation of the gray level distribution in two signal regions of a color DH. Remarkably, the quality of the hologram reconstructions provided by MLDH-BM3D is comparable to that achievable using non-coherent techniques. In Ref. [@bib43], it was demonstrated that the noise level in the case of incoherent imaging is approximately one order of magnitude lower than the noise level obtained using a coherent source. We achieved this goal, as highlighted in the last row of [Table 1](#tbl1){ref-type="table"}, where the noise level for single wavelength MLDH-BM3D is at least 7.39 times better than the classical DH reconstructions.

Numerical ML: application to single-shot hologram recordings
------------------------------------------------------------

Whenever multiple holograms are available, the MLDH-BM3D approach has proved to be effective at the cost of recording complexity. However, in many cases there is no possibility of performing an optical ML for denoising purposes. Therefore, we conducted different experiments to examine the case of single-shot hologram recording, i.e., when optical diversity between the speckle patterns cannot be provided and one single hologram needs to be denoised. [Figure 5](#fig5){ref-type="fig"} shows the results of the application of MLDH-BM3D with numerical ML performed using the encoding formula in [Equation (5)](#equ5){ref-type="disp-formula"}. Following the FCM strategy^[@bib28]^, we built 10 binary re-sampling masks corresponding to *L*=10 numerical looks. The decrease in the percentage noise contrast by means of numerical ML is shown in [Figure 5](#fig5){ref-type="fig"} along with the SLDH and MLDH images of the object (a toy car hologram was captured for the scope). As expected, an appreciable improvement is provided by FCM and the percentage noise contrast decreases by up to 36.9% (i.e., a 63.1% gain), close to the theoretical bound value. The noise contrast is measured over the expected flat area indicated by the yellow box in [Figure 5](#fig5){ref-type="fig"}. However, the performance is worse than that achievable by optical diversity. Nonetheless, the application of the EG-SEF cascade yields a noise contrast decrease of 94.2%, corresponding to a standard deviation value *σ*~MLDH−BM3D~=3 × 10^−4^. The gain is easily visible in the corresponding reconstruction shown in the inset, where the overall image contrast is dramatically improved, as is the flatness over homogeneous areas. Owing to the possibility of performing single-shot recordings, it is easier and less time consuming to acquire holograms from different view angles of an object by automatically rotating it to collect 3D information. Therefore, we acquired and processed holograms of different astronaut puppets while rotating them by one-degree steps, as sketched in [Figures 6a](#fig6){ref-type="fig"} and [2](#fig2){ref-type="fig"}. Numerical ML was performed for each hologram of the sequence to build up quasi-noise free holographic movies of the rotating objects, as shown in [Supplementary Movies 1--3](#sup1){ref-type="supplementary-material"} where a comparison between the SLDH and MLDH-BM3D reconstructions is shown in the color boxes. Frames and enlarged details extracted from the movies are shown in [Figure 6b--6e](#fig6){ref-type="fig"}, where an impressive processing gain is apparent in both the flat areas and the boundaries. The noise suppression in the MLDH-BM3D movies allows an appreciation of the changes in reflectivity in some object areas (e.g., see the reconstruction of the object rotated by 270° in [Figure 6c](#fig6){ref-type="fig"} and [Supplementary Movie 2](#sup1){ref-type="supplementary-material"}, or the reconstructions of [Figure 6e](#fig6){ref-type="fig"} and the corresponding enlarged details of the astronaut leg and backpack, shown in [Supplementary Movie 1](#sup1){ref-type="supplementary-material"}), with light reflecting differently due to the object's rotation. In [Figure 6c](#fig6){ref-type="fig"} (no rotation) and the corresponding enlarged image showing the astronaut's chest, the proposed filtering strategy allowed the recovery of details of the puppet's belt that were not at all evident in the corresponding noisy DH image ([Figure 6b](#fig6){ref-type="fig"}). Indeed, even in the case of numerical ML, noise reduction does not correspond to a smoothing of the image boundaries but rather to a visible contrast enhancement, and only the homogeneous image areas are made flatter. To demonstrate this property, we measured the image contrast along a line crossing the narrow stripes of the US flag depicted on the backpack of the puppet in [Figure 7a and 7b](#fig7){ref-type="fig"}. The images in [Figure 7a and 7b](#fig7){ref-type="fig"} are frames extracted from [Supplementary Movie 3](#sup1){ref-type="supplementary-material"}. [Figure 7c](#fig7){ref-type="fig"} shows a comparison between the contrast of the noisy SLDH (red line) and the denoised MLDH-BM3D reconstruction (green line). Noise suppression not only is obtained without sacrificing the resolution of the unprocessed image but also results in a significant contrast improvement, making all seven stripes resolved and more visible. Notably, the noise reduction does not allow for an enhancement in the resolution of the optical system beyond the diffraction limit or the limit imposed by the geometrical resolution to be overcome but an improvement in only the noise equivalent resolution, defined as in Ref. [@bib46]. In other words, the details recovered as a result of noise mitigation, e.g., in [Figures 3b](#fig3){ref-type="fig"} and [7](#fig7){ref-type="fig"}, correspond to spatial frequencies that were also collected by the optical system in the case of SLDH reconstructions, but were lost due to noise fluctuations corrupting the images. The values of *N*~*C*~ (*L*=10) and *σ* obtained in these cases are reported in [Table 1](#tbl1){ref-type="table"} (columns C-E) where some of the most remarkable outcomes are highlighted in red.

MLDH-BM3D for multi-wavelength DH
---------------------------------

We report the results of the last set of experiments to demonstrate the applicability of the method to color holography. In these experiments, lasers at *λ*=532 nm and *λ*=632.8 nm were used to capture the green and red components of the illuminated object, respectively. The holograms corresponding to the two components were separately processed as in [Equations (5)](#equ5){ref-type="disp-formula"}, [(9)](#equ9){ref-type="disp-formula"} and [(10)](#equ10){ref-type="disp-formula"}, then they were properly matched^[@bib11],\ [@bib41]^ using the Spatial Correlation Coefficient (SCC) maximization approach proposed in Ref. [@bib41], and the denoised color MLDH-BM3D was synthesized. Note that the effectiveness of the matching of the SCC based method is strongly dependent on the noise level and the finite resolution of the employed sensor (i.e., the finite size of the CCD pixel). Therefore, the MLDH-BM3D reconstructions obtained by processing each component of the color hologram provide better spatial matching once the RGB reconstruction is synthesized. In [Figure 8](#fig8){ref-type="fig"}, we show the results of the MLDH-BM3D denoising process separately applied to the noisy green and red holograms of a matryoshka doll. The noisy SLDH reconstructions are shown in [Figure 8a and 8c](#fig8){ref-type="fig"} for the green and red components, respectively. The corresponding denoised MLDH-BM3D reconstructions are reported in [Figure 8b](#fig8){ref-type="fig"} (green component) and [Figure 8d](#fig8){ref-type="fig"} (red component), showing an apparent enhancement in the image quality in both the background and the signal region. In this case, we first evaluated the performance of the proposed method by calculating the percentage noise contrast improvement over the background regions (yellow boxes). Remarkably, we found improvements of 91.68% and 90.23% for the green and red reconstructions, respectively. Moreover, two quasi-flat signal regions (blue boxes) were tested, resulting in improvements of 92.11% (green) and 85.71% (red). To highlight the impressive gain in the noise suppression while preserving the edges, two regions of the puppet with several details were processed by calculating their relative deviation (*R*~D~) distributions^[@bib28]^. These regions are shown in [Figure 8e and 8f](#fig8){ref-type="fig"}, as functions of the pixel coordinates, (*j*, *k*), inside each region for the SLDH and MLDH-BM3D reconstructions, respectively. In particular, *R*~D~ (*j*, *k*), calculated over the region of the SLDH green component (green box in [Figure 8a](#fig8){ref-type="fig"}), is compared with the corresponding distribution calculated over the same area of the MLDH-BM3D reconstruction. Similarly, we compared the SLDH and MLDH-BM3D red reconstructions by directly showing their relative deviations over the region indicated by the red box in [Figure 8c](#fig8){ref-type="fig"}. The pseudo-color representations of [Figure 8e](#fig8){ref-type="fig"} show the detrimental effect of noise corrupting each component with sudden unwanted spikes randomly distributed over the areas tested. However, for both of the selected regions, a direct inspection of [Figure 8e and 8f](#fig8){ref-type="fig"} shows an evident denoising gain as the distributions of *R*~D~ (*j*, *k*) in [Figure 8f](#fig8){ref-type="fig"} exhibit an impressive image contrast enhancement, with sharper edges and a smoother trend over the flat areas. The color MLDH-BM3D reconstructions of the four puppets were obtained after SCC-based color matching, shown in [Figure 9](#fig9){ref-type="fig"}. In particular, [Figure 9a, c, e and g](#fig9){ref-type="fig"} show the noisy SLDH dual color synthesis. As expected, both speckle and additive artifacts severely corrupt these images. However, a remarkable processing gain is achievable, which is evident in the corresponding MLDH-BM3D dual color reconstructions in [Figure 9b, 9d, 9f and 9h](#fig9){ref-type="fig"}. Details of the image segments indicated by white boxes are reported on the right side of the panel, showing remarkable noise suppression and preservation of the fine details. A grayscale synthesis of the color reconstructions was performed as in Ref. [@bib41] to quantitatively evaluate the achieved improvement factor. The results are reported in [Table 1](#tbl1){ref-type="table"} (columns F--I). In particular, in the case of the holograms (F--H), the standard deviation and the percentage noise contrast were evaluated over the homogeneous segments of the grayscale synthesis (similar to the noise measures shown previously). Again, *σ*~MLDH−BM3D~∻10^−3^ is obtained as a processing result. The comparison between SLDH and MLDH-BM3D in [Figure 9c--9f](#fig9){ref-type="fig"} shows dual-wavelength DH reconstructions of a Pinocchio puppet and a matryoshka, where the automatic matching between the two components also improves as a result of noise suppression and a better color rendering is achieved (e.g., see the detail of the Pinocchio face on the right side of the panel). As a final performance evaluation, the percentage noise contrast was measured over a supposed flat area inside the object, which is indicated by the black box in [Figure 9h](#fig9){ref-type="fig"}.

Our aim was to quantitatively prove that the numerical MLDH-BM3D gain not only was related to additive noise suppression in the background but also involved a dramatic speckle noise reduction inside the signal region. The last column (column I) of [Table 1](#tbl1){ref-type="table"} shows the results of this performance evaluation. Despite a single-shot recording that was performed for each of the two wavelengths (i.e., optical ML exploiting multiple recordings was not feasible), the EG-SEF strategy with numerical ML provided excellent results. Indeed, the noise standard deviation dropped from *σ*~SL~=0,0638 to *σ*~MLDH−BM3D~=0,0015, i.e., an improvement of 42.5 times. Such impressive values are far beyond the current state of the art in DH and the MLDH-BM3D reconstruction quality here becomes for the first time comparable to non-coherent imaging. However, it is important to note the improvements in the percentage noise contrast for the cases F, G and H in [Table 1](#tbl1){ref-type="table"} are low compared with the results achieved for the separated color components, as shown in [Figure 8](#fig8){ref-type="fig"}. This improvement loss is caused by SCC color matching due to its heavy dependency on the finite resolution of the employed sensor.

Conclusions
===========

The coherent nature of the laser sources employed in the DH recordings is the inherent cause of the image degradation due to the mixture of multiplicative speckle and additive Gaussian noise. As a consequence, a DH reconstruction may be much worse than a standard photograph of an object, therefore it is less able to represent finer details and sharp boundaries, as well as the flatness of homogeneous areas. To tackle the noise problem in DH, a variety of non-Bayesian approaches have been preferred^[@bib47],\ [@bib48]^ as they do not rely on prior information concerning the noise statistics. Whenever multiple hologram recordings are available with uncorrelated noise, MLDH is effective in reducing the noise level in flat regions while preserving the resolution of the unprocessed reconstruction^[@bib22],\ [@bib25],\ [@bib28],\ [@bib30],\ [@bib31],\ [@bib32],\ [@bib33]^. In addition, MLDH can be performed on a single-shot hologram capture by simulating the action of a rough moving diffuser (i.e., noise diversity) via random resampling masks^[@bib28],\ [@bib29]^. However, a theoretical ML improvement bound exists, which limits the performance of MLDH even in the ideal case of fully uncorrelated noise. A different and very effective approach to suppress additive noise in the wider research field of image processing is based on the concept of grouping. This approach involves stacking and processing together non-neighboring fragments of the image that share a certain extent of similarity to a given reference according to a chosen similarity rule^[@bib36]^. If the groups are processed following a sparsity promoting filtering based on a 3D transform, remarkable noise reduction is achievable^[@bib38]^. However, the performance of these filters is strongly dependent on the input noise level and, in the case of DH recordings, severe noise degradation leads to incorrect grouping. Moreover, these filters are not optimized to suppress the mixture of additive and multiplicative noise, such as speckle artifacts, that are not an issue in incoherent imaging. Therefore, such filters cannot properly reconstruct the object features in a DH reconstruction.

In this work, we proposed a de-noising strategy that mixes smart DH recordings and numerical processing to overcome the ML improvement limit and solve the incorrect grouping problem. The algorithm is made of two steps, EG and SEF. EG uses a MLDH strategy as a pre-filtering step to reduce the noise contrast to a value close to the theoretical bound. This strategy works in both the case of multiple recordings (optical ML) and the case of single-shot data capture (numerical ML). SEF processes together the elements of each group and, taking advantage of a correct grouping, allows the ML improvement bound to be overcome. We call this strategy, specifically suitable for DH, MLDH-BM3D. This benefits from all the useful features of both the main processing blocks; however, EG and SEF cooperate to surpass their respective drawbacks. As a result, quasi noise-free DH reconstructions can be obtained for the first time. Several experiments have been carried out to show the effectiveness of the method in the case of multiple DH acquisitions where optical ML is feasible. Qualitative evaluation and quantitative noise contrast measures show a remarkable improvement in reconstruction quality, far beyond the current state of the art in DH. Indeed, the percentage noise contrast improves up to 98%, with a residual noise standard deviation on the order of 10^−4^ (see [Table 1](#tbl1){ref-type="table"}). This improvement is apparent in a qualitative inspection of the images as the flatness of the homogeneous segments improves both in the background and the signal region while preserving the sharpness on the boundaries. It is of note that the noise suppression does not result in a smoothing, instead an image contrast enhancement is achieved revealing finer object details that were not evident in the noisy images (e.g., see [Figure 3g](#fig3){ref-type="fig"}), as discussed above. Next, we addressed the case of single-shot recordings, showing that the numerical MLDH-BM3D is as effective as the optical one. Again, it is possible to exceed the ML improvement bound and to obtain residual noise levels on the order of 10^−4^. The method's capability to enhance the contrast of the useful signal as a denoising result was also proved (see [Figure 7](#fig7){ref-type="fig"}). As a final benchmark, examples of an application of MLDH-BM3D to dual-wavelength DH recordings was reported showing denoised color reconstructions whose quality was for the first time comparable to low-coherence techniques.
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![Block scheme of the MLDH-BM3D algorithm. EG and SEF are sequential and complementary steps returning the MLDH-BM3D reconstruction.](lsa2016142f1){#fig1}

![Optical setup for two wavelength digital hologram recordings of toy puppets. M, mirror; BS, beam splitter; BE, beam-expander; RP, reflecting prism; CCD, charge coupled device; D, rotating diffuser; R, rotator and O, object.](lsa2016142f2){#fig2}

![Comparison between noisy and denoised DH reconstructions. (**a**) Noisy SLDH reconstruction. (**b**) MLDH. (**c**) SLDH-NLM cascade. (**d**) MLDH-NLM cascade. (**e**) SLDH-BM3D. (**f**) Quasi noise-free MLDH-BM3D reconstruction. (**g**) Details corresponding to SLDH (top row), MLDH-NLM (middle row) and MLDH-BM3D (bottom row). The enlarged areas correspond to the color boxes in **a**. In the bottom panels, the calculations of the percentage noise contrast improvements of MLDH-BM3D with respect to MLDH-NLM are reported.](lsa2016142f3){#fig3}

![Quantitative evaluation of the algorithm performance. (**a**) *N~C~* (%) vs. the number of looks, *L*, in the MLDH image (blue line), showing a ML improvement saturation. The theoretical ML improvement bound is plotted with a red line. The *N~C~* values corresponding to *L*=100 for MLDH, MLDH-NLM and MLDH-BM3D are indicated with a blue circle, an orange plus sign and a green cross, respectively. The plot shows the noise reduction percentage with respect to the noise level of the SLDH image (indicated by a red square). (**b**) *N~C~* (%) measured over the image segments A1-A5 of the SLDH (blue circles), MLDH (yellow triangles) and MLDH-BM3D (green crosses). The cascade of EG and SEF allows the theoretical ML improvement bound to be overcome and quasi noise-free DH reconstructions to be obtained.](lsa2016142f4){#fig4}

![*N~C~* (%) vs. *L* (blue solid line). Measures indicate the case of single-shot recording, followed by numerical ML performed using the FCM masking method^[@bib22]^. The theoretical ML improvement bound is plotted with a red line. *N~C~* is calculated in the region indicated by the yellow box in the inset.](lsa2016142f5){#fig5}

![([Supplementary Movies 1 and 2](#sup1){ref-type="supplementary-material"}). Numerical MLDH-BM3D is applied to objects rotated by means of a stage, as sketched in (**a**) along with the corresponding photos. (**b**, **d**) SLDH. (**c**, **e**) MLDH-BM3D reconstructions. Details of the image segments indicated by yellow boxes are shown on the right side of the panel. As a result of denoising, MLDH-BM3D reconstructions show finer details, are better resolved and have improved sharpness on the edges and flatness over the homogeneous segments. Images in **b**, **c** are frames extracted from [Supplementary Movie 2](#sup1){ref-type="supplementary-material"}. Images in **d**, **e** are extracted from [Supplementary Movie 1](#sup1){ref-type="supplementary-material"}.](lsa2016142f6){#fig6}

![([Supplementary Movie 3](#sup1){ref-type="supplementary-material"}) Contrast analysis. (**a**) SLDH. (**b**) MLDH-BM3D. (**c**) Image contrast plotted along the lines indicated in the insets of **a** and **b**. Red: SLDH. Green: MLDH-BM3D. A close up of the flag stripes is also shown, demonstrating the capability of MLDH-BM3D to resolve all seven stripes on the US flag.](lsa2016142f7){#fig7}

![Numerical MLDH-BM3D applied to color holograms (green and red) of a matryoshka doll. (**a**, **c**) SLDH. (**b**, **d**) MLDH-BM3D. (**e**) Relative deviation (R~D~) visualization of selected details on the object highlighted by green and red boxes in **a** and **c**, respectively. (**f**) The same regions extracted from MLDH-BM3D reconstructions in **b** and **d** for a direct comparison. Yellow and blue boxes in **b** and **d** identify background regions and signal regions, respectively, over which the percentage image contrast is evaluated.](lsa2016142f8){#fig8}

![Dual wavelength DH. (**a**, **c**, **e**, **g**) color SLDH. (**b**, **d**, **f**, **h**) color MLDH-BM3D. Details of the image segments indicated by the white boxes are shown on the right side of the panel. The black box in **h** indicates the signal region where the noise measurements reported in column I of [Table 1](#tbl1){ref-type="table"} were performed.](lsa2016142f9){#fig9}

###### Quantitative performance evaluation

                            *Optical ML, L=100*   *Numerical ML, L=10*                                                                                                     
  ------------------------ --------------------- ---------------------- -------- -------- -------- -------- -------- -------- -------- -------- -------- -------- -------- --------
  (100-*N~C~*)(%)                  94.37                 97.66           97.17    88.79    95.34    85.95    94.19    94.65    93.35    94.91    62.39    63.75    66.61    80.22
  *σ*~SL~                         0.0038                 0.0025          0.0025   0.0022   0.0028   0.0451   0.0032   0.0039   0.0095   0.0031   0.0138   0.0118   0.0049   0.0638
  *σ*~ML~                         0.0007                 0.0005          0.0004   0.0004   0.0006   0.0252   0.0018   0.0027   0.0059   0.0023   0.0109   0.0098   0.0030   0.0075
  *σ*~MLDH-BM3D~                  0.0002                 0.0001          0.0001   0.0002   0.0001   0.0061   0.0003   0.0005   0.0009   0.0004   0.0051   0.0041   0.0020   0.0015
  *σ*~SL~/*σ*~MLDH-BM3D~           19.00                 25.00           25.00    11.00    28.00     7.39    10.67     7.8     10.56     7.75     2.71     2.88     2.45    42.53

Measures carried out over flat regions inside the object are highlighted in the green rectangle. Some of the most remarkable outcomes are highlighted in red.
