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ABSTRACT
We present a theoretical framework in which bound stellar clusters arise naturally at the high-
density end of the hierarchy of the interstellar medium (ISM). Due to short free-fall times,
these high-density regions achieve high local star formation efficiencies, enabling them to
form bound clusters. Star-forming regions of lower density remain substructured and gas-
rich, ending up unbound when the residual gas is expelled. Additionally, the tidal perturbation
of star-forming regions by nearby, dense giant molecular clouds imposes a minimum density
contrast required for the collapse to a bound cluster. The fraction of all star formation that oc-
curs in bound stellar clusters (the cluster formation efficiency or CFE) follows by integration
of these local clustering and survival properties over the full density spectrum of the ISM, and
hence is set by galaxy-scale physics. We derive the CFE as a function of observable galaxy
properties, and find that it increases with the gas surface density, from Γ ∼ 1% in low-density
galaxies to a peak value of Γ ∼ 70% at densities of Σg ∼ 103 M⊙ pc−2. This explains
the observation that the CFE increases with the star formation rate density in nearby dwarf,
spiral, and starburst galaxies. Indeed, comparing our model results with observed galaxies
yields excellent agreement. The model is applied further by calculating the spatial variation
of the CFE within single galaxies. We also consider the variation of the CFE with cosmic time
and show that it increases with redshift, peaking in high-redshift, gas-rich disc galaxies. It is
estimated that up to 30–35% of all stars in the Universe once formed in bound stellar clus-
ters. We discuss how our theory can be verified with Gaia and ALMA, and provide possible
implementations for theoretical work and for simulations of galaxy formation and evolution.
Key words: galaxies: ISM — galaxies: starburst — galaxies: star clusters — galaxies: stellar
content — stars: formation — stellar dynamics
1 INTRODUCTION
The formation of stars from a turbulent interstellar medium
(ISM) is caused by the fragmentation of hierarchically collaps-
ing giant molecular clouds (e.g. Larson 1981; Elmegreen & Scalo
2004; Mac Low & Klessen 2004; McKee & Ostriker 2007). While
this by necessity implies that stars generally do not form
alone, it has been known for a long time that the star for-
mation process does not exclusively produce stars in bound
stellar clusters (Elmegreen 1983; Lada 1987). Instead, some
fraction of stars is born in unbound stellar associations
over a broad range of physical scales (e.g. Blaauw 1964;
Clarke et al. 2000; Megeath et al. 2004; Portegies Zwart et al.
2010; Gieles & Portegies Zwart 2011; Bastian et al. 2012), and in
rare cases individual stars may even form in relative isolation
(Parker & Goodwin 2007; Krumholz et al. 2009; Bressert et al.
2012a). Surprisingly though, star clusters are often still con-
sidered to be a fundamental unit of star formation (e.g.
Pflamm-Altenburg et al. 2007; Pfalzner 2009; Assmann et al.
2011). Whereas galaxy formation studies augmented the scenario
of monolithic collapse (see e.g. the seminal paper by Eggen et al.
1962) with the current picture of hierarchical galaxy formation (e.g.
White & Rees 1978; Searle & Zinn 1978; White & Frenk 1991)
several decades ago, the concept of star formation occurring in
quantized, gravitationally bound systems has remained remarkably
popular.
It was pointed out by Lada & Lada (2003) that in the Milky
Way, embedded stellar groups constitute the vast majority of star
formation and that these groups are about 10–20 times more numer-
ous than gas-rid star clusters, suggesting that only a small fraction
is capable of surviving the gas-embedded phase. With their review,
the concept of infant mortality became firmly established – in this
scenario, most (if not all) stars form in clusters, but the popula-
tion of embedded clusters is then decimated due to the expulsion of
residual gas by feedback (e.g. Tutukov 1978; Hills 1980; Lada et al.
1984; Adams 2000; Geyer & Burkert 2001; Boily & Kroupa
2003a,b; Bastian & Goodwin 2006; Goodwin & Bastian 2006;
Baumgardt & Kroupa 2007; Parmentier et al. 2008).
However, a recent study by Bressert et al. (2010, also see
Parker & Meyer 2012) of the spatial distribution of young stellar
objects (YSOs) in the solar neighbourhood has shown that star for-
mation follows a continuous spectrum of number densities, indi-
cating that there is no separate or critical density scale for star
cluster formation imprinted in the star formation process. Their
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results imply that surface density thresholds used for the identifi-
cation of stellar clusters (e.g. Lada & Lada 2003; Jørgensen et al.
2008; Gutermuth et al. 2009) are arbitrary, and do not correspond
to a physical scale. It is thus impossible to conclude that the ma-
jority of stars form in clusters by dividing the density spectrum of
star formation at a certain density. In other work, it has been shown
that YSOs are strongly correlated with the hierarchically structured
ISM (Testi et al. 2000; Allen et al. 2007; Gutermuth et al. 2011;
Bressert et al. 2012c), and that the impact of gas expulsion on
bound stellar structure in a dynamical environment resulting from
such a hierarchy is modest, if present at all (Kruijssen et al. 2012a;
Girichidis et al. 2012; Cottaar et al. 2012). Rather than the scenario
of star cluster formation in which infant mortality (i.e. gas expul-
sion) plays an important role, these results favour a framework in
which the observed scarcity of bound, gas-rid clusters is a sim-
ple result of the star formation process: only some fraction of star
formation reaches the densities required to attain high star forma-
tion efficiencies and result in bound stellar clusters, while the rest
forms in a more dispersed fashion throughout the natal cloud (e.g.
Elmegreen & Elmegreen 2001).
The fraction of star formation occurring in bound stellar clus-
ters is often quantified as the cluster formation efficiency (CFE or
Γ, see e.g. Bastian 2008; Goddard et al. 2010; Adamo et al. 2011;
Silva-Villa & Larsen 2011). The CFE is a crucial quantity in many
respects. Not only can it enable a better understanding of the star
formation process itself (e.g. Elmegreen 2002), but it is also a key
ingredient for work that aims to trace the (star) formation histories
of galaxies using their star cluster populations (e.g. Larsen et al.
2001; Bastian et al. 2005; Smith et al. 2007; Konstantopoulos et al.
2009; Fedotov et al. 2011), or studies of star cluster disruption (e.g.
Gieles et al. 2005). On galactic scales, the CFE may be used to infer
whether the most massive stars inject their feedback energy within
the same bubbles and hence how efficiently feedback couples to
the ISM (cf. Strickland & Stevens 1999; Krause et al. 2012). Ad-
ditionally, the CFE is an important parameter in numerical simula-
tions on galactic or cosmological scales that aim to model the as-
sembly history of star cluster systems (e.g. Prieto & Gnedin 2008;
Kruijssen et al. 2011, 2012b). Thusfar, such simulations have had
to assume that the CFE is constant throughout cosmic time.
Observational studies of extragalactic cluster populations at
ages older than the embedded phase suggest that the CFE increases
with the star formation rate surface density of the host galaxy
(Larsen & Richtler 2000; Goddard et al. 2010; Adamo et al. 2011;
Silva-Villa & Larsen 2011), but at present there is no theoretical
understanding of the variation of the CFE with the galactic envi-
ronment. It is notoriously hard to model the formation of stellar
clusters in numerical simulations due to the large dynamic range
that needs to be covered to resolve the necessary physics. Cur-
rent state-of-the art simulations can model systems up to masses
of a few 103 M⊙ (e.g. Tilley & Pudritz 2007; Bonnell et al. 2008;
Krumholz et al. 2012), but this is still insufficient by several orders
of magnitude to address the formation of cluster populations on the
desired galactic scales.
The aim of this paper is to derive and apply a theory of clus-
ter formation that is based on simple analytical considerations. In
part, it will follow the recent approach by Elmegreen (2008), who
showed that the CFE can be related to the density spectrum of the
ISM, but did so by defining a critical density (or pressure) for clus-
ter formation. While not suitable to do quantitative predictions due
to an arbitrarily defined density threshold, the work is a big step
forward from the idealized picture in which centrally concentrated
gas is expelled from spherically symmetric, bound clusters. In the
present paper, the avenue suggested by Elmegreen (2008) is ex-
plored further and expanded to provide a self-consistent framework
for star cluster formation in galaxies.
The paper is organized as follows. In §2 the required physi-
cal mechanisms are discussed that should be included in a theory
of cluster formation. The model is derived and presented in §2.2–
2.8. In §3 the parameter space is explored and it is addressed how
the CFE varies among different galaxy types. The calculated CFEs
are compared to observed cluster populations in §4, giving excel-
lent agreement. In §5 the spatial variation of the CFE within single
galaxies is addressed. In §6 the variation of the CFE with cosmic
time is discussed, accounting for the evolution of galaxy proper-
ties in a cosmological context. A discussion of possible caveats is
presented in §7, together with an outlook to the observational ver-
ification of the model, and potential applications in theoretical and
numerical work. The conclusions of this paper are given in §8. We
provide Fortran and IDL routines for calculating the CFE with the
model of this paper at http://www.mpa-garching.mpg.de/cfe (see
Appendix A).
2 FORMATION OF BOUND STELLAR STRUCTURE IN
STAR-FORMING REGIONS
This section discusses the physical mechanisms that should be in-
cluded in a theory of the CFE, and presents the derivation of a
model in which these mechanisms are accounted for. In the remain-
der of the paper, the model is applied, verified and discussed.
2.1 Relevant physical mechanisms
The fraction of stellar structure that eventually ends up being bound
after star formation has ceased is the result of several physical
mechanisms that act on a range of spatial scales. These mecha-
nisms postulate a set of requirements for a theory designed to de-
scribe and explain the CFE. Observations, simulations and the-
ory show that star formation is likely a universal process (e.g.
Elmegreen & Efremov 1997; Kennicutt 1998; Elmegreen 2002;
Krumholz & McKee 2005; McKee & Ostriker 2007), in the sense
that the physics of how a collapsing cloud converts its gas to stars
seem to hold everywhere in the Universe. This implies that the
blueprint for the initial stellar population is to a large degree al-
ready present in the characteristics of the ISM at the onset of star
formation (see e.g. Gutermuth et al. 2011; Longmore et al. 2012b;
Bressert et al. 2012b). It is therefore essential that a theory of the
CFE is based on the structure and properties of the ISM that govern
the process of star and cluster formation (see point (i) below).
In a hierarchical ISM, the traditional picture of mono-
lithic star cluster formation (e.g. Baumgardt & Kroupa 2007)
breaks down, as is illustrated by star-forming regions such as
M16, M17, Taurus, Ophiuchus or even in the region around
the Orion Nebula Cluster, which is the local archetype of clus-
tered star formation. These regions may contain local concen-
trations of stars (which are generally unbound after subtract-
ing the gravitational potential of the gas, see e.g. de Zeeuw et al.
1999; Scally et al. 2005; Huff & Stahler 2006), but on a global
scale they are constituted by a stellar population that is hierar-
chical in nature (Efremov & Elmegreen 1998; Testi et al. 2000;
Clarke et al. 2000; Bressert et al. 2012c). Per consequence, obser-
vational and theoretical studies do not find any evidence for dis-
crete modes of star formation in the density spectrum of stel-
lar structure in such regions (Bressert et al. 2010; Gutermuth et al.
c© 2012 RAS, MNRAS 000, 1–35
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2011; Gieles & Portegies Zwart 2011; Kruijssen et al. 2012a). In-
stead, dispersed and clustered stellar structure represent opposite
extremes of a continuous density spectrum of star formation. Al-
though it is tempting to define a critical density that separates both
extremes, it should be noted that this is not possible, especially
for a hierarchically structured distribution – at intermediate den-
sities, only a certain part of the structure is bound (Goodwin 1997;
de Zeeuw et al. 1999; Kruijssen et al. 2012a) and no hard separa-
tion exists. This calls for a continuous description of cluster for-
mation, in which the (partial) boundedness of stellar structure is
evaluated locally (see point (ii) below). This will enable the formu-
lation of the CFE across the stellar density spectrum, which in turn
allows the CFE to be connected to the density spectrum of the ISM
if one adopts a local prescription for star formation (e.g. Elmegreen
2002; Krumholz & McKee 2005; Padoan & Nordlund 2011).
It is irrelevant to the problem at hand whether unbound stars
result from gas expulsion or from a possibly intrinsically unbound
state of the (stellar) substructure. The hierarchical nature of star-
forming regions implies that there can exist spatially concentrated
groups of stars that each individually may or may not be unbound
(see Kruijssen et al. 2012a; Girichidis et al. 2012), while other,
more distributed sequences of stellar groups could have ended up
merging and becoming a star cluster had the gas between them not
been expelled (depending on the virial state of the cloud, see e.g.
Dobbs et al. 2011b). This does not mean that gas expulsion is not
important, but it does indicate that the classical picture of infant
mortality (Lada & Lada 2003) due to gas expulsion from centrally
concentrated embedded clusters does not hold in a picture of hier-
archical star formation. In such a dynamic environment, a singular
observational definition of a cluster in terms of current or future po-
tential groups is not possible, and therefore the CFE requires spec-
ifying an age t at which it is evaluated (see point (iii) below).
While the relative amounts of clustered and distributed star
formation may already be largely set by the local properties of the
ISM, it has also been shown that environmental effects can play an
important role during the aftermath of star and cluster formation.
This is to be expected – given a universal star formation process,
the characteristics of the ISM would only contain the complete
blueprint for the state of the new-born stellar structure if star forma-
tion were an instantaneous mechanism. But because the star forma-
tion process takes time, environmental effects come into play as the
conversion of gas into stars proceeds. The truncation of star forma-
tion by feedback and the potential dispersal of the stellar structure
may appear to be mostly an internal process, but theoretical and
numerical work have shown that the effectiveness of gas expulsion
is largely determined by how the feedback couples to the ISM (e.g.
Elmegreen & Efremov 1997; Pelupessy & Portegies Zwart 2012).
This implies that the time-scale on which the inflow of gas onto a
star forming region can be halted depends on a combination of the
porosity and pressure of the ambient ISM (see point (iv) below).
Another environmental effect is entirely external in nature.
In Kruijssen et al. (2011, 2012a) we identified the cruel cradle ef-
fect, which refers to the tidal disruption of star-forming regions or
young stellar clusters by encounters with giant molecular clouds
(GMCs) or other substructure in the gas of the dense, natal envi-
ronment (also see Elmegreen & Hunter 2010). If the density con-
trast between the star-forming region and surrounding GMCs is low
enough, tidal shocks1 are capable of destroying the new-born stellar
1 The similarity in nomenclature with hydrodynamic shocks is unfortunate,
especially in the context of this paper. However, tidal shocks are completely
structure before the primordial gas has been cleared. The cumula-
tive effect of this mechanism increases as star formation proceeds.
The cruel cradle effect thus needs to be included in a theory of the
CFE (see point (v) below).
It is clear that the fraction of star formation producing bound
stellar clusters is the result of a combination of factors, some of
which are already imprinted in the ISM before the onset of star
formation, while others are environmental effects that act on the
stellar structure throughout. The requirements for a theory of the
cluster formation efficiency are summarized as follows.
(i) The theory must account for the hierarchical structure of the
ISM, and do so in a continuous manner, i.e. without invoking any
arbitrary thresholds for the formation of stars or stellar clusters.
(ii) The dispersed and unbound fractions of star formation
should follow from a local criterion that can be applied to the entire
hierarchy of the ISM.
(iii) The theory should enable predictions that are resolved in
time, to account for the continuous nature of cluster formation.
(iv) The truncation of star formation by feedback has to be ac-
counted for, as well as its dependence on the ambient ISM (unless
star formation is so efficient that the gas is depleted before then).
(v) The disruption of substructure by tidal shocks acting within
the star formation time-scale should also be included.
A model that satisfies the above requirements enables the predic-
tion of the CFE as a function of the galactic environment. This can
be between individual galaxies as well as locally resolved, both in
space and time.
2.2 Outline of the model
The cluster formation efficiency Γ can be formulated as the product
of two fractions:
Γ
100%
= fboundfcce. (1)
The first fraction, fbound, accounts for the naturally bound part of
star formation and includes the effects of gas expulsion by feed-
back, thus incorporating the second, third and fourth points of the
set of requirements postulated in the previous section. The second
fraction, fcce, covers the fifth of these points and indicates the frac-
tion of potentially clustered star formation that is left after applying
the tidal disruption due to the cruel cradle effect.
Expressions for fbound and fcce are derived in detail below,
but the theory can be summarized as follows. We translate the den-
sity spectrum of the hierarchical ISM into a local clustering of star
formation. This can then be integrated to determine which part of
star formation occurs in bound stellar clusters. The model consists
of the following steps.
(i) The starting point is the overdensity probability distribution
function (PDF) of the ISM. This PDF reflects the distribution of
density contrasts with respect to the mean density. (§2.3)
(ii) By assuming that star formation occurs in a gas disc that
unrelated to fluid discontinuities, and refer to the transient injection of en-
ergy into a gravitational system by the passage of a massive object such
as for instance a GMC (see e.g. Spitzer 1987; Kundic & Ostriker 1995;
Gnedin et al. 1999; Gieles et al. 2006b; Kruijssen et al. 2011). Throughout
the paper, both types of shocks are distinguished using the adjectives ‘tidal’
and ‘supersonic’.
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4 J. M. D. Kruijssen
obeys hydrostatic equilibrium, the mid-plane density can be de-
rived, allowing the overdensity PDF to be written as a PDF of the
absolute density. (§2.4)
(iii) Given a certain (absolute) density, the local free-fall time
is known. By adopting a specific star formation rate per free-
fall time,2 and determining when the feedback pressure is strong
enough to prevent the further inflow of cold gas and hence halt star
formation, it is possible to determine the final star formation effi-
ciency at each density. (§2.5)
(iv) For a local star formation efficiency, it is possible to formu-
late a local fraction of stars that remains bound upon instantaneous
gas expulsion. To establish this relation, we use a numerical simu-
lation of star formation in a turbulent ISM. This then provides the
naturally bound fraction of star formation at each density. (§2.6)
(v) It follows from the classical theory of tidal shocks in stellar
clusters that there is a certain overdensity above which regions can
survive the tidal perturbations by their environment. The theory is
adjusted slightly to be applicable to gas-rich star-forming regions.
(§2.7)
(vi) The final expression for the CFE is obtained by integration
of the naturally bound fraction of star formation over the density
range of the PDF where it survives the cruel cradle effect, and di-
viding it by the integral of the star formation efficiency over the
entire density range of the PDF. (§2.8)
The reader who is not so much interested in the details of the
derivation below is referred to §2.8, where the theory is summa-
rized graphically in Figure 1.
2.3 The density spectrum of the interstellar medium
The hierarchical structure of the ISM is driven by a combina-
tion of turbulence and local gravitational contraction. It has been
known for well over a decade now that the PDF of the mass
density in isothermal, supersonically turbulent clouds and larger
structures of cold gas is well-described by a log-normal function
(Vazquez-Semadeni 1994; Padoan et al. 1997; Padoan & Nordlund
2002; Federrath et al. 2008, 2010; Padoan & Nordlund 2011;
Hill et al. 2012). When formulated as the PDF of the overdensity
with respect to the mean density in the turbulent region x =
ρg/ρISM, it can be written independently of the physical scale as:
dp
dx
=
1√
2πσ2ρx
exp
[
− (lnx− lnx)
2
2σ2ρ
]
, (2)
where the logarithmic mean ln x is related to the standard deviation
σρ as
ln x = −σ
2
ρ
2
, (3)
and
σ2ρ = ln
(
1 + b2M23D
)
= ln
(
1 + 3b2M2
)
, (4)
with b ≈ 0.5 (e.g. Padoan & Nordlund 2002), which is consis-
tent with a mix of solenoidal and compressive turbulence forcing
(Federrath et al. 2010), and M3D and M the three-dimensional
and linear Mach numbers, respectively. Equations (2)–(4) hold at
scales smaller than the scale at which the turbulence is driven,
which in the case of disc-like gas distributions has an upper limit
equal to the disc scale height (e.g. Mac Low & Klessen 2004). The
2 This is the fraction of the gas that is converted into stars per free-fall time.
smallest scale on which these equations hold is set by the ambipo-
lar diffusion length, i.e. a few hundreths of a parsec, or the length-
scale of protostellar cores (Ossenkopf & Mac Low 2002). It was re-
cently shown that the form of the overdensity PDF is very similar in
the presence of strong magnetic fields, requiring only a correction
factor in the second term of equation (4) of β0/(β0 + 1), where
β0 ≡ Pth/Pmag is the ratio of the thermal pressure to the mag-
netic pressure (Padoan & Nordlund 2011; Molina et al. 2012). For
simplicity, magnetic fields are omitted in the present model for the
CFE, although it should be noted that the adopted value of b = 0.5
is roughly consistent with recent results of magnetohydrodynam-
ical simulations with weak magnetic field strengths (in which the
Alfve´nic velocity is comparable to or smaller than the sound speed,
see Molina et al. 2012).
2.4 Gas discs in hydrostatic equilibrium
The above set of equations shows that the density PDF solely de-
pends on the Mach number of the gasM and the mid-plane density
of the galaxy disc ρISM. Following Krumholz & McKee (2005) we
assume that the gas disc of the galaxy is in hydrostatic equilib-
rium,3 which allows both quantities to be expressed in terms of
the mean surface density Σg, angular velocity Ω, and the Toomre
(1964) stability parameterQ. This implies that the overdensity PDF
becomes a PDF of the absolute density, which is set by those three
variables. In this formulation, the mid-plane density is given by
ρISM =
φPΩ
2
πGQ2
= 2.8× 10−21Q−2Ω20 g cm−3, (5)
where φP = 3 is a constant to account for the gravity of the stars
and Ω0 ≡ Ω/Myr−1 is a convenient scaling of the angular veloc-
ity. By deriving an expression for the velocity dispersion in GMCs
and comparing it to the typical sound speed in the cold ISM, the
Mach number of the star-forming regions in a galaxy disc is ap-
proximated as
M = 2.82φ1/8
P
QΩ−10 Σg,2, (6)
with Σg,2 ≡ Σg/102 M⊙ pc−2. In this equation, φP is the ratio of
the mean GMC pressure to the mid-plane disc pressure and can be
expressed as
φ
P
= 10− 8fGMC ≈ 10− 8
(
1 + 0.025Σ−2g,2
)−1
, (7)
where fGMC is the mass fraction of the ISM in GMCs. The Toomre
(1964) Q parameter is defined as
Q ≡ κσg
πGΣg
≈
√
2Ωσg
πGΣg
, (8)
in which κ is the epicyclic frequency, σg the one-dimensional ve-
locity dispersion of the gas, and Ω the angular velocity within the
galaxy. The second equality assumes a flat galaxy rotation curve.
Gas discs with Q < 1 are considered unstable to gravitational col-
lapse, whereas Q > 1 indicates stability by kinetic support. As a
fiducial value Q = 1.5 is assumed, but it is known to vary between
0.5 and 6 (e.g. Kennicutt 1989; Martin & Kennicutt 2001). Finally,
the angular velocity can be related to the surface density as
3 Perhaps surprisingly, this assumption is not too inaccurate for (e.g.
merger-induced) starburst galaxies, in which the rapid cooling of star-
forming gas implies that a substantial fraction of the star-forming regions
follows a disc-like morphology (see Hopkins et al. 2009 and §7.1).
c© 2012 RAS, MNRAS 000, 1–35
The fraction of star formation in bound clusters 5
Ω0 = 0.058Σ
0.49
g,2 , (9)
with an intrinsic scatter of about 0.5 dex in the range Σg,2 = 10−2–
103. Note that this is a fit to observed, nearby galaxies in their en-
tirety, implying thatΩ should still be treated as an independent vari-
able when the spatially resolved CFE within a model galaxy is cal-
culated, or when high-redshift galaxies are considered. Moreover,
if the rotation curve is not flat, Ω should be replaced by
Ω→ κ√
2
≡ vc
Rgc
√
1 +
d ln vc
d lnRgc
, (10)
in all model equations. In this definition, vc indicates the circular
velocity, and Rgc represents the galactocentric radius. The quan-
tity κ/
√
2 increases from Ω for flat rotation curves to
√
2Ω for
solid body rotation. Neglecting this variation thus introduces an er-
ror of up to a factor
√
2 in the angular velocity, which translates to
a smaller uncertainty on the CFE (see §3 for the variation of Γ with
Ω).
For details regarding the derivation of equations (6), (7),
and (9) the reader is referred to Krumholz & McKee (2005). In
combination with equations (2)–(4), this set of equations defines
the absolute density PDF as a function of the gas surface density
Σg, the Toomre Q parameter, and the angular velocity Ω.
2.5 The local star formation efficiency
Given the density PDF of the turbulent gas, we can compute the
fraction of the mass that ends up in stars (the star formation effi-
ciency, SFE or ǫ) as a function of density and thereby establish how
much each density contributes to the total amount of star formation
in a galactic region.
2.5.1 The specific star formation rate per free-fall time
Assuming that star formation proceeds on a free-fall time tff (e.g.
Elmegreen 2000), the star formation efficiency can be expressed in
terms of the specific star formation rate per free-fall time sSFRff ,
i.e. the mass fraction of a GMC that is converted into stars each
free-fall time. For this, it is needed to assume a star formation law,
which has been the topic of extensive debate in the recent literature
(e.g. Elmegreen 2002; Krumholz & McKee 2005; Krumholz & Tan
2007; Elmegreen 2007; Padoan & Nordlund 2011). A star forma-
tion law specifies sSFRff , which interestingly exhibits little varia-
tion over a large dynamic range. Observational results on galactic
scales suggest that sSFRff ∼ 0.01 (Kennicutt 1998; Elmegreen
2002), whereas in the Cores to Disks (c2d) Spitzer Legacy project,
a value sSFRff ∼ 0.04 is found within nearby star-forming regions
(Evans et al. 2009). Considering the difference in physical scales,
this relative consistency is remarkable. In this paper, the CFE is de-
rived using two different star formation laws. The first is based on
the empirically motivated assumption that sSFRff is approximately
constant (Elmegreen 2002):
sSFRE02ff = 0.012. (11)
The second star formation law that is used in this work is the pre-
scription from Krumholz & McKee (2005). They estimate sSFRff
from the part of the overdensity range that can be interpreted as
protostellar cores:
sSFRKM05ff = 0.13
[
1 + erf
(
σ2ρ − ln 0.68α2virM4
23/2σρ
)]
, (12)
where the Mach number is estimated from Σg, Q, and Ω as
before, and αvir is the virial parameter of a typical GMC (see
Bertoldi & McKee 1992). The virial parameter is given by
αvir =
5σ2intR
GM
, (13)
in which M is the cloud mass, R is the cloud radius, and σint is the
internal velocity dispersion, which is assumed to equal the turbu-
lent velocity dispersion because cold GMCs are highly supersonic.
GMCs with αvir ∼ 1 are in virial equilibrium, while those with
αvir > 1 are not self-gravitating4 and those for which α < 1 are
contracting or supported by magnetic pressure. A fiducial value of
αvir = 1.3 (McKee & Tan 2003) is adopted here, but it should be
noted that values in the range αvir = 0.2–10 are found in observa-
tions (Solomon et al. 1987; Heyer et al. 2009) and numerical work
(Tasker & Tan 2009; Dobbs et al. 2011b; Hopkins et al. 2012). For
typical values of αvir = 1.3 and M = 100 (this is appropriate
for Σg,2 ∼ 1), equation (12) gives sSFRKM05ff = 0.014, very
similar to sSFRE02ff = 0.012. In our fiducial model, the empirical
star formation law of equation (11) will be used; the influence of
the adopted star formation law (and, per consequence, of the GMC
virial parameter) on the CFE is discussed in more detail in §3.
2.5.2 The end point of the star formation process
If the star formation process freely continues until it is halted by
feedback,5 one can formulate a feedback time-scale tfb to char-
acterise the duration of star formation. The SFE then becomes a
simple function of sSFRff , tff , and tfb:
ǫ =
sSFRff
tff
tfb. (14)
In this equation, the free-fall time tff is defined for each density ρg
as
tff =
√
3π
32Gρg
. (15)
The feedback time, i.e. the time it takes to halt star formation,
is taken to depend on when pressure equilibrium is attained be-
tween feedback and the surrounding ISM. There is some debate in
the literature as to which feedback mechanisms halts star formation
on the spatial scale of entire GMCs. There are indications that su-
pernova feedback is the most important agent for truncating the star
formation process on these scales (Larson 1974; McKee & Ostriker
1977; Korpi et al. 1999; Joung & Mac Low 2006; Dobbs et al.
2011a). However, it has recently also been shown that supernova
4 Note that this does not imply zero star formation, since part of the GMC
will be gravitationally unstable.
5 The Galactic Center provides an exception to such a scenario due to its
high density and angular velocity: the Arches cluster is thought to have
stopped forming stars due to a cloud-cloud collision, which would explain
why it is no longer associated with a GMC at its present age of ∼ 2–4 Myr
(Wang et al. 2006). For regions where the time-scale for cloud-cloud col-
lisions is much shorter than the feedback time-scale, i.e. tcoll ≪ tfb , the
feedback time-scale in equation (14) can be replaced by the cloud-cloud
collision time-scale tcoll = 2QΣGMC/φPΩΣg (see e.g. Silk 1997), with
ΣGMC the typical surface density of GMCs. However, on a global scale the
formation of stellar clusters in galaxy discs is generally unaffected, because
the cloud-cloud collision time-scale increases approximately linearly with
galactocentric radius, and greatly exceeds tfb outside the central 100 pc of
the Milky Way.
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feedback could be ineffective in high-density galaxies due to effi-
cient cooling and instead radiative feedback would be the dominant
agent (e.g. Thompson et al. 2005; Fall et al. 2010; Murray et al.
2010; Dale et al. 2012). Throughout this paper, we will assume
that supernovae truncate the star formation process on the largest
spatial scales, but in Appendix C we also consider the (additional)
effect of radiative feedback. The relevance of supernovae is sup-
ported to some degree by numerical simulations of embedded clus-
ters – those clusters that span the largest spatial scales and have
the weakest coupling between feedback and the ISM, reflecting a
high degree of inhomogeneity, have dynamical histories that are
most strongly impacted by supernovae rather than winds from mas-
sive stars (Pelupessy & Portegies Zwart 2012). Crucially though,
the description of feedback in our model serves the purpose of trun-
cating star formation on a time-scale that is broadly consistent with
observations, rather than reflecting the details of the feedback pro-
cess. Additionally, Appendix C shows that varying the feedback
prescription has only a modest influence on the predicted CFE.
We write the feedback time as the sum of the time since the
onset of star formation until the first supernova tsn and the sub-
sequent time until pressure equilibrium between feedback and the
surrounding ISM teq:
tfb = tsn + teq. (16)
At times t < tfb, star formation still is still ongoing because the
ambient ISM pressure PISM is higher than the outward pressure
provided by feedback Pfb, and gas is continuously fed into the star-
forming region. The ambient pressure that needs to be overcome to
halt star formation in GMCs is dominated by turbulent motion and
is therefore given by
PISM = ρISMσ
2
g =
π2G2Q2Σ2gρISM
2Ω2
, (17)
where equation (8) was used in the second equality. The condition
for pressure equilibrium depends on how the feedback couples to
the ISM – since the structure of the ISM is hierarchical, its porosity
causes the pressure support by feedback to be inefficient (e.g. Silk
1997). Taking this into account, equilibrium can then be formulated
as
Pfb =
Efb
V
= φfbρsteq = φfbǫρgteq =
π2G2Q2ρISMΣ
2
g
2Ω2
, (18)
where Efb is the feedback energy providing the outward pres-
sure, V is the volume of the region, ρs is the stellar density,
and φfb is a constant that represents the rate at which feed-
back injects energy into the ISM per unit stellar mass. It thus
includes a certain efficiency factor smaller than unity and in-
cludes the porosity of the ISM as well as additional energy loss
due to cooling. While it is known that the feedback–ISM cou-
pling is crucial in shaping the properties of galaxies in numeri-
cal simulations (e.g. Efstathiou 2000; Springel & Hernquist 2003;
Abadi et al. 2003; Robertson et al. 2005; Dubois & Teyssier 2008;
Dalla Vecchia & Schaye 2008), its characteristics are still uncertain
(Silk 1997; Mac Low & Ferrara 1999; Navarro & Steinmetz 2000;
Dib et al. 2006), and therefore the value of φfb has not been de-
termined conclusively. In Appendix B, φfb is chosen by consid-
ering order-of-magnitude estimates from the literature, and it is
shown that the influence of this choice on the CFE is minor. In
the remainder of the paper, we adopt φfb ≈ 0.16 cm2 s−3 =
3.2 × 1032 erg s−1 M⊙−1. From equation (18), the equilibrium
time teq follows as
teq =
π2G2Q2Σ2g
2φfbǫxΩ2
, (19)
where x = ρg/ρISM as in equation (2).
Equations (14), (16), and (19) can be solved for the SFE ǫ and
the feedback time tfb. The solution for tfb reads
tfb =
tsn
2
(
1 +
√
1 +
2π2G2tffQ2Σ2g
φfbsSFRff t2snΩ2x
)
, (20)
and the SFE is given by
ǫfb =
sSFRff
tff
tsn
2
(
1 +
√
1 +
2π2G2tffQ2Σ2g
φfbsSFRff t2snΩ2x
)
, (21)
where the subscript ‘fb’ indicates that this is the SFE after star for-
mation is halted by feedback. For a solar neighbourhood-like pa-
rameter set, an overdensity of x = 101, and tsn = 3 Myr, the
feedback time-scale is typically tfb ∼ 5 Myr (with ǫfb ∼ 0.01),
and it quickly approaches tfb = tsn for x > 102.
In practice, star formation need not be halted by feedback as
the region may either be observed when the star formation process
is still ongoing, or the density may have been so high that all of
the available gas was consumed before tfb. If star formation is still
ongoing, the SFE at time t follows from a slight modification of
equation (14) as
ǫinc =
sSFRff
tff
t, (22)
where the subscript ‘inc’ indicates that the conversion of gas to stars
is still incomplete. Of course, ǫinc depends on the moment of eval-
uating the CFE, and a standard value of t = 10 Myr is assumed
here. However, by varying t one can obtain the time-evolution of
the CFE, which is shown in §3.3. If star formation proceeds at such
a high density that it is optimally efficient before the onset of feed-
back, the SFE equals the core star formation efficiency ǫcore:
ǫmax = ǫcore, (23)
where the subscript ‘max’ indicates that this is the maximum SFE.
The value of ǫcore follows from the mass fraction of protostellar
cores that ends up in the actual stars after accounting for the mass
loss in outflows. According to Matzner & McKee (2000), ǫcore =
0.25–0.75, and a constant value of ǫcore = 0.5 is therefore adopted
in this paper. Finally, this implies that the actual SFE is given by
ǫ = min {ǫmax, ǫfb, ǫinc}. (24)
The above treatment of the feedback-induced truncation of
star formation assumes that the specific star formation rate per free-
fall time sSFRff is constant until star formation is halted. This might
not actually hold once the first supernovae have started to inject
energy into the ISM, as the heating might either prevent or stim-
ulate some regions from undergoing collapse (Elmegreen & Lada
1977; Dale et al. 2005; Wu¨nsch et al. 2008). Due to the ambiguous
effects of feedback, it is not clear a priori whether a gradual trun-
cation of star formation would be appropriate. A simple correction
is explored in Appendix B, which shows that the change of the re-
sulting CFE is very marginal either way. This justifies the use of a
constant sSFRff .
Another word of caution is in order regarding the possible
variation of the onset and strength of feedback, covered in the con-
stants tsn and φfb. These may depend weakly on metallicity (see
the discussion in Appendix B), but they are affected much more by
the stochasticity of star formation at the high-mass end of the mass
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range. The sampling of the masses of the few most massive stars
determines whether a continuous (and in that sense statistical) ap-
proach as in equation (21) is suitable. It should therefore be kept in
mind that the treatment of feedback is idealised in the sense that it
may hold for an ensemble of star-forming GMCs, but not necessar-
ily for individual examples.
2.6 The naturally bound part of star formation
It has long been known that the CFE depends on the SFE on the
local scale of young stellar clusters. The less efficient star for-
mation is locally, the smaller the part of the stellar structure that
remains bound after the gas has been expelled (Tutukov 1978;
Hills 1980; Adams 2000; Geyer & Burkert 2001; Boily & Kroupa
2003a,b; Goodwin & Bastian 2006; Baumgardt & Kroupa 2007;
Parmentier et al. 2008; Smith et al. 2011). However, the details of
the relation between the local CFE γ and the SFE ǫ have so far
always been determined for a static background potential6 and/or
some degree of equilibrium between the gas and stars. It is an im-
portant property of star-forming environments in nature that the
gas and stars can evolve independently of each other. The decou-
pled kinematics of both components (see e.g. Offner et al. 2009)
and the accretion of the gas in the direct vicinity of the stars im-
ply that stellar structure can evolve to a gas-poor state while re-
maining embedded in an evacuated cocoon of gas (Kruijssen et al.
2012a; Girichidis et al. 2012). As such, the assumption of dynam-
ical equilibrium between gas and stars does not hold. For the pur-
pose of this paper it is therefore not possible to follow the ‘classical’
equilibrium-type results to obtain γ(ǫ). Instead, numerical simula-
tions of turbulent fragmentation can be used to establish what the
fraction of stars is that is gravitationally bound on some scale, for
a given gas-to-stellar mass ratio or SFE.
In Appendix D, the analysis of the Bonnell et al. (2008) sim-
ulations by Maschberger et al. (2010) and Kruijssen et al. (2012a)
is used to address the local CFE as a function of the local SFE in
a hierarchical star-forming region. Since the simulation does not
include feedback, the effect of gas expulsion is accounted for by
ignoring the gravitational potential of the gas when calculating the
boundedness of the stellar structure. This reflects the most violent
form of feedback, as the gas is removed instantaneously. Obviously
this is an idealized approach. A more realistic treatment of feed-
back (see e.g. Wang et al. 2010; Krumholz et al. 2012) may work
in two ways. Either it could accelerate the evolution of stellar sub-
clusters to a gas-poor state, in which case the approach is still valid,
or it could slow down star formation to such a degree that the stars
and gas retain some degree of dynamical equilibrium. It is shown
in Appendix D that the extreme case of adopting the results from
N -body simulations that assume complete dynamical equilibrium
between gas and stars does not substantially change the resulting
CFE. Another implication of the absence of feedback is that star
formation is quite rapid in the Bonnell et al. (2008) simulation,
with sSFRff ∼ 0.3. As a result, the collapse into stars proceeds so
rapidly that turbulence may not have reached statistical equilibrium
yet, which could drive the density PDF away from the characteris-
tic log-normal shape if it is generated by the turbulence. However,
it has been shown that turbulence is not required to produce a log-
normal density PDF (Tassis et al. 2010) and indeed we find that the
6 Except for a normalization of the gas potential that decreases with time
when the gas is expelled.
gas in the central 5 pc of the simulation is roughly consistent with
the log-normal of equation (2) for M = 3–10.
The analysis in Appendix D shows that in the boundedness
of stellar structure in the Bonnell et al. (2008) simulation can be
described with 30% accuracy by the simple relation γ(ǫ) = ǫ.
This does not account for protostellar outflows, i.e. the maximum
SFE in the analysis is 100%, while in the model of this section,
a maximum SFE equal to ǫcore = 0.5 is assumed. The ques-
tion thus rises whether the local CFE could still be optimal at a
maximum SFE that is smaller than unity due to outflows. Recent
observational and numerical results on protostellar outflows show
that they should be capable of driving the turbulence on scales of
∼ 1 pc, but not on the scales of entire GMCs (e.g. Arce et al. 2010;
Wang et al. 2012; Hansen et al. 2012; Buckle et al. 2012). As such,
their influence may not reach very far, contrary to earlier theoreti-
cal expectations (e.g. Matzner & McKee 2000). The typical proto-
stellar outflow velocities of ∼ 0.5 km s−1 in the numerical work
of Nakamura & Li (2007) are consistent with this picture, and for
protoclusters with radii of 1 pc they imply crossing times of 2 Myr.
Since this is longer than the typical free-fall time of such protoclus-
ters (cf. Evans et al. 2009), the stellar structure can respond adiabat-
ically to any mass loss in protostellar outflows. The mere existence
of bound, young stellar clusters without a massive halo of escaping
stars (e.g. Rochau et al. 2010; Cottaar et al. 2012) evidences that in
at least some cases protostellar outflows alone are not sufficient to
unbind stellar clusters. The local CFE should thus not be strongly
affected by the outflows. This leads to the following adopted rela-
tion for the local CFE:
γ = ǫ/ǫcore, (25)
which increases linearly from 0 to 1 as the SFE increases from 0 to
ǫcore.
The naturally bound part of star formation fbound from equa-
tion (1) can now be obtained by integration of the overdensity PDF
of the ISM:
fbound =
∫
∞
−∞
γ(x)ǫ(x)x(dp/dx)dx∫
∞
−∞
ǫ(x)x(dp/dx)dx
, (26)
where the numerator represents the part of star formation that re-
sults in bound structure, and the denominator denotes the total
amount of star formation. The quantities that set fbound are the
gas surface density Σg, the Toomre Q parameter, and the angular
velocity Ω.7
2.7 The cruel cradle effect
Star-forming regions are characterized by their enhanced densities
relative to the mean ambient density in a galaxy disc. Over the
course of a star formation time-scale, it is possible that these re-
gions encounter other density peaks or GMCs with which they in-
teract gravitationally. Such interactions result in tidal shocks, dur-
ing which the perturbation injects energy into the star-forming re-
gion. This may prevent collapse on a global scale, but because the
susceptibility of an object to tidal shocks is set by its density, local
condensations into protostellar cores are not inhibited. Tidal shocks
thus decrease the CFE, but not the SFE.
7 As mentioned previously, if the galaxy rotation curve is not flat, Ω should
be replaced by equation (10) in all equations.
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2.7.1 The Spitzer theory of tidal shocks
The disruption time-scale of a hierarchically structured star-
forming region due to tidal shocks tcce can be derived from
the energy considerations that also hold for stellar clusters (see
e.g. Spitzer 1987; Kundic & Ostriker 1995; Gnedin et al. 1999;
Gieles et al. 2006b; Prieto & Gnedin 2008; Kruijssen et al. 2011).
The only modifications lie in the adopted proportionality constants,
which account for the physical and structural differences between
star clusters and hierarchical star-forming regions. The time-scale
is written as
tcce =
∣∣∣∣Ef
(
dE
dt
)−1∣∣∣∣ , (27)
where f is a constant that accounts for the fraction of the energy
gain that is used to unbind the star-forming region, E is the in-
ternal energy per unit mass of the region, and the time derivative
indicates the energy gain per unit mass due to tidal perturbations.
It is assumed that the relevant regions experience more than one
encounter before t = 10 Myr, which is verified in §2.7.2 below.
In order to calculate the internal energy of a star-forming re-
gion, it is convenient to assume a certain radial density profile.
While such spherical symmetry in principle violates the philoso-
phy of this work to treat the ISM as a hierarchy, it is a reasonable
approach since stars and stellar clusters are born in local density
peaks. This assumption is particularly appropriate in the context
of tidal perturbations: the details of the density profile of the per-
turbed region translate into second-order changes in the proportion-
ality constants (e.g. Spitzer 1987). For mathematical simplicity, the
regions are thus considered to follow a Plummer (1911) potential:
Φ = −GM
R0
(
1 +
R2
R20
)−1/2
, (28)
where Φ is the potential energy, M the mass of the region, R0 the
characteristic (Plummer) radius, and R the radius. For the above
potential, the internal energy per unit mass is given by
E = −3π
64
GM
R0
. (29)
The rate of energy change per unit mass dE/dt of the star-
forming region can be derived according to the formalism for the
perturbation of stellar clusters of Spitzer (1958, 1987), but ap-
plied to the gas-rich, star-forming region as a whole. As laid out
by Binney & Tremaine (1987), dE/dt is given by the phase-space
integration of the product of the encounter rate and the energy in-
jected by each encounter. Generalizing their result as in Gieles et al.
(2006b) and assuming a Maxwellian velocity distribution, one ob-
tains
dE
dt
=
4π3/2gG2φsh
3σg
ΣGMCρISMR2φad
=
4
√
2πgGφshΩ
3ΣgQ
ΣGMCρISMR2φad, (30)
where g ≈ 1.5 is a correction factor to account for the ex-
tended nature of the perturbing clouds (see below), φsh ≈ 2.8 ac-
counts for the higher-order energy gain8 (Kundic & Ostriker 1995;
Gnedin & Ostriker 1997; Prieto & Gnedin 2008; Kruijssen et al.
2011), ΣGMC is the surface density of GMCs, and equation (8)
8 Calculated for Plummer (1911) parameters using equation (23) of
Kruijssen et al. (2011).
was used in the second equality. The factor φad is the Spitzer
(1987) adiabatic correction, which accounts for the dampening
of the energy injection by the adiabatic expansion of the re-
gion. The expression for φad is derived below in §2.7.2. For the
Milky Way and galaxies in the Local Group, observations show
ΣLGGMC ∼ 100 M⊙ pc−2 (Solomon et al. 1987; Bolatto et al. 2008;
Heyer et al. 2009), but pressure equilibrium implies that for galax-
ies with Σg > 100 M⊙ pc−2 the GMC surface density is set by the
disc surface density ΣGMC ∼ Σg (also see Hopkins et al. 2012).
We therefore adopt
ΣGMC = max {ΣLGGMC,Σg}. (31)
Contrary to the distant encounters to which star clusters are
often subjected, in the case of star-forming regions it is cru-
cial to account for the spatially extended nature of the perturber.
There are several corrections for tidal shocking by extended mass
distributions available in the literature (Aguilar & White 1985;
Binney & Tremaine 1987; Gnedin et al. 1999; Gieles et al. 2006b).
Here, the approach of Gieles et al. (2006b) is adopted for mathe-
matical simplicity and consistency – both in terms of the general
derivation and the use of Plummer profiles. Their analysis shows
that if the perturber is about an order of magnitude more massive
than the perturbed object, their extended nature can be accounted
for by adopting g ≈ 1.5 in equation (30). Such a mass ratio is
plausible because the GMC mass spectrum covers about two or-
ders of magnitude, distributed according to a power law with an in-
dex of about −1.7 (Solomon et al. 1987; Elmegreen & Falgarone
1996; Williams & McKee 1997). This indicates that most of the
tidal disruption will typically come from those structures that are
more massive than the region itself, but likely not by more than an
order of magnitude.
In N -body simulations of the disruption of star clusters by
tidal shocks, a fraction f = 0.25 of the injected energy is used
to unbind the cluster (Gieles et al. 2006b). This low efficiency is
due to the excess energy that is carried away by escaping stars.
However, in a dissipative medium such as the ISM the energy is
not removed by a small number of high-velocity escapers, but in-
stead it can be radiated away by the dissipation of turbulent en-
ergy.9 The influence of turbulent energy decay on the value of f
is addressed in Appendix E for a large set of Monte-Carlo exper-
iments, which are used to model the stochasticity of the strength
and time-separation of tidal perturbations. It is found that for those
regions where tcce 6 t, the fraction of the tidally injected energy
that is used to unbind a region is about f ∼ 0.7, independently of
the environmental conditions. This relatively large fraction arises
because regions are only disrupted if they happen to encounter a
rapid sequence of tidal perturbations, thereby not allowing the en-
ergy to be dissipated. Hence, a large fraction of the energy can be
used to overcome the gravitational potential, and those regions that
do not survive until time t are thus characterized by efficient dis-
ruption. It is verified in Appendix E that this holds for the complete
parameter range that is relevant for the presented theory (see §2.8
and Table 1 below).
9 This assumes that the kinematics of the star-forming region are domi-
nated by the gas, i.e. the SFE is low. As will be shown in Figure 1 below, at
the ages of interest this is indeed the case for those overdensities where the
cruel cradle effect is important.
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2.7.2 The adiabatic correction
In the harmonic approximation (cf. Spitzer 1987), the adiabatic
correction of equation (30) is given by φad = exp (−2φt), in
which φt ≡ tenc/tdiss, with tenc the typical time interval between
encounters and tdiss the time-scale for the dissipation of turbu-
lent energy. This assumes that the duration of the tidal shock is
of the same order as the time interval between subsequent per-
turbations, as should be expected due to the continuous nature
of the ISM. The dissipation time-scale is approximately given by
(McKee & Ostriker 2007)
tdiss =
R
σint
, (32)
which in combination with equations (13) and (15) becomes
tdiss =
√
40
π2αvir
tff ≈ 1.5
(
αvir
1.3
)−1/2
tff , (33)
implying that tdiss falls in the range 0.5tff–3.8tff for the val-
ues of αvir found in observations and numerical work. The
encounter time-scale is defined from simple kinetic theory as
(Binney & Tremaine 1987):
tenc =
(
4
√
πnGMCσgb
2
max
)−1
, (34)
where nGMC is the number density of GMCs and bmax ≡
(48/πnGMC)
1/3 is the mean cloud separation. The GMC num-
ber density can be specified by writing nGMC = ρISM/MGMC,
with MGMC the typical GMC mass. If one assumes that the char-
acteristic GMC mass is set by the Jeans mass, it can be written as
(Krumholz & McKee 2005):
MGMC =
π4G2Σ3gQ
4
4Ω4
. (35)
Substitution of equations (5), (8) and (35) into equation (34) then
yields
tenc =
√
2π1/3φ
1/6
P
7682/3
√
GρISM
≈ 0.025φ1/6P (GρISM)−1/2. (36)
Since at the solar galactocentric radius Ω0 ≈ 0.026 Myr−1 (as-
suming a circular velocity of 220 km s−1), equations (5) and (36)
imply that tenc ∼ 2.5 Myr in the solar neighbourhood, which is a
relatively low-density environment. The number of encounters in-
creases with angular frequency, so at the radii where the bulk of the
Galactic star formation occurs (between galactocentric radii of 2
and 7 kpc, see e.g. McKee & Williams 1997) always tenc ≪ t.
This justifies the earlier assumption that a star-forming region typ-
ically suffers multiple encounters before t = 10 Myr. Finally, the
combination of the final expressions for tdiss and tenc now provides
φt ≡ tenc
tdiss
≈ 3.1
(
αvir
1.3
)1/2 ( x
104
)1/2
. (37)
This expression for φt as a function of αvir and x now allows the
specification of φad, which becomes
φad = e
−2φt ≈ exp
[
−6.2
(
αvir
1.3
)1/2 ( x
104
)1/2]
. (38)
For gaseous regions, this Spitzer (1987) formulation of the adia-
batic correction is preferred over the Weinberg (1994) correction, of
which the power law tail at large φt is caused by stellar oscillations
that do not necessarily apply to a turbulent medium. Since the pre-
sented theory approximates gas-rich, star-forming aggregates lo-
cally with Plummer (1911) potentials, which are parabolic in the
centre, the harmonic approach is more appropriate.
2.7.3 A critical overdensity for surviving the cruel cradle effect
Substitution of equations (29) and (30) into equation (27) now gives
the disruption time-scale of star-forming regions due to the cruel
cradle effect:
tcce =
9
√
π
217/2fgφshφad
QΣg
ΩΣGMC
(
Rh
R0
)(
R2h
R2
)
x
≈
√
π
124fgφshφad
QΣg
ΩΣGMC
x, (39)
where Rh is the half-mass radius of the star-forming region, and
the second equality uses Rh = 1.3R0 and R2h/R2 ≈ 0.25 for a
Plummer profile (Gieles et al. 2006b). By writing tcce = t, it is
possible to derive a threshold overdensity xcce above which star-
forming regions will survive the cruel cradle effect at least until
time t, which is given by:
xcce =
124fgφshΩΣGMCt√
πQΣg
φad(xcce), (40)
where φad is a monotonically decreasing function of xcce, which
indicates that equation (40) has a unique solution. Because the re-
lation is implicit, xcce has to be obtained by solving equation (40)
numerically. Regions with overdensities x < xcce cannot form
bound stellar clusters because they are disrupted by tidal perturba-
tions due to the primordial environment before time t.10 A typical
value for solar neighbourhood-type parameters is xcce ∼ 102 (see
the discussion of Figure 1 in §2.8 below). Also note that the pro-
portionality xcce ∝ ΩQ−1Σ−1g implies xcce ∝M−1. Because for
Σg > Σ
LG
GMC we have ΣGMC ∼ Σg, high-surface density galaxies
follow xcce ∝ ΩQ−1 ∝ ρ1/2ISM.
The influence of the cruel cradle effect on the CFE can now be
quantified in two ways. Firstly, the fraction of the naturally bound
part of star formation that survives the cruel cradle effect, i.e. fcce
from equation (1), is obtained by integration of the overdensity PDF
of the ISM:
fcce =
∫
∞
xcce
γ(x)ǫ(x)x(dp/dx)dx∫
∞
−∞
γ(x)ǫ(x)x(dp/dx)dx
, (41)
where the numerator represents the bound structure that survives
the cruel cradle effect, and the denominator denotes the part of
star formation that results in bound structure. This quantity does
not reflect the absolute contribution of the cruel cradle effect as
equation (26) does for the naturally bound part of star formation,
because the parts of the density range that are dispersed by both
mechanisms overlap. As a result, fcce only gives the additional de-
crease of the CFE due to tidal perturbations. To directly compare
the individual contributions to dispersed star formation of naturally
unbound star formation or the cruel cradle effect, it is thus useful
to define the fraction of all star formation that survives tidal pertur-
bations by the dense primordial environment:
f ′cce =
∫
∞
xcce
ǫ(x)x(dp/dx)dx∫
∞
−∞
ǫ(x)x(dp/dx)dx
, (42)
in which the denominator now represents all star formation. This
definition allows one to determine the CFE if all star formation
10 Note that this does not introduce a certain threshold density that can be
used to define bound clusters observationally. Firstly because xcce varies in
space and time, but also because most regions that survive the cruel cradle
effect (i.e. x > xcce) are often intrinsically unbound, i.e. fbound < f ′cce
(see e.g. Fig. 1 and Table 3).
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Figure 1. The determination of the cluster formation efficiency (CFE). The
solid curve shows the overdensity probability distribution function of the
interstellar medium. Multiplication with the star formation efficiency gives
the part that is converted into stars, which is represented by the dashed
curve. The subset of stars that are formed in naturally bound stellar clusters
is shown as a dotted line, of which the part that has an overdensity larger
than a certain environmentally dependent, critical value (thick vertical line)
survives tidal disruption by the dense star-forming giant molecular clouds.
The CFE is given by the ratio of the grey-shaded region to the integral of
the dashed curve. The figure shows the distributions for a parameter set that
is characteristic for the Milky Way (see text).
were intrinsically bound, giving an absolute measure for the dis-
ruptive potential of the cruel cradle effect. As for fbound in equa-
tion (26), the quantities that set fcce and f ′cce are the gas surface
density Σg, the Toomre Q parameter, and the angular velocity Ω.
2.8 The cluster formation efficiency
The final expression for the CFE is obtained by combination of
equations (26) and (41), which provide the naturally bound fraction
of star formation and the fraction thereof that survives the cruel
cradle effect:
Γ
100%
= fboundfcce =
∫
∞
xcce
γ(x)ǫ(x)x(dp/dx)dx∫
∞
−∞
ǫ(x)x(dp/dx)dx
. (43)
This integral is to be evaluated numerically, and is illustrated in Fig-
ure 1. It shows the overdensity PDF of the ISM xdp/dx before and
after multiplication by ǫ(x) and an additional factor γ(x), respec-
tively, as well as the environmentally dependent threshold overden-
sity that ensures survival after the cruel cradle effect. The param-
eter set is chosen to reflect the properties of the solar neighbour-
hood, with Σg = 12 M⊙ pc−2, Q = 1.5, and Ω = 0.026 Myr−1
being substituted in equation (6) to obtain the Mach number and
set the overdensity PDF. While higher Mach numbers decrease the
value of the peak overdensity somewhat, they also lead to a much
broader PDF. The curves that include the factors ǫ and γ nicely il-
lustrate the three regimes of star formation given by equation (24).
In this example, star formation is still ongoing at age t for overden-
sities x <∼ 100, whereas for x >∼ 105 it has been so efficient that
an optimal SFE of ǫcore is reached. At intermediate overdensities,
star formation is halted by feedback. Due to the cruel cradle effect,
bound stellar clusters are only formed at high densities, i.e. either in
the regime where star formation is halted by feedback or has been
optimally efficient. The CFE equals the ratio of the grey-shaded
Table 1. List of variables and their typical values.
Variable Minimum Typical Maximum Quiescent Starburst
(1) (2) (3) (4) (5) (6)
Σg,0 100 101 105 100.7 103
Q 0.5 1.5 6 3 0.5
Ω0 10−2.5 10−1.7 100.5 10−1.9 10−0.7
Σg,0 and Ω0 are in units of M⊙ pc−2 and Myr−1, respectively.
Table 2. List of parameters.
Parameter Typical value
(1) (2)
φP 3
αvir 1.3
tsn 3 Myr
t 10 Myr
φfb 0.16 cm
2 s−3
ǫcore 0.5
f 0.7
g 1.5
φsh 2.8
ΣLG
GMC
100 M⊙ pc−2
region in Figure 1 to the integral of the dashed curve, which repre-
sents the product ǫ(x)xdp/dx and reflects the total amount of star
formation. The figure illustrates that the cruel cradle effect and the
naturally bound part of star formation both enable a fairly similar
part of the overdensity range to remain bound. As such, the cruel
cradle effect accelerates mainly the dispersal of unbound star for-
mation, whereas its effect on the bound part of star formation is
smaller.
The presented theory of the cluster formation efficiency satis-
fies the five criteria listed in §2.1.
(i) The fraction of star formation that is locally bound is formu-
lated in a scale-free and continuous manner, and is based on the
hierarchical nature of the ISM and the star formation process.
(ii) The global bound fraction of star formation is obtained from
a local criterion that is integrated over the entire overdensity spec-
trum of the ISM.
(iii) The formation of bound stellar clusters is considered as a
continuous process, which allows the naturally bound fraction of
star formation, the cruel cradle effect, and hence the cluster forma-
tion efficiency to be calculated at any time t.
(iv) By addressing the CFE at a specific time t, the theory ac-
counts for three possible outcomes of the star formation process: it
can occur on such a short time-scale that the gas is consumed before
the onset of feedback, it can be truncated by large-scale supernova
feedback, or it can still be ongoing at the moment of observation.
This order reflects a sequence of decreasing density.
(v) The effect of the tidal disruption of star-forming regions by
the primordial environment is included and quantified at the time
of observation t.
The model depends on two or three main variables: (1) the
gas surface density Σg, (2) the Toomre Q parameter, (3) the angu-
lar velocity Ω or epicyclic frequency κ,11 which are summarized
11 If the CFE is determined globally for a low-redshift galaxy, Ω and Σg
are roughly related according to equation (9).
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Figure 2. Influence of the adopted star formation law on the cluster formation efficiency. From left to right, the panels show the cluster formation efficiency Γ,
naturally bound fraction of star formation fbound, fraction of bound star formation surviving the cruel cradle effect fcce, and the fraction of all star formation
surviving the cruel cradle effect f ′cce as a function of surface density and angular velocity. The displayed range is indicated in the legends at the top of each
column, and the dotted contours denote fixed values as given by their labels. The solid lines mark the relation between Σg and Ω from equation (9) along
which most nearby galaxies are located, with dashed lines representing a scatter of a factor of three. The dash-dotted lines in the second column separate the
subsonic (top left) and supersonic regimes. Top panels: using the empirically motivated star formation law of equation (11) and Elmegreen (2002). Bottom
panels: using the theoretical star formation law of equation (12) and Krumholz & McKee (2005). All other parameters are as in Table 2, with Q = 1.5.
in Table 1 together with their ranges. The ‘typical’ set of variable
values reminisces the conditions in the solar neighbourhood and is
broadly characteristic of disc galaxies. The ‘quiescent’ and ‘star-
burst’ variable sets12 are chosen to reflect the typical extremes of
star-forming galaxies, whereas the absolute extremes of the values
themselves are listed in the ‘minimum’ and ‘maximum’ columns
(see e.g. Kennicutt 1998; Bigiel et al. 2008 for discussions of the
observed parameter range). The small set of other relevant parame-
ters for which constant, fiducial values can be adopted are listed in
Table 2. These tables will be referred back to in the remainder of
the paper when discussing examples of cluster-forming galaxies.
3 THE VARIATION OF THE CLUSTER FORMATION
EFFICIENCY
Before making specific predictions for the CFE in different galax-
ies and comparing them to observed values, it is relevant to ex-
plore the parameter space and reach an understanding of CFE vari-
ations across a range of galactic environments. In this section, we
discuss the variation of the CFE as a function of gas surface den-
sity and angular velocity, while each time varying one of the other
model components. In order of appearance, these are the star for-
mation law, the Toomre (1964) Q parameter, the time-evolution of
12 Throughout the paper, ‘starburst’ is used to refer to galaxies with short
(tdepl <∼ 300 Myr) gas depletion time-scales. The ‘starburst’ parameter set
of Table 1 is chosen to be representative of high-density starburst galaxies,
but does not rely on any criterion for gas depletion.
the CFE, and some miscellaneous parameters that have a weak in-
fluence on the CFE. The main results of the analysis in this section
are summarized in §3.5.
3.1 General behavior and the influence of the star formation
law
We show the CFE as a function of the gas surface density Σg and
the angular velocity Ω in Figure 2 for the two different star for-
mation laws (Elmegreen 2002; Krumholz & McKee 2005) that are
adopted in this paper. Because the behavior of the CFE is com-
parable in both cases, we first focus on common features between
both star formation laws, before pointing out the more subtle dif-
ferences. The panels in Figure 2 do not only show the variation of
the CFE, but also of the naturally bound fraction of star formation
fbound, the fraction of bound star formation that survives the cruel
cradle effect fcce, and the fraction of all star formation that survives
the cruel cradle effect f ′cce. We reiterate that the CFE is given by
the product of fbound and fcce, which of course also applies to the
panels in Figure 2.
The naturally bound fraction of star formation exhibits a pro-
nounced increase with the gas surface density. This can be under-
stood in terms of the Mach number M as defined in equation (6).
We mentioned in the discussion of Figure 1 that the Mach num-
ber sets the shape of the overdensity PDF of the ISM. Because
M ∝ Σg, the width of the overdensity PDF increases with the
surface density, which enables a larger fraction of star formation
to reside in the high-density range that leads to high local forma-
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tion efficiencies of stars and clusters. This effect is large enough to
overcome the decrease of the peak overdensity with increasingM.
The value of fbound is remarkably insensitive to the angular veloc-
ity for most of the parameter space, because in an equilibrium disc
the decrease of the Mach number with Ω and the corresponding
narrowing of the overdensity PDF is compensated by an increase
of the average mid-plane density. This implies that while the over-
densities may be smaller, the absolute density remains similar, and
fbound only weakly changes with Ω. The only exception occurs
in the top left of the parameter space, at low surface densities and
high angular velocities. In this region, fbound is insensitive to the
surface density, but instead becomes a function of the angular fre-
quency. The reason is that above the line Ω0 = 4.6Σg,2 the gas
becomes subsonic and the overdensity PDF freezes. This removes
the dependence on the Mach number, and implies that fbound only
depends on the angular frequency through the mid-plane density of
equation (5).
The fraction of naturally bound (or total) star formation that
survives the cruel cradle effect fcce (f ′cce) almost exclusively de-
pends on the Mach number. This occurs because the critical over-
density that is required to survive external perturbations scales as
xcce ∝ σg ∝ M−1 due to the effect of gravitational focusing,
while the PDF of the overdensity x also is a function of the Mach
number only. Both dependences result in larger survival fractions
for higher Mach numbers, and as a result the contours of constant
fcce in Figure 2 mostly follow lines of constant Mach number,
and mark a rather sudden transition between strong tidal disrup-
tion and complete survival. Only at high surface densities a ‘knee’
appears in the contours, of which the location corresponds to the
point where Σg = ΣLGGMC = 100 M⊙ pc−2. Towards higher densi-
ties, the tidal perturbations grow because ΣGMC = Σg, and hence
the dependence of xcce on the surface density vanishes, implying
xcce ∝ ΩQ−1 ∝ ρ1/2ISM. The upturn of the contours at high surface
densities and angular velocities marks the point where the criti-
cal overdensity for survival xcce coincides with the overdensity at
which the free-fall time is so short that the SFE is optimal and all
available gas is turned into stars (ǫ = ǫcore). In this regime, the tidal
perturbations start to unbind structure that is entirely gravitation-
ally bound. Finally, the difference between fcce and f ′cce is mostly
a horizontal stretch in which a smaller fraction of all star formation
survives the cruel cradle effect than of the naturally bound part – as
anticipated in the discussion of Figure 1.
The total cluster formation efficiency Γ is given by the product
of the second (fbound) and third (fcce) panels in each row of Fig-
ure 2. The cruel cradle effect provides a clear threshold for cluster
formation at the low-density end of the parameter space, but when
focusing on the region where most observed galaxies lie (solid and
dashed lines), the CFE is mostly set by the naturally bound frac-
tion of star formation. Only at very low and very high gas surface
densities (cf. Table 1), the cruel cradle effect notably suppresses
the CFE. The combination of all effects leads to a CFE that in-
creases with the gas surface density, from a few per cent in qui-
escent, low-density galaxies to a maximum of about 60% in high-
density environments. It decreases again for the most extreme den-
sities (Σg >∼ 103 M⊙ pc−2) due to the cruel cradle effect.
The differences between the two star formation laws are mi-
nor. The Krumholz & McKee (2005) prescription leads to CFEs
that can be up to 0.2 dex higher than for the empirical star forma-
tion law, but this falls within the error margins (Kennicutt 1998).
The main other difference is a stronger dependence on the angu-
lar velocity for the Krumholz & McKee (2005) star formation pre-
scription than for the empirically motivated one. This is caused by
an explicit dependence of their specific star formation rate per free-
fall time on the Mach number, which causes the rate of star for-
mation to increase with decreasing Mach numbers. That aside, the
overall variation of the CFE for both star formation laws is very
similar. In the following, we therefore assume equation (11) unless
it is clarifying to also show the results for the Krumholz & McKee
(2005) prescription of star formation.
3.2 The influence of the Toomre Q parameter
The variation of the CFE as a function of Σg and Ω is again shown
in Figure 3, this time addressing the influence of the Toomre (1964)
Q parameter, which indicates the stability of the gas disc. When Σg
and Ω are specified, this parameter reflects the velocity dispersion
of the gas as Q ∝ σg. As for Figure 2, the physics of the CFE
are best understood by separately considering the naturally bound
fraction of star formation and the fraction thereof that survives the
cruel cradle effect. Again, the Mach number plays a central role.
The Mach number scales asM∝ σg ∝ Q at fixed Σg and Ω,
which leads to a slight decrease of fbound with increasing Toomre
Q. This is easily understood in physical terms: at fixed Σg and Ω,
a more stable gas disc implies a higher velocity dispersion, which
lowers the mid-plane density as ρISM ∝ σ−2g and causes the frac-
tion of star formation occurring in high-density peaks to become
smaller with increasing Q. The effect is largely offset by the broad-
ening of the overdensity PDF due to the growth of the Mach num-
ber, but this is insufficient to overcome the global density decrease
entirely.
Interestingly, the fraction of naturally bound star formation
that survives the cruel cradle effect fcce shows the opposite be-
havior. As mentioned above, the overdensity PDF broadens as Q
increases, while the critical overdensity for survival xcce ∝ Q−1 ∝
σ−1g due to gravitational focusing. Both effects imply that the cruel
cradle effect is more disruptive in unstable (low-Q) discs. When
considering unstable, Q = 0.5 galaxies along the typical Σg–Ω
relation (solid line in Figure 3), the cruel cradle effect plays an im-
portant (> 0.3 dex) role in setting the CFE for Σg < 10 M⊙ pc−2.
It is also non-negligible for Σg > 103 M⊙ pc−2, where it limits
the CFE by disrupting high-density stellar structure that otherwise
would have remained bound due to the high local SFE.
Combining the variation of fbound and fcce with the surface
density, angular velocity, and Q parameter, we see that the stabil-
ity of the gas disc is instrumental mainly in setting the fraction of
bound star formation that survives the cruel cradle effect. In partic-
ular, unstable galaxies with high angular velocities (upper dashed
line in Figure 3) have reduced CFEs due to tidal perturbations by
the star-forming environment. The naturally bound part of star for-
mation is much less affected by the disc stability and follows the
same trends as discussed in §3.1. Figure 3 also indicates the ‘quies-
cent’, ‘typical’, and ‘starburst’ galaxies from Table 1, with CFEs of
Γ = {4, 7, 59}%, respectively. As by the above discussion should
be expected, the figure clearly shows that the CFE for the high-
density set of variables is mainly affected by the cruel cradle effect
(i.e. f ′cce < fbound), whereas the ‘quiescent’ and ‘typical’ model
galaxies reside in the part of the parameter space where a low nat-
urally bound fraction of star formation determines the CFE (i.e.
fbound < f
′
cce).
3.3 The time-evolution of the cluster formation efficiency
By varying the time t at which the CFE is determined, it is possi-
ble to address the time-evolution of the CFE across the ensemble
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Figure 3. Influence of the Toomre (1964) Q parameter on the cluster formation efficiency. Panels and parameters are the same as in Figure 2, this time adopting
the empirical star formation law of equation (11) and Elmegreen (2002). From top to bottom, Q varies as indicated in the top left corner of each row. The
diamonds, triangles, and squares indicate the ‘starburst’, ‘typical’, and ‘quiescent’ variable sets from Table 1, respectively.
Figure 4. Time-evolution of the cluster formation efficiency. The panels indicate the ‘quiescent’, ‘typical’, and ‘starburst’ parameter sets from Table 1, which
are also marked with symbols in Figure 3. The solid, dotted, dashed, and dash-dotted lines indicate the cluster formation efficiency, the naturally bound fraction
of star formation, the fraction of bound star surviving the cruel cradle effect, and the fraction of all star formation surviving the cruel cradle effect, respectively.
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of all star-forming regions in a galaxy, for the hypothetical situa-
tion in which they are all coeval. This is a useful thought experi-
ment for two reasons. Firstly, it can provide indications of how star
and cluster formation proceeds. Secondly, it should be verified how
sensitive the obtained CFE is to the time at which it is determined.
Evidently, a high sensitivity could obstruct a reliable comparison to
observations.
Figure 4 shows the time-evolution of the CFE for the ‘qui-
escent’, ‘typical’, and ‘starburst’ parameter sets from Table 1 and
Figure 3. We see that the CFE increases with time until the onset of
feedback at tsn = 3 Myr, which is a natural result of the ongoing
collapse of gas into stars and bound structure while no gas is yet be-
ing expelled.13 When the first supernovae explode, star formation
is halted on a global scale in regions with high SFE and density,
while in low-SFE regions star formation can still continue because
the feedback pressure is smaller than the ISM pressure. Dense stel-
lar clusters thus collapse and complete the star formation process
first, while the remaining star formation is only possible in those
regions with increasingly low SFEs. Most of the residual, ongo-
ing star formation is unbound, and further star formation therefore
contributes very little to the CFE. This causes fbound to slowly de-
crease for t > tsn, but otherwise it hardly exhibits any variation.
The slight decline of the CFE is aided further by the criti-
cal overdensity above which structure can survive the cruel cradle
effect, which increases with time as is shown explicitly in equa-
tion (40). This has an obvious explanation: over a longer times-
pan, a star-forming region is subjected to a larger number of per-
turbations. The resulting decrease of fcce provides the largest time-
evolution for ages t > tsn, and most prominently so in high-density
environments (see the third panel of Figure 4).
Combining the above considerations, we conclude that the
CFE is approximately time-independent – as long as t is chosen
such that the densest regions that dominate the clustered part of
star formation have been able to collapse and complete the star for-
mation process (i.e. t > tsn).14 This also explains why the CFE
is insensitive to the adopted feedback energy input φfb (see Ap-
pendix B). In the high-density regions where bound stellar clusters
are born, either star formation is optimally efficient (ǫ = ǫcore)
or the SFE is so high that feedback is sufficiently strong to halt star
formation on a short time-scale. The details of how star formation is
stopped elsewhere do not notably shift the balance between bound
and unbound stellar structure. The only important time-evolution
may occur in high-density (Σg >∼ 103 M⊙ pc−2) galaxies, where
the cruel cradle effect can lead to a decrease of the CFE with time.
3.4 The influence of miscellaneous parameters
The influence of some key parameters from Table 2 on the CFE is
addressed in Figure 5. The first panel shows the impact of varying
the characteristic time-scale tsn on which star formation is halted
by feedback. The CFE increases with surface density due to the
growth of the naturally bound fraction of star formation, until it
reaches a peak and decreases at the highest densities due to the cruel
cradle effect. The choice of tsn = 1.5–5 Myr most strongly affects
13 When including radiative feedback, the CFE during this phase can be up
to 0.5 dex lower. However, this occurs only in a small part of the parameter
space, as is shown in Appendix C.
14 This is a natural choice since the CFE is established observationally
by considering unembedded clusters, implying either a high SFE or some
influence of feedback.
the CFE at the lowest gas surface densities, where the variation
can amount up to 0.6 dex. However, this spread decreases towards
higher densities. Over the entire density range, shorter supernova
time-scales yield lower CFEs. This is easily understood in terms of
the presented model. A short tsn implies a lower SFE, which in turn
implies that a smaller fraction of star formation will be bound after
gas dispersal.
The second panel of Figure 5 shows the impact of the GMC
virial parameter αvir on the CFE. For the empirically motivated
star formation law, this influence is negligible because the virial
parameter only enters as a second-order effect in the cruel cradle
effect,15 which in itself does not dominate the CFE over most of the
density range. However, when adopting the Krumholz & McKee
(2005) star formation law, the range of virial parameters αvir =
0.5–3 produces a variation that is comparable in magnitude to that
brought about by setting tsn = 1.5–5 Myr in the previous panel.
This is caused by the specific star formation rate per free-fall time
of equation (12), which decreases with αvir and thus leads to a
lower SFE and CFE at higher virial parameters.
The third panel of Figure 5 addresses the variation of the CFE
with the maximum SFE ǫcore. This also behaves in a predictable
way – higher maximum SFEs increase the star formation rate in
the high-density tail of the star formation spectrum, but at lower
densities they also decrease the local bound fraction γ(ǫ) = ǫ/ǫcore
by requiring a larger SFE to attain the same γ. The latter effect ends
up dominating the influence of ǫcore on the CFE, but its magnitude
is not as large as for the parameters in the previous panels because
both effects compete. It is important to realize that the influence of
this parameter is purely driven by the prior postulate that a region
reaching ǫ = ǫcore is bound in its entirety. As such, there is no real
physics present in this panel.
The fourth and last panel of Figure 5 shows the influence of
the GMC surface density ΣLGGMC on the CFE. This quantity only af-
fects the disruptive power of tidal perturbations, and only at surface
densities Σg < ΣLGGMC because at higher densities ΣGMC = Σg.
Therefore, ΣLGGMC affects the CFE only the low-density regime, and
only if the cruel cradle effect plays a non-negligible role. For the pa-
rameter set shown here (with Q = 1.5) this does not occur, but the
small variations that are visible are indicative of the dependence in
unstable discs (i.e. Q = 0.5). At low (Σg < 10 M⊙ pc−2) surface
densities, the CFE decreases with increasing ΣGMC due to the cor-
respondingly stronger tidal perturbations. For stable galaxies this
effect is entirely negligible.
In summary, we see that the variation induced by changing
the most important, ‘fixed’ model parameters is modest, and in all
cases retains the characteristic increase of the CFE with the gas
surface density.
3.5 Summary of main model dependences
The main conclusions of the parameter study in this section are as
follows.
(i) The CFE increases with the gas surface density Σg of the
host galaxy. This increase is driven by a growing fraction of all star
formation that takes place in high-density regions that are capable
of reaching high SFEs, thus evacuating the surrounding gas and
becoming bound. At high surface densities, the CFE is inhibited
by the tidal perturbation of star-forming regions due to the cruel
15 Specifically, it sets the adiabatic correction of equation (38).
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Figure 5. Influence of miscellaneous parameters on the cluster formation efficiency (CFE), adopting the parameters from Table 2 and taking Q = 1.5. The
CFE is shown as a function of surface density Σg only, obtained by writing the angular velocity as a function of Σg (see equation (9) and the solid lines of
Figures 2 and 3). From left to right, the panels show the effects of the time of the first supernova tsn , the GMC virial parameter αvir, the core SFE ǫcore, and
the giant molecular cloud (GMC) surface density ΣGMC. The dotted, solid, and dashed lines indicate values of tsn = {1.5, 3, 5}Myr, αvir = {0.5, 1.3, 3},
ǫcore = {0.25, 0.5, 0.75}, and ΣGMC = {40, 100, 250}M⊙ pc−2. In the second panel, the dash-dotted, long-dashed, and dash-triple-dotted lines indicate
αvir = {0.5, 1.3, 3} for the Krumholz & McKee (2005) star formation law, which depends on the adopted value of αvir.
cradle effect. This causes a peak CFE Γ ∼ 50–70% at a density of
Σg ∼ 103 M⊙ pc−2, beyond which the CFE settles at Γ ∼ 40–
60%.
(ii) In the region of the Σg–Ω plane where most galaxies reside,
increasing the angular velocity Ω very weakly affects the CFE, ei-
ther yielding a modest increase (at intermediate surface densities of
101.5 M⊙ pc−2 < Σg < 102.5 M⊙ pc−2) or decrease (at low sur-
face densities of Σg < 101.5 M⊙ pc−2). The only exception arises
at high surface densities (Σg > 102.5 M⊙ pc−2) where the CFE is
limited by the cruel cradle effect, of which the strong dependence
on the ambient, mid-plane density ρISM ∝ Ω2Q−2 implies that an
increase of the angular velocity decreases the CFE.
(iii) At fixed surface density and angular velocity, the variation
of the Toomre (1964) Q parameter reflects the variation of the tur-
bulent velocity dispersion σg. The most important consequence of
increasing Q for the CFE is the corresponding decrease of the mid-
plane density ρISM ∝ Ω2Q−2, which leads to a smaller fraction
of all star formation in high-density peaks and a weakened cruel
cradle effect. The CFE thus grows with increasing disc stability.
This also implies that the cruel cradle effect is most important in
unstable discs.
(iv) The CFE grows with time until the onset of feedback at
t = tsn, after which it hardly changes. Dense clusters collapse and
complete the star formation process first, after which the remaining
star formation in lower-density regions contributes weakly to the
global CFE.
These characteristics persist when varying the miscellaneous pa-
rameters from Table 2 that are kept fixed throughout the rest of this
paper.
4 COMPARISON TO OBSERVED GALAXIES
Having addressed the behavior of the CFE across the parameter
space, it is possible to compare modelled CFEs to observations and
interpret why potential differences might arise. We first do this for
the broad sample of galaxies for which CFEs have been determined,
and then do the comparison on a galaxy-by-galaxy basis.
4.1 The empirical relation between the cluster formation
efficiency and the star formation rate density
The CFE has been determined observationally in several recent
studies (Goddard et al. 2010; Silva-Villa & Larsen 2010, 2011;
Adamo et al. 2010, 2011; Cook et al. 2012), which together cover
a galaxy sample containing dwarf, spiral, and starburst galaxies. In
most cases, these studies compare the age distributions of bound
clusters to the star formation rates or histories of the host galaxies.
The ratio of both quantities then gives the CFE. The observational
results typically cover a range of Γ = 1–50%, which is comparable
to the outcome of our parameter survey in §3.
Particular attention has been given to how the CFE varies
with the star formation rate density of the host galaxy ΣSFR. The
analyses by Goddard et al. (2010); Silva-Villa & Larsen (2011);
Adamo et al. (2011) have shown that the CFE increases with ΣSFR
in a way that is similar to the correlation with the gas surface den-
sity Σgas that results from our model. Both densities are related
through the Kennicutt (1998) formulation of the Schmidt (1959)
star formation law as
ΣSFR,0 = 2.5× 10−4Σ1.4g,0, (44)
where ΣSFR,0 ≡ ΣSFR/M⊙ yr−1 kpc−2 and Σg,0 ≡
Σg/M⊙ pc−2. This relation enables us to convert the model gas
densities to star formation rate densities and directly contrast theory
and observations. As a first comparison, the CFE can be calculated
for a typical parameter set.
The observed CFEs are shown in Figure 6 for the com-
bined galaxy sample of Goddard et al. (2010), Silva-Villa & Larsen
(2011), Adamo et al. (2011), and Cook et al. (2012), together with
the modelled Γ−ΣSFR relation for Q = 1.5 and with Ω specified
as in equation (9). The agreement between theory and observations
is striking, and gains significance considering the modest variation
of the model result with the parameters in Table 2 (see §3 and §7.1),
which means that the overall trend of the CFEs in Figure 6 is a solid
outcome of the theory presented in this paper. We thus obtain a sat-
isfactory explanation of the observations. As shown in §3, the CFE
increases with the surface density because at higher densities (and
Mach numbers) a larger fraction of the density spectrum of star for-
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Figure 6. Cluster formation efficiency (CFE) as a function of the star
formation rate density. Symbols denote observed galaxies with 1σ error
bars and indicate the samples from Goddard et al. (2010, blue diamonds),
Adamo et al. (2011, green triangles), and Silva-Villa & Larsen (2011, red
squares indicate their ΓMDD). The black cross indicates the integrated CFE
of all dwarf galaxies from the sample of Cook et al. (2012), with a surface
density range indicated by the horizontal error bar. The solid curve repre-
sents the modelled relation for the ‘typical’ parameter set from Table 1, but
can vary for different galaxy and ISM properties. The dashed curve shows
the fit of equation (45), and the dotted line represents the original fit by
Goddard et al. (2010).
mation is pushed into the regime with short free-fall times, enabling
it to reach high local SFEs and allowing it to become gravitationally
bound.
For practical applications, the dashed line in Figure 6 repre-
sents a good fit to the model, and is given by
Γ =
(
1.15 + 0.6Σ−0.4SFR,0 + 0.05Σ
−1
SFR,0
)−1 × 100%. (45)
This fit is for one particular, ‘typical’ parameter set and should
therefore mainly be used for rough estimates. As explained be-
low, this parameter set is not accurate for high-density galaxies
(ΣSFR,0 >∼ 1) and may overestimate their CFE by up to a factor
of two. It also does not account for differing properties of indi-
vidual galaxies, which can cause a similar variation. Recall that the
star formation rate density can easily be replaced by the gas surface
density using the Kennicutt-Schmidt law of equation (44).
One word of caution is in place. The observational CFEs are
uncertain up to a factor of two or three due to assumptions in their
derivations (see Goddard et al. 2010 for an extensive discussion).
For instance, they rely on the extrapolation of the observed cluster
mass function down to some minimum cluster mass below the de-
tection limit, which is affected by uncertainties on the power law
slope of the cluster mass function and the lower mass limit. The
estimates are also sensitive to errors in the age and mass fits with
simple stellar population models, uncertainties in the metallicity,
and possible selection effects. Finally, Silva-Villa & Larsen (2011)
determined the CFE using two different methods. We adopt their
MDD sample, but the trend only changes mildly when using their
MID sample instead – in fact, the agreement between theory and
observations slightly improves when taking the mean of both meth-
ods. The error margin resulting from all of the above is realistically
shown for at least a few of the formal error margins in Figure 6, but
in some evident cases the errors are strongly underestimated. The
aforementioned factor of two to three is more reasonable.
Next to the above considerations, there are also some physical
grounds for the variation between the individual galaxies in Fig-
ure 6 and the model relation. Firstly, the line only shows the model
for one particular parameter set, and is based on the scaling relation
between Ω and Σg of equation (9). The scatter around that relation
is about 0.5 dex, implying that it can influence the CFEs of indi-
vidual galaxies to a statistically significant degree. Secondly, high-
density galaxies often undergo starbursts and are therefore typically
less stable than isolated disc galaxies, which means that there is a
trend of Q with surface density. This implies that at high densities
the cruel cradle effect is more prominent than shown by the model
here (cf. §3.2). Thirdly, at low densities galaxies deviate from the
simple power law Schmidt law that we assume to convert our model
densities to star formation rate densities, having a larger spread at a
given gas density (e.g. Bigiel et al. 2008). Stochasticity should also
play a larger role at low densities (da Silva et al. 2012), and hence
the increased spread of CFEs in the low-density regime is not very
surprising. We address most of these considerations in §4.2 below,
where we estimate the CFE of each galaxy individually.
A final remark concerns the inclusion of radiative feedback,
which is explored in Appendix C. A simple inclusion of radiative
feedback (following Thompson et al. 2005; Murray et al. 2010) in
the theory of this paper predicts a jump of the CFE around Σg ∼
200 M⊙ pc−2, due to the increase of the GMC density above such
densities. This gas surface density corresponds to ΣSFR,0 ∼ 0.5 in
Figure 6, where a vague hint of such a jump might be present. It is
clear that the uncertainties on the observations are far too large for
any conclusive statements, and unfortunately the absence of galax-
ies around ΣSFR,0 ∼ 0.1 is not very helpful either. However, this
does show that better observational estimates of the CFE could aid
in establishing which feedback mechanisms drive turbulence and
star formation on galactic scales.
4.2 Cluster formation efficiencies in individual galaxies
The excellent agreement between theory and observations shown in
Figure 6 warrants a more detailed comparison. Given observed val-
ues for the gas surface density, the angular velocity, and the Toomre
Q parameter, it is possible to calculate the theoretical CFE for a
given galaxy. There are a number of studies in which the actual
CFE was estimated for a small sample of galaxies (Goddard et al.
2010; Gieles 2010; Adamo et al. 2010; Silva-Villa & Larsen 2011;
Adamo et al. 2011). This enables a quantitative test of the theory
presented in §2.3–2.8.
4.2.1 The observed properties of dwarfs, spirals and starbursts
The sample of galaxies for which a comparison of the theoretical
and observed CFEs is carried out is listed in the left-hand columns
of Table 3, together with the input parameters for each galaxy. The
gas surface densities are obtained by averaging the total gas mass
within the optical radius R25 to ensure consistency with Kennicutt
(1998). In the cases in which this is not accurate because the gas
disc is smaller than R25, the listed surface density is averaged over
the area covered by the gas only. In the cases of the starburst galax-
ies NGC 3256 and Haro 11, which should exhibit substantial in-
ternal variation of the surface density (and therefore of the CFE),
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Table 3. Properties and cluster formation efficiencies of galaxy discs and starbursts.
Galaxy log Σg,0 Ω−2 σg Qa fbound fcce f ′cce Γth Γobs log Γth/Γobs References
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
NGC 45 0.67 2.9 ... (1.9) 0.03 0.71 0.30 2.3 5.2± 0.3 −0.4 1,2
NGC 628 (M74) 0.93 1.3 6 0.5 0.06 0.71 0.30 4.1 5 −0.1 3,4,5
NGC 1313 0.88 2.1 14 2.0 0.06 0.94 0.61 5.6 3.2± 0.2 0.2 2,6
NGC 1569 1.33 6.3 21.3 3.2 0.15 0.97 0.73 14 13.9± 0.8 0.0 3,7,8
NGC 3256 2.1 7.5 30 0.9 0.43 0.97 0.78 41 22.9+7.3
−9.8 0.3 8,9
NGC 4395 0.59b 1.9 ... (1.5) 0.03 0.71 0.29 1.9 1.0± 0.6 0.3 2,10
NGC 5194 (M51) 1.47 3.7 8 0.5 0.18 0.80 0.40 14 18 −0.1 3,5,11
NGC 5236 (M83) 1.70 4.5 7.8 0.4 0.26 0.75 0.38 19 16.2 ± 4.7c 0.1 2,3,8,12
NGC 5457 (M101) 1.09 1.4 ... (0.3) 0.08 0.71 0.30 5.8 8 −0.1 3,5
NGC 6946 (Arp 29) 1.30 3.6 10 0.9 0.13 0.88 0.51 12 12.5+1.8
−2.5 0.0 3,8,13
NGC 7793 0.84d 4.1 ... (1.8) 0.05 0.72 0.30 3.4 2.5± 0.3 0.1 2,14
Haro 11 1.98 4.7 80 2.0 0.35 0.99 0.91 35 50+13
−15
−0.2 15,16,17,18
SMC 0.96 2.6 22 3.2 0.07 0.97 0.72 7.2 4.2+0.2
−0.3 0.2 8,19,20
LMC 1.04 2.9 9 1.2 0.08 0.86 0.47 6.8 5.8± 0.5 0.1 8,21,22
Milky Way 0.97 2.6 7 2.0 0.07 0.94 0.62 6.8 7.0+7.0
−3.0 0.0 8,23,24
NGC 224 (M31) 0.50 2.6 10 2.9 0.02 0.77 0.35 1.7 ... ... 25,26
NGC 3031 (M81) 0.85 4.7 ... (2.0) 0.05 0.72 0.30 3.5 ... ... 3
NGC 3034 (M82)e 3.52 1.4× 102 40 1.7 0.88 0.47 0.41 41 ... ... 3,27
Arp 220e 4.76 2.1× 102 80 0.3 1.00 0.29 0.29 29 ... ... 3,28
Col. (1): Galaxy identifier. Col. (2): Logarithm of the gas surface density in M⊙ pc−2. Col. (3): Angular frequency in (100 Myr)−1. Col. (4): Velocity
dispersion of the gas disc in km s−1. Col. (5): Toomre Q parameter as defined in equation (8). Col. (6): Theoretical bound fraction of star formation.
Col. (7): Theoretical surviving fraction of bound star formation due to the cruel cradle effect. Col. (8): Theoretical surviving fraction of all star forma-
tion due to the cruel cradle effect. Col. (9): Theoretical cluster formation efficiency (CFE) in %. Col. (10): Observed CFE in %. Col. (11): Logarithmic
difference between theoretical and observed CFEs. Col. (12): References as follows.
(1) Chemin et al. (2006), (2) Silva-Villa & Larsen (2011), (3) Kennicutt (1998), (4) Combes & Becquaert (1997), (5) Gieles (2010), (6) Ryder et al.
(1995), (7) Stil & Israel (2002), (8) Goddard et al. (2010), (9) Sakamoto et al. (2006), (10) Swaters et al. (1999), (11) Schuster et al. (2007), (12)
Lundgren et al. (2004), (13) Walsh et al. (2002), (14) Dicaire et al. (2008), (15) Adamo et al. (2011), (16) Bergvall et al. (2000), (17) ¨Ostlin et al. (1999),
(18) ¨Ostlin et al. (2001), (19) Wilke et al. (2004), (20) Stanimirovic´ et al. (2004), (21) Wong et al. (2009), (22) Alves & Nelson (2000), (23) Wolfire et al.
(2003), (24) Heiles & Troland (2003), (25) Chemin et al. (2009), (26) (Braun et al. 2009), (27) Yun et al. (1993), (28) Downes & Solomon (1998).
a If no observed velocity dispersion is available, a fiducial velocity dispersion of 6 km s−1 (Kennicutt 1989) is adopted in the calculation of equation (8)
and the value for Q is shown in parentheses.
b This is a lower limit because the molecular gas mass has not been estimated.
c Average of the values found by Goddard et al. (2010, for the nuclear starburst) and Silva-Villa & Larsen (2011, for the spiral arms).
d Because no observed surface density is available, this value is derived from the average of the star formation rate densities listed in
Silva-Villa & Larsen (2011), using the Kennicutt (1998) star formation law.
e The listed values are exclusive to the circumnuclear starburst. The gas surface density accounts for molecular hydrogen only.
the surface density is determined for the same area as for which
the observed CFE has been established. For NGC 3256, most of
the gas mass is confined to the inner 1.7 kpc, but the disc contin-
ues to at least 3 kpc (Sakamoto et al. 2006) at 20% of the central
density. A total gas mass of 3.3 × 109 M⊙ within 3 kpc is there-
fore adopted. For Haro 11, most of the gas mass resides within 6.5”
or 2.6 kpc, which contains about 2 × 109 M⊙ ( ¨Ostlin et al. 1999;
Bergvall et al. 2000). Whenever only angular sizes are given by the
literature sources, the distance from the NASA/IPAC Extragalactic
Database16 (NED) is used to convert to physical dimensions, unless
the distance is given by the original source. For the few galaxies
where R25 is not given by the corresponding literature sources, the
dimensions from NED are used to calculate the surface densities.
The angular velocities are evaluated from the galaxy rotation
curves at 0.5R25, which corresponds to Ω ≡ 4π/tdyn (with tdyn
the dynamical time-scale) for the galaxies from Kennicutt (1998).
16 http://ned.ipac.caltech.edu/
In those galaxies that are not taken from the Kennicutt (1998) sam-
ple and in which less than the full area of the galaxy is covered by
either the gas disc or the observed CFE, the angular velocity is de-
termined at half the maximum radius. Given a surface density and
angular velocity, the Toomre Q parameter is calculated from the
velocity dispersion of the gas. Like the angular velocity, the veloc-
ity dispersion (obtained from H2, CO or HI observations, in that
order of preference and depending on availability) is evaluated at
0.5R25 when a radial profile is provided by the literature source.
Whenever the velocity dispersion is only available for certain ra-
dial intervals, an area-weighted average is listed in Table 3. If no
value is present in the literature at all, a fiducial velocity dispersion
of 6 km s−1 (Kennicutt 1989) is adopted in the calculation of Q.
It should be noted that the Milky Way values are representative of
the solar neighbourhood instead of the entire disc. Finally, we cor-
rect for the presence of spiral arms by halving the Q parameters
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Figure 7. Comparison of observed cluster formation efficiencies Γobs to the
values calculated with the theoretical model Γth for the galaxies of Table 3.
The solid line indicates the one-to-one relation, while the dashed and dotted
lines indicate deviations by factors of two and three, respectively.
as in Krumholz & McKee (2005) for all galaxies except the Milky
Way17 and the circumnuclear starbursts of M82 and Arp 220.
4.2.2 Comparison of observed and theoretical CFEs
Using columns (2)–(5) of Table 3, for each galaxy we calculate
the naturally bound fraction of star formation fbound, the fraction
of bound star formation surviving the cruel cradle effect fcce, the
fraction of all star formation surviving the cruel cradle effect f ′cce,
and the resulting cluster formation efficiency Γth. These quantities
are listed in Table 3, including the logarithmic difference between
the observed and theoretical CFEs (log Γth/Γobs). The comparison
is also shown graphically in Figure 7.
Given the inhomogeneity of the galaxy sample, the assump-
tions that were made for certain unknown observables, and the trou-
blesome process of determining the CFE observationally, the agree-
ment between theory and observations is remarkable. As discussed
in §4.1, a spread of at least a factor ∼ 2 should be expected con-
sidering the uncertainties in the comparison. This is approximately
consistent with the scatter of up to a factor 2.5 around the one-to-
one relation in Figure 7. This includes the statistical errors on the
observed CFE and the model input variables {Σg , Q,Ω} (also see
§7.1 and Figure 10).
Contrasting the listed values of fbound and f ′cce, it is clear
that the contributions of both mechansisms to the CFE are non-
negligible. However, they favour the survival of comparable over-
densities (see Figure 1). This overlap implies that the additional
decrease of the CFE due to the cruel cradle effect typically does
not exceed 30%, as is indicated by the values of fcce. It has been
mentioned throughout this paper that tidal perturbations are most
17 The solar neighbourhood is located right between two spiral arms (see
e.g. Portegies Zwart et al. 2010).
important for high-density galaxies such as NGC 5236, but per-
haps surprisingly the results in Table 3 show that it is also relevant
for low-density galaxies like NGC 45, NGC 4395, and NGC 7793.
The importance for low-density galaxies is caused by their rela-
tively low Mach numbers, which imply that the influence of tidal
perturbations is enhanced due to a larger influence of gravitational
focusing. In galaxies with intermediate surface densities, the CFE
is dominated by the naturally bound fraction of star formation.
Table 3 also includes a prediction for four galaxies that are
obvious or interesting candidates for future observational estimates
of the CFE. These include M31, which is currently undergoing
an extensive survey by the PHAT team (Dalcanton et al. 2012;
Johnson et al. 2012) for the Hubble Space Telescope treasury pro-
gram. The low gas surface density of M31 leads it to have the low-
est CFE (Γ = 1.7%) of the entire galaxy sample in Table 3, which
is a prediction that can be tested using the PHAT data. Another clear
candidate for a future observational determination of the CFE is
M81, for which we also obtain a relatively low CFE of Γ = 3.5%.
The other two listed galaxies are M82 and Arp 220. Establishing
the CFE in those galaxies will be quite a challenge due to the high
extinction and/or the large distance. Nevertheless, these are extreme
starburst environments, and the model predictions are correspond-
ingly illustrative. In both galaxies, (almost) all stars are formed in
naturally bound systems due to the extreme density and the result-
ing efficient star formation. However, the CFE ends up being much
lower than 100% as it is limited by the cruel cradle effect, which in
these cases leads to Γ = 30–40%.
5 THE SPATIALLY RESOLVED CLUSTER FORMATION
EFFICIENCY
The theoretical framework of §2.3–2.8 can be used to calculate the
radial profile of the CFE within a galaxy. This requires the gas sur-
face density profile, rotation curve and gas velocity dispersion of
the galaxy in question. For several nearby galaxies such informa-
tion is available, and some illustrative examples are given in this
section.
We consider the radial variation of the CFE in the Milky Way,
M31, and for a generic exponential gas surface density profile,
which happens to give a good representation of M51. The input
variables for the different galaxies are as follows.
(i) For the Milky Way, we use the Wolfire et al. (2003) model
for the ISM, including a factor of 1.4 to account for the presence of
helium, and adopt σg = 7 km s−1 (Heiles & Troland 2003) to cal-
culate Q. The angular velocity Ω follows from a constant circular
velocity of vc = 220 km s−1.
(ii) For M31, Chemin et al. (2009) provide the HI surface den-
sity profile, which is used here with a correction factor of 1.3 to
account for neutral gas (Nieten et al. 2006). The adopted circular
velocity is vc = 250 km s−1 (Braun 1991; Chemin et al. 2009),
and the gas velocity dispersion is σg = 8 km s−1 (Braun et al.
2009).
(iii) A generic exponential gas surface density profile is given by
Σg(Rgc) = Σg(0) exp (−Rgc/Rd). This is a reasonable descrip-
tion of the ISM in M51 when taking Rd = 3 kpc (Schuster et al.
2007), and therefore we set the other parameters to values that
are appropriate for that galaxy. We consider central surface den-
sities of Σg(0) = {10, 30, 100} M⊙ pc−2, where the highest
value is representative of M51. The circular velocity is taken to
be vc = 200 km s−1 (Rand 1993) and is converted to an angular
velocity profile using the M51 scale radius of Rd = 3 kpc. The
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Figure 8. Variation of the cluster formation efficiency (CFE) with galactocentric radius Rgc. Solid lines show the result for the empirically motivated star for-
mation law of equation (11) and Elmegreen (2002), while dashed lines are based on the theoretical star formation law of equation (12) and Krumholz & McKee
(2005). Dotted lines represent the gas surface density profiles, which in each case are normalized to the outermost CFE for the empirical star formation law.
See text for the other adopted parameters of each galaxy. Left panel: CFE profile for the Milky Way. Middle panel: CFE profile for M31. Right panel: CFE
profile for a generic exponential gas disc, with the galactocentric radius expressed in units of the scale radius Rd. From bottom to top, the curves indicate
central gas densities of Σg(0) = {10, 30, 100} M⊙ pc−2, respectively. The two CFE profiles with Σg(0) = 100 M⊙ pc−2 represent M51, which has
Rd = 3 kpc.
adopted gas velocity dispersion is σg = 8 km s−1 (Schuster et al.
2007).
As in §4.2, we correct for the presence of spiral arms by halving
the Q parameters (cf. Balbus 1988; Krumholz & McKee 2005).
The resulting CFE profiles are shown in Figure 8, using the
two different star formation laws used in this paper (cf. §3.1).
As should be expected from our earlier analysis, the CFE profiles
largely follow the surface density profiles of the galaxies, especially
at low densities where Γ ∝ Σg. In the Milky Way, this gives a
rather flat CFE profile, with a shallow minimum in the solar neigh-
bourhood (Rgc = 8.5 kpc) and modest peaks at 5 and 13 kpc. The
overall variation across a 12 kpc radius interval is about 0.15 dex.
The typical CFE throughout the Milky Way disc is Γ ∼ 6% (empir-
ical star formation law) or Γ ∼ 12% (for the Krumholz & McKee
2005 star formation law). M31 exhibits a pronounced variation of
the CFE, which again traces fluctuations of the gas surface density
with galactocentric radius. Typical CFEs range from Γ = 1–5%
for the empirical star formation law, with the peak values reached
between 8 and 15 kpc. Note that we did not account for any ra-
dial variation of the gas velocity dispersion, which could lead to a
modest (<∼ 0.2 dex) increase of the CFE towards the centre of the
galaxy.
The exponential surface density profiles imply a much
stronger trend with galactocentric radius than in the previous two
examples. As shown in the right-hand panel of Figure 8, the CFE
covers a broad range, hitting Γ = 30% in the central parts of M51
to Γ = 3% at Rgc = 10 kpc ∼ 3Rd. Like in the preceding cases,
the CFE profiles shown here assume a flat rotation curve and no
radial variation of the gas velocity dispersion. Real galaxies exhibit
solid-body rotation within the central few kpc (i.e. vc ∝ Rgc and
Ω ∼ constant) and have velocity dispersions that rise towards
their centres. Of course, this can be accounted for in choosing the
model input variables, but both effects induce only <∼ 0.2 dex devi-
ations of the CFE in the galaxy centres with respect to the relations
shown in Figure 8. In general though, it is questionable to what
extent the model holds in such environments. Cloud-cloud colli-
sions might be playing an important role in determining whether
star formation can proceed and structure can remain bound. Even
more importantly, recent sub-millimeter observations of the central
molecular zone (CMZ) of the Milky Way suggest that the tracers
of dense gas are overabundant by up to a factor of a hundred com-
pared to the star formation tracers (Longmore et al. 2012a). This
might indicate that star formation in the Galactic centre does not
obey the star formation laws that apply to galaxy discs. While this
does not directly affect the CFE, it seems plausible that the clus-
ter formation process would be affected as well. Either way, galaxy
centres clearly provide important tests for current ideas about star
and cluster formation.
Figure 8 shows that the CFE directly traces the gas surface
density for surface densities Σg 6 20 M⊙ pc−2. This changes
at higher densities, as is shown by the M51-like CFE profile. The
reason is that for Σg >∼ 20 M⊙ pc−2, the increase of the CFE
with the gas density becomes shallower than linear (see e.g. Fig-
ure 5). Another effect would potentially be that the central regions
of the galaxies have enhanced angular velocities compared to the
gas densities and therefore lie above the Σ–Ω relation from equa-
tion (9) that holds for galaxies as a whole. They only evolve towards
that relation at increasing galactocentric radius. However, for disc
galaxies this occurs in a regime where the CFE is virtually insen-
sitive to Ω (see §3.1), and hence the influence of a varying angular
velocity is negligible. More extreme spatial variations of the CFE
should be present in starburst galaxies like M82 and Arp 220. The
central regions of these galaxies have CFEs that are limited by the
cruel cradle effect, whereas in their outskirts it should be set by the
naturally bound fraction of star formation. Starburst galaxies are
therefore ideal targets for exploring the boundaries of the presented
theory and for understanding the CFE in more detail.
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6 STAR CLUSTER FORMATION OVER THE COURSE
OF A HUBBLE TIME
The conditions under which stellar clusters formed have changed
notably with cosmic time. As shown in the preceding sections,
the efficiency of cluster formation is sensitive to the proper-
ties of the host galaxy. The cosmic star formation rate den-
sity peaked at redshift z ∼ 2–3 (e.g. Madau et al. 1996, 1998;
Lilly et al. 1999; Pe´rez-Gonza´lez et al. 2005; Hopkins & Beacom
2006; Reddy & Steidel 2009), reflecting that galaxies at these
times were denser and more gas-rich than in the nearby Uni-
verse. Indeed, observations of high-redshift galaxies show that
the gas densities (102–105 M⊙ pc−2) and star formation rates
(20–3000 M⊙ yr−1) commonly reached extreme values in the
early Universe that are presently rare (e.g. Chapman et al. 2004;
Solomon & Vanden Bout 2005; Daddi et al. 2007; Genzel et al.
2010). Local, extreme starburst galaxies like the merger remnants
Arp 220 and NGC 6240 are the nearest examples of galaxies reach-
ing similar conditions (Rieke et al. 1985; Scoville et al. 1991). Re-
markably though, many of the high-redshift star-forming galaxies
appear to be ‘normal’ star-forming (albeit unstable) disc galaxies,
of which the high star formation rates are simply caused by their
substantial gas reservoir (Elmegreen & Elmegreen 2005; Erb et al.
2006; Genzel et al. 2008; Daddi et al. 2010; Elmegreen et al. 2009;
Tacconi et al. 2010). With such observational input at hand, it is
possible to address the CFE under the high-redshift galactic condi-
tions.
We use the cluster formation theory of this paper to predict
the CFEs of some ∼ 150 galaxies in the redshift range z = 0–3.
The sample of nearby disc galaxies is taken from Kennicutt (1998),
who tabulated their gas surface densities Σg and dynamical times
tdyn. The angular velocities follow as Ω = 4π/tdyn, and we as-
sume a constant velocity dispersion σg = 6 km s−1 to calculate
Q. This suffices to estimate the CFE, which is a function of Σg,
Q, and Ω in the presented model (see §2.8). For the high redshift
galaxy population, the combined galaxy sample of Tacconi et al.
(2008), Fo¨rster Schreiber et al. (2009), Tacconi et al. (2010), and
Genzel et al. (2010) is used. Surface densities are derived from the
gas masses Mgas and Hα radii RHα as Σg = 0.5Mgas/πR2Hα,
and the angular velocity is calculated from the characteristic veloc-
ities18 V as Ω = 2V/RHα. The Toomre (1964) Q parameter is
chosen based on the gas depletion time-scale tdepl ≡ Mgas/SFR.
If it exceeds 300 Myr, the galaxy is assumed to be stable and we
adopt Q = 1.5. For tdepl < 300 Myr, the galaxy is considered to
undergo a starburst and we assume Q = 0.5. While this separation
is somewhat arbitrary, it does enable a rough separation between
stable and unstable systems.
The calculated CFEs are shown in Figure 9. The left-hand
panel shows the CFE in the ΣSFR–Γ plane of Figure 6, this time
covering a larger range to account for the extreme star formation
rate densities. For reference, two model lines for Q = 0.5 and
Q = 1.5 are included.19 The predicted CFEs of nearby disc galax-
ies cover a range that is very similar to that of the observations
18 This velocity can either represent the circular velocity or the veloc-
ity dispersion, depending on whether the galaxy is rotation- or dispersion-
dominated.
19 Note that the symbols and lines are both theoretical predictions. As
such, the ‘scatter’ of the predicted CFEs around the theoretical lines is com-
pletely unrelated to any (dis)agreement between model and observations. It
is only caused by (1) deviations of individual galaxies from the Σ–Ω re-
lation of equation (9), and (2) deviations of individual galaxies from the
in Figure 6, increasing from Γ ∼ 1% at low star formation rate
densities to Γ ∼ 20% at the high-density end. The high-redshift
star-forming disc galaxies represent a natural continuation of this
trend to higher densities and CFEs, increasing from Γ ∼ 30% to
a saturation at Γ ∼ 70%. These discs are at the point of perfect
balance between a high naturally bound fraction of star formation
due to their high densities, and a sufficiently low density (and ade-
quate stability) to have star-forming regions not suffer too strongly
from tidal perturbations. The high-redshift starburst galaxies are
in a different regime, where in some cases the CFEs are strongly
suppressed by the cruel cradle effect. This is similar to the earlier
prediction for the CFE in Arp 220 (see §4.2 and Table 3). For a
given galaxy sample, the highest CFE should thus be attained at a
star formation rate density of ΣSFR = 1–10 M⊙ yr−1 kpc−2 or a
gas surface density of Σg ∼ 103 M⊙ pc2.
The evolution of the CFE with redshift is shown in the right-
hand panel of Figure 9. The galaxy sample is divided into galaxy
discs and starburst galaxies according to the above criterion of the
gas depletion time-scale, and binned in ∆z = 1 redshift bins to
show trends of the mean CFE. To obtain a z = 0 data point for
starburst galaxies, we add the Kennicutt (1998) sample of nearby
circumnuclear starbursts, using the same analysis as for the local
disc galaxy sample and assuming Q = 0.5. The model predicts
that the CFE in starburst galaxies has been relatively constant dur-
ing the past ∼ 11 Gyr, whereas the CFE in disc galaxies expe-
rienced a strong decrease with cosmic time. Both lines cross at
z ∼ 1, with starbursts being the most efficient cluster factories at
lower redshifts, and disc galaxies having a slight edge at higher red-
shifts. Note that the error bars do not indicate the statistical signif-
icance of the plotted mean value, but instead indicate the spread of
the underlying sample. The differences between the disc and star-
burst galaxy samples are statistically significant, particularly for the
z = 0 sample. This has been verified by running a Kolmogorov-
Smirnoff test. For the hypothesis that the CFEs of both popula-
tions are drawn from the same parent sample, we obtain p-values
of pKS = {0.004, 0.148, 1.73× 10−8} for z = 2–3, z = 1–2, and
z = 0–1, respectively.
The restricted sample of 166 galaxies that is used for the
right-hand panel of Figure 9 is not necessarily representative of
the global galaxy population. The local Universe sample relies ex-
clusively on Kennicutt (1998), of which the galaxy selection is
mostly based on the availability of CO and HI maps, yielding a
galaxy sample containing a mix of field and Virgo cluster galax-
ies. The sample should therefore be free of strong selection bi-
ases. The high-redshift sample contains intermediate-to-high-mass
(Mstar > 2× 109 M⊙), star-forming (SFR > 6 M⊙ yr−1) galax-
ies, with a large contribution from the SINS survey (Genzel et al.
2008; Fo¨rster Schreiber et al. 2009). These ranges are chosen to in-
clude a broad range of main-sequence, star-forming galaxies and
hence do not impose strong restrictions on the galaxy population
at z = 1–3 other than being limited to the bright end of the lumi-
nosity function (e.g. Fo¨rster Schreiber et al. 2009). For our sample
of nearby main-sequence galaxies (see Table 3), there is no appre-
ciable correlation of the CFE with galaxy mass, and hence extrap-
olating the results for the SINS sample to fainter galaxies seems
reasonable. Nonetheless, it should be kept in mind that any low-
density (i.e. ∼ low-SFR) galaxies are not included, and as a result
the characteristic CFE at high redshifts may be lower in reality than
Kennicutt-Schmidt law of equation (44), which were both used to for deter-
mining the model lines.
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Figure 9. Variation of the cluster formation efficiency (CFE) with cosmic time. Left: Predicted CFE as a function of the observed star formation rate density
for nearby disc galaxies (diamonds, using input data from Kennicutt 1998), high-redshift (z = 1–2.5) normal galaxies (squares), and high-redshift (z = 1–
3) starburst galaxies (plus signs). The input data (Σg and Ω) for redshifted galaxies are taken from Tacconi et al. (2008), Fo¨rster Schreiber et al. (2009),
Tacconi et al. (2010), and Genzel et al. (2010). To guide the eye, the curves indicate the model predictions for Q = 0.5 (solid) and Q = 1.5 (dashed), defining
Ω and ΣSFR as in equations (9) and (44), respectively. Right: Predicted CFE as a function of redshift and lookback time (cf. Wright 2006). Small grey symbols
are the same as in the left-hand figure. Large solid symbols indicate the mean CFEs for nearby discs (diamond) and starbursts (triangle, using input data from
Kennicutt 1998). The lines indicate the mean CFEs in ∆z = 1 redshift bins for discs (dotted) and starbursts (solid). Error bars do not represent standard errors,
but indicate the 16th and 84th percentiles of the underlying distributions.
is suggested by this sample. We conclude that while the sample
is certainly not complete, it does highlight a change of the star-
forming population across the covered redshift range. The trend of
the CFE with cosmic time of Figure 9 is thus a tentative, but plau-
sible prediction.
Current studies of star cluster populations can reach out to
distances of ∼ 100 Mpc, corresponding to z ∼ 0.024. It is
therefore not possible to confirm the predicted evolution of the
CFE through direct observations. Even for an indirect verifica-
tion to be possible, it would be required that some products of
high-redshift cluster formation have survived until the present
day. It has long been suggested that at least some fraction of
the old, massive globular clusters that populate the haloes of
nearby galaxies are the surviving products of the regular high-
redshift star formation process, and were formed through the same
mechanisms that currently lead to the formation of young stel-
lar clusters (e.g. Elmegreen & Efremov 1997; Kruijssen & Cooper
2012). The differences between young cluster populations and
these old globular clusters would then be caused by differences in
the birth environment (e.g. Kravtsov & Gnedin 2005; Elmegreen
2010; Shapiro et al. 2010; Kruijssen et al. 2012b) and a Hubble
time of dynamical evolution (e.g. Elmegreen & Efremov 1997;
Fall & Zhang 2001; Vesperini 2001).
If some part of present-day globular clusters are indeed the
relics of high-redshift, regular star cluster formation,20 then we can
20 A common argument against this is the presence of abundance anoma-
lies in globular clusters (e.g. Gratton et al. 2004), which do not appear in
nearby, currently forming stellar clusters. However, there are no known
resolved regions locally where the formation of such high-mass (M >
use the framework of the present paper to address the conditions of
their origin in some more detail. Figure 9 predicts that the CFE in
high-redshift disc galaxies reached values almost one order of mag-
nitude larger than in present-day discs, and some factor of 2 higher
than in nearby starburst galaxies. This does not only imply that
clusters forming in the early Universe were ten times more numer-
ous at the same star formation rate. Given that young stellar clus-
ters are formed according to a power law initial cluster mass func-
tion with an index of −2 (Portegies Zwart et al. 2010), the size-of-
sample effect dictates that a 1 dex increase of the CFE would also
facilitate the formation of clusters ten times more massive at the
same star formation rate. Considering that the star formation rate it-
self attained values SFR > 1000 M⊙ yr−1, the masses of the most
massive clusters should have reached even higher. This statistical21
argument suggests that the ‘normal’ cluster formation mechanisms
of the nearby Universe would lead to the formation of extremely
massive (>∼ 107 M⊙) and dense stellar systems like (metal-rich)
globular clusters in high-redshift galaxies, and that such systems
were commonplace.
It is possible to make a theoretical estimate of the total fraction
of all stars in the Universe that formed in bound stellar clusters by
integrating the CFE over the cosmic mass assembly history. Not-
106 M⊙) globular cluster equivalents can be seen in action. Therefore, it
is unclear whether the formation of massive clusters in gas-rich galaxies
could perhaps naturally lead to the observed abundance anomalies.
21 A possibly more relevant (and currently unanswered) question is
whether there are any physical mechanisms that limit the maximum clus-
ter mass, and how these would evolve with the galactic environment (e.g.
Gieles et al. 2006a; Bastian 2008; Larsen 2009).
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Table 4. Influence of the adopted parameters on the CFE.
Parameter Minimum Maximum Impact on CFE
(1) (2) (3) (4)
φP 1 6 +
αvir 1 2 +
tsn 2 Myr 5 Myr +
t 5 Myr 20 Myr −
φfb 0.032 cm
2 s−3 0.8 cm2 s−3 +
ǫcore 0.25 0.75 −
f 0.5 0.9 −
g 1 2 −
φsh 2 3 −
ΣLG
GMC
30 M⊙ pc−2 300 M⊙ pc−2 −
ing that secular star formation in galaxy discs contributes a larger
fraction of the cosmic mass assembly than starbursts for redshifts
z <∼ 1 (e.g. Somerville et al. 2001; Kauffmann et al. 2003), the red-
shift evolution of the CFE in Figure 9 warrants a rough, two-step
approximation in which Γ = 50% for z > 0.7 and Γ = 10%
for z < 0.7. As indicated above, the former of these two val-
ues is an upper limit due to the possible incompleteness of the
high-redshift sample. Since the (comoving) stellar mass density in-
creased by a factor of 1.6–2 since z = 0.7 (e.g. Pozzetti et al. 2007;
Marchesini et al. 2009; Ilbert et al. 2010), this gives a total cosmic
integrated CFE of Γuniv 6 30–35%. In other words, the model pre-
dicts that up to one third of all stars in the Universe once formed in
bound stellar clusters, while the remainder originated in unbound
associations.
7 DISCUSSION
In this section, we discuss the possible sources of uncertainty in
the presented theoretical framework, as well as future observational
tests and potential applications in observations, theory, and numer-
ical simulations.
7.1 Influence of parameters and model assumptions
The first test of the uncertainties in the presented model is to as-
sess how the adopted parameters might influence the result. While
the model does not rely on a very large number of parameters (see
Table 2), and even though we have shown that the variation of the
CFE due to individual parameters is generally minor (see e.g. Fig-
ure 5), it is worth checking how the results change if all parameters
would conspire in the same direction.
The typical variations or uncertainties of the model pa-
rameters is shown in Table 4, the fourth column of which in-
dicates whether the CFE increases (+) or decreases (−) with
the parameter in question. The ranges are based on discussions
in Krumholz & McKee (2005), Gieles et al. (2006b), Heyer et al.
(2009), Portegies Zwart et al. (2010), Kruijssen et al. (2011), and
on the appendices of this paper. Using the table, one can easily
decide which extremes to choose in order to estimate the maxi-
mum variation of the CFE. Additional variation may come from
the adopted star formation law (see Figures 2 and 8) and the inclu-
sion of radiative feedback (see Appendix C). We therefore consider
two cases with the following changes to the fiducial model.
(i) The low-CFE case, including the prescription for radiative
Figure 10. Worst-case-scenario uncertainty on the predicted cluster forma-
tion efficiency for the fiducial model (solid line). The dashed lines represent
the input physics and parameters from Table 4, which were chosen to min-
imize (lower dashed) or maximize (upper dashed) the CFE. Note that these
parameter sets are highly improbable (>∼ 2.9σ), implying that the actual 1σ
uncertainty is comparable to the dotted lines (see text).
feedback from Appendix C and adopting the minimum and maxi-
mum parameters of Table 4 leading to the lowest CFEs.
(ii) The high-CFE case, using the Krumholz & McKee (2005)
star formation law of equation (12) and adopting the minimum and
maximum parameters of Table 4 leading to the highest CFEs.
The resulting extremes of the CFE are shown as a function of the
gas surface density in Figure 10, together with the predicted CFE
for the fiducial parameter set. The ‘uncertainty’ around the fiducial
Γ–Σg relation is of the same order as the scatter of the observa-
tions around the ‘typical’ model in Figure 6. While in principle
this implies that differences between theory and observations could
be accounted for by model uncertainties, we remind the reader
that the discrepancies are smaller when choosing appropriate in-
put variables for each individual galaxy (Figure 7). This should be
expected, because the two extreme cases of Figure 10 are highly
improbable. For illustration, if one interprets the ranges of Table 4
conservatively as 1σ limits, the chance that all ten parameters con-
spire to give the extremes of Figure 10 is 0.1610 ∼ 10−8. Of
course, this assumes that all parameters are independent and influ-
ence the CFE to an equal extent. In practice, the uncertainty on the
CFE is mainly caused by three independent variables, being φP ,
tsn and ǫcore. But even in this case, the probability of the extremes
is 0.163 ∼ 0.004, which is a 2.9σ limit. Assuming a log-normal
distribution of errors, the actual 1σ logarithmic uncertainty on the
model predictions (dotted lines in Figure 10) should therefore be
about 0.35 times the logarithm of the extreme case. This uncer-
tainty decreases with the gas surface density, from σΓ ∼ 0.3 dex at
Σg ∼ 2 M⊙ pc−2 to σΓ < 0.1 dex at Σg ∼ 103 M⊙ pc−2.
In the discussion so far, we solely focused on the uncertainty
of the adopted model parameters. However, other assumptions that
are physical in nature might also influence the results of this paper.
(i) Magnetic fields are not included explicitly, i.e. there are no
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physical terms for magnetic fields in any of the equations. This
means that the influence of magnetic fields on cluster formation
cannot be studied using the theoretical framework of this paper.
However, their influence is implicitly present to some degree in
the assumption of an ISM overdensity PDF that is consistent with
weak-field magnetohydrodynamics simulations, and likewise in the
adopted specific star formation rate per free-fall time. The model
predictions should thus not be strongly affected by any (future) ex-
plicit formulation. A possible, first-order modification of the the-
ory to allow for strong magnetic fields would be to add a fac-
tor β0/(β0 + 1) to the second term of equation (4), where β0 ≡
Pth/Pmag is the ratio of the thermal pressure to the magnetic pres-
sure (Padoan & Nordlund 2011; Molina et al. 2012). However, this
does not account for the influence of a strong magnetic field on the
physics of gravitational collapse.
(ii) When considering individual galaxies, the overdensity PDF
of the ISM might not follow the log-normal shape of equation (2).
It is known from numerical work that deviations arise mainly at low
overdensities (e.g. Wada & Norman 2007; Tasker & Tan 2009),
which is in the range where the formation of stars and stellar clus-
ters proceeds slowly. As a result, the impact on the absolute star
formation rate and CFE are generally well within the other uncer-
tainties.
(iii) The model assumes that star-forming regions reside in gas
discs that are in hydrostatic equilibrium. This could pose a problem
when modeling star formation in galaxy mergers or in dynamic,
high-redshift environments that might be out of equilibrium. Ac-
knowledging this, it is important to note that when gas cools to
form stars, the energy dissipation drives the formation of a disc
(e.g. Hopkins et al. 2009). This means that while the presence of a
disc might not be obvious on a global scale, the main loci of star
formation should follow a disc-like morphology. This means that
our assumption is satisfied at least locally.
(iv) In our model, star formation in intermediate-density regions
is halted by the large-scale obstruction of further gas inflow by
supernova feedback. The role of different feedback mechanisms
in truncating the star formation process is traditionally a very ac-
tive topic in the literature, and hence alternatives such as stellar
winds and radiative feedback have been discussed extensively (e.g.
Murray et al. 2010). It is important to note that the total energy
inputs from these feedback mechanisms are in the same ballpark,
which implies that the influence of this approach on the CFE is not
major (see Appendix B and C). The description of feedback mainly
serves the purpose of truncating star formation on a time-scale that
is broadly consistent with observations. With tfb ∼ 3 Myr, this is
indeed the case (e.g. Portegies Zwart et al. 2010).
(v) The cruel cradle effect is modelled by calculating a critical
overdensity below which tidal perturbations are able to inhibit the
collapse of a star-forming region. In doing so, we neglect the den-
sity increase of such regions during collapse and the correspond-
ingly increased resistance to tidal disruption. This is especially rel-
evant in view of the stochasticity of tidal perturbations, which are
unlikely to start precisely at t = 0 and hence do not act on the initial
ISM density of a star-forming region, but on a (somewhat) higher
density. The quoted impact of the cruel cradle effect is therefore an
upper limit. If we consider the extreme case of only a single per-
turbation per free-fall time,22 then on average regions have the po-
tential to collapse halfway before experiencing their first tidal per-
22 Even lower encounter rates would imply the cruel cradle effect is negli-
gible due to the adiabatic dampening of equation (38).
turbation, causing at most a factor-of-eight density increase. This
is similar in magnitude to the variation of the product fgφsh in
Table 4, which contributes only a small fraction of the total uncer-
tainty in Figure 10. We conclude that the treatment of tidal pertur-
bations is adequate for the problem at hand.
7.2 Observational tests and applications
Because the presented theory makes a number of clear assumptions
and predictions, there are several possible ways in which (compo-
nents of) it can be tested. The model can also be applied as a tool in
interpreting observational data. Note that Fortran and IDL routines
for calculating the CFE with our model are publicly available (see
Appendix A).
7.2.1 Observational verification with Gaia using kinematics
On small spatial scales, the model postulates that the formation of
bound stellar clusters proceeds hierarchically, reaching high SFEs
in high-density regions. In this picture, the gas and stars decouple
dynamically as the stellar component accretes and shrinks, allow-
ing it to attain virial equilibrium while embedded in a cocoon of
gas (Kruijssen et al. 2012a). The direct implication is that the clas-
sical picture of early cluster disruption by infant mortality does not
work as such. Gas expulsion does not unbind the dense, spherically
symmetric systems that went through hierarchical merging and vi-
olent relaxation. Such systems should largely survive gas expul-
sion. Instead, gas removal only affects star-forming regions on the
scales where they are still gas-rich and substructure is still present.
This prevents the further merging of individual sub- or protoclus-
ters. With kinematic data from Gaia, it is possible to derive from
dispersed structure whether gas expulsion acted as classical infant
mortality on a spherically symmetric cluster, or whether the stars
still followed a hierarchical structure at the onset of the dispersal.
In the former case, the velocity vectors would be radial and have
a common origin, whereas in the latter case, the velocity vectors
should be traceable to multiple centres and filamentary structure.
Gaia will also be able to measure the relative occurrence of
the dispersion of stellar structure due to being naturally unbound,
and dispersion due to the cruel cradle effect. Tidal perturbations
induce structure in velocity space, in that the stellar velocity vectors
tend towards the plane of the interaction (Kruijssen 2011). Such
kinematic evidence would be visible until the stars reach the tidal
boundary of the region, and allows one to quantify the fraction of
early cluster disruption due to the cruel cradle effect. In the Milky
Way, we estimate that while about half of all stellar structure is
affected by tidal perturbations, a large fraction of this is already
naturally unbound. Therefore, the cruel cradle effect is critical only
for <∼ 1% of all young stellar structure, and unbinds some 10% of
all naturally bound structure (see Table 3).
Our model can also be considered using the relation between
the local SFE ǫ (on any scale) and the fraction of stellar mass that
will remain bound upon gas removal γ (see Appendix D). The
model predicts a certain distribution of SFEs, which through the
adopted γ(ǫ) relation yields a distribution of bound mass fractions.
With Gaia, it will be possible to identify expanding haloes of es-
caping stars around young, unembedded clusters and associations.
Correlating the masses of these haloes with the cluster masses will
provide a direct measure of γ. The measured distribution of bound
fractions should be similar to the predicted distribution of SFEs that
follows from the properties of the ISM. Another prediction of the
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model is that expanding stellar haloes should be sparse or absent
around massive and dense stellar clusters.23
7.2.2 Observing gas-embedded regions with ALMA
The theory of this paper causally connects the properties of the ISM
to the eventual population of bound stellar clusters. This is well-
suited for verification with the sub-millimeter capacity of ALMA.
Within the Milky Way, ALMA observations can trace the dynami-
cal decoupling of gas and stars in protoclusters. It should also en-
able a statistical analysis of the protocluster population, and estab-
lish how the density PDF of bound stellar structure follows from
the density PDF of the ISM. Specifically, the model predicts that
the high-density tail of the density spectrum should promote bound
cluster formation (see Figure 1). With ALMA observations it is
possible to witness and quantify this process as it takes place.
In extragalactic systems, the study of populations of proto-
clusters and their dynamical states will provide a direct measure
of the dependence of cluster formation on the galactic environ-
ment. Our theory predicts that the key factor that sets the CFE
is the gas surface density, with angular velocity and disc stabil-
ity being the secondary variables. Are gravitationally bound proto-
clusters more numerous in high-density galaxies than in gas-poor
galaxies? An obvious nearby example is M31, where we predict
that only 2% of all star formation eventually produces bound stel-
lar clusters. Contrasting a sub-millimeter census of the protocluster
population in this galaxy with a similar survey of systems like M83,
M82 or NGC 3256 would be very valuable for our understanding
of how the galactic environment influences the conversion of gas
into bound stellar clusters.
7.2.3 Application to observed cluster populations
Another evident avenue for the application of the presented theory
is in the study of observed cluster populations. Firstly, our frame-
work provides a theoretical benchmark to test observational esti-
mates of the CFE against. The model requires input variables that
are easily obtained for large samples of galaxies24 and hence any
new observed value of the CFE can be compared to the model
prediction (see Table 3). Secondly, this approach can also be re-
versed. When the star formation history and cluster age distribu-
tion are known, having an estimate for the CFE will enable one to
constrain the cluster disruption law in that particular galaxy (see
e.g. Silva-Villa & Larsen 2011). Thirdly, it is straightforward to
convert observed cluster age distributions (e.g. Gieles et al. 2005;
Smith et al. 2007) to star formation rates using the modelled CFE.
A case in point is the recent study by Ford & Bregman (2012), who
use the cluster age distribution to derive extremely low star for-
mation rate densities ΣSFR ∼ 10−5 M⊙ yr−1 kpc−2 in nearby
elliptical galaxies, but do so assuming that all stars form in clus-
ters. The model relation of Figure 6 shows that at such low sur-
face densities only a minor fraction of all stars forms in clusters.
23 Low-mass, dense clusters could still have a substantial halo because of
rapid evaporation due to two-body relaxation (Moeckel et al. 2012). Also
note that due to the hierarchical nature of star and cluster formation, it is
possible that a non-negligible mass fraction may form dispersed in the pe-
riphery of a compact cluster (e.g. Bressert et al. 2012a)
24 As mentioned throughout the paper, only the gas surface density is es-
sential for calculating the CFE. The angular frequency and Toomre Q pa-
rameter can be approximated if no observational input is available. The de-
fault Ω follows from equation (9), and Q ∼ 1.5 for regular disc galaxies.
A self-consistent solution is obtained by taking Γ ∼ 0.01, which
increases the estimated star formation rate density to ΣSFR ∼
10−3 M⊙ yr−1 kpc−2. This example illustrates that only when
used together, the CFE and the cluster age distribution provide an
accurate, independent tracer of star formation activity.
The CFE is also a potentially useful quantity for globular clus-
ter studies. We have shown in §6 and Figure 9 that the CFE was
much higher (Γ ∼ 50%) during the formation epoch of metal-
rich globular clusters than it is in the local Universe (Γ ∼ 10%).
When studying globular cluster populations it is relevant to know
that these objects represent the survivors of a cluster population
that initially constituted half of all star formation, rather than just a
minority. Combining this with prescriptions for cluster disruption,
it is possible to derive the coeval stellar mass of present-day globu-
lar cluster populations, which refines their use as tracers of galaxy
assembly.
7.3 Future applications in theoretical and numerical work
The model is applicable to a range of theoretical and numerical
problems. Fortran and IDL routines for calculating the CFE with
our model are publicly available (see Appendix A).
7.3.1 Models of star and planet formation
There is some steadily accumulating evidence that the stellar initial
mass function (IMF, e.g. Kroupa 2001; Chabrier 2003) is universal
in the local Universe, and does not vary between clustered and dis-
persed star-forming regions (de Wit et al. 2005; Parker & Goodwin
2007; Bressert et al. 2012a). However, indirect IMF measurements
in giant elliptical galaxies have suggested that these systems could
have an excess of low-mass stars (e.g. van Dokkum & Conroy
2010; Cappellari et al. 2012). Since giant ellipticals assembled
at very high redshift (e.g. Cimatti et al. 2004; Daddi et al. 2005;
Bundy et al. 2006; Naab et al. 2007) and at correspondingly high
surface densities, the CFE must have been high as well. It is un-
clear whether a possible variation of the IMF is caused by the vari-
ation of the large-scale galactic environment, or by an influence of
high-density clustered environments on the star formation process.
The absence of IMF variations in Galactic stellar clusters favours
the former (Bastian et al. 2010), but the possibility that the high-
redshift conditions of cluster formation may have affected star for-
mation cannot be ruled out. In such a case, the CFE would deter-
mine to what extent the IMF of an entire galaxy changes.
On the planet formation side, the influence of clus-
tered star formation is more evident. It has been known for
some time that circumstellar discs and planet formation are
affected by external photoevaporation (Scally & Clarke 2001;
Adams et al. 2004) and dynamical encounters with other stars
(Olczak et al. 2006; Dukes & Krumholz 2012; Parker & Quanz
2012; de Juan Ovelar et al. 2012). Because both effects occur on an
encounter time-scale tenc ∝ ρ−1, external perturbations of plane-
tary systems or circumstellar discs are more important in bound
clusters, and hence in galaxies with high CFEs. Recent observa-
tional work suggests that environmental effects can truncate cir-
cumstellar discs above stellar number densities Σ > 103.5 pc−2
on a 1-Myr time-scale (de Juan Ovelar et al. 2012). A natural ex-
tension of this argument would be that in galaxies with gas surface
densities Σg ∼ 103 M⊙ pc−2 only few planets may form in rela-
tive isolation because Γ ∼ 70%. When modeling the properties of
the integrated planet population of such a galaxy or galactic region,
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it may be necessary to account for the fraction of stars (and planets)
that was born in bound stellar clusters.
7.3.2 The chemical composition of stellar clusters
A range of recent papers focus on the chemical (in)homogeneity
of globular and open clusters in the Milky Way (e.g.
Gratton et al. 2004; Randich et al. 2006; De Silva et al. 2006;
Bland-Hawthorn et al. 2010). While homogeneity may be desirable
to identify cluster remains in stellar streams (De Silva et al. 2007;
Wylie-de Boer et al. 2010; Bland-Hawthorn et al. 2010, although
see Majewski et al. 2012 for a counterexample), there appears to be
a natural transition to chemically inhomogeneous clusters at higher
masses, as evidenced by old globular clusters (Gratton et al. 2004).
This trend seems to be qualitatively consistent with the picture pre-
sented in our model. For a given density and free-fall time shorter
than the star formation time-scale, the spatial extent from which
mass is hierarchically accumulated increases with GMC mass, thus
allowing for a larger degree of inhomogeneity in the eventual clus-
ter. Alternatively, it has been argued that the collapse time-scale in-
creases weakly with the GMC mass (Bland-Hawthorn et al. 2010).
This would enable self-enrichment and increasing chemical inho-
mogeneity at higher cluster masses, which is the prevailing expla-
nation for the chemical inhomogeneities in globular clusters (e.g.
Gratton et al. 2004). However, we should remind the reader that
this relies on the identification of mass quanta (cf. Tan et al. 2006),
whereas there is no intrinsic mass-scale present in the continuous
formulation of this paper. Quantized clusters only appear after the
star formation process has ended, the time of which depends princi-
pally on the density. As a result, a mass-dependence of the collapse
time-scale can only be obtained from our model using additional
assumptions about the relation between mass and density or radius.
The above considerations imply that high-mass, low-density col-
lapse should lead to the largest chemical inhomogeneities, provided
that such inhomogeneity increases with both the spatial extent of
the region and the star formation time-scale.
7.3.3 Numerical simulations of star cluster populations
Analytic models for the evolution of star cluster populations have
recently been implemented in numerical simulations of galaxy for-
mation and evolution (Prieto & Gnedin 2008; Muratov & Gnedin
2010; Kruijssen et al. 2011, 2012b). This is a promising new av-
enue for investigating the origin of old globular cluster populations,
and for relating the properties of these populations to the high-
redshift galactic environments they formed in. So far, these simula-
tions have only included a physical treatment of the dynamical evo-
lution and disruption of stellar clusters. For cluster formation, these
studies have needed to assume that all stars (or a certain arbitrary
fraction thereof) formed in bound stellar clusters. This assump-
tion is especially inconvenient because the properties of the surviv-
ing cluster population are strongly influenced by how the cluster
disruption rate varies with space and time (Kruijssen et al. 2011;
Bastian et al. 2012), which could be offset (or enhanced) by sim-
ilar variations of the CFE. Numerical simulations that follow the
star cluster population with a subgrid, semi-analytic model should
thus benefit from the theoretical framework that is presented in this
paper.
Contrary to observed galaxies, the state of the ISM in numeri-
cal simulations is ill-described by quantities such as the gas surface
density, angular velocity and Toomre Q parameter, which all rely
on a suitable projection or choice of coordinate system. Instead, for
implementation in numerical simulations it is more useful to con-
sider strictly local quantities. The best way to do this is to discard
the assumption of an equilibrium disc (see §2.4), and to determine
a subgrid overdensity PDF of the ISM from the local gas density
ρloc, gas velocity dispersion σloc, and sound speed of the cold ISM
cs,loc. The local Mach number then follows asMloc = σloc/cs,loc,
which means that the PDF of the overdensity xloc ≡ ρg/ρloc is
uniquely determined (see §2.3). The conversion to a PDF of the ab-
solute density ρg then proceeds simply through multiplication with
ρloc, which is determined by integrating over the smoothing kernel
(for Smoothed Particle Hydrodynamics or SPH codes) or averaging
over neighbouring cells (for grid codes). Most other steps in our
model are formulated locally, except for the feedback-limited SFE
ǫfb and the critical overdensity for surviving the cruel cradle effect
xcce. Both can be rewritten to be a function of the local variables
introduced here. For the SFE we write
ǫfb,loc =
sSFRff
tff
tsn
2
(
1 +
√
1 +
4tffσ2loc
φfbsSFRff t2snxloc
)
. (46)
The critical overdensity becomes
xcce,loc =
87.5
√
πGfgφshΣGMCt
σloc
φad(xcce,loc), (47)
where the GMC surface density can either be taken to be constant
or be written as ΣGMC = max {ΣLGGMC,Σg} as in the rest of this
paper. In that case, Σg can be estimated very roughly by again as-
suming an equilibrium disc and writing
Σg ∼
√
2ρlocσ2loc
πGφP
. (48)
Note that the aforementioned models of Prieto & Gnedin
(2008) and Kruijssen et al. (2011) account for the tidal disruption
of clusters from the moment they are born. In such a context, the
cruel cradle effect implies that clusters have high chances of being
disrupted at young ages, due to still residing in their dense natal en-
vironment. This is complementary to the manifestation of the cruel
cradle effect that is treated in this paper, in which it prevents the
global collapse of star-forming regions to form bound clusters. The
best ways of connecting both forms in numerical work are either
(1) to delay the tidal disruption of clusters until the time t at which
the CFE is evaluated, or (2) to exclude the cruel cradle effect in
the calculation of the CFE (i.e. Γ/100% = fbound) without delay-
ing the tidal disruption of clusters. Because lower-density regions
are more easily disrupted, the first option underestimates the CFE
by neglecting the density increase of collapsing regions (although
this effect is minor, see §7.1). Conversely, the second option may
overestimate the CFE if the modelled evolution of the cluster radius
does not include the collapse of clusters during their formation, and
their correspondingly lower densities at t = 0.
The local and global prescriptions for the CFE are both in-
cluded in publicly available Fortran and IDL routines (see Ap-
pendix A). This enables a straightforward implementation into ex-
isting numerical models.
7.3.4 The feedback efficiency in cosmological simulations
In numerical simulations of hierarchical galaxy formation and evo-
lution, the injection of feedback energy into the ISM generally
includes an efficiency factor χfb < 1 that indicates the frac-
tion of the energy that successfully couples to the gas. This feed-
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back efficiency is often taken to be χfb ∼ 0.05 (see the dis-
cussion in Appendix B and, e.g., Efstathiou 2000; Abadi et al.
2003; Robertson et al. 2005; Dubois & Teyssier 2008), but unfor-
tunately, a detailed understanding of this parameter is still lacking
(Silk 1997; Mac Low & Ferrara 1999; Navarro & Steinmetz 2000;
Dib et al. 2006). It is not hard to imagine that a systematic varia-
tion of the feedback efficiency during certain episodes of galaxy
evolution could affect the properties of the resulting galaxy popu-
lation (e.g. Sales et al. 2010), and therefore it is relevant to inves-
tigate how small-scale physics may influence large-scale galactic
outflows.
If feedback sources are clustered, then some fraction of
the feedback energy is deposited within existing bubbles, which
can allow the energy to accumulate at a rate higher than the
cooling rate, and hence increases the feedback efficiency (e.g.
Strickland & Stevens 1999; Krause et al. 2012). Quantitatively, the
relative change of the feedback efficiency for clustered (χfb,cl) as
opposed to dispersed (χfb,0) feedback can be parameterized as
φcl ≡ χfb,cl/χfb,0. According to the recent numerical work of
Krause et al. (2012) φcl ∼ 2, indicating that feedback from clus-
tered star formation is more effective than if it were dispersed.
Combining this with the model of the present paper, it is possible to
formulate a composite feedback efficiency from the clustered and
dispersed parts of star formation. When simulating the assembly
of galaxies and their evolution, the CFE can easily be calculated
for each star-forming particle (in SPH) or cell (in a grid code) as
detailed in §7.3.3. The composite feedback efficiency χfb then fol-
lows to first order by noting that a fraction Γ of the particle (or cell)
mass is clustered and a fraction (1− Γ) is dispersed:
χfb = (1− Γ)χfb,0 + Γφclχfb,0
= [1 + (φcl − 1)Γ]χfb,0. (49)
The maximum variation of χfb is a factor of φcl per definition.
While for φcl ∼ 2 this is not substantial, the systematic rise of the
CFE at high densities (and star formation rates) could imply that
the galaxy population is affected over the course of a Hubble time.
With equation (49) it will be straightforward to investigate this.25
7.3.5 Semi-analytic galaxy modeling
Galaxy populations are often modelled semi-analytically to alle-
viate the computational effort required for the numerical simula-
tion of their formation (e.g. White & Frenk 1991; Kauffmann et al.
1993; Somerville & Primack 1999; Cole et al. 2000; Bower et al.
2006; Guo et al. 2011). These analyses are covering the characteris-
tics of the modelled galaxies in increasing detail (see e.g. Guo et al.
2011). It seems only natural that the origin and evolution of the
star cluster populations hosted by the modelled galaxies will be in-
cluded in future work. This will enable an understanding of how
the co-formation and co-evolution of (old) star cluster populations
and galaxies may eventually produce the present-day cluster sys-
tems across the entire galaxy mass range (for typical observables
of interest, see e.g. Peng et al. 2006; Jorda´n et al. 2007; Peng et al.
2008; Burkert & Tremaine 2010).
A self-consistent analytic model for cluster populations that
can be implemented in semi-analytic models of galaxy formation
requires (1) a prescription for the formation of cluster populations
25 Note that this prescription only applies to numerical resolutions at which
the clustering of star formation is not resolved. At higher resolution, the
influence of clustered star formation may begin to emerge naturally.
and (2) a prescription for their dynamical evolution. Both compo-
nents of the problem are still unsolved. While the theory of the
CFE presented in this paper provides the fraction of star formation
occurring in bound stellar clusters, the initial characteristics of the
individual clusters within the population are yet to be understood in
more detail. Their mass spectrum can be taken from observations
(Portegies Zwart et al. 2010) and has been shown to arise from
the hierarchical nature of the ISM (Elmegreen & Falgarone 1996),
but the understanding of the corresponding upper (e.g. Gieles et al.
2006a; Bastian 2008; Larsen 2009) and lower (e.g. Lada & Lada
2003; Moeckel et al. 2012) cluster mass limits requires more work,
as does the distribution of initial cluster radii (e.g. Larsen 2004).
These quantities all need to be described with reasonable accu-
racy to enable the inclusion of cluster formation and disruption in
a single semi-analytic framework. The evolution of cluster popu-
lations due to dynamics should be addressed by building on more
detailed numerical modeling, both accounting for the internal clus-
ter dynamics (e.g. Baumgardt & Makino 2003; Kruijssen 2009;
Gieles et al. 2011) and the disruptive influence of the galactic en-
vironment (Gieles et al. 2006b; Kruijssen et al. 2011). While some
of the above ingredients can only be roughly estimated at present,
the recent progress of the field is encouraging. By addressing the
above questions, a first inclusion of cluster populations in semi-
analytic galaxy population modeling should become possible in the
next couple of years.
8 CONCLUSIONS
We have described and applied an analytic theory of the cluster
formation efficiency (CFE), i.e. the fraction of star formation oc-
curring in bound stellar clusters. The conclusions of the paper are
as follows.
(i) The presented theory of cluster formation provides a frame-
work in which the galaxy-scale environment is related to the prop-
erties of star-forming regions. Bound stellar clusters naturally arise
from the high-density end of the density spectrum of the interstel-
lar medium (ISM). Due to short free-fall times, these high-density
regions can achieve high star formation efficiencies (SFEs). This
makes them insensitive to gas expulsion and enables them to form
bound clusters. In regions of lower density, the SFE is lower and
the collapse into spherically symmetric structure is not completed.
As a result, such regions (or associations) remain gas-rich and are
unbound upon gas expulsion. (§2.3–2.6)
(ii) In the picture described here, gas expulsion does not af-
fect centrally concentrated stellar clusters like in the classical sce-
nario of ‘infant mortality’, but inhibits the merging of hierarchically
structured stellar groups and associations. (§2.6 and Appendix D)
(iii) Additionally, we have included the ‘cruel cradle effect’,
which represents the tidal perturbation of star-forming regions by
surrounding GMCs. This is shown to give a second-order decrease
of the CFE in normal disc galaxies, and is most important in high-
density galaxies. (§2.7)
(iv) The CFE is obtained by integrating the probability distribu-
tion function (PDF) of the densities at which star formation pro-
ceeds, and the corresponding part thereof that is both bound locally
and sufficiently dense to survive the cruel cradle effect. (§2.8 and
Figure 1)
(v) Our theoretical framework allows the prediction of the CFE
as a function of galaxy-scale observables: the gas surface density
Σg, the angular velocity Ω, and the Toomre Q parameter. For use
in numerical simulations, a local formulation is also given, which
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uses the gas volume density ρloc, the gas velocity dispersion σloc,
and the sounds speed cs,loc. (§2.8 and §7.3.3)
(vi) The model predicts that only some fraction (1–70%) of all
star formation results in bound stellar clusters. This CFE increases
with the gas surface density of the galaxy, because in denser galax-
ies a larger fraction of the ISM is pushed into the high-density
regime where bound cluster formation occurs. However, at surface
densities Σg >∼ 103 M⊙ pc−2 the CFE is limited by the cruel
cradle effect. For Σg >∼ 102.5 M⊙ pc−2, the CFE decreases with
increasing angular velocity Ω, while at lower densities it is gener-
ally insensitive to Ω. The CFE increases with Toomre Q, and hence
with the stability of the galaxy disc. (§3.1, §3.2, and §3.5)
(vii) We find remarkable agreement between our theoretical
model and the observed relation between the CFE and the star for-
mation rate density ΣSFR in dwarf, spiral and starburst galaxies.
Also when modeling individual galaxies, the model predictions are
in excellent agreement with the observed CFEs. (§4)
(viii) The model is applied to investigate the spatial variation
of the CFE within galaxies, using parameter sets that resemble the
Milky Way, M31, and M51. At the low densities of the Milky Way
and M31, the CFE simply follows the relatively flat surface density
profile of the gas. However, for the exponential gas density profile
of M51, the CFE increases towards the centre of the galaxy, but (at
high densities) does so less than the gas density profile. (§5)
(ix) We use samples of nearby and high-redshift galaxy discs
and starbursts to predict the evolution of the CFE across a Hubble
time of star formation. For galaxy discs, the CFE is found to de-
crease from Γ = 30–70% to Γ = 5–10% between redshifts z ∼ 2
and z = 0, whereas starburst galaxies exhibit a moderate decrease
of Γ = 20–60% to Γ = 10–50% over the same redshift range.
High-redshift disc galaxies may thus have been the most efficient
cluster factories in the history of the Universe, although presently
the CFE is generally higher in starburst galaxies than in discs. We
estimate that up to Γuniv = 30–35% of all stars in the Universe
was formed in bound stellar clusters. (§6)
(x) The predictions of our theoretical framework are well-suited
for verification with Gaia or ALMA, and also for application to
observational studies of cluster populations. We provide specific
recipes for use of the model in theoretical and numerical work,
such as numerical simulations of galaxies and their star cluster pop-
ulations, the feedback efficiency in cosmological simulations, and
semi-analytic galaxy models. (§7.2 and §7.3)
We have presented a new model that describes how populations of
bound stellar clusters form, and that predicts which fraction of all
star formation is constituted by these clusters (the cluster formation
efficiency or CFE). The model enables the calculation of the CFE
over a range of galactic environments, and shows that star clusters
are no fundamental unit of star formation, but instead are a possible
outcome.
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APPENDIX A: ROUTINES FOR CALCULATING THE
CLUSTER FORMATION EFFICIENCY IN FORTRAN OR
IDL
Fortran and IDL routines for calculating the CFE
with the presented model are publicly available at
http://www.mpa-garching.mpg.de/cfe. For both languages,
two versions of the model are provided. The first version of the
routines adopts the global formulation that is followed throughout
this paper, with as required input variables the gas surface density
of the galaxy Σg, the (Toomre 1964) Q parameter, and the angular
velocity Ω. Note that Q and Ω are optional. If they are left
unspecified, the routines set Q = 1.5 and define Ω according
to equation (9). Additional optional input parameters allow the
user to adjust the star formation law or several of the parameters
from Table 2. The second version of the routines adopts the local
formulation from §7.3.3, with as required input variables the local
density ρloc, the local gas velocity dispersion σloc, and the sound
speed of the cold ISM cs,loc.
APPENDIX B: THE FEEDBACK TIME-SCALE AND A
GRADUAL TRUNCATION OF FEEDBACK
This appendix considers the scenario in which the inflow of gas into
a star-forming region is halted by supernova feedback. The energy
injection rate into the cold ISM per unit stellar mass φfb due to
supernovae can be estimated by writing it as
φfb =
χfbφsnEsn
∆t
, (B1)
where χfb is the fraction of the supernova energy that couples
to the cold ISM, φsn is the number of supernovae per unit stel-
lar mass, Esn = 1051 erg is the typical energy per supernova,
and ∆t ≡ tlastsn − tsn represents the time interval during which
supernovae occur, with tlastsn the time at which the last super-
nova explodes, and tsn the time of the first supernova as in §2.5.
This assumes that the supernova rate is approximately constant
during ∆t. The efficiency of the kinetic coupling of the super-
nova energy to the ISM χfb has been the subject of a wide range
of studies (e.g. Silk 1997; Efstathiou 2000; Navarro & Steinmetz
2000; Abadi et al. 2003; Robertson et al. 2005; Dib et al. 2006). It
is smaller than unity due to (1) rapid cooling in the cold ISM and
(2) the porosity of the hierarchically structured ISM. In the liter-
ature, values in the range χfb = 0.01–0.25 have been reported,
which illustrates that this quantity is the most uncertain of all vari-
ables in equation (B1). The remainder of this appendix assumes
χfb = 0.05, which is the logarithmic mean of the quoted range
and is a commonly used value in numerical simulations. Physi-
cally, this corresponds to a scenario in which about 10% of the su-
pernova energy goes into the kinetic energy of an expanding shell
(Thornton et al. 1998) and the total surface angle of the porous,
cold ISM takes up about 50% of the spherical surface around the
star-forming region.
The number of supernovae per unit stellar mass is obtained by
assuming a stellar initial mass function (IMF) and integrating over
the appropriate mass interval. For a Salpeter (1955) IMF dn/dm ∝
m−2.35 in the mass range 0.1–100 M⊙ and a minimum mass of
8 M⊙ for a star to result in a supernova, this implies
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Figure B1. Left: Influence of φfb on the global cluster formation efficiency (CFE) as a function of the gas surface density of the disc Σg, assuming Q = 1.5
and writing Ω as a function of Σg according to equation (9). The dotted, solid, and dashed lines show the relation for φfb = {0.016, 0.16, 1.6} cm2 s−3,
respectively, hardly affecting the CFE despite varying by two orders of magnitude. Right: Same as the left-hand panel, but showing the influence on the CFE
of a gradual truncation of star formation by feedback. The solid line shows the abrupt truncation as in §2.5, while the dashed line represents a linear decrease
of the specific star formation rate per free-fall time, obtained by substituting teq → teq/2 in equation (21). The CFEs are almost indistinguishable.
φsn =
∫ 100
8
m−2.35dm∫ 100
0.1
m−1.35dm
= 7.4 × 10−3 M⊙−1. (B2)
The time interval ∆t during which the supernovae occur is set by
tsn = 3 Myr (see §2.5) and tlastsn = 40 Myr (for the Padova stellar
evolutionary isochrones, see Marigo et al. 2008). This range is very
insensitive to the metallicity, as tlastsn only varies by 0.05 dex in the
metallicity range z = 0.0004–0.03.
Substituting all variables into equation (B1) now provides
φfb = 0.16 cm
2 s−3 = 3.2 × 1032 erg s−1 M⊙−1, with a total
uncertainty of ∼ 1.5 dex. While this might sound substantial, its
effect on the CFE is almost negligible, as is shown in the left-hand
panel of Figure B1. The curves represent the CFE as a function of
gas surface density for different φfb spanning two orders of mag-
nitude, yet the variation of the CFE is always smaller than 0.1 dex.
The reason is that φfb influences the star formation efficiency at
low overdensities. It mainly controls the critical overdensity where
the feedback-induced truncation of star formation becomes so inef-
ficient that it is still ongoing at the time of observation. This critical
point happens to lie in the overdensity range where the PDF is quite
flat and where no bound stellar clusters are formed due to the cruel
cradle effect. The overdensities where bound clusters do form is
characterized by such powerful feedback that typcally teq ≪ tsn
regardless of the value of φfb, or by such short free-fall times that
star formation is near-optimal, with ǫ ≈ ǫcore. In other words, the
uncertainty on φfb may translate into a substantial shift of the criti-
cal overdensity that separates ǫinc from ǫfb in equation (24), but this
hardly influences the integration of equation (26) and thus leaves
the CFE unaffected.
So far, the truncation of star formation by supernova feedback
has been considered to be instantaneous once pressure equilibrium
between the feedback energy and the cold ISM has been reached.
As a first-order correction for this assumption, it is possible to adopt
a linear decrease of the specific star formation rate per free-fall time
between tsn and tfb. This is mathematically equivalent to writing
teq → teq/2 in equation (21). Clearly, this reflects a much smaller
change than the above variation of φfb, and indeed the right-hand
panel of Figure B1 shows that the CFE for a gradually decreasing
star formation rate is nearly identical to the case of instantaneous
truncation.
APPENDIX C: THE TRUNCATION OF STAR
FORMATION BY RADIATION PRESSURE
In §2.5, the local SFE is determined by allowing star formation to
proceed until a certain point at which it is halted by feedback.26 In
the main body of this paper, this is assumed to happen due to super-
nova feedback. However, recent work has shown that actually ra-
diative feedback may be the responsible mechanism, especially on
small scales (Thompson et al. 2005; Murray et al. 2010; Fall et al.
2010; Dale et al. 2012). To verify to what extent this can influence
the CFE, we focus on the truncation of star formation by radiation
pressure in this appendix.
We require pressure equilibrium between radiation pressure
Prad and turbulent pressure within a GMC PGMC. The radiation
pressure reads
Prad = (1 + φtrτ )
F
c
∼ (1 + φtrκRΣGMC) ΨM⋆
4πR2GMCc
= (1 + φtrκRΣGMC)
ǫradΨΣGMC
4c
, (C1)
where τ ∼ κRΣGMC is the optical depth, φtr ≡ ftr/τ ∼ 0.2
(Krumholz & Thompson 2012) is a constant that indicates the frac-
tion of infrared radiation that is trapped at an optical depth τ = 1,
F is the radiative flux, c is the speed of light, Ψ ∼ 0.3 m2 s−3
is the light-to-mass ratio (Thompson et al. 2005), M⋆ is the stellar
26 If this takes longer than the age at which the cluster formation efficiency
is determined, star formation is considered to be still ongoing. If star for-
mation is completed before feedback can halt star formation, the local SFE
is optimal (see §2.5).
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mass, RGMC is the GMC radius, ǫrad is the SFE when star forma-
tion is limited by radiative feedback, and κR is the Rosseland-mean
dust opacity (cf. Thompson et al. 2005; Murray et al. 2010), which
for T < 200 K is expressed as
κR ∼ κ0
(
T
K
)2
= κ0
√
τF
σSB
(C2)
= κ0
√
κRǫradΨΣ2GMC
4σSB
→ κR ∼ κ
2
0ǫradΨΣ
2
GMC
4σSB
,
where κ0 ∼ 2.4×10−5 m2 kg−1 K−2 is a proportionality constant
and σSB is the Stefan-Boltzmann constant. The turbulent pressure
in a GMC is taken to be
PGMC =
π
2
GΣ2GMC. (C3)
By demanding pressure equilibrium Prad = PGMC, equa-
tions (C1)–(C3) can be solved for the SFE ǫrad. This gives a critical
SFE above which radiation pressure inhibits further star formation:
ǫrad =
2σSB
φtrκ20ΨΣ
3
GMC
(√
1 +
2πcGφtrκ20Σ
4
GMC
σSB
− 1
)
. (C4)
In the context of our model, ǫrad sets the maximum SFE if it
is smaller than the core efficiency ǫrad < ǫcore (see §2.5). For
ΣGMC = Σ
LG
GMC = 100 M⊙ pc−2, we indeed obtain ǫrad ∼ 0.1 <
ǫcore. The resulting CFE is shown for the entire density range in
Figure C1 and is compared to the fiducial model of §2.5. Radiative
feedback strongly limits the SFE and CFE until a density Σg =
ΣLGGMC, above which the GMC density changes from being approx-
imately constant to ΣGMC = Σg. As shown by equation (C4), the
SFE then scales as ǫrad ∝ ΣGMC ∝ Σg if the interstellar medium
(ISM) is optically thin, and as ǫrad ∝ Σ−1GMC ∝ Σ−1g if the ISM
is optically thick. This makes the SFE (and hence the CFE) peak at
Σg ∼ 103.5 M⊙ pc−2. At higher densities, the cruel cradle effect
and radiative feedback in an optically thick ISM both decrease the
CFE.
While the details of the CFE–Σg relation are affected by as-
suming that radiative feedback halts star formation, the overall be-
havior is comparable to the fiducial model of this paper. We con-
clude that while the effects should be kept in mind (see §4.1 and
§7.1), there is no immediate need to adjust the fiducial model.
APPENDIX D: THE BOUND STELLAR FRACTION AND
THE STAR FORMATION EFFICIENCY
In Kruijssen et al. (2012a), we used a minimum spanning tree
(MST, see e.g. Zahn 1971; Maschberger et al. 2010; Kirk & Myers
2011) to identify subclusters in the Bonnell et al. (2008) simulation
of turbulent fragmentation. This technique is commonly used in the
analysis of structure in star-forming regions due to its advantage of
not imposing any symmetry on the data set. The MST is the unique
connection of all points such that there are no closed loops and
the total length of all connecting lines is minimized. Subclusters
are then identified by adopting a break distance dbreak, which is
the maximum distance between connected points. Any connecting
lines longer than dbreak are removed, which breaks the MST of an
entire star-forming region up into individual subclusters. The fidu-
cial break distance of dbreak = 0.035 pc in Kruijssen et al. (2012a)
was chosen to result in subclusters that are comparable to those
identified by eye, but a range of dbreak = 0.020–0.100 pc was
used to validate the results. Additionally, a minimum of 12 stars
per subcluster was postulated.
Figure C1. Influence of radiative feedback on the global cluster forma-
tion efficiency (CFE) as a function of the gas surface density of the disc
Σg, assuming Q = 1.5 and writing Ω as a function of Σg according to
equation (9). The solid line shows the fiducial model with supernova feed-
back, while the result for radiative feedback only is given by the dotted
line. The dashed line represents the case in which star formation is halted
by whichever mechanism generates the required feedback energy first, and
thus combines both feedback processes.
In this appendix, the subcluster data from Kruijssen et al.
(2012a) are revisited to determine how the local CFE is related
to the local SFE in a hierarchically structured star-forming re-
gion. To this end, the stellar-to-total mass ratios within the half-
mass radii of the subclusters represent the SFE ǫ, while the frac-
tion of the stars that is bound to the subcluster when ignoring the
gravitational potential of the gas is considered to reflect the local
CFE γ(ǫ). The result is shown for break distances of dbreak =
{0.020, 0.040, 0.075, 0.100} pc in the left panel of Figure D1, and
includes the subclusters at times t1 = 0.442 Myr (briefly after the
onset of star formation) and t2 = 0.641 Myr (after one global free-
fall time). The figure also shows data points for which the calcu-
lation was applied to the whole box of the simulation – the largest
(and thus most gas-rich) scale on which the CFE can be obtained.
Figure D1 shows that the subclusters follow a single trend of
γ(ǫ) = ǫ, (D1)
independently of the time, break distance or location. The scatter
around the relation is modest, about 30%. A continuous relation
such as the figure seems to suggest, implies that the fraction of the
stellar mass that ends up being bound is given by the local stel-
lar mass fraction itself. There is no obvious reason as to why the
γ(ǫ) relation would be linear, let alone why γ and ǫ are simply ap-
proximately equal. Qualitatively speaking, a high local stellar mass
fraction translates into a higher gravitational attraction of stars to-
wards the stellar loci, where the resulting increase of the stellar
density may lead to the runaway accretion and gas depletion that
was found by Kruijssen et al. (2012a) and Girichidis et al. (2012).
But again, the details are not clear a priori, and it is evident that
additional study is needed to further elucidate the γ(ǫ) relation in a
hierarchical interstellar medium.
The γ(ǫ) relation that is found in simulations of the influence
of gas expulsion on star cluster survival with spherically symmet-
ric initial conditions, in which the gas is modelled with an analytic
background potential (Geyer & Burkert 2001; Boily & Kroupa
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Figure D1. Left: Local cluster formation efficiency γ as a function of the local star formation efficiency ǫ in the Bonnell et al. (2008) simulation. The symbols
indicate the values for subclusters that were identified in the simulation with different minimum spanning tree break distances – plus signs, diamonds, triangles
and dots correspond to dbreak = {0.020, 0.040, 0.075, 0.100} pc, respectively, with big dots indicating the entire simulation (see text). The dashed line
shows the 1:1 relation, and the dotted curve gives a parameterized γ(ǫ) relation that is typically found in equilibrium-type, spherically symmetric simulations
of gas expulsion (e.g. Baumgardt & Kroupa 2007). Right: Influence of the choice of γ(ǫ) relation on the global cluster formation efficiency Γ as a function of
the gas surface density of the disc Σg, assuming Q = 1.5 and writing Ω as a function of Σg according to equation (9).
2003a; Goodwin & Bastian 2006; Baumgardt & Kroupa 2007),
differs from the relation that is obtained here. In such simulations,
the central concentration of the gas implies a threshold SFE be-
low which a stellar cluster is unable to remain bound after gas
expulsion. Because these are equilibrium models, such a gas-rich
star-forming region is then also unable to produce locally bound
agglomerates of stars, implying that below the threshold SFE they
predict γ = 0. This implies that the transition from a zero CFE to
almost 100% is more sudden, and is generally found to occur in the
30-50% SFE range (e.g. Baumgardt & Kroupa 2007). It should be
noted that this is exactly the range that is not well-resolved by the
above analysis of the Bonnell et al. (2008) simulation. However,
the behavior of γ(ǫ) at SFEs of ǫ > 0.5 differs as well. Due to the
sudden transition from γ = 0 to γ = 1 in spherically symmetric
simulations, they show an elevated γ(ǫ > 0.5) with respect to the
relation of equation (D1).
From a physical perspective it is preferable to adopt the hi-
erarchical γ(ǫ) relation over the spherically symmetric one, but to
assess the impact of this choice, the influence of the two differ-
ent γ(ǫ) relations on the CFE is shown in the right-hand panel of
Figure D1. For this purpose, the γ(ǫ) relation for spherically sym-
metric clusters is parameterized with a simple function that reflects
the typical form found in Baumgardt & Kroupa (2007):
γ(ǫ) = max [0, 1− 4(1− ǫ)3], (D2)
where in the model calculation ǫ is replaced by ǫ/ǫcore as in equa-
tion (25). The right-hand panel of Figure D1 shows Γ as a function
of the gas surface density Σg. The difference between CFEs for the
hierarchical and spherically symmetric γ(ǫ) relations is typically
<∼ 0.6 dex. However, the steep transition from γ = 0 to γ = 1 at
intermediate SFEs causes Γ in the spherically symmetric case to be
two times more sensitive to the feedback time-scale than when us-
ing the hierarchical γ(ǫ) relation. It is therefore not only physically
preferable to adopt a gradual γ(ǫ) relation, but also for the purpose
of minimizing the model uncertainties.
APPENDIX E: THE EFFICIENCY AND STOCHASTICITY
OF THE TIDAL DISRUPTION OF STAR-FORMING
REGIONS
To determine the contribution of the cruel cradle effect to the clus-
ter formation efficiency, it is important to determine the fraction f
of the energy injected by tidal shocks into star-forming regions that
is used to unbind the regions. As explained in §2.7, this fraction is
smaller than unity due to the energy dissipation by the cold gas. If
this turbulent energy decay is assumed to be exponential, it follows
that the disruption is only possible if a sequence of tidal pertur-
bations has the appropriate strengths and time spacing to cause a
runaway effect. Since this is a highly stochastic process, f should
be determined by modeling a sequence of tidal perturbations in a
Monte-Carlo simulation.
Each Monte-Carlo experiment carried out here uses three ran-
domly drawn variables: the time interval between successive en-
counters tdiff , the impact parameter b, and the relative velocity v.
For a stochastic process that occurs on a characteristic time-scale
tenc, the probability distribution function (PDF) of the time interval
t between successive events is
dp
dtdiff
= t−1diffe
−tdiff/tenc , (E1)
where tenc is taken from equation (34). The PDF for the impact
parameter follows from geometric considerations as
dp
db
=
2b
b2max
, (E2)
with bmax defined as in §2.7. The relative velocity of each en-
counter is drawn from a Maxwellian distribution of relative veloci-
ties with a dispersion of
√
2σg:
dp
dv
=
v2
2
√
πσ3g
e−v
2/4σ2g . (E3)
The example for which the results are shown below was set
up for solar neighbourhood-type conditions, i.e. Σg = 12 M⊙ pc2,
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Q = 1.5 and Ω = 2.6 × 10−2 Myr−1, but a broad parameter
range (cf. Table 1) was considered in other experiments to verify
the universality of the results. For a given sequence of encounters,
the energy after each encounter is calculated by writing
E = Eprev + (∆E)tid + (∆E)diss, (E4)
where Eprev is the energy after the previous perturbation, (∆E)tid
is the energy change due to the tidal shock, and (∆E)diss is the en-
ergy loss since the last shock due to dissipation. For a given over-
density x, the tidal disruption equations from §2.7 are used to cal-
culate the injected energy per encounter as
(∆E)tid =
16G2gcloseφshMMGMCR
2
hφad
3b4v2
, (E5)
in which M is the mass of the perturbed region, Rh its half-mass
radius, and all other variables are defined as previously. For the
example below, M =MGMC and Rh = (3MGMC/8πρg)1/3. The
density ρg is set by x and the density of the ambient interstellar
medium ρISM as given by equation (5). The initial energy of the
region E0 is set by a Plummer (1911) profile as in equation (29),
and the energy that is dissipated between successive encounters is
written as an exponential decay:
(∆E)diss = −|Eprev − E0|
(
1− e−tdiff/tdiss
)
, (E6)
with tdiss given by equation (32). Note that many of the details
of these equations (such as the mass and radius of the region) are
actually irrelevant to the question at hand, which strictly involves
the fractional energy loss due to dissipation and the stochasticity
of the disruption process. Multiplication of equation (E5) by a ran-
dom factor may change the lifetimes of the modelled star-forming
regions, but does not necessarily alter the fraction of the injected
energy that is used to unbind the region.
For each Monte-Carlo experiment, the region is subjected to
tidal perturbations until either it is disrupted (i.e. E > 0) or a time
t is reached. The fraction of the energy that was used to unbind the
region then follows as
fMC ≡
∣∣∣∣ E −E0(∆E)tid,tot
∣∣∣∣ , (E7)
where the subscript ‘MC’ indicates the value is obtained from
the Monte-Carlo experiment, (∆E)tid,tot =
∑
(∆E)tid, and the
summation is over all perturbations. For each experiment, the total
disruption time tcce,MC is recorded:
tcce,MC ≡ tobs
∣∣∣ E0
E − E0
∣∣∣ , (E8)
where tobs = min {tdis, t} and tdis is the time of the tidal shock
that causes E > 0. The definition of equation (E8) is appropriate
for regions that are disrupted before time t (for which tobs = tdis)
and corrects the disruption time-scale for any excess energy, but it
also gives an estimate for regions with disruption times tdis > t (for
which tobs = t). Without energy dissipation, the total disruption
time would read
t′cce,MC ≡ t′obs
∣∣∣∣ E0(∆E)′tid,tot
∣∣∣∣ , (E9)
where t′obs and (∆E)′tid,tot are set at the time of the shock that
causes |(∆E)′tid,tot| > |E0|. The dissipational energy loss can
then be parameterized by decreasing the total injected energy by
a fixed factor ffit, i.e. writing tfitcce,MC = t′cce,MC/ffit and choosing
ffit such that tfitcce,MC ≈ tcce,MC. This formulation is useful when
dealing with ensembles of star-forming regions as in the context of
Figure E1. Fraction fMC of tidally injected energy that is used in unbind-
ing the perturbed region instead of being dissipated away as a function of
the time of observation t and the overdensity with respect to the ambient in-
terstellar medium x. The grayscale indicates the median value of fMC out
of a sample of 30,000 Monte-Carlo experiments per grid point. The thick
solid line indicates where the median total disruption time due to the cruel
cradle effect tcce,MC is equal to t, whereas the thick dotted line represents
the loci where the median t′
cce,MC (i.e. without energy dissipation) equals
t, and the thick dashed line shows the same for tfit
cce,MC and ffit = 0.7. As
the figure shows, the agreement between tcce,MC and tfitcce,MC is reason-
able, and the difference between them never exceeds 0.3 dex in x across the
full parameter space probed in the performed Monte-Carlo experiments.
this paper. We determine the constant ffit from the results of the
Monte-Carlo experiments below.
The described Monte-Carlo experiment is executed 30,000
times for each combination of the times 1 < t/Myr < 100 and
overdensities 100 < x < 104. The median value of f according to
equation (E7) is shown in Figure E1 as a function of t and x. The
figure shows that the energy loss is typically largest for high over-
densities and late times. This is not surprising, because high-density
regions have short dissipation time-scales and take the longest to
be tidally disrupted. Additionally, the energy loss should be low at
young ages, because the energy simply has not had the time to be
dissipated.
Because the contribution of the cruel cradle effect to the CFE
is formulated in equation (40) as a threshold value xcce above
which star-forming regions survive until time t, Figure E1 includes
the line that satisfies median(tcce,MC) = t. For comparison, the
line where the median of tfitcce,MC equals t is also shown, assuming
ffit = 0.7. For this choice of ffit, both lines never deviate by more
than 0.3 dex, indicating that it provides a good representation for
the fraction of the tidally injected energy that is used to unbind the
region. As the discrepancy between the solid and dashed lines il-
lustrates, this slightly underestimates the impact of the cruel cradle
effect at low x and t, while slightly overestimating it at high x and
t. This reflects the increase of the energy dissipation with x and
t. However, the differences are so minor that f = 0.7 is adopted
throughout this paper.
The reason that the tidally injected energy is mainly used for
unbinding a region (i.e. f > 0.5) if the disruption time tcce,MC < t
is partially caused by a selection effect. Due to the energy dissipa-
tion, a sequence of tightly-spaced tidal perturbations is required to
c© 2012 RAS, MNRAS 000, 1–35
32 J. M. D. Kruijssen
unbind a gas-rich region. Because the energy from such a sequence
of perturbations is not dissipated, any region that is disrupted be-
fore time t will have a high efficiency factor f . Conversely, regions
that survive have not had a runaway sequence of tidal shocks and
radiated away most of the energy, thus giving a low value of f .
In a statistical ensemble of tidal shocks, the probability of having
a sequence of encounters that successfully disrupts a region is set
by its disruption time-scale. This probability is close to unity if
tcce,MC 6 t, and hence f will be close to unity as well.
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