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Additive ensembles of admissible heuristics constitute the most general form of exploiting
the individual strengths of numerous admissible heuristics in optimal planning. However,
the same set of heuristics can be additively composed in inﬁnitely many ways and
the quality of the resulting heuristic estimate depends directly on the choice of the
composition. Focusing on abstraction heuristics, we describe a procedure that takes a
deterministic planning problem, a forward-search state, and a set of abstraction-based
admissible heuristics, and derives an optimal additive composition of these heuristics with
respect to the given state. Most importantly, we show that this procedure is polynomial-
time for arbitrary sets of all abstraction heuristics with which we are acquainted, including
explicit abstractions such as pattern databases (regular or constrained) and merge-and-
shrink, and implicit abstractions such as fork-decomposition and abstractions based on
tractable constraint optimization over tree-shaped constraint networks.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Admissible heuristics are critical for effective planning when either optimal or approximately-optimal solutions are re-
quired. Since the late 1990s, numerous admissible heuristics for domain-independent planning have been proposed and
found practically effective, with research in this direction continuously expanding. Of course, as planning is known to be
NP-hard even for conservative planning formalisms [3], no heuristic should be expected to work well in all planning tasks.
Moreover, even for a ﬁxed planning task, no tractable heuristic will home in on all the “combinatorics” of the task at hand.
The promise, however, is that different heuristics will target different sources of the planning complexity, and composing
a set of heuristics to exploit their individual strengths could allow a larger range of planning tasks to be solved and each
individual task to be solved more eﬃciently.
In this paper we focus on the fundamental question of how one should better compose a set of admissible heuristics in
solving a given planning task. One of the well-known and heavily-used properties of admissible heuristics is that taking the
maximum of their values maximizes informativeness while preserving admissibility. A more recent, alternative approach to
composing a set of admissible heuristics corresponds to carefully separating the information used by the different heuristics
in the set so that their values could be summed instead of maximized over. This direction was ﬁrst exploited in devising
domain-speciﬁc heuristics (see, e.g., [29]), and more recently in works on additive pattern database (PDB) heuristics [10,
13,15], constrained PDBs and m-reachability heuristics [14], and implicit abstraction (also known as structural-pattern)
heuristics [25].
The basic idea underlying all these additive heuristic ensembles is elegantly simple: for each planning task’s action a, if it
can possibly be counted by more than one heuristic in the ensemble, then one should ensure that the cumulative counting
of the cost of a does not exceed its true cost in the original task. Such action cost partitioning was originally achieved by
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action in computing all the other heuristics in the ensemble [10,13,14]. Recently, this “all-in-one/nothing-in-rest” action-cost
partitioning has been generalized to arbitrary partitioning of the action cost among the heuristics in the ensemble [23,25,
33,34].
The great ﬂexibility of additive heuristic ensembles, however, is a mixed blessing. For better or for worse, the methodol-
ogy of taking the maximum over the values provided by an arbitrary set of independently constructed admissible heuristics
is entirely nonparametric. In contrast, switching to additive heuristic ensembles requires selecting an action-cost partitioning
scheme, and this decision problem poses a number of computational challenges:
• The space of alternative action-cost partitions is inﬁnite as the cost of each action can be partitioned into an arbitrary
set of nonnegative real numbers, the sum of which does not exceed the cost of that action.
• At least in domain-independent planning, our goal is a fully unsupervised decision process.
• Last but not least, the relative quality of each action-cost partition (in terms of the accuracy of the resulting additive
heuristic) may vary dramatically between the examined search states. Hence, the choice of the action-cost partitioning
scheme should ultimately be a function of the search state in question.
These concerns may explain why all previous works on both domain-speciﬁc and domain-independent additive heuristic
ensembles adopt this or another ad hoc, ﬁxed choice of action-cost partition. Consequently, all the reported empirical com-
parative evaluations of various max-based and additive heuristic ensembles are inconclusive—for some search states along
the search process, the (pre-selected) additive heuristic was found to dominate the max-combination, while for the other
states the opposite was the case. In the context of domain-speciﬁc additive PDBs, Yang et al. [33] conclude that “determining
which abstractions [here: action-cost partitioning schemes] will produce additives that are better than max over standards
is still a big research issue.”
Focusing on abstraction heuristics, our contribution in this paper is precisely in addressing the problem of choosing the
right action-cost partitioning over a given set of heuristics:
1. We provide a procedure that, given (i) a classical planning task Π , (ii) a forward-search state s of Π , and (iii) a set of
heuristics based on abstractions of Π , derives an optimal action-cost partition for s, that is, a partition that maximizes the
heuristic estimate of that state. The procedure is fully unsupervised, and is based on a linear programming formulation
of that optimization problem.
2. We show that the time complexity of our procedure is polynomial for arbitrary sets of all abstraction-based heuristic
functions with which we are familiar. Such “procedure-friendly” heuristics include PDBs [10,33], constrained PDBs [14],
merge-and-shrink abstractions [19], fork-decomposition implicit abstractions [25], and implicit abstractions based on
tractable constraint optimization over tree-shaped constraint networks [24]. Note that the estimate provided by a max-
based ensemble corresponds to the estimate provided by the respective additive ensemble under some action-cost
partitioning. Thus, by ﬁnding an optimal action-cost partition we provide a formally complete answer to the aforemen-
tioned question of “to add or not to add” in the context of abstraction heuristics.
Taking the fork-decomposition abstractions as a case study, we evaluate the empirical effectiveness of switching from
ad hoc to optimal additive composition. Our evaluation on a wide range of International Planning Competition (IPC) bench-
marks shows a substantial reduction in the number of nodes expanded by the A∗ algorithm. However, in the standard
time-bounded setting, this reduction in expanded nodes is typically negatively balanced by the much more expensive per-
node computation of the optimal additive heuristic. To overcome this pitfall without forfeiting the promise of optimized
action cost partitions altogether, we suggest that optimal action cost partitions be derived only with respect to a subset of
evaluated nodes. We examine this approach empirically in its extreme setting where only one optimal action cost partition
is computed per planning task: the one that is optimal for the task’s initial state. This action cost partition is then used
for all the states evaluated by the A∗ algorithm. Our experiments show that even such a conservative use of optimization
results in substantial improvement over the same heuristic-search planner relying on an ad hoc action cost partition.
2. Preliminaries
We consider classical planning tasks corresponding to state models with a single initial state and only deterministic
actions. Our focus is on state models captured by the sas+ formalism [1] with nonnegative action costs. A planning task in
this formalism is given by a quintuple Π = 〈V , A, I,G, cost〉, where:
• V is a set of state variables, with each v ∈ V being associated with a ﬁnite domain dom(v). Each complete assignment
to V is called a state, and S = dom(V ) is the state space of Π . I is an initial state. The goal G is a partial assignment to
V ; a state s is a goal state iff G ⊆ s.
• A is a ﬁnite set of actions. Each action a is a pair 〈pre(a),eff(a)〉 of partial assignments to V called preconditions
and effects, respectively. By Av ⊆ A we denote the actions affecting the value of v . cost : A → R0+ is a real-valued,
nonnegative action cost function.
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by p[V ′] we denote the value of V ′ in p; if V ′ = {v} is a singleton, we use p[v] for p[V ′]. For any sequence of actions ρ
and variable v ∈ V , by ρ↓v we denote the restriction of ρ to actions changing the value of v , that is, ρ↓v is the maximal
subsequence of ρ consisting only of actions in Av .
An action a is applicable in a state s iff s[v] = pre(a)[v] for all v ∈ V(pre(a)). Applying a changes the value of v ∈
V(eff(a)) to eff(a)[v]. The resulting state is denoted by sa; by s〈a1, . . . ,ak〉 we denote the state obtained from sequential
application of the (respectively applicable) actions a1, . . . ,ak starting at state s. Such an action sequence is an s-plan if
G ⊆ s〈a1, . . . ,ak〉, and it is a cost-optimal (or, in what follows, optimal) s-plan if the sum of its action costs is minimal
among all s-plans. The purpose of (optimal) planning is to ﬁnd an (optimal) I-plan. For a pair of states s1, s2 ∈ S , by
cost(s1, s2) we refer to the cost of a cheapest action sequence taking us from s1 to s2 in the transition system induced
by Π ; h∗(s) = mins′⊇G cost(s, s′) is the customary notation for the cost of the optimal s-plan in Π . For each action a ∈ A
and each variable v ∈ V , by Pre(a)[v] ⊆ dom(v) we denote the set of values of v which do not preclude applying a, that is
Pre(a)[v] =
{ {pre(a)[v]}, v ∈ V(pre(a)),
dom(v), otherwise.
Finally, in certain contexts, we later use a pair of standard graphical structures induced by planning tasks.
• The causal graph CG(Π) of Π is a digraph over nodes V . An arc (v, v ′) is in CG(Π) iff v = v ′ and there exists an action
a ∈ A such that v ′ ∈ V(eff(a)) and v ∈ V(eff(a)) ∪ V(pre(a)). In this case, we say that (v, v ′) is induced (in particular)
by a. Likewise, by succ(v) and pred(v), we respectively denote the sets of immediate successors and predecessors of v
in CG(Π).
• The domain transition graph DTG(v,Π) of v ∈ V is an arc-labeled digraph over the nodes dom(v) such that an arc (ϑ,ϑ ′)
labeled with pre(a)[V \ {v}] and cost(a) belongs to DTG(v,Π) iff both eff(a)[v] = ϑ ′ and ϑ ∈ Pre(a)[v].
3. Heuristics and abstractions
Heuristic functions are used by informed-search procedures to estimate the distance from a search node to the nearest
goal node. Our focus here is on state-dependent, admissible abstraction heuristics. A heuristic is state-dependent if its es-
timate for a search node depends only on the planning task state associated with that node, that is, h : S → R0+ ∪ {∞}.
Most heuristics in use these days are state-dependent (though see, e.g., [30] and [22] for a different case). A heuristic h is
admissible if h(s) h∗(s) for all states s. If h1 and h2 are two admissible heuristics, and h2(s) h1(s) for all states s, we say
that h1 dominates h2.
A useful heuristic function must be accurate as well as eﬃciently computable. Improving the accuracy of a heuristic
function without substantially worsening the time complexity of computing it usually translates into faster search for op-
timal solutions. During the last decade, numerous computational ideas have evolved into new admissible heuristics for
classical planning; these include delete-relaxing max heuristic hmax [2], critical path heuristics hm [16], landmark heuris-
tics hL, hLA [22] and hLM-cut [18], and abstraction heuristics such as pattern databases [10], merge-and-shrink [19], and
implicit abstractions [25]. An abstraction heuristic is based on mapping Π ’s transition system over states S to an ab-
stract transition system over states Sα . The mapping is deﬁned by an abstraction mapping α : S → Sα that guarantees
costα(α(s),α(s′))  cost(s, s′) for all states s, s′ ∈ S . Such “distance conservation” is in particular guaranteed by homomor-
phic abstractions, obtained by systematically contracting sets of states into abstract states. The abstraction heuristic hα(s) is
the distance from α(s) to the closest abstract goal state, that is, hα(s)
= h∗(α(s)), and admissibility of hα is implied by the
distance conservation of α.
3.1. Explicit abstractions
The most well-studied abstraction heuristics are projections, also known as pattern database (PDB) heuristics. On the
conceptual side, the idea behind PDBs is elegantly simple. Given a planning task Π over state variables V , such a heuristic
is based on projecting Π onto a subset of its variables V α ⊆ V . Such a homomorphic abstraction mapping α maps two states
s1, s2 ∈ S into the same abstract state iff s1[V α] = s2[V α]. Inspired by the (similarly named) domain-speciﬁc heuristics for
search problems such as (k2 − 1)-puzzles or Rubik’s Cube [6,21], PDB heuristics are successfully exploited these days in
domain-independent planning [10,11,14,15].
The key decision in constructing PDBs is what sets of variables the task should better be projected to [12,15]. However,
apart from that need to automatically select good projections, the two limitations of PDB heuristics are the size of the
abstract space Sα and its dimensionality. First, the number of abstract states should be small enough to allow reachability
analysis in Sα by exhaustive search, and thus we must have |Sα | = O (1). The bound on |Sα | is typically set explicitly to
comply with the time and memory limitations of the system. Second, since PDB abstractions are projections, the explicit
constraint on |Sα | implies a ﬁxed-dimensionality constraint on the abstract space, that is, |V α | = O (1). In some tasks this
limitation is a critical obstacle, yet in many tasks it can be largely compensated for by exploiting an additive set of PDB
abstractions. Informally, each PDB in such a set is devoted to covering a certain part of the task’s combinatorics; together
they provide a more comprehensive view of the task [20].
770 M. Katz, C. Domshlak / Artiﬁcial Intelligence 174 (2010) 767–798With the goal of preserving the attractiveness of the PDB heuristics while eliminating the bottleneck of ﬁxed dimension-
ality, Helmert et al. [19] have generalized the methodology of Dräger et al. [9] and introduced the so-called merge-and-
shrink planning abstractions. Like PDBs, merge-and-shrink abstractions are explicit homomorphic abstractions, and thus
computing the heuristic values here as well is based on explicitly searching for optimal plans in the abstract space. Hence,
the constraint on the abstract space to be of a ﬁxed size still holds. However, the merge-and-shrink abstractions general-
ize PDB to escape the ﬁxed-dimensionality constraint by allowing for more ﬂexibility in selection of pairs of state to be
contracted. The task’s state space is viewed as the synchronized product of its projections onto the single state variables.
This product can be computed by iteratively composing two abstract spaces, replacing them with their product. While
in a PDB the size of the abstract space Sα is controlled by limiting the number of product compositions, in merge-and-
shrink abstractions it is controlled by interleaving the iterative composition of projections with abstraction of the partial
composites. Helmert et al. [19] have proposed a concrete strategy for this interleaved abstraction/reﬁnement scheme and
empirically demonstrated the power of the merge-and-shrink abstraction heuristics. In particular, the empirical evaluation
of the merge-and-shrink abstractions by Helmert et al. [19] suggested that, for many tasks, using a set of abstractions
improved the overall heuristic guidance.
3.2. Implicit abstractions
While PDBs and merge-and-shrink are both explicit abstractions, implicit abstraction heuristics correspond to certain im-
plicit abstractions of the planning tasks at hand [25,27]. Instead of relying on abstract tasks that are easy to solve because
they are small, we can rely on abstract tasks belonging to provably tractable fragments of optimal planning. Given a plan-
ning task Π , suppose we can transform it into an instance Πα of a tractable fragment of optimal planning such that (i) the
transformation induces an abstraction function α : S → Sα where S and Sα are the state spaces of Π and Πα , respectively,
and (ii) both the transformation of Π to Πα and the computation of α for each state in S are tractable. If so, then we can
use the distances in Πα as admissible estimates for the distances in Π , connected via the abstraction function α. This im-
plicit abstraction scheme ensures that the dimensionality of Sα will not be limited even by |V |, and the size of the abstract
space will not be limited even by the size of the original space S .1 Concretizing the idea of implicit abstractions, Katz and
Domshlak [25] have introduced a concrete framework for implicit abstractions in which the planning task is decomposed
along its causal graph and suggested a concrete instance of this framework, called fork-decomposition, that uses two speciﬁc
fragments of tractable cost-optimal planning. The empirical effectiveness of the fork-decomposition heuristics was also later
investigated by Katz and Domshlak [27]. It is important to note that, like explicit abstractions, fork decomposition heuristics
exploit additive ensembles.
4. Additive heuristic ensembles
It is well known that, for any set of admissible heuristics h1, . . . ,hm , their pointwise maximum is always an admissi-
ble heuristic, dominating each individual heuristic in the set. This property of admissible heuristics is widely used in the
context of optimal search. For some sets of admissible heuristics, however, their pointwise sum is also admissible and dom-
inates their pointwise maximum. Many recent works on cost-optimal planning are based on additive ensembles of admissible
heuristics, and this includes critical-path [14,5], pattern database [10,15], implicit abstraction [25,27], and landmark [22,18]
heuristics.
Recently Katz and Domshlak [23,25] and Yang et al. [33,34] independently introduced a general admissibility criterion
for additive ensembles of heuristics, called in the former article action cost partition. This criterion plays a central role in
our work here. Let Π = 〈V , A, I,G, cost〉 be a planning task, and let {costi : A → R0+}mi=1 be a family of cost functions
such that
∑m
i=1 costi(a)  cost(a) for all actions a ∈ A. If {hi}mi=1 is a set of arbitrary admissible heuristic functions for
Πi = 〈V , A, I,G, costi〉, respectively, then ∑mi=1 hi is also an admissible heuristic for Π . The set of cost functions {costi}mi=1
can be seen as a partition of the action costs cost.
Cost partitioning offers a ﬂexible way of additively combining different heuristic estimates while guaranteeing admis-
sibility of the resulting combination. It subsumes earlier admissibility criteria for additive pattern database heuristics by
Edelkamp [10] and for general admissible heuristics by Haslum et al. [15]. Of course, different cost partitions lead to addi-
tive heuristics of different quality, and thus the question of how to automatically derive a good cost partition is of interest.
This is precisely the question considered in what follows.
We begin with formalizing a few essential constructs. The semantics of any planning task Π is given by its induced
state-transition model, often called its transition graph. Searching in this transition graph corresponds to forward state-space
search. For our constructions later on, we distinguish between the actual edge weighted transition graph, and its weights-
omitted, qualitative skeleton, which we call transition-graph structure. Informally, transition-graph structures capture the
dynamics of the planning tasks, while transition graphs associate this dynamics with “performance measures”.
1 While dimensionality larger than |V | and abstract space’s size larger than |S| may appear excessive, later we provide concrete examples of why this
can be useful.
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states, L is a ﬁnite set of transition labels, Tr ⊆ S × L × S is a set of (labeled) transitions, sI ∈ S is an initial state, and
SG ⊆ S is a set of goal states. Any path from sI to SG is a plan for T .
• A transition graph is a pair 〈T, 〉 where T is a TG-structure with labels L, and  : L → R0+ is a transition cost
function. For a state s ∈ S and a subset of states S ′ ⊆ S in T , the distance dist(s, S ′) in 〈T, 〉 is the cost of a cheapest
(with respect to  ) path from s to a state in S ′ along the transitions of T . Plans for 〈T, 〉 are simply the plans for its
TG-structure T , and cheapest such plans are called optimal plans.
The states of the TG-structure T(Π) induced by a planning task Π = 〈V , A , I ,G , cost〉 are the states of Π . The transition
labels of T(Π) are the actions A, and (s,a, sa) ∈ Tr iff a is applicable in s. The actual transition graph induced by Π is
〈T(Π), cost〉.
We now proceed with formally specifying the notion of additive abstractions. Informally, by additive abstraction we refer
to a set of abstractions, interconstrained by a requirement to jointly not overestimate the transition path costs of the original
task.
Deﬁnition 1. An additive abstraction of a transition graph 〈T, 〉 is a set of pairs A = {〈〈Ti,i〉,αi〉}ki=1 where, for 1 
i  k,
• 〈Ti,i〉 is a transition graph with structure Ti = (Si, Li,Tri, sIi , SGi ),• αi : S → Si is a function, called abstraction mapping, such that
– αi(sI ) = sIi , αi(s) ∈ SGi for all s ∈ SG , and,
– for each pair of states s, s′ ∈ S , it holds that
k∑
i=1
dist
(
αi(s),αi
(
s′
))
 dist
(
s, s′
)
. (1)
For k = 1, Deﬁnition 1 formalizes the standard, nonadditive abstractions, while for k > 1 it poses only a general require-
ment of not overestimating the distances between the states. For action cost partitions, we need to more tightly bind the
original and abstract TG-structures by
(i) associating each abstract transition label with a single original transition label, and
(ii) verifying that, in each individual abstraction, each original transition is represented by an abstract transition path of a
certain form.
These structural requirements are captured by the notion of ABS-ensemble deﬁned below.
Deﬁnition 2. An ensemble of abstractions (ABS-ensemble) of a TG-structure T = (S, L,Tr, sI , SG) is a set of triplets AE =
{〈Ti,αi, βi〉}ki=1 where, for 1 i  k,
• Ti = (Si, Li,Tri, sIi , SGi ) is a TG-structure,
• αi : S → Si is an abstraction mapping with αi(sI ) = sIi , and αi(s) ∈ SGi for all s ∈ SG ,• βi : Li → L is an action association mapping, and
• for each transition 〈s, l, s′〉 ∈ Tr, there is a path ρi from αi(s) to αi(s′) in Ti such that
(i) all the transitions on ρi have different labels, and
(ii) for all labels l′ along ρi , it holds that βi(l′) = l.
The notion of ABS-ensembles generalizes the qualitative skeletons of various known additive abstractions that are based
on action-cost partitioning, as follows:
1. The setting of all βi being bijective mappings captures additive homomorphic abstractions such as standard and con-
strained pattern database [34,14], and merge-and-shrink abstractions [19].
2. The setting of all αi being injective (with, possibly, |Si | > |S|) captures additive embedding abstractions, obtained by
expanding the original action set by some new actions derived from the original ones. In such cases, the new actions
are constructed with certain desired properties such as positive and/or unary effects only [3].
3. Each individual abstraction in an ABS-ensemble may correspond to a hybrid homomorphic/embedding abstraction such as
those induced by some implicit abstractions [25].
Of course, nothing in the deﬁnition of ABS-ensemble prevents us from using an arbitrary mixture of the above three types
of abstractions. First things ﬁrst, however. Theorem 1 connects ABS-ensembles to the additive abstractions induced by them
via action-cost partitioning. It is worth noting here that the generality of Deﬁnition 2 and Theorem 1 is not an exercise
only—later we exploit it to establish some computational results of an adequate generality.
772 M. Katz, C. Domshlak / Artiﬁcial Intelligence 174 (2010) 767–798Theorem 1 (Additive abstractions). Let T be a TG-structure with labels L, and let AE = {〈Ti,αi, βi〉}ki=1 be an ABS-ensemble of T . For
any function  : L → R0+ , and any set of functions i : Li → R0+ , 1 i  k, such that
∀l ∈ L:
k∑
i=1
∑
l′∈β−1i (l)
i
(
l′
)
(l), (2)
A = {〈〈Ti,i〉,αi〉}ki=1 is an additive abstraction of the transition graph 〈T, 〉.
Proof. Let T = (S, L,Tr, sI , SG) be a TG-structure, AE = {〈Ti,αi, βi〉}ki=1 be an ABS-ensemble of T , and  : L → R0+ , i :
Li → R0+ , 1 i  k, be some functions satisfying Eq. (2). To prove that A = {〈〈Ti,i〉,αi〉}ki=1 is an additive abstraction of
the transition graph 〈T, 〉 we should show that Eq. (1) holds for each pair of states s, s′ ∈ S .
Let ρ = 〈s0, l1, s1〉, 〈s1, l2, s2〉, . . . , 〈sm−1, lm, sm〉 be a cheapest path from s = s0 to s′ = sm in 〈T, 〉. Thus, dist(s, s′) =∑m
j=1(l j). For each 1 i  k and 1 j m, let ρi, j be a simple, label-disjoint path from αi(s j−1) to αi(s j) in Ti along
transitions labeled only with labels in β−1i (l j); the existence of such a ρi, j is guaranteed by Deﬁnition 2. Thus, for 1 i  k,
the concatenation ρi = ρi,1 · . . . · ρi,m is a (not necessarily cheapest) transition path from αi(s) to αi(s′) in Ti .
Given that, we have
dist
(
αi(s),αi
(
s′
))

∑
l′∈ρi
i
(
l′
)=
m∑
j=1
∑
l′∈ρi, j
i
(
l′
)

m∑
j=1
∑
l′∈β−1i (l j)
i
(
l′
)
and, summing over all 1 i  k, we have
k∑
i=1
dist
(
αi(s),αi
(
s′
))

k∑
i=1
m∑
j=1
∑
l′∈β−1i (l j)
i
(
l′
)=
m∑
j=1
k∑
i=1
∑
l′∈β−1i (l j)
i
(
l′
) (∗)

m∑
j=1
(l j) = dist
(
s, s′
)
,
where inequality (∗) follows from Eq. (2) and label-disjointness stated by condition (i) in Deﬁnition 2. 
Deﬁnition 3. Let Π = 〈V , A , I ,G , cost〉 be a planning task, AE = {〈Ti,αi, βi〉}ki=1 be an ABS-ensemble of T(Π), and {i :
Li → R0+}ki=1 be a set of transition cost functions. Then A = {〈〈Ti,i〉,αi〉}ki=1 is an additive abstraction ofΠ with respect
to AE , denoted by A Π AE , if
∀a ∈ A:
k∑
i=1
∑
l∈β−1i (a)
i(l) cost(a). (3)
In other words, each additive abstraction A Π AE corresponds to a certain action-cost partitioning of Π over AE and,
importantly, vice versa.
Deﬁnition 4. Let Π be a planning task with state set S , and let AE = {〈Ti,αi, βi〉}ki=1 be an ABS-ensemble of T(Π).
• For any additive abstraction A = {〈〈Ti,i〉,αi〉}ki=1 Π AE , the additive heuristic hA is the function assigning to each
state s ∈ S the quantity ∑ki=1 dist(αi(s), SGi ).• The optimal additive heuristic hAE is the function assigning to each state s ∈ S the quantity maxAΠ AE hA(s).
Deﬁnition 4 speciﬁes the set of all additive heuristics for Π obtainable via action-cost partitioning over a given ABS-
ensemble, as well as a tight upper bound hAE (s) on the heuristic estimate obtainable for a state s from that inﬁnite set of
additive heuristics. The admissibility of each heuristic hA in that space is immediate from Deﬁnition 1, and thus the proof
of Theorem 2 below is straightforward.
Theorem 2 (Admissibility of hAE ). For any planning taskΠ , any ABS-ensemble AE of T(Π), and any state s ofΠ , we have hAE (s)
h∗(s).
Proof. Let Π = 〈V , A , I ,G , cost〉 be a planning task, AE = {〈Ti,αi, βi〉}ki=1 be an ABS-ensemble of T(Π), and s be some
state of Π . From Deﬁnitions 1 and 4, for any additive abstraction A Π AE , we have
hA(s) =
k∑
i=1
dist
(
αi(s), S
G
i
)
 dist
(
s, SG
)= h∗(s),
which holds, in particular, for A which maximizes hA(s) over all A′ Π AE , that is, for hAE (s). 
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Having speciﬁed the notion of optimal additive heuristic hAE , we now proceed with the computational side of the story.
Suppose we are given a planning task Π = 〈V , A , I ,G , cost〉 over states S , and an ABS-ensemble AE = {〈Ti,αi, βi〉}ki=1 ofT(Π). Assuming that the individual additive heuristics hA corresponding to arbitrary ﬁxed action cost partitions can be
eﬃciently computed for all A Π AE (as it is the case with the ABS-ensembles of practical interest), the main question
is whether hAE can be eﬃciently computed as well. At ﬁrst glance, the inﬁnite space of alternative action cost partitions,
as well as the search-state dependence of their relative quality, do not offer much reason for optimism. Here, however, we
characterize a family of ABS-ensembles for which the answer to that question is actually aﬃrmative. This characterization
is constructive in terms of computability of hAE (s) via a compact linear program induced by the triplet of a planning task Π , an
ABS-ensemble AE of T(Π), and a search state s of Π . For the sake of readability, and with the exception of formal claims, we
use “compact” as a synonym for “being of size O (poly(‖Π‖))”.
We begin with introducing a set of linear constraints specifying all possible cost partitions of the actions a ∈ A over their
representatives
⋃k
i=1 β
−1
i (a) in the components of AE . For each abstract label l ∈
⋃k
i=1 Li , let wl be a nonnegative real-
valued variable uniquely associated with l, and let the set of all these “label-cost” variables be denoted by −→w . The (linear)
additivity constraint Cadd(−→w) of Π on AE mirrors Eq. (3) as
∀a ∈ A:
k∑
i=1
∑
l∈β−1i (a)
wl  cost(a). (4)
We denote by Hadd the convex polyhedron speciﬁed by Cadd(−→w). Note that there is a straightforward bijective correspon-
dence between the points w ∈Hadd and (with some abuse of notation) the additive abstractions Aw = {〈〈Ti,w〉,αi〉}ki=1 Π
AE . Using the additivity constraint Cadd(−→w) as a building block, we now proceed with characterizing our “hAE -friendly”
family of LP-optimizable ABS-ensembles.
Deﬁnition 5. Let Π be a planning task, AE = {〈Ti,αi, βi〉}ki=1 be an ABS-ensemble of T(Π), and Cadd(−→w) be the additivity
constraint of Π on AE .
1. Given a state s of Π , an LP-encoding of AE with respect to s is a triplet L(s) = 〈−→x , f (−→x ),CAE (−−→xw)〉 where −→x is a set
of nonnegative real-valued variables, f is a real-valued aﬃne function over −→x , CAE is a set of linear constraints on −→x
and −→w , and
∀w ∈Hadd: max
xw∈HAE
f (x) = hAw(s), (5)
where HAE is the convex polyhedron speciﬁed by CAE ∪ Cadd .
2. The ABS-ensemble AE is called LP-optimizable if, for every state s of Π , there exists (and one can generate in poly-
time) a compact LP-encoding L(s) = 〈−→x , f (−→x ),CAE (−−→xw)〉 of AE with respect to s.
The next two theorems provide two important ingredients for characterizing our “hAE -friendly” family of ABS-ensembles
on the grounds of their LP-optimizability.
Theorem 3 (Tractability of hAE ). For any planning task Π , and any LP-optimizable ABS-ensemble AE of T(Π), the optimal additive
heuristic hAE (s) is poly-time computable for every state s of Π .
Proof. Let Π = 〈V , A , I ,G , cost〉 be a planning task, AE = {〈Ti,αi, βi〉}ki=1 be an LP-optimizable ABS-ensemble of T(Π),
and s be a state of Π . Let L(s) = 〈−→x , f (−→x ),CAE (−−→xw)〉 be an LP-encoding of AE with respect to s. Consider now the linear
program L deﬁned by the variables −−→xw , constraints CAE ∪Cadd , and the maximized objective function f . If xw is a solution
for L, then
f (x) = max
w∈Hadd
max
x′w∈HAE
f
(
x′
) Eq. (5)= max
w∈Hadd
hAw(s) = maxAΠ AE hA(s) = hAE (s). (6)
Moreover, by Deﬁnition 5, both the number of variables and constraints in L is O (poly(‖Π‖)). Thus, the claim follows from
Eq. (6) and poly-time solvability2 of linear programming [31]. 
Theorem 4 (Composition). For any planning task Π , and any set of LP-optimizable ABS-ensembles {AE1, . . . ,AEm} of T(Π), if
m = O (poly(‖Π‖)), then the joint ABS-ensemble AE =⋃mi=1 AE i of T(Π) is also LP-optimizable.
2 The notion of LP-optimizability can possibly be further generalized by requiring only that the linear program induced by CAE ∪Cadd and f be solvable
in time O (poly(‖Π‖)). For instance, this will allow capturing poly-time solvable linear programs with an exponential number of constraints but a poly-time
separation oracle. However, it is unclear to us at this stage whether this generalization will ﬁt the important claim of “composition” in Theorem 4.
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〈−→x j, f j(−→x j),CAEj (−−−−→x jw j)〉 be a compact LP-encoding of the ABS-ensemble AE j .
First, we specify a composite additivity constraint Cadd(−→w) over −→w =⋃mj=1 −−→w j as
∀a ∈ A:
m∑
j=1
|AE j |∑
i=1
∑
l∈β−1j,i (a)
wl  cost(a).
Given that, the LP-encoding L(s) = 〈−→x , f (−→x ),CAE (−−→xw)〉 of AE =⋃mj=1 AE j is set to
• −→x =⋃mj=1 −→x j ,
• f (−→x ) =∑mj=1 f j(−→x j), and
• CAE (−−→xw) =⋃mj=1 CAEj (−−−−→x jw j).
For any point w = (w1, . . . ,wm) ∈Hadd , and any assignment x = (x1, . . . ,xm) to −→x , if xw ∈HAE , then we have x jw j ∈
HAE j for all 1 j m. Therefore, we have
∀w ∈Hadd: max
xw∈HAE
f (x) = max
xw∈HAE
m∑
j=1
f j(x j)
(∗)=
m∑
j=1
max
x′jw j∈HAE j
f j
(
x′j
)=
m∑
j=1
hAw j (s) = hAw(s),
where the equality (∗) stems from that, having ﬁxed the value of variables −→w , optimizations of the individual objective
functions f1, . . . , fm are pair-wise independent due to the pair-wise disjointness of the variable sets
−→x1, . . . ,−→xm . In other
words, for each point w= (w1, . . . ,wm) ∈Hadd on the convex polyhedron speciﬁed by Cadd(−→w), we have xw ∈HAE if and
only if x jw j ∈HAEj for all 1 j m. Finally, it is immediate that both |−−→xw| and |CAE ∪ Cadd| are O (poly(‖Π‖)), and thus
AE is LP-optimizable. 
While the two key properties of LP-optimizable ABS-ensembles stated by Theorems 3 and 4 are gratifying, having read
this far the reader may rightfully ask whether any of the known families of abstraction heuristics actually lead to LP-
optimizable ABS-ensembles. The answer to this question provided in what follows turns out to be positive to a surprising
extent.
6. LP-optimization and explicit abstractions
As we already mentioned in Section 3, the most well-studied abstraction heuristics correspond to explicit abstractions,
characterized by relatively small, and thus explicitly searchable, abstract spaces. This class of abstractions contains different
variants of pattern databases [6,13,10,14,15], variable-domain abstractions [21,8], and merge-and-shrink abstractions [19].
Deﬁnition 6. An ABS-ensemble AE = {〈Ti,αi, βi〉}ki=1 of T(Π) for a planning task Π is an explicit ABS-ensemble if k =
O (poly(‖Π‖)) and, for 1 i  k, ‖Ti‖ = O (poly(‖Π‖)).
For any explicit ABS-ensemble AE , any explicit abstraction A = {〈〈Ti,i〉,αi〉}ki=1 Π AE induces an admissible additive
heuristic hA . So far, however, how to choose this abstraction, that is, the actual choice of the action-cost partitioning, has
remained an open issue, and the choices were made on an ad hoc basis [33]. This is exactly where LP-optimization comes
into the picture.
Computing hA =∑ki=1 dist(αi(s), SGi ) for a ﬁxed explicit abstraction A = {〈〈Ti,i〉,αi〉}ki=1 Π AE is usually done by
computing each dist(αi(s), SGi ) using either breadth-ﬁrst search or the Dijkstra algorithm over the explicitly constructed
transition graph 〈Ti,i〉. However, the corresponding single-source shortest paths (SSSP) problem also has an elegant LP
formulation. Given a directed graph G = (N, E) and a source node v ∈ N , if d(v ′) is a variable corresponding to the shortest-
path length from v to v ′ , then the solution of the linear program
max−→
d
∑
v ′
d
(
v ′
)
s.t. d(v) = 0
d
(
v ′′
)
 d
(
v ′
)+ w(v ′, v ′′), ∀(v ′, v ′′) ∈ E (7)
induces a solution to the SSSP problem over G and source v .
The LP formulation of the SSSP problem is not widely used as the aforementioned graph-search techniques resolve
SSSP much more eﬃciently. However, this LP formulation is precisely what we need to bridge the gap between explicit
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can now be obtained by
(1) putting together the linear constraints as in Eq. (7) for TG-structures Ti ,
(2) replacing the edge-weight constants w(v ′, v ′′) by variables associated with the corresponding transition labels, and
(3) constraining the latter label-cost variables with the proper additivity constraints.
Given a planning task Π , an explicit ABS-ensemble AE = {〈Ti,αi, βi〉}ki=1 of T(Π), and a state s of Π , the LP-encoding
L(s) = 〈−→x , f (−→x ),CAE (−−→xw)〉 of AE with respect to s is constructed as follows. First, let the label-cost variables −→w contain
a variable wl for every abstract label l ∈⋃ki=1 Li . The additivity constraint is deﬁned in terms of these label-cost variables−→w exactly as in Eq. (4). The components of the LP-encoding L(s) are then set to
−→x =
k⋃
i=1
{
d(σ )
∣∣ σ ∈ Si}∪ {d(Gi)},
C
AE =
⎧⎨
⎩
d(σ ) d(σ ′)+ wl, ∀〈σ ′, l,σ 〉 ∈ Tri,
d(σ ) = 0, σ = αi(s),
d(Gi) d(σ ), σ ∈ SGi ,
∀i,
f (−→x ) =
k∑
i=1
d(Gi). (8)
Since each TG-structure Ti in explicit ABS-ensemble AE is of size O (poly(‖Π‖)), it is immediate that the LP-encoding
L(s) = 〈−→x , f (−→x ),CAE (−−→xw)〉 is both compact and poly-time constructible for any state s of Π , giving us all we need to
prove Theorem 5 below.
Theorem 5. Optimal additive heuristic hAE (s) is poly-time computable for any planning task Π , any explicit ABS-ensemble AE , and
any state s of Π .
Proof. Let Π be a planning task, AE = {〈Ti,αi, βi〉}ki=1 be an explicit ABS-ensemble of T(Π), s be some state of Π , L(s) =
〈−→x , f (−→x ),CAE (−−→xw)〉 be as in Eq. (8), and w be some point in Hadd . Given that, we have Aw = {〈〈Ti,w〉,αi〉}ki=1 Π AE ,
and hAw(s) =
∑k
i=1 dist(αi(s), SGi ). Now, for each 1 i  k we have
max
xw∈HAE
d(Gi) = dist
(
αi(s), S
G
i
)
,
and from disjointness of the constraints for 1 i = i′  k, we obtain
max
xw∈HAE
f (x) = max
xw∈HAE
k∑
i=1
d(Gi) =
k∑
i=1
max
xw∈HAE
d(Gi) =
k∑
i=1
dist
(
αi(s), S
G
i
)= hAw(s).
From Deﬁnition 5 we thus have L(s) = 〈−→x , f (−→x ),CAE (−−→xw)〉 being an LP-encoding of AE = {〈Ti,αi, βi〉}ki=1 with respect
to s. In turn, by Deﬁnition 6,
∑k
i=1 ‖Ti‖ = O (poly(‖Π‖)), and hence L(s) is both compact and poly-time constructible,
ﬁnalizing the proof of the claim. 
7. LP-optimization and implicit abstractions I: Fork decomposition
Explicit abstractions are clearly the most well-known abstractions in the context of heuristic search in general, and
planning as heuristic search in particular. Recently, however, Katz and Domshlak [25,27] introduced the concept of implicit
abstraction heuristics corresponding to certain implicit abstractions of planning tasks at hand. The basic idea behind implicit
abstractions is in abstracting the task at hand into instances of provably tractable fragments of optimal planning. This, in
particular, abolishes the limitation of explicit abstractions to use ﬁxed-size abstract spaces only. Concretizing the idea of
implicit abstractions, Katz and Domshlak [25] introduced a concrete framework based on decomposing the planning task
along its causal graph and proposed a concrete instance of this framework, called fork-decomposition. Fork-decomposition
(additive) abstraction is based on two speciﬁc fragments of tractable cost-optimal planning. For the technical details of fork
decomposition in full we refer the reader to [25]. For our purposes here, it suﬃces to say that a fork decomposition of a
planning task Π = 〈V , A , I ,G , cost〉 over states S is obtained as follows.
(1) Schematic construction of a set of projection abstractions Π = {Παfv ,Παiv }v∈V with each V αfv = {v} ∪ succ(v) and
V α
i
v = {v} ∪ pred(v). Note that, unlike explicit abstractions, each abstract space Sαfv and Sαiv can be of size Θ(|S|).
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f
v
and Πα
i
v become, respectively, “forks” and “inverted forks” rooted in v . After this action reformulation, the individual
abstractions may cease being purely homomorphic.
(3) Within each Πα
f
v , arbitrary abstraction of the domain of v to {0,1}, and within each Παiv , arbitrary abstraction of the
domain of v to {0,1, . . . ,k} with k = O (1).
This decomposition of Π provides us with the fork-decomposition ABS-ensemble AE = {〈T(Παfv ),αfv , β fv〉, 〈T(Παiv ),αiv ,
β iv〉}v∈V of T(Π), with the action associations β fv , β iv being established along the above steps (1)–(3). The additive abstrac-
tions of such an ABS-ensemble AE are of interest because (i) they can provide very informative heuristic estimates [27],
and (ii) each abstract task in Π = {Παfv ,Παiv }v∈V can be solved in polynomial time by special-purpose algorithms for the
corresponding fragments of sas+ [25]. However, here as well, the choice of abstraction A Π AE with respect to AE is
important, and optimizing this choice is clearly desirable. Interestingly, LP-optimization can come to the rescue here as well,
despite our inability to perform an explicit search of TG-structures of AE in polynomial time.
Theorem 6. For any planning taskΠ , any fork-decomposition ABS-ensemble of T(Π) is LP-optimizable, and thus hAE (s) is poly-time
computable for every state s of Π .
Proof. From Lemmas 1 and 2 below, for each v ∈ V , we have each AE fv = {〈T(Παfv ),αfv , β fv〉} and each AE ii =
{〈T(Παiv ),αiv , β iv〉} being LP-optimizable. From the composition Theorem 4, we thus have AE being LP-optimizable. 
Lemma 1. For any planning task Π = 〈V , A , I ,G , cost〉 and any variable r ∈ V , the “single fork” ABS-ensemble AE fr =
{〈T(Παfr ),αfr, β fr〉} of T(Π) is LP-optimizable.
Proof. Given a planning task Π = 〈V , A , I ,G , cost〉 and a variable r ∈ V , let AE fr = {〈T(Παfr ),αfr, β fr〉} be a fork-
decomposition of T(Π) over a single fork rooted in a binary domain variable r, and s be some state of Π . Our LP-encoding
of such a “single fork” ABS-ensemble AE fr with respect to s corresponds to an LP reformulation of the polynomial-time
algorithm of [25] for fork-structured tasks with binary root domain.
To simplify the notation, let us denote the variables V α
f
r of our fork-structured abstract task by V ′ , its actions by A′ ,
its goal state by G ′ , and the abstraction αfr(s) of the state s in question by s′ . We can assume that G ′[v] is deﬁned for
all v ∈ V ′ \ {r}; all the goal-less leaves can simply be omitted from the fork. For compliance with the notation of [25], we
denote the (abstracted to binary-valued) domain of r by dom(r) = {0,1} such that s′[r] = 0. Let σ(r) be a 0/1 sequence of
length 1+maxv∈V ′ |dom(v)|, and, for 1 i  |σ(r)|, σ(r)[i] = 0 if i is odd, and = 1, if i is even. Let ∗[σ(r)] be the set of
all nonempty preﬁxes of σ(r) if G ′[r] is unspeciﬁed; otherwise let it be the set of all preﬁxes of σ(r) ending with G ′[r]. In
what follows, for each of the two root’s values ϑ ∈ dom(r), ¬ϑ denotes the opposite value 1−ϑ . Let DTGϑrv be the subgraph
of DTG(v,Πα
f
r ) obtained by removing from the latter all the arcs labeled with r = ¬ϑr .
To facilitate the presentation, the algorithm for fork-structured tasks Π ′ = 〈V ′, A′, s′,G ′, cost′〉 with binary root domain
[25] appears here as it appeared in [26].
(i) For each of the two values ϑr ∈ dom(r) of the root variable, each leaf variable v ∈ V ′ \ {r}, and each pair of values
ϑ,ϑ ′ ∈ dom(v), let pv,ϑ,ϑ ′;ϑr be the cost of the cheapest sequence of actions ϑ to ϑ ′ provided r = ϑr . The whole set{pv,ϑ,ϑ ′;ϑr } can be computed by a straightforward variant of the all-pairs-shortest-paths Floyd–Warshall algorithm on
DTGϑrv in time O (d
3|V |).
(ii) For each leaf v ∈ V ′ \ {r}, 1  i  d + 1, and ϑ ∈ dom(v), let gv,ϑ;i be the cost of the cheapest sequence of actions
changing s′[v] to ϑ provided a sequence σ ∈∗[σ(r)], |σ | = i, of value changes of r. Given {pv,ϑ,ϑ ′;ϑr } as in (i), the set{gv,ϑ;i} is given by the solution of the recursive equation
gv,ϑ;i =
⎧⎪⎪⎨
⎪⎪⎩
pv,s′[v],ϑ;s′[r], i = 1,
minϑ ′ gv,ϑ ′;i−1 + pv,ϑ ′,ϑ;s′[r], 1< i  δϑ , i is odd,
minϑ ′ gv,ϑ ′;i−1 + pv,ϑ ′,ϑ;¬s′[r], 1< i  δϑ , i is even,
gv,ϑ;i−1, δϑ < i  d + 1,
where δϑ = |dom(v)| + 1.
(iii) Given that,
h∗
(
s′
)= min
σ∈∗[σ (r)]
[
cost′(σ )+
∑
v∈V ′\{r}
gv,G ′[v];|σ |
]
.
Our LP-encoding reformulates the algorithm as follows. First, we set the label-cost variables −→w to contain a variable wa
for each abstract action a ∈ A′; the additivity constraints Cadd(−→w) are deﬁned in terms of these label-cost variables via β fr
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set −→x of L(s) consists of three types of variables, notably
−→x = {hf}∪ ⋃
v∈V ′\{r},
ϑ∈dom(v) ,
1i|σ (r)|
{
d(v,ϑ, i)
}∪ ⋃
v∈V ′\{r},
ϑ,ϑ ′∈dom(v),
ϑr∈{0,1}
{
p
(
v,ϑ,ϑ ′,ϑr
)}
.
• The variable hf stands for the minimal cost of solving our fork-structured planning task, and the maximized objective
function of L(s) is simply f (−→x ) = hf .
• Each variable d(v, ϑ, i) stands for the cost of the cheapest sequence of actions affecting v that changes its value from
s′[v] to ϑ given that the value changes of r induce a 0/1 sequence of r’s values of length i.
• Each variable p(v, ϑ,ϑ ′, ϑr) stands for the cost of the cheapest sequence of actions affecting v that changes its value
from ϑ to ϑ ′ having ﬁxed the value of r to ϑr .
The constraint set CAE of L(s) consists of the following sets of linear constraints.
(i) For each v ∈ V ′ \ {r}, ϑ ∈ dom(v),
p(v,ϑ,ϑ,0) = 0, p(v,ϑ,ϑ,1) = 0.
Likewise, for each v-changing action a ∈ A′ and each ϑr ∈ Pre(a)[r], if v ∈ V(pre(a)), then
p
(
v,ϑ,eff(a)[v],ϑr
)
 p
(
v,ϑ,pre(a)[v],ϑr
)+ wa
and otherwise,
p
(
v,ϑ,eff(a)[v],ϑr
)
 wa.
Semantics: Shortest-path constraints as in Eq. (7).
(ii) For each leaf v ∈ V ′ \ {r} and each ϑ ∈ dom(v)
d(v,ϑ,1) p
(
v, s′[v],ϑ,σ (r)[1])
and, for each ϑ ′ ∈ dom(v), and 1< i  |σ(r)|,
d(v,ϑ, i) d
(
v,ϑ ′, i − 1)+ p(v,ϑ ′,ϑ,σ (r)[i]).
Semantics: The cost of achieving ϑ from s′[v] given |σ(r)| = i is bounded by the cost of achieving ϑ ′ given |σ(r)| = i−1,
and achieving ϑ from ϑ ′ given σ(r)[i].
(iii) For all goal-achieving sequences σ ∈∗[σ(r)] of value changes of r, and each pair of r-changing actions a,a′ ∈ A′ such
that eff(a)[r] = 1 and eff(a′)[r] = 0,
hf 
⌈ |σ | − 1
2
⌉
· wa +
⌊ |σ | − 1
2
⌋
· wa′ +
∑
v∈V ′\{r}
d
(
v,G ′[v], |σ |).
Semantics: The cost of solving the task is not greater than the sum of achieving the goal values for all the leaves given
a value sequence of the root, plus the cost of providing that value sequence.
This ﬁnalizes our LP-encoding for an ABS-ensemble consisting of a single fork-structured abstraction with a binary root
domain. Let w be an arbitrary point in Hadd and let the action cost function cost′ be set according to w. That is, for
each a ∈ A′ , cost′(a) = w[wa]. Let vector x ∈ dom(−→x ) be speciﬁed according to the values obtained while running Katz and
Domshlak’s algorithm on Π ′ = 〈V ′, A′, s′,G ′, cost′〉 as follows.
x
[
p
(
v,ϑ,ϑ ′,ϑr
)]= pv,ϑ,ϑ ′;ϑr ,
x
[
d(v,ϑ, i)
]= gv,ϑ;i,
x
[
hf
]= min
σ∈∗[σ (r)]
[
cost′(σ ) +
∑
v∈V ′\{r}
gv,G ′[v];|σ |
]
.
Note that constraint sets (i), (ii), and (iii), respectively, reformulate steps (i), (ii), and (iii) of the algorithm while keeping
the action costs as free variables {wa}. Hence, xw agrees with the constraint sets (i), (ii), and (iii), and thus xw ∈HAE ,
implying
max
AE
hf  x
[
hf
]= h∗(s′).xw∈H
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found by the algorithm for the planning task Π ′ = 〈V ′, A′, s′,G ′, cost′〉, and let ρ be an optimal plan for Π ′ such that ρ↓r
induces σ . For each v ∈ V ′ \ {r}, let ρ↓v = ρ1, . . . , ρm , 1m |σ | be the sequence of actions changing the values of v , split
by execution of r-changing actions ρ↓r along ρ . Each such ρi = 〈ai1 . . .aiki 〉 is a sequence of actions inducing a sequence of
v-values ϑ i0, ϑ
i
1, . . . , ϑ
i
ki
, and ϑ10 , ϑ
1
1 , . . . , ϑ
1
k1
, ϑ21 , . . . , ϑ
2
k2
, . . . , ϑm1 , . . . , ϑ
m
km
is a simple path from s′[v] = ϑ10 to G ′[v] = ϑmkm in
the domain transition graph of v such that, for 1 i m, the change to ϑ ij , 1 j  ki , is labeled by either σ [i] or nothing
at all. For ease of presentation, for each 1 i m we denote ϑ i+10 = ϑ iki . Given that,
x
[
d
(
v,G ′[v], |σ |)] (ii)
m∑
i=1
ki∑
j=1
x
[
p
(
v,ϑ ij−1,ϑ
i
j,σ [i]
)] (i)

m∑
i=1
ki∑
j=1
w
[
aij
]= cost′(ρ↓v),
and thus
x
[
hf
] (iii)

∑
a∈ρ ↓r
w[a] +
∑
v∈V ′\{r}
x
[
d
(
v,G ′[v], |σ |)] cost′(ρ↓r)+ ∑
v∈V ′\{r}
cost′(ρ↓v) = cost′(ρ),
implying
max
xw∈HAE
hf  h∗
(
s′
)
.
Putting the two directions together, for each w ∈Hadd , we have
max
xw∈HAE
f (x) = hAw(s),
and from Deﬁnition 5 we thus have L(s) = 〈−→x , f (−→x ),CAE (−−→xw)〉 being an LP-encoding of AE fr . Note that if D =
maxv∈V ′ |dom(v)|, then the LP variable set size |−→x | is O (|V | · D2) and the constraint set size |CAE | is O (D · |A′|2 + |V ′| ·
D3 + |A′| · |V ′| · D), and thus the LP-encoding is compact. 
Lemma 2. For any planning task Π = 〈V , A , I ,G , cost〉 and any variable r ∈ V , the “single inverted fork” ABS-ensemble AE ir =
{〈T(Παir ),αir, β ir〉} of T(Π) is LP-optimizable.
Proof. Given a planning task Π = 〈V , A , I ,G , cost〉 and a variable r ∈ V , let AE ir = {〈T(Παir ),αir, β ir〉} be a fork-
decomposition of T(Π) over a single inverted fork with sink r, and let s be some state of Π . Our LP-encoding of such
a “single inverted fork” ABS-ensemble AE ir with respect to state s corresponds to an LP reformulation of the polynomial-
time algorithm of [25] for inverted-fork structured tasks with root domain of size O (1).
As in the proof of Lemma 1, let us denote the variables V α
i
r of our inverted-fork structured abstract task by V ′ , its actions
by A′ , its goal state by G ′ , and the abstraction α ir(s) of the state s in question by s′ . First, we set the label-cost variables
−→w
to contain a variable wa for every abstract action a ∈ A′; the additivity constraints Cadd(−→w) are then deﬁned in terms of
these label-cost variables via β i as in Eq. (4). To facilitate the presentation, the algorithm for inverted-fork structured tasks
Π ′ = 〈V ′, A′, s′,G ′, cost′〉 with sink domain of size O (1) [25] appears here as it appeared in [26].
(i) For each parent variable v ∈ V ′ \ {r}, and each pair of its values ϑ,ϑ ′ ∈ dom(v), let pv,ϑ,ϑ ′ be the cost of the cheapest
sequence of actions changing ϑ to ϑ ′ . The whole set {pv,ϑ,ϑ ′ } can be computed using the Floyd–Warshall algorithm on
the domain transition graph of v in time O (d3|V |).
(ii) For each cycle-free path π = a1 · . . . · am from s′[r] to G ′[r] in DTG(r,Π ′), let gπ be the cost of the cheapest plan from
s′ in Π ′ based on π , and the shortest paths computed in (1). Each gπ can be computed as
gπ =
m∑
i=1
cost(ai)+
m∑
i=0
∑
v∈V ′\{r}
pv,si [v],si+1[v],
where {s0 · . . . · sm+1} are the values needed from the parents of r along the path π . That is, for each v ∈ V ′ \ {r}, and
0 i m + 1,
si[v] =
⎧⎪⎪⎨
⎪⎪⎩
s′[v], i = 0,
G ′[v], i =m + 1, and G ′[v] is speciﬁed,
pre(ai)[v], 1 i m, and pre(ai)[v] is speciﬁed,
si−1[v], otherwise.
(9)
From that, we have h∗(s′) = minπ gπ .
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L(s) = 〈−→x , f (−→x ),CAE (−−→xw)〉 of AE with respect to state s reformulates the algorithm as follows. The variable set −→x of L(s)
consists of two types of variables, notably
−→x = {hi}∪ ⋃
v∈V ′\{r},
ϑ,ϑ ′∈dom(v)
{
d
(
v,ϑ,ϑ ′
)}
.
• The variable hi stands for the minimal cost of solving our inverted fork-structured planning task, and the maximized
objective function of L(s) is simply f (−→x ) = hi .
• Each variable d(v, ϑ,ϑ ′) stands for the cost of the cheapest sequence of actions affecting v that changes its value from ϑ
to ϑ ′ .
The constraint CAE of L(s) consists of the following sets of linear constraints:
(i) For each v ∈ V ′ \ {r} and each ϑ ∈ dom(v),
d(v,ϑ,ϑ) = 0.
Likewise, for each v-changing action a ∈ A′ , if v ∈ V(pre(a)), then
d
(
v,ϑ,eff(a)[v]) d(v,ϑ,pre(a)[v])+ wa
and otherwise,
d
(
v,ϑ,eff(a)[v]) wa.
Semantics: Shortest-path constraints as in Eq. (7).
(ii) For each cycle-free path π = a1 · . . . · am from s′[r] to G ′[r] in DTG(r,Π ′),
hi 
m∑
i=1
wai +
m∑
i=0
∑
v∈V ′\{r}
d
(
v, si[v], si+1[v]
)
where, for each 0 i m + 1, si is deﬁned as in Eq. (9).
Semantics: The cost of solving the task is not greater than the cost of any cycle-free path of r plus sums of costs of
reaching the prevail conditions of actions on this path and reaching the goal afterwards.
This ﬁnalizes our LP-encoding for an ABS-ensemble consisting of a single inverted-fork structured abstraction with a
O (1)-bounded root domain. Let w be an arbitrary point in Hadd and let the action cost function cost′ be set according to w.
That is, for each a ∈ A′ , cost′(a) =w[wa]. Let vector x ∈ dom(−→x ) be speciﬁed according to the values obtained while running
[25]’s algorithm on Π ′ = 〈V ′, A′, s′,G ′, cost′〉 as follows.
x
[
d
(
v,ϑ,ϑ ′
)]= pv,ϑ,ϑ ′ ,
x
[
hi
]= min
π
gπ .
Note that constraint sets (i) and (ii), respectively, reformulate steps (i) and (ii) of the algorithm while keeping the action
costs as free variables {wa}. Hence, xw agrees with the constraint sets (i) and (ii), and thus xw ∈HAE , implying
max
xw∈HAE
hi  x
[
hi
]= h∗(s′).
For the other direction, let x ∈ dom(−→x ) be such that xw ∈HAE , and let ρ be an optimal plan for the planning task
Π ′ = 〈V ′, A′, s′,G ′, cost′〉. Let π = a1 · . . . · am be the path from s′[r] to G ′[r] in DTG(r,Π ′) induced by ρ . Note that π is
cycle-free by the optimality of ρ . For each v ∈ V ′ \ {r}, let ρ↓v = ρ0, . . . , ρm be the sequence of actions changing the values
of v , split by execution of r-changing actions of π along ρ . Then each ρi = 〈ai1 . . .aiki 〉 is a sequence of actions changing the
value of v from si[v] to si+1[v] as in Eq. (9), and
m∑
i=0
x
[
d
(
v, si[v], si+1[v]
)] (i)

m∑
i=0
ki∑
j=1
w[waij ] = cost
′(ρ↓v).
Hence,
x
[
hi
] (ii)

m∑
w[wai ] +
∑
′
m∑
x
[
d
(
v, si[v], si+1[v]
)]
 cost′(π)+
∑
′
cost′(ρ↓v) = cost′(ρ) = h∗
(
s′
)
,i=0 v∈V \{r} i=0 v∈V \{r}
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max
xw∈HAE
hi  h∗
(
s′
)
.
Putting the two directions together, for each w ∈Hadd , we have
max
xw∈HAE
f (x) = hAw(s),
and from Deﬁnition 5 we thus have L(s) = 〈−→x , f (−→x ),CAE (−−→xw)〉 being an LP-encoding of AE ir . Note that, if D =
maxv∈V ′ |dom(v)| and d = |dom(r)|, then the LP variable set size |−→x | is O (|V ′| · D2) and the constraint set size |CAE |
is O (dd + |V ′| · |A′| · D), and thus the LP-encoding is compact and AE ir is LP-optimizable. 
8. LP-optimization and implicit abstractions II: Tree-structured COPs
Fork-decomposition implicit abstractions are grounded in two speciﬁc fragments of tractable cost-optimal planning. In
principle, however, implicit abstractions based on some other tractable fragments might also lead to LP-optimizable ABS-
ensembles. Here we consider two such fragments recently characterized by Katz and Domshlak [24]. Both correspond to
planning tasks over binary-valued state variables and actions inducing a polytree causal graph; a polytree is a directed graph
with its induced undirected graph being a tree. In the ﬁrst fragment, Pb , all the causal graph’s nodes have O (1)-bounded
in-degree. In the second fragment, P(1), all actions are 1-dependent, that is, for all a ∈ A, |V(pre(a)) \ V(eff(a))| 1.
Katz and Domshlak’s poly-time algorithms for the planning fragments Pb and P(1) differ substantially. However, both
correspond to reductions of the planning task to compact, tree-structured constraint optimization problems (COPs). This joint prop-
erty of Pb and P(1) (that might also hold for some other interesting planning fragments) facilitates our objective of adding
Pb- and P(1)-based implicit abstractions to the “hAE -friendly” family of LP-optimizable ABS-ensembles.
Let us start by considering a general, tree-structured constraint optimization problem COP = (X ,F) over ﬁnite-domain
variables X , functional components F , and the objective min∑ϕ∈F ϕ(X ). Fixing an arbitrary rooting of the COP’s con-
straint network at some r ∈ X , in what follows we refer to that rooted tree of COP via its set of directed edges E = {(x, x′)},
oriented “from the root to the leaves”. In these terms, we have
F = {ϕx : dom(y)× dom(x) → R0+ ∣∣ (y, x) ∈ E}.
It is well known that tree-structured COPs as above can be solved in low polynomial time by a dynamic-programming-
style, message-passing algorithm [7]. But like the Dijkstra and breadth-ﬁrst search algorithms for solving explicit ab-
stractions, this message-passing algorithm does not appear to meet our needs. The good news, however, is that such
tree-structured COPs can also be solved via linear programming. While we suspect that this quite straightforward, LP for-
mulation is not new, we found no previous mention of it in the literature.
Given a tree-structured constraint optimization problem COP = (X ,F), its LP formulation is using a set of nonnegative,
real-valued variables
−→c = {hcop}∪ ⋃
(x′,x)∈E,
x′∈dom(x′)
{
c
(
x
∣∣x′)},
with the semantics of each variable c(x|x′) being an “optimal solution for the subtree rooted at x given that the parent x′
of x takes the value x′”. The actual linear program is then
max−→c
hcop
s.t. ∀r ∈ dom(r): hcop 
∑
(r,x)∈E
c(x|r),
∀(x, y) ∈ E, x ∈ dom(x), y ∈ dom(y): c(y|x)
∑
(y,z)∈E
c(z|y)+ ϕy(x, y), (10)
and its solution induces a solution for COP.
Lemma 3. Given a tree-structured constraint optimization problem COP = (X ,F) over ﬁnite-domain variables X and functional
components F , we have
min
x∈dom(X )
∑
ϕ∈F
ϕ(x) = max
c∈HCOP
hcop
whereHCOP is the convex polyhedron speciﬁed by the linear constraints as in Eq. (10).
M. Katz, C. Domshlak / Artiﬁcial Intelligence 174 (2010) 767–798 781Proof. First, note that
∀x ∈ dom(X ) and ∀c ∈HCOP, hcop 
∑
(y,z)
ϕz(x) =
∑
ϕ∈F
ϕ(x).
Therefore
max
c∈HCOP
hcop  min
x∈dom(X )
∑
ϕ∈F
ϕ(x).
Let c ∈HCOP be an assignment constructed by going over the edges (y, z) of the tree bottom up, and for each y ∈ dom(y)
setting
c(z|y) = min
z∈dom(z)
∑
(z,z′)
c
(
z′
∣∣z)+ ϕz(y, z) (11)
and then setting
hcop = min
r∈dom(r)
∑
(r,x)
c(x|r). (12)
Let x ∈ dom(X ) be the combination of assignments to COP variables that establish the minimum in Eqs. (11)–(12). Then
hcop = min
x∈dom(X )
∑
ϕ∈F
ϕ(x),
and therefore
max
c∈HCOP
hcop  min
x∈dom(X )
∑
ϕ∈F
ϕ(x). 
With Lemma 3 at hand, we now take two additional steps towards an LP-encoding of ABS-ensembles AE containing
implicit abstractions reducible to tree-structured COPs. In each such individual implicit abstraction, each value ϕy(x, y) of
each functional component ϕy must be somehow precomputed from the costs of the planning actions. In our case, however,
the costs of the actions in the abstract tasks are not ﬁxed in advance, but should be established by the LP-optimization
process. In what follows, we consider this matter more closely.
Given a planning task Π , let AE = {〈T(Π ′),α,β〉} be a single-abstraction ABS-ensemble of T(Π) such that cost-optimal
planning for Π ′ is reducible to a tree-structured constraint optimization problem COPΠ ′ . First, suppose that, for any ﬁxed
vector of action costs w†, each functional-component value ϕ ≡ ϕy(x, y) corresponds to the solution value of some compact
canonical-form linear program
max fϕ(
−−−→zϕw)
s.t.Mϕ · −−−→zϕw  bϕ
−→w w† (13)
where Mϕ and bϕ are a matrix and a vector of coeﬃcients, respectively. If so, then, given w†, we can reformulate the linear
program in Eq. (10) by
(i) replacing the constants ϕ ≡ ϕy(x, y) by the corresponding aﬃne functions fϕ(−−−→zϕw), and
(ii) for each ϕ , adding its linear constraints as in Eq. (13).
The extended program is still linear, and we still have
min
x∈dom(X )
∑
ϕ∈F
ϕ(x) = max
czw∈HCOP
hcop
where z and w are assignments to −→z =⋃ϕ −→z ϕ and action-cost variables −→w , respectively, and HCOP is the convex polyhe-
dron speciﬁed by these extended linear constraints.
The extended linear program speciﬁed above for implicit abstraction Π ′ with COPΠ ′ satisfying Eq. (13) provides the basis
for the LP-encoding of the corresponding ABS-ensembles AE = {〈T(Π ′),α,β〉}. First, as before, let the label-cost variables −→w
contain a variable wa for every abstract action a ∈ A′ of Π ′; the additivity constraints Cadd(−→w) are deﬁned in terms of these
label-cost variables via β as in Eq. (4). Now, given a state s of Π , we specify an LP-encoding L(s) = 〈−→x , f (−→x ),CAE (−−→xw)〉 of
AE with respect to state s as follows.
• The variable set −→x = −→cz consists of the variables of Eqs. (10) and (13), and the objective of L(s) is f (−→x ) = hcop .
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bϕ from Eq. (13) for each functional-component value ϕ of COPΠ ′ .
This ﬁnalizes the desired LP-encoding; extending it to such multiple-abstraction ABS-ensembles AE = {〈T(Π ′i ),αi, βi〉}ki=1
(and, again, possibly some other LP-optimizable abstractions) is ensured by the composition Theorem 4.
Theorem 7. Given a planning task Π , and an ABS-ensemble AE = {〈T(Π ′i ),αi, βi〉}ki=1 of T(Π), if cost-optimal planning for each Π ′i
is poly-time reducible to a compact and tree-structured constraint optimization problem satisfying Eq. (13), and k = O (poly(|Π |)),
then AE is LP-optimizable, and thus hAE (s) is poly-time computable for every state s ∈ S.
Proof. Let Π be a planning task, AE = {〈T(Π ′i ),αi, βi〉}ki=1 be an ABS-ensemble of T(Π) as in the claim, s be some state
of Π , and L(s) = 〈−→x , f (−→x ),CAE (−−→xw)〉 be as described above. For any w ∈Hadd , let Aw = {〈〈Ti,w〉,αi〉}ki=1 Π AE , and
therefore hAw(s) =
∑k
i=1 dist(αi(s), SGi ). Note that, since Π
′
i with initial state αi(s) is poly-time reducible to a compact and
tree-structured constraint optimization problem COPi = (Xi,Fi) satisfying Eq. (13), we have
dist
(
αi(s), S
G
i
)= min
x∈dom(Xi)
∑
ϕ∈Fi
ϕ(x).
From Lemma 3 we then have
dist
(
αi(s), S
G
i
)= max
xw∈HAE
hcopi ,
and therefore
max
xw∈HAE
f (x) =
k∑
i=1
dist
(
αi(s), S
G
i
)= hAw(s).
From Deﬁnition 5 we then have L(s) = 〈−→x , f (−→x ),CAE (−−→xw)〉 being an LP-encoding of AE . In turn, since k = O (poly(|Π |))
and, for 1 i  k, cost-optimal planning for each abstract task Π ′i is poly-time reducible to a compact and tree-structured
constraint optimization problem satisfying Eq. (13), the LP-encoding of AE is both compact and poly-time constructible for
any state s of Π . Hence, hAE (s) is poly-time computable for any state s of Π . 
Last but not least is, of course, the question of whether the requirement posed by Eq. (13) is relevant to the constraint
optimization problems induced by the planning tasks from the known fragments of tractability. The good news is that
Theorems 8 and 9 provide an aﬃrmative answer to this question.
Theorem 8. For any task Π = 〈V , A , I ,G , cost〉 in Pb, cost-optimal planning for Π is poly-time reducible to a compact and tree-
structured constraint optimization problem satisfying Eq. (13).
Proof. The proof is based on the COP construction of Katz and Domshlak [24, Section 3.1, pp. 214–219].3 First, for each
v ∈ V , we denote the binary-valued domain by {0v ,1v } with I[v] = 0v . Likewise, for each 0v/1v sequence4 σ(v) of v , by
τ (v) we denote a per-value time-stamping of σ(v), e.g., if σ(v) = 0v · 1v · 0v · 1v · 0v , then τ (v) = 01v · 11v · 02v · 12v · 03v . For
each action a ∈ A, by prevail condition prv(a) we refer to the partial assignment to the variables that are not changed by a,
that is, prv(a) = pre(a)[V(pre(a)) \ V(eff(a))]. Now, for each non-root variable v with parents pred(v) = {u1, . . . ,uk},k  1,
for each goal-valid value-changing sequence τ ′ ∈∗[τ (v)] of v , and each set of such goal-valid value-changing sequences
{τ ′1 ∈∗[τ (u1)], . . . , τ ′k ∈∗[τ (uk)]} of v ’s parents, the digraph G ′e(v) is created in three steps. First, we construct a labeled
directed graph G(v) capturing information about all sequences of assignments on pred(v) that can enable |V | or fewer value
ﬂips of v . The graph G(v) is deﬁned as follows:
1. G(v) consist of η = maxτ ′∈∗[τ (v)] |τ ′| nodes.
2. G(v) forms a 0–1 multichain, that is, (i) the nodes of the graph are labeled with 0 and 1, starting with 0; (ii) there are
no two subsequent nodes with the same label; (iii) for 1 i  η − 1, edges from the node i are only to the node i + 1.
This construction of G(v) in particular ensures that the label of the last node will be consistent with the goal value
G[v] if such is speciﬁed.
3. The nodes of G(v) are denoted precisely by the elements of the longest goal-valid value-changing sequence τ ′ ∈∗[τ (v)]; that is, 0iv stands for the ith 0-labeled node in G(v).
3 In the proofs of Theorems 8 and 9 we assume the reader has access to [24]—some of the constructions there are lengthy and we prefer not to repeat
them here merely for the purpose of self-containment.
4 For the deﬁnition of value sequences σ(v) see the proof of Lemma 1.
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takes a planning task Π ∈ Pb
returns a problem COPΠ over tree-structured constraint network
create a set of variables X and set their domains as in Eq. (1*)
create a set of functions F = {ϕv | v ∈ V } with scopes as in Eq. (2*)
for each v ∈ V do
if pred(v) = ∅ then
specify ϕv according to Eq. (3*)
elseif pred(v) = {u1, . . . ,uk} then
construct graph G(v)
for each k-tuple τ ′1 ∈∗[τ (u1)], . . . , τ ′k ∈∗[τ (uk)] do
construct graph G ′(v) from graph G(v) and sequences τ ′1, . . . , τ ′k
construct graph G ′e(v) from graph G ′(v)
for each goal-valid sequence τ ′ ∈∗[τ (v)] do
π := minimal-cost path of |τ ′| − 1 edges
from the source node 〈0u1 · · ·0uk 〉 of G ′e(v)
if returned π then
ϕv (τ
′, τ ′1, . . . , τ ′k) := cost(π)
else
ϕv (τ
′, τ ′1, . . . , τ ′k) := ∞
endif
endfor
endfor
endif
endfor
return COPΠ := (X ,F) with global objective min∑ϕ∈F ϕ(X )
Fig. 1. Algorithm of [24] for constructing a constraint optimization problem COPΠ over a tree-structured constraint network for Pb . The equation numbers
refer to [24] and marked with an asterisk for clarity.
4. Suppose that there are m actions in Av that, under different preconditions, change the value of v from 0v to 1v . In this
case, for each i, there are m edges from 0iv to 1
i
v , and |Av | − m edges from 1iv to 0i+1v . Each such edge e is labeled
with the cost of the corresponding action, as well as with the prevail conditions of that action, which is a k-tuple of
the values of u1, . . . ,uk . This compound label of e is denoted by l(e), and the prevail condition and cost parts of l(e)
are henceforth denoted by prv(e) and cost(e), respectively.
Informally, the graph G(v) captures information about all potentially possible executions of the actions in Av along a cost-
optimal plan for Π . Each path from the source node of G(v) uniquely corresponds to one such an execution. Although the
number of these alternative executions may be exponential in |V |, their graphical representation via G(v) is compact—the
number of edges in G(v) is O (|V | · |Av |). Note that the information about the number of times each action in Av can be
executed is not captured by G(v). The following two steps add this essential information into the graphical structure.
At the second step, the digraph G(v) = (V , E) is expanded into a digraph G ′(v) = (V ′, E ′) by substituting each edge
e ∈ E with a set of edges (between the same nodes), but with the labels corresponding to all possible assignments of the
elements of τ ′1, . . . , τ ′k to prv(e). Finally, we set V
′ = V ∪ {sv , tv}, and add a single edge labeled with the ﬁrst elements of
τ ′1, . . . , τ ′k and zero cost (that is, [〈01u1 · · ·01uk 〉,0]) from sv to the original source node 01v , plus a single edge labeled with
the last elements of τ ′1, . . . , τ ′k and zero cost from the original sink node of G(v) to tv . Informally, the digraph G
′(v) can be
viewed as a projection of the value-changing sequences τ ′1, . . . , τ ′k on the base digraph G(v).
At the third step, a digraph G ′e(v) = (V ′e, E ′e) is constructed from G ′(v) as follows.
(i) The nodes V ′e correspond to the edges of G ′(v).
(ii) The edges (ve, ve′ ) ∈ E ′e correspond to all pairs of immediately consecutive edges e, e′ ∈ E ′ such that, for 1  i  k,
either prv(e)[ui] = prv(e′)[ui], or prv(e′)[ui] appears after prv(e)[ui] along τ ′i .
(iii) Each edge (ve, ve′ ) ∈ E ′e is weighted with cost(e′).
The algorithm of [24] for constructing a constraint optimization problem COPΠ over tree-structured constraint network
for Pb is depicted in Fig. 1. Now, for each ϕ ∈ F and each assignment to the scope of ϕ , we deﬁne a linear program
satisfying Eq. (13) as follows. For each planning variable v with pred(v) = ∅, and each of its goal-valid (time-stamped)
value-changing sequences τ ′ ∈∗[τ (v)], the constraint set as in Eq. (13) corresponding to ϕ = ϕv(τ ′) is
zϕ 
⌊ |τ ′|
2
⌋
· wa +
⌊ |τ ′| − 1
2
⌋
· wa′ ,
for each a,a′ ∈ Av such that eff(a)[v] = 1 and eff(a′)[v] = 0. Next, for each planning variable v with pred(v) =
{u1, . . . ,uk},k  1, each goal-valid value-changing sequence τ ′ ∈ ∗[τ (v)] of v , and each set of such goal-valid
value-changing sequences {τ ′ ∈ ∗[τ (u1)], . . . , τ ′ ∈ ∗[τ (uk)]} of v ’s parents, the constraint set corresponding to ϕ =1 k
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takes a planning task Π ∈ P(1)
returns a problem COPΠ over tree-structured constraint network
create a set of variables X as in Eqs. (19*)–(20*)
create a set of functions F = {ϕx | x ∈ X } with scopes as in Eq. (21*)
for each x ∈ X do
specify ϕx according to Eqs. (22*)–(36*)
endfor
return COPΠ := (X ,F) with global objective min∑ϕ∈F ϕ(X )
Fig. 2. Algorithm of [24] for constructing a constraint optimization problem COPΠ over a tree-structured constraint network for P(1). The equation numbers
refer to [24], which are marked with an asterisk as in Fig. 1.
ϕv(τ
′, τ ′1, . . . , τ ′k) is the set of shortest-path constraint of the digraph G
′
e(v) as in Eq. (7). The union of all the constraint
sets above together with the LP formulation as in Eq. (10) results in a linear program satisfying Eq. (13). 
Theorem 9. For any task Π = 〈V , A , I ,G , cost〉 in P(1), cost-optimal planning for Π is poly-time reducible to a compact and tree-
structured constraint optimization problem satisfying Eq. (13).
Proof. We present here a proof that is based on the COP construction of Katz and Domshlak [24, Section 5.2, pp. 233–
242]. In what follows, equation numbers marked with * correspond to equations of [24]. The algorithm for constructing
a constraint optimization problem COPΠ over a tree-structured constraint network for P(1) is depicted in Fig. 2. The key
point is that, for each ϕ ∈ F and for each assignment ϕ to the scope of ϕ , we can deﬁne a linear program satisfying Eq. (13)
by exploiting
(i) the constraints on ϕ (given by Eqs. (22*)–(36*)) all being of the form ϕ = min {ψ | ψ ∈ Ψϕ}, where |Ψϕ | 4 and each
ψ ∈ Ψϕ is a linear composition of some action costs, and
(ii) each such constraint being replaceable by maximizing zϕ under the (now linear) constraints {zϕ  ψ ′ | ψ ∈ Ψϕ} where
ψ ′ is obtained from ψ by replacing the action costs in the latter with the respective free variables from −→w .
For instance, for each planning variable v with pred(v) = ∅, and each of its goal-valid value-changing sequences σ ∈∗[σ(v)], if ϕ = ϕv(σ ), then we create the constraint set according to Eq. (22*) as
zϕ 
⌈ |σ | − 1
2
⌉
· wa +
⌊ |σ | − 1
2
⌋
· wa′ ,
for each a,a′ ∈ Av such that eff(a)[v] = 1 and eff(a′)[v] = 0. The rest of the constraint sets for zϕ ∈ −→z are constructed in
the same manner according to Eqs. (23*)–(36*). The union of all these constraint sets together with the LP formulation as
in Eq. (10) results in a linear program satisfying Eq. (13). 
9. Experimental evaluation
While we have proved that the optimal action cost partitioning for abstraction heuristics in use is polynomial-time com-
putable, it is not clear at ﬁrst glance that it is useful in practice. An almost immediate source of skepticism is that our
optimization procedure requires solving a large LP at every search node, while such per-node computations are typically
expected to be of low polynomial time. Nonetheless, the superior informativeness of optimal additive heuristics might even-
tually outweigh the cost of heuristic computation due to the substantial reduction in the number of expanded search nodes.
We put this hypothesis to an empirical test and evaluated the practical attractiveness of the optimal fork-decomposition
heuristics on a wide sample of planning domains from the International Planning Competitions 1998–2006. The domains
were selected to allow a comparison with the results presented by Katz and Domshlak [27]. We implemented three opti-
mal additive fork-decomposition heuristics within the standard heuristic forward-search framework of the Fast Downward
planner [17], using the A∗ algorithm with full duplicate elimination.
• The hF heuristic corresponds to the ensemble of all (not clearly redundant) fork subgraphs of the causal graph, with
the domains of the roots being abstracted using the “leave-one-value-out” binary-valued domain decompositions.
• The hI heuristic is the same but for the inverted fork subgraphs, with the domains of the roots being abstracted using
the “distance-to-goal-value” ternary-valued domain decompositions.
• The ensemble of the hF I heuristic is the union of these for hF and hI .
The linear programs were solved using the interior point method implementation of the MOSEK solver [28]. The
heuristics were compared to the same three additive fork-decomposition heuristics, with action cost partitioning set to
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A summary of the experimental results for the hF , hI , and hFI heuristics. Per heuristic, the ﬁrst three columns capture the number of tasks solved under
the (U) uniform action cost partition, (O) optimal per-search-node action cost partition, and (SB) both these approaches. The fourth and ﬁfth columns
capture the difference between the two approaches in terms of expanded nodes and search-node evaluation time.
Domain (D) hF hI hFI
U O SB N(U)N(O)
t(O)
t(U) U O SB
N(U)
N(O)
t(O)
t(U) U O SB
N(U)
N(O)
t(O)
t(U)
airport-ipc4 11 7 7 1.08 151.11 14 15 14 31.83 16.64 11 7 7 1.45 141.94
blocks-ipc2 17 11 11 1.61 474.53 15 17 15 165.39 49.39 15 11 10 6.22 510.07
depots-ipc3 2 1 1 0.97 451.14 2 2 2 10.59 31.78 2 1 1 1.99 437.38
driverlog-ipc3 9 6 6 18.30 281.12 10 10 10 38.98 57.33 9 7 7 21.80 251.11
freecell-ipc3 3 1 1 13.76 498.80 2 1 1 108.22 90.28 2 1 1 30.44 276.60
grid-ipc1 1 0 0 1 1 1 2.15 220.77 1 0 0
gripper-ipc1 5 3 3 1.00 169.40 5 3 3 1.06 48.29 5 3 3 1.01 151.66
logistics-ipc2 21 18 18 1.00 205.06 15 22 15 3175.99 14.70 14 21 14 671.66 173.35
logistics-ipc1 3 3 2 24.90 349.40 2 6 2 117.37 19.54 2 3 2 68.76 334.78
miconic-strips-ipc2 45 35 35 1.19 58.03 42 30 30 1.63 94.20 40 30 30 1.38 91.67
mprime-ipc1 17 9 9 31.28 691.51 17 18 17 305.64 67.58 17 13 13 41.99 656.97
mystery-ipc1 16 11 11 2.27 391.64 15 14 14 65.86 37.74 16 13 13 18.47 519.63
openstacks-ipc5 7 5 5 1.23 127.28 7 5 5 2.12 55.96 7 5 5 1.67 269.34
pathways-ipc5 4 4 4 2.10 39.72 4 4 4 1.00 20.14 4 4 4 1.31 42.11
pipes-notank-ipc4 9 1 1 2.88 869.35 11 6 6 8.46 188.93 8 1 1 2.88 1269.40
pipes-tank-ipc4 6 1 1 1.79 1411.60 6 3 3 6.53 120.66 6 1 1 2.44 1440.85
psr-small-ipc4 47 41 41 2.05 103.69 48 46 46 2.58 25.61 47 41 41 1.90 86.39
rovers-ipc5 5 4 4 1.49 46.78 6 4 4 1.00 15.96 6 4 4 1.07 41.53
satellite-ipc4 6 4 4 20.60 75.80 6 5 5 51.06 140.51 5 5 5 54.67 147.09
schedule-strips 42 27 26 38.58 272.33 35 35 34 22.95 97.75 39 9 9 6.94 522.40
tpp-ipc5 5 5 5 7.03 44.16 5 5 5 50.60 10.99 5 5 5 15.84 48.32
trucks-ipc5 5 2 2 1.93 121.48 5 3 3 1.02 111.15 5 2 2 1.02 168.00
zenotravel-ipc3 8 8 7 33.08 191.45 9 10 9 120.20 109.58 8 9 8 12.62 219.12
294 207 204 9.97 211.16 282 265 248 242.23 61.81 274 196 186 60.47 246.58
9.55 319.34 186.62 71.54 43.98 354.53
“uniform” [27].5 All the experiments were run on a 3 GHz Intel E8400 CPU; the time and memory limits were set to 30
minutes and 1.5 GB, respectively.
The detailed results of the evaluation are relegated to Tables 3–7 in Appendix A and summarized here in Table 1.
From left to right, each section of the table pertains to hF , hI , and hF I , respectively. The ﬁrst two columns of each
section capture the number of planning tasks that were solved using the (U) ﬁxed uniform and (O) optimal per-search-node
action cost partitions, respectively. The third column (SB) captures the number of planning tasks that were solved by both
these approaches; the last row of these columns provides the respective number of solved planning tasks. The tasks solved
under both uniform and optimal action cost partitions are the basis for our comparison of the two approaches in terms of
expanded nodes and run time. With respect to these tasks, the fourth and ﬁfth columns respectively capture the (average
per domain) decrease in the number of expanded nodes and increase in the search node evaluation time. The last two rows
of these columns average these quantities. The upper summary row depicts the average over all the solved tasks, and the
lower row depicts the average of domain averages.
Two conclusions are apparent from Table 1. First, switching from the ad hoc ﬁxed to optimal action cost partition almost
consistently reduced the number of expanded nodes6; the reduction hit three orders of magnitude with the hI heuristic
on the Logistics-00 domain. As expected, however, computing the optimal heuristic estimate is typically between two and
three orders of magnitude more time consuming than relying on a ﬁxed action cost partition. At least under the 30 minute
time limit per planning task, this payment in per-search-node evaluation time typically offset the reduction in the number
of expanded nodes—the overall number of tasks solved using the optimal additive heuristics was in the end substantially
lower. Still, note that numerous tasks that were not solved using the uniform action cost partition were solved using the
optimal one; see the Logistics-98 and Zenotravel domains with all three heuristics, the Airport domain with hI , the
Blocksworld domain with hI and hF I , the Logistics-00 domain with hI and hF I , the Mprime domain with hI , and
the Schedule-STRIPS domain with hF and hI . This observation suggests that a compromise should be sought between the
accuracy of optimized additive heuristic estimates and the low cost of exploiting a ﬁxed action cost partition. One way of
doing so is outlined and evaluated in what follows.
Indeed, using an entirely ad hoc, ﬁxed action cost partition for all search states and optimizing the action cost partition
for every individual state are just two extremes of what one can do with a given set of heuristics. A possible middle ground
5 The cost of each action is equally partitioned among all the representatives of that action in the ensemble. For the comparison of the latter with several
state-of-the-art heuristics and planners (on the same machines and in the same setting), see [27].
6 On some problems solved under optimal action cost partitioning, our LP solver failed for a few search nodes. To avoid terminating the search, the
heuristic value for these nodes was set to 1.
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A summary of the experimental results for the databased hF , hI , and hFI heuristics with optimal for the initial state (OI ) and uniform (U) action cost
partitions. The last two columns per heuristic depict the measure of success in terms of expanded nodes, with each entry being the sum of our measure
over all the tasks in the domain solved under both action cost partitions. The last row in those columns provides the overall measures.
Domain (D) hF hI hFI
OI U SB E(OI ) E(U) OI U SB E(OI ) E(U) OI U SB E(OI ) E(U)
airport-ipc4 22 22 22 22.00 21.98 22 20 20 20.00 9.55 21 21 21 21.00 20.17
blocks-ipc2 21 21 21 14.15 18.84 21 18 18 18.00 2.63 21 18 18 17.79 5.07
depots-ipc3 7 7 7 5.14 7.00 7 4 4 4.00 0.91 7 7 7 6.89 5.50
driverlog-ipc3 12 12 12 10.77 7.36 13 12 12 11.10 7.32 12 12 12 11.09 6.23
freecell-ipc3 5 5 5 3.91 5.00 4 4 4 4.00 2.63 5 4 4 3.90 4.00
grid-ipc1 2 2 2 2.00 2.00 2 1 1 1.00 1.00 1 1 1 1.00 1.00
gripper-ipc1 7 7 7 7.00 7.00 7 7 7 7.00 6.90 7 7 7 6.96 6.99
logistics-ipc2 24 22 22 18.37 21.93 21 16 16 16.00 0.92 21 16 16 16.00 1.69
logistics-ipc1 6 6 6 6.00 1.14 5 4 4 4.00 0.87 5 5 5 5.00 0.76
miconic-strips-ipc2 53 51 51 48.79 43.04 53 50 50 49.68 31.94 53 50 50 49.05 34.60
mprime-ipc1 23 23 23 23.00 12.82 23 22 21 20.91 7.50 21 21 21 19.13 12.60
mystery-ipc1 21 21 21 20.90 16.80 18 18 18 18.00 9.81 21 21 21 20.37 17.15
openstacks-ipc5 7 7 7 7.00 5.74 7 7 7 7.00 3.21 7 7 7 7.00 4.09
pathways-ipc5 4 4 4 4.00 2.36 4 4 4 4.00 4.00 4 4 4 4.00 3.23
pipes-notank-ipc4 17 17 17 17.00 12.68 18 15 15 15.00 4.17 16 16 16 16.00 13.30
pipes-tank-ipc4 11 11 11 11.00 7.28 11 9 9 9.00 3.27 9 9 9 9.00 5.11
psr-small-ipc4 49 49 49 36.35 48.87 48 49 48 38.39 47.90 49 49 49 38.89 48.53
rovers-ipc5 7 6 6 5.73 4.06 7 7 7 6.32 5.98 7 6 6 5.48 5.07
satellite-ipc4 6 6 6 5.83 2.97 7 6 6 5.67 2.56 7 6 6 5.70 2.67
schedule-strips 49 46 44 24.83 31.75 49 40 40 30.87 27.14 47 46 46 38.12 40.33
tpp-ipc5 6 6 6 6.00 5.03 6 6 6 6.00 3.56 6 6 6 6.00 4.03
trucks-ipc5 6 6 6 5.08 5.89 7 7 7 7.00 6.20 7 7 7 6.82 6.92
zenotravel-ipc3 13 11 11 10.34 3.73 11 11 11 9.96 6.97 13 11 11 10.48 5.07
378 368 366 315.18 295.27 371 337 335 312.90 196.94 367 350 350 325.67 254.09
would be to compute a set of action cost partitions that are optimal for some states and use them to evaluate all the states
examined during the search. If that set of action cost partitions is relatively small, then the runtime complexity of heuristic
computation can sometimes be further reduced using a databased approach in which most of the per node calculations can
be shared and precomputed; this technique is inherently natural for explicit abstractions, but it can be very effective with
implicit abstractions as well [27].
To examine the practical relevance of such a middle ground, we took the most conservative evaluation time setup in
which at most one heuristic optimization is performed. All the search states were evaluated under the same ﬁxed action
cost partition, whose goal was not to be ad hoc but optimal with respect to the initial state of the task. Taking our three fork-
decomposition heuristic ensembles as a basis for our evaluation, we empirically compared this setup to using a uniform, ad
hoc action cost partition. In both cases we used the implicit abstraction database approach of Katz and Domshlak [27]. Since
on some tasks the optimal additive heuristics cannot be computed within a reasonable time even for just a single state, we
placed a strict time limit of one minute on the optimization procedure. If the LP solver failed to optimize the initial state
action cost partition within that time bound, then the search was executed using the basic uniform action cost partition.
The detailed results of this evaluation are given in Tables 8–13 in Appendix A, and summarized in Table 2. From left to
right, each section of the table pertains to hF , hI , and hF I , respectively. As in Table 1, the ﬁrst two columns of each section
of Table 2 capture the number of planning tasks that were solved using the optimal for the initial state (OI ) and uniform,
ad hoc (U) action cost partitions, respectively. The third column (SB) captures the number of planning tasks that were
solved by both these approaches; the last row provides the respective number of solved planning tasks. As there is no real
difference in terms of heuristic evaluation time between the uniform and any other ﬁxed action cost partition, the search
efforts are compared only in terms of the number of expanded nodes. For each of the three heuristics, the last two columns
in its section are devoted to this analysis. The values in those columns depict a measure of informativeness in terms of
expanded nodes. The speciﬁc measure for comparison is as follows. For each of the two action cost partition schemes, each
task contributes a value equal to the minimal number of expanded nodes among the two schemes divided by the number
of expanded nodes under the respective scheme. If the denominator is 0 (if, e.g., the initial state is a goal state, or the
heuristic estimate of the initial state is ∞), then this value is deﬁned to be 1. As we are interested in comparing expanded
nodes, we account only for tasks solved under both action cost partition schemes, and thus the nominator is always well
deﬁned. Each task contributes a value of 1 to the winning scheme and a value in [0,1] to the other. For example, if A∗ on
some task Π with the optimized action cost partition opens 1000 nodes and with the uniform action cost partition it opens
3000 nodes, then Π contributes 1 to the measure E(OI ) and 1/3 to E(U). The last row provides this measure over all the
examined domains. Note that in general this measure accounts for all the tasks, giving 0 for unsolved tasks. However, our
goal is to compare the expanded nodes, and thus we ignore tasks solved only under one of the formulations. Since the tasks
are compared in pairs, the original measure can be obtained from this one by adding the difference between the number of
tasks solved under the respective action cost partition scheme and both schemes.
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nodes decreases when moving from uniform cost partitioning to optimal for the initial state. On almost all other domains,
the number of expanded nodes increases but not enough to prevent us from solving the same number of tasks as before.
There are only four cases in which the increase in node expansions leads to not solving the task, namely hF on tasks 6–4
and 6–6 from Schedule-STRIPS domain hI on task 8 from Mprime domain and task 48 from PSR domain. There is only
one domain in which the increase in node expansions leads to fewer tasks being solved, notably hI on the PSR domain.
However, for all three heuristics, the number of tasks solved across the domains increases.
As a ﬁnal note, we would like to emphasize that more sophisticated setups of partial exploitation of additive heuristics
optimization should be even more beneﬁcial. The optimal for the initial state action cost partition should typically lose its
attractiveness somewhere along the search, and after a certain point even the uniform action cost partitioning should be
expected to provide more accurate heuristic estimates. Hence, developing meta-reasoning procedures for deciding when (if
at all) some effort should be invested in devising additional action cost partitions is clearly of practical interest.
10. Summary and discussion
Numerous recent works have suggested that additive ensembles of admissible heuristics are a powerful tool for heuristic-
search systems. However, the action-cost partition parameter of such ensembles left the “how to add (if at all)” question
completely open. Here we have described a procedure that closes this question for arbitrary ensembles of all abstraction
heuristics with which we are familiar, including pattern databases, constrained pattern database, merge-and-shrink abstrac-
tions, fork-decomposition implicit abstractions, and implicit abstractions based on tractable constraint optimization over
tree-shaped constraint networks. The procedure is based on a linear-programming formulation of the optimization problem:
given a classical planning task, a forward-search state, and a set of abstraction-based admissible heuristics, the procedure
constructs an optimal additive composition of these heuristics with respect to the search state in question. Most importantly,
the time complexity of our procedure is polynomial for arbitrary ensembles of all the above abstraction heuristics.
One question that arises almost immediately is whether additive composition of admissible heuristics based on tech-
niques other than abstraction can be optimized as well. The current answer to this question is aﬃrmative only in part, and
this part turns out to be closely related to our results here. Karpas and Domshlak [22] have recently shown that additive
heuristics based on landmarks of the problem’s delete-relaxation (such as hL and hLA of [22] and hLM-cut of [18]) can be
eﬃciently optimized by solving a certain compact linear program. That optimizing both abstraction and landmark additive
heuristics is based on linear programming is no coincidence: a recently established by [18] connection between such land-
mark heuristics and the merge-and-shrink abstractions implies that Karpas and Domshlak’s procedure is effectively a special
case of the LP-optimization procedure for the abstractions described here.
In contrast to abstraction and landmark heuristics, the question of additive ensemble optimization remains open for the
hm family of critical path heuristics [16] even for the h1 (also known as hmax) member of this family. While computing
additive hm heuristic for a ﬁxed m is poly-time, this computation is not based on an additive abstraction of the planning
task, or, at least, not on a ﬁxed abstraction.7 The state graph over which each hm is computed is an AND/OR-graph (and not
an OR-graph such as transition graphs), and the actual computation of hm corresponds to computing a critical tree (and not
a shortest path) to the goal. Tangentially, the problem of computing a critical-tree in an AND/OR-graph does not appear to
have an LP reformulation. Hence, the complexity of computing the optimal additive hm heuristic is still an open and very
interesting question.
Also worth mentioning is that, at ﬁrst glance, the basic idea of LP-optimizing heuristic composition naturally extends
also to intractable planning relaxations that admit “second-order” LP-relaxations. For instance, some intractable planning
relaxations formalizable via integer-valued LPs (such as the deletes-ignoring relaxation underlying h+ , or more recent action-
ordering relaxation of [32]) appear to be quite natural candidates. Things, however, are more complicated than that because,
in short, Deﬁnition 5 requires a very speciﬁc type of LP-encodings. These encodings must satisfy Eq. (5), but we know of no
ILP-to-LP “second-order” relaxations that meet this requirement.
Probably the most important entirely open problem is structure optimization. While our framework optimizes composition
of a given set of TG-structures, our ultimate goal is to move to even more parametric ensembles of this type, allowing
ﬂexibility in the actual choice of TG-structures. For instance, it would clearly help to know what PDBs should (optimally) be
added to the ensemble, what domain abstractions should (optimally) be performed on the roots of the inverted forks and
forks, or what polytrees should (optimally) span the causal graph of the task.
Finally, considering the empirical promise of the optimal action cost partitioning, we note that the linear programs in-
duced by our LP-encoding technique have a speciﬁc structure called in the literature primal block-angular [4]. This structure
can possibly be exploited for devising a more eﬃcient algorithm for optimal action cost partitioning, and this is an in-
teresting venue for future research. Tangentially, as suggested by the results of our empirical evaluation in Table 2, the
development of automated procedures for devising ﬁxed-size portfolios of action cost partitions is a promising direction, as
all the states examined during the search would be “well served” by these procedures.
7 To the best of our knowledge, the precise relation between critical path and abstraction heuristics is currently an open question, the only exception
being additive h1, now known to be closely related to the landmark heuristics [18].
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Table 3
Runtimes of cost-optimal heuristic-search planners on the Airport, Blocksworld, Depots, Driverlog, Freecell, Grid, and Gripper domains. The description
of the planners is given in Section 9; here the fork-decomposition heuristics are computed fully online. The Task column denotes problem instance, the h∗
column denotes the optimal solution length. Other columns capture the initial evaluation I , number of expanded (nodes), and run (time).
Task h∗ Forks Inverted forks Both
Uniform Optimal Uniform Optimal Uniform Optimal
I nodes time I nodes time I nodes time I nodes time I nodes time I nodes time
airport-ipc4
01 8 2 10 0.01 3 9 0.08 5 9 0.00 8 9 0.07 3 9 0.00 8 9 0.14
02 9 9 12 0.03 9 11 5.52 4 15 0.01 9 11 0.10 7 15 0.03 9 11 5.82
03 17 10 86 0.25 13 72 43.04 5 133 0.07 17 28 0.53 9 93 0.31 17 28 29.55
04 20 2 22 0.02 3 21 0.50 19 21 0.02 20 21 0.44 7 21 0.02 20 21 1.03
05 21 21 23 1.29 21 22 274.77 8 30 0.06 21 22 0.68 19 27 1.43 21 22 257.34
06 41 22 513 36.72 11 639 1.54 41 43 6.28 22 567 45.25
07 41 22 514 37.00 11 632 1.53 41 88 9.86 22 550 44.15
08 62 13 21544 166.51 62 818 176.39
10 18 2 19 0.02 3 19 1.06 17 19 0.02 18 19 0.54 7 19 0.03 18 19 1.72
11 21 21 23 1.90 21 22 725.11 8 30 0.08 21 22 1.05 19 27 2.13 21 22 765.71
12 39 22 475 54.18 11 728 2.76 39 59 5.91 22 568 71.23
13 37 20 434 47.48 10 663 2.60 37 64 10.59 20 479 59.82
14 60 12 25110 334.72 60 81 40.48
15 58 12 23317 307.60 58 443 97.77
16 79 79 1038 616.62
blocks-ipc2
04-0 6 6 15 0.01 6 15 0.88 3 46 0.01 6 15 0.10 4 17 0.01 6 15 0.97
04-1 10 4 14 0.01 4 11 0.51 2 31 0.00 4 11 0.06 3 15 0.00 4 11 0.56
04-2 6 6 7 0.01 6 7 0.38 3 26 0.00 6 7 0.05 4 10 0.00 6 7 0.42
05-0 12 6 32 0.03 6 20 2.22 2 302 0.06 6 20 0.21 4 113 0.08 6 20 2.46
05-1 10 6 37 0.03 6 34 4.26 2 280 0.06 6 34 0.39 4 98 0.07 6 34 4.70
05-2 16 7 152 0.09 8 101 12.69 2 596 0.10 8 101 1.24 4 348 0.18 8 101 13.94
06-0 12 9 33 0.04 10 29 20.27 3 766 0.27 10 29 0.56 5 207 0.25 10 29 8.16
06-1 10 9 41 0.07 10 39 45.12 3 2395 0.74 10 39 1.08 5 578 0.78 10 39 17.09
06-2 20 9 855 0.80 10 667 481.26 3 5444 1.23 10 667 12.99 5 3352 2.88 10 667 187.29
07-0 20 10 278 0.56 12 208 916.87 3 20183 8.26 12 208 7.73 5 4022 8.18 12 208 1736.20
07-1 22 9 6910 11.22 2 59207 17.37 10 2269 84.64 5 38539 49.71
07-2 20 9 1458 2.85 2 46009 15.05 10 376 15.59 5 18854 29.61
08-0 18 11 1533 4.79 2 344157 179.42 12 389 24.36 5 69830 208.07
08-1 20 9 10040 27.97 2 517514 236.64 10 3625 189.30 5 191352 475.33
08-2 16 13 479 1.79 3 237140 136.18 14 221 12.38 6 32567 110.76
09-1 28 12 3435 18.17 14 635 1101.84 14 635 63.65 14 635 1184.42
09-2 26 14 6379 35.22 16 3022 283.57
depots-ipc3
01 10 4 114 0.24 4 118 109.83 2 279 0.11 6 81 1.44 3 161 0.32 6 81 88.92
02 15 6 1134 10.82 1 9344 12.40 9 527 42.24 4 2638 22.68
driverlog-ipc3
01 7 3 49 0.05 4 32 6.95 3 37 0.01 4 26 0.46 3 37 0.04 4 26 6.58
02 19 12 15713 18.27 11 18452 10.29 13 3930 161.75 12 15794 23.80 15 2464 1644.95
03 12 8 164 0.25 11 17 9.73 8 190 0.13 11 21 0.91 8 163 0.31 11 17 10.59
04 16 11 6161 19.15 14 533 812.63 10 10778 17.14 13 542 65.05 10 7665 29.88 14 382 679.14
05 18 12 13640 45.02 15 273 361.33 12 11400 18.91 14 503 74.02 12 10984 46.16 16 165 294.71
06 11 8 608 5.21 9 156 625.88 7 795 3.60 9 87 28.51 8 492 6.05 10 50 270.77
07 13 11 864 9.56 13 26 143.26 10 1730 7.71 12 36 10.37 11 1006 13.80 13 26 153.80
09 22 12 198651 849.04 15 4123 1690.45
10 17 12 4304 199.81 12 16099 85.74 16 143 66.78 13 4037 200.52
11 19 11 43395 1421.90 12 41445 186.53 16 363 285.09 11 39069 1395.51
freecell-ipc3
01 8 5 234 1.54 7 17 82.26 3 974 4.88 8 9 9.32 5 274 3.25 8 9 45.77
02 14 5 30960 107.07 3 75150 230.54 5 37131 224.62
03 18 6 197647 877.16
grid-ipc1
01 14 4 571 60.28 6 1117 9.49 6 520 979.48 5 472 55.87
gripper-ipc1
01 11 5 214 0.04 5 214 6.33 3 240 0.02 5 214 0.89 4 214 0.05 5 214 7.15
02 17 7 1768 0.54 7 1768 98.40 3 1832 0.36 7 1768 18.19 6 1803 0.75 7 1768 120.37
03 23 9 11626 5.38 9 11626 1077.57 3 11736 4.05 9 11626 250.42 7 11689 8.11 9 11626 1412.66
04 29 11 68380 43.58 3 68558 35.24 8 68479 70.72
05 35 13 376510 328.10 3 376784 296.59 10 376653 560.93
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Similar to Table 3 for the Logistics-98, Logistics-00, and Miconic domains.
Task h∗ Forks Inverted forks Both
Uniform Optimal Uniform Optimal Uniform Optimal
I nodes time I nodes time I nodes time I nodes time I nodes time I nodes time
logistics-ipc1
01 26 25 89 73.87
05 22 19 3293 945.35 22 24 12.20
17 42 42 43 1444.74
31 13 11 436 9.67 13 14 237.37 10 1981 2.53 13 14 0.98 10 1284 21.84 13 14 243.33
32 20 17 392 2.57 20 21 78.83 15 2704 2.24 19 29 1.26 16 962 5.53 20 21 81.49
33 27 27 28 1171.86 26 1623 308.75 27 28 1229.77
logistics-ipc2
04-0 20 20 21 0.02 20 21 4.16 19 193 0.06 20 21 0.22 19 65 0.06 20 21 4.34
04-1 19 19 20 0.03 19 20 3.88 16 570 0.13 19 20 0.22 17 293 0.16 19 20 3.85
04-2 15 15 16 0.02 15 16 2.22 12 117 0.03 15 16 0.11 12 79 0.05 15 16 2.35
05-0 27 27 28 0.05 27 28 8.24 25 2550 0.98 27 28 0.49 25 1171 1.09 27 28 8.69
05-1 17 17 18 0.03 17 18 4.22 14 675 0.19 17 18 0.18 14 427 0.31 17 18 4.39
05-2 8 8 9 0.02 8 9 1.64 7 24 0.01 8 9 0.08 7 13 0.02 8 9 1.78
06-0 25 25 26 0.06 25 26 9.78 22 4249 1.85 25 26 0.51 23 2461 2.54 25 26 10.28
06-1 14 14 15 0.03 14 15 4.39 11 181 0.09 14 15 0.15 12 99 0.13 14 15 4.54
06-2 25 25 26 0.05 25 26 9.52 22 2752 1.22 25 26 0.50 23 1394 1.51 25 26 9.95
06-9 24 24 25 0.04 24 25 7.72 20 2395 0.94 24 25 0.33 21 1428 1.34 24 25 8.04
07-0 36 36 37 0.42 36 37 116.92 31 251287 203.64 36 37 2.09 32 98053 386.80 36 37 126.58
07-1 44 43 1689 10.08 44 45 2.94 44 45 167.13
08-0 31 31 32 0.42 31 32 111.87 26 82476 78.73 31 32 1.57 27 35805 161.33 31 32 121.26
08-1 44 44 45 0.66 44 45 188.02 39 1183608 1306.92 44 45 3.07 44 45 199.99
09-0 36 36 37 0.54 36 37 158.16 30 351538 407.06 36 37 1.90 31 167038 883.68 36 37 157.30
09-1 30 30 31 0.50 30 31 134.35 26 59336 80.88 30 31 1.71 27 25359 168.73 30 31 137.33
10-0 45 45 46 2.26 45 46 746.43 45 46 5.60 45 46 812.66
10-1 42 42 43 2.10 42 43 719.74 42 43 6.41 42 43 756.90
11-0 48 48 697 26.78 48 49 8.06 48 49 1051.09
11-1 60 59 21959 696.23 60 61 13.55 60 61 1557.49
12-0 42 42 43 2.78 42 43 920.83 42 43 7.05 42 43 989.07
12-1 68 68 69 17.24
miconic-strips-ipc2
01-0 4 1 5 0.00 1 5 0.01 1 5 0.00 1 5 0.01 1 5 0.00 1 5 0.01
01-1 3 2 5 0.00 2 5 0.01 2 5 0.00 2 5 0.01 2 5 0.00 2 5 0.01
01-2 4 1 5 0.00 1 5 0.01 1 5 0.00 1 5 0.01 1 5 0.00 1 5 0.01
01-3 4 1 5 0.00 1 5 0.01 1 5 0.00 1 5 0.01 1 5 0.00 1 5 0.01
01-4 4 1 5 0.00 1 5 0.01 1 5 0.00 1 5 0.01 1 5 0.00 1 5 0.01
02-0 7 4 19 0.00 4 19 0.06 3 22 0.00 4 19 0.03 3 19 0.00 4 19 0.08
02-1 7 3 21 0.00 3 21 0.07 2 23 0.00 3 21 0.03 3 21 0.00 3 21 0.09
02-2 7 3 21 0.00 3 21 0.07 2 23 0.00 3 21 0.03 3 21 0.00 3 21 0.09
02-3 7 3 24 0.01 3 24 0.07 3 24 0.00 3 24 0.03 3 24 0.00 3 24 0.09
02-4 7 3 19 0.00 3 19 0.06 2 22 0.00 3 19 0.03 3 19 0.00 3 19 0.08
03-0 10 5 86 0.01 5 86 0.59 3 129 0.01 5 86 0.48 4 98 0.01 5 86 1.05
03-1 11 5 120 0.01 6 113 0.71 3 168 0.01 6 113 0.56 4 147 0.01 6 113 1.26
03-2 10 3 137 0.01 3 137 0.66 2 143 0.01 3 137 0.55 3 137 0.01 3 137 1.18
03-3 10 5 96 0.01 5 90 0.57 3 153 0.01 5 90 0.47 4 117 0.01 5 90 1.04
03-4 10 4 103 0.01 4 103 0.61 3 149 0.01 4 103 0.49 4 115 0.01 4 103 1.09
04-0 14 7 524 0.06 8 449 4.30 4 843 0.08 8 449 6.41 5 686 0.12 8 449 11.42
04-1 13 7 505 0.06 8 419 4.11 4 817 0.08 8 419 6.46 5 663 0.12 8 419 10.48
04-2 15 6 685 0.08 7 608 5.12 4 942 0.09 7 608 7.39 5 802 0.13 7 608 12.79
04-3 15 6 681 0.07 7 604 5.05 4 942 0.09 7 604 7.39 5 798 0.13 7 604 12.74
04-4 15 7 685 0.07 8 608 5.13 4 942 0.09 8 608 7.53 5 802 0.13 8 608 12.76
05-0 17 8 2468 0.37 9 2003 29.33 5 4009 0.66 9 2003 72.60 6 3307 0.93 9 2003 105.21
05-1 17 7 2807 0.42 8 2329 34.37 4 4345 0.71 8 2329 83.43 6 3677 1.01 8 2329 121.00
05-2 15 7 1596 0.29 7 1327 24.89 4 2981 0.55 7 1327 61.96 6 2275 0.73 7 1327 88.97
05-3 17 8 2256 0.36 9 1843 28.93 5 3799 0.62 9 1843 72.71 6 3104 0.87 9 1843 103.45
05-4 18 8 3210 0.46 9 2541 33.72 5 4732 0.78 9 2541 83.01 6 4267 1.11 9 2541 121.00
06-0 19 8 9379 1.98 9 7155 167.35 5 17665 4.74 9 7155 620.45 7 13531 5.90 9 7155 806.61
06-1 19 9 9106 1.93 11 6092 148.43 5 18134 4.75 11 6092 557.51 7 14052 5.94 11 6092 731.35
06-2 20 8 10900 2.19 9 8528 200.04 5 19084 4.90 9 8528 696.50 7 15111 6.28 9 8528 905.40
06-3 20 9 12127 2.43 10 8626 214.68 5 21708 5.69 10 8626 738.41 7 17807 7.19 10 8626 956.47
06-4 21 9 13784 2.62 11 9517 197.24 5 23255 5.93 11 9517 722.80 7 19536 7.66 11 9517 948.46
07-0 23 10 53662 13.29 12 37883 1132.60 6 96092 37.56 8 79449 46.76
07-1 24 11 56328 13.86 13 38056 1140.83 6 99109 38.56 8 83677 47.49
07-2 22 11 48141 12.52 13 28170 915.04 6 96139 38.02 8 78471 46.17
07-3 22 11 46867 12.11 13 28553 925.43 6 93117 36.63 8 75424 44.43
07-4 25 11 84250 18.24 13 63230 1541.14 6 126595 46.11 8 111984 61.34
08-0 27 12 272580 81.51 7 485051 267.27 9 408114 317.78
08-1 27 13 284415 86.93 7 527216 288.07 9 446837 347.43
08-2 26 11 207931 66.37 7 414294 235.89 9 330993 271.03
08-3 28 12 369479 104.29 7 598031 320.33 9 527216 392.87
08-4 27 11 297516 87.65 7 507910 278.64 9 431432 333.91
09-0 31 13 1461729 497.72
09-1 30 13 1207894 438.69 7 2335166 1787.13
09-2 30 13 1294691 460.11 7 2340411 1791.16
09-3 32 13 1840936 589.09
09-4 28 13 1252484 467.94
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Similar to Table 3 for the Openstacks, Pathways, Mprime, and PSR domains.
Task h∗ Forks Inverted forks Both
Uniform Optimal Uniform Optimal Uniform Optimal
I nodes time I nodes time I nodes time I nodes time I nodes time I nodes time
openstacks-ipc5
01 23 14 2264 0.49 15 1834 54.33 9 3895 1.19 15 1834 38.50 12 3070 1.36 15 1834 246.77
02 23 14 2617 0.56 15 2140 62.86 9 4485 1.32 15 2140 43.51 12 3561 1.57 15 2140 263.72
03 23 14 2264 0.49 15 1834 54.38 9 3895 1.15 15 1834 38.49 12 3070 1.36 15 1834 259.27
04 23 14 2264 0.49 15 1834 54.37 9 3895 1.15 15 1834 38.58 12 3070 1.36 15 1834 258.62
05 23 14 2264 0.48 15 1834 54.32 9 3895 1.15 15 1834 38.50 12 3070 1.35 15 1834 264.92
06 45 28 366768 255.00 15 779710 1599.86 22 587482 1498.20
07 46 28 410728 277.99 15 760668 1546.44 22 606782 1515.46
pathways-ipc5
01 6 1 1624 0.03 2 1299 1.34 2 1299 0.02 2 1299 0.66 2 1299 0.03 2 1299 1.59
02 12 2 2755 0.08 4 2307 3.62 4 2307 0.06 4 2307 1.46 3 2437 0.09 4 2307 4.35
03 18 3 44928 2.59 6 20416 53.50 6 20416 1.06 6 20416 20.52 5 29106 2.14 6 20416 67.43
04 17 4 126950 11.45 8 33788 141.43 8 33788 2.97 8 33788 54.82 6 58738 7.07 8 33788 181.58
mprime-ipc1
01 5 3 196 0.19 4 24 11.19 5 10 0.03 5 6 0.64 4 24 0.07 5 6 7.08
02 7 4 11604 422.83 3 44045 1620.68 7 13 160.93 5 2565 242.83
03 4 2 427 35.09 4 7 0.50 4 5 15.39 3 11 3.15 4 5 1267.83
04 8 4 3836 6.62 5 549 230.97 5 1775 1.17 6 144 16.83 5 1093 3.44 7 16 35.21
07 5 2 3314 14.91 4 17 230.86 4 47 0.15 4 17 9.69 3 346 3.07 4 17 249.35
09 8 4 19838 454.91 3 100188 1798.69 7 79 184.28 5 5227 284.13
11 7 6 9 0.16 7 8 161.42 6 219 0.54 7 8 5.58 6 8 0.16 7 8 159.69
12 6 2 16320 192.10 3 8118 46.69 4 844 275.00 3 5243 95.01 5 22 1322.44
16 6 4 252 171.97 5 35 982.79 4 448 447.49
17 4 3 453 671.03 4 5 655.98
25 4 2 75 0.10 4 5 4.77 3 30 0.04 4 5 0.33 3 29 0.08 4 5 5.17
27 5 4 54 2.28 5 6 477.91 3 1772 33.82 5 6 26.54 5 9 1.31 5 6 512.64
28 7 7 8 0.03 7 8 5.88 4 403 0.23 7 8 1.17 6 37 0.08 7 8 7.97
29 4 2 182 4.53 4 5 228.36 3 56 1.11 4 5 7.07 3 32 1.79 4 5 243.11
31 4 2 248 52.86 3 46 7.83 4 6 33.24 3 19 11.79
32 7 2 31759 133.33 3 12436 34.94 4 3116 870.55 3 11839 95.52 6 67 1200.73
34 4 2 234 11.65 3 46 2.13 4 6 22.85 3 23 3.08 4 5 757.85
35 5 2 392 3.09 3 44 706.09 3 290 2.54 4 25 5.93 3 84 1.89 4 7 159.69
psr-small-ipc4
01 8 1 10 0.00 2 9 0.04 1 10 0.00 2 9 0.01 1 10 0.00 2 9 0.04
02 11 1 52 0.01 2 36 0.67 1 55 0.00 2 36 0.13 1 52 0.01 2 36 0.79
03 11 1 31 0.01 2 27 0.25 1 31 0.00 2 27 0.06 1 31 0.00 2 27 0.30
04 10 1 66 0.04 2 28 2.28 1 91 0.03 2 28 0.43 1 73 0.06 2 28 2.74
05 11 1 75 0.01 2 47 1.17 1 79 0.01 2 47 0.26 1 75 0.02 2 47 1.42
06 8 1 10 0.00 2 9 0.04 1 10 0.00 2 9 0.02 1 10 0.00 2 9 0.04
07 11 1 61 0.01 2 48 0.72 1 61 0.00 2 48 0.17 1 61 0.01 2 48 0.86
08 8 1 24 0.01 2 11 0.36 1 29 0.00 2 11 0.08 1 25 0.01 2 11 0.43
09 8 1 18 0.01 2 9 0.17 1 19 0.00 2 9 0.04 1 18 0.00 2 9 0.19
10 7 2 131 0.20 3 44 8.13 2 183 0.18 3 44 1.64 2 155 0.32 3 44 10.28
11 19 2 149 0.03 4 141 3.72 2 149 0.02 4 141 0.71 2 149 0.04 4 141 4.42
12 16 2 120 0.03 4 83 2.59 2 123 0.02 4 83 0.56 2 120 0.04 4 83 3.15
13 15 3 90 0.02 5 82 1.64 3 90 0.01 5 82 0.34 3 90 0.02 5 82 1.96
14 9 2 19 0.00 3 13 0.17 2 19 0.00 3 13 0.04 2 19 0.00 3 13 0.19
15 10 2 1200 6.55 2 62 71.41 2 708 6.25 2 62 5.02 2 769 9.91 2 62 79.57
16 25 2 2328 0.65 3 1961 97.64 2 2158 0.34 3 1961 9.57 2 2176 0.85 3 1961 111.58
17 9 2 15 0.00 3 13 0.09 2 15 0.00 3 13 0.02 2 15 0.00 3 13 0.10
18 12 2 85 0.03 3 56 1.73 2 90 0.01 3 56 0.36 2 85 0.03 3 56 2.05
19 25 3 8025 4.31 5 6934 735.96 3 7856 2.19 5 6934 52.31 2 7876 5.80 5 6934 823.43
20 17 3 80 0.02 5 74 1.62 3 80 0.01 5 74 0.35 3 80 0.02 5 74 1.95
21 10 3 28 0.01 4 21 0.34 3 28 0.00 4 21 0.08 3 28 0.01 4 21 0.41
22 33 3 163299 405.65 3 176058 245.42 3 168685 617.45
23 12 3 77 0.04 4 46 3.01 3 93 0.03 4 46 0.57 3 77 0.06 4 46 3.61
24 10 3 28 0.01 4 21 0.34 3 28 0.00 4 21 0.08 3 28 0.01 4 21 0.40
25 9 2 485 84.24 2 463 145.38 2 74 107.79 2 482 213.42
26 17 3 144 0.05 5 101 4.09 3 150 0.03 5 101 0.85 3 146 0.06 5 101 4.98
27 21 3 616 0.33 5 380 37.99 3 675 0.21 5 380 6.35 3 650 0.49 5 380 45.39
28 14 3 79 0.02 4 71 2.01 3 79 0.01 4 71 0.37 3 79 0.02 4 71 2.37
29 21 4 142772 436.34 3 187319 307.77 9 11733 1778.17 4 159325 709.89
30 22 3 1791 1.25 5 976 135.40 3 1982 0.80 5 976 22.84 3 1883 1.90 5 976 164.19
31 19 3 11278 25.93 4 3027 1303.42 3 6810 38.66 4 3027 134.35 3 8297 53.43 4 3027 1515.10
32 24 4 431 0.17 6 421 24.01 4 431 0.10 6 421 4.25 4 431 0.25 6 421 31.65
33 21 3 1480 0.84 4 894 99.28 2 1436 0.30 4 894 6.95 2 1391 1.00 4 894 112.08
34 21 4 223 0.07 6 213 8.77 4 223 0.04 6 213 1.65 4 223 0.09 6 213 10.50
35 22 3 65965 160.36 2 63186 39.55 4 15841 407.66 2 68281 199.30
36 22 4 571766 392.49 5 371834 786.06 5 458402 1094.61
37 23 5 1307 1.29 9 749 155.51 5 1417 0.95 9 749 28.46 5 1363 2.10 9 749 191.64
38 13 3 301 0.20 5 84 11.05 3 372 0.15 5 84 2.07 3 326 0.32 5 84 13.42
39 23 3 2486 2.49 5 1113 241.32 3 2942 1.64 5 1113 35.91 3 2682 3.91 5 1113 281.20
40 20 2 182608 1384.90 3 17410 1634.22
41 10 3 31 0.01 4 22 0.47 3 34 0.00 4 22 0.11 3 31 0.01 4 22 0.56
42 30 3 1855 0.50 4 1701 80.79 2 1747 0.17 4 1701 7.07 2 1739 0.59 4 1701 92.19
43 20 4 328 0.09 6 312 11.63 4 328 0.05 6 312 2.06 4 328 0.12 6 312 13.81
44 19 4 2990 3.25 8 1103 271.15 4 3430 2.30 8 1103 46.50 4 3121 5.24 8 1103 327.14
45 20 4 347 0.16 6 232 18.72 4 376 0.11 6 232 3.29 4 359 0.25 6 232 21.50
46 34 2 60888 51.77 2 61842 21.14 5 46436 498.90 2 61563 68.33
47 27 3 4104 5.27 7 1803 530.37 3 4522 3.93 7 1803 96.45 3 4284 8.70 7 1803 647.01
50 23 6 637 0.39 8 552 53.58 6 659 0.26 8 552 9.89 6 645 0.60 8 552 65.78
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Similar to Table 3 for the Mystery, Pipesworld-NoTankage, Pipesworld-Tankage, Rovers, Satellite, TPP, Trucks, and Zenotravel domains.
Task h∗ Forks Inverted forks Both
Uniform Optimal Uniform Optimal Uniform Optimal
I nodes time I nodes time I nodes time I nodes time I nodes time I nodes time
mystery-ipc1
01 5 3 7 0.01 4 6 0.87 5 6 0.00 5 6 0.07 4 6 0.01 5 6 1.62
02 7 4 2404 64.94 3 8012 234.10 7 13 67.70 5 722 47.50 7 8 1209.10
03 4 2 73 1.92 3 10 498.22 4 7 0.12 4 5 2.59 3 11 0.59 4 5 246.47
09 8 4 3049 47.68 3 10764 137.61 7 47 57.63 5 1215 40.75 8 9 1042.00
11 7 6 9 0.02 7 8 14.24 6 33 0.03 7 8 0.49 6 8 0.02 7 8 20.46
17 4 2 354 200.98 3 85 26.31 4 5 80.60 3 83 90.17
19 6 2 4968 183.24 3 518 1163.55
25 4 2 9 0.02 4 5 2.00 3 10 0.01 4 5 0.12 3 9 0.02 4 5 2.14
26 6 2 1807 50.40 2 1835 25.34 3 413 186.77 2 1344 60.20
27 5 4 14 0.27 5 6 109.09 3 159 1.61 5 6 4.94 5 6 0.22 5 6 116.82
28 7 7 8 0.01 7 8 1.77 4 47 0.02 7 8 0.28 6 15 0.02 7 8 2.96
29 4 2 31 0.26 4 5 39.31 3 14 0.10 4 5 1.17 3 10 0.17 4 5 42.15
pipesworld-notankage-ipc4
01 5 1 121 0.15 2 42 59.70 1 109 0.05 2 42 2.90 1 121 0.18 2 42 105.74
02 12 2 1413 2.05 2 1542 0.86 4 945 72.54 2 1413 2.42
03 8 2 1742 5.26 1 3001 3.31 3 567 149.52 2 1742 6.43
04 11 3 7007 24.71 2 8911 12.43 5 2487 885.06 3 7007 30.79
05 8 2 4093 27.45 2 6805 19.74 4 647 696.11 2 4093 35.40
06 10 3 12401 105.37 2 27377 103.75 3 12401 140.53
07 8 3 4370 71.75 2 9168 68.10 5 338 1311.81 3 4370 105.53
08 10 4 18851 406.67 3 56189 483.28 4 20584 600.94
11 20 3 472950 1577.22
13 16 4 117475 899.72
21 14 4 23833 1663.46 3 49035 495.53
pipesworld-tankage-ipc4
01 5 1 77 0.13 2 43 102.62 1 126 0.07 2 43 2.55 1 105 0.20 2 43 132.92
02 12 2 960 1.20 2 1005 0.60 4 770 45.09 2 960 1.55
03 8 2 20803 155.53 1 52139 158.91 2 20803 207.57
04 11 3 110284 1004.10 2 157722 668.67 3 110284 1408.50
05 8 2 6531 73.63 1 13148 79.04 4 857 1787.43 2 6531 112.61
06 10 3 20171 329.40 2 43583 310.24 3 20171 460.45
rovers-ipc5
01 10 6 147 0.01 6 147 1.07 6 147 0.01 6 147 0.37 6 147 0.02 6 147 1.35
02 8 6 44 0.01 6 44 0.53 6 44 0.01 6 44 0.17 6 44 0.01 6 44 0.70
03 11 5 672 0.11 6 419 5.02 6 419 0.05 6 419 1.37 6 448 0.10 6 419 6.15
04 8 6 47 0.02 7 20 0.41 7 20 0.00 7 20 0.13 6 24 0.01 7 20 0.50
05 22 11 808084 237.13 14 410712 123.64 13 522937 231.28
07 18 10 741649 517.18 8 1682245 1780.27
satellite-ipc4
01 9 6 24 0.00 7 16 0.21 6 32 0.00 7 16 0.23 6 29 0.00 7 16 0.44
02 13 10 86 0.02 11 24 0.82 8 337 0.10 11 24 1.03 8 241 0.13 11 24 1.87
03 11 5 2249 1.24 9 77 9.45 7 656 0.53 9 66 15.18 7 728 0.82 9 66 23.56
04 17 10 9817 10.65 16 204 26.39 11 14860 24.90 16 157 81.88 11 11250 26.18 16 157 96.47
05 15 7 279569 1251.83 10 46453 515.80 13 345 1232.42 9 61692 877.26 13 345 1775.28
06 20 10 1496577 968.24 10 1572327 1721.87
tpp-ipc5
01 5 5 6 0.00 5 6 0.03 4 6 0.00 5 6 0.01 5 6 0.00 5 6 0.03
02 8 8 9 0.00 8 9 0.08 7 11 0.00 8 9 0.02 8 9 0.00 8 9 0.08
03 11 11 12 0.00 11 12 0.20 9 27 0.00 11 12 0.04 10 16 0.00 11 12 0.20
04 14 14 15 0.01 14 15 0.40 11 78 0.01 14 15 0.06 13 47 0.01 14 15 0.42
05 19 15 623 0.52 19 20 4.80 13 5110 1.36 17 21 0.38 15 1455 1.21 19 20 5.31
trucks-ipc5
01 13 5 1691 0.41 7 1043 31.71 6 1027 0.22 7 1013 18.87 6 1039 0.40 7 1013 55.89
02 17 7 9624 2.68 9 4309 185.92 9 2898 0.57 10 2898 91.12 8 2957 1.35 10 2898 260.71
03 20 8 80693 71.37 11 20752 19.93 12 19568 1771.56 10 22236 31.25
04 23 8 1753866 1237.60 11 1205793 850.34 9 1315672 1394.88
07 23 10 2134728 1313.60 13 719751 408.75 11 755608 820.55
zenotravel-ipc3
01 1 1 2 0.01 1 2 0.11 1 2 0.00 1 2 0.07 1 2 0.01 1 2 0.18
02 6 4 17 0.02 5 9 0.34 3 18 0.02 5 9 0.21 4 17 0.02 5 9 0.55
03 6 4 28 0.08 6 7 5.05 5 18 0.12 6 7 1.01 5 12 0.11 6 7 6.23
04 8 5 99 0.15 8 9 4.54 5 88 0.26 7 13 1.64 5 81 0.30 8 9 6.57
05 11 8 177 0.32 11 12 13.20 9 220 0.22 11 12 3.06 9 136 0.36 11 12 17.48
06 11 8 2287 5.51 11 12 30.95 9 1144 2.00 11 12 6.02 9 504 2.40 11 12 39.07
07 15 8 5088 9.63 12 608 452.82 9 4234 5.56 12 782 164.96 9 4199 10.58 12 608 648.39
08 11 7 3268 43.96 8 1026 8.92 10 82 203.39 8 1655 30.06 11 61 974.44
10 22 21 24 912.61 21 66 765.08 22 23 1455.83
11 14 10 76904 1090.67 13 82 762.36
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Similar to Table 3 for the non-IPC Schedule-STRIPS domain.
Task h∗ Forks Inverted forks Both
Uniform Optimal Uniform Optimal Uniform Optimal
I nodes time I nodes time I nodes time I nodes time I nodes time I nodes time
schedule-strips
02-0 3 2 5 0.15 2 5 10.42 2 5 0.14 2 5 20.51 2 5 0.22 2 5 33.48
02-1 2 2 3 0.16 2 3 17.62 2 4 0.11 2 3 5.25 2 3 0.18 2 3 23.88
02-2 2 2 3 0.32 2 3 54.18 2 3 0.17 2 3 7.53 2 3 0.40
02-3 3 2 26 0.50 2 37 0.76 2 27 69.04 2 26 0.61
02-4 3 2 68 1.34 2 188 2.24 2 27 73.48 1 220 7.20
02-5 2 2 3 0.33 2 3 45.69 2 3 0.14 2 3 6.30 2 3 0.38
02-6 2 2 3 0.14 2 3 16.20 2 5 0.12 2 3 4.67 2 3 0.17 2 3 22.04
02-7 2 2 3 0.30 2 3 41.00 2 3 0.13 2 3 5.81 2 3 0.34
02-8 2 2 3 0.32 2 3 56.07 2 3 0.14 2 3 6.63 2 3 0.38
02-9 3 2 5 0.15 2 5 10.42 2 5 0.14 2 5 20.49 2 5 0.22 2 5 33.44
03-0 4 3 40 2.72 3 28 566.96 2 407 12.16 3 28 87.94 2 140 14.55
03-1 2 2 3 0.51 2 3 108.90 2 3 0.35 2 3 20.83 2 3 0.72 2 3 1324.64
03-2 4 3 27 1.16 3 26 511.15 3 50 1.83 3 26 77.77 3 33 2.33
03-3 4 3 15 0.79 3 15 138.40 2 91 2.39 3 15 38.58 3 15 0.96 3 15 185.64
03-4 3 3 4 1.11 3 4 251.00 2 16 2.08 3 4 25.80 3 4 1.52 3 4 314.01
03-5 4 3 73 6.13 2 471 16.71 3 32 130.28 3 74 8.32
03-6 4 3 72 1.27 4 5 46.61 2 75 1.80 3 26 103.58 3 69 1.33 4 5 82.13
03-7 4 3 28 1.05 3 50 1.83 3 28 98.93 3 28 1.43
03-8 4 3 273 11.53 2 266 11.46 3 54 257.27 3 273 17.48
03-9 4 3 8 0.96 3 6 199.91 3 31 1.77 3 6 30.46 3 14 2.13
04-0 5 4 373 13.91 5 6 287.85 3 1498 74.46 4 65 377.48 3 167 24.60
04-1 6 3 17559 1373.80 3 10707 626.54 4 89 1563.71
04-2 5 4 209 9.88 5 6 145.78 3 406 20.85 4 36 259.88 4 66 5.30
04-3 5 3 142 10.47 5 6 287.67 3 674 33.29 4 11 123.53 3 251 29.28
04-4 5 4 921 64.48 3 450 46.95 4 211 1529.21 3 574 116.65
04-5 6 4 483 47.25 3 4544 268.77 4 125 1675.86 3 850 187.46
04-6 6 4 779 27.09 5 44 502.80 3 11610 361.74 4 237 1759.53 3 1834 102.68 5 44 783.34
04-7 5 3 99 18.48 4 7 494.08 3 424 38.04 4 7 84.60 3 163 40.04
04-8 5 3 102 16.01 5 6 289.10 3 573 31.87 4 29 125.14 3 111 23.35
04-9 4 2 1043 80.06 4 6 335.74 2 996 76.64 3 78 1116.60 2 1050 143.48
05-0 5 3 163 41.61 5 6 664.67 3 483 63.23 4 9 198.49 3 167 62.53
05-1 6 5 2701 213.92 6 7 726.57 4 1257 286.28
05-3 7 6 16 1148.62 4 13622 1693.68
05-4 6 4 989 100.02 4 3433 229.05 5 114 715.41 4 582 100.05
05-5 6 5 198 21.67 3 9550 767.94 5 198 1179.47 4 347 68.64
05-6 7 4 6033 743.61 6 35 1314.44 4 10325 1508.56
05-7 6 4 944 131.19 3 17562 1446.20 5 99 517.72 4 2107 379.70
05-8 7 5 1190 172.59 4 2709 730.54
05-9 6 4 1537 140.49 5 34 1725.99 3 15829 1248.19 3 2717 547.56
06-2 6 4 888 243.14 4 1709 730.36
06-4 8 6 11535 1776.87
07-0 7 5 2489 786.76 6 149 1703.36
07-9 8 6 6829 1559.86
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Runtimes of cost-optimal heuristic-search planners on the Airport, Blocksworld, Depots, Driverlog, and Freecell domains. The description of the planners
is given in Section 9; here the fork-decomposition heuristics are via implicit abstraction databases. The Task column denotes the problem instance, the h∗
column denotes the optimal solution length. Other columns capture the initial evaluation (I), number of expanded (nodes), and run (time).
Task h∗ Forks Inverted forks Both
Optimal for I Uniform Optimal for I Uniform Optimal for I Uniform
I nodes time I nodes time I nodes time I nodes time I nodes time I nodes time
airport-ipc4
01 8 3 10 0.01 2 10 0.01 8 9 0.01 5 9 0.00 8 9 0.02 3 9 0.00
02 9 9 12 0.41 9 12 0.01 9 12 0.02 4 15 0.00 9 12 0.53 7 15 0.01
03 17 13 84 0.67 10 86 0.02 17 34 0.04 5 133 0.01 17 34 0.69 9 93 0.02
04 20 3 22 0.04 2 22 0.01 20 21 0.04 19 21 0.00 20 21 0.06 7 21 0.01
05 21 21 23 0.08 21 23 0.08 21 23 0.08 8 30 0.02 19 27 0.09 19 27 0.09
06 41 22 513 0.16 22 513 0.16 41 46 0.13 11 639 0.06 22 567 0.19 22 567 0.19
07 41 22 514 0.15 22 514 0.15 41 114 0.13 11 632 0.05 22 550 0.19 22 550 0.19
08 62 42 12733 1.89 42 12733 1.89 62 1610 0.35 13 21544 1.36 39 14398 4.02 39 14398 4.02
09 71 44 88670 16.58 44 88670 16.58 71 21933 1.76 14 136717 9.60 41 90412 38.78 41 90412 38.78
10 18 3 19 0.07 2 19 0.01 18 19 0.05 17 19 0.01 18 19 0.10 7 19 0.01
11 21 21 23 0.10 21 23 0.10 21 23 0.11 8 30 0.03 19 27 0.12 19 27 0.12
12 39 22 475 0.20 22 475 0.20 39 116 0.17 11 728 0.07 22 568 0.25 22 568 0.25
13 37 20 434 0.20 20 434 0.20 37 81 0.17 10 663 0.07 20 479 0.24 20 479 0.24
14 60 42 12040 2.90 42 12040 2.90 60 1128 0.43 12 25110 1.86 39 15948 4.64 39 15948 4.64
15 58 40 11477 2.74 40 11477 2.74 58 1790 0.45 12 23317 1.71 37 14557 4.25 37 14557 4.25
16 79 61 267277 77.39 61 267277 77.39 79 27067 3.74 13 824491 97.12 55 353592 114.58 55 353592 114.58
17 88 62 2460667 708.82 62 2460667 708.82 88 63766 9.39 57 2678689 1235.79 57 2678689 1235.79
18 107 107 1077502 215.00
19 90 62 1354353 592.53 62 1354353 592.53 90 112721 18.32 14 3400142 492.06 57 1462739 660.17 57 1462739 660.17
21 101 54 5156 48.29 54 5156 48.29 17 11259 3.72 17 11259 3.72 55 4773 51.13 55 4773 51.13
22 148 55 606648 1110.09 55 606648 1110.09 24 1063668 318.90 24 1063668 318.90 60 477836 1082.91 60 477836 1082.91
36 109 61 9504 129.73 61 9504 129.73 17 34986 14.41 17 34986 14.41 61 9436 140.75 61 9436 140.75
37 142 140 37873 820.33 140 37873 820.33
blocks-ipc2
04-0 6 6 15 0.04 6 15 0.00 6 15 0.02 3 46 0.00 6 15 0.04 4 17 0.00
04-1 10 4 32 0.04 4 14 0.00 4 19 0.02 2 31 0.00 4 19 0.04 3 15 0.00
04-2 6 6 7 0.04 6 7 0.00 6 7 0.02 3 26 0.00 6 7 0.05 4 10 0.00
05-0 12 6 71 0.08 6 32 0.00 6 49 0.03 2 302 0.01 6 49 0.10 4 113 0.00
05-1 10 6 110 0.09 6 37 0.00 6 78 0.02 2 280 0.00 6 78 0.09 4 98 0.00
05-2 16 8 126 0.09 7 152 0.00 8 101 0.02 2 596 0.00 8 101 0.10 4 348 0.01
06-0 12 10 29 0.84 9 33 0.00 10 29 0.04 3 766 0.01 10 33 0.19 5 207 0.01
06-1 10 10 43 0.81 9 41 0.00 10 39 0.04 3 2395 0.03 10 39 0.20 5 578 0.02
06-2 20 10 667 0.44 9 855 0.01 10 667 0.05 3 5444 0.05 10 723 0.22 5 3352 0.06
07-0 20 12 267 2.42 10 278 0.01 12 283 0.05 3 20183 0.28 12 208 5.51 5 4022 0.12
07-1 22 10 4504 1.21 9 6910 0.10 10 17174 0.18 2 59207 0.60 10 4201 2.20 5 38539 0.67
07-2 20 10 860 1.78 9 1458 0.02 10 6920 0.11 2 46009 0.52 10 376 3.92 5 18854 0.39
08-0 18 12 1009 9.34 11 1533 0.03 12 2588 0.10 2 344157 5.46 12 389 26.55 5 69830 2.09
08-1 20 10 10436 6.74 9 10040 0.17 10 56998 0.59 2 517514 7.22 10 3625 21.84 5 191352 4.91
08-2 16 14 237 15.03 13 479 0.02 14 156 0.07 3 237140 4.08 14 221 26.08 6 32567 1.09
09-0 30 14 1658811 31.68 13 134185 3.10 14 402738 5.56 2 7405904 117.14 14 1118398 28.56 6 4346535 118.23
09-1 28 14 172891 4.88 12 3435 0.09 14 28366 0.48 2 4145371 77.54 14 33507 2.05 6 917197 33.32
09-2 26 16 33366 1.81 14 6379 0.17 16 3499 0.14 3 4145278 78.21 16 13957 1.48 7 923365 33.79
10-0 34 18 5340501 126.98 16 1524599 36.52 18 1649448 27.53 18 3755808 122.10
10-1 32 18 3385326 88.33 16 610206 15.79 18 411390 7.22 18 3577561 123.10
10-2 34 18 6112602 146.38 16 1516087 37.71 18 2803577 44.86 18 1975227 69.93
depots-ipc3
01 10 4 167 0.53 4 114 0.01 6 167 0.03 2 279 0.01 6 181 0.62 3 161 0.02
02 15 6 2851 3.08 6 1134 0.08 9 2062 0.15 1 9344 0.31 9 2056 3.58 4 2638 0.22
03 27 12 266167 36.70 12 134428 8.59 16 161249 8.56 2 2520703 159.84 16 231645 46.32 7 581726 66.43
04 30 12 1254545 101.18 12 1254545 101.18 13 1402766 35.15 8 5835295 923.87 8 5835295 923.87
07 21 10 198055 29.80 10 109765 9.17 13 99051 7.68 2 4271196 336.59 13 159363 43.92 7 487961 76.02
10 24 8 2964635 283.55 8 2964635 283.55 12 9191303 561.88 6 6081478 1187.66 6 6081478 1187.66
13 25 12 1003709 152.30 12 1003709 152.30 16 1570265 85.59 8 8161872 1559.21 8 8161872 1559.21
driverlog-ipc3
01 7 4 64 0.08 3 49 0.00 4 64 0.02 3 37 0.00 4 64 0.10 3 37 0.00
02 19 15 10546 0.66 12 15713 0.42 13 18682 0.26 11 18452 0.27 15 12178 0.82 12 15794 0.55
03 12 11 25 0.14 8 164 0.00 11 21 0.03 8 190 0.00 11 25 0.14 8 163 0.01
04 16 14 5204 0.75 11 6161 0.42 13 9080 0.29 10 10778 0.30 14 5109 0.91 10 7665 0.62
05 18 15 2724 0.53 12 13640 1.01 14 15883 0.53 12 11400 0.36 16 881 0.48 12 10984 1.07
06 11 9 701 0.56 8 608 0.09 9 973 0.11 7 795 0.06 10 339 0.75 8 492 0.11
07 13 13 78 0.65 11 864 0.14 12 980 0.11 10 1730 0.11 13 96 0.73 11 1006 0.21
08 22 15 4842469 469.23 12 669994 75.74 15 955110 45.31 13 1181268 61.32 17 1362122 194.45 13 694996 104.59
09 22 16 137555 21.70 12 150255 14.72 15 133658 6.83 12 198651 11.44 16 71722 15.74 12 164109 23.06
10 17 16 417 6.65 12 4304 0.44 16 1242 0.24 12 16099 1.21 16 957 6.15 13 4037 0.69
11 19 15 16993 8.48 11 43395 4.99 16 7054 0.77 12 41445 2.22 16 4002 10.55 11 39069 5.90
13 26 15 1303099 325.71 15 1303099 325.71 21 76356 15.72 15 1014865 144.64 15 1098694 422.20 15 1098694 422.20
14 28 23 542561 98.36
freecell-ipc3
01 8 7 705 1.93 5 234 0.10 8 541 0.34 3 974 0.15 8 303 1.35 5 274 0.17
02 14 5 30960 1.95 5 30960 1.95 9 42549 4.01 3 75150 5.53 5 37131 4.79 5 37131 4.79
03 18 6 197647 14.41 6 197647 14.41 11 280303 37.57 3 533995 78.27 6 240161 51.24 6 240161 51.24
04 26 8 1427669 97.22 6 997836 60.67 8 1894652 130.01 3 1921470 232.95 6 1218329 213.02 6 1218329 213.02
05 30 8 7369373 557.79 5 6510089 448.22 8 8712420 987.04
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Similar to Table 8 for the Logistics-00 and Miconic domains.
Task h∗ Forks Inverted forks Both
Optimal for I Uniform Optimal for I Uniform Optimal for I Uniform
I nodes time I nodes time I nodes time I nodes time I nodes time I nodes time
logistics-ipc2
04-0 20 20 21 0.05 20 21 0.00 20 21 0.02 19 193 0.00 20 21 0.05 19 65 0.00
04-1 19 19 20 0.04 19 20 0.00 19 20 0.01 16 570 0.01 19 20 0.04 17 293 0.00
04-2 15 15 16 0.04 15 16 0.00 15 16 0.01 12 117 0.00 15 16 0.04 12 79 0.00
05-0 27 27 28 0.06 27 28 0.00 27 28 0.02 25 2550 0.05 27 28 0.06 25 1171 0.03
05-1 17 17 18 0.05 17 18 0.00 17 18 0.01 14 675 0.01 17 18 0.05 14 427 0.01
05-2 8 8 9 0.04 8 9 0.00 8 9 0.01 7 24 0.00 8 9 0.04 7 13 0.00
06-0 25 25 26 0.06 25 26 0.00 25 26 0.02 22 4249 0.09 25 26 0.07 23 2461 0.07
06-1 14 14 15 0.05 14 15 0.00 14 15 0.02 11 181 0.00 14 15 0.06 12 99 0.00
06-2 25 25 26 0.06 25 26 0.00 25 169 0.02 22 2752 0.06 25 187 0.08 23 1394 0.04
06-9 24 24 25 0.06 24 25 0.00 24 25 0.02 20 2395 0.04 24 25 0.06 21 1428 0.04
07-0 36 36 37 0.38 36 37 0.00 36 8726 0.39 31 251287 7.52 36 1480 0.55 32 98053 4.59
07-1 44 43 1689 0.46 43 1689 0.07 44 291 0.05 37 3532213 99.33 44 291 0.54 38 1705009 72.35
08-0 31 31 32 0.41 31 32 0.00 31 347 0.04 26 82476 2.69 31 32 0.43 27 35805 1.78
08-1 44 44 45 0.46 44 45 0.01 44 17554 0.98 39 1183608 45.72 44 45 0.52 40 462244 25.36
09-0 36 36 37 0.47 36 37 0.00 36 1296 0.08 30 351538 13.75 36 1206 0.59 31 167038 9.76
09-1 30 30 31 0.43 30 31 0.00 30 211 0.03 26 59336 2.48 30 31 0.44 27 25359 1.73
10-0 45 45 3421 1.72 45 46 0.01 45 7547 0.55 45 3621 2.11
10-1 42 42 253 1.52 42 43 0.01 42 8723 0.63 42 43 1.81
11-0 48 48 4279 2.17 48 697 0.09 48 11082 0.93 48 20667 5.30
11-1 60 59 20523 3.77 59 21959 2.22 60 630873 62.97 60 54749 12.98
12-0 42 42 2041 1.92 42 43 0.02 42 14795 1.12 42 7137 3.01
12-1 68 67 106534 13.46 67 106534 11.64
13-1 64 63 214096 105.22
14-0 58 57 1720905 534.37
miconic-strips-ipc2
01-0 4 1 5 0.00 1 5 0.00 1 5 0.01 1 5 0.00 1 5 0.01 1 5 0.00
01-1 3 2 5 0.00 2 5 0.00 2 5 0.01 2 5 0.00 2 5 0.01 2 5 0.00
01-2 4 1 5 0.00 1 5 0.00 1 5 0.01 1 5 0.00 1 5 0.01 1 5 0.00
01-3 4 1 5 0.00 1 5 0.00 1 5 0.01 1 5 0.00 1 5 0.01 1 5 0.00
01-4 4 1 5 0.01 1 5 0.00 1 5 0.01 1 5 0.00 1 5 0.00 1 5 0.00
02-0 7 4 19 0.01 4 19 0.00 4 19 0.01 3 22 0.00 4 19 0.01 3 19 0.00
02-1 7 3 28 0.01 3 21 0.00 3 21 0.01 2 23 0.00 3 21 0.01 3 21 0.00
02-2 7 3 28 0.01 3 21 0.00 3 25 0.01 2 23 0.00 3 28 0.01 3 21 0.00
02-3 7 3 29 0.01 3 24 0.00 3 26 0.01 3 24 0.00 3 24 0.01 3 24 0.00
02-4 7 3 26 0.01 3 19 0.00 3 19 0.02 2 22 0.00 3 23 0.01 3 19 0.00
03-0 10 5 86 0.01 5 86 0.00 5 96 0.01 3 129 0.00 5 86 0.02 4 98 0.00
03-1 11 6 113 0.01 5 120 0.00 6 113 0.02 3 168 0.00 6 113 0.02 4 147 0.00
03-2 10 3 167 0.01 3 137 0.00 3 167 0.01 2 143 0.00 3 167 0.02 3 137 0.00
03-3 10 5 116 0.01 5 96 0.00 5 116 0.02 3 153 0.00 5 116 0.02 4 117 0.00
03-4 10 4 152 0.01 4 103 0.00 4 152 0.01 3 149 0.00 4 176 0.02 4 115 0.00
04-0 14 8 449 0.02 7 524 0.00 8 449 0.03 4 843 0.00 8 449 0.03 5 686 0.01
04-1 13 8 419 0.02 7 505 0.00 8 419 0.02 4 817 0.00 8 419 0.03 5 663 0.01
04-2 15 7 746 0.02 6 685 0.00 7 746 0.04 4 942 0.00 7 746 0.04 5 802 0.01
04-3 15 7 756 0.02 6 681 0.00 7 756 0.03 4 942 0.00 7 756 0.03 5 798 0.01
04-4 15 8 608 0.02 7 685 0.00 8 608 0.04 4 942 0.00 8 608 0.04 5 802 0.01
05-0 17 9 2003 0.05 8 2468 0.03 9 2255 0.07 5 4009 0.03 9 2003 0.09 6 3307 0.05
05-1 17 8 3221 0.07 7 2807 0.04 8 3221 0.08 4 4345 0.03 8 3221 0.11 6 3677 0.06
05-2 15 7 2055 0.06 7 1596 0.02 7 2401 0.07 4 2981 0.02 7 2055 0.09 6 2275 0.04
05-3 17 9 1843 0.05 8 2256 0.03 9 2059 0.07 5 3799 0.03 9 1843 0.09 6 3104 0.05
05-4 18 9 3164 0.07 8 3210 0.04 9 3164 0.08 5 4732 0.03 9 3164 0.12 6 4267 0.06
06-0 19 9 9637 0.24 8 9379 0.18 9 11061 0.22 5 17665 0.15 9 9637 0.35 7 13531 0.26
06-1 19 11 6092 0.17 9 9106 0.17 11 6871 0.17 5 18134 0.15 11 6092 0.27 7 14052 0.27
06-2 20 9 10805 0.26 8 10900 0.20 9 12948 0.25 5 19084 0.16 9 10805 0.38 7 15111 0.28
06-3 20 10 12534 0.30 9 12127 0.23 10 12534 0.24 5 21708 0.18 10 12534 0.42 7 17807 0.33
06-4 21 11 12269 0.28 9 13784 0.24 11 12269 0.24 5 23255 0.19 11 12269 0.40 7 19536 0.35
07-0 23 12 37883 1.08 10 53662 1.19 12 46181 0.77 6 96092 0.97 12 37883 1.37 8 79449 1.76
07-1 24 13 38056 1.08 11 56328 1.24 13 41531 0.72 6 99109 0.96 13 38056 1.37 8 83677 1.83
07-2 22 13 28170 0.86 11 48141 1.10 13 32174 0.60 6 96139 0.94 13 28170 1.14 8 78471 1.77
07-3 22 13 28553 0.85 11 46867 1.08 13 31944 0.61 6 93117 0.92 13 28553 1.12 8 75424 1.69
07-4 25 13 63230 1.54 11 84250 1.70 13 68778 1.02 6 126595 1.22 13 63230 1.91 8 111984 2.36
08-0 27 14 182583 5.87 12 272580 7.05 14 217443 3.53 7 485051 5.51 14 182583 6.68 9 408114 10.53
08-1 27 16 160709 5.53 13 284415 7.56 16 160709 2.79 7 527216 6.01 16 160709 6.30 9 446837 11.58
08-2 26 13 174001 5.82 11 207931 5.60 13 198548 3.34 7 414294 4.79 13 174001 6.64 9 330993 8.90
08-3 28 15 291195 8.87 12 369479 9.25 15 291195 4.66 7 598031 6.74 15 291195 9.90 9 527216 13.30
08-4 27 13 256333 7.91 11 297516 7.74 13 286425 4.59 7 507910 5.79 13 256333 8.90 9 431432 11.04
09-0 31 15 1178547 42.62 13 1461729 43.82 15 1318542 23.07 7 2491975 32.67 15 1178547 46.10 10 2138656 63.58
09-1 30 16 852612 33.17 13 1207894 37.47 16 930890 16.93 7 2335166 30.76 16 852612 36.20 10 1952916 59.39
09-2 30 15 1014390 37.85 13 1294691 40.03 15 1137842 20.42 7 2340411 30.97 15 1014390 41.37 10 1972234 59.25
09-3 32 16 1458281 49.88 13 1840936 52.68 16 1560206 26.36 7 2889342 38.12 16 1458281 53.85 10 2571844 74.47
09-4 28 15 808604 33.00 13 1252484 40.34 15 1016784 18.93 7 2352633 31.35 15 808604 36.35 10 1944297 59.37
10-0 33 17 3573644 156.43 14 5716041 202.37 17 4384570 86.73 8 10316603 153.80 17 3573644 168.99 11 8774563 300.08
10-1 32 18 3048758 140.35 15 5601282 201.43 18 3712295 75.10 8 10789013 162.69 18 3048758 151.53 11 9144153 315.23
10-2 32 17 2680052 127.22 14 4153191 155.86 17 3241896 67.08 8 9148616 138.69 17 2680052 138.35 11 7466572 265.86
10-3 34 18 3658921 161.91 15 6108094 214.68 18 4158162 82.59 8 10960203 167.10 18 3658921 173.25 11 9400386 320.13
10-4 33 17 4134141 181.00 14 5920127 211.40 17 4864687 97.61 8 11075136 170.82 17 4134141 195.68 11 9448049 322.74
11-0 37 20 15335602 777.41 20 16574717 402.63 20 15335602 832.55
11-1 34 19 7132395 406.69 16 15349953 668.77 19 9228364 217.74 19 7132395 439.05
11-4 35 18 11409090 615.93 18 14888659 345.88 18 11409090 662.75
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Similar to Table 8 for the Logistics-98, Grid, Gripper, Mprime, Mystery, Openstacks, and Pathways domains.
Task h∗ Forks Inverted forks Both
Optimal for I Uniform Optimal for I Uniform Optimal for I Uniform
I nodes time I nodes time I nodes time I nodes time I nodes time I nodes time
logistics-ipc1
01 26 25 214 9.90 22 77763 7.14 25 27570 2.71 20 1469610 95.49 26 2234 12.94 20 830292 98.59
05 22 22 23 11.16 19 3293 0.46 22 15645 1.27 15 850312 42.43 22 527 12.96 17 173477 18.19
31 13 13 35 1.50 11 436 0.03 13 239 0.02 10 1981 0.07 13 158 1.61 10 1284 0.09
32 20 20 21 0.51 17 392 0.01 19 1939 0.08 15 2704 0.07 20 603 0.55 16 962 0.05
33 27 27 28 3.07 23 312180 27.19 26 1609589 119.68 27 28 3.93 21 3617185 427.52
35 30 26 477883 183.08 26 477883 183.08
grid-ipc1
01 14 4 571 0.60 4 571 0.60 6 1117 1.21 6 1117 0.34 5 472 0.78 5 472 0.78
02 26 6 3330274 1078.55 6 3330274 1078.55 11 976834 158.19
gripper-ipc1
01 11 5 214 0.04 5 214 0.00 5 222 0.02 3 240 0.00 5 222 0.04 4 214 0.00
02 17 7 1768 0.10 7 1768 0.02 7 1792 0.04 3 1832 0.01 7 1792 0.13 6 1803 0.03
03 23 9 11626 0.33 9 11626 0.19 9 11674 0.14 3 11736 0.08 9 11674 0.40 7 11689 0.22
04 29 11 68380 1.75 11 68380 1.46 11 68460 0.64 3 68558 0.51 11 68460 2.00 8 68479 1.63
05 35 13 376510 10.76 13 376510 10.07 13 376630 3.53 3 376784 3.20 13 376630 12.02 10 376653 11.11
06 41 15 1982032 75.90 15 1982032 70.91 15 1982200 20.28 3 1982408 19.08 15 1982200 83.62 11 1982227 77.81
07 47 17 10091986 469.24 17 10091986 438.41 17 10092210 111.05 3 10092464 105.67 17 10092210 510.07 12 10092241 478.67
mprime-ipc1
01 5 4 28 0.07 3 196 0.02 5 11 0.04 5 10 0.01 5 6 0.08 4 24 0.01
02 7 6 855 11.89 4 11604 2.72 7 43 0.58 3 44045 80.68 7 33 27.48 5 2565 4.20
03 4 3 18 5.81 2 427 0.27 4 7 0.17 4 7 0.08 4 17 5.65 3 11 0.16
04 8 5 1553 0.20 4 3836 0.22 6 144 0.05 5 1775 0.10 7 18 0.11 5 1093 0.09
05 11 6 1076368 211.43 4 1745027 195.08 7 272745 190.03 5 604756 592.60 5 604756 592.60
07 5 4 133 0.59 2 3314 0.25 4 45 0.07 4 47 0.03 4 785 0.75 3 346 0.08
08 6 2 485381 491.53 2 485381 491.53 2 1376780 1426.21
09 8 6 16391 22.06 4 19838 2.92 7 393 0.88 3 100188 74.85 8 9 26.60 5 5227 6.31
11 7 7 9 0.18 6 9 0.02 7 8 0.07 6 219 0.03 7 9 0.22 6 8 0.03
12 6 3 2042 2.68 2 16320 1.89 4 3818 1.20 3 8118 0.73 5 1405 4.26 3 5243 1.13
16 6 4 252 0.76 4 252 0.76 5 115 3.58 2 51590 135.00 4 448 2.76 4 448 2.76
17 4 2 2746 10.47 2 2746 10.47 4 5 4.22 3 453 18.78 3 451 21.40 3 451 21.40
19 6 2 727401 521.78 2 727401 521.78 3 69185 704.84 2 95361 485.79
21 6 2 174221 55.09 2 174221 55.09 3 25650 29.57 2 34022 47.43 2 169400 392.30 2 169400 392.30
25 4 4 5 0.12 2 75 0.01 4 6 0.02 3 30 0.01 4 6 0.13 3 29 0.01
26 6 2 77622 24.69 2 77622 24.69 3 18430 46.22 2 147854 48.25 2 68239 106.35 2 68239 106.35
27 5 5 30 2.64 4 54 0.16 5 9 0.31 3 1772 1.50 5 60 2.85 5 9 0.18
28 7 7 8 0.07 7 8 0.01 7 11 0.04 4 403 0.02 7 8 0.08 6 37 0.02
29 4 4 7 1.33 2 182 0.12 4 13 0.15 3 56 0.08 4 15 1.43 3 32 0.11
30 9 7 69337 373.03
31 4 2 248 0.51 2 248 0.51 4 9 1.05 3 46 0.68 3 19 1.00 3 19 1.00
32 7 4 2499 1.43 2 31759 1.73 4 5337 0.75 3 12436 1.46 6 151 1.76 3 11839 1.93
34 4 3 29 8.37 2 234 0.26 4 29 0.48 3 46 0.16 4 6 6.53 3 23 0.28
35 5 3 269 1.83 2 392 0.07 4 178 0.14 3 290 0.06 4 74 2.01 3 84 0.08
mystery-ipc1
01 5 4 7 0.05 3 7 0.00 5 6 0.02 5 6 0.00 5 6 0.06 4 6 0.00
02 7 6 391 11.60 4 2404 0.50 7 27 0.55 3 8012 11.19 7 17 27.94 5 722 1.01
03 4 3 10 5.24 2 73 0.08 4 7 0.13 4 7 0.04 4 7 5.79 3 11 0.10
09 8 6 819 14.22 4 3049 0.37 7 242 0.53 3 10764 5.66 8 10 25.24 5 1215 1.01
11 7 7 8 0.16 6 9 0.01 7 8 0.05 6 33 0.01 7 8 0.20 6 8 0.01
15 6 2 28271 20.21 2 28271 20.21 4 18128 442.29 3 21572 41.22 3 5079 44.42 3 5079 44.42
17 4 2 354 1.32 2 354 1.32 4 5 2.46 3 85 2.74 3 83 3.59 3 83 3.59
19 6 2 21717 4.87 2 21717 4.87 3 4299 4.40 2 4968 5.26 2 16276 29.28 2 16276 29.28
20 7 2 89887 46.32 2 89887 46.32 4 65015 652.92 3 84572 153.53 3 53114 173.34 3 53114 173.34
25 4 4 5 0.12 2 9 0.00 4 5 0.02 3 10 0.00 4 5 0.12 3 9 0.01
26 6 3 2011 15.86 2 1807 0.27 3 590 0.57 2 1835 0.30 4 526 21.54 2 1344 0.69
27 5 5 6 2.65 4 14 0.05 5 6 0.18 3 159 0.09 5 6 3.73 5 6 0.07
28 7 7 8 0.05 7 8 0.00 7 8 0.03 4 47 0.00 7 8 0.07 6 15 0.00
29 4 4 11 1.25 2 31 0.04 4 13 0.09 3 14 0.03 4 27 1.43 3 10 0.06
30 9 4 23175 5.16 4 23175 5.16 7 3986 9.02 3 76480 169.86 5 7232 13.30 5 7232 13.30
openstacks-ipc5
01 23 15 1834 0.05 14 2264 0.02 15 1834 0.06 9 3895 0.03 15 1834 0.09 12 3070 0.05
02 23 15 2140 0.06 14 2617 0.03 15 2140 0.06 9 4485 0.04 15 2140 0.10 12 3561 0.05
03 23 15 1834 0.06 14 2264 0.02 15 1834 0.06 9 3895 0.03 15 1834 0.10 12 3070 0.05
04 23 15 1834 0.06 14 2264 0.02 15 1834 0.05 9 3895 0.03 15 1834 0.10 12 3070 0.05
05 23 15 1834 0.06 14 2264 0.02 15 1834 0.06 9 3895 0.03 15 1834 0.10 12 3070 0.05
06 45 30 303840 8.13 28 366768 7.52 30 303840 7.87 15 779710 18.93 30 303840 13.11 22 587482 22.20
07 46 30 350647 9.35 28 410728 8.23 30 350647 10.62 15 760668 18.33 30 350647 14.23 22 606782 22.53
pathways-ipc5
01 6 2 1299 0.01 1 1624 0.00 2 1299 0.02 2 1299 0.00 2 1299 0.02 2 1299 0.00
02 12 4 2307 0.03 2 2755 0.02 4 2307 0.03 4 2307 0.01 4 2307 0.03 3 2437 0.02
03 18 6 20566 0.34 3 44928 0.62 6 20416 0.31 6 20416 0.25 6 20566 0.36 5 29106 0.43
04 17 8 33806 0.80 4 126950 2.66 8 33788 0.70 8 33788 0.59 8 33788 0.85 6 58738 1.31
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Similar to Table 8 for the Pipesworld-NoTankage, Pipesworld-Tankage, and PSR domains.
Task h∗ Forks Inverted forks Both
Optimal for I Uniform Optimal for I Uniform Optimal for I Uniform
I nodes time I nodes time I nodes time I nodes time I nodes time I nodes time
pipesworld-notankage-ipc4
01 5 2 49 0.23 1 121 0.02 2 49 0.06 1 109 0.01 2 49 0.27 1 121 0.02
02 12 4 971 0.55 2 1413 0.06 4 971 0.09 2 1542 0.02 4 971 0.58 2 1413 0.08
03 8 3 597 44.69 2 1742 0.14 3 597 0.14 1 3001 0.07 2 1742 0.18 2 1742 0.18
04 11 3 7007 0.45 3 7007 0.45 5 2626 0.25 2 8911 0.22 3 7007 0.59 3 7007 0.59
05 8 2 4093 0.49 2 4093 0.49 4 659 0.36 2 6805 0.26 2 4093 0.65 2 4093 0.65
06 10 3 12401 1.44 3 12401 1.44 6 1620 0.56 2 27377 1.34 3 12401 2.03 3 12401 2.03
07 8 5 354 12.36 3 4370 0.97 5 354 0.84 2 9168 0.77 5 354 22.19 3 4370 1.34
08 10 7 655 50.39 4 18851 3.84 7 655 1.54 3 56189 6.21 4 20584 6.42 4 20584 6.42
09 13 6 141888 72.28 3 1092472 160.71 6 141888 5.61 2 2419903 151.99 6 141888 72.69 3 1092472 219.75
10 18 8 3038645 106.19
11 20 4 313952 27.68 4 313952 27.68 5 395194 7.26 3 472950 29.55 4 313952 43.90 4 313952 43.90
12 24 6 684234 75.72 6 684234 75.72 8 927951 56.67 3 1319980 133.58 6 686186 145.41 6 686186 145.41
13 16 6 39998 6.02 6 39998 6.02 9 24928 6.39 4 117475 18.08 6 40226 12.69 6 40226 12.69
15 26 4 1594863 254.43 4 1594863 254.43 8 806802 20.48 3 2588849 192.90 4 1594863 353.40 4 1594863 353.40
17 22 7 5437393 1588.68 7 5437393 1588.68 10 6777356 1278.16
21 14 4 23833 4.02 4 23833 4.02 7 9653 2.77 3 49035 7.76 4 23833 7.87 4 23833 7.87
23 18 5 2285790 568.93 5 2285790 568.93 9 543995 44.82 3 7047138 871.03 5 2282678 843.28 5 2282678 843.28
24 24 13 6329286 1706.86
41 12 3 502308 370.68 3 502308 370.68 3 502308 1092.50 3 502308 1092.50
pipesworld-tankage-ipc4
01 5 2 50 0.23 1 77 0.02 2 50 0.05 1 126 0.01 2 50 0.28 1 105 0.02
02 12 4 797 0.50 2 960 0.05 4 797 0.09 2 1005 0.02 4 797 0.61 2 960 0.06
03 8 3 4955 3.45 2 20803 1.89 3 4955 0.51 1 52139 2.46 3 4955 4.55 2 20803 2.82
04 11 5 32363 14.55 3 110284 8.06 5 32363 1.72 2 157722 9.60 5 32363 16.72 3 110284 14.05
05 8 4 918 5.48 2 6531 0.86 4 918 0.68 1 13148 1.03 4 918 10.21 2 6531 1.32
06 10 6 2592 17.43 3 20171 2.41 6 2592 1.09 2 43583 4.32 6 2592 35.27 3 20171 4.41
07 8 3 202706 73.83 3 202706 73.83 6 3913 4.43 2 2643752 1379.11 3 202706 208.81 3 202706 208.81
08 11 8 119303 33.16
11 22 2 2345399 296.87 2 2345399 296.87 6 1971143 180.59 2 2629204 662.94 2 2365735 838.85 2 2365735 838.85
15 30 4 9652091 1721.67 4 9652091 1721.67
21 14 3 839847 250.39 3 839847 250.39 7 166057 460.68
31 39 3 1501847 240.38 3 1501847 240.38 7 1411887 386.35 2 1568963 661.88 3 1504072 850.16 3 1504072 850.16
psr-small-ipc4
01 8 2 11 0.01 1 10 0.00 2 10 0.01 1 10 0.00 2 10 0.01 1 10 0.00
02 11 2 68 0.01 1 52 0.00 2 70 0.01 1 55 0.00 2 60 0.02 1 52 0.00
03 11 2 31 0.01 1 31 0.00 2 33 0.02 1 31 0.00 2 29 0.01 1 31 0.00
04 10 2 373 0.03 1 66 0.00 2 373 0.03 1 91 0.00 2 293 0.04 1 73 0.00
05 11 2 149 0.02 1 75 0.00 2 149 0.02 1 79 0.00 2 112 0.02 1 75 0.00
06 8 2 11 0.01 1 10 0.00 2 10 0.02 1 10 0.00 2 10 0.01 1 10 0.00
07 11 2 97 0.01 1 61 0.00 2 112 0.01 1 61 0.00 2 81 0.02 1 61 0.00
08 8 2 126 0.01 1 24 0.00 2 131 0.02 1 29 0.00 2 52 0.02 1 25 0.00
09 8 2 43 0.01 1 18 0.00 2 44 0.01 1 19 0.00 2 25 0.02 1 18 0.00
10 7 3 404 0.05 2 131 0.01 3 404 0.04 2 183 0.00 3 286 0.08 2 155 0.01
11 19 4 150 0.02 2 149 0.00 4 153 0.02 2 149 0.00 4 150 0.02 2 149 0.00
12 16 4 146 0.02 2 120 0.00 4 150 0.02 2 123 0.00 4 146 0.03 2 120 0.00
13 15 5 91 0.02 3 90 0.00 5 91 0.01 3 90 0.00 5 89 0.02 3 90 0.00
14 9 3 28 0.02 2 19 0.00 3 19 0.01 2 19 0.00 3 27 0.02 2 19 0.00
15 10 2 3186 0.44 2 1200 0.08 2 748 0.07 2 708 0.03 2 3186 0.48 2 769 0.09
16 25 3 2538 0.05 2 2328 0.02 3 2113 0.03 2 2158 0.01 3 2625 0.06 2 2176 0.03
17 9 3 16 0.01 2 15 0.00 3 14 0.01 2 15 0.00 3 16 0.01 2 15 0.00
18 12 3 149 0.02 2 85 0.00 3 149 0.02 2 90 0.00 3 137 0.03 2 85 0.00
19 25 5 8423 0.16 3 8025 0.11 5 7756 0.08 3 7856 0.05 5 8817 0.18 2 7876 0.12
20 17 5 82 0.02 3 80 0.00 5 84 0.02 3 80 0.00 5 82 0.03 3 80 0.00
21 10 4 41 0.02 3 28 0.00 4 39 0.01 3 28 0.00 4 39 0.02 3 28 0.00
22 33 8 184124 4.11 3 163299 4.17 8 189114 1.70 3 176058 1.56 8 184124 5.08 3 168685 5.01
23 12 4 220 0.04 3 77 0.00 4 220 0.03 3 93 0.00 4 178 0.05 3 77 0.00
24 10 4 41 0.02 3 28 0.00 4 39 0.02 3 28 0.00 4 39 0.02 3 28 0.00
25 9 2 6026 9.21 2 485 3.06 2 740 1.03 2 463 0.58 2 946 9.91 2 482 3.28
26 17 5 173 0.03 3 144 0.00 5 179 0.02 3 150 0.00 5 173 0.04 3 146 0.00
27 21 5 705 0.05 3 616 0.01 5 821 0.02 3 675 0.00 5 705 0.07 3 650 0.01
28 14 4 93 0.02 3 79 0.00 4 93 0.01 3 79 0.00 4 88 0.03 3 79 0.00
29 21 9 139469 4.30 4 142772 4.55 9 188291 2.25 3 187319 2.12 9 139469 5.30 4 159325 5.80
30 22 5 2292 0.09 3 1791 0.03 5 2373 0.06 3 1982 0.01 5 2292 0.12 3 1883 0.04
31 19 4 20865 0.69 3 11278 0.25 4 16392 0.23 3 6810 0.08 4 22357 0.84 3 8297 0.24
32 24 6 431 0.05 4 431 0.01 6 435 0.03 4 431 0.00 6 431 0.06 4 431 0.01
33 21 4 2291 0.07 3 1480 0.02 4 1585 0.03 2 1436 0.01 4 2319 0.09 2 1391 0.03
34 21 6 224 0.03 4 223 0.00 6 227 0.02 4 223 0.00 6 224 0.05 4 223 0.00
35 22 4 146628 2.67 3 65965 1.43 4 87454 0.64 2 63186 0.46 4 128963 2.66 2 68281 1.70
36 22 6 807912 20.06 4 571766 12.62 6 563624 6.03 5 371834 3.41 6 563624 16.94 5 458402 11.77
37 23 9 1263 0.15 5 1307 0.03 9 1498 0.06 5 1417 0.01 9 1263 0.20 5 1363 0.03
38 13 5 307 0.05 3 301 0.01 5 493 0.02 3 372 0.00 5 307 0.07 3 326 0.01
39 23 5 3088 0.12 3 2486 0.05 5 3955 0.06 3 2942 0.02 5 3088 0.16 3 2682 0.07
40 20 3 821479 22.51 2 259683 8.59 3 209183 3.66 2 182608 2.70 3 419694 15.18 2 270195 11.73
41 10 4 61 0.02 3 31 0.00 4 61 0.01 3 34 0.00 4 51 0.03 3 31 0.00
42 30 4 1878 0.04 3 1855 0.02 4 1791 0.02 2 1747 0.01 4 1956 0.04 2 1739 0.02
43 20 6 329 0.03 4 328 0.00 6 329 0.02 4 328 0.00 6 326 0.04 4 328 0.00
44 19 8 2757 0.16 4 2990 0.07 8 3555 0.07 4 3430 0.03 8 2757 0.22 4 3121 0.08
45 20 6 398 0.05 4 347 0.00 6 436 0.03 4 376 0.00 6 398 0.07 4 359 0.01
46 34 5 73394 1.02 2 60888 0.86 5 61630 0.33 2 61842 0.31 5 76463 1.17 2 61563 0.99
47 27 7 4238 0.22 3 4104 0.09 7 5100 0.10 3 4522 0.03 7 4238 0.30 3 4284 0.11
48 37 9 16134714 673.78 4 12080249 604.43 3 17435137 247.20 9 16134714 822.99 4 13514084 784.80
50 23 8 681 0.08 6 637 0.01 8 687 0.04 6 659 0.01 8 681 0.11 6 645 0.02
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Similar to Table 8 for the Rovers, Satellite, TPP, Trucks, and Zenotravel domains.
Task h∗ Forks Inverted forks Both
Optimal for I Uniform Optimal for I Uniform Optimal for I Uniform
I nodes time I nodes time I nodes time I nodes time I nodes time I nodes time
rovers-ipc5
01 10 6 173 0.01 6 147 0.00 6 173 0.01 6 147 0.00 6 173 0.01 6 147 0.00
02 8 6 50 0.01 6 44 0.00 6 50 0.02 6 44 0.00 6 50 0.02 6 44 0.00
03 11 6 523 0.02 5 672 0.01 6 494 0.01 6 419 0.00 6 523 0.02 6 448 0.01
04 8 7 20 0.01 6 47 0.00 7 21 0.01 7 20 0.00 7 20 0.01 6 24 0.00
05 22 14 587122 18.75 11 808084 22.61 14 518811 12.12 14 410712 9.23 14 587122 20.90 13 522937 18.29
07 18 11 602274 37.95 6 4546797 191.34 12 396969 11.57 10 741649 21.01 12 401806 30.56 8 1682245 102.77
12 19 12 698692 72.13 12 679360 37.10 11 1529551 76.46 12 698692 79.13
satellite-ipc4
01 9 7 29 0.01 6 24 0.00 7 29 0.02 6 32 0.00 7 29 0.02 6 29 0.00
02 13 11 86 0.02 10 86 0.00 11 91 0.03 8 337 0.00 11 94 0.04 8 241 0.01
03 11 9 767 0.07 5 2249 0.08 9 981 0.07 7 656 0.01 9 1038 0.13 7 728 0.04
04 17 16 1457 0.23 10 9817 0.57 16 1380 0.28 11 14860 0.38 16 1085 0.41 11 11250 0.76
05 15 10 63761 9.98 7 279569 49.47 13 6906 0.98 10 46453 4.92 13 4169 1.67 9 61692 18.85
06 20 15 378078 38.13 10 1496577 92.22 16 228672 10.38 10 1572327 51.68 16 171620 21.08 10 1518261 105.65
07 21 18 2511377 265.04 18 2078741 686.02
tpp-ipc5
01 5 5 6 0.01 5 6 0.00 5 6 0.01 4 6 0.00 5 6 0.01 5 6 0.00
02 8 8 9 0.01 8 9 0.00 8 9 0.01 7 11 0.00 8 9 0.01 8 9 0.00
03 11 11 12 0.02 11 12 0.00 11 12 0.01 9 27 0.00 11 12 0.02 10 16 0.00
04 14 14 15 0.02 14 15 0.00 14 15 0.02 11 78 0.00 14 15 0.02 13 47 0.00
05 19 19 20 0.12 15 623 0.02 17 1306 0.05 13 5110 0.08 19 20 0.13 15 1455 0.05
06 25 7 5843306 201.49 7 5843306 179.03 7 5843306 81.32 5 6916518 95.86 7 5843306 215.08 6 6153923 222.35
trucks-ipc5
01 13 7 2043 0.07 5 1691 0.03 7 1013 0.05 6 1027 0.01 7 1117 0.08 6 1039 0.03
02 17 9 11681 0.33 7 9624 0.23 10 2898 0.07 9 2898 0.04 10 2942 0.18 8 2957 0.11
03 20 11 105292 4.45 8 80693 2.99 12 19568 0.59 11 20752 0.44 12 21443 1.42 10 22236 1.14
04 23 13 1699483 56.87 8 1753866 48.55 13 1036115 24.56 11 1205793 23.48 13 1363663 59.56 9 1315672 50.35
05 25 15 11461967 607.64 9 12472562 515.50 15 6172038 225.61 13 8007189 242.98 15 10107973 599.86 10 9483222 512.55
07 23 13 3237871 166.29 10 2134728 96.15 14 626947 17.47 13 719751 16.91 14 763790 61.29 11 755608 50.72
08 25 16 4012227 204.98 14 5199440 221.76 16 6341279 786.44 13 6630689 687.95
zenotravel-ipc3
01 1 1 2 0.03 1 2 0.00 1 2 0.03 1 2 0.00 1 2 0.05 1 2 0.00
02 6 5 9 0.03 4 17 0.00 5 9 0.03 3 18 0.00 5 9 0.05 4 17 0.00
03 6 6 83 0.07 4 28 0.01 6 53 0.03 5 18 0.01 6 25 0.09 5 12 0.01
04 8 8 12 0.10 5 99 0.01 7 44 0.06 5 88 0.01 8 10 0.15 5 81 0.01
05 11 11 20 0.14 8 177 0.01 11 105 0.07 9 220 0.01 11 88 0.21 9 136 0.02
06 11 11 634 0.21 8 2287 0.10 11 1830 0.13 9 1144 0.05 11 444 0.30 9 504 0.05
07 15 12 2979 0.27 8 5088 0.16 12 2806 0.13 9 4234 0.09 12 3240 0.45 9 4199 0.19
08 11 10 57 0.99 7 3268 0.35 10 632 0.42 8 1026 0.12 11 119 1.71 8 1655 0.32
09 21 19 84749 12.58 14 2844771 177.70 18 966627 68.56 15 2842546 176.05 20 73137 22.02 15 2433822 262.84
10 22 21 110557 34.92 17 2283679 295.65 21 527430 56.23 18 1921903 196.38 22 13316 13.23 18 1832871 383.99
11 14 13 621 2.35 9 139687 18.63 13 45924 5.47 10 76904 8.20 13 1046 4.45 9 93782 19.51
12 21 19 374833 127.85 20 111037 69.66
13 26 24 425408 229.06 24 984912 714.39
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Similar to Table 8 for the non-IPC Schedule-STRIPS domain.
Task h∗ Forks Inverted forks Both
Optimal for I Uniform Optimal for I Uniform Optimal for I Uniform
I nodes time I nodes time I nodes time I nodes time I nodes time I nodes time
schedule-strips
02-0 3 2 259 0.23 2 5 0.07 2 5 0.30 2 5 0.04 2 5 0.51 2 5 0.08
02-1 2 2 71 0.40 2 3 0.08 2 3 0.16 2 4 0.05 2 32 0.55 2 3 0.10
02-2 2 2 50 1.16 2 3 0.17 2 3 0.24 2 3 0.06 2 3 0.19 2 3 0.19
02-3 3 2 55 1.06 2 26 0.17 2 141 0.21 2 37 0.06 2 73 1.29 2 26 0.18
02-4 3 2 31 1.22 2 68 0.17 2 370 0.25 2 188 0.07 2 31 1.36 1 220 0.26
02-5 2 2 3 1.10 2 3 0.17 2 6 0.19 2 3 0.05 2 3 0.19 2 3 0.19
02-6 2 2 68 0.37 2 3 0.07 2 7 0.16 2 5 0.04 2 29 0.49 2 3 0.09
02-7 2 2 3 0.97 2 3 0.15 2 3 0.18 2 3 0.05 2 3 39.92 2 3 0.17
02-8 2 2 79 1.08 2 3 0.17 2 9 0.20 2 3 0.05 2 3 0.19 2 3 0.19
02-9 3 2 259 0.23 2 5 0.07 2 5 0.30 2 5 0.04 2 5 0.49 2 5 0.08
03-0 4 3 192 2.01 3 40 0.31 3 956 0.43 2 407 0.16 2 140 0.45 2 140 0.45
03-1 2 2 3 1.80 2 3 0.22 2 19 0.41 2 3 0.08 2 3 1.82 2 3 0.25
03-2 4 3 70 1.29 3 27 0.21 3 138 0.29 3 50 0.09 3 33 0.25 3 33 0.25
03-3 4 3 24169 3.30 3 15 0.13 3 91 0.26 2 91 0.09 3 2254 1.19 3 15 0.15
03-4 3 3 1408 3.59 3 4 0.39 3 4 0.38 2 16 0.10 3 110 4.22 3 4 0.44
03-5 4 4 15 2.19 3 73 0.38 3 233 0.37 2 471 0.14 4 15 2.52 3 74 0.43
03-6 4 4 31 0.48 3 72 0.12 3 30 0.34 2 75 0.08 4 31 0.79 3 69 0.13
03-7 4 3 323 1.31 3 28 0.23 3 204 0.40 3 50 0.09 3 28 0.25 3 28 0.25
03-8 4 3 273 0.43 3 273 0.43 3 318 0.44 2 266 0.14 3 273 0.48 3 273 0.48
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