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1. Introduction
Let B be an irreducible, spherical Moufang building of rank   2 different from an
octogon, A an apartment of B and Φ the set of roots of A. For r ∈ Φ let A¯r be the root-
subgroup of Aut(B) in the sense of Tits, see [Ti1, I §4 and II §5] and let G¯ = 〈A¯r | r ∈ Φ〉.
Then we call G¯ the Lie-type group of B. (In [Ti2,Ti4,Ti5] G¯ was called the group of Lie-
type B. But since we will also introduce a group of type B, I have changed notation.) These
Lie-type groups of B share many properties with Chevalley groups, for example:
– G¯ is simple, except in certain cases when  = 2 and G¯ is defined over GF(2). (In these
cases G¯′ is simple!)
– G¯Aut(B) and Aut(B) = G¯ · H¯ , where
H¯ = {σ ∈ Aut(B) | cσ = c for all chambers c of A}
see [Ti1, II §5]. Aut(B) will, as in [Ti1], always denote the group of type preserving au-
tomorphisms of B. Moreover, one can extend Φ to a possibly nonreduced root-system Φ˜
and introduce new ‘root-subgroups’ A¯r for r ∈ Φ˜ − Φ , such that for the A¯r , r ∈ Φ˜ , the
following hold (Φ˜ = Φ , only if B is of type C,Φ of type B and Φ˜ of type BC):
E-mail address: franz.timmesfeld@math.uni-giessen.de.0021-8693/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2005.04.031
F.G. Timmesfeld / Journal of Algebra 300 (2006) 806–819 807(S1) X¯r = 〈A¯r , A¯−r 〉 is a rank one group with unipotent subgroups A¯r and A¯−r in the
sense of [Ti1, I] for r ∈ Φ˜ . (The theory of rank one groups developed in [Ti1, I] will
be used throughout this paper.)
(S2) If r, s ∈ Φ˜ and r = −s or −2s and s = −2r , then
[A¯r , A¯s] 〈A¯λr+μs | λ,μ ∈N with λr + μs ∈ Φ˜〉.
Moreover, A¯2r  A¯r if {r,2r} ⊆ Φ˜ . (In (S2) we use the convention 〈∅〉 = 1, so that
the statements A¯′s = 1 if 2s /∈ Φ˜ and A¯′s  A¯2s  Z(A¯s), if {s,2s} ⊆ Φ˜ are included
in (S2).)
(S3) If r, s ∈ Φ˜ and nr ∈ X¯r with A¯nrr = A¯−r , A¯nr−r = A¯r , then A¯nrs = A¯swr ; where wr is
the reflection along r on Φ˜ . (Notice that by [Ti1, I (1.3)] such nr ∈ X¯r always exist!)
(For a proof that properties (S1)–(S3) hold in the groups Aut(B) see [Ti1, II §5].) Let
now G be an arbitrary group generated by subgroups Ar, r ∈ Φ˜ , Φ˜ as above (i.e. Φ˜ is
a root-system of one of the types A, B, C, BC, D, E, F4 or G2). Then, if the Ar
satisfy (S1)–(S3), it has been shown in Theorem 1 of [Ti2] that there exists a building B
with ‘extended’ root-system Φ˜ , a Lie-type group G¯ of B and a surjective homomorphism
σ :G → G¯ with σ(Ar) = A¯r and kerσ  Z(G) ∩ H , where H = 〈Hr | r ∈ Φ˜〉 and Hr =
NXr (Ar) ∩ NXr (A−r ). (Notice that kerσ  H implies σ |Ar is injective!) To abbreviate
notation we will call in such a situation G a group of type B. (It is an interesting question,
the answer to which I do not know, if there exists a universal group of type B, similar to a
universal Chevalley group.)
Notice that condition (S2) is a generalization of the Chevalley-commutator relations.
(I.e. if a group satisfies some type of elementwise ‘Chevalley-commutator relations,’ it
certainly satisfies (S2).) Moreover, condition (S1) is by [Ti1, I (5.1)] a direct consequence
of the conjugation relation:
ar(u)
nr (t) = a−r
(−t−2u); u ∈ k, t ∈ k∗,
holding in Chevalley groups. Hence a uniform classification of groups satisfying (S1) and
(S2) can be considered as a far reaching generalization of the Steinberg-presentation of
Chevalley groups. (This is the reason for choosing the names (S1)–(S3) for these con-
ditions.) After many partial results in this direction we are in this paper able to give a
complete solution in all cases except Φ = Φ˜ = G2. We will prove:
Theorem 1. Let Φ˜ be an irreducible, spherical root-system of rank  2 of one of the types
A, B, C, BC,  2, D,  4, E, 6  8, or F4 and let G be a group generated
by subgroups Ar , r ∈ Φ˜ , satisfying (S1) and (S2). Let
Ψ = {r ∈ Φ˜ | 2r /∈ Φ˜} ∪ {s ∈ Φ˜ | 2s ∈ Φ˜ and As = A2s}.
Then Ψ = ⋃˙Ψi , i ∈ I , such that the following hold:
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Dn, n 4, En, 6 n 8, or F4 or Ψi = {±α} respectively Ψi = {±α,±2α} for some
α ∈ Ψ . Moreover, if Ψi is of type En, then Ψ = Φ˜ is of type E and n .
(2) Let Gi = G(Ψi) = 〈Ar | r ∈ Ψi〉. Then G is the central product of the Gi and either
Gi = Xα (in case Ψi = {±α} respectively {±α,±2α}) or there exists a Moufang build-
ing Bi with “extended” root-system Ψi such that Gi is of type Bi .
Notice that the Ψi are not necessarily root-subsystems of Φ˜ . The easiest case when this
happens is, when Φ˜ = Ψ = C2 and Φ˜ = Ψ1 ∪˙ Ψ2, Ψ1 = {±s}, s a long root of Φ and
Ψ2 carries the structure of a root-system of type A2. (Clearly A2 is not a root-subsystem
of C2.) Moreover, it does happen that rankΨi > rank Φ˜ . For example in case Φ˜ = F4 some
Ψi might be of type A5, see [Ti4].
The proof of Theorem 1 is the last step of a series of papers, which treat special cases
of Theorem 1. For the convenience of the reader we describe this subdivision here:
I The single bond case of Theorem 1, i.e. when Φ = Φ˜ is of type A,  2, D,  4,
or E, 6    8, has been treated in [Ti3]. In this case, which is easy, the Ψi are
necessarily root-subsystems of Φ˜ .
II Next, in [Mu1,Ti4,Ti5], a weaker version of Theorem 1 has been proved in Char = 2
for Φ˜ of type B, C, BC,   2, and F4. In this weaker version only one central
factor of G (which is possibly equal to G) has been determined.
Notice that these papers, except in case  = 2, are not needed for the proof of Theo-
rem 1.
III Now, for the proof of Theorem 1 in case Φ˜ = BC in this paper and Φ = Φ˜ of type B,
C or F4 in [Ti6], one needs to solve the rank two case (i.e.  = 2) first, as induction
basis. This has been done in [Mu1,Ti5] in Char = 2 and for B2 = C2 and Char = 2
in [Ti6]. Finally the case Φ˜ = BC2 will be treated in Section 3 of this paper. (The
arguments in Section 3 do not depend on [Ti5], where the same problem has been
solved in Char = 2.)
IV The higher rank cases, i.e.  > 2, depend on an elementary classification of spherical
Weyl-groups as finite {3,4}-transposition groups in [Ti7]. This classification will be
applied in the BC-case in this paper, respectively has been applied in the B-, C- or
F4-case in [Ti6], to a certain section N/H of G, which will play the role of a Weyl
group of G.
V The final step in the proof of Theorem 1 is then to show, that G is a central product
of subgroups of types Bi , which correspond to the central factors of the Weyl group
N/H . For the identification of these central factors (as well as in the rank two cases)
we use Theorem 1 of [Ti2], where groups of type Bi , have been determined using
(S1)–(S3). This will be done for Φ˜ = BC,   3, in Section 4 of this paper and has
been done for Φ = Φ˜ of type B, C,  3, or F4 in [Ti6].
It should be mentioned that in the meantime Theorem 1 has been also proved in case
Φ = Φ˜ = G2 by my students Carsten Müller [Mu2] and Helga Oueslati (in her thesis).
This means that we have a uniform classification of groups satisfying (S1) and (S2) for
F.G. Timmesfeld / Journal of Algebra 300 (2006) 806–819 809arbitrary Φ˜ . (Except in case Φ˜ = 2F4. But in this case the conditions (S1) and (S2) need to
be modified slightly.)
Finally we present an example to persuade the reader of the necessity of the distinction
between Φ˜ and Ψ in Theorem 1:
Let Φ˜ be a root-system of type BC2. Then it does happen that Ψ1 = {±s,±2s} and
G1 = G(Ψ1) is a unitary group of Witt-index one and dimension 3. Then G1 = Xs > X2s
and X2s is the corresponding unitary group of Witt-index one and dimension two. But
Ar+s = A2r+2s , A−r−s = A−2r−2s , Ψ2 = Φ˜ −Ψ1, Ψ2 carries the structure of a root-system
of type A2 and G2 = G(Ψ2) is isomorphic to SL3. Then clearly G1 × G2 satisfies the
hypothesis of Theorem 1 with Φ˜ of type BC2. (In this example we used the enumeration
of roots of a root-system of type BC2 of Section 3.)
2. Notation and preliminary results
In this section we assume that G = 〈Ar | r ∈ Φ˜〉 is a group satisfying (S1) and (S2) with
Φ˜ the nonreduced root-system of type BC,   2. We will use the description of such a
root-system of type BC given in [Ti1, II §5]. Let Φ0 := {r ∈ Φ˜ | 2r /∈ Φ˜}. Then Φ0 is a
root-subsystem of Φ˜ of type C. If r, s ∈ Φ˜ then 〈r, s〉 is the root-subsystem of Φ˜ spanned
by r and s. Sometimes we consider different root-system structures on subsets of Φ˜ . If Ψ
is such a subset carrying the structure of a root-system, we write
〈r, s〉Ψ for the root-subsystem of Ψ spanned by r and s for r, s ∈ Φ˜.
In this situation 〈r, s〉Ψ might be different from 〈r, s〉.
If Δ ⊆ Φ˜ with −r ∈ Δ if r ∈ Δ, let G(Δ) := 〈Xr | r ∈ Δ〉.
For r ∈ Φ˜ we fix the following notation:
Xr := 〈Ar,A−r 〉 and Hr := NXr (Ar) ∩ NXr (A−r ).
If r,2r ∈ Φ˜ , then it follows from [Ti1, I §1] that H2r  N(Ar), since the unipotent
subgroups of rank one groups are TI-subgroups. Hence H2r Hr and if n2r ∈ X2r inter-
changing A2r and A−2r by conjugation, then
Hrn2r =
{
x ∈ Xr | Axr = A−r , Ax−r = Ar
}
.
(It cannot be deduced from the hypothesis (S1) and (S2) that Hr  N(A2r ). In fact it
follows from 3.1, Theorem 1 of [Ti2] and the description of a group of type B, B a Moufang
quadrangle with ‘extended’ root-system of type BC2 in [Ti1, II (5.3)] that either Hr 
N(A2r ) or [Xr,Xs] = 1 for all s ∈ Φ˜ − {±r,±2r}. But in the second case X2r might be
just any rank one subgroup of Xr with A2r  Z(Ar).)
Let now r, s ∈ Φ˜ be linearly independent. Then either r and s are orthogonal, 〈r, s〉 is
of type A2, B2 or C2 or 2r respectively 2s ∈ Φ˜ and 〈r, s〉 is of type BC2. In the first case
[Xr,Xs] = 1 by (S2), since then there is no root in Φ˜ of the form λr + μs with λ,μ ∈N.
Hence we obtain:
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of type BC2. Then the following hold for all linear independent r, s ∈ Φ˜:
(1) Hr N(As).
(2) [Hr,Hs]Hr ∩ Hs .
(3) [Hr,ns]Hs for all ns ∈ Xs with Anss = A−s ,Ans−s = As .
Proof. Clearly (1)–(3) hold if [Xr,Xs] = 1. In the other cases 2.1 is a consequence of
[Ti3, (2.2)], Corollary 3 of [Ti6] and 3.1. (Notice that Hr = 〈nrn′r | nr, n′r ∈ Xr both inter-
changing Ar and A−r 〉. Hence if we have Anrs = An
′
r
s = Aswr for all such elements, then
Hr N(As). For the proof of (3) see also [Ti1, II (5.11)(1)].) 
2.2. Notation. Suppose that the conclusion of 3.1 holds for R = 〈Xα | α ∈ 〈r, s〉〉 if 〈r, s〉 is
of type BC2. Then by 2.1
H := ΠHα, α ∈ Φ˜,
is a subgroup of G and N := 〈H,nr | r ∈ Φ˜〉, where nr ∈ Xr interchanging Ar and A−r ,
is a subgroup of G normalizing H .
(Notice that Hnr = Hn2r if also 2r ∈ Φ˜ by the remarks above.) Set N¯ = N/H and
consider—as the natural homomorphism. For Δ ⊆ Φ˜ with −r ∈ Δ if r ∈ Δ let N¯(Δ) =
〈n¯r | r ∈ Δ〉. Then we have:
2.3. Lemma. Suppose 3.1 holds for R = 〈Xα | α ∈ 〈r, s〉〉 for all r, s ∈ Φ˜ such that 〈r, s〉 is
of type BC2. Then {n¯r | r ∈ Φ˜} is a finite set of {3,4}-transpositions of N¯ , which satisfies
the hypothesis of the main theorem of [Ti7].
Proof. As shown above n¯r = n¯2r if {r,2r} ⊆ Φ˜ . Hence by the definition of Φ0 it follows
that
{n¯r | r ∈ Φ˜} =
{
n¯r | r ∈ Φ0
}
.
Since Φ0 is a root-system of type C this implies that 2.3 is a consequence of (4.1), (4.2)
of [Ti6]. 
We finally state Corollary 3 of [Ti6] for the convenience of the reader, since it will be
used many times in Section 3:
2.4. Suppose the group G satisfies (S1) and (S2) with Φ = Φ˜ of type B2 = C2. Then one
of the following holds:
(1) G is the central product of the Xr, r ∈ Φ .
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and nr ∈ Xr interchanging Ar and A−r we have Anrs = Aswr , wr the reflection on Φ
along r .
(3) There exists a long root s ∈ Φ with XsG. Moreover, if Δ = Φ−{±s}, then Δ carries
the structure of a root-system of A2, G1 = G(Δ) = 〈Xr | r ∈ Δ〉 is of type B, where B
is a Moufang plane with root-system Δ, and G = Xs ∗ G1. Further for all r, s ∈ Δ we
have Anrs = Aswr , nr,wr as in (1) with respect to Δ.
Proof. See [Ti6]. 
3. The BC2-case
We assume in this section that G satisfies the hypothesis of Theorem 1 with Φ˜ of type
BC2. Let
























Φ˜:
2s r + 2s 2r + 2s
r
−2s−r − 2s−2r − 2s
−r
s r + s
−r−s −s
and Φ0 = {±r,±2s,±(r + 2s),±(2r + 2s)} the subsystem of Φ˜ of type C2. Let G0 =
G(Φ0) = 〈Aα | α ∈ Φ0〉. Then G0 satisfies one of the cases (1)–(3) of 2.4. In this section
we will prove the following theorem.
3.1. Theorem. Suppose G satisfies (S1) and (S2) with Φ˜ = BC2. Then one of the following
holds:
(1) G = Xs ∗ Xr+2s ∗ Xr+s ∗ Xr. (∗ means central product. Notice that by condition (S2)
we have X2s Xs and X2r+2s Xr+s .)
(2) G is of type B, B a Moufang quadrangle with (extended) root-system Φ˜ of type BC2.
(Notice that in this case it can happen that As = A2s and Ar+s = A2r+2s , so that
G = G0 is of type C2!) Moreover, for all r, s ∈ Φ and nr ∈ Xr interchanging Ar and
A−r we have Anrs = Aswr , wr the reflection on Φ˜ along r .
(3) Xα  G for α = s or r + s. Further, if Δ = Φ˜ − {±α,±2α}, then Aβ = A2β if
{β,2β} ⊆ Δ. Moreover, Δ0 = Δ∩Φ0 carries the structure of a root-system of type A2,
G(Δ0) is of type B, B a Moufang plane with root-system Δ0 and G = Xα ∗ G(Δ0).
Further for all β,γ ∈ Δ we have Anγβ = Aβwγ ; nγ , wγ defined as in (2) with respect
to Δ0.
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then nα is an arbitrary element of Xα interchanging Aα and A−α by conjugation. Then, as
shown in Section 2,
Hαnα =
{
x ∈ Xα | Axα = A−α, Ax−α = Aα
}
and H2α Hα and n2α ∈ Hαnα if also 2α ∈ Φ˜ . Hence we may and will pick in this situa-
tion an nα such that nα = n2α .
As in [Ti2] let
Uα := 〈Aβ | β ∈ Φ˜ between α and −α in the clockwise sense〉.
(For example U−r = 〈As,Ar+2s ,Ar+s〉.) Then we have by [Ti2, (2.1), (2.2)]:
3.2. The following hold:
(1) Xα normalizes Uα and U−α .
(2) AαUα and A−αUα are nilpotent.
(3) Aα ∩ Uα = 1 = A−α ∩ Uα .
(4) 〈Uα,U−α〉G. Moreover, G = 〈Uα,U−α〉Xα , if α = 2β for all β ∈ Φ˜ .
If α ∈ Φ0 let Vα = 〈Aβ | β ∈ Φ0 between α and −α in the clockwise sense〉.
Then for Vα,V−α,Xα and G0 the same statement as 3.2 holds. (With respect to G0.)
We now start with the proof of 3.1. We will show that, if the case (i), 1 i  3, of 2.4
holds for G0, then the corresponding case (i) of 3.1 will hold for G. We first treat the most
important case (2).
3.3. Proposition. Suppose G0 is of type B0, B0 a Moufang quadrangle with root-
system Φ0. Then G is of type B, B a Moufang quadrangle with (extended) root-system
Φ˜ of type BC2.
Proof. By Theorem 1 of [Ti2] we have to show:
If α,β ∈ Φ˜, then Anαβ = Aβwα , where wα is the reflection along α on Φ˜. (∗)
By the proof of Proposition 2 of [Ti6] we know that (∗) holds for all α,β ∈ Φ0. We
extend this to arbitrary α,β ∈ Φ˜ in several steps. First we show:
(i) Suppose α ∈ Φ0 is short (in Φ0). Then Anαβ = Aβwα for all β ∈ Φ˜ .
To prove (i) we may, changing the denotation of the roots if necessary, assume α = r .
Then with symmetry it suffices to show Anrs = Ar+s and Anrr+s = As , since if β ∈ Φ0 we
know already that (∗) holds.
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Namely suppose that x ∈ CU−r (Ar) − Ar+sAr+2s . Then 〈x,A−s〉 C(Ar). But
〈x,A−s〉Us = XsUs by [Ti1, I (1.4)].
Since X2s Xs and since [Us,Ar ]A2r+2s , this implies that X2s centralizes ArA2r+2s/
A2r+2s , a contradiction to An2sr = Ar+2s .
This shows Anrs Ar+sAr+2s . Suppose 1 = y ∈ Anrs − Ar+s . Then, as above,
〈y,A−r−2s〉Ur+2s = Xr+2sUr+2s .
Now, as As  C(A−2r−2s), we obtain Anrs  C(A−2s), since (∗) holds for Φ0. Similarly
A
nr
s  C(Ar), since As  C(A−r ). This implies Anrs  C(Vr+2s), since by condition (S2)
Vr+2s  Z(Ur+2s). Hence we obtain
Xr+2s  〈y,A−r−2s〉Ur+2s  C(A−2s),
again a contradiction since (∗) holds for G0. This shows Anrs  Ar+s . The symmetric
argument yields Anrr+s As , which then proves (i).
Let U˜−r = U−r/V−r . Then we have:
(ii) U˜−r = A˜s ⊕ A˜r+s and A˜r+s = [A˜s,Ar ] = [A˜s, a] = CU˜−r (a) = CU˜−r (Ar) for each
1 = a ∈ Ar.
The first part of (ii) is a consequence of 3.2(3). As Xr = 〈A−r , a〉, it follows that
A˜s[A˜s, a] is Xr -invariant. Since by (i) A˜nrs = A˜r+s , this shows [A˜s, a] = A˜r+s for each
1 = a ∈ Ar . If now CU˜−r (a) > A˜r+s , then CA˜s (Xr) = 1, a contradiction to A˜s ∩ A˜
nr
s = 1.
This proves (ii).
Next we show:
(iii) Let α ∈ Φ˜ − Φ0. Then Hα normalizes Aβ for all β ∈ Φ˜ .
By symmetry we may, to prove (iii), assume α = s. Now (ii) implies [As,Ar ]Ar+2s =
Ar+sAr+2s . Hence Hs normalizes
CUs (As)[Us,As] = Ar+sAr+2s
and
CUs (A−s)[Us,A−s] = Ar+sAr .
Since ArAr+s ∩ Ar+2sAr+s = Ar+s(Ar ∩ Ar+2sAr+s) = Ar+s , we obtain Hs 
N(Ar+s). As U−r = As(Ar+2sAr+s) and Ur+2s = A−s(ArAr+s) it follows that Hs nor-
malizes U−r and Ur+2s . Similarly Hs also normalizes
CU−s (As)[U−s ,As] = A−rA−r−s
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CU−s (A−s)[U−s ,A−s] = A−r−2sA−r−s ,
since (ii) also holds for the action of Xr on U˜r . Hence we obtain, as before, Hs 
N(A−r−s). Now
〈
A
Hs−r
〉
A−rA−r−s ∩ N(U−r ) = A−r
and
〈
A
Hs
−r−2s
〉
A−r−2sA−r−s ∩ N(Ur+2s) = A−r−2s .
Hence Hs  N(A−r ) and Hs  N(A−r−2s). As U−r−2s = As(A−rA−r−s) and Ur =
A−s(A−r−2sA−r−s), we obtain Hs N(U−r−2s) and Hs N(Ur). But then, as above
〈
A
Hs
r+2s
〉
Ar+sAr+2s ∩ N(U−r−2s) = Ar+2s
and
〈
AHsr
〉
Ar+sAr ∩ N(Ur) = Ar,
whence Hs N(Ar)∩N(Ar+2s). Now, since by condition (S2) [Xs,X2r+2s] = 1, we have
[Hs,A2r+2s] = 1 = [Hs,A−2r−2s]. This implies
[〈
A
Hs
2s
〉
,Ar
] = 〈[A2s ,Ar ]Hs
〉

〈
(Ar+2sA2r+2s)Hs
〉 = Ar+2sA2r+2s .
By (ii) this yields 〈AHs2s 〉  As ∩ V−r = A2s and thus Hs  N(A2s). Since the same
argument also shows Hs N(A−2s), we obtain that Hs normalizes all Aβ,β ∈ Φ˜ .
We are now in the position to prove 3.3. By (i) (∗) holds for α ∈ Φ0 short. Since ns ∈
n2sHs , (iii) implies Ansβ = Aβws for all β ∈ Φ0. Finally
A
ns
±(r+s) = An2s±(r+s) = A±(r+s),
again by (iii) and since [X2s ,Xr+s] = 1. This shows that (∗) also holds for all α ∈ Φ˜ −Φ0
and whence for all n2α , proving 3.3. 
3.4. Lemma. One of the following holds:
(1) G is of type B, B a Moufang quadrangle with (extended) root-system Φ˜ .
(2) Xs G (respectively Xr+s G). Moreover, Xα C(Xs) for all α ∈ Φ˜ − {±s,±2s}.
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β ∈ Φ0 − {±2s} or the hypothesis of 3.3 is satisfied. Thus it suffices by 3.3 to show, that
in the first case (2) holds. But this is a consequence of [Ti2, (2.6)]. Notice that r and s are
interchanged in [Ti2, (2.6)]! 
3.5. Lemma. Suppose that G0 = X2s ∗Xr+2s ∗X2r+2s ∗Xr . Then G = Xs ∗Xr+2s ∗Xr+s ∗
Xr .
Proof. If G0 is a central product of rank one groups, then it follows as in 3.4 that Xs G
and Xr+sG. Hence by 3.4(2) Xr ∗Xr+2s  C(Xs)∩C(Xr+s) and thus G = Xs ∗Xr+2s ∗
Xr+s ∗ Xr . (By [Ti1, I (1.10)] Xs ∩ Xr+s  Z(Xs) ∩ Z(Xr+s)!) 
3.6. Lemma. Suppose G0 = X2s ∗ G1, G1 = 〈Xβ | β ∈ Φ0 − {±2s}〉 of type B, B a Mo-
ufang plane, and Δ0 = Φ0 −{±2s} carries the structure of a root-system of type A2. Then
G = Xs ∗ G1 and A±(r+s) = A±(2r+2s).
Proof. By 3.4 we have XsG. Thus, to prove 3.6, it suffices to show Ar+s = A2r+2s (and
A−r−s = A−2r−2s). To do this we may argue as in the proof of [Ti5, (2.7)], the arguments
of which we repeat for the convenience of the reader. We have
[Ar+s ,A−r−2s]A−sAr ∩ C(Xs) = Ar.
But since G1 is of type A2:
[a,A2r+2s] = [A−r−2s , b] = Ar for all a ∈ A#−r−2s , b ∈ A#2r+2s .
Let b¯ ∈ Ar+s − A2r+2s and a ∈ A#−r−2s . Then there exists a b ∈ A2r+2s with [a, b¯] =
[a, b−1] and thus [a, bb¯] = 1. This implies Xr+2s = 〈a,Ar+2s〉 C(bb¯) and so
Ar+s = A2r+2sCAr+s (Xr+2s).
The same argument implies A−r−s = A−2r−2sCA−r−s (Xr+2s). Suppose Ar+s = A2r+2s .
Then
Xr+s =
〈
CA−r−s (Xr+2s),Ar+s
〉
 C(Ar+2s) =
〈
CAr+s (Xr+2s),A−r−s
〉
 C(A−r−2s),
since also A−r−s = A−2r−2s and since both groups are interchanged by n2r+2s . Hence
Xr+s  C(Xr+2s). But this is a contradiction to X2r+2s Xr+s and G1 of type A2. 
Theorem 3.1 is now a consequence of Corollary 3 of [Ti6] and 3.4–3.6.
4. The BC-case,  3
Let in this section Φ˜ be a root-system of type BC,   3, and G = 〈Ar | r ∈ Φ˜〉 be
a group satisfying the hypothesis of Theorem 1 with respect to Φ˜ . We use the notation
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〈H,nr | r ∈ Φ˜〉 is a subgroup normalizing H . Let N¯ := N/H . Then by (2.4), (2.5) of
[Ti6], 3.1 and [Ti1, II (3.11)(5)] N¯ acts on Φ˜ by:
Arn¯ := (Ar)n¯.
(H N(Ar), so (Ar)n¯ = Anr for n¯ = Hn.)
Let Φ0 be as in Theorem 1. Then Φ0 is a root-subsystem of Φ˜ of type C. Let G0 :=
〈Aα | α ∈ Φ0〉. Then G0 satisfies the hypothesis of Theorem 1 of [Ti6] with respect to Φ0.
Hence Φ0 = ⋃˙i∈IΨ 0i , where each Ψ 0i carries the structure of root-system of one of the
types An, Bn, Cn, Dn or F4 or Ψ 0i = {±α}. Moreover,
G0 is a central product of subgroups G0i = 〈Ar | r ∈ Ψ 0i 〉, which we either of type Bi ,
Bi a Moufang building with root-system Ψ 0i or G0i = Xα (if Ψ 0i = {±α}).
By the choice of the nr in case 2r ∈ Φ˜ we have N = H 〈ns | s ∈ Φ0〉. Hence N¯ acts also
on Φ0 by Asn¯ := (As)n¯ for s ∈ Φ0. For each i ∈ I let
Ψi := Ψ 0i ∪
{
β ∈ Φ˜ | 2β ∈ Ψ 0i and Aα = A2β
}
.
Then Ψi ⊆ Ψ for each i ∈ I . We have:
4.1. Lemma. Suppose r,2r ∈ Φ˜ . Then rn¯ = s for n¯ ∈ N¯ if and only if (2r)n¯ = 2s.
Proof. This follows from the fact that, if α,2α ∈ Φ˜ , then 2α is the only root in Φ0 with
A2α Aα , since by [Ti1, I (2.1)] Xα = 〈A2α,A−α〉 is not nilpotent, but by condition (S2)
〈Aγ ,A−α〉 is nilpotent, for γ /∈ {−α,−2α}. 
4.2. Lemma. Let i ∈ I . Then one of the following holds:
(1) Ψi = Ψ 0i .
(2) Ψ 0i is of type Cn, Ψi carries the structure of a root-system of type BCn and for each
s ∈ Ψi − Ψ 0i we have As = A2s .
(3) Ψi = {±ri ,±2ri}.
Proof. If Ψ 0i = {±s} for some s ∈ Φ˜ then either Ψi = Ψ 0i and (1) holds or there exists a
unique r ∈ Ψ with s = 2r . In the second case (3) holds by the definition of Ψi . So we may,
to prove 4.2, assume that |Ψ 0i | > 2.
Suppose next that Ψ 0i carries the structure of a root-system of one of the types: A, D,
E or F4. We show in this case:
Ψi = Ψ 0i . (∗)
Suppose s ∈ Ψi − Ψ 0i . Then, by the definition of Ψi , 2s ∈ Ψ 0i and As = A2s . We lead
this to a contradiction.
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and F4 an r ∈ Ψ 0i such that 〈2s, r〉Ψ 0i carries the structure of a root-system of type A2.
Now 〈s, r〉 is of type BC2, since otherwise [Xs,Xr ] = 1. Hence for R = 〈Xα | α ∈ 〈s, r〉〉
case (3) of Theorem 3.1 holds. But then, by 3.1(3), As = A2s , a contradiction. This
proves (∗).
The same argument shows that As = A2s and whence s /∈ Ψi , if Ψ 0i is of type B and
2s ∈ Ψ 0i is long (in Ψ 0i ) and s ∈ Φ˜ , respectively if Ψ 0i is of type C and 2s ∈ Ψ 0i is short.
Suppose finally that Ψ 0i is of type B,  3, s ∈ Φ˜ − Ψ 0i and 2s ∈ Ψ 0i is short (in Ψ 0i ).
Then there exists an α ∈ Ψ 0i such that 〈α,2s〉Ψ 0i is of type B2 and α is long in Ψ
0
i . Now,
by the introduction of the length of roots in Ψ 0i in the proof of [Ti6, (2.9)], we have:
If |2s| < |α| in Ψ 0i , then |2s| < |α| in Φ0.
But clearly 〈α, s〉 is of type BC2 and thus a root of type 2s is always the longest. This
contradiction shows that this case is impossible.
So we have shown that in case |Ψ 0i | > 2 either (1) holds or Ψ 0i is of type C and there
exists an s ∈ Ψi − Ψ 0i such that 2s is long in Ψ 0i and As = A2s . We will show that in this
case (2) holds.
Now N¯(Ψ 0i ) acts transitively on the long roots of Ψ
0
i . Since by 4.1 N¯(Ψ
0
i ) also acts on
Ψi , there exists for each long root α of Ψ 0i an r ∈ Ψi with α = 2r and Ar = A2r . Identify
the root-system Ψ 0i of type C with a subset of the Euclidian space. Then for α ∈ Ψ 0i long
we may set r = 12α. In this way Ψi also becomes a subset of the -dimensional Euclidian
space and a root-system of type BC. 
4.3. Corollary. Let Gi := G(Ψi) := 〈Ar | r ∈ Ψi〉. Then one of the following holds:
(1) Gi = G(Ψi) = 〈Ar | r ∈ Ψi〉 is of type Bi , Bi a building with root-system Ψ 0i = Ψi or
Gi = Xr and Ψi = Ψ 0i = {±r} in case (1) of 4.2.
(2) Gi is of type Bi , Bi a building with (extended) root-system Ψi of type BCn in case (2)
of 4.2.
(3) Gi = Xri X2ri in case (3) of type 4.2.
Proof. It follows directly from Theorem 1 of [Ti6] that (1) respectively (3) hold, if we are
in case (1) respectively (3) of 4.2. Thus it remains to show that 4.3(2) holds in case (2) of
4.2. For this we must verify the hypothesis of Theorem 1 of [Ti2] for the root-system Ψi of
type BCn.
Clearly Xr is a rank one group for r ∈ Ψi . If now r ∈ Ψ 0i and s ∈ Ψi then by 4.1:
Anrs = Aswr , wr the reflection along r on Ψi. (∗)
Namely if s ∈ Ψ 0i this is a consequence of the fact that G(Ψ 0i ) is of Lie-type with root-
system Ψ 0i . If s ∈ Ψi −Ψ 0i then Anr2s = A(2s)wr and (∗) holds by 4.1. Finally, if r ∈ Ψi −Ψ 0i ,
then nr ∈ n2rHr and whence (∗) holds for r since it holds for 2r .
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linearly independent, then we have by 3.1 and (2.4), (2.5) of [Ti6]:
[Ar,As]
〈
Aλr+μs | λ,μ ∈N with λr + μs ∈ 〈r, s〉Ψi
〉
 〈Aλr+μs | λ,μ ∈N with λr + μs ∈ Ψi〉. 
4.4. Lemma. The following hold:
(1) Ψi ∩ Ψj = ∅ for i = j . Moreover, Ψ = ⋃˙i∈IΨi .
(2) [Gi,Gj ] = 1 for i = j . In particular G is the central product of the Gi .
Proof. (1) Suppose r ∈ Ψi ∩ Ψj . Then r /∈ Φ0 and whence 2r ∈ Φ0. Let k ∈ I with
2r ∈ Ψ 0k . Then, by definition of Ψk , we obtain r ∈ Ψk and i = k = j . Since, again by
definition of the Ψi , each root s ∈ Ψ lies in some Ψi , this proves (1).
To prove (2), assume for a contradiction that α ∈ Ψi , β ∈ Ψj with i = j and
[Xα,Xβ ] = 1. Then α /∈ Ψ 0i or β /∈ Ψ 0j , since by assumption [G0i ,G0j ] = 1, and we
may without loss assume α /∈ Ψ 0i and Aα = A2α . Then 2α ∈ Ψ 0i and 〈α,β〉 is of type
BC2. (〈α,β〉 is a rank 2 root-subsystem of Φ˜ . Thus the only other possibility with
{α,2α} ⊆ Φ˜ would be that 〈α,β〉 is of type A1 × A1, in which case [Xα,Xβ ] = 1.) Hence
R = 〈Xγ | γ ∈ 〈α,β〉〉 satisfies one of the cases of 3.1.
Clearly 3.1(1) does not hold, since [Xα,Xβ ] = 1. Suppose next that 3.1(2) holds
and identify 〈α,β〉 with the root-system Φ˜ of Section 3 and α with s of Section 3. If
β ∈ Φ0, then [X2α,Xβ ] = 1 and Lemma 2.6 of [Ti2] implies β = 2r + 2s. But then also
[Xs,X2r+2s] = 1, contradicting our assumption. (In [Ti2, (2.6)] the roles of r and s are
interchanged compared to Section 3!) So β ∈ Φ − Φ0 and 2β ∈ Φ0. Hence α = s and
β = r + s.
Consider r + 2s. Since neither Xs nor Xr+s are normal in R, we obtain by [Ti2, (2.6)]
that [X2s ,Xr+2s] = 1 = [X2r+2s ,Xr+2s]. On the other hand, {2s,2r + 2s, r + 2s} ⊆ Φ0,
so that by the assumption of this section {2s,2r + 2s, r + 2s} ⊆ Ψ 0k for some k ∈ I . But
then i = k = j , a contradiction to the choice of i and j .
So we are left with the possibility that R satisfies 3.1(3). Again, identifying 〈α,β〉 with
the root-system Φ˜ of Section 3 and α with s, we obtain Xr+s  R and Δ = 〈α,β〉 −
{±(r + s),±2(r + s)} carries the structure of a root-system of type A2. But then by 3.1(3)
Aα = As = A2s = A2α , a contradiction to the choice of α. This shows [Gi,Gj ] = 1 for
i = j . Since clearly G = 〈Gi | i ∈ I 〉, this proves 4.4. 
Proof of Theorem 1. If Φ˜ is not of type BC, then Φ˜ = Φ0 and Theorem 1 is a con-
sequence of [Ti3] in case Φ˜ = A,D or E respectively Theorem 1 of [Ti6] in case Φ˜
is of type B, C or F4. So we may assume that Φ˜ is of type BC. If  = 2, then Theo-
rem 1 is a consequence of 3.1. Hence we may assume  3, in which case Theorem 1 is a
consequence of 4.2–4.4. 
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