In this work we study the interpolation problem in contouring 
Introduction
Implicit functions are a popular surface representation for many reconstruction algorithms. As opposed to explicit representations, implicit functions are agnostic to topology and more easily support blending between shapes, boolean queries, and morphological operations such as erosion and dilation. Contouring of implicit functions, i.e., extracting an explicit surface from the implicit representation, is an important application in computer graphics.
An implicit function F : R 3 → R associates a scalar value F (x) to every point in space x. The function implicitly defines a surface S as the level-set S = {x | F (x) = d} with respect to the isovalue d. The surface is guaranteed to be manifold if d is not a singular value of the function (i.e., the gradient ∇F does not vanish on the level-set). The level-set S is also called the isosurface of F . Without loss of generality, we assume d = 0 and note that choosing a different d is equivalent to subtracting d from F . A popular example for an implicit function is the signed distance function (SDF), which describes for every point in space the distance to the closest point on the shape, with the sign of the function indicating whether the point is interior or exte- rior to the surface. The surface is then defined as the zero level-set of the implicit function. An implicit function is often represented on a regular lattice, i.e., sampled at uniformly spaced positions, and Marching Cubes [15] is often the contouring algorithm of choice. As a regular sampling of F is unsuitable for the representation of large or multi-scale shapes, octrees and tetrahedralizations have been used, and the isosurface is obtained with more general algorithms [1, 19, 4, 24, 11] .
For these representations, the implicit function is sampled at discrete positions and the isovertex positions are determined by interpolation along edges, and triangulations connecting the isovertices are computed per cell, see Figure 1. Traditionally, this interpolation is performed using linear approximation, i.e., by finding the zero-crossing of a linear function along each edge. If the implicit function is actually non-linear along the edges, the interpolated isovertex positions poorly estimate the actual position of the zerocrossing along the edge, see Figure 2 . Depending on the type of implicit function, these inaccuracies often manifest themselves in structured patterns on the final surface, which can appear as ringing or undulating artifacts. This is caused by alternating between over-and underestimation of the correct zero-crossing.
A simple example of a non-linear implicit function for the sphere with radius r is F q (x) = x 2 + y 2 + z 2 − r 2 . Contouring F q with linear interpolation leads to a larger reconstruction error than contouring the signed distance function F (x) = x 2 + y 2 + z 2 − r, although both functions have the same zero level-set. Note that near the isosurface, the signed distance function has small second derivatives and is approximately linear. Figure 3 visualizes this reconstruc- tion error. While both reconstructions have high-frequency errors due to discretization, reconstruction of F q exhibits considerably more pronounced low-frequency ringing artifacts around the axes of the coordinate system.
A piecewise linear approximation to a smooth function has an approximation error that depends on the sampling density of the function. The approximation error decreases as O(h 2 ) with the sample spacing h, i.e., if the sampling spacing is halved, the approximation error is reduced by 1 /4. This quadratic behavior suggests that increasing the sampling density will be effective in reducing these artifacts. However, even in the cases where the continuous implicit function is available for re-sampling, such a refinement has a dramatic impact on memory consumption and runtime.
In this work we argue that contouring non-linear implicit functions requires additional data in order to obtain accurate, artifact-free results for high quality reconstruction. We advocate the use of Hermite data, i.e., utilizing the implicit function gradient ∇F (x) in addition to the values F (x) at the sampling positions x. Depending on the application, ∇F can be analytically computed or estimated using finite differences. We present several formulations for incorporating the derivatives in the interpolation scheme and evaluate the quality of the obtained results on higher-order implicit functions. Further, we incorporate all interpolation methods in Poisson Surface Reconstruction (PSR) [9, 10] and the more recent Floating Scale Surface Reconstruction (FSSR) [5] , and analyze the impact of the different formulations on the reconstruction accuracy. We demonstrate clear surface quality improvements on synthetic and real-world data compared to linear interpolation. This improvement has motivated the incorporation of one Hermite interpolation technique in the early PSR code [18] . This work is the first to compare the different non-linear interpolation techniques and evaluate the practical implications on surface quality.
Related Work
The most popular method for contouring implicit functions is the Marching Cubes algorithm [15] which uses linear interpolation to place isovertices along the zero-crossing edges of a regular lattice and then defines a triangulation by connecting the isovertices within each cell, see Figure 1 .
Although initially proposed for regular hexahedral grids, the Marching Cubes algorithm has been extended to adaptive space partitions including octrees [1, 19, 24, 23, 11] and (graded) tetrahedralizations of space [4] . To define the implicit surface, all these approaches require estimating the position of the isovertex along a zero-crossing edge, and linear interpolation is the technique most commonly used.
Many extensions of Marching Cubes have been proposed [20] , including the reconstruction of bicubic spline surfaces [7] or continuous quadratic implicit functions for visualization purposes [17] . In contrast, our method does not compute a higher-order surface representation. It uses similar ideas for the purpose of reducing reconstruction artifacts, but is restricted to a one dimensional interpolation problem along the zero-crossing edges.
Hermite data has been used in the dual contouring method by Ju et al. [8] , by Manson and Schaefer [16] , and the primal/dual hybrid approach by Kobbelt et al. [12] . They use Hermite data to construct planes that are tangent to the surface and minimize a quadratic error function (QEF) to solve for an isovertex position in the interior of the cell. The minimizer is often a poor estimate of the actual function, and may require additional function evaluations [16] . There are numerical difficulties in solving the linear system of equations induced by the QEFs, e.g., the minimizer is not guaranteed to be in the interior of the cell (see [22, 8] for more details). These methods are different in that they focus on improving the reconstruction of sharp features and edges in the implicit function, not on more accurate isosurface interpolation.
In Lempitsky's work [14] a smooth implicit function is reconstructed from a binary volume by solving a constrained optimization problem minimizing the function curvature. This differs from our approach in that we do not use binary input and perform more accurate interpolation "on the fly" without having to solve a global optimization problem. As in Lempitsky's work, we also guarantee correctness in that we only place an isovertex along an edge whose endpoints have opposite signs.
Hermite Interpolation
The interpolation problem in primal contouring methods is one-dimensional because we are only interested in the root of the implicit function F along an edge e. We call the restriction of F to this one-dimensional subspace f = F e . To perform Hermite contouring, the values F and the gradient ∇F must be available at the sampling positions. For interpolation, however, we are only interested in the derivative f = ∇F e at the sampling positions along the direction of the edge e. If the edges are axis-aligned, the derivative f is just the corresponding component of the gradient ∇F . Otherwise, the directional gradient along e can be obtained with the dot product: f = ∇F, e / e
2 . An edge e is represented by its two endpoints x 0 , x 1 , which are the sampling positions of F . To formulate the interpolation in a uniform setting, we scale the interval between x 0 , x 1 to [0, 1]. This requires scaling the derivatives ∇F by a factor of x 0 − x 1 . Given the function values and derivatives
we describe several ways for using Hermite interpolation to obtain a more accurate isovertex position along the edge e.
In particular, we investigate cubic interpolation as well as two different types of quadratic interpolation.
Third Order Polynomial
A cubic function has four degrees of freedom, so it seems natural to use the two value and two derivative constraints to obtain a unique solution for the polynomial coefficients
Substituting the constraints from (1) into (2) leads to the linear system of equations (see, for example [13] ) ⎛ ⎜ ⎜ ⎝
with the unique solution
Although straightforward, a cubic polynomial can have up to three real roots whose location and count may be sensitive to small perturbations of the function coefficients, see Figure 4 . To uniquely define the position of an isovertex, we observe that there must be an odd number of roots along a zero-crossing edge, and we always use the "middle" root. This corresponds to using the single root in the case of linear and quadratic interpolation, and is also well-defined for higher-order interpolants.
Second Order Polynomials
Using a second order interpolant is the correct choice if the implicit function is known to be quadratic. Examples include PSR, where the implicit function is represented as a linear combination of second-order B-splines (or if the implicit function is regularized to have small third derivative). Since a quadratic function has three degrees of freedom, substituting the four constraints from (1) into (2) 
The coefficient matrix A has full rank, so there is no exact solution in general.
Least-Squares Solution:
We can solve the linear system in (5) in a least-squares fashion using the normal equation, multiplying with A on the left to get:
The matrix (A A) −1 A can be precomputed and the coefficients can be hard-coded as in (4) . However, the leastsquares solution produces a polynomial p(x) where the constraints on the values are not exactly met. This can lead to the situation where, although f (x) has a zero-crossing along the edge, p(x) does not. For this reason we will not further consider this solution.
Least-Squares Derivatives: Instead, to guarantee that p(x) always has a root along the edge if f (x) also has a root, the quadratic function must interpolate the values of the implicit function p(0) = v 0 and p(1) = v 1 . We now discuss a solution that is least-squares optimal for the derivatives, and interpolates the function values. For the value constraints, we have according to (5) :
The derivatives give rise to the constraints which must be met in a least-squares sense
which leads to the minimization problem arg min a1,a2
From (7) we know that a 2 = v 1 − a 1 − v 0 , and substituting a 2 in (9) yields a least-squares problem in a single variable:
Setting the derivative of (10) to zero and solving for a 1 leads to the polynomial coefficients
Examining the coefficient a 2 , we see that the second order term vanishes if the implicit function is locally linear, i.e.,
Third Order Elimination: Finally, we discuss two possible second-order solutions that can be obtained from the third order solution in (4) by eliminating the third order coefficient a 3 . This can be achieved by introducing an additional degree of freedom for the derivatives. Scaling the derivatives by s and setting a 3 to zero gives
If the derivatives d 0 and d 1 in (4) are scaled by s, the cubic term vanishes. However, the solution in (12) becomes unstable if the derivatives cancel each other out, i.e.,
Whether this instability causes actual problems depends on the properties of the implicit function. For example, this is the method implemented in the PSR code for interpolating the indicator function, which has a steep gradient in the vicinity of the isosurface and is unlikely to have partial derivatives with opposite signs. An alternative approach to scaling is to introduce an additive degree of freedom o
This solution has an interesting property. When adding the offset o to the derivatives d 0 and d 1 in (4), it can be shown that this solution is equivalent to the solution in (11).
Algebraic Surfaces
We now compare the interpolation methods on synthesized, non-linear implicit functions. A "ground truth" isosurface is generated by sampling a 512 × 512 × 512 voxel grid and using linear interpolation to define the isovertex positions on zero-crossing edges. The test meshes are then extracted from a 64 × 64 × 64 voxel grid and compared to the ground truth. The following interpolation methods are evaluated:
• LINEAR: Linear interpolation without derivatives
• SCALING: The quadratic method in (12) that scales the derivatives to eliminate the third order term
• LSDERIV: The quadratic method in (11) and (13) that interpolates the function values and least-squares fits the derivatives
• CUBIC: The cubic polynomial fit in (4) For comparison to the ground truth, we use Metro [3] , a tool for measuring distances between triangle meshes. Colorcoding is used to visualize the distance between the ground truth and the test mesh directly on the surface, with red indicating larger distances. We also compare the impact of using the analytically computed gradient ∇F with a central differences approximation of ∇F . Note that, when using finite differences in conjunction with cubic interpolation, one obtains the standard Catmull-Rom interpolant [2] .
Smooth Box: The implicit function of the Smooth Box dataset is given by
This is a fourth-order function and cannot be exactly reconstructed with any of the interpolation methods in Section 3. Figure 5 visualizes the reconstruction error for all interpolation methods. Table 1 lists the maximum, mean and rootmean-square (RMS) distances to the ground truth mesh for the analytic and finite differences gradient.
Genus-2:
The implicit function for the Genus-2 dataset is a fifth-order polynomial with mixed terms
The error is visualized in Figure 6 and distances to the ground truth are given in Table 2 . For both datasets the reconstruction errors of the non-linear interpolants are barely distinguishable and give nearly identical results regardless of whether analytic gradients or finite-differences are used. Table 2 . Genus-2: Distances to the ground truth mesh with analytic ∇F (top) and finite differences approximation (bottom). The distances are scaled for readability (factor 10 3 ).
Analytic and Discrete Surfaces
We implemented the interpolation methods in Poisson Surface Reconstruction (PSR) [9, 10] and the more recent Floating Scale Surface Reconstruction (FSSR) [5] to analyze the impact of Hermite interpolation on real surface reconstruction algorithms. Note that the SCALING method in (12) is already implemented in the PSR code [18] . In both, PSR and FSSR, the gradient of the implicit function can be computed analytically. Because the original weighting function in FSSR is not C 1 -continuous, we replace it with the weighting function w(r) = 12 · (r + 1) 4 . We first consider synthetic data for which the ground truth is available and the reconstruction errors are easier to measure and visualize. Then, we demonstrate Hermite interpolation on real-word data from 3D scanners and MultiView Stereo. Finally, we show an application to isosurface extraction from medical images.
Synthetic Data
We first evaluate the interpolation methods on two synthetic datasets, namely the Sphere and the Blob. To this end, we obtained high-resolution triangle meshes for both datasets and use these as ground truth. A point set is generated by computing per-vertex normals and, in the case of FSSR, also per-vertex scale values. The connectivity information is then discarded and the resulting point sets are used for reconstruction with PSR and FSSR.
Sphere Dataset: Because both PSR and FSSR use nonlinear basis functions, estimation of isovertex positions using linear interpolation leads to artifacts, see Figure 7 . Table 3 gives the distances of the reconstructed meshes from the ground truth. PSR produces essentially the same quality result for all non-linear interpolants while the FSSR error improves for most metrics with cubic interpolation.
Ground Truth
LINEAR SCALING LSDERIV CUBIC Table 4 . Reconstruction error on the Blob dataset. The statistic shows the error between ground truth and the reconstruction using PSR (top) and FSSR (bottom). The distances have been obtained with Metro [3] and scaled for readability (factor 10 4 ). Blob Dataset: We also evaluate the different interpolation approaches on the Blob dataset, which exhibits more interesting curvature changes. The reconstruction errors are visualized in Figure 8 . Similar to the Sphere dataset, linear interpolation leads to strong ringing artifacts and larger errors, see Table 4 . It is noteworthy that, with PSR, the quality improvement from LINEAR to non-linear interpolation is substantial. However, which higher-order interpolant is used barely makes a difference. This is because PSR represents the implicit function as the sum of second-order B-splines, so all interpolants reproduce the quadratic function along the edge. For FSSR, the CUBIC interpolation improves mean and RMS error as well as the visual appearance, although the maximum error can remain large.
Scanner and MVS Data
Next, we evaluate the interpolation methods on realworld scanner and MVS data. Because a ground truth model is not available for this data, we focus on a visual comparison between the LINEAR and the CUBIC interpolation. Note that visually, all higher-order methods produce results that are almost indistinguishable.
Stanford Bunny: We reconstructed the Stanford Bunny using PSR and FSSR with both, LINEAR and the CUBIC interpolation. The geometric difference between the two methods is visualized in Figure 9 . This difference is presumably caused by the improved fitting with the CUBIC interpolant, and the ringing artifacts of the linear interpolation method become clearly visible.
Miniature City: The miniature city is a Multi-View Stereo dataset with 76 input images and has been reconstructed with the publicly available Multi-View Environment [6] . The resulting point cloud with 4,627,606 samples was then used as input for PSR and FSSR with the LINEAR and CUBIC interpolation method. The geometric improvement is visualized in Figure 10 and clearly visible even without color coding.
MRI Data
Brain: We compared the LINEAR and the CUBIC interpolation on an MRI scan of a brain obtained from the OA-SIS MRI database [21] (resolution 182 × 218 × 182). Since the dataset comes without gradients, finite differences are used to estimate them. In Figure 11 we provide results including contrast-enhanced renderings to highlight the artifacts caused by the linear method, which are otherwise hard to visualize.
Conclusion
We presented Hermite interpolation for Marching Cubes-like algorithms to eliminate the majority of the artifacts that occur when contouring non-linear implicit functions with traditional linear interpolation. The extracted triangle meshes are guaranteed to have the same connectivity as the meshes extracted with traditional Marching-Cubes, but the accuracy of the isovertex positions is improved.
The proposed interpolation methods, particularly the quadratic ones, are simple to implement and can be applied to a wide range of surface extraction algorithms. The computational overhead of the quadratic methods is insignificant and in fact barely measurable. The cubic interpolation increases the total surface extraction time by about 3% with our implementation.
We have demonstrated the applicability of Hermite interpolation on PSR and FSSR and show that when gradients cannot be computed analytically, the finite differences approximation is still successful in removing the artifacts. Any of the non-linear interpolation methods substantially increases surface accuracy, but "the right" method depends on the application: For example, in PSR, the quadratic methods provide sufficient accuracy while in FSSR, cubic interpolation leads to further improvement.
