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1. INTRODUCTION 
This note concerns a result established recently by Yuan [5]. Up to some minor 
modifications, Yuan’s result reads as follows: 
THEOREM 1.1. Let Al and AZ be two symmetric matrices of order n by n. 
Then the following statements are equivalent: 
(a) max{ (x, A& (x, Azx)} > 0 for all x E KY; 
(b) there exist tl E R+ and t2 E IR+, with tl + t2 = 1, such that the matrix 
tlAl + tZA2 is positive semidejnite. 
The notation (s, .) stands here for the usual inner product in B”. It goes without 
saying that condition (a) can also be written in the negative form 
there is no x E IF solving the system of inequalities 
@,A&<0 i=l,2. (1.1) 
Yuan’s result is a genuine alternative theorem, since it expresses the fact that 
two inequality systems are such that exactly one of them has a solution. The 
purpose of this note is to shed some new light on Yuan’s theorem, and to indicate 
some directions in which it can be extended. To prevent the reader from being too 
optimistic, we start by exhibiting two negative results. 
The first impulse one has when one sees Theorem 1.1 is to conjecture that 
the equivalence between (a) and (b) holds for more than two matrices. If Al, 
A27 . . . . A, are p > 2 symmetric matrices of order n by n, then the condition 
max {(x, AiX)} 2 0 forall xE]W” 
i=l, . . ..p 
(1.2) 
is implied by 
thereexisttiEB+,...,$,ER+, withti+...+t,=l,suchthat 
the matrix tlAl + . . . + tPAP is positive semidefinite. (1.3) 
However, the implication in the reverse sense is not always true. 
Counterexample 1.1. Consider the matrices 
Al [ 
1 2 
= 
2 _3 
1 , A2 1 -4 = [ -4 -3 1 ’ and A3= 
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One can show that 
max{$ + 4~1x2 - 3x;, 4 - 8x1~~ - 3x;, -5x: + 4~~x2 + 3x;) 2 0 
for all (xi, x2) E W2. 
However, there is no triple (ti , f2, t3) E IL!:, with ti + t2 + t3 = 1, such that 
tlA1 + t2A2 + t3A3 = 
t1 + t2 - 5t3 2t1 - 4t2 + 2t3 
2t, - 4t2 + 2t3 -3t, - 3t2 + 3t3 1 
is positive semidefinite. To see this, notice that the trace of the above matrix is 
-2, that is to say, a strictly negative number. 
Another great temptation is trying to establish an analogous version of Yuan’s 
theorem for copositive matrices. Recall that a symmetric matrix A of order n by n 
is said to be copositive if 
(x, Ax) 2 0 forall x E lR%. 
It is rather simple to prove that if A1 and A2 are two symmetric matrices of order 
n by n, then the condition 
max{(x, Ad, (x, &x)} L 0 for all x E “7 (1.4) 
is implied by 
there exist ti E R+ and t2 E R+, with tl + t2 = 1, such that 
the matrix tlAl + tzA2 is copositive. (1.5) 
However, the following counterexample shows that the reverse implication is not 
always true. 
Counterexample 1.2. Consider the matrices 
Ai= [ 
1 1 
1 -1 1 and A2 [ -2 = 1 1 1 1. 
A simple calculation shows that 
max (xf + 2x,x2 - x$, 4 +2x1x2 +x4} 2 0 if x1 2 0 and x2 1 0. 
124 J.P.CROUZEIXETAL. 
But there is no (tr , r2) E W$, with tt + r2 = 1, such that 
~IAI + t2A2 = 
t1 - 2t2 1 
1 -t1 + t2 1 
is copositive (notice that the diagonal elements cannot be nonnegative simultane- 
ously). To understand better why Yuan’s result fails to be extended in the two 
directions discussed, it helps to abstract from the specific context of symmetric 
matrices (or, equivalently, from the context of quadratic forms). 
2. ABSTRACT ALTERNATIVE THBORBM 
Unless we mention the contrary, E is assumed to be an arbitrary (real) topolog- 
ical linear space. E* denotes the topological dual of E. The symbol (., .) stands 
now for the usual pairing between the spaces E and E’, i.e., (., a) : E* x E - R 
is defined by 
(x*, x) := x*(x) forall x*EE*andxEE. 
Thus, and element x* of E* is identified with the continuous linear functional 
(x*, .) : E + JR. 
Before establishing our abstract alternative theorem, we need to spend a short 
time discussing a preliminary result. 
LEMMA 2.1. Let K be a closed convex cone in E. Suppose 
K U -Kcontains no closed hyperplane. (2.1) 
Then, for any XT, A$ E E* and cl, c2 E R, the function 
x E E ++ f (x) := max{ (x; , x) + cl, (x;, x) + CZ> 
enjoys the property 
f(K) =fW K). 
PROOF. Under the present hypotheses, the boundary of K is nonempty. To 
prove the nontrivial inclusion 
f(K) c f (bd K), (2.2) 
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take an arbitrary K E K\bd K. One has, by definition, 
(4, z) + ci If(x), i= 1, 2, 
and, without loss of generality, one can assume that 
(XT, z) + Cl =f(Y>. 
Since K U -K does not contain the hyperplane 
{d E E: (x;, d) = 0}, 
one can select a direction 2 E E such that 
(XT, 2) = 0 and 2 $! K U -K. 
One reaches the boundary of K if one moves from X either in the direction 2 or in 
the opposite direction -z. More precisely, there are positive coefficients Xi > 0 
and X2 > 0 such that the points 
Xl :=~+Xid and x~:=Z-Azd 
belong to bd K. We observe immediately that 
(XT, Xi) + Cl =f(x), i= 1, 2. 
Now, one has to distinguish between the cases 
(xz,d) 10 and (x;,z) 20. 
In the first case, one can write 
(47 Xl) +c2 = (x2*, x+ X,;t) + c2 = [(x;, x) + c2] +X,(x,*, ;s) <f(F), 
and therefore 
f(m) = max{(x;, XI) + CI, (x;, x1) + c2} =f(q 
In the second case, one gets 
(4, x2) + c2 = (xi, E - x23 + c2 = [(x;, K) + c2] - x,(x;, a) <f(T) 
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and consequently 
f(X2) = max{($, x2) + cl, (x;, x2) + c2) =f(y). 
So, in either case, one obtains 
This proves of course the inclusion (2.2). 
For the sake of completeness we record next two technical results which allow 
us to check the hypothesis (2.1) in the previous lemma. 
PROPOSITION 2.1. LetK bea closed convexcone in E, and let!(K) := Kn-K 
denote its lineal@ The hypothesis (2.1) in Lemma 2.1 holds if 
the codimension of the subspace C(K) is at least 3, (2.3) 
the cone K is strictly supported in the sense of Luc [2, p. 21, i.e., 
K\C(K) is contained in some open homogeneous half space. (2.4) 
PROOF. Consider an arbitrary closed hyperplane 
H:= {xEE:(x*,x) =a} with x* E E*\(O), cz E R. 
We have to prove that H is not contained in K U -K. According to the assumption 
(2.4), there exists XC; E E* satisfying 
(x&x) >o for all x E K\C(K). (2.5) 
By the assumption (2.3) there exists d E E\!(K) such that 
(x*, d) = 0 and (x;, d) = 0. (2.6) 
Since d # e(K), one has either d $ K or d 6 -K. In fact, due to the conditions 
(2.5) and (2.6), one has 
d $ K and d @ -K. 
This vector d will serve us to construct a point which is in H but not in K U -K. 
Start with an arbitrary point X E H which belongs to K U -K. Without loss of 
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generality, we may assume that X E K. If one moves in the direction d, sooner or 
later one leaves the convex cone K, i.e., there exists XO > 0 such that 
X-+Xd$K for all X 2 X0. 
If F + Xod q’ -K, then we are done. The point 52 + Xod is still in H, but it is no 
longer in K U -K. Consider then the unfavorable case in which X + Xod E -K. If 
this occurs, we keep moving in the same direction until we leave the convex cone 
-K. Indeed, since d 6 -K, we know that there exists ye > 0 such 
(F+Xod)+yd$-K forall r>+ye. 
The new point E + (Xc + yo)d is still in H, but it lies outside the set K U -K. 
This shows that H is not contained in K U -K. ??
PROPOSITION 2.2. Let K be a closed convex cone in E. The hypothesis (2.1) 
in Lemma 2.1 holds if 
the dimension of the space E is at least 3, (2.7) 
and 
the cone K is acute in the sense that there exists 
xi E E*\(O) such that (~6, x) > 0 for all x E K\(O). (2.8) 
PROOF. The acuteness of K implies its pointedness, that is to say, e(K) = (0). 
It suffices then to apply Proposition 2.1. ??
We are ready now to state the main result of this section. In the next theorem 
the symbol 
K+ := {x* E E” : (x*, x) 1 0 for all x E K} 
refers to the (positive) dual cone of K. 
THEOREM 2.1 (Boundary-type alternative theorem). Let K be a closed convex 
cone in a locally convex topological linear space E. Suppose K U -K contains 
no closed hyperplane. Then, for any XT, xz E E*, the following statements are 
equivalent: 
(4 m={(xl, x), (x;, x)1 2 0 forall XE bdK; 
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(b)fhereexistti E I[$+ andtz E R+, with tl+tz = 1, such thtt&+t& E K+. 
PROOF. Let us prove the nontrivial implication (a) + (b). According to the 
homogeneous version cl = c2 = 0 of Lemma 2.1, assumption (a) can be written 
also in the form 
max{(xL 4, K4) 2 0 for all x E K. (2.9) 
Now, it suffices to apply a standard alternative theorem to ensure the existence of co- 
efficients tl E R+ and tz E I[$+, with tl + t2 = 1, such that 
+ t,x;+t2x;EK . ??
3. ALTERNATIVE THEOREM FOR SYMMETRIC BILINEAR MAPPINGS 
The boundary-type alternative theorem can be used in many different situations. 
Here we use it to derive an extension of Yuan’s theorem. 
THEOREM 3.1. Let al, a:! : X x X + R be two symmetric bilinear mappings 
over a real linear space X. Then the following statements are equivalent: 
(a) max{ai (x, x), 02(x, x)} 2 0 for all x E X; 
(b) there exist tl E Iw+ and t2 E W+, with tl + t2 = 1, such that the symmetric 
bilinear mapping tlal + tza2 is positive semidejkite. 
PROOF. This theorem is proven in two steps. First we consider the particular 
case X = B2, and regard a bilinear mapping from R2 x W2 into R simply as a real 
matrix of order 2 by 2. We consider the 3-dimensional linear space 
E = {A : A is a symmetric matrix of order 2 by 2) 
equipped with the usual inner product 
((A, B)) := trace(AB) A E E, B E E. (3.1) 
In this finite dimensional setting, the dual space E* can be identified with E. It is 
well known that the closed convex cone 
K := {A E E : A is positive semidefinite} 
is acute. According to Proposition 2.2 there is no closed hyperplane contained 
in K U -K. It suffices then to apply the boundary-type alternative theorem, and 
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to keep in mind the following three facts: first, K is self-dual in the sense that 
K+ = K; second, the boundary of K is given by 
bdK = { [$ ;q:aJtB} 
= {SEE:S=xxTwithxER2}; 
and, third, the inner product (3.1) satisfies the property 
((A, xx’)) = trace (AxxT) = (x, Ax). 
The proof of the case X = B2 is then complete. 
Consider now the case in which X is an arbitrary real linear space. We shall 
prove only the nontrivial implication (a) + (b). Assume therefore condition (a) 
holds. We have to prove that there exists t E [0, l] such that 
m(x,x) + (1 - t)aa(x,x) 2 0 for all x E X. 
It suffices then to show that the family {T(x) : x E X}, given by 
T(x) := {t E [O, 11: tu1(x,x) + (1 - t)aa(x,x) 2 O}, 
has a nonempty intersection. According to Helly’s theorem (cf. [4, p. 191]), since 
each set T(x) is a closed interval, we just need to prove that the intersection of 
any two of them is nonempty. Choose then two vectors u and v in X. To prove 
that T(u) n T(v) is nonempty, we go back to the case X = R2 by considering the 
matrices 
Notice that 
1 @(UT V) ai(v, VI ’ i= 1, 2. 
(Cl 42) = (Y2Ui(U, U) + 2ClpUi(fi, V) + p’Ui(V, V) 
= Ui((YU + /3V, O!U + PV). 
Condition (a) guarantees then the existence of some tU, y E [0, l] such that 
tU, ,A1 + (1 - t,, “)A2 is positive semidefinite. (3.2) 
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But from (3.2) one gets 
Hence, the intersection T(u) tl T(v) is nonempty, since it contains, in particular, 
the element rU, “. The proof is complete in this way. ??
4. ALTERNATIVE THEOREM FOR COPOSITIVE MATRICES 
AND EXTENSIONS 
What looks like an alternative theorem a la Yuan for copositive matrices? As 
was shown w&h Counterexample 1.2, it is not just a slight modification of Theorem 
1.1. The cone of copositive matrices is not self-dual, and the boundary of its dual 
cone contains matrices which are not necessarily of rank one. One has then to 
proceed more carefully while identifying the different terms in the boundary-type 
alternative theorem. A correct formulation of the alternative theorem for copositive 
matrices of order n by n will be given in Theorem 4.1. We start by considering the 
case n = 2, which deserves a special mention. This particular case is presented 
below as a lemma. The notation diag A stands for the vector whose components 
are the diagonal entries of the matrix A. 
LEMMA 4.1. LetAl andA be two symmetric matrices of order 2-by-2. Then, 
the following statements are equivalent: 
(a) one has 
max{(diagAt, x), (diagA2, x)} 10 forall xER$, 
max{ lx,
(b) there exist tl E R+ 
tl Al + tzA2 is copositive. 
44, (x, ~424) 2 0 forall xE I[$:; 
and t2 E W+, with tl + tz = 1, such that the matrix 
PROOF. To prove that (a) is equivalent to (b), it suffices to apply Theorem 
2. I. We set K = Ki II K2, where 
K,:= ; E 
{[ 1 :a>O, c40, ac-b220 
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and 
K2:= a b 
{[ I b c 
:a>O, bL0, c>O 
According to a result of Diananda (cf. Jacobson [ 1, Theorem 3.1. l]), the dual 
cone K+ of K coincides with the cone of 2-by-2 symmetric matrices which are 
copositive. The boundary of K is not difficult to identify. One has to substitute 
bdKi := {[$ $1 :a~&!, DEW}, 
bdK*:= ;E 
(1 1 :aLO, b>O, cLO,abc=O 
into the identity 
bdK=(K, nbdKz)U(KznbdKi). 
After a short calculation one gets 
(4.1) 
According to Theorem 2.1, condition (b) is equivalent to . 
max{((Al, S)), (642, S))) 2 0 for all S E bd K. (4.2) 
If one splits the boundary of K into its two different components displayed in (4. l), 
one sees that (4.2) yields exactly the two parts of condition (a). W 
REMARK 4.1. Now one can understand why in Counterexample 1.2 there is 
no convex combination of Al and A2 which is copositive. The reason is that the 
first part of condition (a) in Lemma 4.1 does not hold. 
Now we are ready to establish the main result of this section. 
THEOREM 4.1. Let A, and A2 be two symmetric matrices of order n by n. 
Then the following statements are equivalent: 
(a)max{(u, Alu)+(v, AIV), (u, Azu)+(v, Azv)} 2 Oforallu E R”+,v E R;; 
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(b) there exist tl E R+ and tz E IR+, with tl + t2 = 1, such that the matrix 
t,Al + t2A2 is copositive. 
PROOF. Suppose condition (b) holds. For arbitrary vectors u E llJ$ and 
v E RF, one can write 
(u, (tdl + t&)4 2 0, 
(v, Wl + th)v) 2 0. 
Adding up and rearranging terms, one gets finally 
tl[(k AIM) + (v, A~v)l + t2[(u, Azu) + (v, A2v)] 2 0. 
Now, it suffices to notice that the weighted sum appearing in the above inequality 
cannot exceed the maximum appearing in condition (a). 
The implication (a) + (b) is more interesting to prove. Let us start by consid- 
ering first the case n = 2. Define then the cone K as in the proof of Lemma 4.1. 
A simple inspection of (4.1) shows that 
bdKc(uuT+vvT:u~W2+, VER:}. (4.3) 
By writing assumption (a) in the form 
max{((Ai, uur + vvr)), ((Az, d + d))} L 0 
forall uEB$, vEI[$;, 
one concludes that the condition (4.2) holds, and this, in turn, is equivalent to 
(b). Notice that condition (b) can also be derived by using a standard alternative 
theorem. In fact, the cone K = K1 rl K2 coincides with the set on the right hand 
side of (4.3) (cf. Maxfield and Mint 131). 
To prove the case n > 2 one can apply the same technique used in the proof of 
Theorem 3.1. This time Helly ‘s theorem is applied to the family of closed intervals 
{T(x) : x E R;) defined by 
T(x) := {t E [0, l] : t(x, Alx) + (1 - t)(x, A2x) 2 0). 
Choose arbitrarily two vectors u E lR7 and v E llU;. Let us prove that the 
intersection T(u)n T(v) is nonempty. To do this, we introduce the 2-by-2 symmetric 
matrices 
(n, Aiu) (n, A+‘) 1 (n, Aiv) (v, Aiv) ’ i= 1, 2. 
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It is not difficult to prove that these matrices satisfy condition (a). As we know 
already, this ensures the existence of some tU,\, E [0, I] such that the matrix 
tu, vAl + (1 - tu, “@z is copositive. But this allows us to write 
tu,v(+%u) + (1 - tu,v)(u, A24 2 0, 
tu,v(v, 4~) +(I - tu,v)(v,A2v) L 0. 
So the intersection T(u) n T(v) contains, in particular, the element t,,, ,,. The proof 
is then complete. ??
REMARK 4.2. Condition (a) of Lemma 4.1 and condition (a) of Theorem 4.1 
look quite different from each other. However, we know that these conditions are 
equivalent when n = 2. 
As with the case of positive semidefinite symmetric bilinear forms, one has 
also an abstract alternative theorem for copositive symmetric bilinear forms. Next 
result is stated just for the sake of completeness. Its proof will be omitted, because 
it is a simple extension of the proof of Theorem 4.1. Recall that a symmetric 
bilinear form a : X x X --f II2 is said to be P-copositive, where P is a convex cone 
in the real linear space X, if it has the property 
for all x E P. 
THEOREM 4.2. Suppose P is a convex cone in some real linear space X. 
Consider two symmetric bilinearforms al, a:! : X x X - W. Then the following 
statements are equivalent: 
(a) max{ai(u, u) + al(v, v), a2(u, u) + u2(v, v)} 2 Ofor all u E P, v E P; 
(b) there exist tl E R+ and t2 E B+, with tl + t2 = 1, such that the symmetric 
bilinear form tlal + tza2 is P-copositive. 
REMARK 4.3. If the convex cone P is the whole space X, then condition (b) in 
Theorem 4.2 coincides with condition (b) in Theorem 3.1. This means that when 
P = X, one does not need both vectors u E P and v E P for writing condition (a). 
One can choose, indeed, one of them as the null vector. 
5, CONCLUSIONS 
As we have seen in Section 1, Yuan’s alternative theorem does not extend 
without important changes to the case of more than two quadratic forms, or to 
the case of copositive quadratic forms. The original proof [5] of Yuan’s result 
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is somewhat obscure, and does not allow us to explain this phenomenon. In this 
paper we came to the conclusion that Yuan’s result is not just a particular case 
of a standard alternative theorem involving a general closed convex cone in some 
locally convex topological linear space. In fact, Yuan’s result is a particular case 
of our Theorem 2.1, which is referred to here as a “boundary type” alternative 
theorem. This name reflects the fact that it is not the cone itself which plays the 
major role, but rather it is the structure of its boundary. 
Theorem 2.1 serves in particular to understand the geometric aspect hidden in 
Yuan’s result, but has also further merits. First of all, it can be used to derive in 
a straightforward manner an extension of Yuan’s result to the case of two bilinear 
mappings over some real linear space (Theorem 3.1). Second, Theorem 2.1 can be 
used also to prove straightforwardly an alternative theorem for copositive matrices 
(Theorem 4. l), or more generally, an alternative theorem for P-copositive bilinear 
forms (Theorem 4.2). Finally, Theorem 2.1 has many potential applications in 
other areas. For instance, it can be used for deriving alternative theorems involving 
cone of polynomials (instead of cone of matrices). Of course, due to limitations in 
time and publication space, we cannot explore here all the possible applications. 
The authors are grateful to the referees for their useful comments. 
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