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It is shown that, on average but independent of any hypothesis, the density 
of prime divisors of an infinite set of second order linear recurrences is greater 
than 0. It is also proved that the rough estimate, suggested by R. R. Laxton, 
for~calculating this density is true on average. 
1. INTRODUCTION 
It was proved in [l] that the truth of the Riemann hypothesis for 
Dedekind zeta functions over Kummer fields of the type Q(&“, bllm lr@) 
implies certain results about the density of prime divisors of second order 
linear recurrences with general term (a” - b)/(u - 1). In this paper we 
shall prove that, independent of any hypothesis, the results in [l] are true 
on average. The method used will be a refinement of that employed in [2]. 
(In fact the inequalities N > exp(4(log x loglog x)1/2> and N > exp 
{6(log x loglog x)li2} in [2, Theorems 1 and 21 may now be replaced by 
N > exp{c(log x)li2> using the method outlined in this paper.) We prove 
the following theorems. 
THEOREM 1. lf A’ > exp{c,(log x)I/~> then 
N-l C 2 (e,(a)/(p - 1)) = C li x + W/(log -9% 
a<N P@ 
(1) 
where e,(a) is the order of a (mod p), D is an arbitrary constant greater 
than 1, and 
c = l-l (1 - (Pl(P” - 1))). 
P 
(2) 
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THEOREM 2. lf N > exp{c,(log x)llz} then 
N-l c ( c MMp - 1)) - C li X/ ’ < x2/(log x)~, (3) 
a&V P<O 
where E is an arbitrary constant greater than 2, and C is defined by (2). 
THEOREM 3. If N > x(log x)Q (q su$Tciently Zurge) then 
w2 aFN b$N c 1 = C Ii x + W/(h 4% 
. \ 9sffi 
Pit@-b) 
for some n 
(4) 
where D is an arbitrary constant greater than 1, and C is defined by (2). 
THEORFIM 4. If N > x2(log x)Q (c2 su$iciently large) then 
N-2 c 1 1 c 1 - C Ii xl2 < x2/(log x)~, (5) 
aSN b<N PSX 
Pj(a”-b) 
for some n 
where E is an arbitrary constant greater than 2, and C is dejined by (2). 
It will be recalled that the sum &o (e,(u)/(p - 1)) appearing in 
Theorems 1 and 2 occurs in the heuristic estimate, obtained by Laxton 
(see [l] or [3]), for the density of prime divisors of linear recurrences with 
companion polynomial (X - a)(~ - 1). 
2. PRELIMINARY LEMMAS 
Let x be a character to modulusp. We define, for r I(p - l), 
4x) = (ll(P - 1)) c’ x(a), 
a 
(6) 
where a runs through all integers of order (p - 1)/r in an interval of 
length p. The order of x is denoted either by k or by ord x. 
LEMMA 1. Zf x # x0 then 
I cdx)l < (r, Wk (7) 
further, 
4x0) = $((P - l)lr)l(p - 1). (8) 
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Proof. Since there are 4(d) numbers of order din an interval of length 
p, (8) is immediate from (6). 
Suppose x # x0 . Write x(a) in exponential form to obtain 
G(X) = (V(P - 1)) c e(na/k). 
l@<P-1 
(0.D-l)d 
Here 01 is the index of a relative to a fixed primitive root g, and (n, k) = 1. 
Thus 
(P - 1) CT(X) = 1 4nr B/k) 
l@<(D-1)/r 
(B.(P-l)/r)=l 
= 1 v(d) C eWdy/k) 
dl(P-1)/T v<(P-l)lTd 
= C cL(cI)(p - Ulrd. 
dl(P-1)/v 
klrd 
Putting t = (r, k), r = trl and k = tk, gives 
c,(x) = r-l C p(d) d-l 
kl I r,d 
lrld 1 (P-1) it 
= r-l C p(d) d-l 
k,ld 
= MW $((P - l)lr)14(kl)(p - I)), 
from which the inequality (7) now follows. 
LEMMA 2 (the large sieve). For each character x to modulus d, define 
M+N 
xy) = c &Lx(n), (9) 
n=M+l 
where a, is any complex number and M, N are integers. Then 
where C* denotes summation over primitive characters. 
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A proof is given in [4]. 
We now define T<‘(a) to be the number of ways of writing a as the 
ordered product of r factors, each of which does not exceed N. 
LEMMA 3. 
The proof is trivial. 
1 T?‘(a) < NT. 
CZ(N' 
LEMMA 4. Let a = ppp;~ ‘--p;‘, where p1 < pz < .*a <pl . Let a* = 
4PP *. * q;“, where {qi} denotes the sequence of primes in order of magnitude. 
Then 
7,,(a) < 7,f(a*). (12) 
ProojI If a can be represented as a product of r factors each of which 
does not exceed N then so can a* in exactly the same way but with the p’s 
replaced by the q’s. 
LEMMA 5. If NT < x* then 
~,‘(a) < i#W, 9 log NY, (13) 
where #(Y, y) = 2 lasv,e(n)~r 1, andp(n) is the largest prime factor of n. 
ProoJ: Since a < NT 6 x8 then a* < a < x8. If x is sufficiently large 
then it is also clear that nll~910gzp > x8. Hence p(a*) < 9 log X. If a* = 
Xl?2 a.. x, (xi < N) then xi (1 < i < r) is a number counted in the sum 
#(N, 9 log x). So, by (12), (13) follows. 
We shall now assume [I, Lemma 91 and we use the notation it contains 
in what follows. 
LEMMA 6. (i) If max(e, log v) < y < u then 
Z<logu-Ulogu-z4loglogu+c,u, (14) 
where c, is a su$iciently Iarge constant. 
(ii) IfexpQlog(9 log x)]“} < N < x9 then 
log #(N, 9 log X) < log N - u log u - u loglog u 
+ c,u + c,(log N/loglog N). (1% 
Proof: (i) Since log v < y G U, 
z = log(l + (Y/b3 ~wa.3 4h3 Y) + Wl + m% $/YN Y/b Y) 
,( log 0 - log U loglog v/logy + (1 + log 2) log v/logy. (16) 
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Now u log u = log u loglog v/log y - log v loglog y/logy, and u loglog u -=c 
log u loglog y/logy since y > e. From these results and (16) we deduce 
(14) with c3 = (1 + log 2). 
(ii) From (14) and the estimate of [l, (35)] it follows that 
log #(N, 9 log x) < {log N - U log U - 24 loglog U + C$) 
x {I + O(1 /log(9 log x)) + O( 1 /loglog N) 
+ WXP 1% x)/log WI 
since u = log N/log(9 log x). Recalling that N > exp([log(9 log x)]~}, 
(15) follows after some simple manipulation. 
LEMMA 7. (i) If exp{c, log x/loglog x} < N < x9 then 
log #(N, 9 log x) < (loglog(9 log x) log N/log(9 log x)) 
+ (c,(log Nllog(9 log 4). 
(ii) Ifexp{c,(log x)‘/~} < N < exp{c, log x/loglog x} then 
log #(N, 9 log x) < 4 log N - c* log N/log(9 log x), 
where c8 > 0 provided cl is suJ?iciently large. 
Proof. For both cases, (15) implies that 
(17) 
(18) 
log $(N, 9 log x) log(9 log x)/log iv 
< log(9 log x) - loglog N + loglog(9 log x) 
- logloglog N - log(1 - (loglog(9 log x)/loglog N)) 
+ c, + c5 loid log m0g10g N 
provided N > 9 log x. If N > exp(c,(log x)‘l”} then 
log $(N, 9 log x) log(9 log x)/log N 
< log(9 log x) - loglog N - logloglog N + loglog(9 log x) + cg . (19) 
(i) Since N > exp{c, log x/loglog x> we have log N > c, log x/ 
loglog x for all x together with loglog N > 4 log(9 log x) and logloglog N > 
loglog(9 log x) - log 2 if x is sufficiently large. These inequalities 
together with (19) give (17). 
(ii) Since N > exp{c,(log x)l12} we have log N > c,(log x)l12 for all 
x together with loglog N > 4 log(9 log x) + log c1 - log 3 > 
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i log(9 log x) and logloglog N > loglog(9 log x) - 2 log 2 if x is 
su5ciently large. Substituting these inequalities into (19) gives 
log q&v, 9 log x) log(9 log x)/log N) 
< 4 log(9 log x) - log Cl + log 3 + c, + 2 log 2, 
from which (18) follows provided c, is chosen large enough to make cs = 
log c, - c, - 2 log 2 - log 3 > 9. 
LEMMA 8. Ifx2 > N > exp{c,(log x)I/~} then 
x-~“~(#(N, 9 log x)}li2 < exp(-c,, (log x)l12/loglog x)}, 
where 
r = [2 log x/log N] + 1 
(20) 
(21) 
and cl,, > 0 provided cl is suficiently large. 
Proof. We consider separately the cases corresponding to (17) and (18) 
of Lemma 7. 
(i) Suppose exp{c, log x/loglog x> < N < x2. Then using (17) and 
cm 
(-1/2r) log x + & log I/@, 9 log x) 
< -$ log N(1 + (log N)/2 log x)-l 
+ log N loglog(9 log x)/2 log(9 log x) + c, (log N/2) log(9 log x) 
< -(l/16) log N (if x is sufficiently large) 
< -cl1 log x/loglog x (Cl1 > 0). 
(ii) Suppose exp{c, (log x)l/“} < N \< exp{c, log x/loglog x}. Then 
using (18) and (21) 
(- 1/2r) log x + 4 log (N, 9 log x) 
< -$ log N(1 - (log N)/2 log x) + 1 log N - c, (log N)/2 log(9 log x) 
= (log2N)/8 log x - cs (log IV)/2 log(9 log x) 
< -cl2 log N/log(9 log x), 
where c12 > 0 provided we choose c1 large enough to make cg > c6 . 
In either of the cases (i) and (ii) the inequality (20) now follows. 
LEMMA 9. Ifx’ 3 N > exp c,(log x)llz then 
x-l”{#(N, 9 log x)}l12 < exp{ -c,,((log x)112/loglog x)}, (22) 
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where 
I = [4 log x/log Nj + 1, 
and cl3 > 0 provided cl is chosen suficiently large. 
The method of proof is identical to that of Lemma 8. 
LEMMA 10. If N* < x* then 
a~~h’(412 -K WWL 9 1% x>>‘. 
Proof. The result follows from (1 I), (13) and the inequality 
(23) 
(24) 
LEMMA 11. 
d;K x ,mT:d, 1 a.N x(4~2r < W2 + NT) a& h'(a)>". (25) 
Proof. The left hand side of (25) is 
The result now follows by applying (10) with M = 0, II = a, a, = T:(a) 
and NT for N. 
LEMMA 12. 
1 c 4((~ - l)lw)lw(~ - 1) = C li x + W/Oog V), (26) 
lqm WI P-1 
where C is dejined by (2) and D is an arbitrary constant greater than 1. 
Proof. Denote the left-hand side of (26) by S, . Then 
putting n = wd, interchanging the order of summation, and letting 
7 (x, 1, n) denote the number of primes not exceeding x which are 
congruent to 1 (mod n). Hence 
s,=s,-+o x 1 c n> (logz)A 
n-2 C r-l 
7112 1 
= s, + 0 (x/(log x)-l), (27) 
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s, = c rr c--G 134 rz c @(4. w n<(logd din 
The sum S, is evaluated using the Siegel-Walfisz theorem (see Prachar [5]). 
We obtain 
S, = Ii x 
where B is an arbitrary positive constant. Thus 
S, = li x f (l/na#z)) C &(d) + O(x/(log x)+l) + O(x/(log x)~). 
?a=1 din 
But the sum in the last equation is precisely C (as was verified in [I, 
Eq. (28)]). From this, (27), and (28) we deduce (26) provided A and B are 
chosen sufficiently large. 
3. PROOF OF THEOREM 1 
Writing 5’, for the sum on the left hand side of (1) we have 
S, = N-l c c 1 w-’ 
a@ P<Z WIP-1 
e,(a)=(P-1)/w 
= N-l 1 c 1 
a<N ~$8 w/~-l "-'x,Ili?d,, cw(x) x(u)' 
where c,(x) is defined by (6) with w in place of r. Interchanging the order 
of summation and using (7) and (8) we obtain 
S, = N-l 1 1 
P<+ WJP-1 w-lxtn&ia) cw(x) a?N'@) \ 
= N-l 1 c (MP - lYwYw(~ - lNW1 - P%'l) 
P<Z WI P-l 
+ 0 IN-' llz Jpl w-l c I cdx)ll c xo(l 
XfXD a=3 
= p;s ,gel (MP - lYwYw(~ - 1)) + OW-l li 4 + O(Wog 4 
+ W, log x/N), (29) 
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where 
S4 = c c* (lb-d x)/ C ~(41 . 
P<S x (mod P) fKN 
This sum is evaluated using HSlder’s inequality; we obtain 
1 I* k-2r/(2r-1) 
P@ x (mod 9) 
using (25) with K = x. Using the estimate due to Titchmarsh [6] for 
c 1)~2 ~(p - 1) we have 
sy < (c14x)2’-1 (x2 + N’) c {T,‘(U)}? (30) 
&igN~ 
Choose Y as in (21). If N > x2 then r = 1 and (30) yields 
S, << x1J2N. (31) 
If x2 3 N > exp{c,(log x)l12} then r >, 2 and (30), (24), and (20) give 
S, < xN exp{ -c,,(log x)1/2/loglog x)}. (32) 
Substituting the estimates (31), (32), and (26) into (29) yields (1). 
4. PROOF OF THEOREM 2 
Let S, denote the sum on the left-hand side of (3). Then 
S, < N-l 
I 
c 1 c (e,(u) e,(a)/(p - l)(q - 1)) + NC2 li2 s 
P<X q$x a$N 
- 2C l i x j$ aTN (e&>/(p - 1))) 
. -. 
< N-l 1 2 c (e,(u) e,(a)/(p - I)(q - 1)) - C2 Ii2 x 
P<X qQx a<N Y#P 
+ O(x2/(log x)E>. (33) 
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using (1) and writing E = D + 1. The first sum on the right-hand side of 
(33) may be written 
4x1) Xl(a) c 4x2) X2(U) 
x2 (mod a) 
(34) 
= s, f 2s, + s, , 
where S, , S, , S, are the contributions to S, when both x1 , xz are principal, 
when one of x1 , xz is principal, and when neither x1 , xz is principal, 
respectively. Following the same type of argument used in [2] we have 
S, = NC2 li2 x + O(Nx2/(log x)9 + O(x2/log2 x), (35) 
s&J -g Nx~/(log x)E, (36) 
and 
s2 <log2 x c c* c Word x)1 C x(41. (37) 
P(S q1$s x (mod pq) -3 
P#P 
Denoting the sum on the right-hand side of (37) by A’,,, and using Holder’s 
inequality we have 
sg < (c14p- (x4 + iv) c brW2. (38) 
lZ<N’ 
Choosing r as in (23), the inequality S, < x2/(log x)” then follows from 
(38), (37), (24) and (22). From this, (35), (36), (34), and (33) the result 
follows. 
5. THE DENSITY ON AVERAGE 
Before proving Theorems 3 and 4 we prove two auxiliary results. 
LEMMA 13. 
. C w-%(x, 1, w)<lix. 
WCp-1 
(39) 
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Proof. Denote by S,, the sum on the left-hand side of (39). Then 
using the Brun-Selberg estimate for 77 (x, 1, W) (see IS]). Hence 
S,, << Ii x ,GG,,2 (W#(w)) + S2 Q li x. 
LEMMA 14. There are &(p - 1)/w) #(q - 1)/t) numbers in any 
interval of length pq (p # q) which have order (p - 1)/w (mod p) and 
(4 - Q/t (mod 4). 
Proof. There are +((p - l)/ w residue classes mod p which have order ) 
(p - 1)/w (mod p). Let them be represented by a,, a, ,..., a,((,-,),,) , 
where each ai satisfies 1 < ai < p. For each i the numbers (modp) 
congruent to ai not exceedingpq are ai , ai + p, ai + 2p,..., ai + (q - 1) p. 
But these form a complete set of residues mod q since p and q are coprime. 
Further, $((q - 1)/t) of these are also of order (q - 1)/t (mod q), and we 
thus have the result. 
Proof of Theorem 3. Let the left-hand side of (4) be denoted by S12 . 
Then 
Sl, = N-’ c c c c 1 
b$N P<X WI p-1 SN 
e,(b)le,(a) 
= N-l c 1 b<N p<. ,& (C((P - WYP) 
\ . 
e,(b)l(s+l)/w 
+ 0 [xN-’ c w-%-(x, 1, w)/ 
W<X-1 
= N--l 1 c (&(P - ~)/w)/P) c +((P - l)lWUW1 + O(1)) 
P$Z WlP-1 kl(P-1)/W 
+ 0(x2/N log x), 
using (39). But &la &n/d) = n and hence 
SIZ = c c (+((P - I)/w)/w(P - 1)) + O(loglog x) + 0(x2/N log x). 
P<X WI P-l 
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But the sum on the right-hand side of the last equation is precisely that 
evaluated in Lemma 12. The result now follows from this, (26), and the 
inequality N > x(log +, where c2 is sufficiently large. 
Proof of Theorem 4. Denote the left-hand side of (5) by S,, . Then 
using the same argument as for Theorem 2 we deduce that 
S,, d N-’ zv zN zz c 1 - C2 Ii2 x + O{xl(log 4% (40) 
. QGX 
P( I an-b) ai(a”‘-b) 
for some n for some 112 
where E = D + 1. Let the first expression on the right-hand side of (40) be 
denoted by S,, . Then 
= w2 c c c c & +((P - Oh) +Kq - lYWlpq) 
b<N P<X 6’<r Wlb-1 
Q#P ep(b)[(p-l)/w e,(b)lk?-U/t 
+ 0(x/h? xl + 0 !x2N-’ (,& w-b (x, 1, w))~/ , 
. 
using the result of Lemma 14. It is now a simple matter to verify that 
s,, = ~2 li2 x + 0(x log2 X) + 0(x4/N log’ x). 
The inequality (5) is a consequence of this with (40). 
6. EXCEPTIONAL VALUES 
The following result is a corollary of Theorem 2. 
COROLLARY. Let V be the set of those integers a not exceeding N for 
which 
for a given E > 0. Let card Q = M and suppose that N > exp{c,(log x)~/~}. 
Then M < KN/c2 (log x)l where K is some positive absoltite constant and F 
is an arbitrary positive constant. 
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A weaker result, but similar in type, may be deduced as a corollary of 
Theorem 4. In fact the inequalities imposed on N in Theorems 3 and 4 
could probably be sharpened using the large-sieve method of Theorems 1 
and 2. 
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