The effective bandwidth approximation is an attractive mechanism for performing call admission control in ATM networks. We present a methodology for evaluating the effective bandwidth of arbitrary on/off sources. An arbitrary on/off source is described by a stochastic process which alternates between on and off periods that have arbitrary probability density functions. We present two approximate methods for evaluating the effective bandwidth of an arbitrary on/off source. The first method is based on moment matching of the on and off periods. The second method is called the bandwidth matching procedure and is considerably more efficient than the moment matching procedure. 
Introduction
In this paper, we devise a methodology for calculating the effective bandwidth of an arbitrary on/off source. The effective bandwidth is a mechanism for carrying out the call admission control process in the high speed networks environment. The methodology of the effective bandwidth is in general applicable to the case of Markov modulated sources.
Arbitrary on/off source are a special case of semi-Markov processes and are in general non-Markovian. Using an elaborate mapping, we find a Markov chain which can be used to characterize an arbitrary on/off source. We then apply the effective bandwidth method to the resulting Markov source.
For a Markov modulated source, the computation of the effective bandwidth involves finding the spectral radius or sometimes the largest positive eigenvalue of a matrix which is a function of the modulating Markov chain, the arrival rates at the states of the Markov chain, the multiplexer buffer size, and the required cell loss probability. This is usually a computationally intensive process. In order to be able to perform call admission decisions using the effective bandwidth scheme in real-time, we propose a heuristic matching procedure in which the original source is mapped to an equivalent binary Markov modulated on/off source. The equivalent binary Markov modulated on/off source, for which the effective bandwidth has a simple characterization, can then be used in place of the original source in the call admission control process. As evidenced by the numerical examples reported in the paper, the accuracy of the approximation is valid for practical purposes. This paper is organized as follows. In section 2 we discuss the concept of effective bandwidth for Markov modulated sources. In section 3, we show how to approximately calculate the effective bandwidth of an arbitrary on/off source. We refer to this approximation as the Markovian-transformation method. We present two less computationallyintensive approximate methods for characterizing the effective bandwidth of an arbitrary on/off source in section 4. In section 5 we compare the evaluation of the effective band- Conclusions are given in section 6.
Effective Bandwidth of Markov Modulated Sources
The primary role of a network congestion control procedure is to protect the network and the user in order to achieve network performance objectives and optimize the usage of network resources. In ATM-based B-ISDN, congestion control should support a set of ATM quality of service classes sufficient for all foreseeable B-ISDN services. Call admission control (CAC) is one of the primary mechanisms for preventive congestion control in an ATM network. CAC is one particular type of many possible resource allocation mechanisms performed by the network provider. In an ATM network, resource allocation can be identified on three different levels: call, burst, and cell levels [8] .
In the context of ATM networks, the CAC process is described as follows. During the call setup phase, users declare and/or negotiate with the network their connection characteristics and their required quality of service. Some of the parameters that may be used to specify a call characteristics are sustainable (average) bit rate, peak bit rate, cell delay variation tolerance, and maximum burst length, as recommended by the ATM Forum [4] .
In a loss network, where the probability of lost cells is the primary grade of service, the effective bandwidth scheme emerged as an attractive scheme for performing call admission control. For a finite buffer multiplexer with buffer size ¢ and output link capacity £ as shown in figure 1 , the effective bandwidth of a call is defined as the link capacity needed in order to keep the call's cell loss probability below a specific value ¤ , assuming that the given call is the sole user of the multiplexer.
Guérin, Ahmadi and Naghshineh [6] , and also Gibbens and Hunt [5] , provide an efficient method to evaluate the effective bandwidth of a single call and the aggregate bandwidth of multiplexed calls. The arrival process is modeled as a binary Markov modulated on/off fluid source. The results of Anick et al. [1] were used to calculate the effective bandwidth.
Elwalid and Mitra [2] generalize these results to general Markovian traffic sources for both fluid and point processes models. The effective bandwidth is shown to be the maximal real eigenvalue of a matrix directly obtained from the source characteristics and admission criterion. The approximation is mostly valid in the asymptotic regime as buffer size approaches infinity and the cell loss probability tends to zero. was shown to be [10] : For a 2-state Markovian source described by the triplet
, where is the peak rate in cells/sec,
where
Other related work is Kelly [9] and Whitt [13] .
Effective Bandwidth of an Arbitrary on/off Source
Consider a traffic source which alternates between on and off periods where the lengths of the on and off periods have an arbitrary probability distribution. The distributions of the off and the on periods are given by:
) is a random variable indicating the length of an off (on) period. Arrivals occur periodically every w slots during the on period.
To describe an arbitrary on/off source as a Markov modulated source, we define the following quantities:
We The discrete-time Markov chain representing the source is then given by: , and
. The effective bandwidth of the source is approximated by
is the spectral radius of matrix .
The Eigenvalue Problem
As noted above, we need to solve for the spectral radius of the matrix
This matrix is very sparse, since only 2¥ for obtaining the set of eigenvalues of largest absolute magnitude as described by Stewart and Jennings [11] . This method is particularly suitable for large sparse matrices.
The power method, a method for finding the eigenvalue with the largest magnitude which is known to be very suitable for sparse-matrix calculations, can not be used here efficiently. This is because of the highly periodic nature of the matrix ¦ .
Approximations for the Effective Bandwidth of an Arbitrary on/off Source
The disadvantage of the methodology presented in the previous section is clearly the computational and storage complexity. In this section, we propose two approximation methods for characterizing the effective bandwidth of an arbitrary on/off source. The first method is based on moment matching of the statistics of the off and on periods. The second method finds a binary Markov modulated on/off source which, for some carefully chosen values of the buffer size and required cell loss probability, has the same peak rate, average rate, and effective bandwidth as the arbitrary on/off source. The resulting binary Markov modulated on/off source is then used in place of the original source for performing call admission control. We call this method the bandwidth matching method.
The Moment Matching Procedure
From the distributions of the off and on periods Alternatively, we can use the means of the on and off periods and the peak rate of the source to define a binary Markov modulated on/off source. The on and off periods have an exponential distribution with mean equal to the mean on and off periods of the original arbitrary on/off source. This source is referred to as the plain binary Markov modulated on/off source when it is used to substitute for the original source.
The Bandwidth Matching Procedure
Consider a binary Markov modulated on/off source specified by the triplet
. The effective bandwidth of such a source can be obtained using equation 2 for a given value of the required cell loss probability The matching procedure is outlined as follows:
Find the effective bandwidth Find the mean length of the on period of the binary Markov modulated on/off source as follows:
The above relation is obtained from equation 2 relating the effective bandwidth of a binary Markov modulated on/off source to the parameters Set the peak rate and average rate of the binary Markov modulated on/off source equal to those of the arbitrary on/off source.
The accuracy of the bandwidth matching procedure is better than the moment matching procedure (using one or two moments fitting). This will be demonstrated in section 5.
A related methodology was suggested by Gün [7] for approximating a complex source by a simple binary on/off source. In this method, however, it is necessary to obtain the complete queue length distribution through the numerical solution of the multiplexer with the complex source at the input. Explicit expressions for the queue length distribution of the multiplexer with the binary Markov modulated source are known from the work of Anick, Mitra, and Sondhi [1] . Gün used these expression to find the parameters of a binary
Markov modulated on/off source that would make the queue length distribution of the original source and that of the binary Markov modulated source equal at a given value of the queue length. This method can only be applied to Markov modulated sources.
Our method is more general in this regards as it can handle non-Markovian sources and avoids solving for the entire queue length distribution.
Results
In this section, we provide some numerical examples with a view to validating the methodologies of sections 3 and 4.
Example 1
For our first example, we choose an arbitrary on/off source with the distribution of the on and off periods shown in tables 2(a) and 2(b). We obtain the effective bandwidth using four different approximations: the Markovian-transformation procedure of section 3, the bandwidth matching binary on/off source, the phase-type on/off source obtained by matching the first two-moments of the off and on periods, and the plain binary 41. As it can be seen from figure 2, the bandwidth matching provides the most accurate approximation over the range of the required cell loss probability and buffer sizes. It is noted here that as the buffer size increases, all the methods converge to an effective bandwidth equal to the average rate.
Example 2
We now consider an arbitrary on/off source where the distribution of the off period is a uniform distribution in the period [1, 130] . The on period has a probability of 0.71 of being of length 1 and a probability of 0.29 of being of length 40.
We obtain the effective bandwidth using four different approximations: the Markoviantransformation procedure of section 3, the bandwidth matching binary on/off source, the phase-type on/off source obtained by matching the first two-moments of the off and on periods, and the plain binary on/off source obtained by matching the means of the off and on periods. The bandwidth matching is carried out at a buffer size equal to 12 § 31 13 and a cell loss probability equal to 10 figure 3 . Again, we note here that the bandwidth matching procedure provides the best overall accuracy. As observed in the other examples, as the buffer size grows, the effective bandwidth estimate of all the methods tends to the average rate of the source.
Example 3
We now use an on/off source with a phase-type distribution for the off and on periods. In this example too, it can be seen that the bandwidth matching procedure provides an accurate estimate of the effective bandwidth. This is not the case with the plain binary on/off source whose estimate of the effective bandwidth is far lower than its actual value for a wide range of buffer sizes. If we use the plain binary source in the call admission control decision process, the required cell loss probability may not be achievable since we are admitting a larger number of sources than what can be handled.
Similarly, we tested the case when the on and off periods have a coefficient of variation which is smaller than one. The bandwidth matching procedure provided good accuracy whereas the plain binary on/off source provided an upper bound of the effective bandwidth. The three different values of the buffer size are designated as low, medium, and large.
The low buffer value is equal to maximum(1, mean length of the on period/10 ), the medium value is equal to mean length of the on period , and the large value is equal to 20¨mean length of the on period .
We calculate the root mean square relative error and average relative error between the three approximating sources and the arbitrary on/off source. The root mean square relative error and average relative error are defined as follows. Let be the total number of readings, and 7 equi-distant points for the required cell loss probability in the range 
Conclusions
We have introduced the Markovian-transformation methodology for characterizing the effective bandwidth of an arbitrary on/off source. We proposed the bandwidth matching procedure as an effective mechanism for performing the effective bandwidth calculation in real-time. The bandwidth matching procedure provides good accuracy for the set of sources we tested. An interesting extension would be to investigate if it is feasible to provide upper and/or lower bounds for the cell loss probability in a statistical multiplexer with arbitrary on/off sources input using the bandwidth-matching procedure.
