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Abstract
Atomistic molecular dynamics (MD) simulations of bulk aqueous solution of NaCl and
functionalized gold nanoparticles (GNPs) in aqueous solution were conducted at 300 K.
Bulk NaCl solution systems of different concentration have been studied using various
force field parameter sets to investigate aggregation of ions and to choose suitable force
field parameters for ions. Gold nanoparticles functionalized with linear and branched
hydrocarbon chains with different grafting density (df=1, 2/3 and 1/3), chain length
((CH2)l, l=5, 11, 17 and 23), position of the branching point (4th, 8th and 12th car-
bon) and terminal groups (CH3, COO
− and NH+3 ) were modeled to investigate various
phenomena at the microscopic level. The solution of a functionalized GNP with ionic
terminations was neutralized by excess Na+ and Cl− ions. Focus has been given to the
penetration depth of water and ions into the diffuse shell of alkanethiols as a function of
grafting density, functionalization and chain length. Special focus has been given to the
relative accessibility of the gold core by water in dependence of grafting density, chain
length and chain shape. The orientation of water molecules inside the hydrocarbon chain
environment (from the surface of the gold core to the terminal groups) and near the
terminal groups has been studied in detail. Hydrogen bonds between water and polar
terminal groups have also been studied. Special attention has been given to the solvent
accessible surface area (SASA) of functionalized GNPs, and the coating asymmetry and
ways to prevent it.
It is observed that the penetration of water and ions into the hydration shell of
alkanethiols increases with decreasing grafting density, irrespective of the terminal group
of the hydrocarbon chains. High grafting densities lead to more extended hydrocarbon
chains which behave more rigidly. The solvent accessible surface area (SASA) is dependent
on the chain length and the terminal group. SASA (per unit chain length) of COO− group
terminated GNPs with chain length (Cl) 5 is the highest among all GNP coated with linear
chains. Water molecules orient near the surface of the gold core pointing one hydrogen
vii
towards the center of the gold core irrespective of chain length, terminal group and grafting
density. Water molecules cannot access the surface of the gold core of a branched chain
GNP as easily as in the linear chain GNP. Branched chains protect the core better than
the corresponding linear chains. Among all studied systems, nonpolar group terminated
branched chains with chain length 17 and branched at the 4th carbon atom provide the
best protection to the nanoparticle core. Coating asymmetry is generally more prominent
for longer chains (>11), and the asymmetry can be prevented by introducing branching
points.
viii
Zusammenfassung
Es wurden Molekulardynamik-Simulationen (MD) zum einen von NaCl in Wasser und
zum anderen von funktionaliserten Gold–Nanopartikeln in Wasser bei einer Temperatur
von 300 K durchgefu¨hrt. Hierbei wurden variable NaCl Konzentrationen mit jeweils ver-
schiedenen Kraftfeldern untersucht, um die Aggregation von Ionen zu beobachten und
geeignete Kraftfeldparameter fu¨r Ionen zu identifizieren. Funktionalisierte Nanopartikel
mit linearen und verzweigten Kohlenwasserstoffen unterschiedlicher Pfropfdichte (df=1,
2/3 und 1/3), Kettenla¨nge ((CH2)l, l=5, 11, 17 und 23), Kettenart (linear oder verzweigt),
Position der Verzweigung (4., 8. und 12.) sowie Art der Endgruppe (CH3, COO
− und
NH+3 ) wurden modelliert, um diverse Pha¨nomene auf mikroskopischer Ebene zu unter-
suchen. Durch einen U¨berschuss von Na+ und Cl− Ionen wurden die ionischen Reste
der funktionalisierten Gold–Nanopartikel neutralisiert. Der Fokus wurde auf die Ein-
dringtiefe des Wassers sowie der Ionen in die diffuse Hu¨lle der Alkanthiole in Abha¨ngigkeit
der Pfropfdichte, Funktionalisierung und Kettenla¨nge gelegt. Des Weiteren wurde die
Zuga¨nglichkeit und relative Verfu¨gbarkeit der Goldoberfla¨che fu¨r Wasser in Abha¨ngigkeit
der Propfdichte, Funktionalisierung und Kettenla¨nge studiert. Die Orientierung der
Wassermoleku¨le innerhalb der Kohlenwasserstoffumgebung (von der Oberfla¨che des Gold-
kerns bis hin zu der terminalen Gruppe) und nahe der Endgruppen wurde dabei detail-
liert untersucht. Ebenfalls analysiert wurden die Wasserstoffbru¨cken zwischen Wasser und
den polaren Endgruppen. Besondere Aufmerksamkeit wurde auf die dem Lo¨sungsmittel
zuga¨ngliche Oberfla¨che (engl. SASA) und der Beschichtungsasymmetrie der funktion-
aliserten Gold–Nanopartikel gelegt sowie darauf, wie eine solche Asymmetrie verhindert
werden kann.
Er wird beobachtet, dass die Eindringtiefe von Wasser und Ionen in die Hydrata-
tionshu¨lle der Alkanthiole mit abnehmender Pfropfdichte zunimmt, und zwar unabha¨ngig
von der Art der Endgruppe. Hohe Pfropfdichten fu¨hren zu verla¨ngerten Kohlenwasser-
stoffketten, die sich steif verhalten. Die dem Lo¨sungsmittel zuga¨ngliche Oberfla¨che (engl.
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SASA) ist sowohl von der Kettenla¨nge als auch von der Endgruppe abha¨ngig. Diese
ist im Fall der COO− terminierten Ketten mit der Kettenla¨nge (Cl) von 5 die ho¨chste
unter allen Gold–Nanopartikeln mit linearen Ketten. Die Wassermoleku¨le orientieren sich
nahe der Oberfla¨che des Goldkerns, unabha¨ngig von der Kettenla¨nge, Endgruppe und
Pfropfdichte, so dass je ein H-Atom eines Wassermoleku¨ls sich zur Mitte des Goldkerns
hin ausrichtet. Die Wassermoleku¨le ko¨nnen die Oberfla¨che der Gold–Nanopartikel bei
verzweigten Kohlenwasserstoffen nicht so einfach erreichen wie es bei linearen Ketten der
Fall ist. Daraus folgt, dass verzweigte Ketten den Kern deutlich besser schu¨tzen als vergle-
ichbare lineare Ketten. Unter allen untersuchten Systemen bieten die am 4. Kohlenwasser-
stoffatom mit unpolaren Rest verzweigten Ketten mit der Kettenla¨nge 17 den besten
Schutz fu¨r den Kern des Nanopartikels. Beschichtungsasymmetrie wird fu¨r la¨ngere Ketten
(>11) gefunden, und die Aymmetrie kann verhindert werden, wenn Verzweigugnspunkte
eingefu¨hrt werden.
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Glossary
AA All atom
acf Autocorrelation function
AMBER Assisted model building with energy refinement
CHARMM Chemistry at Harvard macromolecular mechanics
CG Coarse grain
Cl Chain length
df Degree of functionalization
DFT Density functional theory
FMNP Functionalized metal nanoparticle
GNP Gold nanoparticle
GNPS Gold nanoparticles
K Kelvin
LAMMPS Large–scale atomic or molecular massively parallel simulator
LCFGNP Linear chain functionalized gold nanoparticle
m molal
MD Molecular dynamics
nm Nanometer
NP Nanoparticle
xi
NPT Number of particle, pressure and temperature are constant
NPs Nanoparticles
NVT Number of particle, volume and temperature are constant
ns Nanosecond
OPLS Optimized potentials for liquid simulations
PPPM Particle–particle particle–mesh
Rg Radius of gyration
SASA Solvent accessible surface area
SDCs Self diffusion coefficients
TAAD Time averaged angle distribution
TIP3P Three–site transferable intermolecular potential
VMD Visual molecular dynamics
VOSS Volume occupied by solute in solution
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1 Introduction
Nanoparticles with diameters of 1–100 nm have recently become a focus of material re-
search, since they can be used in a variety of applications such as electronics,1–3 optics,4,5
chemistry,6,7 biosensing,8–11 imaging,12–14 drug delivery,15–18 catalysis19,20 and micro fabri-
cation.21,22 Such nanoparticles bridge the gap between the bulk material and the atomic or
molecular structure.23,24 Normally, the physical properties of bulk material do not change
with the size of the material, but the properties of nanoparticles change with the size of
the particle. For small nanoparticles of size less than 10 nm, electronic structure plays
an important role to determine stability, composition and structure of the particle.25,26
Aggregation of nanoparticles is a matter of concern for bulk handling of nanoparticle
based materials.27 Short hydrocarbon chain coated nanoparticles can be a means to pre-
vent aggregation of the naked particles. There are many properties of hydrocarbon chain
coated nanoparticles or functionalized nanoparticles which help to form complex super-
structures. Functionalized nanoparticles are often made of long hydrocarbon chains with
terminal functional groups and metal core. The long hydrocarbon chains are chemically
bonded to the metal core via different groups. In many cases, for gold nanoparticles in
particular, the chains are bonded via sulfur bridges. These functionalized metal nanopar-
ticles (FMNPs)28–33 can be tuned easily by changing the size and shape of metal core,
chain length and shape, and number of chains on the metal surface. Different properties
like aggregation, electrochemistry and solubility can be changed very easily by modifying
the terminal groups of the hydrocarbon chains ranging from more hydrophilic, charged or
neutral groups (COO−, OH, NH+3 ) to hydrophobic (CH3, CF3) ones.
Various metals like gold, silver and platinum can form the core of functionalized
nanoparticles. One reason to use metals to form the core is that metals have large sur-
face area to volume ratio which enables to add hundreds of polymers on the surface of
metal core. However, gold is widely used to form the core due its unique properties and
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non–toxicity. Also, gold does not form stable oxides, thus it can be handled easily. Gold
nanoparticles have attractive optical properties, and the color of nanoparticle solutions
can vary between yellow and dark green, depending on the particle size. Also, its light
scattering properties are very interesting, and these properties are used in biological imag-
ing applications.34 If gold nanoparticles (GNPs) are excited by light of wavelength from
700–800 nm, they produce heat, and this property can be used to kill cancer cells inside the
human body. Also, absorption of sunlight by semiconductor materials made of nanopar-
ticles is much higher than by a continuous sheet of a thin film. GNPs are more stable
than other metallic NPs in aqueous solution. In other work it has been shown that the
grafting density of chains on a NP plays an important role to form composite materials.35
Additionally, the hydrocarbon chain length and the terminal groups change properties
such as solubility, dispersion and aggregation of the functionalized gold nanoparticle in
solution, and these properties play a vital role to form complex super structures or to han-
dle nanoparticle based bulk materials. So the fundamental study of different properties
of functionalized gold nanoparticle at the microscopic level is essential.
To gain knowledge on stabilisation, it is necessary to understand the role of func-
tionalized GNPs in biological environment or in crowded solution of ions. Compared to a
experimental study, computer simulations offer detail information about interactions be-
tween functionalized GNP and aqueous solution at the atomic level. Few studies of such
particles in aqueous or biological environment have been performed to date and most of
them are MD simulations. Ghorai and Glotzer36 performed atomistic MD simulations of
self–assembled alkanethiol monolayers on NPs in vacuum to investigate the ligand shell
organization of homoligand surfactants on spherical GNP surfaces as a function of tem-
perature. They compared the structure of monolayers on GNP surface with the structure
on flat gold surface. They found that at room temperature or slightly elevated tem-
perature chains on flat surfaces tilt mostly in one particular direction but on spherical
surfaces a group of chains tilt together in various directions due to curvature induced
disclinations. They also found that at high temperature, chains on spherical surface ori-
ent randomly. Luedtke and Landman37 studied dodecanethiol self–assembled monolayers
on small and large gold nanocrystallites. They investigated the equilibrium structure and
thermodynamic properties of the particles in butanethiol. They showed the temperature
dependence of bundle formation and conformational defects of chains.
In a pioneering study, the group of Grest38,27 investigated coating structure and
solubility of functionalized gold nanoparticles in water and decane. They also studied
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effects of ions on coating asymmetry, and orientation of coatings near the water–vapor
interface. Yang and Chen39 investigated structure and dynamic properties, hydrogen
bond dynamics and far–infrared (far–IR) spectra of hydration water molecules around
the mixed monolayer–protected gold nanoparticles with different ligand compositions and
length. Yang and Weng40 studied the structure and dynamics of pure water around a
polar and nonpolar functionalized GNP with methyl, carboxyl, amine and hydroxyl ter-
mination in much detail employing MD. Cruz and coworkers41 studied surface patterns
of charged end group ligand attached nanoparticles and various conformations of the lig-
and coatings. Heikkila¨ and coworkers42 studied charged monolayer–protected GNPs in
dilute solutions. They investigated complexes formed between charged GNPs, and water
and ions around it. Also they investigated interactions between charged GNPs and lipid
bilayers.43 Alfredo and coworkers44 investigated aggregation of two small, charged, alka-
nethiol monolayer–protected gold nanoparticles under typical biological conditions using
implicit solvent simulations. Furthermore, they investigated the role of ligand–ligand in-
teraction for the stabilisation of the particles. Zhang and coworkers45 studied aggregation
of monolayer–protected GNPs using a coarse–grained (CG) molecular dynamics approach.
They investigated the dependence of aggregation on the chain length and terminal groups,
and the effect of salt concentration on aggregation. Recently, the Grest group calculated
potentials of mean force (PMFs) between nanoparticles vs coating thickness.46 They found
that the force at separations beyond about 2.5 nanoparticle radii is statistically very in-
significant, but becomes quickly repulsive for distances smaller than about 2 nanoparticle
radii. In other simulation work different aspects have been investigated such as bundle
formation and stability,47–50 interaction between the particles,51–53 dynamics of the par-
ticle,50,54 chain structure54 and solubility.49 Some of these studies have been performed
using MD with all atom or united atom force fields; other studies have been performed
employing coarse–grained methods. Also, simulation of functionalized gold nanoparticles
in supercritical CO2 has been reported.
55,56
In this PhD thesis, charged and uncharged, partially or fully functionalized GNPs
in an approximately 1 molar NaCl solution have been studied. The core of the GNPs
is around 2 nm in diameter, and it has three layers which consist of 144 gold atoms.
The core was modeled in the same way as a DFT model taken from the literature.57
The core is functionalized with –(CH2)x–CH3, –(CH2)x–COO
− and –(CH2)x–NH+3 chains
and branched chains, and the chains are attached to the gold core via sulfur bridges.
Specifically, different systems have been studied varying the chain length (from 5 to 23
3
atoms), terminal groups (CH3, COO
− and NH+3 ) and branching position (4th, 8th and
12th carbon atom or none at all). One goal was to elucidate the relative accessibility
of the particle surface by water in the presence of the grafted hydrocarbon chains of
varying termination, grafting density, chain length, and branching position. Focus has
been given on the water density and orientation, around the NP from the gold surface up
to the terminal groups. Hydrogen bonds between polar terminals and water molecules,
ion contact, and integrated charge density from the surface to the terminal group have
been studied. Attention also has been given to prevention of coating asymmetry and
solvent accessible surface area (SASA).
4
2 Theoretical Overview
Science needs both observation and comprehension. Without observation there are no
facts to be comprehended; without comprehension science is mere documentation.58 The
basis of comprehension of an observation is theory. Usually, there is always a chasm
between the statement of a theory and the ability to extract information to interpret-
ing experiment.58 In reality, exact solutions of different problems are notable exceptions.
Therefore, theory relies on approximations, often this approximation is uncontrolled, and
so the reliability is questionable. In this regard, simulation is better than theory. Sim-
ulation rests on basic theoretical foundations, but avoids much of the approximations
associated with theory, by replacing the approximations with more elaborate calcula-
tions.58
Some problems in statistical mechanics are exactly soluble. This means that a com-
plete specification of the microscopic properties of a system leads directly and easily to
a set of interesting results or macroscopic properties. In statistical mechanics, there are
few non–trivial problems which are exactly solvable, like the ideal gas, the harmonic crys-
tal, and the two–dimensional Ising model for ferromagnets. Some problems in statistical
mechanics are not solvable exactly, deploying approximations in analytical methods.59
Therefore, to solve such problems, computer simulation play a pivotal role.
When the computer is used for simulation, the computer becomes a “virtual lab-
oratory”, in which a system is studied.58 Simulation plays a dual role: on one hand it
bridges between model and prediction from theory, and on the other hand it bridges be-
tween model and experiment. The simulation provides in principle a direct route from
microscopic details of a system to macroscopic properties. The results of computer sim-
ulations can be compared with real experiment. The results emerging from a computer
simulation may differ strongly from experiment, and this largely depends on the tech-
nique used in simulation and on the quality of the interaction model.58 A wide variety
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of simulation techniques has been developed over the years such as: Molecular Dynam-
ics, Classical Monte Carlo, quantum based techniques involving path integral and Monte
Carlo methods, and MD combined with quantum mechanical density functional theory.
If the simulation technique is appropriate, then it can unveil the inside story and can help
experimentalists to interpret new results.
Furthermore, it may be difficult to perform experiments under extreme pressure and
temperature, but computer simulations are possible without any difficulties. Details of
molecular structure and motion are difficult to probe experimentally, but can be extracted
easily from a simulation. The scope of computer simulation is not limited to solving some
non–trivial statistical mechanics problems, rather it extends to investigate more complex
systems such as DNA, liquid crystals, polymers, lipid membranes and viruses. In the field
of liquid matter and biology, nowadays, simulation often comprises fully hydrated systems
with hundred of thousands of atoms and extended over hundreds of nanoseconds.58,60,61
2.1 Molecular Dynamics Simulation
Classical molecular dynamics (MD) is one of the simulation techniques used for computing
equilibrium and transport properties of a classical many body systems. This technique is
widely used for large–scale simulations at the molecular level in different fields. In MD
successive configurations of the systems are generated by integrating Newton’s equations
of motion. The successive configurations, or the “trajectories”, specify how the positions
and velocities of particles in the system vary with time. Newton’s second law of motion
says: force on a particle is equal to the rate of change of its momentum (~F = d~p
dt
).
The trajectory is obtained by solving the equation embodied in Newton’s second law
(~F = d~p
dt
):62,63
d2xi
dt2
=
Fxi
mi
(2.1)
This equation describes the motion of a particle of mass mi along xi direction when a
force Fxi acts on the particle in the same direction.
A simple molecular dynamics program follows the following steps:62
1. At first, it reads the initial configuration such as positions and velocities of particles
inside a system, and conditions (e.g. initial temperature, density, time steps, and
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different constraints).
2. Then, it computes forces on all particles.
3. After that, integrating Newton’s equation of motion, it updates positions and veloc-
ity of particles using a small time step δt . This process is repeated for the desired
number of time steps.
4. Then, it prints the calculated quantities and stops.
2.1.1 Verlet Algorithm
The most widely used method to solve Newton’s equation of motion (2.1) and to calculate
the trajectory of particles in MD simulation is the Verlet algorithm. The main idea behind
this method is that the integration is broken down into many small steps, each separated
by small fixed time δt . The total force on each particle in the simulated system at a time t
is calculated as the vector sum of its interactions with other particles in the system. From
the force on particles, their acceleration can be calculated. Combining the acceleration
with the position and velocity of the particles at a time t , position and velocity of particles
can be calculated at a time t+ δt. The forces on the particles are assumed to be constant
during the small time step δt . The forces on the particles in their new positions are then
calculated at time t + δt to get positions and velocities at time t + 2δt . This process
runs iteratively up to a desired time length to get a trajectory. Mathematically, the Verlet
algorithm can be represented as follows:
Position and acceleration of particles at time t and position of particles from the
previous step t− δt are used to calculate new positions at time t + δt . Taylor expansions
of the position of a particle at times t + δt and t–δt are59,62
~r(t + δt) = ~r(t) + δt~v(t) +
1
2
δt2~a(t) +
δt3
3!
~˙a+O(δt4) (2.2)
~r(t− δt) = ~r(t)− δt~v(t) + 1
2
δt2~a(t)− δt
3
3!
~˙a+O(δt4) (2.3)
In these equations ~r, ~v, ~a, ~˙a, and O are position, velocity, acceleration, time derivative
of acceleration and order of error, respectively. Summing the equations 2.2 and 2.3 gives59
~r(t + δt) ≈ 2~r(t)− ~r(t− δt) + δt2~a(t) (2.4)
7
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Equation 2.4 does not use velocity to calculate the new position at time t + δt . The
velocity can be calculated in many different ways. A simple way is to use the knowledge
of the trajectory59
~r(t + δt)− ~r(t− δt) = 2~v(t)δt +O(δt3)
or
~v(t) =
~r(t + δt)− ~r(t− δt)
2δt
+O(δt2) (2.5)
Here the velocity is accurate to the order of δt2, but more accurate estimate of the velocity
is possible using a Verlet–like algorithm. The Verlet algorithm is simple and straightfor-
ward. It stores two sets of positions and acceleration to calculate new positions of particles.
It is economic in its use of storage. One of the disadvantages of the algorithm is that the
new position ~r(t + δt) at time t + δt is obtained by adding a small term δt2~a(t) to the
difference between two big terms of ~r(t) and ~r(t− δt) (see equation 2.4). This disadvan-
tage may lead to the loss of precession. Another drawback is that the velocity term is
not present explicitly in the equations and velocity is not available until the position have
been calculated at the next step. One further drawback is that the new position ~r(t+ δt)
depends on the current position ~r(t) and the position form the previous time step t− δt.
So, at time t =0 there is only one set of positions, another set of positions at t =–δt has
to be provided by other means.
Several variations of Verlet algorithm have been developed. MD software package
LAMMPS uses the velocity Verlet method which yields positions, velocities and acceler-
ations at the same instant of time without compromising precision.59
~r(t + δt) ≈ ~r(t) + δt~v(t) + 1
2
δt2~a(t) (2.6)
~v(t + δt) ≈ ~v(t) + δt~a(t) + 1
2
δt2~˙a(t) (2.7)
~a(t + δt) ≈ ~a(t) + δt~˙a(t) (2.8)
From equation 2.7 and 2.8
~v(t + δt) = ~v(t) +
1
2
δt[~a(t) + ~a(t + δt)] (2.9)
In this algorithm the new velocities need the acceleration at time t and t +δt . At first
~r(t +δt) can be calculated according to equation 2.6 using the velocities and acceleration
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at time t . The velocities at time t +1
2
δt can be obtained using following equation59
~v(t +
1
2
δt) = ~v(t) +
1
2
δt~a(t) (2.10)
At the end the velocity can be determined using
~v(t + δt) = ~v(t+
1
2
δt) +
1
2
δt~a(t + δt) (2.11)
Here the accelerations at time t +δt are calculated from new forces based on current
positions of particles.
2.2 Force Field Models
An empirical force field is an integral part of MD simulation. In molecular simulation,
force field refers to the functional form of potential and parameter sets used to calculate
the potential energy of a system of atoms or molecules. Force field parameters can be
developed using quantum mechanical calculation or by reproducing different thermody-
namical properties from experiments. The parameter sets can be classified into all–atom
and united–atom, depending on how the interatomic potentials treat the atoms. All–atom
force fields provide potential parameters corresponding to all atoms. United–atom force
fields provide potential parameters corresponding to a group of atoms (like CH, CH2,
CH3). An equation for the force field for molecular simulation usually has four terms.
Some sophisticated force fields have more terms but they have these four components in
common. These four terms are divided into bonded interaction terms and nonbonded
interaction terms. The bonded interaction terms are related to bond stretching, an-
gle stretching and bond rotation. The nonbonded interaction term is a combination of
Coulomb interaction and Van der Waals interaction. These four terms are responsible for
the change of specific internal coordinates of atoms such as angle, bond length, rotation of
bonds and movement of atoms, separately. This makes it simple to understand different
effects due to different force field parameters. The equation corresponding to a simple
9
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force field for a single molecule (or for a group of molecules) is61,63–67
V(r) =
∑
bonds
kbi
2
(bi − bi,0)2 +
∑
angles
kθi
2
(θi − θi,0)2 +
∑
dihedrals
Vn
2
(1 + cos(nφ− γ))+
N∑
i=1
N∑
j=i+1
(
4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
+
qiqj
4pi0rij
) (2.12)
Where V(r) is the potential energy which depends on the positions of particles. The first
Figure 2.1: Sketch of bond stretching (top left), angle bending (top right) and torsional
rotation (bottom).
term in the force field equation denotes the interaction between two bonded atoms (see
figure 2.1, top–left). In the simple force field, this component is a harmonic potential
and provides an increase in energy as the bond length bi deviates from its equilibrium
value bi,0. The second term is a sum over all valence angles of bonded atoms (see figure
2.1, top–right) and this term is also often modeled by a harmonic potential that gives an
increase in energy as the angle θi deviates from the equilibrium value θi,0. The third term
is the dihedral potential which measures the energy corresponding to bond rotation (see
10
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figure 2.1, bottom). The fourth term is nonbonded interactions between atoms. This is
the interaction potential term between the atoms which are not bonded or separated by at
least 3 bonds. The term has two parts; one is the Lennard–Jones potential part, describing
Van der Waals interactions and another one is Coulomb electrostatic interaction part.
2.2.1 Bonded Interactions
Bond stretching
Different functional forms of potential terms are available to describe the bond stretching.
One such function suggested by Morse is the most accurate. The function can be written
as64,68
Vbond(b) = De
(
1− e−a(b−b0)
)2
(2.13)
Here b is the distance between the atoms, b0 is the equilibrium bond distance, De is the
depth of potential energy minimum and “a” controls the potential well width. Small
“a” means large well; a =
√
Ke
2De
, where Ke is the force constant at the minimum of the
well depth. This potential form of bond stretching is not usually used in MD simulation
because it is computationally inefficient and also the function needs three parameters for
each bond to specify. In most simulations simple forms of bond potential are used. One
simple function is Hooke’s law, in which potential energy is proportional to the square of
the deviation of the bond length (b) from the equilibrium bond length (b0)
64,69
Vbond(b) = K
b
2
(b− b0)2 (2.14)
This functional form (2.14) of the potential is an approximation, and it gives accurate
potential energy for bond stretching when bond stretching is small. It gives less accu-
rate potential energy for bond stretching when the bond length (b) is further away from
the equilibrium value b0. To get more accurate potential energy corresponding to bond
stretching, the following formula can be used64,70
Vbond(b) = K
b
2
(b− b0)2
[
1−Kb1(b− b0)−Kb2(b− b0)2 −Kb3(b− b0)3...........
]
(2.15)
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In the simulations of functionalized GNPs, equation 2.14 has been used as the potential
energy function for the bond stretching.
Angle Bending
Usually, the harmonic functional form is used to calculate the potential energy contribu-
tion of angle bending during the simulation64
Vangle(θ) = K
θ
2
(θ − θ0)2 (2.16)
The potential energy contribution of angle bending is lower than that of bond stretching.
To get a more accurate potential contributions from angle bending, the following function
can be used64,70
Vangle(θ) = K
θ
2
(θ − θ0)2
[
1−Kθ1(θ − θ0)−Kθ2(θ − θ0)2 −Kθ3(θ − θ0)3...........
]
(2.17)
Addition of higher order terms to the equation 2.16 gives more accuracy to the potential
term. For simplicity and efficiency, equation 2.16 has been used in this work.
Torsional Rotation
Deformation of a torsional angle needs less energy than a bond stretching or angle bending.
The torsional potential function represents steric barriers between the atoms separated
by 3 covalent bonds. Several functional forms of torsional rotation potential are available,
and all of them are cosine functions. One of the torsional potential expressions is71
Vtorsion(φ) =
∑
n
Vn
2
(1 + cos(nφ− γ)) (2.18)
The term Vn gives the barrier height and n is the multiplicity which indicates the number
of minimum points in the torsional potential function as the dihedral angle rotates from
0 to 360◦. Another similar expression to equation 2.18 is64
Vtorsion(φ) =
∑
k
Akcos(φ)
k (2.19)
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The potential function of torsion rotation, which is used in LAMMPS for the simulations
of GNPs, is72
Vtorsion(φ) = K
d
1
2
[1 + cos(φ)] +
Kd2
2
[1− cos(2φ)] + K
d
3
2
[1 + cos(3φ)] (2.20)
Where Kd1 , K
d
2 and K
d
3 are the dihedral coefficients. The first term of equation 2.20
corresponds to the interaction between bond dipoles, the second term corresponds to con-
jugation and hyperconjugation effects and the third term corresponds to steric interactions
between the 1,4 atoms of the dihedrals.64
2.2.2 Nonbonded Interactions
Nonbonded interactions between pairs of atoms or molecules play an important role for
the determination of the motion and structure of the molecules. Nonbonded interactions
have two parts namely i) Coulomb interactions or electrostatic interactions and ii) van
der Waals interactions. These two parts will be discussed in this subsection in details.
Coulomb Interactions
Coulomb interactions always refer to the interaction between charges. Charge can be dis-
tributed in different ways in a molecule. One way is to assign point charges throughout
the molecule. If the charges are restricted to the nuclear center of atoms, then the charges
are called partial atomic charges or net atomic charges. The Coulomb interaction or elec-
trostatic interaction between two molecules with partial atomic charge can be calculated
by the following equation64
Velectrostatic(r) =
N1∑
i
N2∑
j 6=i
qiqj
4pi0rij
(2.21)
qi and qj are the partial atomic charges of the atoms, N1 and N2 are the number of par-
tial atomic charge of the molecules, and rij is the distance between the partial atomic
charges. An alternative way to calculate the electrostatic interaction is the central mul-
tipole expansion. This approach is computationally very efficient at large distances. In
this approach, each molecule is considered a single entity. Using the multipole expansion
13
2.2. Force Field Models
approach, the expression of electrostatic interaction potential can be written as64,73,74
Vmultipole(r) = q1q2
4pi0r
+ Vmonopole−dipole(r) + Vdipole−dipole(r) + Vcharge−quadrupole(r) + .....
(2.22)
q1 and q2 are the net charges of the molecules and r is the distance between the different
poles. Vmonopole−dipole, Vdipole−dipole and Vcharge−quadrupole are interaction potential terms
between monopole and dipole, dipole and dipole, and charge and quadrupole, respectively.
The other approaches to calculate the electrostatic interaction are beyond the scope of
this work. For the GNP simulations, equation 2.21 has been used in LAMMPS.
Van der Waals Interactions
Apart from the Coulomb interaction, one of the widely used nonbonded interactions is
van der Waals interaction. For the calculation of van der Waals interaction, an accurate
and computationally efficient expression is required. A well–known model is the Lennard–
Jones 12–6 function and the expression of the function is as follows64
V(r) = 4
[(
σ
r
)12
−
(
σ
r
)6]
(2.23)
where  is the well depth, σ is the collision diameter and r is the distance between the
particles. This expression can be written in different form using r0, where r0 is the
distance at which the potential reaches its minimum. The first derivative of energy with
respect to the intermolecular distance (∂V
∂r
= 0) will provide r0=2
1/6σ. The expression of
Lennard–Jones 12–6 potential can be written as
V = A
r12
− B
r6
(2.24)
Where A is equal to r120 and B is equal to 2r
6
0. The potential expression has two parts.
One is the repulsive part which varies as r−12 and the other is attractive part which
varies as r−6. This potential form is widely used for the van der Waals interaction energy
calculation of big systems. Calculation of r−12 and r−6 are easy and that can be done
without performing a computationally expensive square root calculation. To get less
steep potential curve from the repulsive part of the equation, r−12 can be replaced by r−9
or r−10. In some formulations r−12 of the equation is replaced by a theoretically more
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accurate exponential expression. The new expression is as follows64
V(r) = 
[
6
α− 6exp[−α(r/r0 − 1)]−
α
α− 6
(
r0
r
)6]
(2.25)
where α is a free dimensionless parameter. In the simulation of GNPs, equation 2.23 has
been used in LAMMPS.
2.3 Thermostating and Barostating
Molecular dynamics is traditionally performed in the microcanonical ensemble (NVE).
Most experiments in the real world are performed at constant temperature or pressure. To
make the simulated system comparable to the real experiment, commonly MD simulations
are nowadays performed in the NVT or in the NPT ensemble. Although it is possible to
adjust the temperature of a system to a desirable value during the equilibration in the
microcanonical ensemble. The NVT or NPT ensembles are important to study different
properties of a system with respect to temperature or pressure.
2.3.1 Thermostat
A variety of thermostats are available to control the temperature of a system during a sim-
ulation. Popular methods to control the temperature are velocity rescaling, Nose´–Hoover
thermostat, Berendsen thermostat, Anderson thermostat and Langevin thermostat. Here,
only velocity rescaling, the Berendsen thermostat and the Nose´–Hoover thermostat tech-
niques will be discussed.
Velocity rescaling
Velocity rescaling is the most simple method to keep the temperature of a system constant
during a simulation. The temperature of a system is related to the time average kinetic
energy of the system. For an unconstrained system the time average kinetic energy can
be written as64
〈Ek〉NV T = 3
2
NKbT =
N∑
i=0
1
2
miv
2
i (2.26)
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If the temperature of the system at a time t is T (t) and the velocities are multiplied by a
factor λ to get a desired temperature Td, then the temperature change of the system can
be written as64
Td − T (t) = (λ2 − 1)T (t) (2.27)
λ =
√
Td/T (t) (2.28)
The easiest way to control the temperature is velocity rescaling by the factor of λ.
Berendsen Thermostat
The main problem of velocity rescaling is that it does not allow any fluctuation in tem-
perature. To overcome this problem and to maintain the temperature of the system,
Berendsen and coworkers75 introduced an external heat bath which is fixed at the desired
temperature. The heat bath can add or remove thermal energy from the system to main-
tain the system temperature at the desired level. The velocities are scaled at each time
step in such a way, that the rate of change of temperature is proportional to the difference
between the heat bath temperature and the system temperature.
dT (t)
dt
=
1
τ
(Tr − T (t)) (2.29)
Where Tr is the temperature of the heat bath or heat reservoir and τ is the coupling
factor. The value of τ defines how strongly the heat reservoir is coupled with the system.
Large τ value makes coupling weak and small τ value makes coupling strong. If the value
of τ becomes equal to the time step value (∆t), then this technique will be equivalent to
the velocity rescaling. The velocity scaling factor can be written as64
λ2 = 1 +
∆t
τ
(
Tr
T (t)
− 1
)
(2.30)
This method produces an exponential decay towards the temperature of the heat bath.
The beauty of this method is that it allows temperature fluctuations, which are present
in the canonical ensemble. However, the method has some drawbacks. One drawback is
that the technique is time irreversible or deterministic and an other disadvantage is that
it does not remove localized or unwanted correlation motion of particles in the system.
This method is not recommended for production runs because it does not strictly conform
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to the canonical ensemble, but it can be used during equilibration.
Nose´–Hoover Thermostat
The stochastic collision method and the extended system method are two well known
methods which can generate a proper canonical ensemble. In the stochastic collision
method a particle inside the system is selected randomly at a certain interval and its
velocity is modified by random selection from the Maxwell–Boltzmann distribution. In the
extended system method, the heat reservoir is considered as an integral part of the system
and this method is known as Nose´–Hoover thermostat. The Nose´–Hoover thermostat is
the default thermostat for the NVT ensemble in the LAMMPS simulation package. The
heat reservoir in this method is introduced by adding an additional degree of freedom in
the Lagrangian of the system. The Lagrangian of a classical N–body system with the
additional degree of freedom is62
LNose−Hoover =
N∑
i=1
mi
2
s2 ~˙ri − Φ(~r) + Q
2
s˙2 − g
β
ln s (2.31)
where s is a parameter that scales the velocities, Q is an effective mass associated to s and
g is equal to the degrees of freedom of the system. The Hamiltonian of the corresponding
system is
HNose−Hoover =
N∑
i=1
~pi
2
2mis2
+ Φ(~r) +
p2s
2Q
+
g
β
ln s (2.32)
Where, ~pi is mis
2 ~˙ri and ps is Qs˙. From this Hamiltonian, the equations of motion can be
derived easily. The mass Q determines the strength of the thermostat, and the choice of
Q is critical.
2.3.2 Barostat
Often it is desirable to control the pressure of a simulated system. At constant pressure,
the volume of a simulated system changes during the simulation. Different barostat meth-
ods are available for maintaining a desired pressure by changing the system volume. Many
of the barostats are analogous to the thermostats, which were discussed in the previous
subsection 2.3.1. Some well known barostat methods are volume rescaling, Berendsen
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barostat and extended ensemble barostat or Nose´–Hoover barostat.
Berendsen Barostat
The Berendsen barostat is one of the simplest methods to control the pressure of a system
during a simulation. In this method the system is weakly coupled with an external
constant pressure reservoir which is analogous to the way temperature is maintained in
the Berendsen thermostat. The rate of pressure change is defined by76
dP (t)
dt
=
1
τp
(Pd − P (t)) (2.33)
Pd is the desired pressure, P (t) is the system pressure at time t, and τp is the time constant
of the barostat. To adjust this pressure change, the volume of the system is scaled by a
factor µ3. So the coordinates of the particles change by a factor µ. µ is
µ =
[
1− ∆t
τp
(P (t)− Pd)
] 1
3
(2.34)
The strength of the coupling between the system and the pressure reservoir is determined
by τp.
Nose´–Hoover Barostat
This barostat is similar to the Nose´–Hoover thermostat. To create the barostat, the
extended system method has been used. The equations of motion corresponding to this
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barostat are77
~˙ri =
~pi
mi
+
p
W
~ri
~˙pi = ~Fi − p
W
~pi − pξ
Q
~pi
V˙ =
dVp
W
p˙ = dV (Pin − Pout)− pξp
Q
ξ˙ =
pξ
Q
p˙ξ =
N∑
i=1
~p 2i
mi
+
p2
W
− (Nf + 1)kT
V is the volume of the system, p is the barostat momentum, ξ and pξ are the thermostat
position and momentum, Fi is the force on ith particle, Pin and Pout are the internal and
external pressure on the system, W is the mass parameter associated with , Q is the
coupling constant, and Nf denotes the number of degrees of freedom.
2.4 Water Model
Different water models are used in MD simulations of liquid water, water clusters and
aqueous solution. TIP3P is a widely used and popular water model in MD simulation
for its simplicity and computational efficiency. It is a three–point rigid water model.
Three–point indicates that three point charges are centered on the three atoms of the
water molecule; the positive point charges on hydrogen atoms are exactly balanced by the
negative charge on the oxygen atom. This model uses a pairwise interaction potential for
the nonbonded atoms, whose form is a combination of Coulomb interaction potential and
12–6 Lennard–Jones potential. This potential combination is compatible with most well
known force fields. The interaction potential form of TIP3P is represented by equation78
2.35.
Vab =
a∑
i
b∑
j
Kcqiqj
rij
+
A
r12OO
− B
r6OO
(2.35)
Where Kc is the electrostatic constant, qi and qj are the partial charges of atoms, rij
is the distance between two charge points, A and B are the Lennard–Jones parameters.
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Figure 2.2: Sketch of TIP3P water model. Different numbers in the figure represent bond
lengths, partial charge of atoms and H–O–H angle.
The TIP3P water model was developed to reproduce several key features of bulk water
at 25◦ C. These are the density of water (0.997 g/mol), the heat of vaporization (10.53
kcal/mol), and the radial distribution function of oxygen atoms consistent with light
scattering experiment79–81.
2.5 Analysis Tools
In this section some basic functions and analysis methods are defined and described.
Other analysis methods are discussed in next chapters where the methods are used for
the analysis of systems.
2.5.1 Radial Distribution Function
The radial distribution function (RDF or g(r)) is a basic means to describe the structure
of a system and it is strongly connected to x–ray diffraction in experiment. The RDF
shows how the density of particles varies as a function of distance from a reference particle.
Actually, it represents the relative density of particles as a function of distance from a
reference particle. It can be defined as the ratio of the density of particles at a distance
r from a particle in a system to the overall density of particles in that system. The RDF
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Figure 2.3: Sketch for the RDF. Particles are highlighted (blue) inside a shell r and r+dr
with respect to a reference particle (red).
can be expressed by the following equation
gij(r) =
1
4piρjr2dr
· Nij(r)
Ni
(2.36)
Where Nij(r) denotes the average number of particles of a species j between spherical
shells of radii r and r+ dr around the particle i (see figure 2.3). ρj is the number density
of j type particles in the system, dr is a small increment in radius, and Ni is the total
number of particles of the ith species. The radial density (Rd) can be calculated using
equation 2.36. Considering only a single species and a reference point inside the system,
the equation of Rd is
Rd =
δNij(r)
4piρr2dr
(2.37)
δNij(r) is the number of particles inside a spherical shell of radii r and r + dr and ρ is
the density density of the particles inside the system.
2.5.2 Center of Mass
The center of mass (~Rcm) of a distribution of particles can be regarded as the unique
point in which the entire mass is concentrated. Alternatively, the center of mass can
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be regarded as the point with respect to which the sum of the weighted positions of
the particles is always zero. If a system has N particles of mass m1,m2,m3.....mn and
positions ~r1, ~r2, ~r3.....~rn with respect to the reference coordinate then the center of mass
must satisfy the following condition
N∑
i=1
mi(~ri − ~Rcm) = 0 (2.38)
Now, the center of mass is
~Rcm =
1
M
N∑
i=1
mi~ri (2.39)
Where M is the total mass of all particles. For a continuous distribution of particles of
density ρ(~r) inside a volume V, the center of mass equation would be
~Rcm =
1
M
∫∫∫
V
ρ(~r)~rdv (2.40)
2.5.3 Radius of Gyration
The radius of gyration (Rg) refers to the distribution of particles of a system around the
center of mass of the system. The radius of gyration of an object can be calculated using
the mass moment of inertia. In mechanics, the radius of gyration can be written as82
Rg =
√
Iax
M
(2.41)
Where Iax is the mass moment of inertia around the axis and M is the total mass of the
object. In molecular physics, the radius of gyration of a system is the root mean square
distance of the particles from the center of mass of the system.83
Rg =
√√√√√
∑
i
mir2i∑
i
mi
(2.42)
Where mi is the mass of the ith particle and ri is the distance of the particle from
the center of the system. In this work the radius of gyration has been calculated using
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equation 2.42.
2.5.4 Diffusion Coefficient
The diffusion coefficient of a continuous system can be determined by Fick’s law relating
mass flow to density gradient58
ρ~v = D~∇ρ (2.43)
Where ρ(~r, t) is the local density and ~v(~r, t) is the local velocity. The time derivative of
the local density is58
∂ρ
∂t
= D∇2ρ (2.44)
For a system of N particles, the local density ρ can be defined as58
ρ(~r, t) =
N∑
i=1
δ(~r − ri(t)) (2.45)
Equation 2.44 can be used for both the diffusion of species through another one and for
self–diffusion within a phase of only a single species.
For larger t than to the collision time between particles, Einstein’s expression can
be used to calculate the self diffusion coefficient. The mathematical form of Einstein’s
expression58 is
D = lim
t→∞
1
6Nt
〈
N∑
i=1
[~ri(t)− ~ri(0)]2
〉
(2.46)
Another way to calculate the self diffusion coefficient is by using the Green–Kubo equation.
This method uses the velocity autocorrelation function.58
D =
1
3N
∫ ∞
0
〈
N∑
i=1
~vi(t) · ~vi(0)
〉
dt (2.47)
Equation 2.46 and 2.47 are very similar. For the calculation of diffusion coefficient, here
equation 2.46 has been used.
23
2.5. Analysis Tools
2.5.5 Hydrogen Bonds
A hydrogen bond is an interaction between a hydrogen atom which is bonded to a highly
electronegative atom and a nearby highly electronegative atom (like fluorine, oxygen or
nitrogen). In molecular force fields hydrogen bonds are usually described as electrostatic
interactions.
Figure 2.4: Left side: hydrogen bond between hydrogen of water molecule and oxygen of
COO− terminal group. Right side: hydrogen bond between hydrogen of NH+3 terminal
group and oxygen of water molecule
The criteria for the hydrogen bond between a COO− terminal group and water are (see
left side of the figure 2.4):
1. The distance between the hydrogen of water and one oxygen atom of the COO−
terminal is 1A˚–2.5A˚ (H–O distance). This has been decided considering the first
peak of the RDF between the hydrogen of water and the oxygen atom of the COO−
terminal group.
2. The distance between C and O of terminal COO− is 0.9A˚–1.1A˚.
3. The angle 6 H–O–C is 160◦–180◦.
The criteria for the hydrogen bond between NH+3 terminal groups and water are (see right
side of the figure 2.4):
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1. The distance between the hydrogen of the NH+3 terminal group and the oxygen atom
of water is 1A˚–2.5A˚ (H–O distance). This has again been decided considering the
first peak of the RDF between the hydrogen of the NH+3 terminal and the oxygen
atom of water.
2. The distance between N and H of terminal NH+3 is 0.9A˚–1.1A˚.
3. The angle 6 H–O–N is 160◦–180◦.
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3 Cluster Formation of NaCl in Bulk
Solutions
The quality of MD simulation results is highly dependent on the accuracy and reliability
of the force field parameters. Inaccurate force field parameters can lead to unphysical
behavior of the simulated systems. Many force field parameter sets are available in the
literature, but not all of them are useful for electrolyte solution systems at finite concen-
tration due to inaccuracy in the parameters. To make the right decision on force field
parameter sets for the present study, simulations of NaCl solution systems have been
performed using different force field parameters. In this chapter, three different force
fields namely, i) AMBER–9984 ii) OPLS–AA85 and iii) CHARMM–2786,71 are compared
together with the TIP3P87 water model. In addition, two different combination rules,
geometric and arithmetic (geometric mixing for  and arithmetic mixing for σ) and three
different concentrations are compared at 300 K.
3.1 Simulation Details
15 different NaCl solution systems are prepared varying the solution densities, force fields
and combination rules. Systems with three different concentrations of 1.1, 1.5 and 2.0
molal have been prepared. All simulation boxes have the same size of 80 × 80 × 80 A˚3
and contain 330, 460 and 613 Na+ and Cl− ions for the concentrations of 1.1, 1.5 and
2.0 molal, respectively. Initially boxes ware filled with water, then Na+ and Cl− ions
were placed using VMD88 (1.9.1), employing the TopoTool plugin. The numbers of water
molecule and ions were adjusted to obtain the desired concentrations, and the minimum
distances between the ions were 5 A˚ initially.
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Force field parameters were taken from AMBER–99, CHARMM–27 and OPLS–AA
force fields. Two combination rules, arithmetic and geometric, were used to generate
parameters for both σ (finite distance at which the inter–particle potential is zero) and
 (well depth) for the Lennard-Jones (L–J) interaction parameters between all ion pairs.
The TIP3P water model87 was used to ensure consistency among force field parameters.
All the force field parameters used for the simulations are given in Table 3.1.
Table 3.1: Force field parameters
Force field Na+ Cl−
σ [A˚]  [kcal/mol] σ[A˚]  [kcal/mol]
AMBER–99 3.3284 0.00277 4.40104 0.1000
OPLS–AA 3.3304 0.00280 4.41720 0.1178
CHARMM–27 2.4299 0.04690 4.04470 0.1500
The LAMMPS89 (version 31, March, 2011) molecular dynamics package is employed
to simulate all systems. Temperatures, volumes and the number of particles were held
constant (NVT) during the simulations. The volume of the systems was held constant to
avoid the fluctuation in density of the solutions. A Nose´–Hoover thermostat59 with a time
constant of 1 ps was used to keep the system temperature constant at 300 K. The Lennard-
Jones interactions were cut off at a distance of 10 A˚ and the SHAKE90 algorithm was used
to constrain O-H bonds and H-O-H angles. The particle-particle-particle-mesh (PPPM)
method has been used with an accuracy (relative error in per–atom forces calculation)
of 10−4 to compute long range Coulomb interactions. Several short runs of 100 ps have
been performed with time steps of less than 1 fs to come close to equilibrium quickly.
Production runs were performed with a time step of 1 fs and a skin distance for the
neighbor tables of 0.1 nm, which was updated every 5 steps. Systems were equilibrated
for ≈ 5 ns and all analysis has been performed over 20 ns production runs.
3.2 Results and Discussion
Snapshots in Figure 3.1 show the Na+ and Cl− ions of a system (AMBER–1.5m–arithmetic)
at 1.5 molal concentration. For this system AMBER–99 force field parameters were used
for ions and the arithmetic combination rule was used for the L-J interaction parameters
of ion pairs. The left side of the snapshots shows the initial state of the system at 0 ns
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Figure 3.1: Snapshots of a 20 ns long simulation of NaCl solvated in TIP3P water (not
shown here) at a concentration of 1.5 molal using AMBER–99 ion parameters. Initial
configuration (left) at 0 ns and final configuration (right) at 20 ns; Na+ and Cl− are
shown in green and pink, respectively.
and the right side shows the final state of the system at 20 ns. The visual examination
clearly shows the rapidity of the aggregation process, which leads to the formation of
large crystalline clusters within 20 ns. Within 20 ns most ions aggregate to form clusters,
leaving few ions unpaired. These clusters are face centered cubic, like NaCl, KCl or LiF
crystals.
Figure 3.2 shows the radial distribution function between Na+ and Cl− for the sys-
tems where the AMBER–99 force field parameters were used. All radial distributions are
averaged over 5 ns blocks of the 20 ns simulations. Strong oscillations at distances between
4 to 14 A˚ indicate 3-D crystal formation in the systems. All systems with arithmetic com-
bination rule (left column) show indications of crystallization within 20 ns. Aggregation
starts for AMBER–1.1m–arithmetic (top left) and AMBER–1.5m–arithmetic (center left)
systems after 15 and 5 ns, respectively. Crystallization is slow at low concentration and its
rate increases with increasing concentration. Systems with AMBER-99 parameters and
geometric combination rule (right column) do not show any indication of crystallization
up to 1.5 molal (right center) but the system with high concentration of 2.0 molal (bottom
right) shows crystallization, although the concentration of solutions are much lower than
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Figure 3.2: Na-Cl radial distribution functions calculated over 5 ns time interval of 20 ns
long simulations. In left and right column, systems have different concentrations 1.1, 1.5
and 2.0 molal (top to bottom). Different multiplication rules, as arithmetic (left column)
and geometric (right column) used for cross force field parameters.
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the experimental solubility level of 5.4 molal91 at 293 K.
AMBER–99 together with the arithmetic combination rule is unsuitable for NaCl
solution systems due to the crystallization phenomenon. This unphysical behavior of
ions arises due to the shortcomings in parametrization of ions in AMBER–99. AMBER–
99 adopted cation parameters form A˚qvist92. A˚qvist employed geometric combination
rules for ion pairs. The use of geometric combination rules instead of arithmetic ones
in AMBER–99 improves the solubility of ions in solution, but nevertheless ions start to
crystallize at high concentration.
Figure 3.3 shows Na–Cl coordination numbers of all 6 sets of simulations with OPLS–
AA using different combination rules. Cutoff distances of coordination numbers are de-
cided considering the positions of minima of RDFs. First, second and third coordination
numbers are calculated by averaging all Cl− ions around Na+ ions in the ranges of 2.6
A˚–3.6 A˚, 4.6 A˚–5.6 A˚ and 6 A˚–7 A˚, respectively. The coordination numbers of OPLS–AA
with arithmetic combination rules at the higher concentrations of 1.5 M (left center) and
2.0 M (left bottom) show a continuous rise of the values with time but much less so the
ones at low concentration of 1.1 M (left top). So, at high concentrations, the systems form
crystals and the continuous growth of numbers indicates that the crystal formation is still
incomplete. In long runs, systems are likely to form big crystals leaving few ions unpaired.
The coordination numbers do not increase with increasing time for simulations with the
OPLS–AA force field and geometric combination rules (right column). The coordination
numbers remain constant throughout the simulations irrespective of concentrations.
These results show that the OPLS–AA force field with arithmetic combination rule
is not useful for the NaCl solution simulation. Short simulation times could give erroneous
informations about the system. The OPLS–AA force field with geometric combination
rules shows the expected behavior throughout all simulations. So, OPLS–AA with geo-
metric combination rules is useful for the simulation up to about 2.0 molal density.
Figure 3.4 displays the Na-Cl coordination numbers over 5 ns time intervals of
20 ns long simulations of CHARMM–27 with arithmetic combination rule. In this figure,
coordination numbers do not change over time even at the high concentration of 2.0 molal
(right). So, the systems with CHARMM–27 ions parameters and arithmetic combination
rule do not show any crystallization. Hence, this parameter set and the combination rules
can be used for simulation of aqueous solution of NaCl system.
All 15 systems are categorized in table 3.2, depending on the crystallization. ‘+’
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Figure 3.3: Na–Cl coordination numbers are (Cn) calculated by averaging over 5 ns inter-
val of 20 ns long runs. Arithmetic (left column) and Geometric (right column) production
rules are used for cross force field parameters. Red, green and blue line points shows 1st,
2nd and 3rd coordination, respectively.
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Figure 3.4: Na-Cl coordination numbers are calculated by averaging over 5 ns interval of
20 ns long runs. Left side is for 1.1 molal and the right side is for 2.0 molal concentrations.
signs in the table indicate that ions form crystals and ‘–’ signs indicate that the system
does not form crystals during the time interval of simulations.
Table 3.2: Comparison of force fields
Density (mol/l) Time (ns) Combination Rules
Arithmetic Geometric
Amber Charmm Opls Amber Opls
1.1
5 - - - - -
10 - - - - -
15 - - - - -
20 + - - - -
1.5
5 - - - - -
10 + - + - -
15 + - + - -
20 + - + - -
2.0
5 + - - - -
10 + - + - -
15 + - + + -
20 + - + + -
Finally, the decision has been made to use the popular force field AMBER–99 for
the functionalized gold nanoparticle simulations. Based on the findings, to overcome the
crystallization phenomena, AMBER–99 force field parameters of ions are replaced by ion
parameters from the CHARMM–27 force field.
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4 Linear Chain Functionalized Gold
Nanoparticle in Aqueous Solution
In this chapter, atomistic molecular dynamics (MD) simulations of linear chain function-
alized gold nanoparticle (LCFGNP) with different grafting densities and terminations in
aqueous NaCl solutions are discussed. Special focus has been given to the penetration
depth of water and ions into the diffuse shell of the functionalized alkanethiol chains and
its dependence on grafting density and functionalization. Also, attention has been given
to water orientation and hydrogen bonding. Some parts of this chapter have been taken
from the paper “ Conformational Equilibria of Organic Adsorbates on Nanostructures in
Aqueous Solution: MD Simulations” published in The Journal of Physical Chemistry C,
2015, 119 (45), pp 25566–25575, and are indicated by quotes.
4.1 Modeling and Method
Linear functionalized GNPs93–96 with gold core (consisting of 144 Au atoms) have been
modeled as in Ref.57. The gold core is modeled with three shells and possesses nearly
spherical geometry. The first gold shell is a polyhedron with 20 faces, 30 edges and
12 vertices, and contains 12 Au atoms. The second shell is also a polyhedron with 80
triangular faces, 120 edges and 42 vertices, and contains 42 Au atoms. The third shell is
a rohombicosidodecahedron and it has 20 regular triangle faces, 30 square faces, 12 regular
pentagonal, 60 vertices and 120 edges. It contains 60 Au atoms (Figure 4.1). The surface
layer of the gold core is covered by 30 “oxidized” Au atoms, each of which is connected to
two bridging sulfur atoms (S–Au–S)42,97,98 (Figure 4.2). The altogether 60 sulfur atoms
on the surface of the GNP with an approximate diameter of 2 nm are then (partially or
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1st shell 2nd shell 3rd shell
Core
Figure 4.1: Snapshot of the first shell (top-left), the second shell (top-center) and the
third shell (top-right) of the gold core (bottom).
fully) functionalized by attaching NC = 20, 40, or 60 –(CH2)11-CH3, –(CH2)11-COO
−, or
–(CH2)11-NH
+
3 chains, leading to degrees of functionalization df = 1/3, 2/3, and 1.
A total of 9 systems with coverage varying between 1/3 and 1 and total charge
varying between -60e and +60e (with e the proton charge) have thus been prepared. All
the systems are classified in the following diagram.
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20 40 60
The simulation box size is 8×8×8 nm3 and it contains a single functionalized GNP
and approximately 15000 water molecules. Excess Na+ and Cl− counter ions are added to
the system to compensate the net charge of the GNP and create an overall neutral system
(Figure 4.3). In addition, 300 NaCl ion pairs were introduced as background electrolyte,
leading to an approximately one molar aqueous solution.
The TIP3P87 water model has been used for all simulations together with the
CHARMM-27 force field parameters for Na+ and Cl− ions86,71. Parameters for the func-
tionalized chains have been taken from the AMBER-99 force field84, and parameters for
gold atoms were taken from Ref.42,99, since they were not available in the AMBER-99
Figure 4.2: Snapshot of surface of the gold core. Green balls are sulfur atoms and red
balls are oxidized gold atoms.
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force field. The CHARMM dihedral style100,101 has been used for the C–C–C–C dihedral
angles. All parameters are given in Table 4.1.
All simulations are performed with the LAMMPS89 simulation package (version
31, March, 2011) using the NVT ensemble, where the number of atoms, volume and
temperature of the system are held constant. A Nose´–Hoover thermostat59 has been used
to keep the temperature of the systems constant at 300 K with a time constant of 1
ps. The number of water molecules was arranged in preliminary runs to produce a bulk
density very close to the experimental density. We ran the simulations at constant volume
Figure 4.3: Snapshot of a linear chain functionalized gold nanoparticle (LCFGNP) with
60 –(CH2)11-COO
− chains in solution. Green and pink balls are Na+ and Cl− ions,
respectively. Only, the ions and water molecules close to the GNP are shown.
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Table 4.1: Force field parameters
Bonded interaction Non-bonded interaction
Bond Kr(Kcal/(mol/A˚
2)) r0(A˚) Atom (Kcal/mol) σ(A˚)
C–S 222.000 1.810 Au 0.1553 3.2
C–C 260.000 1.540 S 0.250 3.563
C–H 340.000 1.090 C 0.109 3.996
C–O 510.000 1.296 O 0.210 2.960
C–N 367.000 1.471 N 0.170 3.250
Angle bend
Angle Kθ(Kcal/(mol/rad
2)) θ(degree)
Au–S–Au 55 88.0
Au–S–C 55 90.0
S–Au–S 155 180.0
S–C–C 50 147.7
C–C–C 40 109.5
C–C–O 80 115.2
O–C–O 80 120.0
C–N–H 50 109.5
Torsion
Dihedral K(Kcal/mol) n(integer) d(degrees) weighting factor
C–C–C–C 0.18 3 0.0 0.0
in order to avoid possible instabilities leading to large volume fluctuations due to the very
disparate masses of the objects in the simulation cell. Production runs are performed
for about 40 ns with a time step of 1 fs and a skin distance for the neighbor tables of
0.1 nm, which were updated every 5 steps. The particle-particle-particle-mesh (PPPM)
method to compute long-range Coulomb interactions has been employed with a relative
accuracy of 10−4. The SHAKE algorithm90 has been used to constrain O-H bonds and
H-O-H angles. The Lennard-Jones interactions are cut off at a distance of 10 A˚.
The functionalized gold nanoparticles were constructed with the molecular editor
Avogadro102. Na+ and Cl− ions were added with the use of VMD (1.9.1)88 employing
the TopoTools plugin. Initially, the GNPs were equilibrated in vacuum. Then the box
was filled with water and ions. The number of water molecules was adjusted to yield the
experimental value of 33 water molecules per nm3 at ambient conditions. Following a 5
ns equilibration run, the dynamics of the GNPs in solution was followed over 40 ns in
production runs.
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4.2 Results
4.2.1 Shape of Gold Nanoparticles
Figure 4.4 shows snapshots of functionalized GNPs after about 35 ns. The left col-
umn shows the snapshots of CH3 group terminated GNPs of density of functionalization
(df )=1/3 (top) and 1 (bottom), and the right column shows the snapshots of COO
−
group terminated GNPs of df=1/3 (top) and 1 (bottom). The snapshots in the top row
show that the chains are folded around the gold core, but the snapshots in the bottom
Figure 4.4: Left column: CH3 group terminated GNPs of df=1/3 (top) and 1 (bottom).
Right column: COO− group terminated GNPs of df=1/3 (top) and 1 (bottom).
row show that the chains are predominantly stretched outward irrespective of terminal
groups. The snapshots of fully functionalized GNPs show the bunching of chains on the
gold surface. This bunching occurs due to multiple effects like size of gold core, graft-
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ing density, inter–chain interactions, and interactions between solution and chains. The
bunching of chains is more ordered in case of nonpolar chains than for the polar chains,
because the nonpolar chains do not have any repulsive electrostatic interactions between
the chains. The bunching of chains leads to coating asymmetry on gold cluster, although
the chains are grafted isotropically on the gold core. This phenomenon is not a computa-
tional artifact. Evidence for such asymmetry of isotropically functionalized nanoparticle
was recently observed on the basis of light scattering experiments.103 At low coverage,
the nonpolar chains fall back on the gold core to reduce solvent accessible surface area
(for more details see chapter 5). Thus a GNP forms, which is covered by disordered
hydrocarbon–chains. At high coverage, the chains stretch out mainly due to the crowded
environment close to the GNP, where not much room is available for gauche defects of
individual chains. At larger distance from the surface, enough room is available for the
chains to fall back over the gold surface but the chains form bundles to reduce the solvent
accessible surface area.
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Figure 4.5: The left side shows the time averaged chain lengths of hydrocarbon chains on
gold cores. The right side shows the radius of gyration of all systems.
In figure 4.5 on the left side, time averaged chain lengths are compared for different
systems. The chain lengths are measured as the distance between the first carbon (con-
nected to sulfur) and the methyl carbon or the carboxylic carbon or the amine nitrogen
of the same chain, and averaged over time. GNPs with high grafting densities (40 and
60 chains) have nearly equal chain length, but the difference of chain length between 40
and 20 chains GNPs is rather high. All 60 chain GNPs have more or less the same chain
lengths irrespective of their terminal groups. COO− terminated chains are always slightly
longer than the CH3 and the NH
+
3 terminated chains. Differences between chain lengths
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of different terminal groups increase with decreasing grafting density. The chain length
of CH3 terminated GNPs is shorter than that of polar group terminated chains at low
grafting density (20 chain GNPs). In figure 4.5 on the right side, the radius of gyration
(Rg) of the systems are plotted. The radius of gyrations are calculated taking all atoms
of a functionalized GNP. The radii of gyration of COO− terminated systems are always
high, irrespective of grafting density. Rg of CH3 and NH
+
3 terminated systems are similar,
and the radius of gyration of the systems validates the results of chain length.
High grafting density on the gold core and bundle formation of chains leads to the
extended and nearly equal chain length. At low density, the chains collapse on the gold
core reducing the chain length. Polar group terminated chains at low density have much
longer chain length than the non–polar group terminated chains due to the Coulomb
interaction between polar terminals. Water and ion structure around the COO− terminal
group leads the chains to stretch out more than for the other terminations. The high
weight of COO− terminal groups and the stretched chains help to have higher Rg values
of COO− terminated systems than the other groups terminated systems.
4.2.2 Penetration of Water and Ions
“Figure 4.6 shows radial density (Rd) distribution of various atoms and ions of different
systems. At low coverage (df=1/3, left column), the distributions of chain atoms (red
lines) are closer to the GNP (chain atoms belong in the region 1 nm to 2 nm from the
center of the gold core) than for the higher chain coverage. The chain atoms of the CH3
group terminated chains at df=1/3 (left top) have their maximum density at the same
distance (1.2 nm from the center of the gold core), and the terminal chain atoms (Cterm)
display a wider and more asymmetric distributions than the other chain atoms. These
distributions of chain atoms indicates that the chains wind around the gold surface. The
maxima of the distributions of polar group (COO− or NH+3 ) terminated chain atoms
shift away from the gold surface when moving from atom C6 towards the end of the
chain. Also, the width of the distributions of the chain atoms near the polar terminal
groups are much wider than in the left–top figure. These distributions indicate that the
thickness of the hydrocarbon shells is larger for the polar group terminated GNPs than
for the nonpolar group terminated GNP. Also, the distributions indicate that there is a
competition between pulling the individual chains to the surface and solvating the polar
terminal groups in a more stable manner further away from the surface.
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Figure 4.6: Radial density distribution around the gold core for the functionalized GNPs
of df= 1/3 (left column), 2/3 (central column) and 1 (right column). The top row,
the central row and the bottom row show the distribution for CH3, COO
− and NH+3
group terminated GNPs, respectively. Red lines of varying thickness show the density
distribution corresponding to chain atoms. The widest red lines are corresponding to
terminal atoms (C of CH3 or C of COO
− or N of NH+3 ) and other narrower red lines are
corresponding to 2nd, 4th and 6th (narrowest line) carbon atoms of a chain (counting
started from the terminal one towards the gold surface). The density distributions of
Na+, Cl− and water oxygen are shown in blue–squares, blue–circles and blue–diamonds,
respectively. The vertical scales have been adjusted to bring all densities in same scale
using identical scale factors for all red lines, one for ions, and one for water oxygen.
When degree of functionalization is increased from 1/3 to 2/3 and above, the special
constraints for the densely packed chains become more pronounced. This leads to a
progression of the density maxima of chain atoms away from the surface when moving
from atom C6 towards the end of the chain. The progression of maxima is more regular at
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df=1 (right column) than at df=2/3 (central column). The width of the distributions of
chain atoms is wider at df=2/3 (central column) than at df=1/3 (left column), and this
is true irrespective of the terminal group. Also, the width becomes wider, the further the
chain atom is located away from the sulfur pivot point. The room for the conformational
freedom of the chains at df=2/3 is quite large, whereas at df=1 only the outer parts of
the chains have enough room for gauche defects.
The distribution of the oxygen atoms of the water molecules at df=1/3 shows that
the number of water molecule close to the gold surface is almost half for nonpolar group
terminated GNP system (left top) compared to the polar group terminated GNP systems
(left center and left bottom). This is visible as a step in the density at around 1.2 nm.
Another structural feature is visible at around 1.7 nm, where water oxygen density is
depressed slightly. At high grafting densities (df=2/3 and 1), the step feature of the
water density is invisible and the densities increase more or less monotonically from zero
value towards the bulk density at a distance of around 2.4 nm from center of the gold core.
In all cases, few water molecules penetrate the chain regions and reach very close to the
gold surface, and the number of such molecules decreases with increasing grafting density
and polarity. Ions can not reach close to the gold surface like water, and the penetration
of ions decreases with increasing grafting density. For nonpolar group terminated GNP
systems (top row) ion density increase monotonically from zero to a bulk value irrespective
of different chain coverage. For polar group terminated GNPs, counter ion densities do not
increase monotonically; rather counter ions accumulate near the polar terminal groups,
and that produces a high counter ion density region near the polar terminal groups. This
accumulation of ions near the polar terminal groups increases with increasing polarity.
Figure 4.7 shows color coded maps of the distribution of the closest atoms (chain
carbon or oxygen of water) to the gold surface. The left column shows color coded maps
for CH3 group terminated GNPs of varying coverage df=1/3, 2/3 and 1 (top to bottom).
The right column shows color coded maps for COO− group terminated GNPs of varying
coverage df=1/3, 2/3 and 1 (top to bottom). Along the vertical direction the cosine
of the polar angle θ varies between +1 and –1, and along the horizontal direction the
azimuthal angle φ varies between 0 and 360◦. In the color maps, the largest values (1,
yellow) indicate that oxygen atoms of water molecules are very close to the gold surface
and purple color indicates that carbon atoms of chains are close to the surface. The
variation of colors in the maps is partly due to the limited sampling time of 40 ns, but
this variation of color is mostly a consequence of the anisotropic distribution of chain
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Figure 4.7: Color maps of surface access. Left column: CH3 group terminated chains
with df=1/3 (top), 2/3 (center) and 1 (bottom). Right column: COO
− group terminated
chains with df=1/3 (top), 2/3 (center) and 1 (bottom). Values 1 (yellow) indicate that
a water molecule is closest to the GNP surface, while a value 0 indicates that a chain
atom is closest to the surface. All the maps show entire surface of the unit sphere with
azimuthal angle φ between 0 and 360◦ and the cosine of the polar angle theta between -1
and +1.
atoms.
The top two maps show that water can access the gold surface very easily. It seems
that the yellow regions for the polar group (COO−) terminated GNP is larger than for
the nonpolar group (CH3) terminated GNP. This indicates that the chains of polar group
terminated GNP are more stretched out than the nonpolar group terminated GNP, and
the chains of nonpolar group terminated GNP cover the gold core better than the chains
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of polar group terminated GNP. As the grafting density increases (from top to bottom)
the yellow regions become smaller and smaller, which means that the water access to the
gold surface decreases with increasing coverage. However, even at the highest coverage
(df=1) chains can not protect the gold core from water, and water can permanently access
the gold surface. In summary these plots show that water can access the gold surface of
all studied GNPs irrespective of their termination on a time scale of 40 ns and beyond.
Corresponding plots of surface access of the remaining systems (given in appendix
A.2) show features similar to the ones discussed here. It is interesting to note that the
domain formation of the chain ‘bundles’ is statistical in the sense that each simulation
shows a different arrangement of water-accessible and chain–covered surface regions.
The left column of figure 4.8 shows the distribution of coordination numbers for
Na+ ions around the COO− group terminated GNPs. The bold frames (from top to
bottom) represent the coordination number distributions with increasing degrees of func-
tionalization between 1/3 and 1. A single bold frame represents the coordination number
distributions separately for water coordination, COO− coordination and total coordina-
tion (from top to bottom). Different coordinations are calculated by counting the total
number of oxygen of water molecules, total number of terminal oxygen of COO− groups,
and total number of terminal oxygen and water oxygen together within a distance of 0.32
nm from the Na+ ions. Using this definition, the most probable total coordination number
far away from the GNP is 5.
The Na+ ions loose part of their water solvation shell when they penetrate in the
hydrocarbon chain regions and this is true for all values of df . However, this loss can be
compensated by the terminal oxygens in terminal group region (≈ 1.8 to 2.7 nm). In the
region between 2 to 2.3 nm from the center of the gold core and the bulk, the distribution
of total coordination number does not vary with distance and the terminal group oxygens
replace the water molecules from ion solvation shells. At short distance from the gold
surface the terminal oxygens can not compensate the loss of water solvation and thus the
total coordination number for Na+ ions shifts towards smaller values.
The right column of figure 4.8 shows the distribution of coordination numbers for
Cl− ions around the NH+3 group terminated GNPs, which is analogous to the distribution
of coordination numbers for Na+ ions. The bold frames (from top to bottom) represent the
distribution of coordination numbers with increasing degrees of functionalization between
1/3 and 1 like in left column. A single bold frame represents the coordination number
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3Figure 4.8: Solvation number distributions for ions for different systems. Left Column:
solvation number distribution for COO− group terminated GNP systems. The color code
shows the probability to find given coordination numbers (vertical axis) around Na+ ions
in dependence of the distance of the ion from the GNP center. Each bold frame shows
coordinated water, coordinated COO− oxygen atoms and total coordination number. The
bold frames from top to bottom are for increasing degrees of functionalization between
1/3 and 1. Coordination numbers are calculated counting number of oxygen atoms inside
a sphere of radius 0.32 nm around the Na+ ions. Right Column: analogous solvation
number distribution for Cl− ions for NH+3 group terminated GNP systems. For this case
coordination numbers are calculated counting number of hydrogen atoms within a sphere
of radius 0.29 around Cl− ions.
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distributions separately for water coordination, NH+3 coordination and total coordination
(from top to bottom). Different coordinations are calculated by counting the total number
of hydrogens of water molecules, total number of terminal hydrogens of NH+3 groups, and
total number of terminal hydrogen and water hydrogen together within a distance of
0.29 nm from the Cl− ions. Using this definition, the most probable total coordination
number is 7 or 8. In the region between 2 and 2.5 nm, NH+3 terminal groups replace almost
completely some solvation water molecules. At short distance from the GNP surface, the
loss of solvation shell is not compensated and the coordination number distribution shifts
towards smaller values. However, the partial loss of solvation shell for the Cl− ions is less
than for the Na+ ions. Also, the total coordination number distribution for the Cl− ions
is less affected than for the Na+ ions at short distance from the gold surface.
4.2.3 Conformation of Hydrocarbon Chains
Figure 4.9 shows the simulation averaged percentage of trans conformations of the indi-
vidual dihedral angles along the chain. The trans conformation is defined by considering
dihedral angles φ between 120 and 240◦. Average dihedral angles have been calculated
separately for each individual chain. Dihedral angle 1 in the figure denotes the angle cor-
responding to the dihedral which starts from the terminal group (CH3, COO
− or NH+3 )
towards the GNP surface. Dihedral angle 2 denotes the angle corresponding to the di-
hedral which starts from the second atom from the terminal towards the GNP surface,
dihedral angle 3 corresponds to the dihedral which starts from the third atom, and other
dihedral angles follow same trend. The error bars in the figure show standard deviations
from the mean value and they provide information about the static heterogeneity of the
chains.
The top frame of the figure shows the simulation averaged percentage of trans confor-
mations for polar group (NH+3 ) terminated chains for different degrees of functionalization.
The first dihedral angle shows less trans and more gauche conformation than the second
to fifth dihedral angles. Dihedral angles close to the gold surface again show less trans
and more gauche conformation. Overall the trans conformation of angles increases with
increasing grafting density because the increased crowding near the gold surface prohibits
the gauche conformation which needs more space than the trans conformation. How-
ever, the static heterogeneity increases (see the error bars) with increasing dihedral angle
number (except first dihedral angle) and grafting density.
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Figure 4.9: Fraction of trans conformations for individual dihedral angles. Top frame is for
NH+3 group terminated GNP systems and bottom frame is for fully functionalized GNP
systems. The numbering of dihedrals starts from the terminal dihedral (1st dihedral)
which contains one heavy atom from the terminal group (C of CH3 or C of COO
− or N
of NH+3 ).
The bottom frame of the figure shows the simulation averaged percentage of trans
conformations at df=1 for three different functionalizations. The overall trends of trans
conformation and static heterogeneity are similar for all functionalizations. However the
trans conformation and static heterogeneity of the first dihedral angle for the CH3 group
terminated chain is smaller than for the corresponding polar group (COO− and NH+3 )
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terminated chains.
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Figure 4.10: Relaxation time of individual torsional angles. Top frame is for NH+3 group
terminated GNP systems and bottom frame is for fully functionalized GNP systems. The
numbering of dihedrals starts from the terminal dihedral (1st dihedral) which contains
one heavy atom from the terminal group (C of CH3 or C of COO
− or N of NH+3 ). See
text for the procedure to calculate the relaxation times.
Fig. 4.7 and fig. 4.9 gave a static view of bundle structure and chain conformation,
now fig. 4.10 provides a dynamic view of intra chain dynamics. Figure 4.10 shows the
relaxation time of dihedral conformations. The relaxation times of dihedral conformations
are calculated individually for each dihedral angles defined in fig 4.9. The error bars in
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the figure shows the standard deviations from the mean value of relaxation time and these
standard deviations provide information about the dynamic heterogeneity.
The relaxation time of the dihedral angles is calculated in the following way:
dihedrals are categorized into three classes depending on the dihedral angles ([0− 120◦],
[120 − 240◦] (trans), and [240 − 360◦]). For each class in turn, then the normalized
autocorrelation function (acf) is
fdih = 〈hc(0) · hc(t)〉
with hc(t) = pc(t|pc(0) = 1)−pc(∞). Where pc(t|pc(0) = 1) is the probability of a specific
dihedral to be in the class c at time t, provided it was in the class c at time t = 0, pc(∞) is
the (static) equilibrium probability of finding a specific dihedral in class c, and hc(0) = 1.
The top frame of the figure 4.10 shows the relaxation times for the NH+3 group
terminated systems of different degrees of functionalization. The terminal dihedrals show
sufficiently large relaxation times with respect to the neighboring dihedrals. Also the
dynamic heterogeneity increases with increasing grafting density. The relaxation times of
the dihedrals close to the gold surface increase drastically which is obviously due to the
interaction between chains and physical constraints (such as: large curvature, and bonds
between gold cluster and chains).
The bottom frame of the figure shows relaxation times for the fully functionalized
GNPs of different functionalization. The overall trend is similar for all the chain termina-
tions. However, the relaxation times of the terminal dihedrals depend on the polarity of
the terminal. The relaxation time of first dihedral of nonpolar chain is much lower than
the polar ones. Also, the dynamic heterogeneity of the first dihedral of the nonpolar chain
is much lower than that of the polar one. The high relaxation time and dynamic hetero-
geneity of the first dihedrals of polar chains are due to the strong electrostatic interaction
between terminal groups, and the water dipoles and counter ions.
4.2.4 Mobility of Ions and Hydrogen bonds
Figure 4.11 shows self diffusion coefficients (SDCs) of Na+ and Cl− ions. SDCs are
calculated from the final values of mean square displacement (MSD) after 0.8 ns. Initially,
ions are selected in a spherical shell (radii of the spheres are given along horizontal axis)
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Figure 4.11: Ion self diffusion coefficients (in units of 10−5cm2s−1). Top, center and
bottom frames are for CH3 termination, COO
− termination and NH+3 termination, re-
spectively. For better visibility, values are shifted upwards by 0.15 units for the Na+ ions
and downwards by 0.15 units for the Cl− ions.
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of thickness 0.3 nm and then MSDs are calculated for those ions. For better visibility of
the lines, the data for the Na+ ions are shifted by 0.15 cm2 s−1 downwards, and the data
for the Cl− ions are shifted by 0.15 cm2 s−1 upwards.
The top frame of the figure shows SDCs of ions for CH3 group terminated GNPs of
different coverage. The data shows that the effect of nonpolar group terminated chains
on both anions and cations is not very pronounced. The center frame shows SDCs of ions
for COO− group terminated GNPs of different coverage. The data show that both the
counter ions and coions are slowed down near the terminal group region. This effect is
more pronounced for the counter ions than for the coions. The mobility of Na+ ions is
affected significantly in the region ≤3 nm from the center. The effect is smaller for Cl−
ions and it is pronounced only for the highest degrees of functionalization (df=1). The
bottom frame shows SDCs of ions for NH+3 group terminated GNPs of different coverage.
The results are similar to the COO− group terminated systems only the role of Na+
and Cl− ions are reversed.” [Ref. Journal of Physical Chemistry C, 2015, 119 (45), pp
25566–25575]
Figure 4.12 (left) shows the average number of hydrogen bonds per polar terminal
group. The right side of the figure 4.12 shows the average number of ion contacts per
polar terminal groups. The analysis of the average number of hydrogen bonds and ionic
contacts has been done calculating the total number of hydrogen bonds and ionic contacts
over a 40 ns time scale and dividing it by the total number of terminal groups. The criteria
of hydrogen bonds and ionic contacts are given in subsection 2.5.5.
The average number of hydrogen bonds and ion contacts per terminal groups show
significant differences between two types of terminal groups (COO− and NH+3 ). Between
the COO− terminal group and water, it varies between 1.5 and 2.5, and the number of
hydrogen bonds between the NH+3 terminal groups and water varies between 0.5 and 1.
Thus the number of hydrogen bonds per terminal group of the COO− terminal group is
more than 2 times larger than for the NH+3 terminal group. The number of contact ions per
terminal group also differs significantly, but the values of ion contacts lie below 1 for both
types of terminal groups. The number of hydrogen bonds per terminal group decreases
with increasing grafting density but ion contacts increase with increasing grafting density,
irrespective of the type of the terminal groups. At the high grafting density the terminal
groups prefer to form ion contacts thereby reducing the number of hydrogen bonds. The
number of contacts between COO− terminal and water is more than two times higher
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Figure 4.12: In the left hand side hydrogen bonds per polar terminal groups are shown
as a function of the grafting density (here hydrogen bond data are divided by a factor 3).
In the right hand side contact ions per polar terminal groups are shown as a function of
the grafting density.
than the NH+3 and water, because each carboxyl oxygen is able to form several hydrogen
bonds simultaneously. The number of counter ions in the simulation boxes for a certain
grafting density are the same, so the number of ion contacts differs due to the water
structure around the terminals and the mobility of the terminal groups. The self–diffusion
coefficient of COO− and NH+3 terminal groups are 0.018 (10
−5 cm2/s) and 0.028 (10−5
cm2/s), respectively. So, the Na+ ions stay in contact with the COO− terminals for longer
time than the Cl− ions with NH+3 terminals.
4.2.5 Integrated Charge and Water Orientation
Figure 4.13 shows the radial charge integrated from the center of the GNP up to the
distance r, separately for different components, for the COO–60 (COO− terminated sys-
tem with df =1) system (top-left) and the NH3–60 (NH
+
3 terminated system with df=1)
system (top-right), and the total integrated charge of the two systems (bottom). The
individual contributions of cations and anions are similar for the two systems; however,
the ionic charges (and thus the total amount of adsorbed ions) rise slightly more slowly
with distance for the NH+3 terminated system. The contribution due to water orientation
in the chain region cancels approximately, but water molecules near the polar terminal
groups are oriented in such a way that they give net positive charge for COO-60 and
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Figure 4.13: Radially integrated charge. Contribution of ions, terminal groups, and water
of COO− group terminated GNP system with df=1 (top-left) and NH+3 group terminated
GNP with df=1 (top-right). Bottom: Total integrated charge of both systems.
negative charge for NH3-60, and the peak width near the terminal is approximately 1 nm.
However, the total integrated water charge (bottom; note that the vertical scale is much
smaller than for the individual contributions) close to the GNP is in both cases positive,
indicating that water molecules in contact with the nanoparticle core are predominantly
oriented with their hydrogen ends towards the core. Beyond approximately 3 nm from
the gold core, the integrated charge is approximately zero. A detailed analysis of water
orientation provides a clear view of water behavior and ordering in different regions of the
systems.
The origin of the effective integrated charge near the solid liquid interface and near
the polar terminal groups, and the effects of surfactants on water molecules can be ob-
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Figure 4.14: Dipole vector, H–H vector, O–H vector, normal vector, and the vector con-
necting the center of gold core and the oxygen of the water molecule are defined
tained by examining the orientation of the water molecules. To study the orientation of
water molecules in three dimensions, four different vectors have been considered, namely
the dipole vector (~RD), the vector connecting oxygen of a water molecule and a hydrogen
atom of the same water molecule (~ROH), the normal vector (~RN) on the plane of water
molecule and the vector connecting two hydrogen atoms of the water molecule (~RHH) (see
Figure 4.14). The orientation angles are defined between these four vectors and the vector
(~R) connecting the center of gold core and the oxygen atom of the water molecule. The
angles between ~R, and ~RD, ~ROH , ~RN and ~RHH are called β, α, θ and γ, respectively (see
Figure 4.14). The preference of orientation of water molecules from the surface of gold
core towards the edge of box can be calculated by analyzing the probability of cos(β),
cos(α), cos(θ) and cos(γ). Water molecules have mirror like symmetry so, the vectors
~RN and ~RHH are indistinguishable in two opposite directions unlike the vectors ~RD and
~ROH . Therefore, cos(β) and cos(α) vary between -1 and +1, and cos(θ) and cos(γ) vary
56
4.2. Results
between 0 and +1.
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Figure 4.15: Left column: distribution of cos(β) as a function of distance from the center
of the gold core towards the box edges of CH3-60 (top), COO-60 (center) and NH3-60
(bottom) systems. Right column: distribution of cos(α) as a function of distance from
the gold core of the CH3-60 (top), COO-60 (center) and NH3-60 (bottom) systems.
The water orientation analysis has been done only for the df=1 systems because
different orientation probabilities are particularly prominent at high grafting density. Fig-
ure 4.15 shows the distribution of cos(β) (left column) and cos(α) (right column) as a
function of distance outward from the center of the gold core. From top to bottom, the
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figure shows the distribution for the CH3 (top), COO
− (center) and NH+3 (bottom) ter-
minated systems with df=1. In this figure the probability of the cosine angle orientations
are represented by colors. The probability distribution of the cosine of the angles is cal-
culated in concentric spherical shells of radii r and r+δr, where r varies from 1 nm to 3.2
nm and δr=0.2 nm. For the CH3 group terminated system in figure 4.15 (top–left), the
dipole vector has a preferential orientation near the gold water interface (see region A1)
where cos(β) ≈ -0.16 or β ≈ 99◦. This preference of orientation shifts towards β ≈ 90◦
as the distance increases from the surface of the gold core and a uniform distribution is
achieved after ∼ 2.4 nm (see figure 4.17). In case of the COO− group terminated system
(center–left) at close distance from the surface of the gold core (see region B1), the dipole
vector prefers to orient at cos(β) ≈ -0.11 or β ≈ 96◦. As the distance increases from
the surface, the preference of the orientation of the dipole vector also shifts towards 90◦
like for the CH3–60 system. After 1.6 nm from the center (see region B2), the prefer-
ence shifts towards cos(β)=-1 or β=180. The dipole vector prefers to make an angle of
180◦ near the negatively charged terminal groups at 2.3 nm from the center (see region
B3) and the vector does not have any preference after 2.8 nm (see the figure 4.18). The
preference of orientation near the gold surface of the NH+3 group terminated system (see
region C1) is cos(β) ≈ -0.04 or β=92◦ and the preference shifts towards cos(β)=1 or β=0◦
with increasing distance from the surface (see region C2). At a distance of 2.3 nm from
the center (see region C3) the ~RD prefers to stay parallel to ~R (see figure 4.19).
The probability distribution of cos(α) near the surface of gold core (see regions D1
and D2) of CH3 group terminated system (right top) shows two preferred orientations
at cos(α)=-1 or α=180◦ and cos(α)=0.5 or α=60◦. As the distance increases from the
surface of the gold core the preferred orientation of ~ROH shifts from 60
◦ towards 80◦ and
this trend is observed up to 1.5 nm (see region D2). The probability distribution is not
uniform over all α values in the hydrocarbon chain region (see region D3), rather it is a
narrow channel. The ~ROH vector does not have any preferred orientation after 3.0 nm.
The preference of orientation of ~ROH for the COO–60 system (center right) near the gold
surface (see regions E1 and E2) is similar to the preferred orientation of ~ROH for the
CH3–60 system (see regions D1 and D2). As the distance from the surface increases, the
preferred orientation of ~ROH shifts from cos(α)=0.5 near the surface of the gold core to
cos(α)=-1 near the COO− terminal group at 2.5 nm. This shift of preferred orientation
is not abrupt, rather the orientation changes continuously with the distance from the
surface (see regions E2, E3 and E4). Near the COO− terminal group ~ROH tries to make
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Figure 4.16: Left column: distribution of cos(θ) as a function of distance from the center
of the gold core towards the box edge of the CH3–60 (top), COO–60 (center) and NH3–60
(bottom) systems. Right column: distribution of cos(γ) of as a function of distance from
the gold core of the CH3–60 (top), COO–60 (center) and NH3–60 (bottom) systems.
an angle of 180◦ to ~R and after 3.0 nm from the center ~ROH does not have any preferred
orientation (see the figure 4.18). The preferred orientation of ~ROH near the surface of the
gold core (see regions F1 and F2) for the NH3–60 system (right bottom) is similar to the
orientation of ~ROH for the CH3–60 system. The preference of ~ROH lies mostly between
cos(α)=-0.5 and cos(α)=1 in the hydrocarbon chain region (see region F3). Near the
NH+3 terminal group (see region F4) at 2.3 nm from the center, ~ROH prefers to lie parallel
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to ~R.
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Figure 4.17: Sketch of water orientation in different shells from the surface of the gold
core for CH3–60 system.
Figure 4.16 shows the distribution of cos(θ) (left column) and cos(γ) (right column)
as a function of the distance outward from the center of the gold core. From top to bottom,
the figure shows the distributions for CH3 (top), COO
− (center) and NH+3 (bottom) group
terminated systems with df=1. In the CH3–60 system (top–left), ~RN prefers to make an
angle of 0◦ with ~R in the region starting from the gold surface up to 2.8 nm (see region
G1), and after 2.8 nm ~RN does not show any strong preference of orientation (see the
figure 4.17). ~RN for the COO–60 system (center–left) prefers to lie parallel with ~R in the
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Figure 4.18: Sketch of water orientation in different shells from the surface of the gold
core for COO–60 system.
region starting from the gold surface up to 2.3 nm (see region H1), and from 2.3 nm to
3.0 nm (see region H2) ~RN prefers to make an angle between 60
◦ and 180◦. After 3.0
nm, ~RN vector does not have any strong preference of orientation (see the figure 4.18).
Similarly, for the NH3–60 system (bottom–left) ~RN prefers to make an angle of 0
◦ with
the ~R vector in the region starting from the surface up to 3.0 nm (see region I1).
In case of the CH3–60 system (top right), ~RHH prefers to orient at cos(γ)=1 or
γ=0◦ in the region starting from the gold surface up to 1.5 nm (see region J1), which
implies that ~RHH lies preferentially in a direction parallel to the ~R. ~RHH does not have
61
4.2. Results
any strong preference after 1.5 nm. The preferred orientation of ~RHH for the COO–60
system (center right) in the region starting from the gold surface up to 1.5 nm (see region
K1) is similar to the orientation of ~RHH for the CH3–60 system. ~RHH prefers to orient at
cos(γ)=0 or γ=90◦ in the region starting from 1.5 nm to 2.4 nm (see region K2), which
implies ~RHH prefers a direction perpendicular to ~R inside the hydrocarbon chains. Near
the polar terminal group (see region K3), the ~RHH preferentially lies parallel to ~R. ~RHH
for the NH3–60 system (right bottom) in the region starting from the gold surface up to
2 nm (see regions L1 and L2) prefers to orient at cos(γ)=1 or γ=0◦ which implies that
~RHH lies preferentially in a direction parallel to ~R. In the region starting from 2 nm to
2.8 nm (see region L3), ~RHH prefers to orient at cos(γ)=0 and ~RHH does not have any
preferred orientation after 3 nm.
~R
1.0 nm
1.5 nm
2.0 nm
2.5 nm
NH3–60
(regions: I1 and F2; C1, F1 and L1)
(regions: I1 and F3; C2 and L2)
(regions: I1 and L3; C3 and L3)
Figure 4.19: Sketch of water orientation in different shells from the surface of the gold
core for NH3–60 system.
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The above results of water orientation show that there are two preferential orien-
tation near the gold surface irrespective of the type of the systems. In one case, one
hydrogen of a water molecule points towards the gold surface and in the other case the
normal vector is parallel to the surface normal. This plane normal of water molecule
always remains parallel to the surface normal up to 3.0 nm and after that water molecules
orient randomly in all systems. Other type of orientation are observed, where the dipole
vector (~RD) slowly rotates from 90
◦ to 180◦ for COO–60 and from 90◦ to 0◦ for the NH3–
60 systems in the hydrocarbon chain region. Considering all types of orientations in the
different regions, the sketches of water orientation are given in figure 4.17 for CH3–60,
figure 4.18 for COO–60 and figure 4.19 for NH3–60. The above preferential orientations
of water molecules near the solid liquid interface, near the polar terminal group and inside
the hydrocarbon chain region lead to an effective integrated charge at those places.
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5 Coating Asymmetry on Gold Clus-
ter and its Prevention
In this chapter, simulations of linear and branched chain functionalized gold nanoparticles
with varying chain length in aqueous NaCl solution are discussed. The focus is given
on variation of coating asymmetry with linear chain length and prevention of coating
asymmetry with branched chains. Attention is also given to surface access of the gold
core and the solvent accessible surface area of the alkyl chains. Here, all force field
parameters have been taken from the OPLS–AA force field for the simulations, unlike
in the GNP simulations in the chapter 4, where a mixture of the AMBER–99 and the
CHARMM–27 force field parameters has been used.
5.1 System Preparation and Methods
Functionalized GNPs (Figure 5.1) have three parts: the gold core (consisting of 114 gold
atoms), the surface (S-Au-S) and the functionalized chains. The gold core and the surface
are modeled as discussed in the chapter 4. The shape and length of chains were changed
to build different systems. In the first phase 12 different GNPs were modeled varying the
linear chain length (between 5 and 23 carbon atoms) and the terminal groups (NH+3 , CH3
and COO−). All the GNPs have full coverage (60 chains on the surface). In the second
phase 10 different GNPs with half coverage (30 branched chains on the surface) have
been prepared by varying the branched chain length (11 and 17 carbon atoms in a long
chain), the junction position of chains, and the terminal groups (NH+3 and CH3). Chains
are branched at 4th, 8th and 12th carbon atom from the surface of the gold core. The
number of carbon atoms from the junction to both terminals is the same; see figure 5.2.
The branched chain GNPs have a lower number of carbon atoms than the corresponding
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Figure 5.1: Fully functionalized GNP with 60 –(CH2)11-NH
+
3 chains including some water
(white and red), Na+ (blue) and Cl− (pink) ions
GNPs with a linear chain, so as to keep the number of terminal groups equal to the linear
chain GNPs. In the third phase, to keep the total number of carbon atoms the same as in
the system having a junction at the 4th carbon with Cl =17, another 4 systems of Cl =17
with junction at the 8th and 12th carbon atom have been prepared by attaching more
branched chains on the surface of the gold cores. All systems are given in the diagram
5.1 at the end of this section. In diagram 5.1 the labels CL–5, CL–11, CL–17 and CL–23
indicate gold nanoparticles with chain length (Cl) 5, 11, 17 and 23, respectively. J–4, J–8
and J–12 represent the GNPs with branched chains and junctions at 4th, 8th and 12th
carbon atom from the surface of the gold core. T–60, T–70 and T–80 indicate that the
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Gold Core Gold Core
Figure 5.2: Schematic representation of NH+3 terminated branched chains with Cl =12.
Left: chain is branched at the 4th carbon atom from the surface of gold core. Right:
chain is branched at the 8th carbon atom from the surface.
number of terminal groups are 60, 70 and 80, respectively.
Simulation box sizes are 6×6×6 nm3, 8×8×8 nm3, 10×10×10 nm3 and 12×12×12
nm3 for the GNPs with Cl = 5, 11, 17 and 23, respectively. The size of simulation
boxes were varied depending on the chain length to save time. Simulation boxes contain
approximately 6000, 15000, 30000 and 52000 water molecules for the GNPs with Cl = 5,
11, 17 and 23, respectively. Excess Na+ and Cl− counter ions were added to make the
systems charge neutral. In addition, 123, 295, 584 and 1017 NaCl ion pairs were added
as background electrolyte in the systems to obtain an approximate 1 molar solution.
Description of all the systems are given in Table 5.1. In the table, Nterminal, Nw, N+ and
N− indicate the number of terminal groups, number of water molecules, number of Na+
ions and number of Cl− ions, respectively.
The molecular editor Avogadro102 was used to construct the functionalized GNPs.
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Diagram 5.1: All GNPs with linear and branched chains.
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Table 5.1: Summary of system description
Terminal Cl Box size (nm
3) Branch atom Nterminal Nw N+ N−
CH3 5 6×6×6 0th 60 6176 123 123
CH3 11 8×8×8 0th 60 15067 295 295
CH3 11 8×8×8 4th 60 15163 297 297
CH3 11 8×8×8 8th 60 15257 299 299
CH3 17 10×10×10 0th 60 29991 584 584
CH3 17 10×10×10 4th 60 30106 586 586
CH3 17 10×10×10 8th 60 30184 588 588
CH3 17 10×10×10 8th 70 30103 586 586
CH3 17 10×10×10 12th 60 30280 589 589
CH3 17 10×10×10 12th 80 30092 586 586
CH3 23 12×12×12 0th 60 52618 1017 1017
NH3 5 6×6×6 0th 60 6111 123 183
NH3 11 8×8×8 0th 60 15004 295 355
NH3 11 8×8×8 4th 60 15103 297 357
NH3 11 8×8×8 8th 60 15202 299 359
NH3 17 10×10×10 0th 60 29933 584 644
NH3 17 10×10×10 4th 60 30035 586 646
NH3 17 10×10×10 8th 60 30116 588 648
NH3 17 10×10×10 8th 70 30040 586 646
NH3 17 10×10×10 12th 60 30223 589 649
NH3 17 10×10×10 12th 80 30038 586 646
NH3 23 12×12×12 0th 60 52549 1017 1077
COO 5 6×6×6 0th 60 6116 183 123
COO 11 8×8×8 0th 60 15013 355 395
COO 17 10×10×10 0th 60 29936 644 584
COO 23 12×12×12 0th 60 52545 1077 1017
Na+ and Cl− ions were solvated in the water box with the help of VMD (1.9.1)88 employing
the TopoTools plugin. Initially, functionalized GNPs were constructed and equilibrated
in vacuum. Then, a sphere of water was cut out from a water box, and a GNP was placed
inside that water box. After that, ions were added to the water box, and then the box
was equilibrated for several ns.
The TIP3P87 water model has been used for all the simulations. The parameters
for the functionalized chains have been taken from the OPLS-AA force field, and the
parameters for the gold atoms were taken from Ref.104, since those are not available in
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the original OPLS-AA force field. All parameters are given in Table 5.2.
Table 5.2: Force field parameters
Bonded interaction Non-bonded interaction
Bond Kr(Kcal/(mol/A˚
2)) r0(A˚) Atom (Kcal/mol) σ(A˚)
C–S 222.000 1.810 Au 1.322 2.951
C–C 268.000 1.529 S 0.355 3.600
C–H 340.000 1.090 C 0.066 3.500
C–O 570.000 1.229 O 0.210 2.960
C–N 337.000 1.449 N 0.170 3.250
Angle bend
Angle Kθ(Kcal/(mol/rad
2)) θ(degree)
S–C–C 50.00 147.7
C–C–C 58.35 112.7
C–C–N 80.00 109.7
C–C–O 80.00 120.4
O–C–O 80.00 126.0
C–N–H 38.00 118.4
H–N–H 35.00 120.0
Torsion
Dihedral K1(Kcal/mol) K2(Kcal/mol) K3(Kcal/mol)
S–C–C–C 2.62 -0.62 0.25
C–C–C–H 0.00 0.00 0.30
H–C–C–H 0.00 0.00 0.30
C–C–C–C 1.30 -0.05 0.20
C–C–C–N 0.00 0.00 0.46
All simulations are performed with the LAMMPS simulation package using the NVT
ensemble, where the number of atoms, volume and temperature of the systems are held
constant throughout the simulation. We ran the simulations at constant volume to avoid
possible large fluctuations due to the big particle at the center of the box. Throughout
the simulations, the gold core is fixed at the center of the simulation box. A Nose´–
Hoover thermostat59 has been used to keep the temperature of the systems constant
at 300 K with a time constant of 1 ps. Several short runs of the order of picoseconds
were performed using Berendsen and Nose´–Hoover thermostats (repeatedly) to reach the
equilibrium more quickly. After several short runs, a long run of 2 ns has been performed
at constant pressure (NPT ensemble) of 1 atmosphere to adjust the volume of the box.
Production runs were performed for 80 ns with time step of 2 fs. A skin distance for
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the neighbor tables of 0.2 nm is updated in every 5 steps. The cut off of the Lennard–
Jones interaction has been taken as 1 nm. In addition, the particle-particle-particle-mesh
(PPPM) approach was introduced to calculate long range Coulomb interactions with a
relative accuracy of 10−3. The SHAKE algorithm90 has been used to constrain O–H bonds
and H–O–H angles.
5.2 Results and Discussion
5.2.1 Chain Length Dependence of Coating Asymmetry
Figure 5.3 shows the snapshots of all linear chain functionalized systems. Ions, water and
hydrogens of hydrocarbon chains are not shown in the snapshots to get a clearer view
of the chain arrangement. All the snapshots were taken at the end of 80 ns production
runs. In the picture, chain lengths (Cl) of the systems increase from top to bottom: Cl
=5, 11, 17 and 23. From left to right, the terminal group changes: CH3, COO
− and NH+3 .
The GNPs with Cl = 5 do not show any coating asymmetry. Chains on the gold surface
are isotropically distributed and the terminal groups are stretched outward from the gold
cores. This symmetric distribution of short alkaline chains (Cl =5) on the gold cores does
not depend on the nature of the terminal group. In the second row of figure 5.3, systems
show mixed behavior depending on the terminal groups. The CH3 group terminated
system with Cl = 11 shows bunching of alkyl chains, which leads to coating asymmetry on
the gold surface, but the COO− and NH+3 groups terminated systems with Cl = 11 do not
show this asymmetry. The polar group (COO− and NH+3 ) terminated chains can not form
bunches due to the strong electrostatic repulsion between the terminal groups, whereas the
nonpolar group terminated chains do not interact electrostatically to prevent bunching.
The systems with long chains (Cl =17 and 23) show coating asymmetry irrespective of
their terminal groups.
The coating asymmetry for the GNPs with long chains can be analyzed very eas-
ily using the time averaged angle distribution. The distribution provides the information
about the bunching point where the chains start to form bundles and the nature of bunch-
ing. In the time averaged angle distribution, the angles have been calculated between all
pairs of vectors which connect one sulfur atom and a carbon atom of a chain connected to
the sulfur (see figure 5.4), and then the distributions of angles are averaged and normal-
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Figure 5.3: Snapshots of linear chain functionalized gold nanoparticles. From top to
bottom, chain length increases: Cl=5, 11, 17 and 23. From left to right, the terminal
group changes in the order CH3, COO
− and NH+3 .
ized over time. Figure 5.5 shows the time averaged angle distribution (TAAD) of different
GNPs. The terminal groups of the GNPs change from top to bottom in the figure as CH3,
COO− and NH+3 . The left and right columns of the figure are for the GNPs with Cl =11
and Cl =23, respectively. Along the vertical direction the carbon number changes. The
carbon which is connected to the sulfur atom directly via a bond, considered as number
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Figure 5.4: Schematic representation of angle for time average angle distribution. Vectors
are defined between sulfur atoms and the nth carbon atoms.
one. The time averaged angle distribution (TAAD) of CH3 group terminated system with
Cl =11 shows two distinguishable separate bright yellow spots at high carbon numbers
and this indicates coating asymmetry at high carbon number. The bright spots are dis-
tinguishable after the 7th carbon atom from the gold surface, so the alkyl chains start to
form bundles after the 7th carbon atom from the surface. The TAAD of COO− and NH+3
group terminated GNPs with Cl =11 systems (left–center and left–bottom) do not show
any separate bright spots, and this indicates that the chains are isotropically distributed
over the gold cores.
The distributions for CH3 and COO
− terminated GNPs with Cl =23 (top–right
and center–right) show discontinuous distribution of color and display two distinct high
probability regions at high carbon atom numbers. The discontinuity starts after the 7th
carbon atom from the gold surface for both systems. So, the systems have asymmetric
coating and the bunching of the chains starts after the 7th carbon atom. The TAAD
for NH+3 group terminated system with Cl =23 (right–bottom) shows a high probability
around 80◦ at low carbon number and after around the 7th carbon number the high
probability region moved to ≈ 20◦. So, the chains start to form a single bunch after 7th
carbon atom in NH+3 group terminated system with Cl =23. The TAAD for the GNPs
with Cl =5 and 17 are given in appendix A.3.
Coating asymmetry does not appear for the GNPs with short chains, but the GNPs
with long chains show coating asymmetry. The coating asymmetry arises mainly due
to hydrophobicity and free volume available to the chains. In case of short chains, the
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Figure 5.5: Time averaged angle distribution of CH3, COO
− and NH+3 groups terminated
systems (top to bottom). Left and right columns are for the GNPs system with Cl =11
and Cl =23, respectively.
chain volume is close to the free volume available to the chain, so the chains are uni-
formly distributed over the the gold core and this uniform distribution helps to keep the
hydrophobic region of one chain in touch with another chain. For the long chains, the
free volume close to the surface of the gold core (up to 7th carbon atom) is nearly equal
to the volume of the chains but at long distance from the surface (after the 7th carbon
atom), the free volume is much larger than the volume occupied by the chains. At long
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distances, the uniform distribution of chains would expose the hydrophobic regions to
water. To avoid this phenomenon, the chains form bundles (or a bundle) to minimize the
hydrophobic region which is exposed to water. The bundles of long chains are not of equal
size, and the size is limited. The limitation of bundle size is entirely due to the gold core
modeling and the constraint which connects the chains with the gold core. This bundle
formation of long chains is not a computational artifact. The phenomenon has also been
observed on the basis of the light scattering experiment.103
5.2.2 Branched Chains and Prevention of Coating Asymmetry
The coating asymmetry of long linear chains can be prevented by introducing branched
alkyl chains. Figure 5.6 shows snapshots at the end of 80 ns production runs of branched
chain coated gold nanoparticles with Cl =11. The left hand side of the figure shows CH3
group terminated GNPs and the right hand side shows NH+3 terminated GNPs. From
the top to the bottom of the figure, the junction points of branched chains change as
0th, 4th and 8th carbon. A branched chain with branch at 0th carbon is a linear chain.
The CH3 group terminated GNP with junction at the 0th carbon and Cl =11 can be
abbreviated as CH3–J0–CL11–T60 for the benefit of discussion. The first, second, third
and fourth terms of the abbreviation indicate terminal group, junction point, chain length
and number of terminal group of the GNP. Other systems will also be defined in the same
manner. In figure 5.6, the CH3–J0–CL11–T60 system (top left) shows asymmetric coating
but CH3–J4–CL11–T60 (center left) and CH3–J8–CL11–T60 (bottom left) do not show
coating asymmetry. On the right hand side of the figure, the NH3–J0–CL11–T60 (top
right), NH3–J4–CL11–T60 (center right) and NH3–J8–CL11–T60 (bottom right) systems
do not show any coating asymmetry. In case of the CH3 group terminated GNPs, as
the junction point shifts from zero to higher values, alkyl chains break bundles and fall
on the gold core to wrap it tightly. In case of NH3–J0–CL11–T60 system, the alkyl
chains are not long enough to overcome the effect of electrostatic interaction between the
polar terminal groups to form bundles. As the alkyl chains of NH3–J0–CL11–T60 system
are symmetrically distributed, so the effect of shifting of junction points on the coating
structure is not visible. This phenomenon can be seen clearly for both the polar and
nonpolar groups terminated chains which are longer than Cl =11.
Figure 5.7 shows snapshots at the end of 80 ns production runs of branched chain
coated gold nanoparticles with Cl =17. Left side and right side of the figure shows CH3
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Figure 5.6: Snapshots of branched chain coated gold nanoparticles with Cl =11. From
the left to the right, terminal group changes: CH3 and NH
+
3 . Top to bottom, junction
point changes: 0th, 4th and 8th carbon.
and NH+3 group terminated GNPs. From top to bottom of the figure, the junction points
of the branched chains change as 0th, 4th, 8th and 12th carbon atom. CH3–J0–CL17–T60
(top left) and NH3–J0–CL17–T60 (top–right) systems show coating asymmetry. As the
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Figure 5.7: Snapshots of branched chain coated gold nanoparticles with Cl =17. From
the left to the right, terminal group changes: CH3 and NH
+
3 . Top to bottom, junction
point changes: 0th, 4th, 8th and 12th carbon.
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junction point moves from zero to higher values, the coating asymmetry becomes invisible
for the systems irrespective of their terminal groups. Alkyl chains with junction points
at the 4th, 8th and 12th carbon atom fall back on the gold core and try to wrap the core
tightly.
Figure 5.8 shows the time averaged angle distribution (TAAD) of different branched
chain coated GNP systems with Cl =17. The left and right hand sides of the figure show
the TAAD of CH3 and NH
+
3 group terminated GNPs, respectively. From top to bottom of
the figure, the junction points of branched chains change as 0th, 4th, 8th and 12th carbon
atom. The TAAD of the CH3–J0–CL17–T60 system (top left) show two separate bright
yellow spots after the 6th carbon atom. This indicates that chains start to form bundles
after the 6th carbon atom from the surface of the gold core. Near the surface (up to the
6th carbon atom) chains are symmetrically distributed due to physical constraints. The
TAAD of CH3–J4–CL17–T60 (second row left), CH3–J8–CL17–T60 (third row left) and
CH3–J12–CL17–T60 (bottom left) do not have any separate bright spots, so the systems
do not have any type of coating asymmetry during the whole 80 ns simulation time. The
TAAD of NH3–J0–CL17–T60 (top–right) has two distinguishable bright spots at high
carbon number. The color distribution of the NH3–J0–CL17–T60 system has separate
spots after the 6th carbon atom and this indicates that the system forms bundles after
the 6th carbon atom. The TAADs of other systems with NH+3 terminal groups show
continuous broad color distributions all over the length of the branched chains. These
results for the branched chain systems (Cl=17) point out that as the junction shifts from
zero to the higher values, the coating asymmetry vanishes.
Linear long chain coated GNPs easily forms bundles, which leads to coating asym-
metry. The polar terminal groups can prevent the asymmetry up to a certain chain
length (Cl =11). The prevention of asymmetry is important to prevent the exposition of
the core to the solution, particularly if the core consists of an active metal. Apart from
this, the solubility of GNPs can be controlled by tuning the shape of the chains. The
coating asymmetry can be prevented and the shape of chains can be tuned by replacing
the linear chains with the branched chains (except the branched chains junction at 0th
carbon). Branched chains prevent coating asymmetry irrespective of the junction posi-
tions. Branched chains have physical constraints which force to make a certain angle at
the junction point between two chains and this prevents the chains to come close together
to form bundles. The hypothesis can be made from here that the coating asymmetry
can be seen again for branched chain GNP if the chains are very long (>35 carbon) and
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Figure 5.8: Time averaged angle distribution of CH3 and NH
+
3 group terminated systems
(left to right). From top to bottom: the branched chain coated GNP systems with junction
at 0th, 4th, 8th and 12th carbon.
79
5.2. Results and Discussion
branching point is at a low carbon number (such as 4th carbon).
5.2.3 Surface Access of GNPs
Figure 5.9 shows color coded maps of the distribution of closest atoms (oxygen of water
and carbon of hydrocarbon chains) to the GNP surface for the linear chain–coated GNPs.
Along the horizontal direction the azimuthal angle φ varies between 0◦ and 360◦. Along
the vertical direction the cosine of the polar angle θ varies between -1 and +1. The largest
value 1 (yellow) in these maps indicates that the oxygen of a water molecule is always
closest to the gold surface, and a value 0 (purple) indicates that a carbon atom of chains
is always closest to the surface. The left column shows maps for CH3 group–terminated
linear chains with chain length of 5, 11, 17 and 23 carbon atoms (from top to bottom).
The right column shows analogous data for NH+3 group–terminated linear chains with 5,
11, 17 and 23 carbon atoms. The variation of colors is to some extent a consequence of
the limited sampling time of 80 ns, but also a consequence of the not entirely isotropic
distribution of anchoring points for the chains.
The short chains (top row) point predominantly outward from the GNPs. Water
access to the gold surface is somewhat reduced for the nonpolar chains, which tend to
fold and cover the nanoparticle surface. For the polar chains, which are more likely to be
extended and pointing away from the gold core the water access is higher. The folding
of nonpolar chains of Cl =11 (second row left) is still not sufficient to cover the gold core
entirely. The polar chain of Cl =11 (second row right) cover the gold core better, because
of the repulsive interaction between the polar terminal groups. The longer chains of chain
length (Cl) 17 and 23 naturally cover larger part of the gold core but even for the longest
studied chains, there are open patches of surface which are accessible by solvent over a
time scale of 80 ns. This behavior is not strongly dependent on the polarity of terminal
groups. The plots corresponding to the COO− group–terminated systems show similar
features as the polar NH+3 terminated ones (see in appendix A.4). In summary, water
access to the surface is possible for all linear chain coated systems over a time period of
80 ns.
Figure 5.10 shows maps for the GNPs coated (df=1/2) with branched chains (Cl
=17). The left column shows maps for nonpolar CH3 group terminated (Cl =17) branched
chains of varying junction points at 0th, 4th, 8th and 12th carbon atom (from top to
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Figure 5.9: Color maps of surface access. Value 1 (yellow) indicates that a oxygen of
water molecule is closest to the GNP surface all the time and a value 0 (purple) indicates
a chain carbon atom (C of CH2 or CH3) is closest to the surface. Intermediate values
correspond to the probability to find water as the closest molecule. Left column: CH3
group terminated linear chains with 5, 11, 17 and 23 carbon atom (from top to bottom).
Right column: NH+3 group terminated linear chains with 5, 11, 17 and 23 carbon atoms.
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bottom). The right column shows analogous data for NH+3 group terminated branched
chains (Cl =17) of varying junction points at 0th, 4th, 8th and 12th carbon atom (from
top to bottom).
The maps for branched chains (Cl =17) with junction at 0th carbon atoms (top
row) have pronounced yellow regions, which indicates that the solvent can access the gold
core very easily. The branched chains with the junction at the 4th carbon atom (second
row) mostly cover the gold core, and the nonpolar CH3 group terminated branched chains
cover the core better than the polar NH+3 group terminated chains. The nonpolar CH3
group terminated chains wrap the core tightly and close all open passage to access the
surface, but polar group terminated chains bind the core more loosely due to the repulsive
interaction between the terminal groups. The area of yellow regions on the maps start
to increase as the chain junction shift from the 4th to the 8th (third row) and the 12th
(fourth row) carbon atoms. As the junction position shifts from the surface towards the
terminal, chains open the path for solvent to access the surface. This phenomenon is
not surprising and it is a consequence of system modeling. To keep the grafting density
and the number of terminal groups constant over the gold surface, the number of carbon
atoms is continuously reduced with the shift of junction point positions further away, and
this leads to easier access of water to the surface for the chains with junction points at
higher number (8th and 12th carbon).
Surface access of the branched chain systems with a constant number of carbon
atoms have been compared in figure 5.11. Figure 5.11 shows color maps of surface access
of branched chain GNPs which have equal numbers of carbon atoms over the surface of
the gold cores. The left column shows maps for CH3 group terminated (Cl =17) branched
chains with the junction points at 4th, 8th and 12th carbon atom (top to bottom). The
right column shows similar data for NH+3 group terminated branched chains (Cl =17)
with the junction points at 4th, 8th and 12th carbon atoms (top to bottom). In the
left column, the yellow regions on the maps get larger and larger as the branched chain
junction moves from the 4th to the 8th and 12th carbon atoms. Similarly, in the right
column the yellow regions get larger with the increase of the distance of the junction
points from the gold surface. This shows that chains with a junction at the 4th carbon
gives the best protection to the gold core.
The methyl group terminated branched chains of length 17 carbon atoms and
branched at the 4th carbon cover the most part of the GNP, but the longest studied
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Figure 5.10: Color maps of surface access of GNPs with Cl =17. Value 1 (yellow) indicates
that a water molecule is closest to the GNP surface and a value 0 (purple) indicates a
chain carbon atom is closest to the surface. Left column: CH3 group terminated branched
chains with junction at the 0th, 4th, 8th and 12th carbon atom (from top to bottom).
Right column: NH+3 group terminated branched chains with junction at the 0th, 4th, 8th
and 12th carbon atoms.
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Figure 5.11: Color maps of surface access of GNPs with Cl =17 and equal number of
carbon atoms on gold cores. Value 1 (yellow) indicates that a water molecule is closest
to the GNP surface and a value 0 (purple) indicates a chain carbon atom is closest to the
surface. Left column: CH3 group terminated branched chains with junction at the 4th,
8th and 12th carbon atoms (from top to bottom). Right column: NH+3 group terminated
branched chains with junction at the 4th, 8th and 12th carbon atoms.
linear chains of chain length 23 carbon do not cover the gold core entirely. There are
always tiny passages, through which solvent can access the gold core. One can extrapo-
late that the chains having number of atoms above 25 and branched at 4th carbon can
cover the core entirely and the core would be inaccessible to solvents. Although, too long
branched chains (more than 35 carbon atoms) and branched at 4th carbon atom may
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again start to form bundles and can create passages to allow the solvent to reach the core.
In summary, water access to the surface is possible for most of the studied systems over
time spans of 80 ns, but CH3 group terminated branched chains (Cl =17) with junction
at the 4th carbon atom provide the best coverage to the core. Corresponding data sets of
branched chains with Cl =11 show similar features as the branched chains with Cl =17,
and maps are given in appendix A.5.
5.2.4 Water Penetration and Shape of GNPs
Figure 5.12 shows the density plots of water for CH3 group terminated systems. In the
left side of the figure, linear chains with chain length 5, 11, 17 and 23, and 11 carbon long
branched are compared. In the right side of the figure, 17 carbon long branched chains
with equal number of carbon atoms over the surface of gold core, and branched at 4th, 8th
and 12th are compared. Water molecules penetrate up to 11 A˚ (depth is measured from
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Figure 5.12: Density plots of water for CH3 group terminated systems. Left side: Linear
chains with Cl =5, 11, 17 and 23, and 11 carbon atoms branched chains are compared.
Right side: 17 carbon long branched chains with equal number of carbon atoms over the
gold surfaces are compared.
the center of gold core) for both the 11 carbon long linear chains (CH3–J0–CL11–T60)
and 11 carbon long branched chains with junction at the 8th carbon (CH3–J8–CL11–
T60). Penetration depth of water for the 11 carbon long branched chain with junction
at the 4th carbon (CH3–J4–CL11–T60) stops at 14 A˚ and thus the penetration depth is
lower than the depths for any other 11 carbon long branched chain system (considering
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Table 5.3: Radius of gyration and chain length
Systems Rg(A˚) Rg Standard
deviation
Chain length (A˚) Chain length
Standard de-
viation
CH3–J0–CL11–T60 15.93 0.13 13.08 0.19
CH3–J4–CL11–T60 14.57 0.06 10.61 0.14
CH3–J8–CL11–T60 14.35 0.09 10.29 0.20
CH3–J0–CL17–T60 18.72 0.14 20.08 0.31
CH3–J4–CL17–T60 16.17 0.08 15.50 0.31
CH3–J8–CL17–T60 15.97 0.08 13.55 0.24
CH3–J12–CL17–T60 15.50 0.14 13.84 0.21
the depth from the terminal towards center). Penetration of water for the 11, 17 and 23
carbon long linear chains stops at 11 A˚, 12 A˚ and 14 A˚, respectively. Water penetrates
up to 14 A˚ for both the branched chains of chain length 11 carbon and the linear chain of
Cl =23. The penetration depth decreases with increasing chain length (considering the
depth from the terminal towards center). The water molecules have the same penetration
depth for both the short branched chain and the longest linear chain. Penetration depth
for 17 carbon long chains with equal number of carbon atoms over the gold surfaces with
junctions at 4th, 8th and 12th carbon atoms are very close to each other and penetration
depth is lowest for CH3–J4–CL17–T60 among all studied systems (considering the depth
from the terminal towards center).
The radius of gyration (Rg) and chain length of different systems of 12 and 18 carbon
long chains are given in table 5.3. The radius of gyration is calculated only for the carbon
atoms in the chains. The chain length is calculated taking the distance between the first
carbon atom, which is directly connected to a sulfur atom by a bond, and the carbon atom
of the CH3 terminal group of the corresponding chain. This chain length is averaged over
all chains of a nanoparticle, then averaged over time, to get the final value of chain length.
Radius of gyration data in the table shows that there is a big change in the Rg values
when chains are switched from linear to the branched chains. Similar changes also happen
for the standard deviations, and the standard deviation values increase with the shift of
the junction position further away from the surface. This indicates that the linear chains
are stretched away from the gold core and flexible but branched chains are collapsed onto
the gold core and are less flexible. This flexibility increases as the junction position moves
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away from the core. The time averaged chain length also shows big changes when chains
change from linear to branched. Thus, the time averaged chain lengths are consistent with
Rg. The NH
+
3 group terminated systems also show similar properties as the CH3 group
terminated systems. Values of Rg and time averaged chain length of NH
+
3 terminated
systems are given in appendix A.6.
5.2.5 Solvent Accessible Surface Area
The solvent accessible surface area (SASA) and the volume occupied by solute in solution
(VOSS) are important quantities to understand how the alkyl chains minimize hydropho-
bic regions. There are several ways to calculate these quantities but the most widely used
ways are
1) considering the Voronoi cell105,106 for each particle individually, as a polyhedron sur-
rounding the particle,
2) or using the rolling ball algorithm,107 which uses a sphere (of solvent) of a particular
radius (van der Waals radius) to probe the surface of the solute. In this study technique
(1) is used to calculate the quantities. For a set of points in a domain, the Voronoi tes-
sellation is defined by associating a cell of space to each point that is closer to that point
than to any other. These cells are created by taking pairs of points that are close to each
other and drawing a plane that is equidistant from both of the points and perpendicular
to the line connecting the points. To calculate the solvent accessible surface area (SASA)
and volume occupied by solute in solution (VOSS), the following steps are taken:105
1. The Voronoi tessellation is performed considering all atoms of the GNP (except
hydrogen atoms) and the oxygen atoms of water molecules in the system.
2. In the Voronoi diagram, the Voronoi cells corresponding to alkyl chains (“solute
cell”) and the terminal groups are identified.
3. If the solute cells share any face with neighboring solvent (oxygen) cells, the common
surfaces will be added up to get SASA, and the volume of Voronoi cells corresponding
to the solute will be summed up to get VOSS.
Figure 5.13 shows the SASA of terminal groups of different systems with chain
length 5, 11, 17 and 23 carbon atoms. The SASA of non polar group (CH3) is always
lower than the SASA of polar groups (NH+3 and COO
−). For short chain systems (Cl =5)
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the SASA is the same for both the terminals COO− and CH3 but with the increase of
chain length, the difference between the SASAs get bigger. The SASA is always higher
for COO− terminal than for the NH+3 terminal. The SASA for both the polar terminals is
more or less constant with the increase of chain length but the SASA of nonpolar terminal
group decreases with the increase of chain length.
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Figure 5.13: SASA of different terminal groups of different systems with chain lengths 5,
11, 17 and 23 carbon atoms. Vertical axis shows SASA per 60 terminal groups of a GNP
and horizontal axis shows systems with different chain length.
This indicates that water molecules solvate the COO− terminal group better than
the CH3 and NH
+
3 terminals. This helps to form more hydrogen bonds between COO
−
terminals and hydrogen atoms of water molecules than between NH+3 terminals and oxygen
atoms of water molecules (see chapter 4: Hydrogen Bonds). This also indicates that the
polar groups are more soluble than the nonpolar group. Solubility of negatively charged
terminals (COO−) is very high irrespective of the chain length. However the difference
between the SASA of two polar terminal (COO− and NH+3 ) groups arises entirely due to
the solvation structures around the terminals.
Figure 5.14 shows the SASA of 23 long carbon chain (C23) with different terminal
groups. The SASA per four carbon atoms changes along the vertical axis and segments of
chain change along the horizontal axis. Counting of chain atoms for this case starts from
the surface of the gold core and the carbon atoms which are connected to sulfur atoms
directly by a bond are considered as number one. The C23 chains are partitioned into
five different segments leaving the last four carbon atoms near the terminals. The last
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four atoms have not taken in consideration because the SASAs for the terminal groups are
already discussed. The figure shows that the SASA increases very rapidly from first carbon
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Figure 5.14: SASA of 23 carbon long chains in different segments. SASA per segments
of four carbon atoms changes along vertical axis. Segments of chain change along the
horizontal axis.
to 8th carbon and then the increment rate becomes smaller. This happens irrespective of
the terminal groups. The SASA of COO− group terminated chains is always high in all
segments, although the difference between the SASA of different group terminated chains
are small (see the vertical scale). This difference between the SASA of different group
terminated chains comes from the nature of the bundle formed by the chains. Near the
surface of gold cores SASA is close to zero because the density of the chain atoms is very
high. As the density of the chain atoms decreases with the distance from the surface, the
SASA starts to increase. The increment rate of the SASA becomes slower after a certain
distance because the chains try to minimize the hydrophobic region which is exposed
to water, which is not possible near the surface due to the high atom density and the
constraints (chains are tightly bonded to the gold surface).
Figure 5.15 shows the SASA per six carbon atoms for different systems. Here the
SASAs are calculated for C5, C11, C17 and C23 systems and then divided by 1, 2, 3
and 4, respectively, to get the SASA per six carbon long segments. This plot helps to
get information about the solubility of the different systems. The figure shows that the
SASA per segment for the systems with short chain (Cl =5) are much higher than for the
systems with long chain (Cl =23) and the SASA per segment decreases with the increase
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Figure 5.15: SASA per six carbon long segments of different systems. SASA per six
carbon atoms segments change along the vertical axis and systems with different chain
length change along the horizontal axis.
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Figure 5.16: VOSS per six carbon long chain of different systems. VOSS per six carbon
atoms segment changes along the vertical axis and systems with different chain length
change along horizontal axis.
of chain length irrespective of the terminal groups. The short chains are unable to reduce
the hydrophobic regions exposed to the water due to the constraint which binds the chains
with the gold core. This constraint forces the short chains to distribute uniformly over
the gold core. This uniform distribution helps the water molecule to solvate the chains
easily. As the terminals are free to move, so the chain segments (away from the surface)
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of long chains try to minimize the hydrophobic regions exposed to water and this lead to
low SASAs for long chain systems. Not only the constraints but also the polar terminal
groups prohibit the chains to minimize the hydrophobic regions which is exposed to water,
and this makes big differences between SASAs for the chain lengths Cl =11.
Figure 5.16 shows the VOSS per per six carbon atoms long chain of different systems.
The VOSS per six carbon atoms segments changes along the vertical axis and systems
with different chain length change along the horizontal axis. The figure show that the
VOSS per segment decreases with the increase of the chain length. The short chains are
uniformly distributed on the gold surface and this leads to high VOSS per segment for the
short chains but long chains form bundles which reduce the VOSS per segment for long
chains. In summary, the GNP with COO− group terminated chains of chain length Cl
=5 should be highly soluble and on the other hand the GNP with CH3 group terminated
chains of chain length Cl =23 can be expected to be the least soluble.
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6 Conclusions
Computer simulations of ionic bulk solutions, and of functionalized gold nanoparticles in
aqueous solution were performed and analyzed in this thesis. The results of the simulated
systems were discussed in three different parts.
In the first part (chapter 3), the results of bulk NaCl solution systems were described.
For simulations of bulk NaCl solutions, three different force field parameter sets, namely
AMBER–99, CHARMM–27 and OPLS–AA, and two combination rules, namely geomet-
ric and arithmetic, were used. 15 different systems with different solution concentrations
(1.1 m, 1.5 m and 2.0 m), force field parameter sets and combination rules were compared
to identify a suitable set of force field parameters and combination rules. All systems
were simulated for 20 ns. The systems with AMBER–99 and arithmetic combination
rules show indication of crystallization within 20 ns simulation time. This crystallization
process is slow at low concentration, and its rate increases with increasing concentration
of the solution. The systems with AMBER–99 and geometric combination rules do not
show any indication of crystal formation at low concentrations, but at high concentration
(2.0 m) the system shows crystallization. Systems with OPLS–AA and arithmetic com-
bination rules show crystallization at high concentrations (1.5 m and 2.0 m), but systems
with OPLS–AA and geometric combination rules do not show any crystallization even
at high concentration (2.0 m). However, the systems with CHARMM–27 and arithmetic
combination rule do not show crystallization even at the higher concentration (2.0 m).
The unphysical behavior (crystal formation at low concentration) of the systems with
AMBER–99 is a consequence of shortcomings in the parametrization of ions in AMBER–
99. AMBER–99 adopted cation parameters directly from A˚qvist, who used geometric
combination rules for ion pairs. Although the situation improves for the systems with
AMBER–99 and geometric combination rules, AMBER–99 is nevertheless not suitable for
the simulation of NaCl solutions with concentration higher than 1 molal. The OPLS–AA
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with geometric combination rules and CHARMM–27 with arithmetic combination rules do
not show any unrealistic behavior. Thus, OPLS–AA with geometric combination rules and
CHARMM–27 with arithmetic combination rules are suitable for the simulation of NaCl
solution system even at high concentration (2 molal). The popular force field parameter
set AMBER–99 with arithmetic combination rule can be used for the NaCl system by
replacing the ion parameters of AMBER–99 by the CHARMM–27 ion parameters. For
the simulations of GNP systems (chapter 4), AMBER–99 with the replacement of ion
parameters from CHARMM–27, and arithmetic combination rules have been used. For
the simulations of GNP systems in chapter 5, OPLS–AA and geometric combination rules
have been used.
In chapter 4, small GNPs of approximately 2 nm diameter, functionalized with
Cl=11 hydrocarbon chains and terminated with nonpolar CH3 and polar COO
− and
NH+3 groups have been studied. The GNPs were solvated in 1 molar NaCl solution and
the charge of the polar group terminated GNPs was compensated by excess Na+ or Cl−
counterions. For each type of terminal group, systems with degrees of functionalization
df = 1, 2/3 and 1/3 were compared. At high df , the end–to–end distances of different
group terminated chains are more or less equal, and at low df all chains collapse to some
extent on the gold core. The polar group terminated chains at low df have longer effective
chain length (end–to–end distance) than nonpolar group terminated chains. Overall, the
nonpolar group terminated chains wrap the gold core better than the corresponding polar
group terminated chains. Even so, at degrees of functionalization df =1 parts of the gold
core are still accessible to water, irrespective of the terminal group. The counter ions
around the polar terminals screen the charged terminal groups, and this effect leads to a
significant slowdown in motion of counter ions in the head group region which, in turn
act back on chain conformation and dynamics. The terminal dihedrals of polar termi-
nals show more static disorder than the corresponding methyl group terminated chains
and this disorder increases with grafting density. Simultaneously, the terminal dihedral
angles of polar chains show significantly longer relaxation times than the corresponding
ones of nonpolar chains. The solvation shell structures around the positively and nega-
tively charged terminals are different, which influences the hydrogen bonds and contact
ion distribution around the polar terminals. The numbers of hydrogen bonds and of con-
tact ion per COO− terminal group are higher than the corresponding numbers per NH+3
terminal group. The number of hydrogen bonds per terminal group decreases with the
increase of grafting density, but the number of contact ions per terminal group increases
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with the increase of grafting density. The total integrated charge close to the gold core is
always positive, which is entirely due to water orientation, not to ion penetration. Water
molecules orient near the surface of the gold core pointing one hydrogen atom towards the
center of the gold core irrespective of the system. Also, the orientation of water molecules
near the polar terminal groups is the reason for the positive effective total integrated
charge near the terminal. In polar chain systems, the effective dipole of water changes
its direction depending on the distance from the gold surface and this orientation of the
dipole is influenced by the physical constraints, hydrophobicity and the terminal charge.
The influence of functionalized GNPs (Cl =11 and df =1) on the solution structure last
up to about 2.8 nm (maximum) from the center of the gold core.
The results of the simulations of functionalized gold nanoparticles show the influence
of the aqueous solution on the particles. It can be seen from the results that such small
and fully functionalized gold nanoparticles do not prevent water access to the gold core
at a time scale of 40 ns and beyond. Thus, non–noble nanoparticles, whose cores consist
of acid–base instable or water–soluble or oxidizable metals can be expected to be readily
attacked by the aqueous solution, even though the degree of functionalization is very high.
This problem can be solved by increasing the grafting density to an even higher value than
the studied densities. If the increase of grafting density is undesirable or not possible, then
a possible remedy for the stabilisation of such particles in aqueous environment would be
the use of branched chains on the metal core. This topic forms the third part of this
thesis.
In chapter 5, small GNPs (like in chapter 4), functionalized with nonpolar CH3
and polar COO− and NH+3 group terminated linear and branched chains of various chain
lengths have been studied. A total of 26 systems were modeled by changing the chain
length (Cl=5, 11, 17 and 23), terminal groups (CH3, COO
− and NH+3 ), the positions of
the junction point of the branched chain (4th, 8th and 12th carbon) and the grafting
density. The linear chain grafted gold nanoparticles show coating asymmetry, although
the chains are uniformly grafted on the gold core. This coating asymmetry arises due to
the bundle formation of chains discussed above. Short chains (Cl=5) are uniformly dis-
tributed and do not show any coating asymmetry, but chains of length Cl=11 show mixed
behavior, depending on the terminal groups. Nonpolar (CH3) terminated chains of chain
length Cl=11 show coating asymmetry, but polar group (COO
− and NH+3 ) terminated
chains do not show coating asymmetry. Electrostatic interactions between the polar ter-
minals prohibit the chains (Cl=11) to form bundles, which leads to relatively symmetric
95
coating of the gold core. However, this interaction can not prohibit coating asymmetry for
long chains of chain length Cl=17 and 23, irrespective of their terminal groups. Bundle
formation of long linear chains does not start right at the gold surface, rather it starts
after the 7th carbon atom (approximately) of a chain (taking the carbon atom which is
directly connected to a sulfur via a bond as number one). The bundle formation of chains
arises as a consequence of multiple effects such as solvent–ligand interaction, hydropho-
bicity, geometric constants, ligand–ligand interaction, grafting density, curvature of the
gold core, shape of the gold core (which was not varied in this study) and free volume
available to the chains. Near the surface of the gold core, the hydrophobic region of one
chain is in touch with another chain but at longer distance (after the 7th carbon atom),
the free volume is larger than the total volume of the chains. Thus, at long distances
from the surface, uniform distribution of chains would expose the hydrophobic regions to
water, and thus to overcome this unfavorable situation, the chains form bundles to reduce
the hydrophobic regions exposed to water. This bundle formation does not happen for
branched chains, irrespective of the terminal group. All branched chains irrespective of
their chain length and junction position thus prevent a strongly asymmetric distribution
of chains. Branched chains have physical constraints which form a certain angle near the
junction between two chains and this prevents the chains to come close enough to form
bundles. Instead of bundle formation, branched chains wrap the core more tightly in or-
der to minimize the contact area between hydrophobic region of chains and water. Water
can access the gold surface even for the longest studied linear chain of length Cl=23, and
this is partly a consequence of the bundle formation, which allows relatively easy passage
of water to the surface of the gold core. Hence, mere increase of chain length does not
help to entirely prevent water access to the core. Branched chains of length Cl=17 and
branched at 4th carbon however prevent most water molecules to access the surface. The
analysis shows that the CH3 group terminated branched chains of length Cl=17 provide
the best protection to the gold core. The solubility of the functionalized GNPs can be
estimated by measuring the solvent accessible surface area (SASA). The SASA of func-
tionalized nanoparticles is highly dependent on chain lengths and terminal groups. It
decreases with increasing linear chain length (also per unit length). Among all studied
linear chain GNPs, the SASA (per unit chain length) of the GNP coated with COO−
terminated chains of length Cl=5 has the highest value, and the SASA (per unit chain
length) of a GNP coated with CH3 group terminated linear chains of chain length Cl =23
has the lowest value. Hence, the GNP coated with COO− group terminated linear chains
of chain length Cl =5 should be highly soluble, and the GNPs coated with CH3 group
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terminated linear chains of chain length Cl =23 can be expected to be the least soluble.
The results show that coating asymmetry can be prevented almost completely by
introducing branched chains instead of long linear chains. Branched chains not only
prevent the asymmetry in coating, but also prevent water molecules to access the gold
surface more thoroughly than the corresponding linear chains. Nonpolar group terminated
chains branched at the 4th carbon provide the best protection to the core in the class of
molecules with the same chain length. Perfect protection to the core can be achieved by
employing CH3 group terminated branched chains of length Cl>25 and branched at 4th
carbon (df =1).
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Appendices
A.1 Locations of files
Some old data of different systems are in the directory
/imports/dd15/TheoDue/akantagi/
All the useful data of the simulations are in the the directory
faraday: /home/akantagi/
Data for the bulk solution systems, GNP systems with varied grafting density, and GNP
systems with varied chain length and junction position are in three different directory–
trees. The directory–tree for bulk solution systems is as follows:
AMBER–1.1–arithmetic /home/akantagi/simpleWater/nvt/amber1.1/
AMBER–1.5–arithmetic ./amber1.5/
AMBER–2.0–arithmetic ./amber2.0/
OPLS–1.1–arithmetic ./opls1.1/
OPLS–1.5–arithmetic ./opls1.5/
OPLS–2.0–arithmetic ./opls2.0/
CHARMM–1.1–arithmetic ./charmm1.1/
CHARMM–1.5–arithmetic ./charmm1.5/
CHARMM–2.0–arithmetic ./charmm2.0/
Above directories contain input files (laminputX.dat), restart files (restartX.dat) and tra-
jectory files (trajectoryX.dcd). The files of the systems with geometric combination rules
are stored in corresponding directories of the systems with arithmetic combination rules.
For geometric combination, the file names are laminputgeoX.dat (input files), restart-
geoX.dat (restart file) and trajectorygeoX.dcd (trajectory files). Here, X indicates natural
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numbers like 1, 2, 3... .
The directory–tree for GNPs with varied grafting density is as follows (all the di-
rectories are inside the parent directory /home/akantagi/group goldnano/):
CH3–J0–CL11–T20 ./ch3ion group/12long/20hairs/w20hair/data/
CH3–J0–CL11–T40 ./ch3ion group/12long/40hairs/w40hair/data/
CH3–J0–CL11–T60 ./ch3ion group/12long/60hairs/w60hair/data/
COO–J0–CL11–T20 ./cooh group/12long/20hairs/w20hair/data/
COO–J0–CL11–T40 ./cooh group/12long/40hairs/w40hair/data/
COO–J0–CL11–T60 ./cooh group/12long/60hairs/w60hair/data/
NH3–J0–CL11–T20 ./nh4 group/12long/20hairs/w20hair/data/
NH3–J0–CL11–T40 ./nh4 group/12long/40hairs/w40hair/data/
NH3–J0–CL11–T60 ./nh4 group/12long/60hairs/w60hair/data/
Above directories contain input files (laminputchX.dat), restart files (restartchX.dat)
and trajectory files (trajectorychX.dcd) of the simulations where AMBER–99 and CHARMM–
27 force field have been used.
The directory–tree for GNPs with varied chain length and junction position is as fol-
lows (all the directories are inside the parent directory /home/akantagi/LongChain/plot/):
CH3–J0–CL5–T60 ./CH3/6/data/
CH3–J0–CL11–T60 ./CH3/12/data/
CH3–J4–CL11–T60 ./CH3/12y4/data/
CH3–J8–CL11–T60 ./CH3/12y8/data/
CH3–J0–CL17–T60 ./CH3/18/data/
CH3–J4–CL17–T60 ./CH3/18y4/data/
CH3–J8–CL17–T60 ./CH3/18y8/data/
CH3–J12–CL17–T60 ./CH3/18y12/data/
CH3–J12–CL17–T70 ./CH3/18y8eq/data/
CH3–J12–CL17–T80 ./CH3/18y12eq/data/
CH3–J0–CL23–T60 ./CH3/24/data/
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NH3–J0–CL5–T60 ./NH3/6/data/
NH3–J0–CL11–T60 ./NH3/12/data/
NH3–J4–CL11–T60 ./NH3/12y4/data/
NH3–J8–CL11–T60 ./NH3/12y8/data/
NH3–J0–CL17–T60 ./NH3/18/data/
NH3–J4–CL17–T60 ./NH3/18y4/data/
NH3–J8–CL17–T60 ./NH3/18y8/data/
NH3–J12–CL17–T60 ./NH3/18y12/data/
NH3–J12–CL17–T70 ./NH3/18y8eq/data/
NH3–J12–CL17–T80 ./NH3/18y12eq/data/
NH3–J0–CL23–T60 ./NH3/24/data/
COO–J0–CL5–T60 ./COO/6/data/
COO–J0–CL11–T60 ./COO/12/data/
COO–J0–CL17–T60 ./COO/18/data/
COO–J0–CL23–T60 ./COO/24/data/
Above directories contain input files (laminputX.dat), restart files (restartX.dat)
and trajectory files (trajectoryX.dcd) of the simulations where OPLS–AA force field have
been used.
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A.2. Color maps of surface access of NH+3 terminated systems with different
grafting densities
A.2 Color maps of surface access of NH+3 terminated
systems with different grafting densities
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Figure A.1: Color maps of surface access. Value 1 (yellow) indicates that a water molecule
is closest to the GNP surface and a value 0 indicates a chain carbon atom is closest to
the surface. All maps show the entire surface of the unit sphere (in the laboratory frame)
with the cosine of the polar angle θ between -1 and 1 changes along vertical axis and
the azimuthal angle φ between 0 and 360 changes along horizontal axis. NH+3 terminated
chains with df=1/3 (top left), 2/3 (top right) and 1 (bottom).
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A.3 Time averaged angle distribution
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Figure A.2: Time averaged angle distribution of CH3, COO
− and NH+3 groups terminated
systems (Top to bottom). Left and right columns are for the GNPs systems with Cl=5
and 17.
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A.4. Color maps of surface access with different chain length
A.4 Color maps of surface access with different chain
length
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Figure A.3: Color maps of surface access. Value 1 (yellow) indicates that a water molecule
is closest to the GNP surface and a value 0 indicates a chain carbon atom is closest to
the surface. NH+3 terminated chains with chain length 5 (top left), 11 (top right), 17
(bottom left), 23 (bottom right). All maps show the entire surface of the unit sphere (in
the laboratory frame) with the cosine of the polar angle θ between -1 and 1 changes along
vertical axis and the azimuthal angle φ between 0 and 360 changes along horizontal axis.
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A.5 Color maps of surface access of branched chain
systems of chain length 11
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Figure A.4: Color maps of surface access of GNPs with Cl=11. Value 1 (yellow) indicates
that a water molecule is closest to the GNP surface and a value 0 indicates a chain
carbon atom is closest to the surface. Left column: CH3 group terminated branched
chains of junction at 4th and 8th carbon atom (from to bottom). Right column: NH+3
group terminated branched chains of junction at 4th and 8th carbon atom (from top to
bottom). All maps show the entire surface of the unit sphere (in the laboratory frame)
with the cosine of the polar angle θ between -1 and 1 changes along vertical axis and the
azimuthal angle φ between 0 and 360 changes along horizontal axis.
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A.6. Radius of gyration and time averaged chain length of NH+3 group
terminated chains
A.6 Radius of gyration and time averaged chain length
of NH+3 group terminated chains
Table A.1: Radius of gyration and chain length
Systems Rg(A˚) Rg Standard
deviation
Chain length (A˚) Chain length
Standard de-
viation
NH3–J0–CL12–T60 16.11 0.11 12.91 0.09
NH3–J4–CL12–T60 15.16 0.09 11.57 0.10
NH3–J8–CL12–T60 15.14 0.25 11.27 0.13
NH3–J0–CL18–T60 18.80 0.09 19.55 0.21
NH3–J4–CL18–T60 16.93 0.12 16.70 0.20
NH3–J8–CL18–T60 16.45 0.17 16.09 0.27
NH3–J12–CL18–T60 16.55 0.32 15.94 0.26
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