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ABSTRACT The rigid force ﬁelds currently used in molecular dynamics (MD) simulations of biomolecules are optimized for
globular proteins. Whether they can also be used in MD simulations of membrane proteins is an important issue that needs to be
resolved. Here we address this issue using the gramicidin A channel, which provides an ideal test case because of the simplicity of
its structure and the availability of a wealth of functional data. Permeation properties of gramicidin A can be summarized as ‘‘it
conducts monovalent cations, rejects anions, and binds divalent cations.’’ Hence, a comprehensive test should consider the
energetics of permeation for all three types of ions. To that end, we construct the potential of mean force for K1, Cl, andCa21 ions
along the channel axis. For an independent check of the potential-of-mean-force results, we also calculate the free energy
differences for these ions at the channel center and binding sites relative to bulk. We ﬁnd that ‘‘rejection of anions’’ is satisﬁed but
there are difﬁculties in accommodating the other two properties using the current MD force ﬁelds.
INTRODUCTION
A great deal of progress has been made in molecular
dynamics (MD) simulations of biomolecules during the last
two decades (for reviews see (1) and the accompanying
articles in the special issue). MD simulations of realistic
models of biomolecules are expected to contribute to our
understanding of the structure-function relations in an essen-
tial way. Due to lack of structural information on membrane
proteins, the initial efforts were mostly concentrated on
simulations of globular proteins. An important exception
here is the gramicidin A (gA) channel, whose structure has
been known since 1971 (2). Thus starting with the work of
Mackay et al. in 1984 (3), a growing number of MD simu-
lations have been carried out for the gA system (for reviews
see (4,5)). After the 1998 breakthrough of the MacKinnon
group in determining the crystal structure of the KcsA potas-
sium channel (6), there has been a great deal of interest in
MD simulations of membrane proteins. The proliferation of
relatively cheap computer clusters and the availability of
user-friendly software have no doubt further fueled this
interest. The literature on the subject is now growing at a rapid
pace. For example, in a recent review article on simulations
of membrane proteins (7), over 300 articles were cited, most
of which were published in the last few years.
In most MD simulations of membrane proteins, rigid (i.e.,
nonpolarizable) force ﬁelds such as AMBER (8), CHARMM
(9), or GROMACS (10) have been employed. These force
ﬁelds are optimized under bulk conditions, and it is not clear
from the outset that they will work for membrane proteins as
well as globular ones. One worry is that in rigid force ﬁelds
the polarization interaction is taken into account in a mean-
ﬁeld approximation by incorporating its effects in other
interactions. While such an approximate treatment of polar-
ization appears to have worked well in bulk water, there is no
guarantee that the same force ﬁelds will work as well in a
lipid environment because lipids have very different polar-
ization characteristics towater. A recent semimicroscopicmodel
calculation of the ionic free energies in the gA channel,
which explicitly included polarization interaction, is very
suggestive in this respect (11). Clearly one would like to
ensure that the force ﬁelds employed in current MD simu-
lations of membrane proteins produce reliable results before
investing heavily in them. In terms of availability of both
molecular structures and functional data, ion channels provide
ideal testing grounds for this purpose. In particular, we favor
the gA channel because it has one of the simplest structures
in an open state and the amount of physiological data avail-
able for it is unmatched for any other channel.
A primary motivation for this study is that validation of a
model should be based on as many measurable properties as
possible. This point is particularly relevant for ion channels
where there is an abundance of experimental data. In fact, in
the case of the gA channel, the amount of available data is
rather overwhelming (12–14). For our purposes, however, it
will be sufﬁcient to summarize the permeation properties of
gA as ‘‘gA conducts monovalent cations, rejects anions and
binds divalent cations.’’ As a pertinent example, we mention
that there have been numerous model studies of the gA chan-
nel based on continuum electrostatics (15,16). Yet a full con-
frontation of suchmodels with experimental datawas attempted
only recently (17,18). The results provided unequivocal
evidence for the failure of continuum electrostatics in gA.
Perhaps the clearest piece of evidence came from the inabil-
ity of the model calculations to describe calcium binding and
block of the gA channel regardless of the parameters em-
ployed. Calcium binding is one of the important descriptors
Submitted September 16, 2005, and accepted for publication February 15,
2006.
Address reprint requests to Dr. Serdar Kuyucak, Tel.: 61-2-93-51-3162;
E-mail: serdar@physics.usyd.edu.au.
 2006 by the Biophysical Society
0006-3495/06/06/3941/10 $2.00 doi: 10.1529/biophysj.105.074633
Biophysical Journal Volume 90 June 2006 3941–3950 3941
of the gA function, but it was not considered in previous
model studies using continuum electrostatics.
Inspection of the literature on MD simulations of the gA
channel reveals a similar situation: almost all deal with mono-
valent cations and a few with anions, but there are no studies
on binding of divalent cations (4,5). In summary, these MD
studies show that rejection of anions can be accommodated
within the current MD framework (19,20), but there are prob-
lemswith the conductance ofmonovalent cations. For example,
a recent potential of mean force (PMF) calculation employ-
ing the CHARMM force ﬁeld found a 22 kT central barrier
relative to the binding site and a 6 kT well-depth at the
binding site for a K1 ion (21). The corresponding values
obtained from the inversion of the available permeation data
in gA using Brownian dynamics simulations are 5 kT for the
barrier height and8 kT for the well-depth (17). We empha-
size that these values are well constrained because they are
obtained using all the permeation data, not just a single con-
ductance value (the other properties considered are the
saturation of conductance with concentration and mainte-
nance of a reasonable binding site). Extensive parameter
studies in Edwards et al. (17) show that when only the
conductance is considered, there is some variation in the
allowed barrier and well values. But even then, the observed
conductance value can be reproduced only when the barrier
height is less than the absolute value of the well depth. This
quantity corresponds to the stabilization energy of an ion
calculated from the free energy difference when the ion is
translocated from bulk to the channel center, and it must be
negative. By that account, the error in the above K1 PMF is
.16 kT, which translates to seven orders-of-magnitude error
in conductance.
A more recent and improved calculation of the K1 PMF in
gA—again obtained from MD simulations using the
CHARMM force ﬁeld—yielded 20 and 3 kT, respectively,
for the barrier height and well depth, indicating similar errors
for the stabilization energy and conductance (22). In Allen
et al. (22), it was further estimated from continuum electro-
statics calculations that inclusion of ﬁnite size effects and
polarization of lipidmolecules reduced the barrier height from
20 to 14 kT. The well-depth, however, remained at;3 kT,
which is somewhat shallow to explain the binding of K1 ions
to gA and saturation of conductance with increasing concen-
tration (17).Most importantly though, the stabilization energy
of 11 kT is still too high and points to 4–5 orders-of-
magnitude error in conductance. Amuch smaller discrepancy
in conductance (only a factor of 30) was estimated in Allen
et al. (22) using the one-dimensional Nernst-Planck equation.
As pointed out by Levitt and others (23,24), the three-
dimensional Brownian dynamics simulations provide a more
reliable estimate of the channel conductance compared to the
one-dimensional Nernst-Planck equation. Thus despite some
improvements, there are still substantial errors in the calcu-
lated gA properties, and they need to be understood to ensure
the reliability of MD simulations of membrane proteins.
One way to expedite the resolution of this debate is to
consider further independent tests. As mentioned above,
Ca21 binding to gA has not been considered in MD sim-
ulations before, and hence its study would provide an
additional probe for the force ﬁelds. For completeness, we
present here a comprehensive study of the energetics of ion
permeation that includes Cl and K1 ions besides Ca21, so
that each ionic species with a distinct response to gA is
represented under identical simulation protocols. We con-
struct the PMF for each species of ions and compare the
results with the observed behavior of these ions in gA as
summarized above. We also consider the energetics for the
binding of Ca21 and Cl ions as a pair to gA, which is sug-
gested by some NMR experiments. For an independent
validation of the PMF results, we calculate the free energy
differences for a K1 ion at the channel center relative to bulk
water using both the thermodynamic integration (TI) and free
energy perturbation (FEP) methods. Similar calculations are
carried out for a Cl ion at the channel center and a Ca21 ion
at its binding site near the pore mouth.
METHODS
Model system and MD simulations
The simulation system is taken from a recent work, where the effects of
peptide ﬂexibility on ion permeation in gA were studied (25). Therefore, we
give only a brief description of the system preparation and the MD protocols
here. The model system is constructed using the VMD suite of software (26).
The system consists of the gA dimer embedded in a bilayer of 96
dimyristoylphosphatidylcholine molecules and hydrated with ;3200 water
molecules. The 1MAG structure of Ketchem et al. (27) is used for the gA
dimer. The initial structure is placed in an orthorhombic periodic box and
equilibrated with surface-tension coupling until the surface area converged
to the experimental lipid density of 60 A˚2 per lipid (28). In the remaining
simulations, the periodic box is ﬁxed in the x and y directions at 60 and 52 A˚,
respectively, and a pressure coupling of 1 atm is applied in the z-direction,
which results in an average box length of 64 A˚ in the z-direction. After lipid
preparation, 24 water molecules in the reservoirs are replaced by 12 pairs of
K1 and Cl ions to create an electrolyte solution of;200 mM. This system
is equilibrated for a total of 3 ns, where restraints applied to the gA atoms are
gradually relaxed. For calcium simulations, two K1 ions in bulk water are
replaced with a Ca21 ion and a water molecule.
MD simulations are carried out using the NAMD code, version 2.5 (29)
with the PARAM27 version of the CHARMM force ﬁeld (9), which pro-
vides a complete set of parameters for all the atoms in the system. An NpT
ensemble is used with periodic boundary conditions. Pressure is kept at 1 atm
using the Langevin piston method with a damping coefﬁcient of 5 ps1 (30).
Similarly, temperature is maintained at 298 K through Langevin damping
with a coefﬁcient of 5 ps1. Electrostatic interactions are computed using the
particle-mesh Ewald algorithm. The list of nonbonded interactions is trun-
cated at 13.5 A˚, and a switching cutoff distance of 10 A˚ is used for the Lennard-
Jones interactions. A time-step of 2 fs is employed for all simulations.
Trajectory data is written at 1-ps intervals during both equilibration and
production runs.
Potential of mean force
The PMF of K1, Cl, and Ca21 ions along the gA channel axis are calculated
using umbrella sampling (31), together with the weighted histogram analysis
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method (32,33). As the method was explained in Allen et al. (21) in some
detail, we give a brief account here stressing only the differences in this
work. Using an umbrella potential, we sample an ion’s position at equal
intervals along the channel axis during MD simulations of the system. The
biased ion distributions obtained from the production runs are then unbiased
and combined using the weighted histogram analysis method. In all cases,
the ion coordinates are measured with respect to the center of mass of gA.
We employ umbrella potentials with a force constant of 12.5 kT/A˚2 at 0.5
A˚ intervals. To avoid potential equilibration problems associated with drag-
ging of an ion in the channel (21), here we have replaced individual water
molecules in the pore with a K1 ion. This way we obtain 10 conﬁgurations
with the ion placed at regular intervals along the channel axis. The K1 ion in
each conﬁguration then needs to be pushed by only 1 A˚ to either side to
generate the full set of windows required in the PMF calculations. Outside the
channel, where equilibration is not a problem, the ion is pushed along the
central axis. A total of 81 windows covering the range [20, 20] A˚ is
employed for the K1 PMF. For Cl andCa21 ions, the PMFs are found to rise
steeply as the ions approach the pore mouth, indicating that sampling them
inside the channel is not necessary. So for these ions, 23windows covering the
range [9, 20] A˚ are used in the construction of the PMF, including the one that
considers the binding of Ca21 and Cl ions as a pair. In the case of Ca21 ion,
the PMF is calculated in twoways: ﬁrst, with an additional biasing potential in
the x and y directions to constrain it on the z axis; and second, without any radial
restraints (all the umbrella potentials are unbiased during the ﬁnal analysis).
For each window, the system is equilibrated for 200 ps and the trajectory
data for ion positions is collected for 400 ps. To check the adequacy of this
simulation time, we have performed a simple convergence test. We have
divided the production data into four 100-ps sets and obtained separate
PMFs from each set. All four partial PMFs are found to exhibit similar
proﬁles, differing at most by a few kT from the total PMF. The observed
deviations from the total PMF do not exhibit any deﬁnite trends, indicating
that the system is equilibrated and exhibits statistical ﬂuctuations around the
average PMF proﬁle.
The binding constant of an ion can be estimated from the integral of the
one-dimensional PMF, W(z) (34,35),
K ¼ pR2
Z z2
z1
e
WðzÞ=kT
dz; (1)
where R is an effective radius for the pore, and the integration limits z1 and z2
are chosen in the bulk region whereW vanishes. For the K1 PMF, adequate
choices are R ¼ 2 A˚ and z1, 2 ¼ 6 15 A˚.
Free energy difference calculations
Although the PMF calculations provide a detailed free energy proﬁle for an
ion permeating along the reaction coordinate, they are very time-consuming
and require an inordinate amount of computing resources. If one is mainly
interested in the height of the central barrier and the well-depth at the binding
site for a given ion, these quantities can be computed with much less effort
from free energy difference calculations. Naturally one needs to ﬁnd the
binding site ﬁrst, but that can be achieved through a local simulation, i.e.,
a full PMF is not necessary. Because they require less time, the free energy
difference calculations can be carried out for longer periods and hence offer
a better handle for checking the convergence of the results.
Here we carry out free energy calculations for ions placed at the center of
the channel and at the binding sites. They serve the dual purpose of pro-
viding an independent check on the PMF results and a tool for studying the
convergence of free energy differences. We have used both the TI and the
FEP methods in free energy calculations (36). In the former method, the free
energy difference is obtained from
DG ¼
Z 1
0
@HðlÞ
@l
 
l
dl; (2)
where H(l) ¼ (1  l)H0 1 lH1, with H0 and H1 representing the
Hamiltonians of the initial and ﬁnal states, respectively (e.g., if the initial
state is an ion in the channel and a water molecule in bulk, in the ﬁnal state
these two are interchanged). The integral in Eq. 2 is performed using a
Gaussian quadrature (37). We have experimented with various numbers of
quadrature points (e.g., 3, 5, 7, and 12 points), and found that seven-point-
quadrature provides sufﬁcient accuracy for our purposes. This value is used
in all subsequent calculations. The system is equilibrated for 200 ps for K1
and Cl ions, and 500 ps for Ca21 ion before production runs. In all three
cases, the integrals are evaluated from 700 ps of production runs.
In the FEP method, the interval between l ¼ 0 and 1 is divided into k
subintervals with {li, i ¼ 0, k}. For each li value, the free energy difference
is calculated from the ensemble average
DGðli/li11Þ ¼ kT lnÆexp½ðHðli11Þ  HðliÞÞ=kTæli :
(3)
The total free energy change is then obtained by summing the con-
tributions from each subinterval, DG ¼ +
i
DGðli/li11Þ. The number of
subintervals is chosen such that the free energy change at each step is at most
2 kT, otherwise the method loses its validity (36). For the K1 ion
calculations described below, 40 subintervals have been used. Each window
is equilibrated for 20 ps before a 30-ps production run. We have veriﬁed that
doubling the simulation times (i.e., 40 ps equilibration and 60 ps production)
results in a similar value—the difference is less than a kT, which is within
the calculated statistical ﬂuctuations.
When a K1 ion is in the channel center, the dipoles of water molecules in
the pore point away from the ion, whereas when there are only water mole-
cules in the channel they all point in the same direction. Thus an alchemical
transformation of a K1 ion in the channel center to a water molecule disrupts
the orientation of one-half of the water molecules. The resulting ﬂuctuations
in the free energy calculations can be reduced by performing the trans-
formation via an intermediate state with no charge, which we choose as a
water molecule with the partial charges set to zero (denoted asW0). Thus we
perform two calculations, DG(K1/ W0) and DG(W0/ W), whose sum
gives the desired free energy change for the K1/ W transformation. Note
that a similar transformation, W/ W0/ K
1, is carried out in bulk sim-
ultaneously to ﬁnd the ionic free energy difference between the channel and
bulk water.
RESULTS AND DISCUSSION
In the following, we present the ionic PMF and free energy
differences obtained from MD simulations without applying
any correction factors from continuum electrostatics. Our
aim here is to test the predictive power of current MD force
ﬁelds, and inclusion of correction factors from a lower-level
theory that MD is supposed to replace would conﬂict with
this aim. We note that the two main corrections suggested in
Allen et al. (22) (i.e., ﬁnite system size and lipid polariz-
ability) can be calculated within the MD framework. The ﬁrst
involves increasing the system size and monitoring the
changes in the barrier height and well-depth for an ion from
the free-energy calculations (work on this problem is in
progress). The second includes corrections for the neglected
polarization interaction, but only for the lipid molecules. As
pointed out before (38), a self-consistent treatment of the
polarization interaction is very important, and a partial
incorporation of polarizability may introduce larger errors
than would be found by completely neglecting it. Thus a
fully polarizable MD force ﬁeld is required for assessing the
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effect of the polarization interaction on the energetics of ion
permeation.
Potential of mean force of ions
The results of the PMF calculations for K1, Cl, and Ca21
ions are shown in Fig. 1. The K1 PMF is similar to the
previous MD results (21,22), when no correction factors are
applied. The central barrier is 20 kT and the binding site has
a depth of 7 kT. Thus the stabilization energy of the ion is
13 kT, which is smaller than the earlier results but still too
large to describe the conductance data. While the barrier
remains too large, the well-depth is close to the value of 8
kT obtained from the inversion of physiological data (17).
Estimating the K1 binding constant from Eq. 1 yields K ¼
17.5 M1, which is ;3-times smaller than the experimental
values obtained from NMR, e.g., K ¼ 52.6 M1 (39) and 60
M1 (40). The exponential relationship between binding
constant and the PMF suggests that the NMR results could
be reproduced by a well-depth of 8 kT, consistent with the
estimate obtained from the conductance data (17). The
position of the binding site at 9.7 A˚ is in good agreement
with the observed binding site for Tl1 at 9.6 A˚ (41), which is
similar to K1 ion in size and hydration properties. In a
similar PMF calculation that used the 1JNO structure for gA
(42), the K1 binding site was found at 11.3 A˚ (22) with a
depth of 3 kT. This suggests that 1MAG (27) may provide
a better structure for describing the cation binding to gA.
In the binding site, the K1 ion is coordinated by the
carbonyl oxygens of Leu10, Leu12, Leu14, Trp13, Trp15,
and two water molecules. To provide a better picture of the
ion coordination, we show in Fig. 2 A the K1-O distance
distribution for the Leu oxygens and the radial distribution
function for the water oxygens (the latter quantity is chosen
so as to keep the scales commensurate). The Trp oxygens are
not shown to avoid cluttering of the ﬁgure but they are
similar to those of Leu. It is clear from the distribution
functions that the coordination shell is quite dynamic—only
the Leu10 oxygen remains permanently in the ﬁrst hydration
shell, those of Leu12 and Leu14 make frequent excursions to
the second hydration shell. This picture is consistent with the
NMR experiments of Tian et al. (43,44), which show that the
FIGURE 1 PMF proﬁles of K1, Cl, and Ca21 ions along the central axis
of the gramicidin-A channel. In the calculation of the K1 PMF, the ion
density is symmetrized around z ¼ 0, so only the z . 0 portion is shown.
FIGURE 2 Distribution of ion-oxygen distances for the oxygens of water
(solid line) and Leu10, Leu12, and Leu14 (dashed lines) when the K1 ion
is in the binding site (A), and when the Ca21 ion is in the binding site (B).
To have similar scales with the Leu oxygens, the radial distribution function
is shown for water oxygens (i.e., the distribution function is normalized
by 4pr2Dr).
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ion cannot interact with the three Leu oxygens simulta-
neously. On the other hand, the Leu10, Leu12, and Leu14
carbonyl dipoles deﬂect on average by 18, 22, and 27
upon K1 binding, which are substantially larger than the
experimental results that limit such deﬂections to , 10
(43,44). The main reason for presenting the K1 ion results
is to provide a reference point for the other ions, which is
obtained under identical simulation conditions. So we do not
dwell on the K1 ion results further here and turn to the PMFs
of Cl and Ca21 ions, which have not been considered in
MD simulations before.
The proﬁle for the Cl PMF does not exhibit any special
features. It steadily rises as the ion approaches the channel,
reaching ;20 kT at the pore mouth. The steep rise at 15 A˚
indicates that it is energetically unfavorable for the ion to
lose any of its hydration waters to make contact with the
peptide atoms. Overall, the PMF shows that Cl ions have no
chance of binding or entering the channel, and their rejection
occurs outside the channel. Thus although gA is charge-
neutral as a whole, the peptide charges are distributed such
that it retains a signiﬁcant valence selectivity due to the
repulsive ion-dipole interactions. The most signiﬁcant among
these are the carbonyl groups of Leu10, Leu12, and Leu14
residues, whose oxygens point to the pore mouth, and as
shown above play a critical role in the binding of a K1 ion.
The Ca21 PMF exhibits a very weak binding site at;15 A˚
with a depth of 2 kT. MD simulations of a free Ca21 ion in
the binding site shows that it is slightly off-axis (16 0.5 A˚).
To get a better view of the binding topology, we repeat the
distribution function analysis in Fig. 2 A for a Ca21 ion (Fig.
2 B). Integration of the radial distribution function in Fig. 2 B
shows that the ﬁrst hydration shell of Ca21 contains, on
average, 6.7 water molecules but a negligibly small number
of Leu oxygens. The Leu oxygens are distributed near the
second hydration shell and beyond, with the average distance
of 6.8, 5.2, and 4.4 A˚ for Leu10, Leu12, and Leu14,
respectively. Because the Ca21 binding site is outside the
channel, its binding causes negligible structural deformation
on the peptide—the only notable change is that of Leu14
carbonyl, which deﬂects by 11 upon Ca21 binding.
There are no direct experimental information on the
binding site of a single Ca21 ion, though indirect evidence
from conductance measurements with mixed Cs1-Ca21
solutions points to a binding site outside the channel (45,46).
When symmetric solutions are used, increasing Ca21 con-
centration reduces the Cs1 current, but even when Ca21 is at
1 M level, the gA channel keeps conducting Cs1 ions (45). If
a Ca21 ion were to bind in the pore region, there would be an
absolute block of the channel and no monovalent cations
could pass through—a situation reminiscent of the Ca21
channels (47). Similar experiments with asymmetric solu-
tions that contain Ca21 only on one side show that the Ca21
block effect is observed on the side with Ca21 ions as before,
but there is no hindrance of Cs1 current from the other side
that has no Ca21 ions (46). Again binding of a Ca21 ion in
the pore would block the Cs1 current in both directions.
These experiments are consistent with the structural infor-
mation from x-ray and NMR experiments, which show that
the divalent ions bind outside the gA channel (41,44,48).
Therefore, to interpret the results we rely on those available
for Ba21 and Mn21, whose properties bracket that of Ca21
(e.g., the sizes of Mn, Ca, and Ba are 0.80, 0.99, and 1.35 A˚,
respectively, and the hydration energies are 437, 380,
and 314 kcal/mol, respectively). The binding site of Ba21
is found at 13 6 0.2 A˚ (41), whereas the binding site of
Mn21 is speciﬁed by its distance from the Leu oxygens: 8.8,
6.4, and 8.6 A˚ for Leu10, Leu12, and Leu14, respectively,
with an error of 2.1 A˚ (48). Also the Mn21 ion is found to be
off-axis by 3 6 1.4. A˚. Due to large errors it is difﬁcult to
estimate the precise position of the Mn21 binding site but it
is ;18 A˚. Thus the Ca21 ion occupies an intermediate posi-
tion between those of Ba21 and Mn21, as one would expect
from their hydration energies. Because of its smaller hydra-
tion energy, it is easier for a Ba21 ion to exchange one of its
water molecules with a Leu oxygen, enabling it to come
closer to the channel. Conversely, due to its higher hydration
energy, such an exchange is not possible for a Mn21 ion,
which stays away from the channel. As seen in Fig. 2 B, the
Ca21-Leu14 oxygen distance ﬂuctuates between the ﬁrst and
second shells, indicating that binding of water molecules to
Ca21 is intermediate between those of Ba21 and Mn21, con-
sistent with their hydration energies.
The rapid rise in the PMF for z , 14 A˚ indicates that the
Ca21 ion would like to hold on to its ﬁrst hydration shell.
That is, it is energetically unfavorable for the ion to exchange
the water in its hydration shell with the carbonyl oxygens of
Leu10, Leu12, and Leu14 residues as in the case of mono-
valent cations. Instead, the water molecules in the hydration
shell of the Ca21 ion are observed to make hydrogen bonds
with these residues. If held in this position, the Ca21 ion can
clearly block the channel and hinder permeation of mono-
valent ions as observed experimentally (45,46). However,
the calculated binding energy of 2 kT is too small to bind a
Ca21 ion to gA, and more importantly, it is smaller than that
for a K1 ion by 5 kT. To block the channel, the afﬁnity of
Ca21 ions to gA must be much larger than that of K1 ions.
This suggest that the error in the calculated binding energy
of Ca21 ion is much greater that 5 kT.
The Ca21 PMF in the ﬁgure is obtained using a radial
biasing potential, and hence it is along the central axis of gA.
To make sure that there are no off-axis binding sites that are
deeper than the central one, we have repeated the Ca21 PMF
calculation without a radial restraint. The resulting PMF is
very similar to the one shown in Fig. 1, and does not exhibit
any deeper binding sites. This shows that the Ca21 PMF is
rather ﬂat in the radial direction.
While neither Cl nor Ca21 can bind to the pore region of
gA individually, NMR experiments indicate that they may
bind as a pair—Cl near the carbonyl group of Trp11, and
Ca21 near the carbonyl group of Trp15 (49). In these
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positions, they would provide an absolute block of the
channel preventing permeation of monovalent cations in
conﬂict with the conductance measurements (45,46). Entro-
pic considerations also make the prospect for such an ion pair
binding very unlikely. Nevertheless, in the absence of any
NMR experiments that directly contradict the results of Jing
and Urry (49), we are compelled to consider the energetics of
Ca21-Cl pair binding to gA. We construct the PMF for the
pair of ions using two umbrella potentials separated by 2.56
A˚, which is the contact distance of the ions found from the
pair-distribution function. To mimic the experimental situ-
ation, the Cl ion is placed closer to gA. During the produc-
tion runs, the z1 and z2 coordinates of the two ions are
sampled as before. The densities are unbiased using the
center of the two-ion system, Z ¼ (z11 z2)/2, as the reaction
coordinate. The resulting PMF for the binding of Ca21-Cl
pair to gA is shown in Fig. 3. The PMF rises earlier and
steeper than the PMFs of individual ions, and clearly shows
that such a binding of Ca21 and Cl ions as a pair to gA is
extremely unlikely.
Free energy differences of ions
The purpose of the free energy calculations is to provide an
independent check on the PMF results as well as to study the
convergence properties of the free energy simulations.
Because the energetics of K1 ion permeation in MD sim-
ulations is fairly well established, we discuss it ﬁrst. The
results of the free energy differences for transferring a K1
ion from bulk to the channel center and the reverse process
are presented in Table 1. Both the TI and FEP methods have
been employed. As mentioned in Methods, the calculations
are performed in two steps using a water molecule with no
charges as an intermediate state. The difference between the
TI and FEP calculations arises mainly from the free energy
difference for theW/W0 transformation, which is found to
be very small in the former and ;1.6 kT in the latter.
Statistical errors in the TI calculations are determined by
dividing the data into 50-ps blocks and ﬁnding the standard
deviation in the sample. For the K/W0 transformation, the
error in both directions is found to be ;1 kT, and for W0/
W, ;0.5 kT. The total statistical error of 1.5 kT is consistent
with the hysteresis effect observed in the forward and back-
ward transformations.
The average free energy difference, DGav, quoted in the
last column of Table 1 corresponds to the barrier-well dif-
ference in the PMF (Fig. 1), which is listed in the last row.
We see that both the TI and FEP methods yield free energy
differences that are consistent with the PMF result within the
statistical errors. For computational convenience, we use the
TI method in the remaining free energy calculations.
The above free energy difference was also calculated in
Allen et al. (22) using the FEP method as 16.6 kT, which is
3 kT higher than our value. A similar difference is found for
the stabilization energy in the PMF (17 vs. 13 kT here), sug-
gesting a systematic difference between the two simulations.
We note that the ﬁnal value quoted for this free energy
difference in Allen et al. (22) was 14.6 kT, which included a
correction term that took into account the different density of
water in the pore compared to bulk: kT ln [rw(bulk)/rw(pore].
This correction was calculated as 2 kT from the estimated
pore water density of 7.5 times the bulk density (22). We
remark that water is practically incompressible and such a
large increase in water density in the pore is not possible. The
free energy difference without this correction (16.6 kT) is, in
fact, more consistent with the corresponding PMF value of
17 kT (22). Recent semimicroscopic calculations that include
polarization interaction explicitly (11), give 6 kT for the K1
free energy difference, which is substantially lower than any
of the MD simulation results.
As an example of the convergence of the free energy
differences obtainedwith the TImethod, we show in Fig. 4 the
running averages ofDG1 (solid line) and –DG– (dashed line),
which are described in Table 1. The two legs of the
transformation,K1/W0 andW0/W, are shown separately
and labeled by K and W, respectively. The values quoted in
FIGURE 3 The PMF proﬁle for the binding of Ca21-Cl pair to gA
plotted against the center of the two-ion system, Z ¼ (z1 1 z2)/2.
TABLE 1 Free energy differences for translocating a K1 ion
from bulk to the channel center (DG1), negative of the reverse
transfer (DG–), and their average (DGav)
DG1 DG– DGav
TI 11.2 12.2 11.7
FEP 13.2 14.0 13.6
PMF — — 13.0
The TI and FEP results are compared to the free energy difference obtained
from the K1 PMF (Fig. 1) in the last column. All free energies are given
in units of kT.
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Table 1 correspond to the sumof theﬁnal points in theK andW
curves in Fig. 4. There is minimal hysteresis between the
forward and backward directions (;1 kT), and the running
averages remain rather ﬂat. The slight increase in the forward
K result is caused by a larger than average ﬂuctuation. We
have followed this simulation for a further 200 ps and ob-
served that the direction is reversed, i.e., it is a ﬂuctuation, not
adeﬁnite trend.Thus the free energydifferences appear tohave
converged to reasonably well-deﬁned values.
Having established the validity of the free energy calcu-
lations for K1 ions using the TI method, we next apply it to
Cl and Ca21 ions in the gA system. As a Cl ion has no
binding site, the only relevant point for calculating the free
energy difference is the channel center. In Fig. 5, we show
the results of the free energy calculations for translocating a
Cl ion from bulk to the channel center (solid line) and the
negative of the reverse transformation (dashed line). As
before, the transformation is done in two steps but only the
Cl / W0 step is shown in Fig. 5. The W0 / W leg is
identical to that shown in Fig. 4, and therefore is not
duplicated here. In any case it is practically zero on the scale
of Fig. 5. From the average of the forward and backward
transformations, the free energy difference is obtained as
DGav ¼ 63.5 6 2 kT. The statistical error is estimated from
50-ps blocks of data as in the case of K1 ion. Comments
similar to K1 ion can also be made for Cl ion about the
consistency of the statistical ﬂuctuations and hysteresis
effects, and the convergence properties of the calculated free
energy differences. Note that the same energy scale is used in
Figs. 4–6 to make the comparison of the hysteresis effects
between different ions easier. In an earlier MD simulation
of gA (20), the quantity DDG(K1/ Cl) was calculated as
100 kT, which is much higher than our result: 63  13 ¼ 50
kT. The recent semimicroscopic Monte Carlo calculations
(11), on the other hand, give 20 kT for DG, which is much
smaller than the 63 kT calculated here.
For a Ca21 ion, the binding site at z¼ 14.5 A˚ is clearly the
most relevant point for calculating the free energy difference.
The results of the free-energy difference calculations for
translocating a Ca21 ion from bulk to the binding site (solid
FIGURE 4 Running averages of the free energy differences DG1 (solid
lines) and DG– (dashed lines) for transferring a K1 ion from bulk to the
channel center and the reverse process, respectively. The curve labeled K
shows the K1/ W0 leg of the transformation, and W shows the W0/ W
leg. The total DG is obtained from the average of the two curves.
FIGURE 5 Same as Fig. 4 but for a Cl ion. TheW0/ W leg of the free
energy difference is the same as in Fig. 4, and therefore is not shown.
FIGURE 6 Similar to Fig. 4 but for a Ca21 ion at z ¼ 14.5 A˚ on the
channel axis. The W0/ W leg of the free energy difference is negligibly
small and therefore not shown, to avoid cluttering of the Ca21 ion result.
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line) and the negative of the reverse transformation (dashed
line) are shown in Fig. 6. Only the Ca21/ W0 leg of the
transformation is shown in the ﬁgure because the W0/ W
leg yields a negligibly small free energy difference, which
would overlap and obscure the calcium results. The binding
site is sufﬁciently far from the channel to exhibit bulklike
properties for uncharged species (and even for a K1 ion; see
Fig. 1). The average binding energy obtained from the
forward and backward transformations is DGav ¼ – 1 6 2
kT. The hysteresis effect is larger than that for the K1 ion,
which is presumably due to the quadrupling of the ion-water
interactions for a Ca21 ion. Otherwise, it is within the
calculated statistical ﬂuctuations. The running averages for
the free energy differences remain ﬂat after 300 ps, indi-
cating that the results have converged reasonably well. Over-
all, the calculated free-energy difference for the binding energy
of a Ca21 ion is consistent with that obtained from the PMF
and provides an independent check of that result.
Because the calcium binding site is outside the channel, it
is relatively easier to locate the problem with the energetics
of binding compared to that of potassium. We recall that the
effect of the ﬁnite size and lipid polarizability corrections on
K1 ion was to lower the central barrier inside but they had
virtually no effect on the binding energy at the pore mouth
(22). Thus for a Ca21 ion outside the channel, we expect
these corrections to go in the opposite direction and reduce
the magnitude of the binding energy even further. This sug-
gests that description of calcium binding to the gA channel
may provide an even stronger case for including polarization
interaction in the MD force ﬁelds. To check the viability of
this proposition, we have estimated the interaction energies
of a K1 and a Ca21 ion in their respective binding sites with
the water column inside the channel. The results obtained
from the average of 100 ps of MD data are 46 kT for a K1
and 133 kT for a Ca21 ion. (The reason for more than
doubling of the energy is better alignment of water dipoles
with the stronger electric ﬁeld of a Ca21 ion.) Thus the ion-
channel water interactions contribute to the stabilization
energy of a Ca21 ion relative to K1 by a ratio of 3:1. In a
polarizable model, the dipole moment of water increases
from the rigid value of 2.35 Debye (D) to ;2.7 D (50)—a
15% increase. Even larger values are predicted from ab initio
MD calculations (51). Assuming that increasing the dipole
moment of water by 15% would roughly boost the stabili-
zation energy of a Ca21 relative to K1 by the same 3:1 ratio,
we estimate the polarization effects to contribute to the
relative stabilization energy by (133 1 46) 3 0.15 ¼ 13
kT. This would change the binding energy of a Ca21 ion
relative to K1 from 15 kT to 8 kT, which is sufﬁcient to
explain the observed calcium binding and block data.
Although this is a fairly simple estimate, it nevertheless shows
that inclusion of polarization goes in the right direction
toward the resolution of this problem. Naturally, one needs
to repeat the above PMF calculations for potassium and
calcium ions using a polarizable force ﬁeld to show that
inclusion of polarizability indeed ﬁxes the problems pointed
out in this article.
CONCLUSIONS
Molecular dynamics simulations of membrane proteins have
been growing rapidly during the last decade. The majority of
groups involved in such work use commonly available force
ﬁelds such as AMBER, CHARMM, or GROMACS. These
force ﬁelds have been optimized for globular proteins and
their applicability to membrane proteins has not been well
tested. A ﬁrst test of these rigid force ﬁelds in the gA channel
indicated serious problems in an MD description of K1
permeation through this channel (21). However, in a more
recent work, the suggested discrepancy in K1 conductance
was minimized by using correction factors, selective data,
and the one-dimensional Nernst-Planck equation (22). These
later results were interpreted in a recent review article (7) as
‘‘good agreement with experimental conductance data on
gramicidin A was obtained.’’ As pointed out here, despite
inclusion of some correction factors from continuum elec-
trostatics, the situation with regard to K1 permeation is not
that good—if one takes into account all the permeation data
and uses the more realistic three-dimensional Brownian dy-
namics simulations, the discrepancy in the K1 conductance
remains at ;4–5 orders of magnitude.
In this article,wehave carriedout amore comprehensive test
of the nonpolarizable CHARMM force ﬁeld in the gA channel
by studying the energetics of K1, Cl, and Ca21 ions. The
potential ofmean force along the channel axis is determined for
each ion type, the latter two being the ﬁrst such PMF cal-
culations. We have also carried out free energy difference
calculations at the channel center and binding site, which have
provided an independent check on the discrepancies found in
the PMF results, as well as a tool for studying the convergence
properties of the free energy simulations. Convergence of the
results are demonstrated in Figs. 4–6: the running averages of
free energy differences remainﬂat and the hysteresis effects are
within the expected statistical ﬂuctuations.
Our results conﬁrm those obtained from previous studies
for K1 ion and extend them to Ca21 ion—namely, that the
rigid force ﬁelds can account for the binding conﬁgurations
of monovalent and divalent cations but have difﬁculties in
explaining the energetics of permeation of monovalent
cations, and binding and block of divalent cations. The inabil-
ity of the nonpolarizable force ﬁelds to describe conductance
of monovalent cations was noted earlier and despite some
recent improvements, this problem has not been resolved
satisfactorily. This work shows that they also fail to describe
the binding of divalent cations to gA and the ensuing block
of the channel. Because the calcium-binding site is outside
the pore, we believe that this result is more robust against
simulation artifacts compared to that for a potassium ion, and
hence makes a stronger case for the inclusion of the polar-
ization interaction. We hope that these results will further
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stimulate construction of polarizable force ﬁelds for MD
simulations of membrane proteins.
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