In this paper we introduce and investigate a new" path optimization problem which we denote as the All Hops Optimal Path AHOP problem. The problem involves identifying, for all hop counts, the optimal, i.e., minimum weight, path between a given source and destination. Our interest in such a problem originated in the context of Quality-of-Service QoS routing in networks. A goal of QoS routing is to improve a network's ability to satisfy user requirements by selecting paths for individual requests, which are based on both the network state and the request requirements, e.g., minimum bandwidth or maximum end-to-end delay constraints. In addition, in order to ensure e cient network operation, it is desirable that the paths also use the minimum possible amount of network resources, e.g., minimize the number of links hops used. As a results of these additional constraints, the path selection computation increases in complexity, and it becomes important to amortize this increase over multiple requests. This can be done by pre-computing paths for all possible values of the QoS constraints This in turn translates into solving a corresponding AHOP problem, whose complexity is, therefore, of interest. In this paper, we derive bounds on the complexity of solving the AHOP problem for several types of metrics, and give explicit algorithms for each case. The results provide a basic understanding of the complexity of the AHOP problem, and should be useful in evaluating the respective merits of proposed solutions.
Introduction
There has been much recent interest in the data networking community regarding the topic of QoS or constraint-based routing, e.g., see 5 for a comprehensive survey. The problem involves nding paths through a network, which satisfy one or more constraints. For example, the increased use of data networks by streaming applications, calls for routing their tra c over paths that can provide minimum bandwidth guarantees. Similarly, the introduction of virtual private network VPN o erings and the use of service level agreements SLAs, has also created a need for routing the associated tra c over paths that meet certain constraints in terms of available resources. This requires algorithms that are capable of computing paths that satisfy the speci ed constraints, while at the same time minimizing the amount of network resources expanded to meet them. This latter aspect is of importance as it a ects the overall e ciency of the network. The problem that constraint-based routing introduces has, therefore, been typically formulated as an optimum path selection problem under constraints.
Optimal path selection under constraints is clearly neither new nor speci c to data networks. Indeed, there has been much work on algorithms aimed at computing paths that are optimal according to some cost function and or meet certain constraints see 1, 6 for a general discussion and presentation of numerous algorithms. The problem in its most general form, i.e., multiple additive constraints, is known to be NP-complete 8 , and as a result much e ort has been devoted to developing e cient heuristics see again 5 for a recent survey. However, there are also a number of special" cases that are of substantial practical interest in the case of data networks, and for which tractable solutions exist see, e.g., 9, 11 . In particular, algorithms for computing paths that can guarantee a minimum bandwidth while minimizing hop count, represent an important sub-problem. This is because bandwidth is typically the dominant resource that determines the level of performance o ered by the network, e.g., see 13 for an example where both bandwidth and delay guarantees are mainly expressed in terms of bandwidth. In addition, because hop count measures the number of network links over which resources are allocated, it is also a reasonable measure for the cost" of a path. As a result, minimum hop and bandwidth constrained path selection algorithms have been identi ed in a number of recent proposals 3, 7 as an important building block to o er QoS routing in data networks.
However, while minimum hop and bandwidth constrained path selections algorithms are tractable and provide a practical solution to many QoS routing problems, they nevertheless represent an in-crease in cost and complexity when compared to traditional routing algorithms see 2 for an experimental study of this issue. Another major consideration has, therefore, been to minimize the cost of performing those additional computations. One possible approach, which has been used in several proposals 3, 7 , is to precompute paths for all possible destinations and bandwidth requirements. This has the advantage that the computation cost, although slightly higher, can then beamortized over many individual requests. Such a precomputation can beperformed simply by inverting" the roles of constraints bandwidth requirement and optimization metric hops, that is: for each possible numberof hops n, compute an optimal path with respect to the QoS metric among those that have no more than n hops. For example, 3 describes how to precompute paths of maximal bandwidth for each possible hop value.
From the above discussion, it should be clear that a new" path optimization problem emerges, which w e refer to as the All Hops Optimal Path AHOP problem. Its investigation, and in particular its cost computational complexity is the topic of this paper. We believe this to bean important practical issue because in an environment where resources bandwidth are continuously getting cheaper, yet the demand for them is continuously getting larger, it is critical to identify the cost of any solution aimed at optimizing their usage. Indeed, there has been a long-standing argument in the networking community regarding the need, or lack thereof, for network mechanisms, e.g., reservation, QoS routing, etc., to accurately control resource usage. The goal of this paper is, therefore, to provide a thorough understanding of the cost of solving the AHOP problem, and in particular identify minimum complexity solutions or obtain bounds on the complexity of any algorithm solving it.
We carry out this investigation in a general setting, where the path optimization can bedone according to a large class of path weight functions, which includes the special cases of additive weights 1 , such as delay, and bottleneck weights 2 , such as bandwidth. Our starting point is the solution proposed in 3 , which relies on the Bellman-Ford algorithm. In particular, it is easily veri ed that in the case of a network with M edges and where H is the maximum possible hop count for simple paths, the Bellman-Ford algorithm, which proceeds by increasing hop count, provides a straightforward solution of complexity OH M. In the paper, we explore if and when a solution of lower complexity is available, as it is, for example, for the standard shortest path problem, where a solution of complexity ON log N + M is o ered by the Fibonacci-heap implementation of Dijkstra's algorithm.
Unfortunately, our rst result establishes that, in general, N 3 is a tight lower bound on the complexity of any solution to the AHOP problem, among a certain class of path-comparison based algorithms, which includes standard solutions such as Dijkstra's and Bellman-Ford's. The proof is based on an extension of a similar result, obtained in 10 for the all-pairs shortest path problem. The speci cation of the class of algorithms for which the result applies is given in 10 , and can be informally described as the set of algorithms which use only edge weights in comparing the weights of paths 3 .
As a consequence of the above lower bound, within the class of path-comparison solutions, the Bellman-Ford algorithm is an optimal solution to the AHOP problem in terms of asymptotic worst-case computational complexity. This is in itself a result of practical interest, as the BellmanFord algorithm is a simple and well-understood algorithm. The proof of the complexity bound for the general AHOP problem is, however, obtained by relying on additive weights, e.g., such as end-to-end delay or jitter. As a result, while it clearly establishes the optimality of the BellmanFord algorithm for the general problem in the important case of additive path weights, it does not preclude the existence of more e cient solutions for other speci c path weights. Of particular interest are bottleneck metrics, e.g., bandwidth, which also play an important role in practice. Our next result applies to such metrics, for which we present and validate an algorithm that solves the AHOP problem within O N 3 log N steps. This is also of practical interest as although the result identi es a noticeable improvement upon a Bellman-Ford based solution, the di erence is not so signi cant a s t o m a k e a Bellman-Ford based solution completely inadequate. We w ould expect that because of its simplicity, the Bellman-Ford algorithm will remain the solution of choice in practice.
The rest of the paper is organized as follows. The All Hops Optimal Path problem is formulated more precisely in Section 2. The lower bound for the general case is established in Section 3, while the existence of a more e cient algorithm for bottleneck metrics is presented and validated in Section 4. Section 5 summarizes the results of the paper and points to some potentially interesting extensions.
Model and Problem Formulation
Given a directed graph GV; E, where V is the set of nodes and E is the set of edges, let N = jVj and M = jEj. A simple path is a nite sequence of nodes p = v 0 ; v 1 ; ; v h , such that, for 0 n h , 1, v n ; v n+1 2 E , and, for all 0 m n h, v m 6 = v n ; h is then said to be the number of hops or hop count o f p. We denote by H the maximal possible numberof hops in a path 4 .
Each edge u; v 2 E has a weight w uv 0. Corresponding to a path p, there is a path weight Wp, such that: Clearly, the above de nition of path weights includes the special cases of additive and bottleneck metrics.
Given edge weights and source and destination nodes s; t 2 V , a n optimal path is a path between s and t of minimum weight; An h-hop constrained optimal path is a path of minimum weight, among paths between s and t with hop count of at most h. We are now ready to de ne the AHOP problem.
All Hops Optimal Path problem AHOP: For a given source node s 2 V and maximal hop count H, H N, nd, for each hop count value h, 1 h H, and destination node u 2 V, an h-hop constrained optimal path between s and u.
A straightforward solution to the AHOP problem, of complexity OM H, is o ered by the Bellman-Ford BF shortest path algorithm 6 . It is a property of the BF algorithm that, at its h-th iteration, it identi es the optimal path between a given source and each destination, among paths of at most h hops. In the worst case, the complexity of this solution is N 3 .
3 Lower Bound
In this section, we show that for arbitrary metrics N 3 is a tight lower bound on the complexity of any solution to the AHOP problem, which belongs to a class of comparison based algorithms. We do so by showing that this bound holds in the case of additive metrics. We begin by quoting, from 10 , the de nition of the class of comparison based algorithms to which our result applies.
De nition: A path-comparison based shortest-path algorithm A accepts as input a graph G and a weight function. The algorithm A can perform all standard operations. However, the only way it can access the edge weights is to compare the weights of two di erent paths.
As noted in 10 , the algorithms of Bloniarz, Dijkstra, Frieze & Grimmet and Spira, all t into this class; this is also the case for the Bellman-Ford algorithm.
In 10 , it is established that N 3 is a lower bound on the complexity of a path-comparison based solution to the all-pairs shortest-path problem. Speci cally, i t i s s h o wn there that there exists a directed graph of 3n nodes on which a n y path-comparison based algorithm for that problem must perform at least n 3 =2 path weight comparisons. We shall establish our proof by employing a similar idea. To that end, we begin by presenting the following construction, depicted in Figure 1 . The constructed graph G is a directed graph with 4n nodes and n 3 paths. The idea is to show that, if a path-comparison based algorithm A for the AHOP problem fails to examine one of these paths, then the weight function can bemodi ed to make that path optimal" i.e., part of the required solution without A being able to detect the change. We proceed to describe the details of the construction.
The graph G is composed of a core" depicted by full-line edges and a pre x" depicted by dashed-line edges. The core of G is a directed tripartite graph on vertices u i , v j and w k , where i; j; k range from 0 to n , 1. The edge set is fu i ; v j g f v j ; w k g. The pre x is composed of a source s and n , 1 nodes x j , 1 j n , 1. For 0 i n , 2, s is connected to each core node u i through a path s; x 1 ; x 2 ; ; x n,i,1 ; u i ; in addition, there is a direct edge s; u n,1 . Note that s is connected to each u i through a path of n , i hops. We proceed to de ne the edge weights. Note that negative digits are allowed to appear in the numbers i.e., note the ,j" in expression 1.
The standard positive digit representation of these numbers would require that a carry be taken from the next numberto the left; as in 10 , this does not a ect the correctness of the upcoming proof. The weights of su x edges, i.e., on a path between s and a node u i , are simply 0. We note that all the above w eights comply with our model assumptions. A path weight is de ned as the sum of weights of its edges, i.e., we assume additive metrics. We use the above construction in order to establish the following lower bound for the AHOP problem.
Theorem 1 There exists a directed g r aph of N nodes, on which any path-comparison based solution for the AHOP problem, with maximal hop-count H, H N , must perform N 3 comparisons.
Proof:
By contradiction, assume that there is such a solution, of lower complexity.
Consider an instance of the AHOP problem on the graph depicted in Figure 1 , where the source node is s and H = n + 2 . A solution to AHOP would need to nd, in particular, paths to each of the nodes w 0 ; w 2 ; ; w n,1 .
In 10 it is shown that the optimal path between a node u i a n d a n o d e w k goes through v 0 , and has weight 1; 1; i ; k ; 0; 0; 0 n+1 . It follows that, for 3 h H, the optimal h-hop constrained path between s and w k goes through u i and v 0 , where i = n + 2 , h, and has the above weight.
Suppose that we have a solution which avoids the comparison of paths that have the su x u i ; v j ; w k , j 0. 5 De ne new weights w 0 u; v for some of the core" edges 6 as follows:
For all j j , w 0 u i ; v j = 1 ; 0; i ; 0; 0; j ; j n+1 ; w 0 v j ; w k = 0 ; 1; 0; k ; 0; ,j ; ,n n+1 ; otherwise, w 0 u; v = wu; v.
Following 10 , it can be shown that, under the new metric, u i ; v j ; w k is the optimal path between u i and w k , its weight i s 1 ; 1; i ; k ; 0; 0; j ,n n+1 , and the ordering by w eight of all other paths remains the same. It can be veri ed that, with the new metric, for h = n + 2 , i , the optimal h -hop constrained path between s and w k goes through u i and v j . Therefore, if we run the algorithm on the modi ed weights, all comparisons of paths which do no involve u i ; v j ; w k as their su x give the same result as with the original weights, and since the algorithm never performed a comparison involving such paths while running on the original metric, we deduce that it still outputs the same solution, which, for h , is now incorrect.
We conclude that any solution must perform at least n 3 path comparisons. As N = 4 n, this establishes the claim.
4 Improved Algorithm for Bottleneck Metrics
In this section, we show that for bottleneck metrics, the above lower bound does not hold. Specically, w e present and validate an algorithm that solves the AHOP problem within OM log N + H N 2 log N O N 3 log N steps. 5 Note that, otherwise, the solution involves n 3 path comparisons, as there are n 3 triplets u i ; v j ; w k , for 0 i n , 1, 0 j n , 1, 0 k n , 1. 6 In Figure 1 , edges with modi ed weights are depicted by thicker lines.
Before proceeding, we point out that our focus is on the key ideas behind the new solution, hence we do not attempt to optimize storage space nor number of computations, as long as the asymptotic worst-case computational complexity expression remains una ected. We also note that a proper choice of the link weights, which would correspond to the formulation of Section 2, would bethe reciprocal of the link's bandwidth. Nonetheless, for the sake of simplicity, w e shall consider the link metric to be its plain bandwidth.
We begin by specifying, in pseudo-code, the BF algorithm for a bottleneck bandwidth" metric. The improved algorithm, to bepresented in the following, is based on the exploitation of the following two simple observations:
Algorithm
If a node v has already at least as much bandwidth as an incoming link u; v, then that link cannot a ect anymore the outcome for node v, hence it can bedeleted.
At a n y iteration, a link u; v should be considered only if the current bandwidth of node u is higher than that of node v.
Before proceeding, we note without proof 7 the following properties of Algorithm BF:
Lemma By Assumption A, the test i would incur no computational penalty. Next, consider step i.a: each execution of that step falls within the category of one out of the three cases A, B or C, as de ned in 2; hence, the computational penalty incurred by that step can be obtained by counting the times it is executed under the conditions of each of the three cases. By Corollary 1, step i.a would be performed OM times as case C and OH M as case B; moreover, it is easy to verify that, due to the test in step i, step i.a is performed as case A only when B v h bu; v holds, which, in view of step i.b, implies that the step would be performed as case A OM times. Finally, turning to step i.b, it is clear that it would be performed OH M times.
Next, suppose that we maintain the list of nodes ordered by decreasing value of B u h , such that at each iteration h they are scanned in the for all u in V" loop according to that order. Then, we w ould perform step i.a as case B at most once, per node v and iteration h. Indeed, suppose, by way of contradiction, that we perform B v h := B u h , 1 and later B v h := B w h , 1 , for some u 6 = w; due to the test in step i, we have that B w h , 1 B u h , 1 , contradicting the assumed order by which nodes are scanned. The above also implies that the test at step i.b can fail at most once pernode v and iteration h, which then implies that that step is performed OH N + M times over all iterations.
We thus conclude that, under the above assumptions, step i.a would be performed, overall, OM times as either case A or C, and OH N times as case B, while step i.b would be performed, overall, OH N + M times.
Next, we establish the penalty incurred for dropping Assumption A and for maintaining the ordered list of nodes. Speci cally, w e show that:
1. the test B u h , 1 B v h can bedone with an overall complexity o f OH N 2 log N ; 2. the node ordering can bedone with an overall complexity o f OH N + M log N.
We begin with the second item. Arrange the OM v alues bu; v b y decreasing order, and map each di erent value into an index" in the range 1; 2; : : : K , K M i.e., the maximum value of bu; v is mapped into 1 and the lowest value is mapped into K. Consider a three-dimensional matrix ordered list of H + 1 layers", K + 2 rows" and N columns"; assume, inductively, that, at the beginning of the h-th iteration, for 1 k K, ordered list h , 1 k contains all nodes u for which B u h , 1 is mapped into index k 8 . In other words, layer h , 1 of ordered list is a list of the nodes, ordered in rows by a decreasing value of B u h , 1 . At the beginning of iteration h, ordered list h , 1
is copied into ordered list h . During iteration h, we scan nodes according to ordered list h,1 , and need to update layer h of the list, upon every change performed in step i.a, incurring the following computational cost:
A c hange according to case B: it happens at most once per node per iteration, at which time the node should be re-placed in the corresponding row of ordered list h , an operation that can bedone in O1; 9 we thus have an overall complexity o f OH N.
A c hange according to case C: it happens at most once per edge, over all iterations. Again, at that time the node should be re-placed in the corresponding row o f ordered list h , an operation done in O1; we thus have an overall complexity o f OM.
The initial ordering of the link bandwidth values requires OM log N, hence the overall complexity for maintaining the ordered list is indeed OH N + M log N.
Next, we proceed to deal with the rst item. Suppose that, for each node u 2 V, there is a dynamic N-bits array N u which indicates which nodes are active" neighbors of u. We shall also keep an array o f O N log N w ords of size log N bits each, which together constitute N bits, each being a ag for one of the nodes, which signals whether that node should still be considered within a certain iteration such a node shall be said to be in the forward direction". At the beginning of an iteration, all ags are initialized to T, incurring an overall complexity o f OH N log N ; 10 . When, at an iteration h, w e begin handling a new row k of nodes in layer h,1 of the ordered list, i.e., nodes in ordered list h , 1 k , we reset to F the ags of all nodes in the same row but in the h-th layer, i.e., nodes in ordered list h k , incurring an overall complexity o f OH N. Then 
2
In the appendix, we make the ideas that led to Theorem 2 more concrete, by providing a pseudo-code speci cation of the algorithm.
Conclusions
In this paper, we i n troduced the class of all-hops optimal path problems, which, given a path weight function, seek an optimal hop-constrained path, for all possible hop values. This is a problem that was motivated by cost minimization considerations pre-computation in the context of QoS routing problems. In this context, the paper's contributions are three-fold. First, we formulated the problem in a general framework of edge and path weights, and showed that, in general, N 3 is a lower bound for the worst-case computational complexity o f a n y path-comparison based solution to the problem. This result implies that the standard Bellman-Ford shortest path algorithm is optimal, in terms of worst-case computational complexity. Second, we relied on a proof technique presented in 10 to establish the result, and we feel that illustrating how this technique can beused in the context of networking problems is useful in itself. Third, we showed that in the important subcase of bottleneck metrics, such as bandwidth, a more e cient solution existed. In particular, we presented an algorithm Algorithm IBF that solved this instance of the AHOP problem with 10 Note that operations on N bits incur O N log N complexity. 11 Algorithm Improved Bellman-Ford IBF, speci ed in the following. O N 3 log N complexity. The main signi cance of Algorithm IBF is in indicating that the lower bound does not necessarily apply to all metrics, and in particular not to bottleneck metrics. However, in practice, the basic Bellman-Ford algorithm may be appropriate for communication networks, as their topology is typically sparse. Indeed, for sparse topologies, the complexity of the basic Bellman-Ford algorithm, OH M, is below OH N 2 log N , while that of Algorithm IBF remains una ected, i.e., it is still H N 2 log N . Therefore, a potential topic for future research is to devise a solution for the AHOP problem under bottleneck metrics, which would improve upon the basic Bellman-Ford solution in the case of sparse topologies; see 12 for related results. More generally, it would be interesting to obtain a lower bound for the AHOP problem under bottleneck metrics, in both cases of general and sparse topologies, and, in addition, to obtain a tight, i.e. optimal, solution with respect to that bound.
Another potentially interesting extension is to generalize the AHOP problem to include not only all possible hop counts and destinations, but also all possible sources. This is motivated by the fact that a route server would be faced with such a task. Route servers are potentially important in practice, e.g., see 4 , as they allow the deployment of new QoS routing algorithms with minimal impact, i.e., upgrade requirements, on the existing infrastructure. end.
