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HEEGAARD FLOER HOMOLOGY, DEGREE-ONE MAPS AND SPLICING
KNOT COMPLEMENTS
NARGES BAGHERIFARD, EAMAN EFTEKHARY
Abstract. Let K denote a knot inside the homology sphere Y and K′ denote a knot inside a
homology sphere L-space. Let X = Y (K,K′) denote the 3-manifold obtained by splicing the
complements of K and K′. We show that rank(ĤF(X)) ≥ rank(ĤF(Y )).
1. Introduction
For closed, connected and oriented 3-manifolds Y1 and Y2 we say that Y1 k-dominate Y2 if there
is a map f : Y1 → Y2 such that f∗ : Z = H3(Y1,Z) → H3(Y2,Z) = Z is multiplication by k.
The map f is then called a degree k map. 1-dominance gives a partial ordering of closed oriented
3-manifolds. For every topological invariant σ, the following question is natural. If Y1 1-dominates
Y2, is σ(Y1) at least as large as σ(Y2)? In many cases this question has positive answers, e.g.
σ(Y1) ≥ σ(Y2) when σ is either the rank of π1, or Haken number, or Gromov’s simplicial volume
[3]. In a sense, Y1 is more complex than Y2 when Y1 1-dominate Y2.
One of the powerful topological invariants for closed 3-manifolds, introduced by Ozsva´th and
Szabo´ [7], is Heegaard Floer homology. Different versions of this homology for a closed 3-manifold
Y are denoted by ĤF(Y ), HF+(Y ), HF−(Y ), HF∞(Y ) and HFred(Y ). It is interesting to investigate
if there is a positive answer to the above question for Heegaard Floer homology. In particular, one
would like to investigate the following question
Question 1.1. Is it true that if Y1 1-dominates Y2 then rank(ĤF(Y1)) ≥ rank(ĤF(Y2))?
One attempt is taken by Karakurt and Lidman [5]. They prove that if f : Y1 → Y2 is a map
between Seifert fibered homology spheres, then
rank(HFred(Y1)) ≥ |deg(f)| rank(HFred(Y2)).
Let XK denote the complement of a tubular neighborhood of a knot K in a homology sphere Y .
Let µK and λK denote the meridian and Seifert longitude of K, respectively, viewed as curves in
∂XK . For knots K1 and K2 in the homology spheres Y1 and Y2 (respectively), let Y = Y (Y1, Y2)
denote the manifold obtained by gluing XK1 and XK2 via an orientation-reversing diffeomorphism
φ : ∂XK1 → ∂XK2 taking µK1 to λK2 and λK1 to µK2 . We say that Y = Y (K1,K2) is obtaind by
splicing the knot complements XK1 and XK2 . The Mayer-Vietoris sequence shows that Y (K1,K2)
is a homology sphere. The image of ∂XK1 is incompressible in Y (K1,K2) if and only if the knots
K1 and K2 are both nontrivial. There is a natural degree-one map fi : Y (K1,K2)→ Yi. One can
restrict attention to this case and ask whether the rank of ĤF(Y (K1,K2)) is greater than or equal
to the rank of ĤF(Yi), i = 1, 2. We prove a number of upper bounds on the rank of ĤF(Y (K1,K2))
in this paper. In particular, we answer the aforementioned question positively if Y2 is an L-space.
Theorem 1.1. Let Y1 and Y2 be integral homology spheres and Ki denote a knot in Yi for i = 1, 2.
If Y2 is an L-space then
(1) rank(ĤF(Y (K1,K2))) ≥ rank(ĤF(Y1)).
Moreover, we obtain strong restrictions on knot Floer homology of K1 and K2 when Y1 and Y2
are arbitrary homology spheres and the inequality of Equation 1 is violated.
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We use the splicing formula developed in [2] and [1] by the second author. This splicing formula
is reviewed in Section 2. We then use linear algebra in Section 3 to obtain restrictions on K1 and
K2 when the inequality of Equation 1 is violated. A number of lemmas are proved in Section 4
which relate the splicing formula to the double filtration on the knot Floer complexes associated
with K1 andK2. In Section 5 we combine the results of the previous sections to prove Theorem 1.1.
2. Floer Homology and Splicing Knot Complements
We recall some definitions and theorems from [1]. Let K be a knot in a homology sphere Y .
One can associate a doubly pointed Heegaard diagram (Σ, α, β;u, v) to K ⊂ Y . The markings u
and v can be used to give the map
s = su,v : Tα ∩ Tβ → Spin
c(Y,K) = Z,
as defined in [6], where Spinc(Y,K) is the set of relative Spinc structures for (Y,K). Let
C = CK = 〈[x, i, j] |x ∈ Tα ∩ Tβ, s(x)− i+ j = 0〉Z
denote the Z⊕Z filtered chain complex associated with K. As in [8], we consider the sub-modules
C{i = a, j = b}, C{i = a, j ≤ b} and C{i ≤ a, j = b} a, b ∈ Z ∪ {∞}
equipped with the induced structure as a chain complex. Set C{i = a} = C{i = a, j ≤ ∞} and
C{j = b} = C{i ≤ ∞, j = b}. Let Ξ : C{i = 0} → C{j = 0} be the chain homotopy equivalence
corresponding to the Heegaard moves which change the diagram (Σ, α, β;u) to (Σ, α, β; v). For
any relative Spinc class s ∈ Z = Spinc(Y,K), consider the chain maps
isn = i
s
n(K) : C{i ≤ s, j = 0} ⊕ C{i = 0, j ≤ n− s− 1} → C{j = 0}
isn([x, i, 0] , [y, 0, j]) := [x, i, 0] + Ξ [y, 0, j] .
Let Yn(K) denote the three-manifold obtained from Y by n-surgery on K and Kn denote the
corresponding knot inside Yn(K). The second author proves the following as [1, Proposition 1.5]:
Proposition 2.1. The homology of the mapping cone M(isn) gives
Hn(K, s) = ĤFK(Yn(K),Kn, s)
Note that M(is0) is a sub-complex of both M(i
s
1) and M(i
s+1
1 ) and the quotient of M(i
s
1) by
M(is0) is isomorphic to C{i = 0, j = −s} ≃ ĈFK(K, s). The quotient of M(i
s
1) by M(i
s−1
0 ) is
C{i = s, j = 0} = ĈFK(K, s). We thus obtain the following two short exact sequences
0→M(is0)
F s
∞−−→M(is1)
F s
0−→ ĈFK(K, s)→ 0 and 0→M(is−10 )
F¯ s
∞−−→M(is1)
F¯ s
0−→ ĈFK(K, s)→ 0
which give the following two homology exact triangles
H∞(s)
H1(s) H0(s)
fs
1
fs
0
fs
∞
and
H∞(s)
H1(s) H0(s− 1)
f¯s
1
f¯s
0
f¯s
∞
where H•(s) = H•(K, s). Changing the role of the two punctures of (Σ, α, β;u, v), which corre-
sponds to changing the orientation of K, gives the duality maps
τ• = τ•(K) : H•(K)→ H•(K), • ∈ {0, 1,∞}.
These duality maps take H•(K, s) to H•(K,−s) for • = 1,∞, and to H•(K, 1 − s) for • = 0. In
a basis for H•(K) where f• takes the block form
(
0 0
I 0
)
, the map τ• and its inverse τ
−1
• take the
following matrix block forms
τ• =
(
A• B•
C• D•
)
and τ−1• =
(
A• B•
C• D•
)
• ∈ {0, 1,∞}.
We then have f¯0 = τ
−1
∞ ◦ f0 ◦ τ1, f¯1 = τ
−1
0 ◦ f1 ◦ τ∞ and f¯∞ = τ
−1
1 ◦ f∞ ◦ τ0. Let a• = a•(K) denote
the rank of f• for • = 0, 1,∞. Then a1, a∞ and a0 + 1 have the same parity. Note that B0, B1
and B∞ are matrices of size a∞ × a1, a0 × a∞ and a1 × a0, respectively. Define X• = X•(K) by
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X0 = B1B0B∞, X1 = B∞B1B0 and X∞ = B0B∞B1. By [1, Lemma 5.4], the sqaure of X• is zero
for • ∈ {0, 1,∞}. In particular, if the knot K is non-trivial both the kernel and the cokernel of
X• are non-trivial. In the following sections we need to makes several changes of basis to obtain
suitable forms of the matrices τ• to simplify the computations. One way to do this is using the
matrices P• and Q•, where P• is an invertible a• × a• matrix and the matrices Q• are arbitrary
matrices of correct size. Then one can chooses a change of basis for either of H0(K), H1(K) and
H∞(K), called an admissible change of basis, which is given by the invertible matrices
P0 =
(
P∞ 0
Q0 P1
)
, P1 =
(
P0 0
Q1 P∞
)
and P∞ =
(
P1 0
Q∞ P0
)
,
respectively. The block forms f• =
(
0 0
I 0
)
remain unchanged under such a change of basis.
Let Y = Y (K1,K2) denote the three-manifold obtained by splicing the complements of K1 ⊂ Y1
and K2 ⊂ Y2. Let ✷
⋆
• = ✷•(K⋆), for ✷ ∈ {A,B,C,C,D,X, τ}, • ∈ {0, 1,∞} and ⋆ ∈ 1, 2. The
following proposition is proved in [2, Subsection 5.3].
Proposition 2.2. If Ki is a knot inside the homology sphere Yi for i = 1, 2,
rank ĤF(Y (K1,K2);F) = rank (Ker(D)) + rank (Coker(D)) =: h(D),
where the matrix D = D(K1,K2) is given by
(2)

D1∞B
1
1 ⊗B
2
1A
2
0 B
1
1A
1
0 ⊗ I B
1
1B
1
0 ⊗ I D
1
∞A
1
1 ⊗B
2
1A
2
0 I ⊗B
2
1B
2
0 0
I ⊗B2∞B
2
1 D
1
1A
1
0 ⊗B
2
∞A
2
1 D
1
1B
1
0 ⊗B
2
∞A
2
1 0 B
1
0B
1
∞ ⊗ I B
1
0A
1
∞ ⊗ I
I ⊗D2∞B
2
1
I ⊗ I+
D11A
1
0 ⊗D
2
∞A
2
1
D11B
1
0 ⊗D
2
∞A
2
1 0 0 0
B1∞B
1
1 ⊗ I 0 I ⊗B
2
0B
2
∞ B
1
∞A
1
1 ⊗ I
D10B
1
∞ ⊗B
2
0A
2
∞
+X11B
1
∞ ⊗B
2
0X
2
1
D10A
1
∞ ⊗B
2
0A
2
∞
+X11A
1
∞ ⊗B
2
0X
2
1
D1∞B
1
1 ⊗D
2
1A
2
0 0 0
I ⊗ I+
D1∞A
1
1 ⊗D
2
1A
2
0
I ⊗D21B
2
0 0
0 0 I ⊗D20B
2
∞ 0
D10B
1
∞ ⊗D
2
0A
2
∞
+X11B
1
∞ ⊗D
2
0X
2
1
I ⊗ I+
D10A
1
∞ ⊗D
2
0A
2
∞
+X11A
1
∞ ⊗D
2
0X
2
1

.
We call the matrices M and N equivalent if the rank of Ker(M) is equal to the rank of Ker(N)
and the rank of Coker(M) is equal to the rank of Coker(N). In our path towards proving Theo-
rem 1.1, we try to change the matrix D to simpler equivalent matrices.
3. Splicing formula and linear algebra
Proposition 3.1. With our previous notation fixed, if rank
(
ĤF(Y (K1,K2))
)
< rank
(
ĤF(Y1)
)
,
then one of the following 5 conditions is satisfied, where r2i = rank(B
2
i ).
(S1) r
2
0 ≤ r
2
1 = r
2
∞ = a
2
1 = a
2
∞ < a
2
0, (S4) r
2
0 = a
2
∞, r
2
∞ = a
2
0 and a
2
1 ≥ a
2
0, a
2
∞,
(S2) r
2
0 = r
2
1 = a
2
∞ ≤ r
2
∞ and a
2
∞ < a
2
1, a
2
0, (S5) r
2
0 = a
2
1, r
2
1 = a
2
0 and a
2
∞ ≥ a
2
0, a
2
1,
(S3) r
2
0 = r
2
∞ = a
2
1 ≤ r
2
1 and a
2
1 < a
2
∞, a
2
0.
Proof. Let us assume that Bi∞z
i
1 = B
i
1z
i
0 = B
i
0z
i
∞ = 0 and(
Bi1 0
Di1 +A
i
0 B
i
0
)(
xi∞
yi∞
)
=
(
Bi0 0
Di0 +A
i
∞ B
i
∞
)(
xi1
yi1
)
=
(
Bi∞ 0
Di∞ +A
i
1 B
i
1
)(
xi0
yi0
)
= 0.
Then it can easily be checked that
D

y10 ⊗ x
2
∞ + x
1
∞ ⊗ y
2
0 + z
1
0 ⊗ z
2
0
x1∞ ⊗ x
2
0
y1∞ ⊗ x
2
0 + x
1
1 ⊗ y
2
1 + z
1
∞ ⊗ z
2
1
x10 ⊗ x
2
∞
y11 ⊗ x
2
1 + x
1
0 ⊗ y
2
∞ + z
1
1 ⊗ z
2
∞
x11 ⊗ x
2
1
 = 0.
Elements in Ker(fi• + f
i
•) and K
i
• = Ker(f
i
• ∩ f
i
•) correspond to the vectors of form
(
xi•
yi•
)
and
(
0
zi•
)
,
respectively. Let us set
Li• = Ker(f
i
• + f
i
•)/
(
Ker(fi•) ∩Ker(f
i
•)
)
, ki• = dim(K
i
•) and l
i
• = dim(L
i
•)
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for i = 1, 2 and • ∈ {0, 1,∞}. We then find
dim(Ker(D)) ≥ k10k
2
0 + k
1
∞k
2
1 + k
1
1k
2
∞ + l
1
∞l
2
0 + l
1
0l
2
∞ + l
1
1l
2
1.
Similarly, we have
M i• := Coker(f
i
•, f¯
i
•), N
i
• :=
Im(fi•) + Im(¯f
i
•)
Im(fi• + f¯
i
•)
, ci• := dim(M
i
•) and d
i
• := dim(N
i
•),
⇒ dim(Coker(D)) ≥ c1∞c
2
∞ + c
1
0c
2
1 + c
1
1c
2
0 + d
1
∞d
2
0 + d
1
0d
2
∞ + d
1
1d
2
1.
Denote the rank of Bi• by r
i
•. Consequently, we find
ki0 = a
i
∞ − r
i
1, l
i
0 = a
i
0 − r
i
∞ − δ
i
0, c
i
0 = a
i
1 − r
i
∞, d
i
0 = a
i
0 − r
i
1 − δ
i
0,
ki1 = a
i
0 − r
i
∞, l
i
1 = a
i
1 − r
i
0 − δ
i
1, c
i
1 = a
i
∞ − r
i
0, d
i
1 = a
i
1 − r
i
∞ − δ
i
1,
ki∞ = a
i
1 − r
i
0, l
i
∞ = a
i
∞ − r
i
1 − δ
i
∞, c
i
∞ = a
i
0 − r
i
1, d
i
∞ = a
i
∞ − r
i
0 − δ
i
∞,
where we have
0 ≤ ri0 ≤ min{a
i
1, a
i
∞}, 0 ≤ r
i
1 ≤ min{a
i
∞, a
i
0}, 0 ≤ r
i
∞ ≤ min{a
i
0, a
i
1},
0 ≤ δi0 ≤ a
i
0 −max{r
i
1, r
i
∞}, 0 ≤ δ
i
1 ≤ a
i
1 −max{r
i
∞, r
i
0}, 0 ≤ δ
i
∞ ≤ a
i
∞ −max{r
i
0, r
i
1}.
Let us denote the rank of ĤF((Yi)•(Ki)) by y
i
•. We would like to make sure that
h(D) ≥ y1∞ = k
1
∞ + l
1
∞ + c
1
∞ + d
1
∞ = 2a
1
∞ + a
1
1 + a
1
0 − 2r
1
0 − 2r
1
1 − 2δ
1
∞.
From the above considerations we find
h(D)− y1∞ ≥ (a
1
∞ − r
1
1)(a
2
∞ − r
2
1) + (a
1
1 − r
1
0)(a
2
0 − r
2
∞ − 1) + (a
1
0 − r
1
∞)(a
2
1 − r
2
0)
+ (a10 − r
1
1)(a
2
0 − r
2
1 − 1) + (a
1
∞ − r
1
0)(a
2
1 − r
2
∞) + (a
1
1 − r
1
∞)(a
2
∞ − r
2
0)
+ (a1∞ − δ
1
∞ − r
1
1)(a
2
0 − δ
2
0 − r
2
∞ − 1) + (a
1
∞ − δ
1
∞ − r
1
0)(a
2
0 − δ
2
0 − r
2
1 − 1)
+ (a10 − δ
1
0 − r
1
∞)(a
2
∞ − δ
2
∞ − r
2
1) + (a
1
0 − δ
1
0 − r
1
1)(a
2
∞ − δ
2
∞ − r
2
0)
+ (a11 − δ
1
1 − r
1
0)(a
2
1 − δ
2
1 − r
2
0) + (a
1
1 − δ
1
1 − r
1
∞)(a
2
1 − δ
2
1 − r
2
∞)
= δ1∞(a
2
1 + a
2
∞ − r
2
1 − r
2
∞) + δ
1
1(a
2
0 + a
2
∞ − r
2
0 − r
2
∞ − 1) + δ
1
0(a
2
0 + a
2
1 − r
2
0 − r
2
1 − 1)
+ (a1∞ − δ
1
∞ − r
1
1)(a
2
∞ + a
2
0 − δ
2
0 − r
2
∞ − r
2
1 − 1)
+ (a1∞ − δ
1
∞ − r
1
0)(a
2
0 + a
2
1 − δ
2
0 − r
2
1 − r
2
∞ − 1)
+ (a10 − δ
1
0 − r
1
∞)(a
2
1 + a
2
∞ − δ
2
∞ − r
2
0 − r
2
1) + (a
1
0 − δ
1
0 − r
1
1)(a
2
0 + a
2
∞ − δ
2
∞ − r
2
0 − r
2
1)
+ (a11 − δ
1
1 − r
1
0)(a
2
0 + a
2
1 − δ
2
1 − r
2
0 − r
2
∞) + (a
1
1 − δ
1
1 − r
1
∞)(a
2
1 + a
2
∞ − δ
2
1 − r
2
0 − r
2
∞).
The expressions in parentheses on the left-hand-side of the above equation are non-negative except
for the following 4 expressions, which are greater than or equal to −1:
a20 + a
2
∞ − r
2
0 − r
2
∞ − 1, a
2
0 + a
2
1 − r
2
0 − r
2
1 − 1,
a2∞ + a
2
0 − δ
2
0 − r
2
∞ − r
2
1 − 1 and a
2
0 + a
2
1 − δ
2
0 − r
2
1 − r
2
∞ − 1.
If the first expression is equal to −1, it follows that r21 ≤ a
2
0 = r
2
∞ ≤ a
2
1 and r
2
1 ≤ a
2
∞ = r
2
0 ≤ a
2
1.
We are thus in case S4. Similarly, if the second expression above is equal to −1, it follows that
we are in case S5. Away from these two cases, it follows from h(D) < y
1
∞ that the third or fourth
expression above is equal to −1. Thus, a2∞ = min{r
2
1 , r
2
∞} or a
2
1 = min{r
2
1 , r
2
∞}.
(Case I) a2∞ = min{r
2
1 , r
2
∞}. In this case we have r
2
0 ≤ r
2
1 = a
2
∞ ≤ r
2
∞. From the assumption
it is clear that a2∞ ≤ r
2
∞ ≤ min{a
2
0, a
2
1}. In particular a
2
0 > a
2
∞ and r
2
0 < a
2
0. If a
2
∞ = a
2
1, we have
case S1. Otherwise a
2
1 ≥ a
2
∞ + 2. If we have a
2
0 + a
2
∞ − r
2
0 − r
2
∞ = 0 we are in case S4. Finally, if
a21 + a
2
∞ − δ
2
1 − r
2
0 − r
2
∞ = 0 we are in case S2. Away from these three special cases we find
a21 + a
2
∞ − r
2
1 − r
2
∞ ≥ 0, a
2
0 + a
2
∞ − r
2
0 − r
2
∞ ≥ 1, a
2
0 + a
2
1 − r
2
0 − r
2
1 ≥ 3,
a2∞ + a
2
0 − δ
2
0 − r
2
∞ − r
2
1 = 0, a
2
0 + a
2
1 − δ
2
0 − r
2
1 − r
2
∞ ≥ 2, a
2
1 + a
2
∞ − δ
2
∞ − r
2
1 − r
2
0 ≥ 2,
a20 + a
2
∞ − δ
2
∞ − r
2
0 − r
2
1 ≥ 1, a
2
0 + a
2
1 − δ
2
1 − r
2
∞ − r
2
0 ≥ 1, a
2
1 + a
2
∞ − δ
2
1 − r
2
∞ − r
2
0 ≥ 1.
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With these values in place, we compute
h(D)− y1∞ ≥ 2δ
1
0 − (a
1
∞ − δ
1
∞ − r
1
1) + (a
1
∞ − δ
1
∞ − r
1
0) + 2(a
1
0 − δ
1
0 − r
1
∞)
+ (a10 − δ
1
0 − r
1
1) + (a
1
1 − δ
1
1 − r
1
0) + (a
1
1 − δ
1
1 − r
1
∞)
= 2(a10 − r
1
∞) + (a
1
0 − δ
1
0 − r
1
∞) + 2(a
1
1 − δ
1
1 − r
1
0) ≥ 0.
(Case II) a21 = min{r
2
1 , r
2
∞}. In this case we have r
2
0 ≤ r
2
∞ = a
2
1 ≤ r
2
1. From the assumption
it is clear that a21 ≤ r
2
1 ≤ min{a
2
0, a
2
∞}. In particular, a
2
0 > a
2
∞. Thus r
2
0 < a
2
0. If a
2
∞ = a
2
1, we
have case S1. Otherwise, a
2
∞ ≥ a
2
1 + 2. If a
2
0 + a
2
1 − r
2
0 − r
2
1 = 0 we are in case S5. Finally, if
a21 + a
2
∞ − δ
2
∞ − r
2
0 − r
2
1 = 0 we are in case S3. Away from these three special cases we find
a21 + a
2
∞ − r
2
1 − r
2
∞ ≥ 0, a
2
0 + a
2
∞ − r
2
0 − r
2
∞ ≥ 3, a
2
0 + a
2
1 − r
2
0 − r
2
1 ≥ 1,
a20 + a
2
∞ − δ
2
0 − r
2
∞ − r
2
1 ≥ 2, a
2
0 + a
2
1 − δ
2
0 − r
2
1 − r
2
∞ = 0, a
2
1 + a
2
∞ − δ
2
∞ − r
2
1 − r
2
0 ≥ 1,
a20 + a
2
∞ − δ
2
∞ − r
2
1 − r
2
0 ≥ 1, a
2
0 + a
2
1 − δ
2
1 − r
2
∞ − r
2
0 ≥ 1, a
2
1 + a
2
∞ − δ
2
1 − r
2
∞ − r
2
0 ≥ 2.
With these values in place, we compute
h(D)− y1∞ ≥ 2δ
1
1 + (a
1
∞ − δ
1
∞ − r
1
1)− (a
1
∞ − δ
1
∞ − r
1
0) + (a
1
0 − δ
1
0 − r
1
∞)
+ (a10 − δ
1
0 − r
1
1) + (a
1
1 − δ
1
1 − r
1
0) + 2(a
1
1 − δ
1
1 − r
1
∞)
= 2(a11 − r
1
∞) + (a
1
1 − δ
1
1 − r
1
∞) + 2(a
1
0 − δ
1
0 − r
1
1) ≥ 0.
Since cases I and II are sorted out, the proof is complete.
Lemma 3.2. Define ı : {0, 1,∞} → {0, 1,∞} by ı(0) =∞, ı(1) = 1 and ı(∞) = 0. Given the pair
of knots (K1,K2), and (◦, •, ∗) ∈ {(0, 1,∞), (1,∞, 0), (∞, 0, 1)},
(1) If B2◦ is injective and B
2
• is surjective then
(a) Ker(D) contains a subspace isomorphic to Ker(B1
ı(◦)B
1
ı(•))⊗Ker(B
2
•B
2
◦).
(b) Coker(D) contains a subspace isomorphic to Coker(B1
ı(◦)B
1
ı(•))⊗ Coker(B
2
•B
2
◦).
(2) If B2◦ is surjective and B
2
• is injective then
(a) Ker(D) contains a subspace isomorphic to Ker(B1
ı(•)B
1
ı(∗))⊗Ker(B
2
∗B
2
•).
(b) Coker(D) contains a subspace isomorphic to Coker(B1
ı(∗)B
1
ı(◦))⊗ Coker(B
2
◦B
2
∗).
Proof. Let us assume (◦, •, ∗) = (∞, 0, 1). After an admissible change of basis we have
τ20 =
(
0 0 I
0 J 0
I 0 0
)
, τ2∞ =
(
0 0 I
0 K 0
0 0 0
)
, τ21 =
(
x y A B
z w X2
1
D
∗ ∗ α β
∗ ∗ γ δ
)
.
If we replace the above block presentations, the matrix D = D(K1,K2) takes the form
0 ⋆ ⋆ 0 ⋆ 0 0 ⋆ ⋆ 0
0 D1∞B
1
1 ⊗DJ 0 B
1
1A
1
0 ⊗ I 0 B
1
1B
1
0 ⊗ I 0 D
1
∞A
1
1 ⊗DJ I ⊗X
2
1 0
I ⊗X21 ⋆ ⋆ ⋆ ⋆ ⋆ 0 0 ⋆ ⋆
I ⊗KA ⋆ ⋆ ⋆ ⋆ ⋆ 0 0 0 0
0 0 0 I ⊗ I 0 0 0 0 0 0
B1∞B
1
1 ⊗ I 0 0 0 0 I ⊗ I ⋆ 0 ⋆ ⋆
0 ⋆ 0 0 0 0 0 ⋆ 0 0
0 ⋆ 0 0 0 0 I ⊗ I ⋆ ⋆ 0
0 ⋆ 0 0 0 0 0 ⋆ ⋆ 0
0 0 0 0 0 0 0 0 0 I ⊗ I

The identity matrices which appear as (5, 4) entry and the (10, 10) entry of the above matrix may
be used foe cancellations, which change D to the following equivalent matrix
0 ⋆ ⋆ ⋆ 0 0 ⋆ ⋆
0 D1∞B
1
1 ⊗DJ 0 0 B
1
1B
1
0 ⊗ I 0 D
1
∞A
1
1 ⊗DJ I ⊗X
2
1
I ⊗X21 ⋆ ⋆ ⋆ ⋆ 0 0 ⋆
I ⊗KA ⋆ ⋆ ⋆ ⋆ 0 0 0
B1∞B
1
1 ⊗ I 0 0 0 I ⊗ I ⋆ 0 ⋆
0 ⋆ 0 0 0 0 ⋆ 0
0 ⋆ 0 0 0 I ⊗ I ⋆ ⋆
0 ⋆ 0 0 0 0 ⋆ ⋆

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Since B21B
2
0 =
(
A
X21
)
and B2∞B
2
1 =
(
X21 D
)
, corresponding to the first column and the second row
of the above matrix we obtain the subspace K ≃ Ker(B1∞B
1
1) ⊗ Ker(B
2
1B
2
0) of Ker(D) and the
subspace C ≃ Coker(B11B
1
0) ⊗ Coker(B
2
∞B
2
1) of Coker(D). This proves (2 − a) and (2 − b) when
(◦, •, ∗) = (∞, 0, 1). The proof of the other claims in Lemma 3.2 (which are not used in this paper)
is completely similar.
Remark 3.3. If B20 is injective and B
2
∞ is surjective, the subspaces K ⊂ Ker(D) and C ⊂
Coker(D) constructed in Lemma 3.2 correspond to the first column and the first row in the block
decomposition of Equation 2. Combining with the discussion after [1, Definition 5.2], it follows
that Ker(D) and Coker(D) include subspaces isomorphic to(
Ker(B10)⊗Ker(B
2
∞)
)
⊕
(
Ker(B1∞)⊗Ker(B
2
0)
)
⊕
(
K +K ′
)
and(
Coker(B10)⊗ Coker(B
2
∞)
)
⊕
(
Coker(B1∞)⊗ Coker(B
2
0)
)
⊕
(
C + C ′
)
.
where K,K ′ ⊂ Ker(f10) ⊗ Ker(f
2
0) are subspaces isomorphic to Ker(B
1
∞B
1
1) ⊗ Ker(B
2
1B
2
0) and
Ker(B11) ⊗ Ker(B
2
1) (respectively), and C,C
′ ⊂ Coker(f1∞) ⊗ Coker(f
2
∞) are subspaces isomorphic
to Coker(B11B
1
0)⊗ Coker(B
2
∞B
2
1) and Coker(B
1
1)⊗ Coker(B
2
2) (respectively).
4. Splicing and the double filtration of knot Floer complex
Let us assume that C = CK = CFK
∞(K) is the Z⊕Z filtered chain complex associated with the
oriented knot K inside the homology sphere Y . Let Fs denote the homology of C{i ≤ s, j = 0} and
F′s denote the homology of C−K{i ≤ s, j = 0}, where −K denotes the knot K with the reversed
orientation. There are induced maps ιs : Fs → ĤF(Y ) and ι
′
s : F
′
s → ĤF(Y ) and we let
Hs,∗ = Im(ιs), Ks,∗ = Ker(ιs), H∗,s = Im(ι
′
s) and K∗,s = Ker(ι
′
s).
There is also an induced map from Ks,∗ to Ks+i,∗ if i > 0. Denote the kernel of this map by
[Ks,∗]s+i and denote its image by [Ks,∗]
s+i. Define [K∗,s]s+i and [K∗,s]
s+i similarly. Then
ĤF(Y ) ≃
⊕
p,q
Ap,q ≃
⊕
s
Es, Ap,q =
Hp,q
Hp−1,q +Hp,q−1
and Es =
⊕
p+q=sHp,q⊕
p+q=s−1Hp,q
≃
⊕
p+q=s
Ap,q.
where Hs,t = Hs,∗ ∩ H∗,t. Note that Hs,t ∼=
⊕
p≤s,q≤tAp,q. Denote the rank of Es = Es(K) by
es = es(K). The following lemma is then a direct consequence of Proposition 2.1.
Lemma 4.1. With the above notation fixed,
(3) Hn(s) ∼= Ks,∗ ⊕K∗,n−s−1 ⊕ (
⊕
p≤s<n−q
Ap,q)⊕ (
⊕
p>s≥n−q
Ap,q).
Let us investigate the behaviour of fs• and f¯
s
•, • ∈ {0, 1,∞}, in terms of the above description of
the modules H•(K). The map f
s
∞ : H0(s)→ H1(s) is induced by the inclusion and sends a quadru-
ple (x, y, z, w), which belongs to the module on the right-hand-side of Equation 3, to (x, [y], z, [w]).
Here [y] denotes the image of y in K∗,−s and [w] denotes the image of w in
⊕
p>s>−q Ap,q. Similarly,
f¯s+1∞ : H0(s) → H1(s + 1) sends (x, y, z, w) to ([x], y, z, [w]), where [x] denotes the image of x in
Ks+1,∗ and [w] denotes the image of w in
⊕
p−1>s≥−q Ap,q. Thus, the following lemma follows.
Lemma 4.2. With the above notation fixed,
1. Ker(fs∞) = [K∗,−s−1]−s ⊕
(⊕
p>s=−q Ap,q
)
.
2. Im(fs∞) = Ks,∗ ⊕ [K∗,−s−1]
−s ⊕
(⊕
p≤s<−q Ap,q
)
⊕
(⊕
p>s>−q Ap,q
)
Using Lemma 4.2, we can quickly prove the following lemma.
Lemma 4.3. Withe the above notation fixed, we have Ker(B0) ∼= E1, Coker(B1) ∼= E0 and
Ker(B1) ∼=
⊕
s
[Ks,∗]
s+1 ⊕
⊕
s
[K∗,s]
s+1 ⊕
⊕
s
E
max{0,|s|−1}
s and
Coker(B0) ∼=
⊕
s
[Ks,∗]
s+1 ⊕
⊕
s
[K∗,s]
s+1 ⊕
⊕
s
E
max{0,−s}
s .
HEEGAARD FLOER HOMOLOGY, DEGREE-ONE MAPS 7
Proof. Note that Ker(B0) ∼= Ker(f∞) ∩Ker(¯f∞). To see this note that since f∞ takes the block
form
(
0 0
I 0
)
and f¯∞ = τ
−1
1 ◦ f∞ ◦ τ0. Thus (
x
y ) ∈ Ker(f∞) ∩Ker(¯f∞) if and only if(
0 0
I 0
)(
x
y
)
= 0 and
(
A1 B1
C1 D1
)(
0 0
I 0
)(
A0 B0
C0 D0
)(
x
y
)
= 0.
Thus x = 0 and B0y = 0, proving our claim. If (x, y, z, w) ∈ Ker(f
s
∞) ∩ Ker(¯f
s
∞) then by Lemma
4.2 x, y, z = 0 and w ∈ As+1,−s. It follows that Ker(B0) ∼= E1. For the second claim, note that
Coker(B1) ∼= Coker(f∞, f¯∞). To see this, note that Coker(f∞, f¯∞) is isomorphic to the intersection
of the left kernel of the associated matrices and that
(x y)
(
0 0
I 0
)
= 0 and (x y)
(
A1 B1
C1 D1
)(
0 0
I 0
)(
A0 B0
C0 D0
)
= 0
are true if and only if y = 0 and xB1 = 0. As we saw before
Im(fs∞) = Ks,∗ ⊕ [K∗,−s−1]
−s ⊕ (
⊕
p≤s<−q
Ap,q)⊕ (
⊕
p>s>−q
Ap,q) and
Im(¯fs−1∞ ) = [Ks−1,∗]
s ⊕K∗,−s ⊕ (
⊕
p<s≤−q
Ap,q)⊕ (
⊕
p>s>−q
Ap,q)
(4)
Thus Coker(fs∞, f¯
s
∞) = As,−s and Coker(B1)
∼= E0. Similarly, Ker(B1) ∼= Ker(f0) ∩ Ker(¯f0) =
Im(f∞) ∩ Im(¯f∞). It follows from Equation 4 that
(5) Im(fs∞) ∩ Im(¯f
s−1
∞ ) = [Ks−1,∗]
s ⊕ [K∗,−s−1]
−s ⊕ (
⊕
p<s<−q
Ap,q)⊕ (
⊕
p>s>−q
Ap,q),
proving the third isomorphism. Finally, Coker(B0) ∼= Coker(f1, f¯1) =
H0
Ker(f∞)+Ker(¯f∞)
. By Lemma 4.2
Ker(fs∞) = [K∗,−s−1]−s ⊕
⊕
p>s=−q
Ap,q and Ker(¯f
s
∞) = [Ks,∗]s+1 ⊕
⊕
p−1=s≥−q
Ap,q.
The fourth isomorphism in the statement of the lemma follows immediately.
Lemma 4.4. With the above notation fixed, we have
Ker(B1B0) ∼= (
⊕
s
[K∗,s]s+1 ∩ [K∗,s−1]
s)⊕ (
⊕
s
E
max{0,s}
s ) and
Coker(B1B0) ∼=
⊕
s
K∗,s
[K∗,s−1]s + [K∗,s]s+1
⊕ (
⊕
s
E
max{0,1−s}
s ).
Proof. Note that Ker(B1B0) ∼= Ker(f0f¯∞)∩Ker(f∞) and Ker(f0f¯∞) = f¯
−1
∞
(
Im(¯f∞)∩ Im(f∞)
)
. It
then follows from Equation 5 that
(¯fs+1∞ )
−1
(
Im(¯fs+1∞ ) ∩Ker(f
s+1
0 )
)
= Ks,∗ ⊕ [K∗,−s−2]
−s−1 ⊕
( ⊕
p≤s<−q−1
Ap,q
)
⊕
( ⊕
p≥s+1≥−q
Ap,q
)
.
Using Lemma 4.2 and the above computation we find
Ker(fs+10 f¯
s+1
∞ ) ∩Ker(f
s
∞) = [K∗,−s−1]−s ∩ [K∗,−s−2]
−s−1 ⊕
⊕
p>s=−q
Ap,q.
This completes the proof of the first isomorphism in the statement of the lemma. For the second
isomorphism, note that Coker(B1B0) ∼= Coker(f∞, f¯∞f1) =
H1
Im(f∞)+Im(¯f∞f1)
. We can also compute
Im(fs∞) = Ks,∗ ⊕ [K∗,−s−1]
−s ⊕ (
⊕
p≤s<−q
Ap,q)⊕ (
⊕
p>s>−q
Ap,q) and
Im(¯fs∞f
s−1
1 ) = f¯
s
∞(Ker(f
s−1
∞ )) = f¯
s
∞
(
[K∗,−s]−s+1 ⊕
⊕
p>s−1=−q
Ap,q
)
= [K∗,−s]−s+1 ⊕
⊕
p>s=−q+1
Ap,q
⇒ Coker(fs∞, f¯
s
∞f
s−1
1 ) =
K∗,−s
[K∗,−s−1]−s + [K∗,−s]−s+1
⊕ (
⊕
p≤s=−q
Ap,q)
This completes the proof of the lemma.
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5. Proof of the main theorem
This section is devoted to completing the proof of Theorem 1.1. Proof. [of Theorem 1.1] Let us
assume that the inequality in Equation 1 is not satisfied. Proposition 3.1 implies that it is enough
to consider the special cases Si for i = 1, . . . , 5. On the other hand, if Y2 is a homology sphere
L-space, it follows that |a20 − a
2
1| = 1 and
1 = y2∞ = a
2
1 + a
2
0 − 2r
2
0 − 2r
2
1 + 2(a
2
∞ − δ
2
∞) ≥ a
2
1 + a
2
0 − 2r
2
0 − 2r
2
1 + 2max{r
2
0, r
2
1}.
Combining the outcome of Proposition 3.1 and the above observation, it follows that if the in-
equality in Equation 1 is not satisfied, then r20 = r
2
1 = r
2
∞ = a
2
1 = a
1
0 − 1 := a ≤ a
2
∞. Let us first
assume that a2∞ = a
2
1 = a. This implies that
Ker(B20),Coker(B
2
0),Ker(B
2
1),Coker(B
2
∞) = 0 and Ker(B
2
∞),Coker(B
2
1) 6= 0.
After an admissible change of basis, we may assume that the matrices τ2• are of the form
τ21 =
(
0 0 I
0 J 0
I 0 0
)
, τ20 =
(
0 I
I 0
)
, τ2∞ =
(
0 X2
1
B
∗ x y
∗ x′ y′
)
.
After replacing the above block presentations, we arrive at the following equivalent matrix
0 B1
1
A1
0
⊗I 0 B1
1
B1
0
⊗I 0 0 I⊗I 0
0 0 B1
1
A1
0
⊗I 0 B1
1
B1
0
⊗I 0 0 0
I⊗X2
1
0 D1
1
A1
0
⊗BJ 0 D1
1
B1
0
⊗BJ 0 B1
0
B1
∞
⊗I B1
0
A1
∞
⊗I
I⊗x I⊗I D1
1
A1
0
⊗yJ 0 D1
1
B1
0
⊗yJ 0 0 0
I⊗x′ 0 I+D1
1
A1
0
⊗y′J 0 D1
1
B1
0
⊗y′J 0 0 0 0
B1
∞
B1
1
⊗I 0 0 I⊗X2
1
I⊗B B1
∞
A1
1
⊗I X1
∞
B1
∞
⊗X2
1
X1
1
A1
∞
⊗X1
1
0 0 0 0 0 I⊗I 0 0
0 0 0 0 0 0 0 I⊗I
 .
It follows that Ker(D) has a subspace isomorphic to Ker(B11B
1
0) ⊗ Ker(X
2
1 ) corresponding to the
fourth column in the above presentation. Since Ker(X21 ) 6= 0 by [1, Lemma 4.6], it follows from
Lemma 4.4 that the rank of Ker(D) is greater than or equal to
∑
s>0 es, where es = es(K1). After
an admissible change of basis we may assume that
τ21 =
(
a b A
c d X2
∞
∗ ∗ 0
)
, τ20 =
(
0 I
I 0
)
, τ2∞ =
(
0 0 I
0 J 0
I 0 0
)
.
Similar to the argument above, we can identify a subspace of the Coker(D) which is isomorphic
to Coker(B11B
1
0) ⊗ Coker(X
2
∞) and corresponds to the second row in the block presentation (in
this case, one needs to pass to an equivalent matrix using a cancellation). Since Coker(X2∞) is
non-trivial by [1, Lemma 4.6], it follows from Lemma 4.4 that the rank of Coker(D) is greater
than or equal to
∑
s≤0 es. Together with the inequality we obtained for the rank of Ker(D), this
completes the proof of the theorem (when a2∞ = a
2
1). Thus a
2
∞ > a
2
1 = a, and it follows that
Ker(B20),Coker(B
2
∞) = 0 and Ker(B
2
1),Ker(B
2
∞),Coker(B
2
0),Coker(B
2
1) 6= 0.
If B2∞B
2
1 is not surjective then part (2− b) of Lemma 3.2 and Remark 3.3 imply that
rank(Coker(D)) ≥ rank
(
Coker(B11B
1
0)⊗ Coker(B
2
∞B
2
1)
)
≥
∑
s≤0
es,
rank(Ker(D)) ≥ rank
(
Ker(B11)⊗Ker(B
2
1)
)
+ rank
(
Ker(B10)⊗Ker(B
2
∞)
)
≥ e1 +
∑
|s|>1
es.
The last inequality in each case is a consequence of Lemma 4.3 and Lemma 4.4. These two in-
equalities combine to complete the proof of the theorem (under the assumption that B2∞B
2
1 is not
surjective). We may thus assume that B2∞B
2
1 is surjective.
Since a21 = a, a
2
0 = a + 1 and a
2
∞ = a + 1 + b for positive integers a, b, one may consider the
corresponding 4× 4, 5× 5 and 3× 3 block presentations of the form
τ1 =
 ∗ ∗ M N P0 0 M ′ N ′ P ′∗ ∗ x y z
∗ ∗ x′ y′ z′
∗ ∗ x′′ y′′ z′′
 , τ0 =
(
∗ ∗ ∗ E
∗ ∗ ∗ F
∗ ∗ ∗ G
∗ ∗ ∗ 0
)
, τ∞ =
(
0 0 0 I
∗ ∗ ∗ 0
∗ ∗ ∗ 0
)
,
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such that B2∞B
2
1 = (0 0 I). It follows that M
′, N ′ = 0 and P ′ = I. On the other hand, it follows
from A21B
2
1 + B
2
1D
2
1 = 0 that x
′′, y′′, z′′ = 0. After replacing the above block forms the matrix
D = D(K1,K2) takes the form
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
0 0 I⊗I 0 0 0 0 0 0 0 B1
0
B1
∞
⊗I ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
0 0 B1
∞
B1
1
⊗I 0 0 0 I⊗X2
1
0 0 B1
∞
A1
1
⊗I 0 ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
0 0 0 0 0 0 0 0 0 I⊗I 0 ⋆
0 0 0 0 0 0 0 0 0 0 0 I⊗I

We may then cancel the tenth and twelfth columns against the eleventh and twelfth rows. More-
over, we may add B1∞B
1
1 ⊗ I times the third row to the eighth row to arrive at a new equivalent
matrix. Considering the eighth row of the aforementioned matrix, we observe that Coker(D)
contains a subspace isomorphic to Coker(X11B
1
∞) ⊗ Coker(X
2
1 ), independent from the previously
identified subspace of Coker(D).
Part (2 − a) of Lemma 3.2 implies that there is a subspace of Ker(D) which is isomorphic to
Ker(B1∞B
1
1) ⊗ Ker(B
2
1B
2
0). Let us first assume that B
2
1B
2
0 is not injective. Since Ker(B
2
1) is at
least 2 dimensional, it follows from Remark 3.3 that
y1∞ > rank
(
Ker(B11)⊕Ker(B
1
0)⊕Ker(B
1
∞B
1
1)⊕ Coker(B
1
1)⊕Coker(X
1
1B
1
∞)
)
, while
rank(Ker(B1∞B
1
1)) = a
1
∞ − rank(B
1
∞B
1
1) ≥ a
1
∞ −min{r
1
∞, r
1
1} and
rank(Coker(X11B
1
∞)) = a
1
1 − rank(X
1
1B
1
∞) ≥ a
1
1 −min{r
1
∞, r
1
1 , r
1
0}.
The above three inequalities imply
2a1∞ + a
1
0 + a
1
1 − 2r
1
0 − 2r
1
1 − 2δ
1
∞ > 2a
1
∞ + 2a
1
1 + a
1
0 − 2r
1
1 − r
1
0 −min{r
1
1, r
1
∞} −min{r
1
0, r
1
1, r
1
∞}.
This latter inequality simplifies to give
min{r11, r
1
∞}+min{r
1
0, r
1
1, r
1
∞} > a
1
1 + r
1
0.
Since min{r11 , r
1
∞} ≤ r
1
∞ ≤ a
1
1 and min{r
1
0, r
1
1 , r
1
∞} ≤ r
1
0, the above conclusion leads to a con-
tradiction. In particular, it follows that B21B
2
0 is injective. An argument similar to the one
used in the previous paragraphs then implies that Ker(D) includes a subspace isomorphic to
Ker(B10X
1
1 )⊗Ker(X
2
1 ), which intersects trivially the previously identified subspaces of Ker(D). In
particular, since Ker(X21 ) is non-trivial, the rank y of ĤF(Y (K1,K2)) is not less than the rank of
Ker(B11)⊕Ker(B
1
0)⊕Ker(B
1
0X
1
1 )⊕ Coker(B
1
1)⊕ Coker(X
1
1B
1
∞).
Since (X11 )
2 = 0, it follows that the rank of Ker(B10X
1
1 ) ⊕ Coker(X
1
1B
1
∞) is at least equal to
(a11/2) + (a
1
1/2) = a
1
1. We thus conclude
a11 ≥
∑
s>0
es, rank(Ker(B
1
1)) ≥
∑
s6=−1,0,1
es, rank(Ker(B
1
0)) = e1 and rank(Coker(B
1
1)) = e0.
These equalities and inequalities imply that
y ≥
∑
s>0
e0 + e1 + es +
∑
s6=−1,0,1
es ≥ −e−1 +
∑
s
es +
∑
s>0
es ≥ y
1
∞ − e−1 + e1.
The above observation finishes the proof if e1 ≥ e−1. We are thus lead to further assume that
e1(K1) < e−1(K1). Let Ki ⊂ Yi denote the mirror of Ki, where Yi is the manifold Yi with the
opposite orientation. Since
ĤF(Y (K1,K2)) ≃ ĤF(Y (K1,K2)) = ĤF(Y (K1,K2),
it follows that we can replace Ki with Ki for i = 1, 2 (simultaneously). The knot Floer complex
associated with Ki is the dual of the chain complex associated with Ki. It follows that Es(Ki) is
isomorphic to E−s(Ki). In particular, e1(K1) > e−1(K1), and the proof is complete.
10 NARGES BAGHERIFARD, EAMAN EFTEKHARY
Theorem 1.1 may be compared with the result of the second author [1, Theorem 1.1] (c.f.
[4, Theorem 1]) that splicing the complement of non-trivial knots inside homology spheres never
produces an L-space.
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