Abstract-A systematic approach has been done, to investigate different neural network structures for the appraisal of the significance of the free b-human chorionic gonadotrophin (bhCG) and the pregnancy associated plasma protein-A (PAPP-A) as important parameters for the prediction of the existence of chromosomal abnormalities in fetuses.
I. INTRODUCTION
n effective first-trimester screening for fetal chromosomal abnormalities may be achieved by exploiting a combination of certain maternal as well as feto-placental parameters. It is well known that the risk for aneuploidies increases with maternal age, it is higher in women that had previously affected pregnancies, and it increases with the fetal nuchal translucency (NT) thickness. It is also higher in the cases where there is an absence of the fetal nasal bone and also when there is abnormal flow through the ductus venosus and across the tricuspid valve. Furthermore, it is also related to the maternal serum concentration of the placental products free ß-human chorionic gonadotrophin (bhCG) and the pregnancy associated plasma protein-A (PAPP-A) (Nicolaides, 2004a) .
The traditional approach to screening for each aneuploidy is to use some form of statistical techniques to estimate the patient-specific risk for each aneuploidy. These are usually implemented in suitable proprietary packages.
In our study, an alternative to the traditional statistical approaches for chromosomal abnormality risk estimation had been used. Namely, artificial neural networks (ANN) had been constructed, trained and verified with a large unknown data set. The diagnostic results for each network were compared with the rest, so that ultimately a good diagnostic tool will be obtained.
Eight parameters were used for the estimation of the likelihood for aneuploidy through the use of the ANNs as will be explained in the following sections.
The data were obtained from the Fetal Medicine Foundation (FMF), which is a UK registered charity that has established a process of training and quality assurance for the appropriate introduction of NT screening into clinical practice (Nicolaides, 2004b) .
In the study, a large number of different neural network structures have been constructed and trained to the large data base of pregnant women, aiming at producing a neural classifier/predictor for the risk of presence of chromosomal abnormalities in fetuses. The neural structures that were attempted were mainly of the feedforward type, both of standard multi-layer, as well as of multi-slab topologies.
II. DATA AND METHODS
The database that was used had 35,687 cases of pregnant women. The vast majority of these cases (35,058) were normal as far as the chromosomal abnormalities are concerned. The remaining 629 cases (1.76%) were confirmed as having some kind of chromosomal defect (Trisomy 21 (Down syndrome), Trisomy 18 (Edwards syndrome), Trisomy 13 (Patau syndrome), Turner syndrome, Triploidy). That is, there is a prevalence of 1.76%. This is a highly unbalanced data set, that makes it difficult to exercise exhaustive validation techniques other than the "split-sample method" (also known as "hold-out method"). For the present study, for each pregnant woman, a number of relevant parameters were collected, encoded/converted into appropriate numbers, and suitably used for the training of the neural networks. These parameters are shown in Table  1 .
Artificial Neural Networks to
The fetal crown-rump length (CRL), the NT thickness, and the fetus heart rate were measured during a transabdominal ultrasound examination that was performed by certified sonographers who had received the appropriate FMF certificates of competence. During such examination other possible major fetal defects were also diagnosed.
Out of the total of 35,687 cases, 629 cases (1.76%) were confirmed as having some form of chromosomal anomaly of T21, T18, T13, Triploidy or of the Turner Syndrome. The remaining 35,058 cases (98.2%) did not show any chromosal abnormalities. Thus, the data set is highly unbalanced as far as the distribution of the various classes. This makes the potential for building an effective neural network predictor to be a difficult task.
A subset of 8,181 cases (23%) were isolated and kept aside to be used as a totally unknown database in order to check the predictability of each attempted neural network, and later for the evaluation of the importance of PAPP-A and b-hCG as important parameters that contribute to an accurate prediction of the risk of occurrence of the genetic abnormality of interest. In this unknown data set, there were 76 cases (0.93%) of chromosomal defects. Namely, there were 20 cases of Down syndrome (0.06%), 28 cases of the Edwards syndrome (0.08%), 10 of Patau syndrome (0.03%), 5 of Triploidy (0.01%), and the remaining 13 of the Turner syndrome (0.04%). It is emphasized that these cases were never used during the learning procedures of training of the neural networks, and thus, they were a reliable way for ascertaining the predictability of each network. Because the number of anomalous cases is very small, and such cases cannot be artificially generated, the anomalous cases in the verification set were confined to only a small, but substantial, percentage.
Since the database is highly unbalanced, it is very difficult to be used for a proper predictor. However, the nature of the problem makes the use of artificial neural networks an interesting possibility, because of their ability to handle complex non-linear problems in classification and prediction tasks, especially in medical diagnosis, as it has been demonstrated by numerous studies in the past (Tourassi et 
III. THE NEURAL PREDICTOR
A number of feedforward neural structures of standard multilayer type, having different number of layers and activations, as well as different neurons per layer were systematically built, trained and tested. Also, multi-slab topologies of different structures, sizes, and activation functions, were systematically built, trained and verified, in order to find the best performing structure to be used for the prediction of the totally unknown verification data set. This was done in a planned and systematic manner so that the best performing architecture would be obtained and finally used. Table 2 shows a summary of the attempted structures and of the performances achieved for the totally unknown verification data set of the 8,181 cases. The explanation of the various abbreviations in Table 1 , are explained by example cases as follows:
The notation 8:MA,Prev,CRL,NT,PAPP-A,b_hCG in the network input means that there are 8 input parameters. These are the mother's age, the existence of previous trisomies (T13, T18, T21), the crown rump length, the nuchal translucency, and the biomarkers PAPP-A and b_hCG.
The topology notation FF:8lin-15log-20tanh-1log means that the network is feedforward (FF) of four layers. The first layer has 8 neuronal units of linear activation, the second layer has 15 units of logistic sigmoid activation, the third layer has 20 units of hyperbolic tangent activation, and the output layer is of one unit having logistic sigmoid activation.
Ultimately, the best performing feedforward multilayer neural structure had four layers. The particulars of this neur- al structure are depicted in Figure 1 . Based on extensive previous experience of the authors, all the weights were initialized to 0.1. The learning rate was the same for all connections, having a value of 0.1. Similarly, the momentum rate was 0.4, and all these settings were applied to all the links. The learning scheme that was used was the standard backpropagation with momentum. Fig. 1 . The neural network structure that was ultimately selected and used for the diagnosis of chromosomal defects.
A guidance test set composed of very few representative test cases (31) was applied to each attempted network at the end of each epoch. This was done in order to test the progress of training, and thus to keep the best performing weight distribution. If the results of the testing at the end of a particular epoch were better than those at the previous epoch, the weights were saved as a better performing network set. Thus, at the end of each training procedure, for each network topology, the weight distribution found was the one that resulted in the best performance in this guidance test set.
IV. RESULTS AND CONCLUSIONS
A summary of the results of the performance of each attempted neural network, for the totally unknown verification set, is depicted in Table 2 , where the sensitivity and specificity are also presented. These are used in their usual definitions shown below:
The threshold that was used in order to consider the network output as true was 50%.
The results of the best neural network, for the 9 cases (out of 76 abnormal cases in the verification set) that gave FALSE NEGATIVE are shown in Table 3 . These are considered FALSE if the output neuron activation, which is an indication of the risk of a chromosomal defect, was less than 50%. The results are for a standard feedforward neural network of 8 inputs, 15 neurons in the first hidden layer and 15 neurons in a second hidden layer. In all the layers but the input one, the activations were of the logistic-sigmoid growth function.
Similarly, in Figure 2 the distribution of the risk predictions for the 168 cases of FALSE POSITIVE are shown. When the PAPP-A was excluded from the input layer, and thus not used for training, the best diagnostic yield for the abnormal cases dropped down to 65.8% for all the neural topologies that were tried, as is shown in Table 2 .
Similarly, when the b-hCG was excluded from the input layer, the best diagnostic yield for the abnormal cases dropped down to 84.2% for a three-layer neural topology of 7 inputs and 30 neurons in the hidden layer ( Table 2 ). All but the input layer had logistic-sigmoid growth activation functions.
When both PAPP-A and the b-hCG were excluded, the best diagnostic yield for the abnormal cases was 67.1% (Table 2).
From Figure 2 , it is noted that in 43 cases out of the 168 that have been classified as False Positive, the risk for chromosomal anomalies is in the range from 50% to 60%. That is they are quite close to predicting them well if the 50% threshold is used.
From the previous comments it is noted that the pregnancy associated plasma protein-A is a highly important diagnostic factor, which is necessary for proper chromosomal anomaly diagnosis through the use of artificial neural networks.
The results shown in Table 3 and Figure 2 are very encouraging, because they give a high screening/diagnostic yield for the totally unknown data set.
Currently, experiments are being done in order to improve the diagnostic yield, by using smaller number of input parameters. Also, to identify the problematic cases, and to reexamine them together with the specialist medical doctors, aiming at making better training and verification data samples.
