Abstract. Let M m;n (respectively, H n ) denote the space of m n complex matrices (respectively, n n Hermitian matrices). Let S H n be a closed convex set. We obtain necessary and su cient conditions for X 0 2 S to attain the maximum in the following concave maximization problem: maxf min (A + X) : X 2 Sg where A 2 H n is a xed matrix. Let denote the Hadamard (entrywise) product, i.e., given matrices A = a ij ]; B = b ij ] 2 M m;n we de ne A B = a ij b ij ] 2 M m;n .
Using the necessary and su cient conditions mentioned above we give elementary and uni ed proofs of the following results. We also consider other norms that can be represented in this way and show that if a norm can be represented in this way then so can its dual.
1. Introduction and Preliminaries. Let M m;n denote the space on m n complex matrices, and let M n = M n;n . Let H n denote the space of complex Hermitian matrices. We use A B to mean that A ? B is positive semide nite. Given A 2 M m;n de ne jAj (A A) 1=2 . We use A y to denote the Moore-Penrose inverse of A. Given A; B 2 M m;n the Hadamard product (or Schur product) of A and B is A B = a ij b ij ] 2 M m;n . We use e n 2 R n to denote the vector of 1s (when the dimension is clear from the context we use e.) We will consider the following norms: kAk 1 maxfx Ay : x 2 C n ; y 2 C m ; x x 1; y y 1g kAk H;1 maxfkA Bk 1 : B 2 M m;n ; kBk 1g !(A) maxfjx Axj : x 2 C n ; x x 1g kAk H;! maxf!(A B) : B 2 M n ; !(B) 1g
The rst two norms are de ned on M m;n , the second two are de ned on M n . It is a well known and useful fact (that follows easily from the de nition above) that kAk 1 and that kAk 1 = 1 if and only if the given block matrix is positive semide nite and singular. In this paper we will generalize this result to the norms !( ) in Section 2, and k k H;1 and k k H;! (in Section 3). The results in Sections 2 and 3 are not entirely new, however they are more detailed than existing results and the proofs are constructive and are simpler than the original proofs. These extra details allow us to prove some new results as corollaries. In Section 4 we consider generalizations of these results and the corresponding results for dual norms. Our approach to these characterization problems is to consider the optimality conditions for an appropriate concave maximization problem. These conditions are given in Lemma 1.4. Lemma 1.1 allows us to interpret these conditions in terms of Hadamard products.
There are other results in matrix theory that have been proved by considering the optimality conditions for an appropriate optimization problem. For example, it was shown in 10, p 230 and Theorem 3.5] that any positive de nite matrix A may be written as A = C C where C is a correlation matrix and is diagonal. It was shown To prove the converse reverse this argument.
2 Given a convex cone K H n de ne its polar cone K by K = fA 2 H n : tr AB 0 for all B 2 Kg:
We state the following theorem of the alternative as we will use it in an essential way twice. It is an analog in H n of a standard theorem of the alternative for convex sets in R n and can be derived in the same way (see e.g., 7, x3.2 Theorem 6] ). has a minimal and maximal element (with respect to the partial order on H n ). It appears that our approach does not yield this additional information.
Proof. We will rst show that if there is a matrix Z for which (2.1) holds then !(A) 1. Let Z be such a matrix and take any x 2 C n and 2 C with x x = j j = 1. (The 0 blocks are n n.) However, it is simpler to prove Theorem 3.1 directly. Part (a) of Theorem 3.1 is due to Haagerup (unpublished); it was proved, in a more general form (involving partial matrices), in 13, Theorem 3.2]; it was also derived by Ando and Okubo, using the identity above, from the main result in 2], which is part (a) of Theorem 3.2. All these proofs are based on Arveson's Extension Theorem for positive maps on C algebras. Proof. Let A 2 M m;n be given. Suppose that there are matrices P 2 H m and Q 2 H n such that (3.1) holds. Let X 2 M n be such that kXk 1 Now suppose that there are no matrices P; Q such that (3.1) holds, then c(A) < 0. The rest of the proof, i.e. showing the`only if' part of (a), is the same as the end of the proof of the previous theorem. Proof. Let A 2 M n be given. Suppose that there is a matrix P 2 H n such that (3.4) holds. Let X 2 M n be such that !(X) 1 The rest of the section is devoted to corollaries of Theorems 3.1 and 3.2.
The following result is new. It is natural and follows easily from the constructive proofs given in the previous section. The identity (3.7) veri es Conjecture 6.10 in 9]. This implies that P 1 is positive semide nite and that y is in the range of P 2 and hence y P 2 y > 0. So, z Pz = x P 1 x + y P 2 y y P 2 y > 0. Thus we have shown that for each unit vector z 2 C m+n there is a matrix P 2 S such that z Pz > 0. That is It is well known that the trace norm is the dual of the spectral norm. In the following corollary we apply Theorem 4.2 to the norms k k 1 ; !( ); k k H;1 and k k H;! . There are other well known norms that are of the type described in Theorem 4.1.
In particular the unitarily invariant norms on M m;n are such norms. Let k k be a unitarily invariant norm on M m;n . Then it follows from 6, Corollary (How to interperet kXk in a consistent manner when X 6 2 M m;n is explained in 5].)
