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Autonomous and cooperative design of the monitor
positions for a team of UAVs to maximize the
quantity and quality of detected objects
Dimitrios I. Koutras1, Athanasios Ch. Kapoutsis2 and Elias B. Kosmatopoulos1
Abstract—This paper tackles the problem of positioning a
swarm of UAVs inside a completely unknown terrain, having
as objective to maximize the overall situational awareness. The
situational awareness is expressed by the number and qual-
ity of unique objects of interest, inside the UAVs’ fields of
view. YOLOv3 and a system to identify duplicate objects of
interest were employed to assign a single score to each UAVs’
configuration. Then, a novel navigation algorithm, capable of
optimizing the previously defined score, without taking into
consideration the dynamics of either UAVs or environment, is
proposed. A cornerstone of the proposed approach is that it
shares the same convergence characteristics as the block coordi-
nate descent (BCD) family of approaches. The effectiveness and
performance of the proposed navigation scheme were evaluated
utilizing a series of experiments inside the AirSim simulator.
The experimental evaluation indicates that the proposed navi-
gation algorithm was able to consistently navigate the swarm
of UAVs to “strategic” monitoring positions and also adapt to
the different number of swarm sizes. Source code is available at
https://github.com/dimikout3/ConvCAOAirSim.
Index Terms—Perception and Autonomy, Motion and Path
Planning
I. INTRODUCTION
THe recent technological advancements in terms of hard-ware [1] have enabled the development of deep learning
architectures [2] capable of dealing with extremely difficult
[3] and abstract [4] problems. One of the most well-studied
problems is the task of training a deep neural network to detect
objects of interest [5]. The maturity of studies and available
tools has reached an unprecedented level, having approaches
focusing on accuracy [6], speed [7], exploiting problem-
specific characteristics to boost the performance [8], etc. The
concurrent developments in the field of UAVs have allowed the
introduction of these methodologies to aerial images [9] and
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also the development of special-purpose algorithms to detect
and/or track objects of interest with one [10] or more UAVs
[11].
In this paper, we tackle the same problem but from a
different perspective. Instead of trying to design another ob-
ject detection algorithm, we attempt to optimize the monitor
positions of the swarm of the UAVs that, for a given object
detection mechanism, will result in the best possible outcome.
In a nutshell, we seek to answer the question: How can we
“steer”/guide a team of UAVs to increase the number and
accuracy of detected objects that lie on their combined field
of view?
This task can be of paramount importance in scenarios
where is needed: i) automatic surveillance of an operational
area [12], ii) increased situational awareness with limited
resources [13], iii) automatic readjustment in response to
changes on the environment [14], etc. The aforementioned sce-
narios can be directly utilized in robotic applications such as:
traffic monitoring [15], border surveillance [16], supervision
on large crowds [17], search and rescue [18] etc.
The vast majority of the available methodologies deals with
the problem of detecting objects from given aerial captures
[19], [9]. Although many methodologies are capable of de-
tecting the objects of interest in real-time, most of them rely
on either predefined or human-controlled paths for the UAVs
[20], [10]. Without active feedback, regarding the progress of
the detection task, the coordination among different UAVs is
usually achieved by assigning spatially exclusive areas to each
member of the swarm [21], significantly restricting the UAVs
cooperation.
The proposed approach is a semi-distributed, model-free
algorithm, that shares the same convergence characteristics
with the block coordinate descent (BCD) algorithms, capable
of optimizing in real-time the monitor positions of the UAVs to
increase the overall situational awareness, without utilizing any
prior knowledge about the environment or vehicles’ dynamics.
Moreover, no prior knowledge about the “geolocation” of
information-rich areas is needed either. This decision-making
scheme is capable of enabling cooperation between different
assets towards the accomplishment of a high-level objective.
The evaluation procedure was designed to avoid all kind of
assumptions regarding the detection process. For this reason, in
all stages of the development, we directly utilized raw rgb and
depth images to actually retrieve the detected objects. AirSim
simulator [22] was utilized as an evaluation platform for its
high-fidelity simulations and real-world dynamics. YOLOv3
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UAV1: 5 unique out of 13 total
detected objects
UAV2: 2 unique out of 5 total
detected objects
UAV3: 2 unique out of 7 total
detected objects
UAV4: 4 unique out of 9 total
detected objects
(a) Initial monitor positions
UAV1: 12 unique out of 14
total detected objects
UAV2: 14 unique out of 17
total detected objects
UAV3: 7 unique out of 9 total
detected objects
UAV4: 14 unique out of 23
total detected objects
(b) Monitor positions as calculated by the proposed algorithm.
Fig. 1: Illustrative example: A swarm of 4 UAVs is deployed above the depicted roundabout, having as objective to find the
monitoring poses (position & orientation) inside the operational area (black, dashed circle), that maximize the overall situational
awareness. In both instances [sub-figures (a) & (b)], the fields of view (point-clouds) of all the UAVs (top bird’s-eye view)
and also separate views - one for each UAV - with the detected objects (cyan bounding boxes) are depicted.
detector [7] was adopted to leverage from its ability to perform
fast detections. An important aspect of this work is that
it is modular with respect to the underlying system that
detects the objects of interest. Therefore, one could utilize a
different detector (tailored to the application needs) and our
methodology will still be capable of delivering an optimized
set of UAVs’ monitor positions, adapting to the detector’s
specific characteristics.
Fig. 1 portraits an indicative example of such a setup.
The left-hand side of Fig. 1 illustrates the initial monitoring
positions for the swam of 4 UAVs. The top, global view
of the operational area depicts the fields of view (colored
point-clouds) of the all the UAVs, moments after their take-
offs. The 4 images below are the current views from their
cameras with all the detected objects. The right-hand side
of this figure illustrates the converged configuration for the
swarm of UAVs. A direct outcome, that can be derived sorely
from the bird’s-eye view of the operational area, is that the
proposed algorithm spread the UAVs taking into consideration
the combined field of view from all the point-clouds. However,
the most interesting insights can be derived by combining
also the 4 images from the UAVs’ cameras. All 4 UAVs
have been placed in close vicinity of a crossroad, to exploit
the fact that these spots usually have the biggest flow of
cars/people. A close examination of the images from the
vehicles can reveal some extra traits. With the converged
positions, the UAVs can monitor multiple road-parts from
a single monitoring spot. On top of that, in some cases,
with the current orientation of their cameras, the UAVs can
monitor roads, that, otherwise, would be physically “blocked”
by the surrounding buildings/structures (views from UAV2
& 4). It should be highlighted that none of these features
were specifically designed or dictated, but, rather the proposed
algorithm found these “hacks” to maximize the number and
quality of detected objects.
II. PROBLEM FORMULATION
A. Controllable Variables
Consider a team (swarm) of n multirotor UAVs
{1, 2, . . . , n} cooperate to increase the situational awareness
over an unknown, unstructured environment. At each time-
step, each UAV is allowed to configure its own monitoring
pose by changing its own position and orientation. To be
compliant with various security regulations, each UAV is
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deployed in a distinct, constantly-fixed height level from the
ground. Therefore, the controllable variables for each UAV
include the position in xy plane and its orientation (yaw).
Overall, the decision vector xi(k) = [x, y, yaw] ∈ R2 × S1,
where S1 indicates the 1-sphere, will denote the decision
variables of ith UAV at kth time-step. The augmented decision
vector for the swarm will be given by the following equation:
x(k) :=
[
x>1 (k), x
>
2 (k), . . . , x
>
n (k)
]>
(1)
The values of the decision vector cannot be set arbitrary,
but they should satisfy a set of operational constraints. More
specifically:
1) the change in controllable variables has a maximum
value, i.e. assuming the following dynamics: xi(k+1) =
xi(k) +u(k+ 1), then |u| ≤ umax , where umax depicts
the moving capabilities of the ith UAV.
2) the UAVs should remain within the operational area
boundaries
3) the UAVs should avoid collisions with all the stationary
(e.g. terrain morphology) and moving obstacles (e.g.
other UAVs).
The previously defined constraints can be, in general, rep-
resented as a system of inequalities:
C (x(k)) ≤ 0 (2)
where C is a set of nonlinear functions of the decision
variables x(k). The analytical form of this function cannot be
known in case of operation inside an unknown/dynamically-
changing environment; however, from the images coming from
the mounted cameras, it can be determined whether a next (in
close vicinity) configuration of decision variables x(k) satisfies
or violates the set of constraints (2).
B. Measurements
After applying the new decision variable xi(k), each UAV
will be able to perceive a part of the operational area. This
perception includes both an RGB IRGBi (k) and a depth
IDEPTHi (k) image
1.
As next step, each IRGBi (k) is fed to a pre-trained Convolu-
tional Neural Network (CNN) [7], having as objective to detect
objects of interest along with the corresponding confidence
levels. The center of mass, in each one of these detected
objects, is extracted by utilizing the formation of the pixels that
lie inside the bounding box of that object. Combining also the
information from the depth image IDEPTHi (k), the dimension
of center of mass is expanded to 3D space. The measurement
vector yi(k) for each ith UAV contains this list of 3D centers
of masses, along with the corresponding confidence levels and
the detected class labels. The swarm measurements’ vector is
comprised as follows:
y(k) :=
[
y>1 (k), y
>
2 (k), . . . , y
>
n (k)
]>
(3)
1It is worth highlighting that, for both the designing of the navigation
algorithm (section III) and evaluation procedure (section IV), we made no
assumptions regarding the sensors’ dynamics, rather we included the received
raw images from the cameras of UAVs.
C. Objective Function
Having projected all these objects in a global 3D frame,
we can now retain only the unique objects, by checking the
distance between the detected objects, in this common 3D
frame. In the case where an object is identified by more than
one UAV, the object with less confidence in its detection is
discarded. By doing so, we want, on one hand, to “force”
UAVs to detect unique objects, and, on the other hand, to
reward UAVs that have achieved to detect objects with a high
level of certainty.
The set B of all uniquely detected objects can be defined as:
B := A\D, where D denotes the set of all the objects detected
more than once. Having calculated the set of unique detected
objects B, we now proceed to the calculation of matrix c:
cij =
{
0 if not detected by the ith UAV
cl otherwise (4)
where cl denotes the confidence level of the j unique object
from set B, as detected by ith UAV.
In a nutshell, the mission objectives of the swarm are
expressed by the following equation:
J¯ (x(k)) =
m∑
j=1
max
i∈{1,2,...,n}
cij (5)
Using standard results from approximation theory [23], we
introduce a twice differentiable function:
J (x(k)) of class C1 (6)
that can approximate with arbitrary accuracy the discontinuous
J¯ (x(k))2.
By maximizing of the above objective function, the swarm
is “forced” to form configurations that not only detect as many
unique objects as possible, but also to achieve the highest
possible values of the confidence levels and, therefore, to
increase the overall situational awareness.
D. Optimization Problem
Given the mathematical description presented above, the
problem of choosing the decision variables online for a multi-
UAV system, so as to increase the quantity and the quality
of the uniquely detected objects, can be described as the
following constrained optimization problem:
maximize (6)
subject to (2) (7)
The above optimization problem (7) cannot be tackled with
traditional gradient-based algorithms [24], mainly because the
explicit forms for the functions J and C are not available.
To make matters worse, jointly optimizing a function over
multiple UAVs (n), each of which with multiple decision
variables, can incur excessively high computational cost.
2It is worth stressing that this objective function is only utilized to analyze
the convergence of the proposed algorithm, therefore, its form is not needed
in the implementation procedure. Apparently, any optimum of J¯ (x(k)) is
also an optimum in J (x(k)).
4 IEEE ROBOTICS AND AUTOMATION LETTERS. PREPRINT VERSION. ACCEPTED 8 JUNE, 2020
Fig. 2: Flowchart of the overall navigation scheme
III. NAVIGATION ALGORITHM
To appropriately tackle the aforementioned challenges, and
to be able to solve the optimization problem of (7), the
following navigation algorithm is proposed. An outline of the
proposed navigation scheme is illustrated in Fig. 2. Overall,
the procedure is divided into two distinct parts:
A. Global coordination
Algorithm 1 outlines the pseudo-code of this first part.
Conceptually, this algorithm calculates the contribution of each
UAV to the accomplishment of the overall mission objectives
(5).
Algorithm 1 Calculate UAVs’ contributions
Input: x(k), y(k)
Output: ∆(k)
1: k ← J (x(k)) (5) . Update system’s objective function
2: for each i ∈ {1, 2, . . . , n} do
3:
∆i(k)←
k − J
(
[. . . , xi−1(k), xi(k − 1), xi+1(k) . . . ]
)
‖xi(k)− xi(k − 1)‖
. Approximation of ∆x
>
i
‖∆xi‖
∂J (k)
∂xi
4: end for
In line 1, and following the computation scheme of
section II-C, the global objective function index k is
calculated utilizing all the collected images from all the
UAVs at the k time-step. Then, for each UAV, we cal-
culate again the objective function, but only this time for
the ith UAV are used the measurements from the pre-
vious time-step J
(
[. . . , xi−1(k), xi(k − 1), xi+1(k) . . . ]
)
.
Although this would be a “new” UAVs’ configuration[
. . . , x>i−1(k), x
>
i (k − 1), x>i+1(k), . . .
]
, no new movements
are required, as all the images from this configuration have
already be acquired from the k and k − 1 time-steps. Finally,
line 3 presents the calculation of ∆i(k), which is the result
from subtracting this previously calculated term from the
system’s objective function index k, divided by the norm of
variation in the decision variables ‖xi(k)− xi(k − 1)‖ (where
‖·‖ denotes the Euclidean distance). All in all, ∆i(k) carries
information of ∂J (k)∂xi , which, of course, cannot be derived
analytically, as the algebraic form that relates the monitoring
positions of the UAVs (1) and the objective function (5) is
environment/dynamics-dependent and generally not available.
B. Distributed decision
Each ∆i(k) is dispatched to the ith UAV, and, from this
step and after, all calculations are performed locally, building
a system that i) is resilient to UAV failures, ii) does not
require any other global coordination, and ii) all the decision
variables’ updates are made in a (parallel) distributed fashion.
The pseudo-code for the update on the monitoring position of
each UAV based on the ∆i(k) is given in Algorithm 2.
Algorithm 2 Decision making on the ith UAV
Input:∆i(k)
Output: x>i (k + 1)
Hyperparameters: φi, T (k), m, and α(k)
1: Ji(k)← Ji(k − 1) + ∆i(k) . Local optimization
2: Ji(k + 1) ≈ Jˆi(k + 1) = θ>i (k)φi
(
xi(k)
)
. Construct a
LIP polynomial estimator
3: θ∗i ← argminθ
∑k
`=k−T (k)
(
θ>φi
(
xi(`)
)− Ji(`))2 .
Solve least-squares optimization problem
4: δx
(1)
i (k), δx
(2)
i (k), . . . , δx
(m)
i (k) . Generate randomly a
set of m candidate perturbations
5: exclude the ones that violate (2)
6: j∗ ← argmaxj=1,...,m θ∗>i φi
(
xi(k) + α(k)δx
(j)
i (k)
)
. Find the perturbation that maximizes the previously
constructed estimator
7: xi(k + 1)← xi(k) + α(k)δx(j
∗)
i (k) . Update the
decision variables of the ith UAV
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In line 1, we update the value of the local objective function
Ji(k) to evaluate the previously executed command xi(k).
Ji(k) encapsulates only the elements that affect the perfor-
mance of (5) for the ith UAV, considering the monitoring po-
sitions of all the other UAVs as part of the problem to be solved
(system’s dynamics). In lines 2 & 3, we construct a Linear-
In-the-Parameters estimator, T (k) denotes the variable length
of estimation window, to approximate the evolution of the ith
sub-cost function Ji(k). As a next step (lines 4-5), we generate
randomly a set of m perturbations δxi, around the current
monitoring position, respecting the operational constraints (2).
Having built an estimator for Ji(k), we are now in the position
to evaluate numerically – without the need to physically exe-
cute the movement – all these valid next candidate monitoring
positions, xji (k) = xi(k)+α(k)δx
j
i (k), ∀j ∈ {1, . . . ,m} (line
6)3. The updated monitoring position xi(k+1) is the candidate
that maximizes the previously constructed estimator Jˆi (line
7).
C. Convergence
In a nutshell, at each time-step, Algorithm 1 is applied
to calculate the contribution vector ∆(k) and then, in a
distributed fashion, Algorithm 2 is applied, as many times
as the number of UAVs, to update the decision variables
xi(k + 1), ∀i ∈ {1, 2, . . . , n}.
Remark 1: From the definition of the term ∆i(k), we have
that
∆i(k) =
J (x(k))− J (. . . , xi−1(k), xi(k − 1), xi+1(k), . . .)
‖∆xi(k)‖
(8)
where J (x(k)) = J (. . . , xi−1(k), xi(k), xi+1(k) . . .) and
∆xi(k) = xi(k) − xi(k − 1). Thus, by employing Taylor
approximation arguments, see e.g. Lemma 7 of [25], we have
that
∆i(k) =
∆x>i (k)
‖∆xi(k)‖
∂J (k)
∂xi
(k) +O (‖∆xi(k)‖) (9)
where the term O (‖∆xi(k))‖) stands for the error introduced,
due to the fact the difference between two consecutive moni-
toring positions is not negligible. Therefore as the difference
between the xi(k − 1) and xi(k) gets smaller (definition of
α(k)), ∆i will better approximate the term
∆x>i (k)
‖∆xi(k)‖
∂J (k)
∂xi
(k).
Remark 2: As shown in [25], [26], the decision-making
scheme implemented in each UAV (Algorithm 2) guarantees
that If m ≥ 2 × dim (xi), the vector φ satisfies the universal
approximation property [27] and the functions Ji and C are
continuous with continuous first derivative, then the update
rule of xi (Algorithm 2, line 7) is equivalent to
∆xi(k) = γ(k)
∂J (k)
∂xi
(k) + (k) (10)
where γ(k) is a positive scalar quantity that depends on the
choice of α. As it was shown in [25], [26] the term (k)
3α(k) is a positive function chosen to be either a constant positive
function or a time-descending function satisfying α(k) > 0,
∑∞
k=0 α(k) =∞,∑∞k=0 α(k)2 < ∞. For more details regarding the form and tuning of
φi, T (k), m, and α(k) please check [14], [25], [26]
equals α(k)×ν, where ν being an approximation error due to
presence of LIP polynomial estimator. Since α(k) converges
to zero, (k) will be vanished as well.
Theorem 1: The local convergence of the proposed algo-
rithm can be guaranteed in the general case where the system’s
cost function J and each UAV’s contribution Ji are non-
convex, non-smooth functions.
sketch of the proof: Substituting equation 10 to 9 we obtain
∆i(k) =
γ(k)
‖∆xi(k)‖
∥∥∥∥∂J (k)∂xi (k)
∥∥∥∥+O (‖∆xi(k)‖) ¯(k) (11)
where ¯(k) is an O((k)) term and, thus, it converges asymp-
totically to zero. From equations 11 and 8 and the fact that
limt7→∞∆xi(k) = 0 (due to the use of the term α(k)), we can
establish that Algorithm 2 guarantees convergence to a local
optimum of Ji, i.e., that it guarantees that xi will converge to
its locally optimum value, that satisfies
∂J (x1, . . . , xi−1, w, xi+1, . . . , xn)
∂w
= 0
subject to (2) and therefore, the proposed algorithm approx-
imates the behavior of the block coordinate descent (BCD)
[28, Algorithm 1] family of approaches. Following the proof
described in [29, Proposition 2.7.1], it is straightforward to see
that if the maximum with respect to each block of variables is
unique, then any accumulation point of the sequence {x(k)}
generated by the BCD methodology is also a stationary point.
IV. EVALUATION RESULTS
A. Implementation details
AirSim platform [22] was utilized to evaluate the proposed
algorithm. AirSim is an open-source, cross-platform, simulator
for drones, cars and more that supports hardware-in-loop
with popular flight controllers for physically and visually
realistic simulations. All the experiments were carried out in
the CityEnv of the aforementioned simulator, which is a vast,
realistic environment that simulates both the static structures
and the highly non-linear and dynamic behavior of the moving
assets (e.g. cars, trucks, pedestrians, etc.).
The swarm consists of simulated multirotor UAVs in-
stantiated with the AirSim built-in flight controller (called
simple flight) and equipped with stationary cameras. Each
stationary camera is located at the front and rotated downwards
45o on the pitch axis. Each UAV can move inside the xy plane
of the previously defined operational area and also has a 360o
yaw movement, i.e. the controllable variables as defined in
(1). The operational height of the first UAV is at 14m from
the ground, while each additional UAV is deployed at a height
0.5m higher than the previous one. The maximum step-size
(Algorithm 2, line 7) was set to be 3.5m for the movement
inside xy plane and 10o for the yaw rotation.
The calculation of detected objects, in each one of the
received RGB images of the UAVs (subsection II-C), was
achieved by employing YOLOv3 [7] detector pretrained on
COCO dataset [30]. YOLOv3 is indeed a state-of-the-art
object detector capable of producing reliable predictions in
real-time, however, it has not been trained for data coming
from a simulator, nor for top-view images (typical UAV’s
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(a) Area #1 (b) Area #2 (c) Area #3
Fig. 3: Operational areas: (a) Airsim central roundabout, (b)
Office complex neighborhood, (c) Semi-urban region
images.). Although this unsuitability of the object detector
caused several problems (e.g. objects completely missed if
they were observed from different angles, radical changes
in the confidence levels of detected objects caused by slight
changes in the pose of the UAV, etc.) in the evaluation of the
UAVs’ configuration, we chose to apply the object detector “as
is”, to highlight that the proposed navigation algorithm does
not utilize any information related to these choices, therefore
it is modular with respect to alternative systems.
The hyperparameters and variables of algorithm 2 chosen so
as: i) φi to be a 3rd degree polynomial, ii) constant estimator’s
time winows of T (k) = 30 ∀k, iii) m = 40 perturbations to
be evaluated on the estimator, and, iv) α(k) = 1.1− k300 .
B. Performance on different operational areas
Initially, we investigate the performance of the proposed
navigation algorithm in 3 different terrains as depicted in Fig.
3. The first operational area (Fig. 3a) is defined on top of
the “central” roundabout of the environment. The UAVs were
allowed to move inside a circle centered at the center of the
roundabout and with a radius of 70m, covering an area of
15393.8m2. Area #2 (Fig. 3b) is defined as a polygon above
an office complex with a total area of 37892.3m2. Finally,
area #3 (Fig. 3b) was selected to be on top of a semi-urban
area having a total area of 56894.9m2.
In each one of the above described areas we performed 40
experiments with randomly selected starting positions for a
swarm of 4 UAVs. The performance for each one of these areas
is depicted in Fig. 4. A direct comparison between the results
on these different areas is not valid as the size, geometry of the
operational area and the structure of road network are not the
same. Nevertheless, by examining the results in these divergent
set-ups, it is evidently that the proposed navigation algorithm
is able to guide the swarm to a acceptable configuration
extremely fast, i.e. within only 50 time-steps. Also, in the
majority of the cases it had converged to the final configuration
around the time-step 200. In the remaining subsections we
focus the experimental validation on the first area (Fig. 3a),
presenting an in-depth performance analysis.
C. Performance Comparison With Centralized Semi-
Exhaustive Search
Before continuing with the analysis of the evaluation results,
let us define an algorithm that has little practical value,
Fig. 4: Convergence analysis on the terrains of figure 3
Fig. 5: Performance comparison between the proposed algo-
rithm and the centralized, semi-exhaustive search
however, its achieved performance can provide us with valu-
able insights, when compared with the proposed navigation
algorithm. This algorithm is a centralized, semi-exhaustive
methodology that works as follows: At each time-step, first,
it generates a subset (semi-exhaustive) of candidate UAVs’
configurations (centralized) out of all possible ones. Then, all
these candidates are evaluated on the AirSim platform, i.e.
the UAVs have to actually reach that candidate monitoring
positions, and, for each one of them, is calculated also the
objective function (following the computation scheme from
subsection II-C). Finally, the next configuration for the swarm
is the candidate maximizes the objective function value. This
procedure is repeated for every time-step of the experiment.
As the number of candidate UAVs’ configurations (that
are evaluated) increases, the performance of this algorithm
will approximate the best possible one. The biggest asset
of this approach, to be able to evaluate configurations of
UAVs before deciding about their next movement, is also its
major disadvantage, as it renders this decision-making scheme
unfeasible and unsuitable for any kind of real-life applications.
Fig. 5 presents a comparison study between the semi-
exhaustive search and the proposed algorithm. 4 UAVs were
deployed in the same operational area as defined in Fig.
3a. For both algorithms, the experiment lasted 300 time-
steps, where the maximum step-size was as defined in the
KOUTRAS et al.: AUTONOMOUSLY INCREASE THE SITUATIONAL AWARENESS IN A MULTI-UAV SYSTEM 7
Fig. 6: Equipotential lines of final monitoring positions of the
UAVs
2nd paragraph of section IV. The semi-exhaustive algorithm
evaluated 60 different UAVs’ configurations before deciding
about the next monitoring position. The proposed algorithm
was capable of producing a similar behavior with the semi-
exhaustive algorithm, having almost the same convergence
rate. The final converged value (average value after 150
time-steps) was 47.64 for the proposed algorithm and 50.97
for the semi-exhaustive algorithm. All in all, this analysis
highlights that the proposed algorithm is capable of achieving
a performance that is equivalent to having the “luxury” to spare
60 different combinations of UAVs, before deciding about the
next configuration of the swarm.
D. Areas of Convergence
Fig. 6 visualizes the density distribution of the converged
final positions (100 last positions × 40 experiments) with
equipotential lines, again as derived by the proposed algorithm.
A straightforward outcome is that the proposed navigation
scheme is consistent with respect to the final monitoring
positions, as it forms 4 spatially restricted, distinct clusters
(one for each UAV). Examining the locations of these 4
clusters, with respect to the geometry of the operational area,
we can see that all these clusters are close to a crossroad,
where the traffic is usually higher. Finally, the centers of these
clusters are strategically placed to able to detect objects from
multiple road-parts, from a single monitoring position with
fixed orientation (correlation with Fig. 1).
E. Scale Up Study
We close this analysis by conducting a comparison study on
the number of UAVs deployed for the monitoring mission. For
this reason, we retained the same simulation environment as
before, and we deployed swarms from 2 and up to 6 UAVs. To
average out the effect of random formation/flow of the traffic in
the AirSim platform, for each different configuration, a series
of 20 experiments was performed. Fig. 7 and 8 summarize the
results of such evaluation.
Fig. 7 depicts the evolution of the objective function over the
horizon of the experiment, focusing on the rate of convergence
Fig. 7: Evolution of the objective function (average & corre-
sponding standard deviation) for different swarm sizes
Fig. 8: Comparison study on the achieved score for different
swarm sizes
and the deviation around the average performance. For each
scenario, the thick colored lines stand for the evolution of
the average value, whilst the transparent surfaces around them
correspond to the standard deviation. Fig. 8 is a violin diagram
of the last 100 values (from where no improvement is foreseen,
see Fig. 7) of the objective function, for each swarm size. The
actual values are depicted with the black points and the colored
surface around each cluster is a distribution of the density.
Overall, when the number of UAVs inside the swarm is
increased, the achieved value of the objective function will
increase too. However, this does not mean necessarily that
the configurations with higher number of UAVs observe more
objects of interest explicitly. It is possible for two configura-
tions of UAVs to monitor more or less the same number of
objects of interest. However, in one of them, the redundancy
in terms of UAVs, enables the monitoring (detection) with
higher confidence levels. This fine-grained evaluation of the
monitoring positions of the UAVs is achieved by the designing
of the objective function (section II-C). By examining the
performance of each configuration, on one hand, 2 UAVs
cannot be informative enough, as only two captures of the
environment are insufficient for such a large area. On the other
hand, adding more than 5 UAVs, hardly provides a significant
improvement, as the overall performance seems to saturate. On
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top of that, there are several cases, where configurations with
5 UAVs outperformed ones with 6 (Fig. 7, deviation around
the thick yellow line). The causality behind this phenomenon
was the fact that the plethora of UAVs led one (or more) UAV
to get “trapped” among others, and therefore, not contributing
to the overall monitoring task.
V. CONCLUSIONS
A semi-distributed algorithm for optimizing the monitoring
positions for a swarm of UAVs to increase the overall situa-
tional awareness has been proposed. A fine-grained analysis
of the different components of the algorithm revealed that it
shares the same convergence characteristics as those of BCD
algorithms. One of the fundamental elements of this proposed
algorithm is the fact that it is not specifically tailored to
the dynamics of either UAVs or the environment, instead, it
learns, from the real-time images, exactly the most effective
formations of the swarm for the underlying monitoring task.
Moreover, and to be able to evaluate at each iteration the
swarm formation, images from the UAVs are fed to a novel
computation scheme that assigns a single scalar score, tak-
ing into consideration the number and quality of all unique
objects of interest. An extensive evaluation testing on the
realistic AirSim platform along with a comparison with a semi-
exhaustive methodology proved the efficiency of the proposed
approach. Future work includes the transition to a completely
decentralized algorithm, where each UAV decides about its
local controllable variables having as ultimate objective to
maximize an estimation of the system’s objection function [31]
and to apply the aforementioned methodology in a real-world
set-up.
VI. ACKNOWLEDGMENT
We gratefully acknowledge the support of NVIDIA Corpo-
ration with the donation of the Titan V GPU used for this
research.
REFERENCES
[1] H. Sarbazi-Azad, Advances in GPU Research and Practice. Morgan
Kaufmann, 2016.
[2] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” nature, vol. 521,
no. 7553, pp. 436–444, 2015.
[3] V. Mnih, K. Kavukcuoglu, D. Silver, A. Graves, I. Antonoglou, D. Wier-
stra, and M. Riedmiller, “Playing atari with deep reinforcement learn-
ing,” arXiv preprint arXiv:1312.5602, 2013.
[4] D. Silver, T. Hubert, J. Schrittwieser, I. Antonoglou, M. Lai, A. Guez,
M. Lanctot, L. Sifre, D. Kumaran, T. Graepel, T. Lillicrap, K. Simonyan,
and D. Hassabis, “A general reinforcement learning algorithm that
masters chess, shogi, and go through self-play,” Science, vol. 362, no.
6419, pp. 1140–1144, 2018.
[5] J. Han, D. Zhang, G. Cheng, N. Liu, and D. Xu, “Advanced deep-
learning techniques for salient and category-specific object detection: a
survey,” IEEE Signal Processing Magazine, vol. 35, no. 1, pp. 84–100,
2018.
[6] S. Ren, K. He, R. Girshick, and J. Sun, “Faster r-cnn: Towards real-time
object detection with region proposal networks,” in Advances in neural
information processing systems, 2015, pp. 91–99.
[7] J. Redmon and A. Farhadi, “Yolov3: An incremental improvement,”
arXiv, 2018.
[8] T.-Y. Lin, P. Dolla´r, R. Girshick, K. He, B. Hariharan, and S. Belongie,
“Feature pyramid networks for object detection,” in Proceedings of the
IEEE conference on computer vision and pattern recognition, 2017, pp.
2117–2125.
[9] G.-S. Xia, X. Bai, J. Ding, Z. Zhu, S. Belongie, J. Luo, M. Datcu,
M. Pelillo, and L. Zhang, “Dota: A large-scale dataset for object
detection in aerial images,” in Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, 2018, pp. 3974–3983.
[10] Y. Bazi and F. Melgani, “Convolutional svm networks for object
detection in uav imagery,” Ieee transactions on geoscience and remote
sensing, vol. 56, no. 6, pp. 3107–3118, 2018.
[11] J. Gu, T. Su, Q. Wang, X. Du, and M. Guizani, “Multiple moving
targets surveillance based on a cooperative network for multi-uav,” IEEE
Communications Magazine, vol. 56, no. 4, pp. 82–89, 2018.
[12] L. Doitsidis, A. Renzaglia, S. Weiss, E. Kosmatopoulos, D. Scaramuzza,
and R. Siegwart, “3d surveillance coverage using maps extracted by a
monocular slam algorithm,” in 2011 IEEE/RSJ International Conference
on Intelligent Robots and Systems. IEEE, 2011, pp. 1661–1667.
[13] I. I. Hussein, K. J. DeMars, C. Fru¨h, R. S. Erwin, and M. K. Jah, “An
aegis-fisst integrated detection and tracking approach to space situational
awareness,” in 2012 15th International Conference on Information
Fusion. IEEE, 2012, pp. 2065–2072.
[14] A. C. Kapoutsis, S. A. Chatzichristofis, and E. B. Kosmatopoulos, “A
distributed, plug-n-play algorithm for multi-robot applications with a
priori non-computable objective functions,” The International Journal
of Robotics Research, vol. 38, no. 7, pp. 813–832, 2019.
[15] S. Kamijo, Y. Matsushita, K. Ikeuchi, and M. Sakauchi, “Traffic mon-
itoring and accident detection at intersections,” IEEE transactions on
Intelligent transportation systems, vol. 1, no. 2, pp. 108–118, 2000.
[16] A. R. Girard, A. S. Howell, and J. K. Hedrick, “Border patrol and
surveillance missions using multiple unmanned air vehicles,” in 2004
43rd IEEE Conference on Decision and Control (CDC)(IEEE Cat. No.
04CH37601), vol. 1. IEEE, 2004, pp. 620–625.
[17] N. H. Motlagh, M. Bagaa, and T. Taleb, “Uav-based iot platform: A
crowd surveillance use case,” IEEE Communications Magazine, vol. 55,
no. 2, pp. 128–134, 2017.
[18] J. Scherer, S. Yahyanejad, S. Hayat, E. Yanmaz, T. Andre, A. Khan,
V. Vukadinovic, C. Bettstetter, H. Hellwagner, and B. Rinner, “An
autonomous multi-uav system for search and rescue,” in Proceedings
of the First Workshop on Micro Aerial Vehicle Networks, Systems, and
Applications for Civilian Use. ACM, 2015, pp. 33–38.
[19] A. Schumann, L. Sommer, J. Klatte, T. Schuchert, and J. Beyerer, “Deep
cross-domain flying object classification for robust uav detection,” in
2017 14th IEEE International Conference on Advanced Video and Signal
Based Surveillance (AVSS). IEEE, 2017, pp. 1–6.
[20] T. Tang, Z. Deng, S. Zhou, L. Lei, and H. Zou, “Fast vehicle detection
in uav images,” in 2017 International Workshop on Remote Sensing with
Intelligent Processing (RSIP). IEEE, 2017, pp. 1–5.
[21] A. C. Kapoutsis, S. A. Chatzichristofis, and E. B. Kosmatopoulos, “Darp:
Divide areas algorithm for optimal multi-robot coverage path planning,”
Journal of Intelligent & Robotic Systems, vol. 86, no. 3, p. 663680,
2017.
[22] S. Shah, D. Dey, C. Lovett, and A. Kapoor, “Airsim: High-fidelity visual
and physical simulation for autonomous vehicles,” in Field and Service
Robotics, 2017. [Online]. Available: https://arxiv.org/abs/1705.05065
[23] D. P. Bertsekas, “Nondifferentiable optimization via approximation,” in
Nondifferentiable optimization. Springer, 1975, pp. 1–25.
[24] Y. Nesterov, “Gradient methods for minimizing composite objective
function,” UCL, Tech. Rep., 2007.
[25] E. B. Kosmatopoulos, “An adaptive optimization scheme with satisfac-
tory transient performance,” Automatica, vol. 45, no. 3, pp. 716–723,
2009.
[26] E. B. Kosmatopoulos and A. Kouvelas, “Large scale nonlinear control
system fine-tuning through learning,” IEEE Transactions on Neural
Networks, vol. 20, no. 6, pp. 1009–1023, 2009.
[27] M. H. Hassoun et al., Fundamentals of artificial neural networks. MIT
press, 1995.
[28] S. J. Wright, “Coordinate descent algorithms,” Mathematical Program-
ming, vol. 151, no. 1, pp. 3–34, 2015.
[29] D. P. Bertsekas, Nonlinear programming. Athena scientific Belmont,
1999.
[30] T.-Y. Lin, M. Maire, S. Belongie, J. Hays, P. Perona, D. Ramanan,
P. Dolla´r, and C. L. Zitnick, “Microsoft coco: Common objects in
context,” in European conference on computer vision. Springer, 2014,
pp. 740–755.
[31] J. Corte´s, “Distributed algorithms for reaching consensus on general
functions,” Automatica, vol. 44, no. 3, pp. 726–737, 2008.
