Data envelopment analysis (DEA) provides an optimization methodology for deriving an efficiency score for each member of a set of peer decision-making units. Under the original DEA model it was assumed that there is constant returns to scale (CRS). This idea was later extended to the more general case that allowed for variable returns to scale (VRS). In both of these structures, it is assumed that the returns to scale (RTS) classification, consistent with the classical definition, applies to the entire (input, output) bundle. In many settings it can be the case that the output bundle can be separated into distinct subsets or business units wherein an RTS-type behavior may be different for one subgroup than for another. We refer to such situations as involving multiple variable proportionality (MVP). Examples of MVP can occur when there are different product subgroupings in a company, different wards in hospitals, different programs in a university, and so on. Identification of such differential behavior can provide management with important insights regarding the most productive proportionality size (MPPS) in each of those subgroups. In the current paper we introduce DEA-based tools that address those situations where MVP exists.
Introduction
The original DEA model of Charnes, Cooper, and Rhodes (1978) (CCR) provides a means for creating a relative efficiency score for each of a set of peer decision-making units (DMUs). In the CCR context, it is assumed that there are constant returns to scale (CRS). In a later paper by Banker et al. (1984) , a more general model was presented that allowed for variable returns to scale (VRS). In both of these structures, and in keeping with classical economic understanding, it is assumed that the returns to scale (RTS) classification applies to the entire (input, output) bundle.
In many settings it can be the case that the output bundle in a DEA setting can be separated into distinct subgroups, wherein the "RTS"-type behavior may be different for one subgroup than for another. Consider the example where the DMUs are companies in a particular segment of the bus and shuttle industry, and where distinct business units are present. A number of such companies exist in North America, particularly in large urban centers. One such business unit for a number of these companies is the provision of transport services to the disabled and/or elderly travelers, requiring that vehicles be equipped to handle wheelchairs and walkers. Early entrants to this "special needs" market acquired a respectable portion of the business and are now in a mature state. In recent times those mature companies have looked to diversify their portfolios, particularly those with significant investments in underutilized fleets of vehicles. One particular business opportunity that has emerged and is growing rapidly is the airline and rail crew business. Airlines and rail companies often enter into contracts with transportation providers that agree to transport crews from home (or hotel) to work and return. Another business segment often found among such transportation providers is network administration, which involves the managing of the schedules of vehicles owned and operated by other companies.
Using this setting as a backdrop, one can view each of the transportation providers, the DMUs, as being in several businesses at the same time special needs transport, crew transport, network administration, etc. These business units often share resources such as management time, vehicles, and drivers. In such environments, it is in the interest of the individual company to have a sense as to its performance in each of its business units, relative to its peers. It can be the case that a given bus company i 1 may specialize in one business unit, e.g., servicing special needs clientele, whereas having only a minor involvement in other lines such as crew transport. For another company i 2 , the opposite may be true. If one were to evaluate the set of bus companies on only factors/outputs pertaining to the special needs transport part of the business (relative to the share of the particular inputs that influence that business unit), i 1 may well be classified as being benchmarked against a reference point on the portion of the empirically estimated frontier that is in the decreasing returns to scale (DRS) region, whereas i 2 , with its marginal involvement in this specific business unit, could be classified as being benchmarked against the increasing returns to scale (IRS) region of the frontier. If one were to reevaluate the DMUs in terms of the crew transport business unit, it can turn out that i 1 , with its marginal performance there, will be benchmarked against the IRS, whereas i 2 has its efficient peers on the DRS region of the frontier.
Before proceeding, we point out again that the classical definition of RTS in the pure economic sense is that it is a frontier property relating to " changes in outputs subsequent to proportional changes in all inputs (where all inputs change by a constant factor)" (Eatwell 1987, p. 165) . In keeping with this definition, we shall henceforth refer to situations involving subgroup-level RTS, and where we assume variable returns to scale, as exhibiting multiple variable proportionality (MVP). A somewhat related situation is considered by Podinovski (2004) . His hybrid returns to scale (HRS) methodology is designed for situations in which one can have disjoint subsets of inputs and outputs where fixed proportionality exists. Specifically, his approach applies to those settings in which a subset of outputs and a subset of inputs can be identified wherein those identified outputs are proportional to the identified inputs. The CRS technology is then assumed to characterize the relationship between these identified subsets, with the VRS technology applying to the remaining inputs and outputs, with the argument that the precise relationship there is unknown. Although Podinovski does not explicitly say that this idea could be expanded to multiple proportional subsets, it would appear that his approach may carry over to that more general case.
In the discussion to follow we shall, as a convention, use the generic term "subgroup" to denote a (output subgroup, input subgroup) bundle, and the term "output subgroup" to denote the "output" component of this pair.
Identification of subgroup-specific behavior can provide management with important insights regarding the most productive proportionality size (MPPS) in each of its subgroups. This idea was alluded to earlier in Cook and Green (2004) , where the objective was to identify the core business subgroups of manufactured products for each DMU. There, the concept was to create a mechanism for selecting which products should be manufactured in which firms. In the present paper, we contend that a more clear understanding of subgroup-specific behavior may facilitate resource redistribution among those subgroups within each DMU. In the case of the bus companies described above, for example, this might mean shifting portions of fleets and drivers from one business unit to another. Arguably, those subgroups that are evaluated against the decreasing proportionality (DPRO) part of the frontier may be ones that management would consider scaling back, whereas those evaluated against the increasing proportionality (IPRO) portion of the frontier may be candidates for injection of resources freed up through cutbacks in the DPRO-benchmarked subgroups.
At the very least, subgroup-level information can identify which parts of the business unit would, if projected to the frontier, be beyond their MPPS, and which would not yet have achieved this status.
In earlier work by Cook et al. (2000) and Cook and Hababou (2001) , the idea of multi-subgroup analysis was examined. In that setting, a model structure was given that accommodates both dedicated and shared inputs. A CRS structure was presented there; hence, provision for VRS did not arise. If one did, however, look at the same model as given by Cook et al. (2000) and Cook and Hababou (2001) but allow for VRS, it would turn out that only an overall RTS classification (not subgroup-specific measures) would result.
In the current paper we introduce DEA-based tools that address those situations where different subgroups of outputs experience different impacts relative to proportional changes in the bundle of related inputs. First, in §2 we briefly describe a problem setting relating to bank branch efficiency, wherein outputs fall into natural subgroups. Section 3 then examines three types of situations: (1) where outputs fall into disjoint subgroups and all inputs can be split or shared across output subgroups; (2) where there is overlap among output subgroups; and (3) where some inputs may not be separable. Extensions of the conventional DEA methodology are then presented that capture the resulting MVP measures corresponding to the identified subgroups. Section 4 applies the new methodologies to the described bank branch setting and compares the results to those that would arise from the standard VRS analysis. Discussion and conclusions follow in §5.
Multiple Variable Proportionality in Bank Branch Efficiency Analysis
The study of performance within banks has been the focus of considerable research over the past three decades. One of the earliest studies due to Sherman and Gold (1985) was directed specifically at the branch level, and used DEA as the tool for capturing efficiency. Numerous similar studies have followed, including those by Parkan (1987) , Oral and Yolalan (1990) , Schaffnit et al. (1997) , Cook et al. (2000) , Cook and Hababou (2001) and others. Such studies typically concentrate on performance in either an operational or profitability sense. To date, studies of branch performance tend to concentrate on obtaining a single measure of efficiency for each decision-making unit (DMU), namely the entire branch. As indicated above, in the earlier study of Cook et al. (2000) , Cook and Hababou (2001 ) the concept of subgroup-level analyses in a CRS setting was presented. Herein, we focus on operational performance, and from an input-oriented point of view. This orientation is common in bank branch studies because inputs are generally controllable (various categories of staff, and other maintenance and operating resources), whereas outputs such as numbers of customers served, hence numbers of transactions, are very much a function of branch location and other demographics, and therefore not directly controllable.
Operations Research 59(4), pp. 1024-1032, © 2011 INFORMS Branch activities are assumed to be made up of three types, namely, (1) those that pertain to customer service or counter transactions, (2) those that involve the sale of financial services products, and (3) those that are a part of both functions, and may be a by-product or consequence of those functions. With service activities (deposits, withdrawals, etc.), resource usage can generally be linked to the specific financial services products. For example, much of a teller's time is spent servicing customer transactions that are related to specific products. The specifications for those products and the related service requirements are well defined. Moreover, reasonably accurate estimates of service times per unit of output of a product are generally available via time studies. In the case of the sales component, one must view activities as consisting of direct "volumerelated" work (e.g., completion of the paper work for given product) as well as work not related to any specific product, such as doing portfolio reviews. Finally, regarding the third class of variables, quality of service at the branch can be viewed as being an expression (by the customer) of the overall experience at the hands of branch staff. To some extent, this factor is a consequence of the activities taking place under the other two categories, but at the same time can be viewed as a separate outcome that branch management is interested in identifying and evaluating. If one branch can achieve a high quality rating, one would expect that other branches could do the same if they use the same level of resources. Such a quality index is used in Sherman and Zhu (2006) . If a DMU is already on the IRS frontier, to move to the MPSS, this DMU will have to increase both inputs and quality outputs.
In the previous work by Cook et al. (2000) and Cook and Hababou (2001) , models were developed for deriving both subgroup-specific performance measures and an overall measure for the branch. The complexity addressed by that model had to do with the fact that resources were shared between the two components. The analysis there assumed that the same returns to scale technology (CRS in that case) applied equally to both subgroups. In the current paper we develop DEA-based models that permit subgroupspecific considerations.
Modeling Multiple Variable Proportionality
Consider a problem setting in which n decision-making units are to be evaluated in terms of R outputs and I discretionary inputs. Let Y j = y rj and X j = x ij denote the R-dimensional output bundle and I-dimensional input bundle, respectively. The conventional VRS DEA model due to Banker et al. (1984) is given by 
Recall that in this model the sign of the unrestricted variable u o captures the returns to scale status of (or more correctly, the frontier projection of) that DMU, namely, increasing, constant, and decreasing RTS are signaled by u o taking on negative, zero, and positive values, respectively.
In this paper we are interested in evaluating efficiency wherein outputs fall into distinct subgroups. Two situations appear to prevail in regard to outputs: (1) those where all outputs fall into disjoint subgroups, and (2) those where some of the outputs are global in that they may belong to more than one of the subgroups. The problem setting described in §2 above regarding sales and service transactions in bank branches captures the type (1) situation. An example of an output of the second type would be the quality rating applied to branches. Such ratings are generally based upon customer surveys and provide an evaluation of the overall impression of the quality of both service and sales functions of the branch. Generally, it is difficult for the customer to provide both "service" and a "sales" ratings, in that these two classifications become mixed. Hence, the quality rating can be viewed as a shared output in terms of its relation to the two branch components.
On the input side there are, as well, two possible settings, namely, those where all inputs are shared and can be split out across the output subgroups, and those where some of the inputs cannot be conveniently split up and allocated to the output subgroups.
Below we develop DEA methodologies to deal with these various situations.
Disjoint Output Groupings and Separable Inputs
Assume that the R outputs can be organized into K disjoint subgroups R 1 R 2 R K . Define K unrestricted variables u 1 u K that will be used to model the identified subgroups in a VRS sense, and let the variable kij denote the proportion of input x ij to be dedicated to the creation of subgroup k outputs. We point out that kij will be considered herein as decision variables, to be determined by the optimization described below. In case a given input i o is dedicated explicitly to the outputs in a particular subgroup k o , one may restrict the corresponding k o i o j to be unity, meaning that for all other k, ki o j = 0. In some situations it can be the case that the proportion of a given input, for example, service staff allocated to a particular subgroup of outputs such as sales is a known quantity or can be accurately estimated. In this instance the corresponding kij can be treated as constants. In the bank branch setting some staff have flexible routines that vary over time; hence, the proportions kij are generally not predictable. Some portion of the activity involving the sales function, for example, will be carried out on an ad hoc basis by service staff, depending on the workload at the counter at any given time.
If one wishes to evaluate the performance of the kth subgroup of the set of DMUs (and assuming for the moment that the kij are known values), the appropriate VRS model is given by
Now, let us suppose that the proportions kij are unknown and are to be treated as decision variables. In this situation, the problem of identifying the proportionality status of the kth output subgroup (for a given DMU) may be thought of as comprising two stages. In stage 1 we derive appropriate values for the (unknown) kij , and in so doing define the amounts of the shared resources that the kth subgroup of DMU j is entitled to claim. In stage 2, we solve (2) for each k, using those derived kij values. In the spirit of DEA, and to simplify notation, we treat the proportionality variables as being at the discretion of each DMU, as is the case for the u r and i . Hence, we drop the j subscript and let the K proportions ki denote the appropriate split of resource i across the K subgroups of outputs, as viewed from the perspective of DMUo.
To facilitate stage 1, namely, selecting values for the splitting variables kij , we propose that one reasonable definition of what might be considered as "appropriate" ki values is those arising from optimizing the overall efficiency score for each DMUo. To derive an overall or aggregate measure of performance of a given DMUo, it is useful to express it as a weighted average of the efficiency ratios for the K subgroups. Specifically, let W k be a weight (yet to be determined) reflecting the contribution of the kth subgroup to the aggregate performance score, where K k=1 W k = 1, and consider the following nonlinear optimization problem
Here, constraints (3b) specify that any weights u r , i , ki chosen must be such that the weighted average score for any DMU j does not exceed unity. Further, because we wish to derive an efficiency score e o k for each subgroup k (in the second stage), it is important that the resource-splitting variables ki are determined in that context to guarantee feasibility. Thus, we impose restrictions (3c) to insure that this score also does not exceed unity. Constraints (3d) force the ki to be actual proportionality coefficients. In some situations it may be necessary to apply upper and/or lower limits on the ki , and therefore we impose constraints (3e) to reflect this.
As a consequence of imposing constraints (3c) on the subgroup k ratios, constraints (3b) are redundant and may be omitted from the formulation. Hence, we replace (3) by the shorter form
subject to:
Choosing the W k . W k is intended to reflect the relative importance or contribution of the performance of the kth subgroup of outputs of the DMU to the overall performance of that DMU. One argument is that the importance of a subgroup k should be a function of the "size" of that subgroup, or effort required by that subgroup. One reasonable representation of the size of a subgroup is the portion of total resources (inputs) devoted to that subgroup. Letting k i v i ki x io represent total size of the DMU and i v i ki x io the size of the kth subgroup, we define
We note that, by definition, (4f) holds. The objective function (4a) is then given by 
We point out that the definition of "importance" of the K subgroups given by (5) may not be appropriate in all cases. The value attached to a portion of a business entity may be related to strategic issues that have little to do with the amount of company resources (the subgroup's "size") dedicated to that entity. In such cases, our approach may not appropriately capture subgroup-specific behavior.
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The Linear Model. Model (4) can be shown to be equivalent to a linear programming problem. To facilitate the linearization of (4), define the change of variables z ki = i ki , and note that 
It is useful to provide as well the dual of (9), namely, min subject to:
The solution to the n problems (9) or (10) (one for each DMU) yields an overall efficiency score (as provided by in (10) or by (9a)). It is important to point out, however, that these models do not directly capture the proportionality status of the individual subgroups. That is, from (10), although there are different vectors corresponding to the different subgroups, most of these "projections" will fall short of the frontier (there is a single variable as opposed to subgroup-specific values). To arrive at the appropriate subgroup projections (stage 2), we use the optimal decision variables * ki , * i arising from (9). From these we derive for each DMY j the resource-splitting variables * kij = * kij / * ij . Note here the reintroduction of the j-subscript to emphasize that there is a separate set of * ki variables for each DMU. Now the kth subgroup's share of input i is given by
in the case of DMU j.
To derive the kth subgroup projections, hence the efficiency scores for the kth subgroup, across the set of n DMUs, we now solve problem (2) with kij x ij being replaced by x kij as per (11). Note that the linear equivalent of (2) 
We note again that the sign of k in (12) signals whether the kth subgroup of the DMU under evaluation is being evaluated against an IPRO (negative sign), CPRO k = 0 , or DPRO (positive sign) region of the frontier. Those evaluated against an IPRO region on the frontier would be classified, after projection to the frontier, as not having yet achieved their MPPS, those evaluated against a DPRO region of the frontier would, following projection, be beyond their MPPS, and those whose peer group are on the CPRO part of the frontier would, after projection, be operating at their MPPS.
Overlapping Output Groupings with Separable Inputs
Consider the situation where, in addition to those outputs that form K disjoint subgroups, there is a further subset of outputs L, each member of which belongs to more than one of those K identified subgroups. An example of such a situation is the abovementioned "quality of service" measure for bank branches, reflecting customer impressions of both sales and service functions. We refer to these as global outputs.
One approach to dealing with this situation is to treat such a global output as being shared by the subgroups (sales and service) of the organization. Specifically, assume that for each DMU j, a set of outputs y lj , l ∈ L is generated that are not specific to any of the K subgroups. Let kl be a variable denoting the proportion of y lj that should be credited or assigned to output subgroup R k . The weighted output for that subgroup (as compared to the expression in say (3a)) now takes the form r∈R k u r y ro + l∈L u l kl y lo − u k . Again, as with the ki , we impose upper and lower bounds on the kl ; that is, we require that c kl kl d kl , and that k kl = 1, l ∈ L. Now employ a change of variables similar to that given above, namely, kl = u l kl . In moving to the linearization, let kl = t kl . The analogy to model (9), except for the case of overlapping outputs, is then given by (14):
The Case of Nonseparable Inputs
In many instances, there can be inputs that do not lend themselves to subdivision in the manner described above. If, for example, in the analysis of bank branch performance one wishes to consider the impact of an input factor such as the percentage of high-value customers, it would seem unreasonable to suggest subdividing this factor and assigning a portion of it to the service outputs and the remainder to sales outputs. That is, the factor, in its entirety, is assumed to affect the outputs in each component k. Specifically, let us assume that there are I 2 inputs of this nonseparable type. The efficiency ratio for a given subgroup k can now be expressed in the form r∈R k u r y ro − u k / i∈I 1 i ki x io + i∈I 2 k i x io , where k i is the worth or weight assigned to the nonseparable input x io , i ∈ I 2 , and represents the impact of that input on the outputs in subgroup k. Note that we are permitting this weight to be different from one subgroup to another.
Following the logic of (5), we define the weight attached to the kth efficiency ratio by
The optimization model for this more general case would be identical in form to (14) with the exception that constraints (14b) and (14c) are replaced by
respectively, to account for the two types of inputs. Furthermore, constraints (14d) and (14f) apply only to inputs i ∈ I 1 . Here,
under the usual transformation as discussed above.
Discussion
The major issue addressed in this paper has been the derivation of projections of inefficient DMUs or their subgroup counterparts to the frontier. The follow-up consideration of achieving MPSS or MPPS is highly dependent on the organization and is often a function of the extent to which resources can be redistributed. Under the standard DEA model, the MPSS is the CRS portion of the frontier. For IRS and DRS DMUs, when they reach the VRS frontier, both inputs and outputs would need to be adjusted to move up (for IRS) or down (for DRS) to reach the CRS section of the frontier. For inefficient IPRO DMUs, one can, in theory, decrease the inputs, and then increase the outputs to reach CPRO. Again, the extent to which the theory can become reality is institution specific.
Model (14) (or its generalization to include nonseparable inputs) can encompass a number of practical considerations. For example, if it is believed that the CPRO technology is appropriate for any given subgroup R k of outputs, one can apply the restriction k = 0. In regard to crediting a portion of any output l ∈ L to a given subgroup R k , there is the option of setting the corresponding kl to 0 in the event that subgroup R k is believed to not have contributed to the creation of this global variable. As discussed above, the same is true of the ki representing the contribution of any input i to the creation of outputs in subset k.
In the following section we examine bank branch efficiency on the basis of the models developed above. 
Application
A number of previous studies have reported on the application of DEA concepts in the financial services sector. In particular, the previous work of Cook et al. (2000) and Cook and Hababou (2001) involving the study of branches within a major Canadian bank recognized that branch operations can be separated into various subgroups. In that particular situation two such subgroups were identified, namely, sales (of financial services products) and service activities (counter transactions). In the discussion to follow regarding bank branch efficiency we refer to various tables, most of which (specifically Tables 4.1-4.5) can be found in an online appendix. An electronic companion to this paper is available as part of the online version that can be found at http://or.journal.informs.org. Let us reconsider the bank branch setting and suppose that the collection of inputs and outputs is as shown in Table 4 .1 (see online appendix). In this case, a representative selection of outputs pertaining to service and sales transactions was chosen for demonstration purposes. Data on 98 branches were analyzed. In keeping with the recommendation of Cooper et al. (2007) , the number of DMUs n > max m × s 3 m + s , where m and s are the numbers of outputs and inputs, respectively. As seen below, m = 7 and s = 3. See also Simar and Wilson (2008) .
Outputs. Service: total number of menu accounts (MenAc), Visa cash advances (Visa), and commercial deposit transactions (ComDp).
Sales: total number of RSP account openings (RSP), mortgages transacted (Mort), and numbers of variable-rate consumer loans transacted (BPL).
Other Outputs: quality of service (Quality).
Inputs. Three inputs were used: number of service staff (Serv), number of sales staff (Sales), and all other staff (Other). Each of these inputs can be considered as being separable. That is, it is assumed that some portion of each input will be involved with generating both sales and service outputs. In the branches examined, the percent of service staff time spent on sales-related activities varied quite significantly from branch to branch and as well, over time, this percentage tended to be variable. The same was true of sales staff in relation to service activities. This aspect of the analysis can be problematic in some settings where there is little record of the day-to-day work load of staff particularly in regard to nonpeak periods when there may not be customers to serve.
To set appropriate bounds on the ki , we use time study data collected on a sample of branches by branch consultants. In the case of service staff, it was naturally found that a large percentage of their time is spent on service-related activities. Taking into account variation among branches, that percentage is estimated to be between 70% and 90%. In the case of sales staff, the percentage of their time dedicated to sales-related activities was found to be in the range 76% to 92%. In notational terms, 0 7 11 0 9 and 0 7 22 0 9. Note that because there are only two subgroups (K = 2), we may ignore the redundant bounds 0 1 21 0 3 and 0 1 12 0 3. Finally, the third input is not specifically directed at either of the two sets of outputs in any obvious way, and it was estimated from time study results that the portion of "other staff" dedicated to service outputs lies between 0.3 and 0.7; that is, 0 3 13 0 7 (or a 13 = 0 3 and b 13 = 0 7). Again, we do not need to impose the redundant condition on 23 .
In the analysis carried out below, it is assumed, consistent with branch consultant estimates, that c kl = 0 2, d kl = 0 7 for all k l. The wide range here reflects branchto-branch variation on service versus sales of financial services products, and therefore the customer's perceptions as to what constitutes "quality of service." In smaller branches where the customer experience revolves around service at the counter during routine transactions, 1l tends to be at the top end of the scale (around 0.7), meaning that 2l would be near 0.3. For larger branches, there will generally be more emphasis on product sales, and 2l would be expected to be the larger proportion. We have thus assumed a wide interval for all branches, which may overcompensate in the case of some DMUs, potentially leading to an overstatement of performance.
Model (14) was run, as well as the standard model (1). Table 4 .2 displays the efficiency results for the case where the bounds on ki and kl are those discussed above. Column 2 shows the overall efficiency for the DMU (using model (14)). Columns 3 and 4 display, respectively, the free variable value for the sales subgroup and the direction of the proportionality (whether increasing, constant, or decreasing). Columns 5 and 6 supply the corresponding information for the service subgroup. Certain summary statistics are worthy of note. For the sales subgroup, 41 of the 98 DMUs are classified as showing increasing proportionality, and hence have not yet reached their MPPS. Only 2 DMUs are classified as exhibiting constant proportionality (are at their MPPS), with the remaining 55 DMUs falling into the decreasing proportionality category (beyond their MPPS). For the service component, the corresponding numbers of DMUs in the IPRO, CPRO, and DPRO categories are 21, 8, and 69, respectively. This pattern may be a reflection of the fact that the data set contains a number of smaller branches that tend to cater to the service as opposed to the sales side of the business; hence, the sales components are below their MPPS and the service component is often overresourced, and hence beyond the MPPS.
To test for sensitivity of the results to the bounds imposed on the ki , two additional sets of runs were carried out, using different bounds on the ki , and are presented in Tables 4.3 and 4.4. Table 4 .3 uses the range 0 5 1 for both 11 and 22 . The bounds for k3 , and the values for c kl and d kl , were kept at their earlier levels. The ranges for 11 and 22 used to produce the results shown in Table 4 .4 were 0 3 0 7 . Examination of the directions of the proportionalities for the two subgroups of the DMUs reveals that although there are some differences among the three sets of results, those differences are minimal. Hence, the outcomes in terms of proportionality direction are relatively insensitive to the bounds used. Table 4 .5 presents the results from the standard VRS model (1), with columns 2, 3, and 4 giving the value of the free variable, the category of the RTS, and the efficiency score, respectively. To summarize the connection between the outcomes from the results from models (14) and (1) Table (4. 2)), we note that 18 of the 98 DMUs were classified as having increasing returns to scale under model (1), which at the same time were in the IPRO category in both sales and service subgroups. For 48 of the 98 DMUs the units were classified as DRS under model (1), and at the same time both sales and service subgroups fell into the DPRO category. Table 1 provides similar results for the other two runs of Model (14), as presented in Tables 4.3 and 4.4. Table 2 summarizes the joint proportionality categorization (sales versus service) of Table 4 .2. For example, it is noted that in 19 of the 98 cases, both sales and service subgroups fell into the IPRO category. In 16 cases the sales subgroup was classified as being in the IPRO category whereas the service subgroup was in the DPRO category. These latter DMUs might arguably be candidates wherein resources could be shifted from service to sales functions, potentially moving both functions closer to MPPS.
Conclusions
This paper addresses the concept of multiple variable proportionality in data envelopment analysis, wherein we wish to distinguish multiple subgroups within the organization. In such settings it can be useful for management to understand the proportionality status of each of a set of output subgroups of the DMU, rather than simply that for the overall DMU. It is argued that this information may be the catalyst for resource redistribution, primarily from subgroups experiencing decreasing proportionality following projection to the frontier to those experiencing increasing proportionality.
A complicating factor in such analysis is the extent to which inputs are shared among the different output bundles. The suggested approach to modeling these identified subgroups within the usual DEA framework is to define decision variables whose roles are to split up shared inputs so as to allocate them across the subgroups. A further consideration involves situations where some outputs may not be of the type that can be classified as belonging to any of the identified subgroups. Also, there may be cases where certain inputs do not lend themselves to partitioning, to facilitate allocation across the output bundles. The models discussed herein are sufficiently general to accommodate these considerations.
We point out that we have concentrated herein on separating efficiency performance across groups of outputs. There may be situations where we wish to evaluate the performance of subgroups of inputs rather than outputs. For example, in a manufacturing facility where different departments make up the input set, we may wish to gain an understanding as to how efficiently the paint department, for example, is operating. Such a setting is one where there is potential for important research to be conducted.
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