Advancements in cooling for applications such as gas turbines components require improved understanding of the complex heat transfer mechanisms and the interactions between those mechanisms. Critical cooling applications often rely on multiple thermal protection techniques, including internal cooling and external film cooling in gas turbine airfoils, to efficiently cool components and limit the use of coolant. Most research to quantify the effectiveness of such cooling technologies for gas turbine applications has isolated internal and external cooling in separate experiments. The research presented in this paper uses a conjugate heat transfer approach to account for the combined effects of both internal and external cooling. The geometry used for this study is a turbine blade endwall that includes impingement and film cooling as well as the relevant conduction through the endwall. Appropriate geometric and flow parameters were scaled to ensure engine relevant dimensionless temperatures were obtained. Using the conjugate heat transfer approach, the effect of varying the height of the impingement channel was examined using spatially resolved external wall temperatures obtained from both experiments and simulations. A one-dimensional heat transfer analysis was used to derive the average internal heat transfer coefficients from the experimental results. Both experiments and simulations showed good agreement between area averaged cooling effectiveness and impingement heat transfer coefficients. The cooling effectiveness and heat transfer coefficients peaked for an impingement channel height of around three impingement hole diameters. However, the heat transfer coefficients were more sensitive than the overall effectiveness to the changes in height of the impingement channel.
INTRODUCTION
A continuing challenge in advanced cooling applications is understanding the interaction between multiple heat transfer mechanisms, which is referred to as conjugate heat transfer. Conjugate heat transfer is the combined result from convective heating and cooling, conduction within the walls, and radiation heat transfer. In many applications such as along gas turbine components, the most effective cooling configurations are often three-dimensional and are surrounded by complicated flow fields and thermal fields. In a gas turbine engine, the airfoil and endwall surfaces simultaneously experience convective heating from the hot combustion gases and convective cooling from air supplied by the compressor that has bypassed the combustor. The convective cooling occurs both internal to the airfoil, such as through jet impingement, and external to the airfoil, such as through small angled holes in the airfoil walls providing what is known as film cooling. In combined impingement and film cooling, the cooling air impinges on the internal walls, and then passes through the film cooling holes to generate a protective film of coolant on the outer wall. The combination of the convective and conductive heat transfer processes determines the resulting wall temperature, which governs the service life of the turbine components. Therefore, accurate predictions of component temperature are critical to evaluate cooling technologies.
Current practices to predict turbine component temperatures involve calculating the solid conduction using analytical or numerical tools while applying convective boundary conditions based on separate internal and external experiments or analyses. Most literature in gas turbine heat transfer reports either heat transfer coefficients measured with a constant heat flux boundary condition or adiabatic film cooling effectiveness measured with an adiabatic boundary condition. The latter is applied in analytical or numerical tools to represent the reference temperature for external convection in the presence of film cooling. An alternative to this isolated heat transfer analysis is direct determination of the non-dimensional wall temperature, referred to as the overall effectiveness (), since that is the value of most interest to turbine designers. To determine the non-dimensional temperature, a conjugate experiment or simulation must use a properly scaled conjugate model that couples the convective heat and cooling and solid conduction.
As will be discussed in the following sections, recent experiments and simulations have begun to investigate conjugate heat transfer effects to provide scaled metal temperatures. This study focus on the conjugate heat transfer results due to variations in the internal impingement cooling geometry, building upon the results for a blade endwall with impingement and film cooling by Mensch et al. [1, 2] . Conjugate experiments and computational simulations are used to examine the influence of internal impingement cooling geometry on wall temperatures and internal heat transfer coefficients. The convective cooling under the endwall of a turbine airfoil is of interest in this study, specifically the effects of the distance between the impingement plate and the endwall target. 
NOMENCLATURE

RELEVANT LITERATURE
Numerous experiments with constant temperature and constant heat flux boundary conditions are found in the literature for turbine airfoils, but these studies provide only a portion of the required boundary condition information to predict the actual endwall temperature. Internal heat transfer coefficients for engine relevant geometries of internal impingement cooling can be found in the papers by Florschuetz et al. [3] and Hollworth and Dagan [4] . These two studies provide correlations for the Nu as functions of jet Re and geometric parameters with a constant temperature boundary condition. Florschuetz et al. [3] considered staggered impingement jet geometries where the coolant was extracted laterally from one side. The authors found that the crossflow that developed in the channel generally degraded the heat transfer coefficient from the first row of jets to the exit row. Hollworth and Dagan [4, 5] measured the Nu for staggered impingement geometries where the coolant is extracted through angled holes in the target plate, which simulates a configuration with combined impingement and film cooling. Hollworth and Dagan [4] provided a correlation for the area-averaged Nu for configurations with impingement and film cooling extraction. Although some geometric parameters are included in the impingement correlations, the ratio of impingement holes to extraction holes is not included, and this ratio may differ for realistic endwall geometries such as the one presented in our study. The impingement heat transfer effects of certain parameters, such as the distance between the impingement plate and the target, H, were reviewed by Viskanta [6] . The Nu for the impingement jets usually varied with the impingement channel height to hole diameter ratio, H/D, with a maximum occurring between H/D of 1.5 -4 depending on the specific jet arrangement and method of Nu measurement [3, 4, 6] . For impingement with film cooling extraction, Hollworth and Dagan [4] found that for the smallest spacing between impingement jets, 5D, there was not much change in Nu for a wide range of H/D = 0.5 -6.0.
Conjugate heat transfer models to determine the overall effectiveness, , or non-dimensional wall temperature, have been applied to various geometries including flat plates, leading edge models, and full turbine airfoil models. The conjugate effects of conduction and film cooling for a flat plate were examined by Wang and Zhao [7] with a two-dimensional slot geometry. They compared the results obtained for different wall boundary conditions including adiabatic and conjugate walls. While the adiabatic wall temperatures varied across the surfaces, the scaled conducting wall temperature, , was relatively uniform. In the gas turbine industry, the conduction in the metal components is often assumed to dominate the heat transfer, smear temperature gradients, and produce nearly constant . However, even for the case of a very low Biot number, Bi ~ 0.03, Wang and Zhao [7] showed that  varied locally and was not uniform across the surface. Conjugate heat transfer experiments for turbine applications were pioneered by Hylton et al. [8, 9] and Turner et al. [10] . Although the Bi was not identified, these studies improved the understanding of the thermal fields of a conducting vane, and provided experimental data for benchmarking computational work.
Studies including both experimental and computational conjugate heat transfer results provide important comparisons for validation of computational design tools. Papanicolaou et al. [11] compared computational simulations of conjugate heat transfer to experimental measurements made on a flat plate with film cooling for a Bi ~ 3 and a Bi ~ 0.08. Their effectiveness results highlighted the large differences in temperature distribution that are observed for experiments with different Bi. Panda and Prasad [12] also compared experimental and computational results for a flat plate with film cooling with and without additional cooling by internal impingement jets. The authors considered conduction through the wall, but did not report the Bi of their model. The simulations showed good agreement with the experimental results along the plate centerline.
Albert et al. [13] developed a one-dimensional heat transfer equation, which demonstrated that it is essential to match Bi as well as the ratio of external-to-internal heat transfer coefficients, h ∞ /h i , in order to acquire relevant temperature data in a conjugate experiment. The first experiments to use an engine matched Bi experimental model were completed by Sweeney and Rhodes [14] for a three-dimensional flat plate with internal impingement and film cooling. Between the impingement plate and the wall were heat transfer enhancement features in a Lamilloy ® snowflake design. Their results showed that impingement cooling dominated over film cooling in the distribution of external wall temperatures. The temperature distribution varied with different arrangements of impingement jets. When the jets were tightly spaced, the temperature distribution was quite uniform. When the jet spacing increased, non-uniformities were observed the external wall temperature.
Additional matched Bi experiments and simulations were performed by Maikell et al. [15] and Dobrowolski et al. [16] on a leading edge model with internal jet impingement and external film cooling. The effects of jet impingement were applied to the simulations by setting the internal wall temperature distribution equal to the measured temperature distribution from the experiments. The simulated heat flux results were compared to the predicted heat flux, calculated using the adiabatic wall temperature and the h ∞ obtained from a constant wall heat flux simulation. Mouzon et al. [17] and Ravelli et al. [18] tested the same leading edge model but with shaped film cooling holes with and without impingement cooling, and found there was little difference when impingement was added due to the high effectiveness of the film cooling used. Ravelli et al. [18] varied the size and location of the impingement holes relative to the film cooling holes in the numerical portion of the study, but the overall effectiveness was not significantly changed. However, the arrangement of holes affected the internal flow recirculation and distribution of coolant between the film cooling holes. Williams et al. [19] and Dyson et al. [20] performed experiments and computations, respectively for the suction side of a vane model having an engine matched Bi of 0.4-1.6 with film cooling and impingement. Williams et al. [19] also measured the overall effectiveness with impingement cooling only by blocking some film cooling holes in the suction side row. The un-blocked film cooling holes provided a path for the impingement jets to exhaust, which minimized the alteration of the impingement flow path and isolated the film cooling external effects from the film cooling effects on the impingement flow.
The overall thermal performance of a turbine endwall geometry with impingement and film cooling was investigated by Mensch et al. [1, 2] with matched Bi experiments and simulations. The external heat transfer for an endwall differs from that of a flat plate, leading edge or airfoil surface, due to the influence of passage secondary flows including the horseshoe and passage vortices. The passage vortices that develop along the endwall skew the direction of endwall flow and locally increase the external heat transfer coefficient, as measured by Kang and Thole [21] . The distribution of the external endwall heat transfer coefficients for the airfoil geometry in this study was investigated by Lynch et al. [22] through both experiments and computational predictions with a constant wall heat flux boundary condition. For the conjugate endwall studies [1, 2] , the endwall was cooled with the same cooling features as the current study. Results indicated that the internal impingement cooling had a greater influence than film cooling on the scaled endwall temperatures.
Since internal impingement cooling is important in turbine endwall heat transfer, the current study seeks to examine the impact on overall effectiveness of varying geometric parameters relative to impingement cooling. Although data are available for the dependence on geometric parameters of heat transfer coefficient, previously available experimental databases do not include data derived from conjugate experiments. For a conducting leading edge, Ravelli et al [18] found that the overall effectiveness was not greatly affected by a limited changed in impingement parameters. The current study investigates the effects on the performance of a conducting endwall, for a wide range of impingement channel heights.
SIMULATION METHODS
CONJUGATE METHODOLOGY
To achieve relevant, scaled wall temperature data, a conducting surface with appropriate non-dimensionless parameters must be matched between the experimental model and the actual turbine airfoil being simulated. This matching ensures that the scaled results best represent the behavior of the turbine surface, considering all of the heat transfer and cooling relevant to the wall. The experimental model in this study incorporates external film cooling, wall conduction, and internal impingement jet cooling, thereby including the conjugate effects. Note that for most turbine blade applications, radiation is not included since the blades do not see the combustor and nearly all the surfaces seen by a blade are at similarly high temperatures.
A simple schematic of the heat transfer model showing the pertinent temperatures and properties is shown in Fig. 1a for a configuration with impingement and film cooling and Fig. 1b for impingement cooling only. All non-dimensional temperatures are scaled by the overall temperature difference between the hot mainstream temperature, T ∞ , and the internal coolant temperature at the plenum supplying the coolant, T c,in . The reference temperature for the external convection coefficient with film cooling is assumed to be a temperature representing the overall film temperature, T film , (typically the adiabatic wall temperature) which accounts for the mixing of the coolant with the mainstream [23] . The non-dimensional film temperature is assumed to be independent of the boundary condition at the wall, and only a function of geometry and the coolant and mainstream Reynolds numbers. The temperature of the coolant after impingement, called T c,inlet , is approximately the same in both cases, as verified by thermocouple measurements. The equivalence of these temperatures indicates that the total heat transferred from the internal endwall surface to the coolant is the same regardless of how the coolant exits the channel.
t T c,in
Exiting coolant To illustrate the non-dimensional parameters influencing the heat transfer, equation (1) is presented for the overall effectiveness, . Equation (1) is derived by equating the external convection heat flux to the overall one-dimensional heat transfer from T film to T c,in 6 for the general case of impingement and film cooling shown in Fig. 1a . When there is no film cooling, such as in Fig. 1b , T film is equal to T ∞ , and the non-dimensional temperature in equation (1) becomes zero. Equation (1) is similar to the one presented recently for studies with internal and external cooling, such as Williams et al. [19] , except for the use of T film as the driving temperature, rather than the adiabatic wall temperature.
Equation (1) demonstrates the importance of matching the geometry and the non-dimensional parameters of Bi, and h ∞ /h i for conjugate studies to be relevant to actual conditions. The ranges of the non-dimensional parameters matched to that of a gas turbine are given in Table 1 showing that the model meets the criteria of matching the Bi and h ∞ /h i . The external heat transfer coefficient, h ∞ , is enhanced from that of a flat plate due to passage secondary flows [24] . Although the h ∞ measured does not account for film cooling, film cooling augmentation on the endwall is assumed to be minor [25, 26] . The internal heat transfer coefficient, h i , is enhanced with impingement jet cooling. To estimate the average h i in the design of the experiment, Nusselt number, Nu, correlations in the literature for impingement cooling with and without crossflow [3, 4] are applied. The range of h ∞ /h i values has some variation with blowing ratio, but stays reasonably close to 1. A reasonable Bi range is achieved by scaling the endwall thickness and thermal conductivity through the use of Corian ® , a thermally conductive material, to manufacture the endwall. Flow conditions and geometric scaling of the model were designed to match the non-dimensional film temperature. [3, 4, 24] 0.4-2.5 1
As a check, the internal heat transfer coefficient can be calculated using measured temperatures from a simple one-dimensional analysis with knowledge of three temperatures. Considering the general case shown in Fig. 1(a) , the relevant temperatures are T film , T w , T w,i , and T c,in . The mainstream temperature, T ∞ , cannot be used directly since it is not the external driving temperature with film cooling as previously described. Since T film is difficult to quantify, the latter three temperatures are used to determine h i . Just as the external wall temperature, T w , is non-dimensionalized as , the data for T w,i can be non-dimensionalized by the mainstream and coolant temperatures to define an internal overall effectiveness, as shown in Eq. (2). To derive an equation for h i using the coolant and wall temperatures, the internal convection heat flux is set equal to the onedimensional conduction heat flux through the wall. Equating two adjacent modes of heat transfer limits the impact of threedimensional effects. This approach generates the following Eq. (3) for h i obtained from the experiments. The h i obtained from the computational results is directly calculated from the local heat flux and temperatures, shown in equation (4) .
EXPERIMENTAL METHODS AND UNCERTAINTY
Steady state experiments were performed for the endwall of a linear blade cascade inserted into a large scale, low speed, closed loop wind tunnel depicted in Figs. 2a and 2b . The wind tunnel split into mainstream and coolant flow paths upstream of the test section, as shown in Fig. 2a where the tunnel widens. The coolant flow was diverted into the top blue section. The mainstream flow continued through the center portion of the wind tunnel, which contained a heater bank, turbulence grid, and other flow conditioning elements. More details regarding the wind tunnel can be found in [24] . Mainstream temperatures were measured by five thermocouples on a rake inserted 0.5 blade axial chords upstream of the blade leading edge at multiple locations across the cascade. The measured mainstream temperatures were averaged to determine T ∞ . The maximum variation from the average T ∞ for any location 7 was ± 0.6°C. A Pitot probe, also inserted 0.5C ax upstream, was used to measure the inlet mainstream velocity, U ∞ . The standard deviation over the mean U ∞ was less than 1%.
Test Section From the top blue channel of the wind tunnel, the coolant was extracted and passed through a drier and a chilled glycol-water heat exchanger as shown in Fig. 2b . A laminar flow element measured the total coolant flowrate, before the flow entered one of three separate plenums below the endwall, which are described in detail later. The configuration shown in Figs. 2a and 2b provided a mainstream to coolant temperature difference of about 40°C, resulting in a coolant to mainstream density ratio, DR, of about 1.15. The coolant temperature, T c,in , was measured by two thermocouples below the impingement plate whereby the two thermocouples agreed to within ± 3°C for a typical average T c,in = 10°C. When film cooling was included in the endwall, the coolant flowrate was adjusted such that desired film cooling blowing ratio was achieved. Blowing ratios reported in this paper reflected the average blowing ratio over all film cooling holes, M avg . The local blowing ratio for each film cooling hole, M loc , was calculated by scaling the total coolant flowrate by the contribution of each film cooling hole, determined by the local static exit pressure of each hole. For the cases without film cooling, the mass flow rate of coolant was matched to the total mass flow rate corresponding to the M avg values with film cooling. For a 95% confidence interval, the uncertainty in coolant flowrate was estimated to be ± 3%, using the sequential perturbation method described in Moffat [27] .
The top view of the test section is shown in Fig. 3 , which shows the seven blade, six passage linear cascade. The blade geometry used was a generic airfoil common in the literature [1, 2, 22, 24, [28] [29] [30] [31] [32] [33] [34] [35] [36] . The conducting portion of the endwall is shown in green. Passages 1 and 2 were not used in this study. The center passages, 3 and 4, had film and impingement cooling, so the plenum below these passages contained an impingement plate. Passages 5 and 6 had impingement cooling only, and the coolant was exhausted laterally through a vertical slot below blade 7. The blade geometric parameters are listed in Table 3 along with the inlet mainstream flow conditions. The test section inlet boundary layer parameters were measured at 2.85C ax upstream of the center blade by Lynch et al. [24] . To ensure uniformity and periodicity of the cascade, static pressure taps in the blade midspan were used to measure the pressure distribution before all experiments. The measured static pressure around each airfoil agreed well with the inviscid CFD prediction, confirming flow uniformity for all passages [2] . Generic internal and external endwall cooling schemes were used to achieve the matched parameters of Bi and h ∞ /h i and scaled geometry, shown in Figs. 4a and 4b. Coolant flow is directed into the plenum by means of a splash plate. The coolant flows through an array of 28 holes in the impingement plate. When film cooling is included, the coolant leaves the impingement channel through ten cylindrical film cooling holes angled at 30° to the endwall surface, corresponding to a hole length-to-diameter ratio, L/D, of 5.8. The diameter, D, is the same for the film and impingement holes, 4.4 mm. The cross sectional area of the plenum is over 100 times that of the combined cross sectional area of the impingement holes, and over 300 times that of the combined cross sectional area of the film cooling holes. Figure 4b shows the passage location of the impingement jets and film holes. The first row of impingement jets is aligned with the leading edge plane, x = 0, and staggered thereafter with a spacing of 4.65D in both x-and y-directions. The film cooling hole inlets are located between impingement rows and are separated by the same spacing as the impingement jets. The film cooling holes are oriented in the x-y plane to align with endwall streaklines obtained using oil flow visualization [24] . External surface temperatures on the endwall were measured with steady state infrared (IR) thermography to maximize the spatial measurement resolution and take advantage of the scaled up geometry. The IR camera viewed the endwall from a distance of 56 cm through removable ports in the ceiling of the test section. At steady-state, five IR images were acquired at each port location. The resolution of each image was 1.3 pixels/mm or 5.7 pixels/D. The images were calibrated for emissivity and reflected temperature by minimizing the difference between the image and thermocouples embedded at the endwall outer surface. The emissivity was typically 0.92 because all endwall surfaces were painted with flat black paint. After calibration, the images were assembled into a single endwall temperature map. The uncertainty in  was determined to be ± 0.02 using a confidence interval of 95% with the partial derivative method [27] . Ribbon-type thermocouples were placed at four locations on the internal endwall surface, to be used in calculating the non-dimensional internal wall temperature,  i . The internal wall thermocouple locations are presented in Fig. 4b with red dots. Using a 95% confidence interval, the uncertainty in  i is estimated to be ± 0.01.
COMPUTATIONAL METHODS
Conjugate computational simulations were performed using the commercial computational fluid dynamics (CFD) software FLUENT [37] . The steady-state RANS and energy equations were solved with the segregated pressure-based SIMPLE algorithm and SST k- turbulence model [38] for closure. The SST k- model has shown reasonable agreement with experimental results in turbomachinery applications [12, 20, 22, 39, 40] . The computational domain is shown in Fig. 5a . A velocity inlet was applied 3.5 blade axial chords upstream of the blade leading edge. The inlet had a uniform temperature distribution to match the experiments and a mainstream velocity of 10.5 m/s. The inlet boundary layer profile was generated using the boundary layer code TEXSTAN [41] to match the momentum thickness Reynolds number measured by Lynch et al. [24] 2.85 blade axial chords upstream of the blade leading edge in the inlet flow direction. At the exit of the domain, an outflow boundary condition was applied 1.5 blade axial chords downstream of the blade trailing edge in the x-direction. Symmetry was imposed at the top of the domain, which was located at the midspan of the blade in the experiments. Periodic boundaries were imposed on the sides of the domain, which cut through the middle of the passage and internal cooling passages below the endwall. The plenum extended 65D below the impingement plate to reflect the dimensions of the experimental plenum. A mass flow inlet boundary condition was applied at the entrance to the plenum, where the prescribed mass flow rate and temperature matched the experimental conditions for each blowing ratio. The air properties for the flow were determined by incompressible-ideal gas for density and Sutherland's law for viscosity. Polynomial fits were used to incorporate the temperature dependence of the air thermal conductivity and air specific heat. A thermally-coupled wall interface was used at all conjugate solid/fluid boundaries. All other wall surfaces in the domain were modeled as adiabatic.
Separate unstructured grids were generated for the conducting endwall solid and the flow domain. The commercial grid generation software, Pointwise [42] , was used for the endwall. The unstructured endwall grid, shown in Fig. 5b, contained 1 .5 million cells. The open source grid generation code, Advancing-Front/Local-Reconnection (ALFR3) [43] , was used to generate the flow grids. The flow grids were comprised of mainly tetrahedral cells and layers of wall-normal prism cells on key surfaces (the blade, the entire external endwall surface, the internal endwall surface, the film cooling holes, and the impingement holes). To resolve the boundary layer on these surfaces the first grid point was located at a y + less than one. The unstructured flow grid for the case of H/D = 2.9 is depicted in Fig. 5c , which shows a slice in the y-plane through a film cooling hole inlet and an impingement hole, and in Fig. 5d , which shows a slice in the x-plane through the mainstream, film cooling holes, impingement channel, impingement holes, and plenum. The solution was determined to be converged when the normalized residuals reached 1x10 −4 and the area-averaged endwall  changed by less than 0.0015 over 500 iterations. A grid independence test was done for the H/D = 2.9 case. The initial grid of 9.8 million flow cells and 1.5 million endwall cells was uniformly refined to a grid containing a 16.1 million flow cells and 2.5 million endwall cells. For M avg = 1, the area-averaged  over the endwall changed by 10 -4 from the initial grid to the refined grid. In addition, the total heat flux at the internal endwall surface varied by less than 0.25% from the initial grid to the refined grid. Therefore, it was concluded that the initial grid of 9.8 million flow cells and 1.5 million endwall cells was of sufficient resolution for the conjugate heat transfer predictions, and the CFD solutions were grid insensitive.
RESULTS AND DISCUSSION
The effect of varying the height of the impingement channel was investigated for both cases of impingement cooling only and combined impingement and film cooling. Experimental overall effectiveness, , results were obtained for H/D = 2.9 and 0. Figure 10b shows that the temperature of the flow coming from the pressure side of the channel is cooled as it comes toward the jet. The overall trends with H/D can be assessed by quantifying the area average of the overall effectiveness, which indicates the expected average wall temperature. The area used for the average, outlined in Fig. 4b , surrounds the impingement holes and the portions of the endwall cooled by film cooling. Both the measurements and predictions of  are plotted in Fig. 11 as a 
CONCLUSIONS
The current study demonstrated the application of a conjugate methodology to understand the effect of multiple cooling technologies on the overall heat transfer for a gas turbine endwall. This methodology can also be applied to understand other systems that have complex heat transfer interactions. Conjugate experiments and simulations were used to examine the overall cooling effect of the impingement channel height-to-diameter ratio in particular. Two channel heights were evaluated in the experiments. For the cases of impingement only, there were local differences in overall effectiveness between the two channel heights, but the overall effectiveness for the cases of film and impingement were indistinguishable. The impingement channel height mattered less to the overall effectiveness of cases with film cooling, compared to the cases with impingement only.
Because the conjugate simulations had good agreement with the measurements for average effectiveness and heat transfer coefficients, the simulations provided predictions of these quantities for a wider range of channel heights. It was found that both the overall effectiveness and the internal heat transfer coefficients peaked at the channel height to diameter ratio of 2.9, similar to previous impingement literature data. The streamlines and temperature contours in the impingement channel showed that the smaller channel heights restrict spreading of the coolant outside of the area above the impingement array. With a larger channel spacing, the impingement flow was more three-dimensional. This type of flow led to reduced effectiveness right above the jet compared to the smaller heights, but increased effectiveness for the surrounding area.
The results from this study confirmed that internal heat transfer coefficients of impingement geometries were sensitive to geometric parameters, such as the impingement channel height. However, the average external surface temperatures of the endwall with combined film and impingement cooling was not particularly sensitive to the impingement channel height. The result of surface temperature insensitivity to impingement channel height provides a useful design consideration for turbine designers because the key metric for evaluating cooling technologies is not the heat transfer coefficient, but the predicted external surface temperature.
