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Introduction
Soit F un corps local non archime´dien de caracte´ristique nulle. Appelons espace qua-
dratique un couple (V, q) ou` V est un espace vectoriel de dimension finie sur F et q
est une forme biline´aire syme´trique et non de´ge´ne´re´e sur V . Fixons deux tels espaces
quadratiques (V, q) et (V ′, q′). On note d et d′ leurs dimensions et G et G′ leurs groupes
spe´ciaux orthogonaux. On suppose d pair et d′ impair. On suppose donne´ un isomor-
phisme entre le plus grand des espaces et la somme orthogonale du plus petit et d’un
espace quadratique qui est lui-meˆme somme orthogonale de plans hyperboliques et d’une
droite quadratique (D, qD). Le plus petit des deux groupes G, G
′ est alors un sous-groupe
du plus grand. On de´finit un e´le´ment ν0 ∈ F×/F×,2 en fixant un e´le´ment non nul v0 ∈ D
et en posant
ν0 =
{
qD(v0, v0)/2, si d > d
′,
−qD(v0, v0)/2, si d < d′.
Soit σ, resp. σ′, une repre´sentation admissible et irre´ductible de G(F ), resp. G′(F ).
Gross et Prasad ont de´fini une multiplicite´ m(σ, σ′) en [GP2]. Rappelons la de´finition
dans deux cas extreˆmes. Supposons d′ = d+1. Fixons des espaces Eσ et Eσ′ dans lesquels
se re´alisent les repre´sentations σ et σ′. On note HomG(σ
′, σ) l’espace des applications
line´aires l : Eσ′ → Eσ telles que l ◦ σ′(g) = σ(g) ◦ l pour tout g ∈ G(F ). La multiplicite´
m(σ, σ′) est la dimension de l’espace complexe HomG(σ
′, σ). Supposons maintenant d =
0. Le groupe G est e´gal a` {1} et la repre´sentation σ disparaˆıt. Le groupe G′ est de´ploye´.
Fixons un sous-groupe unipotent maximal U ′ de G′ et un caracte`re re´gulier ψU ′ de U
′(F ).
On noteHomψU′ (σ
′,C) l’espace des formes line´aires l sur Eσ′ telles que l◦σ′(u′) = ψU ′(u′)l
pour tout u′ ∈ U ′(F ). La multiplicite´ m(σ′) est la dimension de l’espace HomψU′ (σ′,C).
La de´finition ge´ne´rale est rappele´e en 2.1 ci-dessous. D’apre`s [AGRS] et [GGP] corollaire
15.2, on a toujours m(σ, σ′) ≤ 1.
On se limitera de´sormais aux repre´sentations tempe´re´es. Rappelons la classification
conjecturale de ces repre´sentations (conjecture de Langlands, pre´cise´e par Deligne et
Lusztig). Notons WF le groupe de Weil de F¯ /F , ou` F¯ est une cloˆture alge´brique de F
et WDF = WF × SL(2,C) le groupe de Weil-Deligne. Notons Sp(d′ − 1,C) le groupe
symplectique d’un espace symplectique complexe de dimension d′− 1. Notons Φtemp(G′)
l’ensemble des classes de conjugaison par Sp(d′ − 1,C) d’homomorphismes ϕ : WDF →
Sp(d′ − 1,C) qui ve´rifient quelques proprie´te´s usuelles et qui sont tempe´re´s, c’est-a`-dire
que leurs restrictions a` WF sont d’images relativement compactes. Conside´rons un tel
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ϕ. Poussons-le en un homomorphisme a` valeurs dans GL(d′ − 1,C). On peut alors le
de´composer sous la forme
(1) ϕ = ⊕i∈I liϕi
ou` chaque ϕi est un homomorphisme irre´ductible de WDF dans un groupe GL(N(ϕi),C)
et li est sa multiplicite´. On note I
symp le sous-ensemble des i ∈ I tels que N(ϕi) est
pair et, a` conjugaison pre`s, l’image de ϕi est contenue dans Sp(N(ϕi),C). Notons Sϕ le
commutant de l’image de ϕ dans Sp(d′ − 1,C) et S0ϕ sa composante neutre.Le groupe
Sϕ/S
0
ϕ est isomorphe a` (Z/2Z)
Isymp. Notons zϕ l’image dans ce groupe de l’e´le´ment central
−1 ∈ Sp(d′ − 1,C). Il s’identifie a` (li)i∈Isymp ∈ (Z/2Z)Isymp . Posons
µ(G′) =
{
1, si G′ est de´ploye´,
−1, sinon,
et notons EG′(ϕ) l’ensemble des caracte`res ǫ du groupe Sϕ/S0ϕ tels que ǫ(zϕ) = µ(G′).
On conjecture que l’ensemble des classes d’isomorphie de repre´sentations admissibles
irre´ductibles et tempe´re´es de G′(F ) est union disjointe de L-paquets ΠG
′
(ϕ) indexe´s par
les ϕ ∈ Φtemp(G′). Pour un tel ϕ, on conjecture que l’ensemble ΠG′(ϕ) est en bijection
avec EG′(ϕ), on notera ǫ 7→ σ′(ϕ, ǫ) cette bijection. Cette parame´trisation doit eˆtre
compatible avec deux types d’endoscopie. D’une part avec l’endoscopie usuelle entre G′
et ses groupes endoscopiques elliptiques. Ceux-ci sont des produits G′+×G′− de groupes
spe´ciaux orthogonaux de´ploye´s d’espaces quadratiques de dimensions d′+ et d
′
− impaires
et telles que d′+ + d
′
− = d
′ + 1. On renvoie a` 4.2 pour la description des proprie´te´s
que doivent ve´rifier les parame´trages relativement a` ce type d’endoscopie. D’autre part,
dans le cas ou` G′ est de´ploye´, on veut une compatibilite´ avec une endoscopie tordue.
Usuellement, on conside`re G′ comme un groupe endoscopique du groupe GL(d′−1) tordu
par un automorphisme exte´rieur. Mais G′ est aussi un groupe endoscopique du groupe
GL(d′) tordu et c’est ce cas d’endoscopie que nous utiliserons. Plus pre´cise´ment, notons
θ l’automorphisme usuel g 7→ tg−1 de GL(d′). Introduisons le groupe GL(d′)⋊ {1, θ} et
sa composante non neutre G˜L(d′). Notons 1 la repre´sentation triviale de dimension 1 de
WDF . Soit ϕ ∈ Φtemp(G′), posons ϕ> = ϕ⊕1. La correspondance de Langlands, prouve´e
par Harris-Taylor ([HT]) et Henniart ([H]), associe a` ϕ> une repre´sentation admissible
irre´ductible π(ϕ>) de GL(d
′, F ). Elle est tempe´re´e et autoduale, donc se prolonge en une
repre´sentation de GL(d′, F ) ⋊ {1, θ}. On normalise cette extension de fac¸on ade´quate
et on note π˜(ϕ>) sa restriction a` G˜L(d
′, F ). On de´finit son caracte`re Θπ˜(ϕ>). De meˆme,
pour toute repre´sentation irre´ductible σ′ de G′(F ), on note Θσ′ son caracte`re. On pose
ΘG
′
(ϕ) =
∑
σ′∈ΠG′ (ϕ)
Θσ′ .
On conjecture alors que ΘG
′
(ϕ) est une distribution stablement invariante sur G′(F ) et
qu’il existe un nombre complexe cG
′
(ϕ) de module 1 tel que cG
′
(ϕ)Θπ˜(ϕ>) soit le transfert
endoscopique de ΘG
′
(ϕ).
Rappelons plus succinctement la parame´trisation conjecturale des repre´sentations
tempe´re´es de G(F ) (on utilise la formulation de [M]). Fixons un ”espace quadratique
complexe” de dimension d, notons O(d,C) et SO(d,C) son groupe orthogonal, resp.
spe´cial orthogonal. Conside´rons un homomorphisme ϕ : WDF → O(d,C). En composant
avec le de´terminant, on obtient un caracte`re quadratique de WDF qui est force´ment
trivial sur SL(2,C) et se restreint en un caracte`re de WF . Par la the´orie du corps de
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classes, celui-ci de´termine un e´le´ment δ(ϕ) ∈ F×/F×,2. On de´finit un autre e´le´ment de ce
groupe par δ(q) = (−1)d/2det(q). Notons Φtemp(G) l’ensemble des classes de conjugaison
par SO(d,C) d’homomorphismes ϕ : WDF → O(d,C) qui sont tempe´re´s et tels que
δ(ϕ) = δ(q). Conside´rons un tel ϕ. En le poussant en un homomorphisme a` valeurs dans
GL(d,C), on peut le de´composer sous la forme (1). On note Iorth le sous-ensemble des
i ∈ I tels que, a` conjugaison pre`s, l’image de ϕi soit contenue dans O(N(ϕi),C). Notons
Sϕ le commutant de l’image de ϕ dans SO(d,C) et S
0
ϕ sa composante neutre.Le groupe
Sϕ/S
0
ϕ est isomorphe a` un sous-groupe de (Z/2Z)
Iorth. Notons zϕ l’image dans ce groupe
de l’e´le´ment central −1 ∈ SO(d,C). Il s’identifie a` (li)i∈Isymp ∈ (Z/2Z)Isymp. Si δ(q) = 1,
on pose
µ(G) =
{
1, si G est de´ploye´,
−1, sinon.
Si δ(q) 6= 1, le groupe G est toujours quasi-de´ploye´. Dans ce cas, on fixe µ(G) ∈ {±1}.
Notons EG(ϕ) l’ensemble des caracte`res ǫ du groupe Sϕ/S0ϕ tels que ǫ(zϕ) = µ(G).
On conjecture que l’ensemble des classes d’isomorphie de repre´sentations admissibles
irre´ductibles et tempe´re´es de G(F ) est union disjointe de L-paquets ΠG(ϕ) indexe´s par
les ϕ ∈ Φtemp(G). Pour un tel ϕ, on conjecture que l’ensemble ΠG(ϕ) est en bijection
avec EG(ϕ), on notera ǫ 7→ σ(ϕ, ǫ) cette bijection. Ces parame´trages doivent eˆtre com-
patibles avec l’endoscopie entre G et ses groupes endoscopiques elliptiques. Ceux-ci sont
des produits G+×G− de groupes spe´ciaux orthogonaux quasi-de´ploye´s d’espaces quadra-
tiques de dimensions paires, leurs dimensions et discriminants devant satisfaire certaines
e´galite´s. D’autre part, dans le cas ou` µ(G) = 1, les parame´trages doivent eˆtre compatibles
avec l’endoscopie entre G et le groupe GL(d) tordu.
Revenons un instant sur la de´finition de µ(G). Comme on le sait, pour un discriminant
δ fixe´, il y a deux classes d’isomorphisme d’espaces quadratiques (V, q) de dimension d
et de discriminant δ(q) = δ (du moins si d ≥ 4). Pour δ = 1, les groupes spe´ciaux
orthogonaux de ces deux espaces sont diffe´rents : l’un est de´ploye´ et l’autre n’est pas
quasi-de´ploye´. Par contre, si δ 6= 1, les deux espaces ont le meˆme groupe spe´cial or-
thogonal, qui est quasi-de´ploye´. La division traditionnelle entre groupes quasi-de´ploye´s
et groupes non quasi-de´ploye´s n’est pas assez fine pour notre propos et le signe µ(G)
s’introduit dans les preuves pour distinguer les deux classes d’espaces quadratiques dont
G est le groupe spe´cial orthogonal. Remarquons que, selon le choix de µ(G), on obtient
des parame´trages des meˆmes paquets ΠG(ϕ) par des ensembles de caracte`res diffe´rents.
La relation entre ces parame´trages est facile a` expliciter, cf. 4.6
Pour que les conjectures aient un sens, il faut de´finir pre´cise´ment les notions de
transfert, c’est-a`-dire fixer des facteurs de transfert. C’est ce que l’on fait en 1.7 et 1.8.
D’autre part, notre e´nonce´ des conjectures laisse place a` des constantes non pre´cise´es
(par exemple la constante cG
′
(ϕ) ci-dessus). Un re´sultat pre´liminaire est que, quitte a`
modifier les parame´trages, on peut pre´ciser ces constantes (lemme 4.8). Une fois cela fait,
les parame´trages sont entie`rement de´termine´s pour le groupe G′ et le sont presque pour le
groupe G, le ”presque” provenant du proble`me de´licat de la distinction entre conjugaison
par le groupe spe´cial orthogonal et conjugaison par le groupe orthogonal tout entier, cf.
ci-dessous. Les parame´trages pour le groupe G′ sont inde´pendants de l’espace (V, q).
Par contre, ceux pour le groupe G de´pendent, sinon de l’espace (V ′, q′), du moins de
l’e´le´ment ν0 ∈ F×/F×,2 que l’on a de´fini ci-dessus. Cela parce que cet e´le´ment nous sert
a` normaliser les facteurs de transfert.
Posons encore une de´finition. Pour deux entiers naturels N et N ′, avec N ′ pair, soient
ϕ : WDF → O(N,C) et ϕ′ : WDF → Sp(N ′,C) deux homomorphismes tempe´re´s. Par la
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correspondance de Langlands, on leur associe des repre´sentations irre´ductibles π(ϕ) de
GL(N,F ) et π(ϕ′) de GL(N ′, F ). On pose
E(ϕ, ϕ′) = (δ(ϕ),−1)N ′/2F ǫ(1/2, π(ϕ)× π(ϕ′), ψF ).
Le premier terme est un symbole de Hilbert. Le second est le facteur ǫ de Jacquet,
Piatetski-Shapiro et Shalika, de´fini a` l’aide d’un caracte`re ψF de F . Il ne de´pend pas de
ce caracte`re et E(ϕ, ϕ′) est un e´le´ment de {±1}.
Cela e´tant, soient ϕ ∈ Φtemp(G) et ϕ′ ∈ Φtemp(G′). On de´compose ϕ et ϕ′ sous la
forme (1), en ajoutant des ′ aux notations concernant ϕ′. On de´finit un caracte`re ǫ′ de
Sϕ′/S
0
ϕ′ = (Z/2Z)
(I′)symp par
ǫ
′((ei′)i′∈(I′)symp) =
∏
i′∈(I′)symp
E(ϕ, ϕ′i′)
ei′ .
On de´finit un caracte`re ǫ de (Z/2Z)I
orth
, que l’on restreint en un caracte`re de Sϕ/S
0
ϕ,
par
ǫ((ei)i∈Iorth) =
∏
i∈Iorth
E(ϕi, ϕ
′)ei.
Dans le cas ou` δ(q) = 1, on ve´rifie que G et G′ sont simultane´ment de´ploye´s ou` non quasi-
de´ploye´s. Autrement dit µ(G) = µ(G′). Dans le cas ou` δ(q) 6= 1, on choisit de´sormais
µ(G) = µ(G′). On ve´rifie que
ǫ(zϕ) = ǫ
′(zϕ′) = E(ϕ, ϕ
′).
Si E(ϕ, ϕ′) = µ(G′), on a ǫ ∈ EG(ϕ) et ǫ′ ∈ EG′(ϕ′). Si E(ϕ, ϕ′) = −µ(G′), on a
ǫ 6∈ EG(ϕ) et ǫ′ 6∈ EG′(ϕ′).
On admet la validite´ des conjectures ci-dessus. On en utilise la forme pre´cise´e par le
lemme 4.8. On admet aussi certains re´sultats de la formule des traces locale tordue afin
d’assurer la validite´ des re´sultats de [W3]. Notre re´sultat principal est le the´ore`me 4.9(i)
dont voici l’e´nonce´.
The´ore`me. Soient ϕ ∈ Φtemp(G) et ϕ′ ∈ Φtemp(G′). Si E(ϕ, ϕ′) = −µ(G′), on a
m(σ, σ′) = 0 pour tous σ ∈ ΠG(ϕ), σ′ ∈ ΠG′(ϕ′). Si E(ϕ, ϕ′) = µ(G′), on a
m(σ(ϕ, ǫ), σ′(ϕ′, ǫ′)) = 1
et m(σ, σ′) = 0 pour tous σ ∈ ΠG(ϕ), σ′ ∈ ΠG′(ϕ′) tels que (σ, σ′) 6= (σ(ϕ, ǫ), σ′(ϕ′, ǫ′)).
C’est la conjecture 6.9 de [GP2], limite´e aux repre´sentations tempe´re´es. On a admis
beaucoup de choses. En ce qui concerne la formule des traces locale tordue, on a tout lieu
de penser qu’elle sera de´montre´e prochainement. Les conjectures de classification sont
beaucoup plus profondes. Celles concernant le groupe G′ sont annonce´es par Arthur, du
moins si G′ est de´ploye´. Pour le groupe G, dans le cas ou` celui-ci est quasi-de´ploye´, Arthur
annonce un re´sultat un peu moins pre´cis, ou` on ne distingue pas deux repre´sentations
conjugue´es par le groupe orthogonal tout entier. Nous ignorons si la forme plus pre´cise
e´nonce´e ci-dessus pourra se de´duire de son re´sultat. Mais le the´ore`me ci-dessus reste
valable, sous une forme affaiblie, si l’on admet des conjectures affaiblies conformes aux
annonces d’Arthur ((ii) du the´ore`me 4.9).
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Un mot sur la de´monstration. Soient ϕ, ϕ′ comme dans l’e´nonce´ ci-dessus et soient
σ ∈ ΠG(ϕ), σ′ ∈ ΠG′(ϕ′). Dans [W1], on a calcule´ m(σ, σ′) par une formule inte´grale ou`
interviennent les caracte`res de σ et σ′. En utilisant l’endoscopie ordinaire entre G, G′ et
leurs groupes endoscopiques, on peut exprimer ces caracte`res a` l’aide de caracte`res stables
(c’est-a`-dire les ΘG
′
(ϕ′) ci-dessus), le prix a` payer e´tant que ces caracte`res ne vivent pas
sur les groupes de de´part, mais sur leurs groupes endoscopiques (c’est le principe de base
de l’endoscopie). Par endoscopie tordue, ces caracte`res stables s’expriment a` l’aide de
caracte`res sur des groupes tordus G˜L(d′+), G˜L(d
′
−) etc.... On obtient ainsi une expression
de m(σ, σ′) en termes de tels caracte`res. Dans [W3], on a de´montre´ une formule, paralle`le
a` celle de [W1], qui calcule des facteurs ǫ de paires de repre´sentations de groupes line´aires
en termes du meˆme genre de caracte`res. Il s’ave`re qu’a` l’aide de cette formule, on peut
transformer l’expression obtenue pourm(σ, σ′) en une autre ou` les inte´grales de caracte`res
tordus disparaissent et sont remplace´es par des facteurs ǫ de paires. Il est alors aise´ d’en
de´duire le the´ore`me, puisque celui-ci dit justement que m(σ, σ′) se calcule a` l’aide de tels
facteurs.
Je remercie vivement C. Moeglin. Sans ses explications, cet article serait faux.
1 Parame´trages
1.1 Notations ge´ne´rales
Soit F un corps local non archime´dien de caracte´ristique nulle. On note |.|F sa valeur
absolue usuelle. On fixe une cloˆture alge´brique F¯ de F et un caracte`re ψF : F →
C×, continu et non trivial. On note (α, β)F le symbole de Hilbert quadratique de deux
e´le´ments α, β ∈ F×. Pour toute extension quadratique E de F , on note τE/F l’unique
e´le´ment non trivial du groupe de Galois Gal(E/F ) et sgnE/F le caracte`re quadratique
de F× dont le noyau est le groupe des normes NormE/F (E
×).
Pour tout espace topologique X localement compact et totalement discontinu, on
note C∞c (X) l’espace des fonctions de X dans C qui sont localement constantes et a`
support compact. Conside´rons un groupe G qui agit sur un ensemble X. Pour un sous-
ensemble Y de X, on note NormG(Y ) le sous-groupe des e´le´ments de G qui conservent
Y et ZG(Y ) le sous-groupe des e´le´ments de G qui fixent tout point de Y .
Soit G un groupe re´ductif de´fini sur F . Tous les sous-groupes que nous conside´rerons
seront suppose´s de´finis sur F . On note g l’alge`bre de Lie de G. On note Nil(g(F ))
l’ensemble des orbites nilpotentes dans g(F ). On note Temp(G(F )) l’ensemble des classes
d’isomorphie de repre´sentations admissibles irre´ductibles et tempe´re´es de G(F ). Pour un
e´le´ment π ∈ Temp(G(F )), on note Eσ un espace (complexe) dans lequel σ se re´alise.
1.2 Mesures
Pour tout tore T de´fini sur F , on note AT le plus grand sous-tore de T de´ploye´ sur F .
On munit AT (F ) de la mesure de Haar pour laquelle le plus grand sous-groupe compact
de AT (F ) est de mesure 1. On munit AT (F )\T (F ) de la mesure de Haar de masse totale
1. On munit T (F ) de la mesure de Haar telle que, pour f ∈ C∞c (T (F )), on ait l’e´galite´∫
T (F )
f(t)dt =
∫
AT (F )\T (F )
∫
AT (F )
f(at¯)da dt¯.
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On dit que T est anisotrope si AT = {1}.
Soit G un groupe re´ductif connexe de´fini sur F . On note Greg le sous-ensemble des
e´le´ments semi-simples fortement re´guliers de G et Greg(F )/conj l’ensemble des classes
de conjugaison par G(F ) dans Greg(F ). On dit que deux e´le´ments de Greg(F ) sont
stablement conjugue´s si et seulement s’ils sont conjugue´s par un e´le´ment de G(F¯ ). On
note Greg(F )/stconj l’ensemble des classes de conjugaison stable dans Greg(F ). Il y a un
diagramme naturel
Greg(F )
φG ւ ց φstG
Greg(F )/conj
φst
G/conj→ Greg(F )/stconj
On peut munir l’ensemble Greg(F )/conj d’une structure de varie´te´ analytique sur F
et d’une mesure caracte´rise´es par la proprie´te´ suivante. Soit γ ∈ Greg(F ), notons Gγ
son commutant dans G, qui est un sous-tore maximal de G. Soit ω un voisinage ou-
vert de 1 dans Gγ(F ). Alors, si ω est assez petit, l’application t 7→ φG(tγ) de ω dans
Greg(F )/conj est un isomorphisme analytique de ω sur un voisinage ouvert de φG(γ)
dans Greg(F )/conj et cet isomorphisme pre´serve les mesures. On peut de la meˆme fac¸on
munir l’ensemble Greg(F )/stconj d’une structure de varie´te´ analytique sur F et d’une
mesure. Alors l’application φstG/conj du diagramme ci-dessus est un reveˆtement analytique
qui pre´serve localement les mesures.
Pour toute fonction f de´finie sur Greg(F ) et invariante par conjugaison, resp. par
conjugaison stable, on note encore f la fonction sur Greg(F )/conj, resp. Greg(F )/stconj,
qui s’en de´duit.
Pour un e´le´ment semi-simple γ de G(F ), on pose
DG(γ) = |det((1− ad(γ))|g(F )/gγ(F ))|F .
Munissons G(F ) d’une mesure de Haar. Soit f ∈ C∞c (G(F )). Pour γ ∈ Greg(F ), on
pose
Φ(γ, f) =
∫
Gγ(F )\G(F )
f(g−1γg)dg.
Pour y ∈ Greg(F )/stconj, on de´finit Φst(y, f) =
∑
x Φ(x, f), ou` x parcourt la fibre de
φG/conj au-dessus de y. Avec ces de´finitions, la formule de Weyl prend l’une ou l’autre
des formes suivantes :∫
G(F )
f(g)dg =
∫
Greg(F )/conj
Φ(x, f)DG(x)dx =
∫
Greg(F )/stconj
Φst(y, f)DG(y)dy.
Soit (M, M˜) un groupe tordu de´fini sur F . Cela signifie que M est un groupe re´ductif
connexe de´fini sur F , que M˜ est une varie´te´ alge´brique de´finie sur F telle que M˜(F ) soit
non vide et qu’il y a deux actions a` droite et a` gauche de M sur M˜ , note´es
M × M˜ ×M → M˜
(m, m˜,m′) 7→ mm˜m′,
de sorte que, pour chacune des actions, M˜ soit un espace principal homoge`ne sous M .
Pour m˜ ∈ M˜ , on note θm˜ l’automorphisme de M tel que m˜m = θm˜(m)m˜ pour tout
m ∈ M . On note ZM(m˜) le sous-groupe des points fixes de θm˜, c’est-a`-dire le groupe
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des m ∈ M tels que mm˜m−1 = m˜. On note Mm˜ la composante neutre de ZM(m˜).
On dit que m˜ est semi-simple fortement re´gulier si ZM(m˜) est abe´lien et Mm˜ est un
tore. On note M˜reg l’ensemble des e´le´ments fortement re´guliers de M˜ et M˜reg(F )/conj
l’ensemble des classes de conjugaison par M(F ) dans M˜reg(F ), en appelant conjugaison
l’action (m, m˜) 7→ mm˜m−1 de M sur M˜ . On dit que deux e´le´ments de M˜reg(F ) sont
stablement conjugue´s si et seulement s’ils sont conjugue´s par un e´le´ment de M(F¯ ). On
note M˜reg(F )/stconj l’ensemble des classes de conjugaison stable dans M˜reg(F ). Il y a
un diagramme naturel
M˜reg(F )
φM˜ ւ ց φstM˜
M˜reg(F )/conj
φst
M˜/conj→ M˜reg(F )/stconj
On peut munir l’ensemble M˜reg(F )/conj d’une structure de varie´te´ analytique sur
F et d’une mesure caracte´rise´es par la proprie´te´ suivante. Soient γ˜ ∈ M˜reg(F ) et ω un
voisinage ouvert de 1 dans Mγ˜(F ). Alors, si ω est assez petit, l’application t 7→ φM˜(tγ˜)
de ω dans M˜reg(F )/conj est un isomorphisme analytique de ω sur un voisinage ouvert
de φM˜(γ˜) dans M˜reg(F )/conj et cet isomorphisme pre´serve les mesures. On munit de
meˆme l’ensemble M˜reg(F )/stconj d’une structure de varie´te´ analytique sur F et d’une
mesure. L’application φst
M˜/conj
est un reveˆtement analytique qui pre´serve localement les
mesures.
Pour un e´le´ment semi-simple γ˜ ∈ M˜(F ), posons
DM˜(γ) = |det((1− θγ˜))|m(F )/mγ˜(F ))|F .
Munissons M(F ) d’une mesure de Haar. On en de´duit une mesure sur M˜(F ) en
conside´rant cet ensemble comme un espace principal homoge`ne pour l’action a` gauche,
resp. a` droite, de M(F ), et on obtient en fait la meˆme mesure quelle que soit l’action
choisie. Soit f˜ ∈ C∞c (M˜(F )). Pour γ˜ ∈ M˜reg(F ), posons
Φ(γ˜, f˜) = [ZM(γ˜)(F ) : Mγ˜(F )]
−1
∫
Mγ˜(F )\M(F )
f˜(m−1γ˜m)dm.
Alors, avec les meˆmes conventions de notations que dans le cas non tordu, la formule de
Weyl prend la forme :∫
M˜(F )
f˜(m˜)dm˜ =
∫
M˜reg(F )/conj
Φ(x˜, f˜)DM˜(x˜)dx˜.
1.3 Espace de parame`tres
On appelle ici extension alge´brique de F un sous-corps de F¯ contenant F . Notons Ξ
l’ensemble des familles ξ = (I, (F±i)i∈I , (Fi)i∈I , (yi)i∈I) ve´rifiant les conditions suivantes :
• I est un sous-ensemble fini de N ;
• pour tout i ∈ I, F±i est une extension finie de F et Fi est une F±i-alge`bre
commutative de dimension 2 ; c’est-a`-dire Fi est une extension quadratique de F±i ou
Fi = F±i ⊕ F±i ; on note τi l’unique automorphisme non trivial de F±i-alge`bre de Fi ;
• pour tout i ∈ I, yi est un e´le´ment de F×i tel que yiτi(yi) = 1.
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Pour une telle famille, on note I∗ l’ensemble des i ∈ I tels que Fi soit un corps.
Pour i ∈ I, on fixe δi ∈ F×±i tel que Fi = F±i(
√
δi), avec la convention que δi appartient
au groupe des carre´s F×,2±i si i 6∈ I∗. On note δξ l’image de
∏
i∈I NormF±i/F (δi) dans
F×/F×,2. Cet e´le´ment ne de´pend e´videmment pas des choix des δi. On pose
dξ =
∑
i∈I
[Fi : F ].
Un isomorphisme entre deux e´le´ments
ξ = (I, (F±i)i∈I , (Fi)i∈I , (yi)i∈I) et ξ
′ = (I ′, (F ′±i′)i′∈I′, (F
′
i′)i′∈I′, (y
′
i′)i′∈I′)
de Ξ est une famille (ι, (ι±i)i∈I , (ιi)i∈I), ou`
• ι : I → I ′ est une bijection ;
• pour tout i ∈ I, ι±i : F±i → F ′±ι(i) est un isomorphisme de´fini sur F et ιi : Fi → F ′ι(i)
est un isomorphisme compatible avec ι±i en un sens e´vident ;
• pour tout i ∈ I, ιi(yi) = y′ι(i).
En particulier, tout e´le´ment ξ posse`de un automorphisme ”identite´”. On dit que ξ est
re´gulier si l’identite´ est le seul automorphisme de ξ. On note Ξreg l’ensemble des e´le´ments
re´guliers de Ξ et Ξreg le quotient de Ξreg obtenu en identifiant les e´le´ments isomorphes.
En pratique, on notera un e´le´ment de Ξreg comme un e´le´ment de Ξreg qui le repre´sente.
Soit ξ = (I, (F±i)i∈I , (Fi)i∈I , (yi)i∈I) ∈ Ξreg. Introduisons le tore Tξ de´fini sur F tel
que Tξ(F ) =
∏
i∈I{ti ∈ F×i ; tiτi(ti) = 1}. Soit ω un voisinage ouvert de l’unite´ dans
Tξ(F ). Si ω est assez petit, l’application
(ti)i∈I 7→ (I, (F±i)i∈I , (Fi)i∈I , (yiti)i∈I)
est une injection de ω dans Ξreg. On peut munir et on munit Ξreg d’une structure de
varie´te´ analytique sur F et d’une mesure de sorte que cette injection soit un isomorphisme
qui pre´serve les mesures.
Si on fixe un entier pair d, ou un e´le´ment δ ∈ F×/F×,2, ou les deux, on de´finit les
variantes Ξd, Ξδ, Ξd,δ, Ξreg,d etc... des objets pre´ce´dents en se limitant aux ξ tels que
dξ = d, ou δξ = δ, ou dξ = d et δξ = δ.
Soit ξ = (I, (F±i)i∈I , (Fi)i∈I , (yi)i∈I) un e´le´ment de Ξreg. On pose
C(ξ) =
∏
i∈I∗
F×±i/NormFi/F±i(F
×
i ).
Ce groupe s’identifie naturellement a` {±1}I∗ . On note C(ξ)1 le sous-groupe qui s’identifie
au sous-groupe des e´le´ments (ǫi)i∈I∗ ∈ {±1}I∗ tels que
∏
i∈I∗ ǫi = 1. Si I
∗ 6= ∅, on note
C(ξ)−1 = C(ξ) \ C(ξ)1.
Pour i ∈ I, notons Γ(yi) l’ensemble des e´le´ments γi ∈ F×i tels que γiτi(γi)−1 = yi. On
pose
Γpair(ξ) =
∏
i∈I∗
Γ(yi)/NormFi/F±i(F
×
i ),
Γimp(ξ) = (F
×/F×,2)×
∏
i∈I∗
Γ(yi)/NormFi/F±i(F
×
i ).
En pratique, pour un e´le´ment c = (ci)i∈I∗ de C(ξ), on identifiera chaque ci a` un
e´le´ment de F×±i qui le repre´sente. On fera de meˆme pour les e´le´ments de Γpair(ξ) ou
Γimp(ξ).
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1.4 Parame´trage des classes de conjugaison
Soient V un espace vectoriel de dimension finie n sur F et q une forme biline´aire
syme´trique non de´ge´ne´re´e sur V (on appellera le couple (V, q) un espace quadratique).
On de´finit son discriminant δ(q) = (−1)[n/2]det(q) ∈ F×/F×,2. On note G le groupe
spe´cial orthogonal du couple (V, q).
Supposons d’abord n impair. Soient ξ = (I, (F±i)i∈I , (Fi)i∈I , (yi)i∈I) ∈ Ξreg,n−1 et
c = (ci)i∈I ∈ C(ξ). Posons
Vξ = ⊕i∈IFi
et munissons cet espace de la forme biline´aire syme´trique et non de´ge´ne´re´e qξ,c de´finie
par
qξ,c(
∑
i∈I
vi,
∑
i∈I
v′i) =
∑
i∈I
traceFi/F (ciτi(vi)v
′
i).
Conside´rons la condition : il existe une droite D sur F et une forme biline´aire syme´trique
non de´ge´ne´re´e qD sur D telles que les espaces quadratiques (V, q) et (D ⊕ Vξ, qD ⊕ qξ,c)
soient isomorphes. On montre qu’il existe une unique classe C(ξ)ǫ ⊂ C(ξ) (avec ǫ =
±1 de´pendant de ξ et (V, q)) telle que cette condition soit ve´rifie´e si et seulement si c
appartient a` cette classe. Supposons-la ve´rifie´e. La droite quadratique (D, qD) est alors
unique a` isomorphisme pre`s. Fixons un isomorphisme entre (V, q) et (D ⊕ Vξ, qD ⊕ qξ,c).
Introduisons l’e´le´ment x ∈ G(F ) qui, modulo cet isomorphisme, agit sur chaque Fi
par multiplication par yi et sur D par l’identite´. C’est un e´le´ment de Greg(F ) dont la
classe de conjugaison est bien de´termine´e. Inversement, toute classe de conjugaison dans
Greg(F ) est obtenue par ce proce´de´. On obtient ainsi une application de Greg(F )/conj
dans Ξreg,n−1 qui se factorise en un diagramme
Greg(F )/conj
φst
G/conj→ Greg(F )/stconj
pG ց ւ pstG
Ξreg,n−1
L’application pstG est un isomorphisme analytique qui pre´serve les mesures. La fibre en
un point ξ de l’application pG s’identifie a` une classe C(ξ)
ǫ ⊂ C(ξ).
Supposons maintenant que n est pair et n ≥ 2. Posons δ = δ(q). Soient ξ =
(I, (F±i)i∈I , (Fi)i∈I , (yi)i∈I) ∈ Ξreg,n,δ et c = (ci)i∈I ∈ C(ξ). De´finissons Vξ et qξ,c comme
pre´ce´demment. Conside´rons la condition : les espaces quadratiques (V, q) et (Vξ, qξ,c)
sont isomorphes. Il existe une unique classe C(ξ)ǫ ⊂ C(ξ) telle que cette condition soit
ve´rifie´e si et seulement si c appartient a` cette classe. Supposons-la ve´rifie´e et fixons un
isomorphisme entre nos deux espaces quadratiques. Introduisons l’e´le´ment x ∈ G(F ) qui,
modulo cet isomorphisme, agit sur chaque Fi par multiplication par yi. C’est un e´le´ment
de Greg(F ). Il y a deux diffe´rences avec le cas n impair. D’une part, c’est seulement la
classe de conjugaison de x par le groupe orthogonal tout entier qui est bien de´termine´e.
Or cette classe se de´compose en deux classes de conjugaison par G(F ). D’autre part, on
n’obtient par ce proce´de´ que les classes d’e´le´ments x ∈ Greg(F ) qui n’ont pas de valeurs
propres e´gales a` ±1. On e´limine ce deuxie`me proble`me en modifiant la de´finition de Greg.
Convention. Pour un groupe spe´cial orthogonal G d’un espace quadratique de dimen-
sion paire, on note dore´navant Greg l’ensemble des e´le´ments semi-simples re´guliers de G
qui n’ont aucune valeur propre e´gale a` ±1.
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On obtient alors le diagramme
Greg(F )/conj
φst
G/conj→ Greg(F )/stconj
pG ց ւ pstG
Ξreg,n,δ
L’application pstG est un reveˆtement qui pre´serve localement les mesures. Ses fibres sont
d’ordre 2 et forme´es de deux classes de conjugaison stable qui sont conjugue´es par l’action
du groupe orthogonal. Soit ξ ∈ Ξreg,n,δ et y ∈ Greg(F )/stconj tel que pstG(y) = ξ. La fibre
de φstG/conj au-dessus de y s’identifie a` une classe C(ξ)
ǫ ⊂ C(ξ).
Variante. Notons G+ le groupe orthogonal de (V, qV ). On de´finit les ensembles
Greg(F )/conj
+ et Greg(F )/stconj
+ en remplac¸ant dans les de´finitions conjugaison par
G par conjugaison par G+. On a alors un diagramme
Greg(F )/conj
+
φst
G/conj+→ Greg(F )/stconj+
p+G ց ւ pst+G
Ξreg,n,δ
ou` cette fois, pst+G est un isomorphisme.
Pour simplifier certaines constructions ulte´rieures, il convient de conside´rer le cas
n = 0. Dans ce cas, on pose δ = 1 et Greg = G = {1}. Les diagrammes ci-dessus se
trivialisent, tous les ensembles y figurant ayant un seul e´le´ment.
Que d soit pair ou impair, notons G(F )ani l’ensemble des e´le´ments de Greg(F ) dont le
commutant est un tore anisotrope. Il s’agit des e´le´ments appele´s usuellement elliptiques,
sauf dans le cas ou` n = 2 et G est de´ploye´, auquel cas tout e´le´ment est elliptique alors que
G(F )ani est vide. Notons Ξ
∗ l’ensemble des e´le´ments ξ = (I, (F±i)i∈I , (Fi)i∈I , (yi)i∈I) ∈ Ξ
tels que I = I∗. On de´finit aussi Ξ∗reg, Ξ
∗
n etc... Dans les diagrammes ci-dessus, on peut
remplacer les ensembles Greg(F ) par G(F )ani et les Ξreg,n etc... par Ξ
∗
reg,n etc... Les
diagrammes obtenus conservent les meˆmes proprie´te´s.
Soit U un espace vectoriel sur F de dimension finie n. On note M le groupe des
automorphismes F -line´aires de U . On note M˜ l’ensemble des formes biline´aires non
de´ge´ne´re´es sur U . Le groupe M agit a` droite et a` gauche sur M˜ par la formule
(mm˜m′)(u, u′) = m˜(m−1u,m′u′)
pour m,m′ ∈M , m˜ ∈ M˜ et u, u′ ∈ U . Le couple (M, M˜) est un groupe tordu.
Supposons d’abord n pair. Soit ξ = (I, (F±i)i∈I , (Fi)i∈I , (yi)i∈I) ∈ Ξreg,n et γ =
(γi)i∈I ∈ Γpair(ξ). Introduisons le meˆme espace Vξ que ci-dessus et fixons un isomor-
phisme F -line´aire de U sur Vξ. Introduisons l’e´le´ment x˜ ∈ M˜(F ) de´fini, modulo cet
isomorphisme, par la formule
(1) x˜(
∑
i∈I
ui,
∑
i∈I
u′i) =
∑
i∈I
traceFi/F (τi(ui)u
′
iγi).
C’est un e´le´ment de M˜reg(F ) dont la classe de conjugaison est uniquement de´termine´e.
Inversement, toute classe semi-simple re´gulie`re est obtenue par ce proce´de´. On obtient
un diagramme
M˜reg(F )/conj
φst
M˜/conj→ M˜reg(F )/stconj
pM˜ ց ւ pstM˜
Ξreg,n
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La fibre de pM˜ au-dessus de ξ ∈ Ξreg,n s’identifie a` Γpair(ξ). L’application pstM˜ est
un isomorphisme analytique mais ne pre´serve pas localement les mesures. En effet,
fixons ξ = (I, (F±i)i∈I , (Fi)i∈I , (yi)i∈I) ∈ Ξreg,n et construisons x˜ comme ci-dessus. Le
tore Mx˜ est e´gal a` Tξ. Soit ω un voisinage ouvert assez petit de l’unite´ dans Tξ(F ).
La mesure sur M˜reg(F )/stconj a e´te´ de´finie de sorte que l’application t 7→ x˜t de ω
dans M˜reg(F )/stconj pre´serve les mesures. Changer x˜ en x˜t revient a` changer γi en
γiti dans la formule (1). D’apre`s la relation yi = γiτi(γi)
−1, on a l’e´galite´ pst
M˜
(x˜t) =
(I, (F±i)i∈I , (Fi)i∈I , (yit
2
i )i∈I) Or la mesure sur Ξreg,n a e´te´ de´finie de sorte que l’appli-
cation t = (ti)i∈I 7→ (I, (F±i)i∈I , (Fi)i∈I , (yiti)i∈I) pre´serve les mesures. Le jacobien de
l’application pst
M˜
est donc le meˆme que celui de l’application t 7→ t2 de Tξ(F ) dans lui-
meˆme, c’est-a`-dire |2|n/2F .
Supposons maintenant n impair. ξ = (I, (F±i)i∈I , (Fi)i∈I , (yi)i∈I) ∈ Ξreg,n−1 et γ =
(γD, (γi)i∈I) ∈ Γimp(ξ). Posons D = F et fixons un isomorphisme de U sur D ⊕ Vξ.
Introduisons l’e´le´ment x˜ ∈ M˜(F ) de´fini, modulo cet isomorphisme, par la formule
x˜(uD +
∑
i∈I
ui, u
′
D +
∑
i∈I
u′i) = γDuDu
′
D +
∑
i∈I
traceFi/F (τi(ui)u
′
iγi).
C’est un e´le´ment de M˜reg(F ) dont la classe de conjugaison est uniquement de´termine´e.
Inversement, toute classe semi-simple re´gulie`re est obtenue par ce proce´de´. On obtient
le diagramme
M˜reg(F )/conj
φst
M˜/conj→ M˜reg(F )/stconj
pM˜ ց ւ pstM˜
Ξreg,n−1
La fibre de pM˜ au-dessus de ξ ∈ Ξreg,n−1 s’identifie a` Γimp(ξ). L’application pstM˜ est
un isomorphisme analytique dont le jacobien vaut |2|(n−1)/2F d’apre`s le meˆme calcul que
ci-dessus.
Que n soit pair ou impair, notons M˜(F )ani l’ensemble des e´le´ments γ˜ ∈ M˜reg(F )
tels que Mγ˜ soit un tore anisotrope. Dans les diagrammes ci-dessus, on peut remplacer
M˜reg(F ) par M˜(F )ani et les ensembles Ξreg,n ou Ξreg,n−1 par Ξ
∗
reg,n ou Ξ
∗
reg,n−1. Les
diagrammes obtenus conservent les meˆmes proprie´te´s.
1.5 De´finition de fonctions sur l’ensemble de parame`tres
Soit ξ = (I, (F±i)i∈I , (Fi)i∈I , (yi)i∈I) ∈ Ξreg. Pour tout i ∈ I, notons Φi l’ensemble des
homomorphismes non nuls de F -alge`bres de Fi dans F¯ . On de´finit un polynoˆme
Pξ(T ) =
∏
i∈I
∏
φ∈Φi
(T − φ(yi)).
Introduisons un espace quadratique (Vξ, qξ) tel que dim(Vξ) = dξ et δ(qξ) = δξ. Notons
Gξ son groupe spe´cial orthogonal. Alors ξ parame`tre deux classes de conjugaison stable
dans Gξ,reg(F ). Fixons-en une et un e´le´ment t de cette classe. On pose
∆(ξ) = |det((1− t)|Vξ |F .
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Ce terme ne de´pend ni du choix de l’espace (Vξ, qξ), ni du choix de t. En fait, il est clair
que
∆(ξ) = Pξ(1).
Pour un entier n ≥ dξ, fixons un espace quadratique (Z, qZ) tel que dim(Z) = n − dξ.
Notons G le groupe spe´cial orthogonal de la somme orthogonale (Vξ, qξ)⊕ (Z, qZ). Alors
t est un e´le´ment semi-simple de G(F ). Il n’est plus re´gulier, mais on a ne´anmoins de´fini
DG(t). On pose
Dn(ξ) = DG(t).
Ici encore, ce terme ne de´pend pas des choix. On pose simplement D(ξ) = Ddξ(ξ). On
ve´rifie l’e´galite´
(1) Dn(ξ) = D(ξ)∆(ξ)n−dξ .
Soient ξ+ = (I+, (F±i)i∈I+, (Fi)i∈I+ , (yi)i∈I+) ∈ Ξreg et ξ− = (I−, (F±i)i∈I−, (Fi)i∈I−, (yi)i∈I−) ∈
Ξreg, ou` l’on suppose, ainsi qu’il est loisible, que I+ ∩ I− = ∅. Posons ξ = ξ+ ⊔ ξ− et
I = I+ ⊔ I−. Supposons ξ re´gulier. Soit c = (ci)i∈I ∈ C(ξ). On note P ′ξ(T ) le polynoˆme
de´rive´ du polynoˆme Pξ. Pour tout i ∈ I, posons
Ci = (−1)dξ/2ciP ′ξ(yi)Pξ(−1)y1−dξ/2i (yi − 1)−1(yi + 1).
C’est un e´le´ment de F±i. Pour ν ∈ F×, on pose
∆ν(ξ+, ξ−, c) =
∏
i∈I∗
−
sgnFi/F±i(νCi).
Soit ξ = (I, (F±i)i∈I , (Fi)i∈I , (yi)i∈I) ∈ Ξreg. Soit γ = (γi)i∈I ∈ Γpair(ξ). Pour i ∈ I,
posons
Ci = −γ−1i Pξ(1)P ′ξ(yi)y1−dξ/2i (yi − 1).
Soit maintenant γ = (γD, (γi)i∈I) ∈ Γimp(ξ) (la composante γD appartient a` F×/F×,2).
Pour i ∈ I, posons
Ci = γDγ
−1
i Pξ(1)P
′
ξ(yi)y
1−dξ/2
i (yi − 1).
Dans les deux cas, on pose
∆(ξ, γ) =
∏
i∈I∗
sgnFi/F±i(Ci).
1.6 Endoscopie
Soit G un groupe re´ductif connexe de´fini sur F . Fixons une forme quasi-de´ploye´e G
de G et un torseur inte´rieur ψG : G → G. On fixe une fonction u : Gal(F¯ /F ) → G
telle que ψG ◦ σ(g) = u(σ)σ ◦ ψG(g)u(σ)−1 pour tous g ∈ G et σ ∈ Gal(F¯ /F ). Le
compose´ de u et de l’application naturelle de G dans son groupe adjoint Gad est un
cocycle. Nous conside´rons le cas favorable ou` u lui-meˆme est un cocycle, a` valeurs dans
G. Fixons une paire de Borel e´pingle´e de G, de´finie sur F . C’est-a`-dire que l’on fixe
un sous-groupe de Borel B de´fini sur F , un sous-tore maximal T de B de´fini sur F .
Notons Π l’ensemble des racines simples de T associe´ a` B. Pour α ∈ Π, on fixe un
e´le´ment non nul Eα de l’espace radiciel associe´ a` α et on suppose que la famille (Eα)α∈Π
est stable par l’action de Gal(F¯ /F ). Remarquons que N =
∑
α∈ΠEα est un e´le´ment
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nilpotent re´gulier de g(F ) et la classe de conjugaison de la paire de Borel e´pingle´e est
de´termine´e par celle de N . Il nous suffit en fait de fixer la classe de conjugaison de N .
Conside´rons enfin une donne´e endoscopique (H, s, Lξ) de G, cf. [LS] 1.2. On peut de´finir
une application, la correspondance endoscopique, dont l’ensemble de de´part est un sous-
ensemble de Hreg(F )/stconj et l’ensemble d’arrive´e est Greg(F )/stconj. Elle pre´serve
localement les mesures. Pour y ∈ Hreg(F )/stconj et x ∈ Greg(F )/conj tels que φstG/conjx
corresponde a` y, on de´finit le facteur de transfert ∆H,G(y, x) (nous en supprimons le
terme ∆IV ). Pour f ∈ C∞c (G(F )) et fH ∈ C∞c (H(F )), on dit que fH est un transfert de
f si on a l’e´galite´
DH(y)1/2Φst(y, fH) =
∑
x
∆H,G(y, x)D
G(x)1/2Φ(x, f)
pour presque tout y ∈ Hreg(F )/stconj, ou` x parcourt l’ensemble des e´le´ments deGreg(F )/conj
tels que φstG/conj(x) soit l’image de y dans Greg(F )/stconj (c’est l’ensemble vide si y n’a
pas d’image dans Greg(F )/stconj).
Remarque. Pour eˆtre pre´cis, il conviendrait d’introduire l’ensemble des e´le´ments
G-re´guliers dans H et de dire que l’e´galite´ doit eˆtre ve´rifie´e pour tout y G-re´gulier au
lieu de dire comme ci-dessus qu’elle l’est presque partout.
Soient Θ une distribution sur G(F ) invariante par conjugaison et ΘH une distribution
sur H(F ) invariante par conjugaison stable. On dit que Θ est un transfert de ΘH si et
seulement si Θ(f) = ΘH(fH) pour tout couple de fonctions (f, fH) tel que fH soit un
transfert de f . Supposons Θ et ΘH localement inte´grable, ce qui permet de les identifier
a` des fonctions de´finies presque partout. Les formules d’inte´gration du paragraphe 1.2
montrent que Θ est un transfert de ΘH si et seulement si on a l’e´galite´
(1) Θ(x)DG(x)1/2 =
∑
y
DH(y)1/2∆H,G(y, x)Θ
H(y)
pour tout x ∈ Greg(F )/conj, ou` y parcourt l’ensemble des e´le´ments de Hreg(F )/stconj
tels que φstG/conj(x) soit l’image de y par la correspondance endoscopique.
La the´orie de l’endoscopie s’adapte au cas d’un groupe tordu (M, M˜). On ne l’utilisera
que sous des hypothe`ses simplificatrices. On suppose M de´ploye´. On fixe un e´le´ment
θ˜ ∈ M˜(F ), on suppose qu’il existe une paire de Borel e´pingle´e de M , de´finie sur F
et conserve´e par θθ˜. On fixe une telle paire. L’e´le´ment N construit comme ci-dessus
est un e´le´ment nilpotent re´gulier de mθ˜(F ) et c’est sa classe de conjugaison par Mθ˜(F )
qui compte. Conside´rons une donne´e endoscopique (H, s, Lξ) de (M, M˜), cf. [KS] 2.1.
On de´finit une correspondance endoscopique, qui est une application dont l’ensemble de
de´part est un sous-ensemble de Hreg(F )/stconj et l’ensemble d’arrive´e est M˜(F )/stconj.
Il y a une difficulte´ avec les mesures. Soient h ∈ Hreg(F ) et m˜ ∈ M˜(F ) tels que φstM˜(m˜)
soit l’image de φstH(h). Notons T
♭ = Mm˜, T
H = Hh , T le commutant de T
♭ dans M et
θ = θm˜. Posons
d(γ˜) = |det((1− θ)|t/t♭ |F
et
DM˜0 (γ˜) = |det((1− θ)|m/t|F = DM˜(γ˜)d(γ˜)−1.
Il y a une application naturelle de T ♭(F ) dans TH(F ) qui est localement un isomorphisme.
On a de´fini des mesures sur T ♭(F ) et TH(F ). D’apre`s [KS] 5.5, il convient de remplacer
la mesure sur TH(F ) par celle telle que le jacobien de l’application pre´ce´dente soit e´gal a`
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d(γ˜). On change de fac¸on correspondante la mesure sur Hreg(F )/stconj. Alors la corres-
pondance endoscopique ci-dessus est de jacobien d(y˜)−1 en un point y ∈ Hreg(F )/stconj
d’image y˜ ∈ M˜reg/stconj. On de´finit un facteur de transfert ∆H,M˜ . Pour f˜ ∈ C∞c (M˜(F ))
et fH ∈ C∞c (H(F )), on dit que fH est un transfert de f˜ si on a l’e´galite´
DH(y)1/2Φst(y, fH) =
∑
x˜
∆H,M˜(y, x˜)D
M˜
0 (x˜)
1/2Φ(x˜, f˜)
pour presque tout y ∈ Hreg(F )/stconj, ou` x˜ parcourt l’ensemble des e´le´ments de M˜reg(F )/conj
tels que φst
M˜/conj
(x˜) soit l’image de y dans M˜reg(F )/stconj (cf. [KS] 5.5). On de´finit la
notion de transfert de distributions comme ci-dessus. Soit Θ˜ une distribution sur M˜(F )
invariante par conjugaison et ΘH une distribution sur H(F ) invariante par conjugaison
stable. Supposons-les localement inte´grables. Les normalisations de mesures ci-dessus et
les formules d’inte´gration de 1.2 montrent que Θ˜ est un transfert de ΘH si et seulement
si on a l’e´galite´
(2) Θ˜(x˜)DM˜0 (x˜)
1/2 =
∑
y
DH(y)1/2∆H,M˜(y, x˜)Θ
H(y)
pour tout x˜ ∈ M˜reg(F )/conj, ou` y parcourt l’ensemble des e´le´ments de Hreg(F )/stconj
tels que φst
M˜/conj
(x˜) soit l’image de y par la correspondance endoscopique.
On a modifie´ ci-dessus nos mesures pour traduire les de´finitions de [KS]. Mais l’e´galite´
(2) ne fait intervenir aucune mesure. Dans la suite, on revient aux mesures de´finies en
1.2, en conside´rant (2) comme la de´finition du transfert de la distribution ΘH .
1.7 Endoscopie pour les groupes spe´ciaux orthogonaux
Soient (V ′, q′), (V ′+, q
′
+) et (V
′
−, q
′
−) trois espaces quadratiques sur F . Notons d
′, d′+ et
d′− leurs dimensions et G
′, G′+ et G
′
− leurs groupes spe´ciaux orthogonaux. On suppose
• d′, d′+ et d′− impairs ;
• d′+ + d′− = d′ + 1 ;
• G′+ et G′− sont de´ploye´s.
Comme on le sait, G′+ ×G′− est un groupe endoscopique de G′.
Remarque. La notion correcte est celle de donne´e endoscopique et non de groupe
endoscopique. Ici, les termes que l’on doit ajouter pour obtenir une donne´e endoscopique
sont presque e´vidents, on renvoie a` [W4] 1.8 pour plus de de´tails.
Pour de´finir des facteurs de transfert, on doit fixer quelques donne´es supple´mentaires,
a` savoir une forme inte´rieure quasi-de´ploye´e G′ de G′, un torseur inte´rieur ψG′ : G
′ → G′
et un cocycle u′ : Gal(F¯ /F ) → G′. Supposons G′ de´ploye´. On pose (V ′, q′) = (V ′, q′),
G′ = G′, on prend pour torseur inte´rieur l’identite´ et pour cocycle le cocyle trivial.
Supposons maintenant G′ non de´ploye´. On introduit l’espace quadratique (V ′, q′) qui a
meˆmes dimension et discriminant que (V ′, q′) mais un indice de Witt oppose´. Le groupe
spe´cial orthogonal G′ de cet espace est de´ploye´. On fixe un isomorphisme F¯ -line´aire
β : V ′ ⊗F F¯ → V ′ ⊗F F¯ qui identifie les prolongements F¯ -biline´aires de q′ et q′. Pour
g′ ∈ G′, on pose ψG′(g′) = βg′β−1. Pour σ ∈ Gal(F¯ /F ), on pose u′(σ) = βσ(β)−1. On a
a priori besoin de fixer une classe de conjugaison d’e´le´ment nilpotent re´gulier dans g′(F ),
mais il n’y en a qu’une.
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Avec ces donne´es, on peut de´finir la notion de correspondance entre classes de conju-
gaison stable semi-simples re´gulie`res dans G′(F ) et dans G′+(F )×G′−(F ), et de´finir un
facteur de transfert ∆G′
+
×G′
−
,G′. La correspondance entre classes de conjugaison stable
s’explicite aise´ment. Il y a une application naturelle
Ξd′
+
−1 × Ξd′
−
−1 → Ξd′−1
(ξ+, ξ−) 7→ ξ+ ⊔ ξ−.
Via les applications pstG′
+
, pstG′
−
et pstG′, c’est la correspondance endoscopique (encore une
fois, pour eˆtre correct, il faut se restreindre aux e´le´ments G′-re´guliers).
Soient y′+ ∈ G′+,reg(F )/stconj, y′− ∈ G′−,reg(F )/stconj et x′ ∈ G′reg(F )/conj. Posons
ξ+ = p
st
G′
+
(y+), ξ− = p
st
G′
−
(y−), ξ = ξ+ ⊔ ξ−, suposons pG′(x′) = ξ. Soit c ∈ C(ξ) qui
parame`tre x′. Alors, avec la notation introduite en 1.5,
(1) ∆G′+×G′−,G′((y
′
+, y
′
−), x
′) = ∆−2δ(q′)(ξ+, ξ−, c).
Cf. [W4] proposition 1.10. Le η de cette re´fe´rence vaut ici (−1)(d′−1)/2δ(q′).
Remarque. Soit α ∈ F×, remplac¸ons q′ par αq′. Cela ne change pas le groupe G′.
Pour y′+, y
′
− et x
′ comme ci-dessus, le parame`tre ξ est inchange´. En se reportant au
paragraphe 1.5, on voit que l’e´le´ment c = (ci)i∈I∗ est remplace´ par (αci)i∈I∗ . On a aussi
δ(αq′) = αδ(q′). On conclut que le facteur de transfert ne change pas.
Soient (V, q), (V+, q+) et (V−, q−) trois espaces quadratiques sur F . Notons d, d+ et
d− leurs dimensions et G, G+ et G− leurs groupes spe´ciaux orthogonaux. On suppose
• d, d+ et d− pairs ;
• d+ + d− = d ;
• G+ et G− sont quasi-de´ploye´s.
Le groupe G+ × G− est un groupe endoscopique de G. On doit fixer des donne´es
supple´mentaires. Pour cela,
on fixe pour la suite de l’article un e´le´ment ν0 ∈ F×.
On introduit l’espace quadratique (Z1, q1,−ν0) suivant : Z1 = F et q1,−ν0(λ, λ
′) =
−2ν0λλ′. Conside´rons la condition :
(QD) le groupe spe´cial orthogonal de (V, q)⊕ (Z1, q1,−ν0) est de´ploye´.
Il est facile de l’expliciter. Si δ(q) = 1, elle est e´quivalente a` chacune des conditions
suivantes : G est de´ploye´ ; (V, q) est somme orthogonale de plans hyperboliques. Sup-
posons δ(q) 6= 1. Posons E = F (√δ(q)). Alors (V, q) est somme orthogonale de plans
hyperboliques et de l’espace E muni d’une forme (λλ′) 7→ traceE/F (τE/F (λ)λ′η), pour
un e´le´ment η ∈ F×. La condition (QD) e´quivaut alors a` sgnE/F (ην0) = 1.
Rappelons que les orbites nilpotentes re´gulie`res dans g(F ) sont parame´tre´es par un
sous-ensemble N de F×/F×,2, cf. [W1] 7.1. Sous l’hypothe`se (QD), on a N = F×/F×,2 si
δ(q) = 1, tandis que N = ηNormE/F (E×)/F×,2 si δ(q) 6= 1, avec les notations ci-dessus.
Si (QD) est ve´rifie´e, on pose (V , q) = (V, q), G = G (ce groupe est quasi-de´ploye´).
On prend pour torseur inte´rieur l’identite´ et pour cocycle le cocyle trivial. Supposons
maintenant que (QD) ne soit pas ve´rifie´e. On introduit l’espace quadratique (V , q) qui a
meˆmes dimension et discriminant que (V, q) mais un indice de Witt oppose´. Cet espace
ve´rifie (QD). On fixe un isomorphisme F¯ -line´aire β : V ⊗F F¯ → V ⊗F F¯ qui identifie les
prolongements F¯ -biline´aires de q et q. Comme en dimension impaire, on en de´duit un
torseur inte´rieur ψG : G→ G et un cocycle u : Gal(F¯ /F )→ G. On doit encore fixer une
orbite nilpotente re´gulie`re dans g(F ). D’apre`s ce qui pre´ce`de, l’e´le´ment ν0 parame`tre une
telle orbite Oν0 et c’est celle que l’on choisit.
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Il y a une application naturelle
Ξd+,δ(q+) × Ξd−,δ(q−) → Ξd,δ(q)
(ξ+, ξ−) 7→ ξ+ ⊔ ξ−.
Via les applications pst,+G+ , p
st,+
G−
et pst,+G , elle de´finit une correspondance entre classes de
conjugaison stable au sens de la conjugaison par le groupe orthogonal tout entier, autre-
ment dit entre couples de classes de conjugaison stable. La correspondance endoscopique
raffine cette premie`re correspondance. Pour la de´crire plus commode´ment, introduisons
l’ensemble Λ(V ) forme´ des classes de conjugaison par G(F¯ ) dans l’ensemble des lagran-
giens de´finis sur F¯ de V ⊗F F¯ . Il a deux e´le´ments. Le groupe orthogonal G+(F¯ ) agit
naturellement sur cet ensemble, un e´le´ment de de´terminant −1 e´changeant les deux
e´le´ments. Conside´rons le produit Greg(F )× Λ(V ). Disons que deux e´le´ments (g1, L1) et
(g2, L2) de ce produit sont stablement conjugue´s si et seulement s’il existe g ∈ G+(F¯ )
tel que g2 = gg1g
−1 et L2 = g(L1). Notons ΛGreg(F )/stconj
+ l’ensemble des classes de
conjugaison stable et φst,+ΛG : Greg(F )×Λ(V )→ ΛGreg(F )/stconj+ l’application naturelle.
Il y a une application naturelle de cet ensemble dans Greg(F )/stconj
+ qui, a` φst,+ΛG (g, L),
associe la classe φst,+G (g) de g dans l’ensemble d’arrive´e. D’autre part
(2) si l’on fixe L ∈ Λ(V ), l’application g 7→ (g, L) se quotiente en une bijection de
Greg(F )/stconj sur ΛGreg(F )/stconj
+.
Soit (g, L) ∈ Greg(F )×Λ(V ). On peut repre´senter L par un lagrangien, encore note´ L,
tel que g(L) = L. Notons E(g, L) l’ensemble des valeurs propres de g dans L (ce sont des
e´le´ments de F¯ ). Quand on change de repre´sentant L, l’ensemble E(g, L) peut changer. Un
tel changement consiste a` remplacer un nombre pair de valeurs propres par leurs inverses.
Disons que deux ensembles de valeurs propres sont e´quivalents s’ils diffe`rent par un tel
changement. La classe d’e´quivalence de E(g, L) est alors bien de´termine´e et ne de´pend
que de φst,+ΛG (g, L). On remarque que, si L
′ de´signe l’autre e´le´ment de Λ(V ), les classes
E(g, L′) et E(g, L) sont distinctes : on passe de l’une a` l’autre en remplac¸ant un nombre
impair de valeurs propres par leurs inverses. Cela e´tant, l’application pre´ce´demment
de´finie entre couples de conjugaison stable se rele`ve en une application
E : ΛG+,reg(F )/stconj
+ × ΛG−,reg(F )/stconj+ → ΛGreg(F )/stconj+
de´finie ainsi. Soit (g+,Λ+) ∈ G+,reg(F ) × Λ(V+) et (g−,Λ−) ∈ G−,reg(F ) × Λ(V−). Soit
g ∈ Greg tel que φst,+G (g) corresponde a` (φst,+G+ (g+), φst,+G− (g−)). Il y a un unique L ∈ Λ(V )
tel que E(g, L) soit e´quivalent a` la re´union disjointe E(g+, L+)⊔ E(g−, L−). On choisit L
ainsi. On de´finit E(φst,+ΛG+(g+, L+), φ
st,+
ΛG−
(g−, L−)) = φ
st,+
ΛG (g, L).
Comme on l’a dit, une donne´e endoscopique est plus riche que la seule donne´e des
groupes. Elle contient une identification sur F¯ entre un tore maximal de G+×G− et un
tore maximal de G, modulo l’action du groupe de Weyl de G. On a vu ci-dessus qu’un
e´le´ment de Λ(V ) de´terminait une classe d’e´quivalence d’ensembles de valeurs propres.
Il de´termine de meˆme une classe d’e´quivalence d’ensembles de caracte`res d’un tore. De
l’identification des tores se de´duit une application Λ(V+) × Λ(V−) → Λ(V ). Soit alors
(Λ+,Λ−) ∈ Λ(V+) × Λ(V−), notons Λ son image par cette application. En utilisant (2)
applique´ respectivement a` Λ+, Λ− et Λ, l’application E devient une application
G+,reg(F )/stconj ×G−,reg(F )/stconj → Greg(F )/stconj.
On voit qu’elle ne de´pend pas du choix de (Λ+,Λ−). C’est la correspondance endoscopique
cherche´e.
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Soient y+ ∈ G+,reg(F )/stconj, y− ∈ G−,reg(F )/stconj et x ∈ Greg(F )/conj. Posons
ξ+ = p
st
G+
(y+), ξ− = p
st
G−
(y−) = ξ−, ξ = ξ+ ⊔ ξ−, supposons que la classe de conjugaison
stable de x corresponde a` (y+, y−), a fortiori pG(x) = ξ. Soit c ∈ C(ξ) qui parame`tre x.
Alors
(3) ∆G+×G−,G((y+, y−), x) = ∆ν0δ(q)(ξ+, ξ−, c).
Cf. [W4] proposition 1.10. Le η de cette re´fe´rence vaut ici 2(−1)d/2ν0δ(q).
Remarque. Soit α ∈ F×. Remplac¸ons q par αq. Le groupe G reste inchange´. Si l’on
conservait le meˆme cocycle et si l’on remplac¸ait ν0 par αν0, on conserverait le meˆme
facteur de transfert. Mais, avec nos de´finitions, le cocycle peut changer et, par contre, on
veut conserver le meˆme ν0. Donc le facteur de transfert n’est plus le meˆme. Pre´cise´ment,
on voit qu’il est multiplie´ par (δ(q−), α)F .
1.8 Endoscopie pour les groupes line´aires tordus
On conside`re un espace U sur F de dimension n et on introduit le groupe tordu
(M, M˜) correspondant, cf. 1.4. Introduisons d’autre part un espace quadratique (V, q),
dont on note G le groupe spe´cial orthogonal. On suppose dim(V ) = n et G quasi-de´ploye´.
Le groupe G est un groupe endoscopique de M˜ . Il convient ici de pre´ciser les plongements
de L-groupes. On renvoie pour cela a` [W4] 1.8. Si n est pair, c’est dans cette re´fe´rence
le cas du groupe line´aire tordu avec d = n pair, d− = d, d+ = 0. Si n est impair, c’est le
cas du groupe line´aire tordu avec d = n impair, d− = d, d+ = 0 et χ = 1. Pour de´finir
des facteurs de transfert, on doit fixer un e´le´ment de base de M˜(F ) (l’e´le´ment note´ θ˜ en
1.6). On fixe une base (uj)j=1,...,n de U et on prend pour point-base l’e´le´ment θn ∈ M˜(F )
de´fini par
θn(uj, uk) = (−1)k+[(n+1)/2]δj,n+1−k,
ou` le dernier terme est le symbole de Kronecker. On doit aussi choisir une classe de
conjugaison d’e´le´ment nilpotent re´gulier dans mθn(F ). Si n est impair, le groupeMθn est
spe´cial orthogonal ”impair”, il n’y a qu’une seule classe possible. Si n est pair, le groupe
Mθn est symplectique, il y a le choix. On prend la classe de l’e´le´ment N tel que N(uj) =
−uj−1 pour j = 2, ..., n et N(u1) = 0. On peut alors de´finir une correspondance entre
classes de conjugaison stable d’e´le´ments semi-simples re´guliers dans G(F ) et dans M˜(F ),
ainsi qu’un facteur de transfert ∆G,M˜ . La correspondance entre classes de conjugaison
stable s’explicite aise´ment. Supposons n impair. On a les bijections
Greg(F )/stconj
pstG→ Ξreg,n−1
pst
M˜← M˜reg(F )/stconj
et la correspondance est celle qui vient de ces bijections. Supposons maintenant n pair. On
de´finit une bijection ξ 7→ −ξ de Ξreg dans lui-meˆme : si ξ = (I, (F±i)i∈I , (Fi)i∈I , (yi)i∈I),
on pose −ξ = (I, (F±i)i∈I , (Fi)i∈I , (−yi)i∈I). On a les applications
Greg(F )/stconj
pstG→ Ξreg,n,δ(q) ξ 7→−ξ→ Ξreg,n
pst
M˜← M˜reg(F )/stconj
et la correspondance est celle qui vient de ces applications.
Soient y ∈ Greg(F )/stconj et x˜ ∈ M˜reg(F )/conj. Posons ξ = pM˜(x˜). Supposons
d’abord n impair et pstG(y) = ξ. Soit γ ∈ Γimp(ξ) qui parame`tre la classe de conjugaison
de x˜. Alors, avec la notation de 1.5,
(1) ∆G,M˜(y, x˜) = ∆(ξ, γ).
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Supposons maintenant n pair et pstG(y) = −ξ. Soit γ ∈ Γpair(ξ) qui parame`tre la classe
de conjugaison de x˜. Alors
(2) ∆G,M˜(y, x˜) = ∆(ξ, γ).
Cf. [W4] proposition 1.10. Dans le cas n pair, le η de cette re´fe´rence vaut (−1)n/2. On
doit remplacer les ξ et yi par −ξ et −yi car, dans [W4], ces termes parame´traient y et
non pas la classe de conjugaison stable de x˜.
2 Quelques formules revisite´es
2.1 Multiplicite´s pour les groupes spe´ciaux orthogonaux
Soient (V, q) et (V ′, q′) deux espaces quadratiques sur F de dimensions respectives
d et d′. On note G et G′ leurs groupes spe´ciaux orthogonaux. On suppose d pair et d′
impair. Pour un entier r ∈ N introduisons un espace Z2r+1 de dimension 2r + 1 sur F ,
muni d’une base (zj)j=−r,...,r. Pour ν ∈ F×, de´finissons une forme biline´aire syme´trique
q2r+1,ν sur Z2r+1 par
q2r+1,ν(
∑
i=−r,...,r
λjzj ,
∑
j=−r,...,r
λ′jzj) = 2νλ0λ
′
0 +
∑
j=1,...,r
(λ−jλ
′
j + λjλ
′
−j).
On a fixe´ ν0 ∈ F× en 1.7. Supposons
• si d < d′, (V ′, q′) est isomorphe a` (V, q)⊕ (Zd′−d, qd′−d,−ν0) ;
• si d > d′, (V, q) est isomorphe a` (V ′, q′)⊕ (Zd−d′ , qd−d′,ν0).
On fixe de tels isomorphismes. Pour fixer les ide´es, supposons d′ > d, les constructions
e´tant similaires dans l’autre cas. Alors G s’identifie a` un sous-groupe de G′. On pose
r = (d′ − d− 1)/2. On note P le sous-groupe parabolique de G′ qui conserve le drapeau
de sous-espaces
Fzr ⊂ Fzr ⊕ Fzr−1 ⊂ ... ⊂ Fzr ⊕ ...⊕ Fz1.
On note U son radical unipotent et on de´finit un caracte`re ψU de U(F ) par la formule
ψU(u) = ψF (
∑
j=0,...,r−1
q(uzj, z−j−1)).
Le groupe G est inclus dans P et ψU est invariant par conjugaison par G(F ).
Soient σ ∈ Temp(G(F )) et σ′ ∈ Temp(G′(F )). On note HomG,ψF (σ′, σ) l’espace des
applications line´aires ϕ : Eσ′ → Eσ telles que
ϕ(σ′(ug)e) = ψU (u)σ(g)ϕ(e)
pour tous u ∈ U(F ), g ∈ G(F ) et e ∈ Eσ′ . D’apre`s [AGRS] (comple´te´ par [W5]) et
[GGP] corollaire 15.2, cet espace est de dimension au plus 1. On pose
m(σ, σ′) = m(σ′, σ) = dim(HomG,ψF (σ
′, σ)).
Ce nombre est inde´pendant de ψF .
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Dans [W2], on a calcule´ cette dimension par une formule inte´grale. Rappelons-la.
Notons T l’ensemble des sous-tores T de G (on suppose encore d′ > d) pour lesquels il
existe une de´composition orthogonale V = WT ⊕ VT de sorte que les conditions (1) a`
(4) ci-dessous soient ve´rifie´es. On pose V ′T = VT ⊕ Z2r+1 et on note GT , GVT et GV ′T les
groupes spe´ciaux orthogonaux de WT , VT et V
′
T .
(1) T est anisotrope.
(2) dim(WT ) est paire.
(3) T est inclus dans GT et c’en est un sous-tore maximal.
(4) Les groupes GVT et GV ′T sont quasi-de´ploye´s.
Pour T ∈ T , on pose
W (G, T ) = NormG(F )(T )/ZG(F )(T ).
Pour t ∈ T (F ), on pose ∆(t) = |det((1 − t)|WT )|F . Supposons t en position ge´ne´rale.
Alors G′t = T × GV ′T et Gt = T × GVT . La repre´sentation σ′ admet un caracte`re Θσ′ .
Rappelons dans ce contexte un re´sultat de Harish-Chandra. Pour O ∈ Nil(g′t(F )), on
de´finit l’inte´grale orbitale JO sur C
∞
c (g
′
t(F )) et sa transforme´e de Fourier. Celle-ci est
une distribution localement inte´grable, donc s’identifie a` une fonction JˆO. Alors il existe
une famille (cσ′,O(t))O∈Nil(g′t(F )) de nombres complexes de sorte que, pour X re´gulier dans
un voisinage assez petit de 0 dans g′t(F ), on ait l’e´galite´
(5) Θσ′(texp(X)) =
∑
O∈Nil(g′t(F ))
cσ′,O(t)JˆO(X).
Evidemment, pour que ceci ait un sens pre´cis, on doit normaliser les mesures et la trans-
formation de Fourier utilise´e, on renvoie pour cela a` [W1] 1.2 et 2.6. On a Nil(g′t(F )) =
Nil(gV ′T (F )). Puisque le groupe GV ′T est quasi-de´ploye´ et que dim(V
′
T ) est impaire, il
y a une unique orbite nilpotente re´gulie`re. Notons-la Oreg. On pose cσ′(t) = cσ′,Oreg(t).
Cela de´finit une fonction cσ′ presque partout sur T (F ). Le meˆme proce´de´ s’applique
pour de´finir une fonction cσ, a` ceci pre`s que, parce que dim(VT ) est paire, il peut y
avoir plusieurs orbites re´gulie`res dans Nil(gVT (F )). Pre´cisons ce point. Si dim(VT ) ≤ 2,
il n’y a encore qu’une orbite re´gulie`re Oreg et on de´finit cσ(t) = cσ,Oreg(t). Supposons
dim(VT ) ≥ 4. L’hypothe`se que GV ′T est quasi-de´ploye´ implique qu’il existe un e´le´ment
v0 ∈ VT tel que q(v0, v0) = 2ν0. Fixons un tel e´le´ment et notons G′0 le groupe spe´cial
orthogonal de l’hyperplan orthogonal a` Fv0. La meˆme hypothe`se implique que G
′
0 est
de´ploye´. Il y a donc une unique orbite nilpotente re´gulie`re dans g′0(F ). Fixons un point de
cet orbite. Alors sa GVT (F )-orbite est encore re´gulie`re dans gVT (F ), on la note Oν0 (c’est
l’orbite parame´tre´e par ν0 dans le parame´trage e´voque´ en 1.7). On pose cσ(t) = cσ,Oν0 (t).
Le groupe G(F ) agit par conjugaison sur T . Fixons un ensemble de repre´sentants T
des orbites. Posons
mgeom(σ, σ
′) = mgeom(σ
′, σ) =
∑
T∈T
|W (G, T )|−1
∫
T (F )
cσ(t)cσ′(t)D
G(t)∆(t)rdt.
Cette expression est absolument convergente et le the´ore`me principal de [W2] affirme
que l’on a l’e´galite´
mgeom(σ, σ
′) = m(σ, σ′).
Remarque. Dans les de´finitions de [W1], c’est l’orbiteO−ν0 et nonOν0 qui intervient.
Ce n’est plus le cas ici car on a glisse´ le signe − dans les hypothe`ses concernant le
plongement de (V, q) dans (V ′, q′).
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2.2 Reformulation de mgeom(σ, σ
′)
Notons D(q, q′) l’ensemble des couples (d, δ) ∈ N × F×/F×,2 qui ve´rifient les condi-
tions suivantes :
(1) d est pair et 0 ≤ d ≤ inf(d, d′) ;
(2) si G ou G′ n’est pas quasi-de´ploye´, d ≥ 2 ; si G et G′ sont quasi-de´ploye´s et d = 0,
alors δ = 1 ;
(3) si d = inf(d, d′) (ce qui entraˆıne par parite´ d = d < d′), δ = δ(q) ;
(4) si d = 2, δ 6= 1.
Pour (d, δ) ∈ D(q, q′), conside´rons les espaces quadratiques (W, qW ) tels que dim(W ) =
d et δ(qW ) = δ. Si d = 0, il n’y en a qu’un, e´videmment. Si d 6= 0, il y en a deux, a`
e´quivalence pre`s, que l’on distingue selon leurs indices de Witt. D’autre part, pour un
espace quadratique (W, qW ) conside´rons la condition suivante :
(H) si d < d′, il existe un espace quadratique (V1, q1) tel que (V, q) soit isomorphe
a` (W, qW )⊕ (V1, q1) et que les groupes spe´ciaux orthogonaux de (V1, q1) et de (V1, q1)⊕
(Z2r+1, q2r+1,−ν0) soient quasi-de´ploye´s ; si d > d
′, il existe un espace quadratique (V1, q1)
tel que (V ′, q′) soit isomorphe a` (W, qW )⊕(V1, q1) et que les groupes spe´ciaux orthogonaux
de (V1, q1) et de (V1, q1)⊕ (Z2r+1, q2r+1,ν0) soient quasi-de´ploye´s.
Montrons que
(5) pour tout (d, δ) ∈ D(q, q′), il existe a` e´quivalence pre`s un unique espace quadra-
tique (W, qW ) qui ve´rifie la condition (H) ainsi que les e´galite´s dim(W ) = d, δ(qW ) = δ.
On suppose pour fixer les ide´es d < d′, le cas oppose´ e´tant similaire. Si d = 0, l’espace
nul convient d’apre`s la condition (2). Si d = d > 0, un seul espace convient, a` savoir
(W, qW ) = (V, q). Supposons 0 < d < d. Montrons d’abord que la condition (H) e´quivaut
a`
(H ′) il existe un espace quadratique (V ′1 , q
′
1) tel que son groupe spe´cial orthogonal
soit de´ploye´ et que (V ′, q′) soit isomorphe a` (W, qW )⊕ (V ′1 , q′1).
Rappelons que pour un espace quadratique (V ′1 , q
′
1) de dimension impaire, les trois
proprie´te´s suivantes sont e´quivalentes : son groupe spe´cial orthogonal est quasi-de´ploye´ ;
il est de´ploye´ ; l’espace (V ′1 , q
′
1) est somme orthogonale d’une droite et de plans hyperbo-
liques. Si (H) est ve´rifie´, (H ′) l’est aussi car l’espace (V ′1 , q
′
1) = (V1, q1)⊕(Z2r+1, q2r+1,−ν0)
convient. Inversement, supposons (H ′) ve´rifie´e. Puisque d < d, l’espace (V ′1 , q
′
1) peut se
de´composer en somme orthogonale d’un espace de dimension d−d− 1 et de r+1 plans
hyperboliques. A fortiori, il existe un espace quadratique (V1, q1) de dimension d− d tel
que (V ′1 , q
′
1) = (V1, q1)⊕ (Z2r+1, q2r+1,−ν0). Cette e´galite´ entraˆıne que (V1, q1) est somme
orthogonale de plans dont au plus un n’est pas hyperbolique. Donc le groupe spe´cial or-
thogonal de (V1, q1) est quasi-de´ploye´. D’autre part, d’apre`s le the´ore`me de Witt, l’e´galite´
(V ′, q′) = (W, qW )⊕ (V ′1 , q′1) entraˆıne (V, q) = (W, qW )⊕ (V1, q1). Cela ve´rifie (H).
Cela e´tant, soit (W, qW ) ayant les dimension et discriminant requis. A e´quivalence
pre`s, il existe un unique espace quadratique (V ′1 , q
′
1) tel que son groupe spe´cial orthogonal
soit de´ploye´ et que l’espace (V ′2 , q
′
2) = (W, qW ) ⊕ (V ′1 , q′1) ait le meˆme discriminant que
(V ′, q′) : c’est la somme de plans hyperboliques et d’une droite sur laquelle la forme est
uniquement de´termine´e par cette condition. Le fait que (V ′2 , q
′
2) soit isomorphe a` (V
′, q′)
se lit sur les indices de Witt. Quand on remplace (W, qW ) par l’espace qui a meˆme
dimension et discriminant, mais l’indice de Witt oppose´, cela ne change pas (V ′1 , q
′
1),
mais cela change l’indice de Witt de (V ′2 , q
′
2). Il y a donc un et un seul choix de (W, qW )
pour lequel l’indice de Witt de (V ′2 , q
′
2) est e´gal a` celui de (V
′, q′). Cela prouve (5).
Pour tout (d, δ) ∈ D(q, q′), on note (Wd,δ, qd,δ) l’espace quadratique dont (1) affirme
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l’existence, que l’on re´alise comme un sous-espace de (V ′, q′) ou (V, q) conforme´ment a`
la proprie´te´ (H).
A tout T ∈ T est associe´ un espace quadratique (WT , qT ), ou` qT est la restriction de
q a` WT . Montrons que :
(6) l’ensemble des classes d’e´quivalence d’espaces (WT , qT ) quand T de´crit T est e´gal
a` celui des classes d’e´quivalence d’espaces (Wd,δ, qd,δ) quand (d, δ) de´crit D(q, q′).
Le second ensemble est inclus dans le premier : le groupe spe´cial orthogonal d’un
espace (Wd,δ, qd,δ) contient au moins un sous-tore maximal anisotrope (graˆce a` (4)) et
un tel tore appartient a` T . Montrons que le premier ensemble est inclus dans le second.
D’apre`s 2.1(4), tout espace (WT , qT ) ve´rifie (H). Il suffit donc de prouver que le couple
forme´ de la dimension de W et du discriminant de qT appartient a` D(q, q′), ce qui est
imme´diat. Cela prouve (6).
D’apre`s (6), on peut supposer que, pour tout T ∈ T , l’espace (WT , qT ) est l’un
des espaces (Wd,δ, qd,δ). Cela de´compose T en union disjointe de sous-ensembles Td,δ.
Fixons maintenant (d, δ) ∈ D(q, q′) et conside´rons la contribution de l’ensemble Td,δ a`
mgeom(σ, σ
′). Supposons d’abord 0 < d < inf(d, d′) et, pour fixer les ide´es, supposons d <
d′. Notons G+d,δ le groupe orthogonal de (Wd,δ, qd,δ) et Gd,δ le groupe spe´cial orthogonal.
L’ensemble Td,δ est un ensemble de repre´sentants des sous-tores maximaux et anisotropes
de Gd,δ pour la relation d’e´quivalence suivante : deux tores sont e´quivalents s’ils sont
conjugue´s par un e´le´ment de G(F ). On ve´rifie que cette relation e´quivaut a` la conjugaison
par un e´le´ment deG+d,δ(F ). De meˆme, pour un tel tore T , on voit que le nombre d’e´le´ments
de W (G, T ) est le meˆme que celui de W (G+d,δ, T ), cet ensemble e´tant de´fini de fac¸on
e´vidente. Pour une fonction f sur Gd,δ(F )ani, invariante par conjugaison par G
+
d,δ(F ),
on a alors l’e´galite´
∑
T∈Td,δ
|W (G, T )|−1
∫
T (F )
f(t)dt =
∫
Gd,δ (F )ani/conj+
f(x)dx.
On a de´fini les fonctions cσ et cσ′ sur les e´le´ments de Td,δ, mais la meˆme de´finition permet
de les de´finir sur l’ensemble Gd,δ(F )ani tout entier. Elles sont invariantes par l’action de
G+d,δ(F ) : cela re´sulte du fait que la conjugaison par un e´le´ment de G
+
d,δ(F ) peut se
re´aliser par celle d’un e´le´ment de G(F ) et du fait que toute orbite nilpotente re´gulie`re
de l’alge`bre de Lie d’un groupe spe´cial orthogonal est invariante par l’action du groupe
orthogonal tout entier. Il en est de meˆme des fonctions DG et ∆. La contribution de Td,δ
a` mgeom(σ, σ
′) peut donc s’e´crire
(7)
∫
Gd,δ (F )ani/conj+
cσ(x)cσ′(x)D
G(x)∆(x)rdx.
Si d = 0, la contribution de Td,δ a trivialement la meˆme forme. Conside´rons mainte-
nant le cas d = d < d′. Dans ce cas, on voit que ce n’est plus la conjugaison par G+d,δ(F )
qui intervient mais seulement celle par Gd,δ(F ). La fonction cσ n’a d’ailleurs plus de
raison d’eˆtre invariante par l’action du groupe orthogonal. On obtient dans ce cas∫
Gd,δ (F )ani/conj
cσ(x)cσ′(x)D
G(x)∆(x)rdx.
Mais, si l’on de´finit une fonction cσ sur Gd,δ(F )ani/conj
+ par cσ(x) = cσ(x
′) + cσ(x
′′),
ou` x′ et x′′ sont les deux e´le´ments de Gd,δ(F )ani/conj d’image x, on retrouve la formule
(7).
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Posons
C(q, q′) = ⊔(d,δ)∈D(q,q′)Gd,δ(F )ani/conj+
et
Ξ∗(q, q′) = ⊔(d,δ)∈D(q,q′)Ξ∗reg,d,δ.
D’apre`s 1.4, C(q, q′) est un reveˆtement de Ξ∗(q, q′). Avec les de´finitions pre´ce´dentes, on
obtient l’e´galite´
(8) mgeom(σ, σ
′) =
∫
C(q,q′)
cσ(x)cσ′(x)D
G(x)∆(x)rdx.
2.3 Facteurs ǫ de paires
Soient U et U ′ deux espaces vectoriels sur F de dimensions d et d′. On suppose d
pair et d′ impair. On note M et M ′ leurs groupes line´aires et on introduit les ensembles
M˜ et M˜ ′ comme en 1.2. Posons r = (d′− d− 1)/2 si d′ > d, r = (d− d′− 1)/2 si d > d′.
Fixons un isomorphisme U ′ = U ⊕ Z2r+1 si d′ > d, U = U ′ ⊕ Z2r+1 si d > d′, avec la
notation introduite en 2.1. Fixons un e´le´ment ν1 ∈ F×. Si d′ > d, on plonge M˜ dans M˜ ′
en identifiant toute forme biline´aire m˜ sur U a` la ”somme directe” de m˜ et de la forme
q2r+1,−ν1 sur Z2r+1. Si d > d
′, on plonge M˜ ′ dans M˜ en identifiant toute forme biline´aire
m˜′ sur U ′ a` la somme directe de m˜′ et de la forme q2r+1,ν1 sur Z2r+1.
Soit π ∈ Temp(M(F )), supposons π autoduale, c’est-a`-dire isomorphe a` sa contragre´diente
π∨. Soit de meˆme π′ ∈ Temp(M ′(F )), supposons π′ autoduale. On note ωπ et ωπ′ les
caracte`res centraux de π et π′ et ǫ(s, π×π′, ψF ) le facteur ǫ de´fini par Jacquet, Piatetski-
Shapiro et Shalika. On pose
ǫν1(π, π
′) = ǫν1(π
′, π) = ωπ((−1)(d′−1)/22ν1)ωπ′((−1)1+d/22ν1)ǫ(1/2, π × π′, ψF ).
Remarque. Ici encore, si d′ > d, la formule n’est pas la meˆme que celle de [W3] en
ce qui concerne les signes. Mais on a aussi modifie´ dans ce cas le plongement de M˜ dans
M˜ ′.
Dans [W3], on a calcule´ ce nombre ǫν1(π, π
′) par une formule inte´grale que nous
allons rappeler. On peut prolonger la repre´sentation π a` M˜(F ). C’est-a`-dire que l’on peut
de´finir une application π˜ de M˜(F ) dans le groupe des automorphismes line´aires de Eπ de
sorte que π˜(mm˜m′) = π(m)π˜(m˜)π(m′) pour tous m,m′ ∈ M(F ), m˜ ∈ M˜(F ). On peut
supposer π˜ unitaire. Alors π˜ est uniquement de´finie a` une homothe´tie pre`s de rapport
un nombre complexe de module 1. Pour de´terminer entie`rement π˜, on utilise la the´orie
des mode`les de Whittaker. Fixons une base (uj)j=1,...,d de U , qui permet d’identifier M
au groupe matriciel GLd. On note N le groupe des matrices unipotentes triangulaires
supe´rieures. On appelle fonctionnelle de Whittaker sur Eπ toute forme line´aire φ : Eπ →
C telle que φ(π(n)e) = ψF (
∑
j=1,...,d−1 nj,j+1)φ(e) pour tous n ∈ N(F ) et e ∈ Eπ. On sait
que l’espace de ces fonctionnelles est une droite. On a de´fini un e´le´ment θd de M˜(F ) en
1.8. On ve´rifie que l’application φ 7→ φ ◦ π˜(θd) conserve la droite des fonctionnelles de
Whittaker. On peut alors normaliser π˜ de sorte que cette application soit l’identite´. On
ve´rifie que cette normalisation de´pend de ψF mais pas de la base (uj)j=1,...,d choisie. On
prolonge de la meˆme fac¸on la repre´sentation π′ en une repre´sentation π˜′ de M˜ ′(F ), que
l’on normalise de meˆme.
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Supposons pour fixer les ide´es d < d′. On va de´finir un ensemble T de ”sous-tores” de
M˜ . Conside´rons une de´composition U =WT ⊕ UT telle que dim(WT ) soit paire. Notons
(MT , M˜T ) le groupe tordu associe´ a` WT . Soit (T, T˜W ) un sous-tore tordu maximal de
(MT , M˜T ). Une fac¸on de de´finir cette notion est de dire qu’il existe un e´le´ment fortement
re´gulier m˜ ∈ M˜T (F ) de sorte que, en notant T ♭ le commutant de m˜ dans MT , T soit le
commutant dansMT de T
♭ et que T˜W soit e´gal a` Tm˜. Remarquons que T
♭ ne de´pend que
de T˜W et pas de m˜. On suppose T
♭ anisotrope. Soit qM,T une forme biline´aire syme´trique
non de´ge´ne´re´e sur UT . On note T˜ l’ensemble des e´le´ments de M˜ qui sont somme directe
d’un e´le´ment de T˜W sur WT et de l’e´le´ment qM,T sur UT . On note U
′
T = UT ⊕ Z2r+1
et qM ′,T la somme directe de qM,T et de q2r+1,−ν1 . On suppose que les groupes spe´ciaux
orthogonaux des formes qM,T et qM ′,T sont quasi-de´ploye´s. L’ensemble T est l’ensemble
des ”sous-tores” T˜ ve´rifiant toutes ces conditions. Remarquons qu’a` tout tel e´le´ment
T˜ est associe´ un sous-tore maximal T de MT ainsi qu’un automorphisme de ce tore
que l’on note θ : c’est l’e´le´ment θt˜ pour n’importe quel e´le´ment t˜ ∈ T˜ . On note Tθ
la composante neutre du sous-groupe des points fixes de θ dans T (c’est le tore note´
T ♭ ci-dessus). On note T˜ (F )/θ le quotient de T˜ (F ) par la relation d’e´quivalence : deux
e´le´ments sont e´quivalents si et seulement s’ils sont conjugue´s par un e´le´ment de T (F ).
On munit T˜ (F )/θ d’une mesure de sorte que, pour tout t˜ ∈ T˜ (F )/θ, l’application t 7→ tt˜
de Tθ(F ) dans T˜ (F )/θ conserve localement les mesures. Conside´rant que le groupe M
agit par conjugaison sur M˜ , on de´finit le normalisateur NormM(T˜ ). On note GqM,T le
groupe spe´cial orthogonal de (UT , qM,T ). On pose
W (M, T˜ ) = NormM(T˜ )(F )/(T (F )×GqM,T (F )).
Ce groupe est fini. Les repre´sentations π˜ et π˜′ admettent des caracte`res, lesquels ont
localement des de´veloppements comme dans le cas des groupes non tordus ( [C] the´ore`me
3). On peut copier les de´finitions de 2.1 (en remplac¸ant ν0 par ν1) pour obtenir des
fonctions cπ˜ et cπ˜′ presque partout sur T˜ (F ). Il reste a` de´finir une fonction ∆ sur T˜ (F ).
Pour cela, soit t˜ un e´le´ment fortement re´gulier de T˜ (F ). Notons ξ ∈ Ξ son image par
l’application pM˜T de 1.4. On pose ∆(t˜) = ∆(ξ).
Le groupe M(F ) agit par conjugaison sur T . On fixe un ensemble de repre´sentants
T des classes d’e´quivalence. Posons
ǫgeom,ν1(π, π
′) = ǫgeom,ν1(π˜
′, π˜) =
∑
T˜∈T
|2|r2+r+rdim(UT )F |W (M, T˜ )|−1
∫
T˜ (F )/θ
cπ˜(t˜)cπ˜′(t˜)D
M˜(t˜)∆(t˜)rdt˜.
Cette expression est absolument convergente et le the´ore`me principal de [W3] affirme
l’e´galite´
ǫgeom,ν1(π, π
′) = ǫν1(π, π
′).
Pour de´montrer ce the´ore`me, on a besoin de re´sultats issus de la formule des traces locale
tordue. Cette formule n’existe pas encore dans la litte´rature. On a admis les re´sultats en
question.
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2.4 Reformulation de ǫgeom,ν1(π, π
′)
Notons D(d, d′) l’ensemble des entiers d qui ve´rifient la condition
(1) d est pair et 0 ≤ d ≤ inf(d, d′).
Pour tout e´le´ment d de cet ensemble, posons
M(d) =
{
F×/F×,2, si d < d,
{−ν1}, si d = d.
Supposons d < d′ (des conside´rations similaires s’appliquent au cas d > d′ en e´changeant
les roˆles de M et M ′ et en changeant ν1 en −ν1). Pour d ∈ D(d, d′) et µ ∈M(d), fixons
une de´composition U = Wd ⊕ Ud, ou` dim(Wd) = d. Une preuve similaire a` celle de
2.2(5) montre qu’a` e´quivalence pre`s,il existe une unique forme biline´aire syme´trique non
de´ge´ne´re´e qd,µ sur Ud telle que, d’une part le groupe spe´cial orthogonal de (Ud, qd,µ) soit
quasi-de´ploye´, d’autre part la forme qd,µ ⊕ q2r+1,−ν1 sur Ud ⊕ Z2r+1 soit e´quivalente a` la
somme de plans hyperboliques et de la forme (λ, λ′) 7→ 2µλλ′ sur F . On fixe une telle
forme.
Soit T˜ ∈ T . On ve´rifie qu’il existe un unique couple (d, µ), avec d ∈ D(d, d′) et
µ ∈ M(d), tel que le triplet (WT , UT , qM,T ) soit conjugue´ par un e´le´ment de M(F ) a`
(Wd, Ud, qd,µ). On peut donc supposer que pour tout T˜ ∈ T , le triplet (WT , UT , qM,T ) est
e´gal a` (Wd, Ud, qd,µ) pour un tel couple (d, µ). Cela de´compose T en union disjointe de
sous-ensembles Td,µ. Fixons (d, µ) et conside´rons la contribution de Td,µ a` ǫgeom,ν1(π, π′).
Introduisons le groupe tordu (Md, M˜d) associe´ a` Wd. A chaque T˜ ∈ Td,µ est associe´ un
sous-tore tordu maximal (Td, T˜d) (que l’on notera simplement T˜d) de ce groupe tordu de
sorte que T˜ soit l’ensemble des sommes directes d’un e´le´ment de T˜d sur Wd et de qd,µ
sur Ud. Quand T˜ de´crit Td,µ, le tore T˜d de´crit un ensemble de repre´sentants des classes
de conjugaison par Md(F ) dans l’ensemble des sous-tores tordus maximaux T˜
′ de M˜d
tels que T˜ ′θ soit anisotrope. Le groupe NormM (T˜ ) est le produit de NormMd(T˜d) et du
groupe orthogonal G+qd,µ de l’espace quadratique (Ud, qd,µ). Donc
W (M, T˜ ) = W (Md, T˜d)× (G+qd,µ(F )/Gqd,µ(F )).
Le dernier quotient a 2 e´le´ments si d < d, un seul si d = d. Cela conduit a` poser
c(d) =
{
1/2, si d < inf(d, d′),
1, si d = inf(d, d′).
D’autre part, les fonctions cπ˜ et cπ˜′ sur T˜ (F ) s’identifient a` des fonctions sur T˜d(F ). On
peut en fait e´tendre leur de´finition et les de´finir sur tout M˜d,reg(F ). Il faut prendre garde
au fait qu’elles de´pendent de µ. Plus pre´cise´ment, la donne´e de µ de´finit un plongement
de M˜d dans M˜ : on identifie tout e´le´ment m˜d ∈ M˜d a` l’e´le´ment de M˜ qui est la somme
directe de m˜d sur Wd et de qd,µ sur Ud. Posons
X (d, d′) = ⊔d∈D(d,d′)(M(d)× M˜d(F )ani/conj).
On peut conside´rer que les fonctions cπ˜ et cπ˜′ sont de´finies sur cette varie´te´. Il en est
de meˆme des fonctions DM˜ et ∆. Il y a aussi une fonction e´vidente sur cette varie´te´
qui associe a` tout point l’indice d de la composante qui contient ce point. Avec ces
de´finitions, on obtient l’e´galite´
(1) ǫgeom,ν1 =
∫
X (d,d′)
c(d)|2|r2+r+r(d−d)F cπ˜(x˜)cπ˜′(x˜)DM˜(x˜)∆(x˜)rdx˜.
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Posons
Ξ∗(d, d′) = ⊔d∈D(d,d′)Ξ∗reg,d.
D’apre`s 1.4, il y a une application naturelle de X (d, d′) vers Ξ∗(d, d′) qui est un reveˆtement
analytique. On prendra garde au fait que cette application ne pre´serve pas localement
les mesures : le calcul de 1.4 montre que le jacobien est |2|d/2F .
3 Endoscopie
3.1 Rappels sur le calcul des fonctions cσ,O
Conside´rons un espace quadratique (V ′, q′) de dimension d′ impaire. Soit V ′ = W⊕V ′♯
une de´composition orthogonale telle que dim(W ) soit paire. On note G′, GW et G
′
♯ les
groupes spe´ciaux orthogonaux de V ′, W , V ′♯ . On suppose G
′
♯ de´ploye´. Soient σ
′ une
repre´sentation admissible irre´ductible de G′(F ) et t un e´le´ment semi-simple de GW (F )
tel que G′t = T × G′♯, ou` T est un sous-tore de GW . Le caracte`re Θσ′ se de´veloppe au
voisinage de t selon 2.1(5), et l’ensemble Nil(g′t(F )) = Nil(g
′
♯(F )) contient une unique
orbite re´gulie`re Oreg. Nous allons rappeler une formule qui calcule le coefficient cσ′,Oreg(t).
Fixons un sous-tore de´ploye´ maximal T♯ de G
′
♯ et un e´le´ment re´gulier Y♯ ∈ t♯(F ). On
de´finit la fonction DG
′
♯ sur g′♯(F ) comme on l’a de´finie sur G
′
♯(F ). On a alors l’e´galite´
(1) cσ′,Oreg(t) = |W (G′♯, T♯)|−1limλ∈F×,λ→0Θσ′(texp(λY♯))DG
′
♯(λY♯)
1/2
cf. [W1] p.115.
Conside´rons maintenant un espace quadratique (V, q) de dimension d paire. Soit V =
W ⊕ V♯ une de´composition orthogonale telle que dim(W ) soit paire. On note G, GW et
G♯ les groupes spe´ciaux orthogonaux de V , W , V♯. On suppose G♯ quasi-de´ploye´. Soient
σ une repre´sentation admissible irre´ductible de G(F ) et t un e´le´ment semi-simple de
GW (F ) tel que Gt = T ×G♯, ou` T est un sous-tore de GW . Fixons un sous-tore maximal
T♯ de G♯ contenu dans un sous-groupe de Borel, et un e´le´ment re´gulier Y♯ ∈ t♯(F ). Si
dim(V♯) ≤ 2, il n’y a encore qu’une orbite nilpotente re´gulie`re Oreg dans g♯(F ) et on a
l’e´galite´
(2) cσ,Oreg(t) = |W (G♯, T♯)|−1limλ∈F×,λ→0Θσ(texp(λY♯))DG♯(λY♯)1/2.
Supposons maintenant dim(V♯) ≥ 4. Notons q♯ la restriction de q a` V♯ et δ♯ son dis-
criminant. Si δ♯ = 1, l’ensemble des orbites nilpotentes re´gulie`res dans g♯(F ) est pa-
rame´tre´ par N♯ = F×/F×,2, cf. 1.7. On pose η♯ = 1 et on note F♯ l’ensemble des
couples (F ′, F ′) ou` F ′ est une extension quadratique de F (il s’agit de vraies extensions
quadratiques, l’alge`bre F ′ = F ⊕ F est exclue ; la meˆme remarque vaut ci-dessous).
Si δ♯ 6= 1, posons E♯ = F (
√
δ♯). Fixons η♯ ∈ F× tel que q♯ soit e´quivalente a` une
somme orthogonale de plans hyperboliques et de l’espace E♯ muni de la forme (v, v
′) 7→
η♯traceE♯/F (τE♯/F (v)v
′). L’ensemble des orbites nilpotentes re´gulie`res dans g♯(F ) est pa-
rame´tre´ parN♯ = η♯NormE♯/F (E×♯ )/F×,2 ⊂ F×/F×,2. Conside´rons l’ensemble des couples
d’extensions quadratiques (F1, F2) = (F (
√
δ1), F (
√
δ2)) de F tels que δ1δ2 = δ♯.On y in-
troduit la relation d’e´quivalence : (F1, F2) est e´quivalent a` (F2, F1). On fixe un ensemble
de repre´sentants F♯ des classes d’e´quivalence. On a parame´tre´ en 1.4 les classes de conju-
gaison d’e´le´ments semi-simples re´guliers de G♯(F ). Un parame´trage analogue vaut pour
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les e´le´ments semi-simples re´guliers de g♯(F ) : il suffit de remplacer les donne´es yi telles que
yiτi(yi) = 1 par des donne´es Yi telles que Yi + τi(Yi) = 0. Posons J = {1, ..., dim(V♯)/2}.
Pour j ∈ J posons F±j = F et, si j ≥ 3, Fj = F⊕F . Conside´rons un couple (F1, F2) ∈ F♯.
Fixons une famille (Yj)j∈J , en ”position ge´ne´rale”, telle que, pour tout j ∈ J , Yj soit un
e´le´ment de Fj tel que Yj+τj(Yj) = 0. Fixons deux familles c
+ = (c+j )j=1,2 et c
− = (c−j )j=1,2
d’e´le´ments de F× telles que pour ǫ = ±,
sgnF1/F (c
ǫ
1) = ǫsgnF1/F (η♯(1−NormF1/F (Y1)NormF2/F (Y2)−1)),
sgnF2/F (c
ǫ
2) = ǫsgnF2/F (η♯(1−NormF2/F (Y2)NormF1/F (Y1)−1)),
On ve´rifie que, pour ǫ = ±, les familles ξ = (J, (F±j)j∈J , (Fj)j∈J , (Yj)j∈J) et cǫ pa-
rame`trent une classe de conjugaison d’e´le´ments semi-simples re´guliers dans g♯(F ). Plus
exactement, elles en parame`trent deux, qui sont conjugue´es par le groupe orthogonal.
On fixe un e´le´ment Y ǫF1,F2 dans l’une de ces classes. On suppose que Y
+
F1,F2
et Y −F1,F2 sont
stablement conjugue´s. On note T ǫF1,F2 le commutant de Y
ǫ
F1,F2
dans G♯. Pour µ ∈ N♯, on
a alors l’e´galite´
(3) cσ,Oµ(t) = limλ∈F×,2,λ→0(|W (G♯, T♯)|−1Θσ(texp(λY♯))DG♯(λY♯)1/2
+
1
2
∑
(F1,F2)∈F♯
∑
ǫ=±
ǫ|W (G♯, T ǫF1,F2)|−1sgnF1/F (µη♯)Θσ(texp(λY ǫF1,F2))DG♯(λY ǫF1,F2)1/2)
cf. [W1], p.115 (les de´finitions de cette re´fe´rence sont un peu plus complique´es, Dieu sait
pourquoi). Remarquons que l’on pourrait remplacer le terme sgnF1/F (µη♯) par sgnF2/F (µη♯) :
si δ♯ = 1, F1 = F2 ; si δ♯ 6= 1, le produit de ces deux termes vaut sgnE♯/F (µη♯) = 1. La
formule suivante nous sera utile :
(4) |N♯|−1
∑
µ∈N♯
cσ,Oµ(t) = limλ→0|W (G♯, T♯)|−1Θσ(texp(λY♯))DG♯(λY♯)1/2.
En effet, cette formule est imme´diate quand dim(V♯) ≤ 2. Supposons dim(V♯) ≥ 4. Quand
µ de´crit N♯, µη♯ de´crit F×/F×,2 si δ♯ = 1, le sous-groupe NormE♯/F (E×♯ )/F×,2 quand
δ♯ 6= 1. Pour (F1, F2) ∈ F♯, les conditions δ1δ2 = δ♯ et δ1 6= 1, δ2 6= 1 entraˆınent que
sgnF1/F est non trivial sur le groupe pre´ce´dent. Donc∑
µ∈N♯
sgnF1/F (µη♯) = 0,
et (4) se de´duit de (3).
3.2 De´finition d’une multiplicite´ stable
On conside`re deux couples (V, q) et (V ′, q′) d’espaces quadratiques de dimensions d et
d′. On suppose d pair et d′ impair. On note G et G′ les groupes spe´ciaux orthogonaux et
on les suppose quasi-de´ploye´s. On conside`re, dans un groupe de Grothendieck convenable,
une combinaison line´aire finie
Σ =
∑
k
akσk
ou` les ak sont des nombres complexes et les σk appartiennent a` Temp(G(F )). On pose
ΘΣ =
∑
k akΘσk et on suppose que ΘΣ est stable en tant que distribution ou, ce qui
26
revient au meˆme, qu’elle est constante, en tant que fonction, sur les classes de conjugaison
stable. On conside`re de meˆme une combinaison line´aire finie
Σ′ =
∑
k
a′kσ
′
k,
ou` les σ′k appartiennent a` Temp(G
′(F )). On de´finit ΘΣ′ et on suppose que ΘΣ′ est stable.
On de´finit Ξ∗(q, q′) comme en 2.2. Soit ξ = (I, (F±i)i∈I , (Fi)i∈I , (yi)i∈I) ∈ Ξ∗(q, q′). On
pose Iξ = I = I
∗. En imitant la preuve de 2.2(5), on voit qu’il existe a` e´quivalence pre`s
une unique de´composition orthogonale (V ′, q′) = (W, qW )⊕ (V ′♯ , q′♯) telle que dim(W ) =
dξ, δ(qW ) = δξ et le groupe spe´cial orthogonal de (V
′
♯ , q
′
♯) soit de´ploye´. L’e´le´ment ξ pa-
rame`tre deux classes de conjugaison stable dans le groupe spe´cial orthogonal de (W, qW ).
Fixons un e´le´ment t′ dans l’une d’elles. Par line´arite´, on peut de´finir le terme cΣ′,Oreg(t
′).
Il est facile de voir que, parce que Σ′ est stable, il ne de´pend pas du choix de t′. On le
note simplement cΣ′(ξ).
Supposons dξ < d. Il existe de meˆme une de´composition orthogonale (V, q) = (W, qW )⊕
(V♯, q♯) telle que dim(W ) = dξ, δ(qW ) = δξ et le groupe spe´cial orthogonal G♯ de (V♯, q♯)
soit quasi-de´ploye´. L’espace (W, qW ) n’est pas en ge´ne´ral le meˆme que ci-dessus et la
de´composition n’est pas force´ment unique. Fixons-la. De nouveau, ξ parame`tre deux
classes de conjugaison stable dans le groupe spe´cial orthogonal de (W, qW ). Fixons un
e´le´ment t dans l’une d’elles. Notons N♯ l’ensemble des orbites nilpotentes re´gulie`res dans
g♯(F ). Par line´arite´, on de´finit le terme cΣ,O(t) pour O ∈ N♯. Posons
cΣ(ξ) = |N♯|−1
∑
O∈N♯
cΣ,O(t).
Ce terme ne de´pend pas du choix de t. En effet, la formule 3.1(4) le calcule comme la
limite d’une expression ou` t n’intervient que par une valeur ΘΣ(texp(λY♯)) du caracte`re
ΘΣ. Quand on change le choix de t, disons qu’on le remplace par t1, on peut choisir Y1,♯
qui ve´rifie relativement a` t1 les meˆmes conditions que Y♯ ve´rifiait relativement a` t et qui
est tel que t1exp(λY1,♯) soit stablement conjugue´ a` texp(λY♯). L’inde´pendance du choix
de t re´sulte alors de la stabilite´ de Σ.
Supposons maintenant dξ = d. L’e´le´ment ξ parame`tre deux classes de conjugaison
stable dans G(F ), qui sont conjugue´es par le groupe orthogonal. On fixe des repre´sentants
t1 et t2 de chacune d’elles et on pose cΣ(ξ) = ΘΣ(t1) + ΘΣ(t2).
On pose r = (|d− d′| − 1)/2 et
(1) S(Σ,Σ′) = S(Σ′,Σ) =
∫
Ξ∗(q,q′)
2dξcΣ(ξ)cΣ′(ξ)D
inf(d,d′)(ξ)∆(ξ)rdξ,
cf. 1.5 pour les notations.
3.3 Transfert de multiplicite´s
On conside`re une paire d’espaces quadratiques (V, q) et (V ′, q′) comme en 2.1. On
conside`re de plus quatre espaces quadratiques (V+, q+), (V−, q−), (V
′
+, q
′
+), (V
′
−, q
′
−). On
utilisera quelques notations que l’on espe`re maintenant e´videntes : d+ est la dimension
de V+, G+ est le groupe spe´cial orthogonal de (V+, q+) etc... On impose les hypothe`ses
suivantes :
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(1) d+ et d− sont pairs, d+ + d− = d, δ(q+)δ(q−) = δ(q) ;
(2) d′+ et d
′
− sont impairs, d
′
+ + d
′
− = d
′ + 1 ;
(3) les groupes G′+, G
′
− sont de´ploye´s et les espaces (V+, q+) et (V−, q−) ve´rifient la
condition (QD) de 1.7.
Le groupe G+ × G− est un groupe endoscopique de G et G′+ × G′− est un groupe
endoscopique de G′. On utilise les facteurs de transfert de´finis en 1.7. Dans les formules
(1) et (3) de ce paragraphe interviennent des termes ∆−2δ(q′)(ξ+, ξ−, c) et ∆ν0δ(q)(ξ+, ξ−, c).
On remarque que ce sont les meˆmes car −2δ(q′) = ν0δ(q). On note simplement ce terme
∆(ξ+, ξ−, c). Les hypothe`ses de 2.1 entraˆınent que G
′ est de´ploye´ si et seulement si
l’hypothe`se (QD) de ce paragraphe est ve´rifie´e. Donc, ou bien on a les e´galite´s
(V , q) = (V, q) et (V ′, q′) = (V ′, q′) ;
ou bien on a
(V , q) 6= (V, q) et (V ′, q′) 6= (V ′, q′).
Conside´rons une combinaison line´aire finie
Σ′+ =
∑
k
b′k,+σ
′
k,+
ou` les σ′k,+ appartiennent a` Temp(G
′
+(F )). On conside`re des combinaisons line´aires ana-
logues Σ′−, Σ
′, Σ+, Σ− et Σ relatives aux groupes G
′
−, G
′, G+, G− et G. On suppose
(1) les caracte`res ΘΣ′
+
, ΘΣ′
−
, ΘΣ+ et ΘΣ− sont stables ;
(2) ΘΣ′ est le transfert de ΘΣ′
+
×ΘΣ′
−
et ΘΣ est le transfert de ΘΣ+ ×ΘΣ−.
On a de´fini des termes S(Σ+,Σ
′
+), S(Σ+,Σ
′
−) etc... en 3.2. En prolongeant par bi-
line´arite´ l’application (σ, σ′) 7→ mgeom(σ, σ′) de 2.1, on de´finit mgeom(Σ,Σ′). On pose
µ(G′) =
{
1, si G′ est de´ploye´,
−1 , sinon.
Proposition. Sous ces hypothe`ses, on a l’e´galite´
mgeom(Σ,Σ
′) =
1
2
(S(Σ+,Σ
′
+)S(Σ−,Σ
′
−) + µ(G
′)S(Σ+,Σ
′
−)S(Σ−,Σ
′
+)).
Preuve. On suppose pour fixer les ide´es d < d′. Le membre de gauche de l’e´galite´
a` prouver est une inte´grale sur un reveˆtement de Ξ∗(q, q′). Le membre de droite est la
somme de deux inte´grales, l’une sur Ξ∗(q+, q
′
+) × Ξ∗(q−, q′−) et l’autre sur Ξ∗(q+, q′−) ×
Ξ∗(q−, q
′
+). Si G et G
′ sont quasi-de´ploye´s, l’application ”re´union disjointe” envoie chacun
de ces ensembles dans Ξ∗(q, q′) et pre´serve localement les mesures. Ce n’est plus tout-a`-
fait vrai si G ou G′ n’est pas quasi-de´ploye´, a` cause de la condition (2) de 2.2 qui n’est
pas ve´rifie´e sur l’image de l’application re´union disjointe. Notons Ξ∗et(q, q
′) la re´union de
Ξ∗(q, q′) et de l’ensemble re´duit au terme ξ = ∅ (c’est-a`-dire l’ensemble d’indices I est
vide). On a Ξ∗et(q, q
′) = Ξ∗(q, q′) si G et G′ sont quasi-de´ploye´s. L’application re´union
disjointe ci-dessus est toujours a` valeurs dans cet ensemble. L’e´galite´ de l’e´nonce´ est de
la forme ∫
Ξ∗et(q,q
′)
f1(ξ)dξ =
∫
Ξ∗et(q,q
′)
f2(ξ)dξ,
ou` f1(ξ) = 0 si ξ = ∅ 6∈ Ξ∗(q, q′). Pour la prouver, il suffit de fixer ξ ∈ Ξ∗et(q, q′) et de
prouver l’e´galite´ f1(ξ) = f2(ξ). Fixons donc ξ = (I, (F±i)i∈I , (Fi)i∈I , (yi)i∈I), en supposant
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d’abord ξ ∈ Ξ∗(q, q′). On pose d = dξ et δ = δξ. La fibre du reveˆtement C(q; q′) au-dessus
de ξ est en bijection avec une classe Cǫ(ξ) ⊂ C(ξ). Pour c = (ci)i∈I∗ ∈ Cǫ(ξ), notons
x(ξ, c) le point de la fibre parame´tre´ par c. D’apre`s 2.2(8), on a
f1(ξ) =
∑
c∈Cǫ(ξ)
cΣ(x(ξ, c))cΣ′(x(ξ, c))D
G(x(ξ, c))∆(x(ξ, c))r,
ou` r = (d′ − d− 1)/2. En utilisant les notations introduites en 1.5, c’est aussi
(1) f1(ξ) = D
d(ξ)∆(ξ)r
∑
c∈Cǫ(ξ)
cΣ(x(ξ, c))cΣ′(x(ξ, c)).
Pour tout I ′ ⊂ I, posons ξ(I ′) = (I ′, (F±i)i∈I′, (Fi)i∈I′, (yi)i∈I′). L’application (I1, I2) 7→
(ξ(I1), ξ(I2)) est une bijection de l’ensemble des couples (I1, I2) tels que I1 ⊔ I2 = I sur
l’ensemble des (ξ1, ξ2) ∈ Ξ∗reg × Ξ∗reg tels que ξ1 ⊔ ξ2 = ξ. Notons I+, resp I−, l’ensemble
des couples (I1, I2) tels que I1 ⊔ I2 = I et (ξ(I1), ξ(I2)) ∈ Ξ∗(q+, q′+) × Ξ∗(q−, q′−), resp.
(ξ(I1), ξ(I2)) ∈ Ξ∗(q+, q′−)× Ξ∗(q−, q′+). En utilisant la de´finition 3.2(1), on a l’e´galite´
(2) f2(ξ) = 2
d−1(
∑
(I1,I2)∈I+
cΣ+(ξ(I1))cΣ′+(ξ(I1))cΣ−(ξ(I2))cΣ′−(ξ(I2))
Dinf(d+,d
′
+
)(ξ(I1))D
inf(d−,d′−)(ξ(I2))∆(ξ(I1))
r+
1 ∆(ξ(I2))
r−
2 )+2d−1µ(G′)(
∑
(I1,I2)∈I−
cΣ+(ξ(I1))
cΣ′
−
(ξ(I1))cΣ−(ξ(I2))cΣ′+(ξ(I2))D
inf(d+,d′−)(ξ(I1))D
inf(d−,d′+)(ξ(I2))∆(ξ(I1))
r−
1 ∆(ξ(I2))
r+
2 ),
ou` on a pose´ |d+− d′+| = 1+ 2r+1 , |d−− d′−| = 1+ 2r−2 , |d+− d′−| = 1+ 2r−1 , |d−− d′+| =
1 + 2r+2 .
Introduisons le sous-espace quadratique (Wd,δ, qd,δ) de (V, q), cf. 2.2, les de´compositions
orthogonales (V, q) = (Wd,δ, qd,δ) ⊕ (V♯, q♯), (V ′, q′) = (Wd,δ, qd,δ) ⊕ (V ′♯ , q′♯) et les nota-
tions affe´rentes. Les e´le´ments x(ξ, c) appartiennent au groupe spe´cial orthogonal Gd,δ(F )
et sont en position ge´ne´rale. Le terme cΣ′(x(ξ, c)) est calcule´ par la formule 3.1(1). Dans
celle-ci, Y♯ appartient a` l’alge`bre de Lie d’un tore de´ploye´. Sa classe de conjugaison stable
est e´gale a` sa classe de conjugaison. Elle est parame´tre´e par (J, (F±j)j∈J , (Fj)j∈J , (Yj)j∈J),
ou` J = {1, ..., (d′−d−1)/2} et, pour tout j ∈ J , F±j = F , Fj = F⊕F , Yj est un e´le´ment
de F×j tel que Yj+τj(Yj) = 0 . La classe de conjugaison stable de l’e´le´ment x(ξ, c)exp(λY♯)
est parame´tre´ par la re´union disjointe de ξ et de ζ = (J, (F±j)j∈J , (Fj)j∈J , (exp(λYj))j∈J).
De meˆme que l’on a de´fini ξ(I ′) pour I ′ ⊂ I, on de´finit ζ(J ′) pour J ′ ⊂ J . Les e´le´ments
de G′+(F )/stconj × G′−(F )/stconj dont l’image par la correspondance endoscopique
est la classe de conjugaison stable de x(ξ, c)exp(λY♯) sont parame´tre´s par les couples
(ξ(I1)⊔ ζ(J1), ξ(I2)⊔ ζ(J2)), ou` (I1, I2, J1, J2) parcourent l’ensemble des quadruplets tels
que I1 ⊔ I2 = I, J1 ⊔ J2 = J et
dξ(I1) + 2|J1|+ 1 = d′+, dξ(I2) + 2|J2|+ 1 = d′−.
Assimilons toute fonction de´finie sur un ensemble de classes de conjugaison stable a` une
fonction de´finie sur l’ensemble de parame`tres correspondant. Graˆce a` 1.7(1), la formule
1.6(1) s’e´crit
(3) ΘΣ′(x(ξ, c)exp(λY♯))D
d′(ξ⊔ζ)1/2 =
∑
I1,I2,J1,J2
ΘΣ′
+
(ξ(I1)⊔ζ(J1))Dd′+(ξ(I1)⊔ζ(J1))1/2
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ΘΣ′
−
(ξ(I2) ⊔ ζ(J2))Dd′−(ξ(I2) ⊔ ζ(J2))1/2∆(ξ(I1) ⊔ ζ(J1), ξ(I2) ⊔ ζ(J2), c),
ou` l’ensemble de sommation est celui que l’on vient de de´crire. Montrons que
(4) on a l’e´galite´ ∆(ξ(I1) ⊔ ζ(J1), ξ(I2) ⊔ ζ(J2), c) = ∆(ξ(I1), ξ(I2), c).
D’apre`s les de´finitions de 1.5, il suffit de prouver que, pour tout i ∈ I, le terme
A = (−1)dζ/2P ′ξ⊔ζ(yi)Pξ⊔ζ(−1)y−dζ/2i
est le produit de B = P ′ξ(yi)Pξ(−1) et d’une norme de l’extension Fi/F±i. Pour tout
j ∈ J , e´crivons exp(λYj) = (aj, a−1j ) ∈ F ⊕ F = Fj. Alors
A = B
∏
j∈J
(−yi)−1(yi − aj)(yi − a−1j )(−1− aj)(−1− a−1j ),
d’ou`
A = B
∏
j∈J
(yi − aj)(y−1i − aj)(−1− a−1j )2.
Le terme indexe´ par j dans ce produit est la norme de (yi−aj)(−1−a−1j ), et cela prouve
(4).
Faisons maintenant tendre λ vers 0. Remarquons que
Dd
′
(ξ ⊔ ζ)1/2 = Dd′(ξ)1/2DG′♯(exp(λY♯))1/2.
D’autre part, W (G′♯, T♯) est le groupe de Weyl d’un syste`me de racines de type B|J |,
notons w(B|J |) son nombre d’e´le´ments. Graˆce a` 3.1(1), le membre de gauche de (3) tend
vers
w(B|J |)D
G′(ξ)1/2cΣ′(x(ξ, c)).
De la meˆme fac¸on, un terme comme
ΘΣ′
+
(ξ(I1) ⊔ ζ(J1))Dd′+(ξ(I1) ⊔ ζ(J1))1/2
tend vers
w(B|J1|)D
d′
+(ξ(I1))
1/2cΣ′
+
(ξ(I1)).
On obtient
w(B|J |)D
d′(ξ)1/2cΣ′(x(ξ, c)) =
∑
I1,I2,J1,J2
∆(ξ(I1), ξ(I2), c)w(B|J1|)w(B|J2|)D
d′+(ξ(I1))
1/2
Dd
′
−(ξ(I2))
1/2cΣ′
+
(ξ(I1))cΣ′
−
(ξ(I2)).
On de´compose la somme en une somme sur les couples (I1, I2) et une somme inte´rieure
sur les (J1, J2). Les couples (I1, I2) sont soumis aux seules conditions
(5) I1 ⊔ I2 = I, dξ(I1) < d′+, dξ(I2) < d′−.
Fixons un tel couple et conside´rons la somme inte´rieure. Posons j1 = (d
′
+− dξ(I1)− 1)/2,
j2 = (d
′
−−dξ(I2)−1)/2. Les couples (J1, J2) sont soumis aux seules conditions J1⊔J2 = J ,
|J1| = j1 et |J2| = j2. Le terme que l’on somme est simplement w(Bj1)w(Bj2). La somme
vaut donc |J |!
j1!j2!
w(Bj1)w(Bj2),
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et on montre que ceci n’est autre que w(B|J |). On obtient finalement l’e´galite´
(6) cΣ′(x(ξ, c)) = D
d′(ξ)−1/2
∑
I1,I2
∆(ξ(I1), ξ(I2), c)B
′(I1, I2),
ou` l’on somme sur les (I1, I2) ve´rifiant (5) et ou` l’on a pose´
B′(I1, I2) = D
d′
+(ξ(I1))
1/2Dd
′
−(ξ(I2))
1/2cΣ′
+
(ξ(I1))cΣ′
−
(ξ(I2)).
Le terme cΣ(x(ξ, c)) est calcule´ par la formule 3.1(2) ou 3.1(3) selon que dim(V♯) ≤ 2
ou dim(V♯) ≥ 4. Supposons d’abord dim(V♯) ≥ 4. Conside´rons un couple (F1, F2) ∈ F♯.
Pour ǫ = ±, la classe de conjugaison de exp(λY ǫF1,F2) est parame´tre´e par
ζ = (J, (F±j)j∈J , (Fj)j∈J , (exp(λYj))j∈J)
et cǫ = (cǫj)j=1,2, avec les meˆmes de´finitions qu’en 3.1. Donc la classe de conjugaison de
x(ξ, c)exp(λY ǫF1,F2) est parame´tre´e par ξ ⊔ ζ et c ⊔ cǫ. Les e´le´ments de G+(F )/stconj ×
G−(F )/stconj dont l’image par la correspondance endoscopique est la classe de conju-
gaison stable de x(ξ, c)exp(λY ǫF1,F2) sont parame´tre´s par les couples (ξ(I1)⊔ζ(J1), ξ(I2)⊔
ζ(J2)), ou` (I1, I2, J1, J2) parcourent l’ensemble des quadruplets tels que I1 ⊔ I2 = I,
J1 ⊔ J2 = J ,
(7) dξ(I1) + 2|J1| = d+, dξ(I2) + 2|J2| = d−
et
(8) δξ(I1)δζ(J1) = δ(q+), δξ(I2)δζ(J2) = δ(q−).
Il faut prendre garde au fait qu’ici le parame´trage n’est pas bijectif. D’apre`s la description
de 1.7, a` un quadruplet sont associe´es deux classes de conjugaison stable dont l’image
est celle requise, sauf dans le cas ou` l’un des groupes G+ ou G− est re´duit a` {1}, ou` il n’y
a qu’une classe. Ignorons dans un premier temps cette difficulte´, nous indiquerons plus
tard comment la re´soudre. Alors, graˆce a` 1.6(1) et 1.7(3), le terme indexe´ par (F1, F2)
dans le membre de droite de 3.1(3) est e´gal a`
(9)
1
2
Dd(ξ)−1/2
∑
I1,I2,J1,J2
∑
ǫ=±
ǫ|W (G♯, T ǫF1,F2|−1sgnF1/F (ν0η♯)ΘΣ+(ξ(I1) ⊔ ζ(J1))
Dd+(ξ(I1)⊔ζ(J1))1/2ΘΣ−(ξ(I2)⊔ζ(J2))Dd−(ξ(I2)⊔ζ(J2))1/2∆(ξ(I1)⊔ζ(J1), ξ(I2)⊔ζ(J2), c⊔cǫ).
Conside´rons un couple (J1, J2) intervenant ci-dessus et supposons que le sous-ensemble
{1, 2} de J est inclus dans J1 ou dans J2. On voit alors que ∆(ξ(I1)⊔ζ(J1), ξ(I2)⊔ζ(J2), c⊔
cǫ) est inde´pendant de ǫ. Le nombre d’e´le´ments de W (G♯, T
ǫ
F1,F2
) est aussi inde´pendant
de ǫ, notons-le simplement |W (G♯, TF1,F2)|. La somme en ǫ est alors la somme de deux
termes oppose´s, qui est nulle. On peut donc se limiter aux couples (J1, J2) tels que l’un
des termes contienne 1 et l’autre contienne 2. Si par exemple J1 contient 1 et J2 contient
2, on a δζ(J1) = δ1 et δζ(J2) = δ2 (rappelons que Fj = F (
√
δj) pour j = 1, 2). Mais alors
(8) impose les valeurs de δ1 et δ2. On obtient le re´sultat suivant. Conside´rons la condition
(10) les deux couples (δξ(I1)δ(q+), δξ(I2)δ(q−)) et (δ1, δ2) sont e´gaux a` permutation
pre`s.
Si elle n’est pas ve´rifie´e, il n’y a pas de couple (J1, J2) ve´rifiant les conditions requises.
Poursuivons le calcul en supposant (10) ve´rifie´e. Pour fixer les ide´es, on suppose que les
deux couples de cette relation sont e´gaux, le calcul e´tant similaire si l’on doit en permuter
un. Alors les couples (J1, J2) autorise´s sont ceux pour lesquels
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(11) si δ1 6= δ2, c’est-a`-dire si δ♯ 6= 1, alors 1 ∈ J1 et 2 ∈ J2 ;
(12) si δ♯ = 1, alors 1 ∈ J1 et 2 ∈ J2 ou 1 ∈ J2 et 2 ∈ J1.
Pour un tel couple, montrons que, si λ est assez proche de 0, on a
(13) ǫsgnF1/F (ν0η♯)∆(ξ(I1) ⊔ ζ(J1), ξ(I2) ⊔ ζ(J2), c ⊔ cǫ) = ∆(ξ(I1), ξ(I2), c).
On doit encore montrer que, pour i ∈ I, le terme A de´fini plus haut est e´gal au
produit de B et d’une norme de l’extension Fi/F±i. Le terme A est produit de B, de
termes similaires a` ceux traite´s plus haut, et de deux termes
(−yi)−1(yi − exp(λYj))(yi − exp(−λYj))(−1− exp(λYj))(−1− exp(−λYj))
pour j = 1, 2. Ceci est un e´le´ment de F±i. Quand λ est proche de 0, il est proche de
4(−yi)−1(yi − 1)2,
qui est la norme de 2(yi − 1). D’ou` l’assertion. Cela ne suffit pas car, dans le membre
de gauche de (13), il y a deux facteurs supple´mentaires : le terme ǫsgnF1/F (ν0η♯) et, en
supposant par exemple 2 ∈ J2, un terme sgnF2/F (ν0δ(q)C2) correspondant a` l’e´le´ment
2 ∈ J∗2 . On doit prouver que le produit de ces deux termes vaut ǫ. Rappelons que
ν0δ(q)C2 = (−1)d/2ν0δ(q)cǫ2P ′ξ⊔ζ(exp(λY2))Pξ⊔ζ(−1)exp(λY2)1−d/2(exp(λY2)−1)−1(exp(λY2)+1).
Pour j ∈ J \ {1, 2}, posons exp(λYj) = (aj , a−1j ) ∈ F× ⊕ F× = F×j . On a les e´galite´s
Pξ⊔ζ(−1) = Pξ(−1)Pζ(−1),
P ′ξ⊔ζ(exp(λY2)) = Pξ(exp(λY2))P
′
ζ(exp(λY2)),
P ′ζ(exp(λY2)) = (exp(λY2)− exp(−λY2)(exp(λY2)− exp(λY1))(exp(λY2)− exp(−λY1))∏
j∈J\{1,2}
(exp(λY2)− aj)(exp(λY2)− a−1j ).
On a donc l’e´galite´
ν0δ(q)C2 = D1D2D3D4D5
ou`
D1 = ν0δ(q)c
ǫ
2,
D2 = (exp(λY2)− exp(−λY2))(exp(λY2)− 1)−1(exp(λY2) + 1),
D3 = exp(−λY2)(exp(λY2)− exp(λY1))(exp(λY2)− exp(−λY1)),
D4 = (−exp(λY2))−dξ/2Pξ(exp(λY2))Pξ(−1),
D5 = Pζ(−1)
∏
j∈J\{1,2}
(−exp(λY2))−1(exp(λY2)− aj)(exp(λY2)− a−1j ).
Introduisons la relation d’e´quivalence dans F¯× : a ≡ b si et seulement si ab−1 est une
norme de l’extension F2/F . Chacun des termes ci-dessus appartient a` F
×. A e´quivalence
pre`s, on peut les remplacer par des termes qui leur sont assez proches quand λ est assez
proche de 0. Les racines de Pζ sont proches de 1, donc Pζ(−1) est e´quivalent a` (−2)2|J | ≡
1. Pour j ∈ J \{1, 2}, le facteur indexe´ par j dans D5 est e´gal a` a−1j NormF2/F (exp(λY2)−
aj), qui est e´quivalent a` 1 puisque aj est proche de 1. Donc D5 ≡ 1. Le terme D4 est
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e´quivalent a` (−1)dξ/2Pξ(1)Pξ(−1), ou encore a` (−1)dξ/2Pξ(1)Pξ(−1)−1. Ceci est le produit
sur les i ∈ I des termes
(−1)[F±i:F ]NormFi/F (Yi),
ou` l’on a pose´ Yi =
1−yi
1+yi
. On a τi(Yi) = −Yi. Donc NormFi/F±i(Yi) ∈ −δiF×,2±i , ou` l’on
rappelle que Fi = F±i(
√
δi). Le terme ci-dessus est donc e´quivalent a` NormF±i/F (δi), et
D4 est e´quivalent a` δξ. Le terme D3 est e´quivalent a`
λ2(Y2 − Y1)(Y2 + Y1) ≡ −Y 21 (1−NormF2/F (Y2)NormF1/F (Y1)−1)
≡ −δ1(1−NormF2/F (Y2)NormF1/F (Y1)−1).
Le terme D2 est e´quivalent a` 1. Par de´finition de δ♯, on a les e´galite´s
δ(q) = δ♯δξ = δ1δ2δξ ≡ −δ1δξ.
En rassemblant ces calculs, on obtient
ν0δ(q)C2 ≡ ν0cǫ2(1−NormF2/F (Y2 −NormF1/F (Y1)−1).
En utilisant la de´finition de cǫ2, on obtient sgnF2/F (ν0δ(q)C2) = ǫsgnF2/F (ν0η♯), qui est
e´gal a` ǫsgnF1/F (ν0η♯), ainsi qu’on l’a remarque´ en 3.1. Cela ache`ve la preuve de (13).
Maintenant, le terme que l’on somme dans (9) ne de´pend plus de ǫ. La somme en
ǫ revient a` une multiplication par 2, qui compense le premier facteur 1
2
. Faisons tendre
λ ∈ F×,2 vers 0. Comme plus haut, un terme comme
ΘΣ+(ξ(I1) ⊔ ζ(J1))Dd+(ξ(I1) ⊔ ζ(J1))1/2
tend vers
w(J1)D
d+(ξ(I1))
1/2cΣ+(ξ(I1)),
ou` w(J1) est le nombre d’e´le´ments du groupe de Weyl d’un groupe spe´cial orthogonal
”pair” contenant un e´le´ment parame´tre´ par ζ(J1). On ve´rifie l’e´galite´ w(J1) = w(B|J1|−1).
Alors la limite quand λ tend vers 0 de l’expression (9) vaut
|W (G♯, TF1,F2)|−1
∑
I1,I2,J1,J2
∆(ξ(I1), ξ(I2), c)w(B|J1|−1)w(B|J2|−1)D
d+(ξ(I1))
1/2
Dd−(ξ(I2))
1/2cΣ+(ξ(I1))cΣ−(ξ(I2)).
Il convient maintenant de tenir compte de la difficulte´ que l’on a signale´ plus haut et de
corriger cette formule en conse´quence. A chaque quadruplet (I1, I2, J1, J2) sont en fait
associe´es deux classes de conjugaison stable dans G+,reg(F )×G−,reg(F ) (remarquons que
les conditions impose´es aux quadruplets assurent que J1 et J2 ont au moins un e´le´ment,
donc que G+ et G− sont non triviaux si l’ensemble de sommation n’est pas vide). Or les
calculs ci-dessus ne de´pendent pas de la classe choisie. Donc le terme qui nous inte´resse,
a` savoir la limite quand λ tend vers 0 du terme indexe´ par (F1, F2) dans le membre de
droite de 3.1(3), est e´gale au terme ci-dessus multiplie´ par 2. On de´compose la somme
ci-dessus en une somme sur les couples (I1, I2) et une somme inte´rieure sur les couples
(J1, J2). Fixons (I1, I2). La somme inte´rieure est
∑
J1,J2
w(B|J1|−1)w(B|J2|−1).
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Les couples (J1, J2) sont soumis aux conditions (7), (11) et (12) (toujours en supposant
les deux couples de (10) e´gaux). Posons j1 = (d+−dξ(I1))/2, j2 = (d−−dξ(I1))/2. Si δ♯ 6= 1,
l’application (J1, J2) 7→ (J1 \{1}, J2 \{2}) est une bijection de notre ensemble de couples
sur celui des couples (J ′1, J
′
2) tels que |J ′1| = j1 − 1, |J ′2| = j2 − 1 et J ′1 ⊔ J ′2 = J \ {1, 2}.
Dans ce cas, la somme inte´rieure vaut
(|J | − 2)!
(j1 − 1)!(j2 − 1)!w(Bj1−1)w(Bj2−1),
et ceci est e´gal a` w(B|J |−2). Or on ve´rifie que ce nombre est e´gal a` |W (G♯, TF1,F2)|/2. Si
δ♯ = 1, il y a deux fois plus de couples (J1, J2) : la condition (12) nous permet d’intervertir
les places de 1 et 2. MaisW (G♯, TF1,F2) est lui-aussi deux fois plus gros : puisque F1 = F2,
il y a des e´le´ments qui permutent les deux premie`res composantes du tore. Le re´sultat est
donc le meˆme. En tenant compte de la multiplication par 2 que l’on a re´tabli ci-dessus,
on obtient que la limite quand λ tend vers 0 du terme indexe´ par (F1, F2) dans le membre
de droite de 3.1(3) est e´gale a`
Dd(ξ)−1/2
∑
I1,I2
∆(ξ(I1), ξ(I2), c)D
d+(ξ(I1))
1/2Dd−(ξ(I2))
1/2cΣ+(ξ(I1))cΣ−(ξ(I2)).
Rappelons a` quelles conditions est soumis le couple (I1, I2). Il y a la condition de de´part
(14) I1 ⊔ I2 = I,
la condition (10) et enfin il doit exister un couple (J1, J2) intervenant dans le calcul
ci-dessus tel que (7) soit ve´rifie´. Cette dernie`re condition est e´quivalente a`
dξ(I1) ≤ d+ − 2, dξ(I2) ≤ d− − 2.
On peut la remplacer par la re´union des conditions
dξ(I1) ≤ d+, dξ(I2) ≤ d−
et
(15) si dξ(I1) = d+, δξ(I1) = δ(q+) ; si dξ(I2) = d−, δξ(I2) = δ(q−).
En effet, la re´union de cette condition et de (10) interdit les e´galite´s dξ(I1) = d+ ou
dξ(I2) = d− puisque δ1 et δ2 sont tous deux diffe´rents de 1.
On doit maintenant traiter le premier terme du membre de droite de 3.1(3). Le calcul
est essentiellement le meˆme que ci-dessus, en remplac¸ant (δ1, δ2) par (δ♯, 1). La seule
diffe´rence notable est que l’on peut avoir des couples (J1, J2) dont l’un des termes est vide.
Cela se produit pour un couple (I1, I2) tel que, par exemple dξ(I2) = d−. De´taillons ce cas.
Il n’y a plus qu’un choix pour (J1, J2), a` savoir J1 = J et J2 = ∅. En supposant que G− 6=
{1}, il n’est plus vrai que les deux classes de conjugaison stable de G+,reg(F )×G−,reg(F )
parame´tre´es par (I1, I2, J1, J2) donnent la meˆme contribution. L’analogue de (13) reste
vrai et la contribution du quadruplet est
|W (G♯, T♯)|−1Dd(ξ)−1/2Dd+(ξ(I1) ⊔ ζ(J))1/2Dd−(ξ(I2))1/2∆(ξ(I1), ξ(I2), c)
(ΘΣ+(y+)ΘΣ−(y−) + ΘΣ+(y
′
+)ΘΣ−(y
′
−)),
ou` (y+, y−) et (y
′
+, y
′
−) sont les deux classes de conjugaison stable en question. Comme
pre´ce´demment, quand λ tend vers 0, les termesDd+(ξ(I1)⊔ζ(J))1/2ΘΣ+(y+) etDd+(ξ(I1)⊔
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ζ(J))1/2ΘΣ+(y
′
+) tendent tous deux vers w(J)D
d+(ξ(I1))
1/2cΣ+(ξ(I1)). Ici w(J) = |W (G♯, T♯)|.
La limite de l’expression pre´ce´dente est donc
Dd(ξ)−1/2Dd+(ξ(I1))
1/2Dd−(ξ(I2))
1/2∆(ξ(I1), ξ(I2), c)cΣ+(ξ(I1))(ΘΣ−(y−) + ΘΣ−(y
′
−)).
Les deux e´le´ments y− et y
′
− sont les deux classes de conjugaison stable dans G−,reg(F )
parame´tre´es par ξ(I2). Par de´finition, la dernie`re somme ci-dessus est e´gale a` cΣ−(ξ(I2)),
cf. 3.2. La contribution du couple (I1, I2) a donc la meˆme forme que pre´ce´demment.
On laisse un calcul plus de´taille´ au lecteur. Le re´sultat est le meˆme que ci-dessus, en
remplac¸ant dans la condition (10) le couple (δ1, δ2) par le couple (δ♯, 1).
Faisons maintenant la somme des contributions de tous les termes du membre de
droite de 3.1(3). Notons que pour tout couple (I1, I2), il y a un unique couple (δ1, δ2) (en
incluant ce dernier couple (δ♯, 1)) tel que (10) soit ve´rifie´. On obtient alors la formule
(16) cΣ(x(ξ, c)) = D
d(ξ)−1/2
∑
I1,I2
∆(ξ(I1), ξ(I2), c)B(I1, I2),
ou` on somme sur les (I1, I2) ve´rifiant (14) et (15) et ou` l’on a pose´
B(I1, I2) = D
d+(ξ(I1))
1/2Dd−(ξ(I2))
1/2cΣ+(ξ(I1))cΣ−(ξ(I2))
On a suppose´ dim(V♯) ≥ 4. Le cas dim(V♯) ≤ 4 est similaire, avec encore des subtilite´s
dues au de´doublement des classes. Le re´sultat est le meˆme.
Graˆce a` (1), (6) et (16), on a l’e´galite´
f1(ξ) = A(ξ)
∑
I1,I2
∑
I′
1
,I′
2
∑
c∈C(ξ)ǫ
B(I1, I2)B
′(I ′1, I
′
2)∆(ξ(I1), ξ(I2), c)∆(ξ(I
′
1), ξ(I
′
2), c),
ou` l’on somme sur les (I1, I2) ve´rifiant (14) et (15) et les (I
′
1, I
′
2) ve´rifiant (5) et ou` l’on
a pose´
A(ξ) = ∆(ξ)rDd(ξ)1/2Dd
′
(ξ)−1/2.
Supposons d 6= 0. On a une e´galite´
∆(ξ(I1), ξ(I2), c)∆(ξ(I
′
1), ξ(I
′
2), c) = α(
∏
i∈I2
sgnFi/F±i(ci))(
∏
i∈I′
2
sgnFi/F±i(ci)),
ou` α est un certain signe inde´pendant de c. Rappelons que C(ξ)ǫ est une classe dans
C(ξ) modulo le sous-groupe C(ξ)1 forme´ des c = (ci)i∈I tels que
∏
i∈I sgnFi/F±i(ci) = 1.
La somme sur c ∈ C(ξ)ǫ des termes ci-dessus n’est non nulle que si I2 = I ′2 ou I2⊔I ′2 = I,
autrement dit que si (I1, I2) et (I
′
1, I
′
2) sont e´gaux a` l’ordre pre`s. Si ces deux couples sont
e´gaux, on a
∆(ξ(I1), ξ(I2), c)∆(ξ(I
′
1), ξ(I
′
2), c) = 1
pour tout c et la somme vaut |C(ξ)ǫ| = 2d−1. Supposons (I1, I2) = (I ′2, I ′1). La formule
1.7(1) relie le terme ∆(ξ(I ′1), ξ(I
′
2), c) au facteur de transfert relatif au groupe endosco-
pique (G′+, G
′
−) du groupe G
′, . On sait que, quand on e´change les deux termes G′+ et
G′−, le facteur de transfert ne change pas si G
′ est de´ploye´ tandis qu’il est multiplie´ par
−1 si G′ n’est pas de´ploye´. On en de´duit
∆(ξ(I ′1), ξ(I
′
2), c) = µ(G
′)∆(ξ(I ′2), ξ(I
′
1), c)
35
pour tout c ∈ Cǫξ . La somme qui nous inte´resse vaut alors µ(G′)2d−1. Donc
(17) f1(ξ) = A(ξ)2
d−1(A1 + µ(G
′)A2),
ou` A1 est la somme des B(I1, I2)B
′(I1, I2) sur les couples (I1, I2) ve´rifiant (5), (14) et
(15), tandis que A2 est la somme des B(I1, I2)B
′(I2, I1) sur les couples (I1, I2) ve´rifiant
(14) et (15) et tels que (I2, I1) ve´rifie (5). On a suppose´ d 6= 0. Supposons maintenant
d = 0, c’est-a`-dire ξ = ∅. Sous l’hypothe`se ξ ∈ Ξ∗(q, q′), cela implique que G et G′ sont
quasi-de´ploye´s, donc µ(G′) = 1. Il n’y a plus qu’un couple (I1, I2) qui intervient : le
couple (∅, ∅) et on obtient
f1(ξ) = A(ξ)A1 = AξA2.
La formule (17) reste vraie. Conside´rons enfin le cas ξ = ∅ et G ou G′ n’est pas quasi-
de´ploye´. Par de´finition, f1(ξ) = 0 et µ(G
′) = −1. Avec les de´finitions ci-dessus, on a
A1 = A2 et la formule (17) est encore ve´rifie´e.
Comparons les formules (17) et (2). On voit que les ensembles de sommation qui
de´finissent A1 et A2 ne sont autres que I+ et I−. Pour prouver l’e´galite´ f1(ξ) = f2(ξ) et
la proposition, il reste a` prouver que les termes que l’on somme sont e´gaux. Faisons-le
pour les premie`res sommes. On fixe donc (I1, I2) ∈ I+ et on compare les termes indexe´s
par ce couple dans les formules (17) et (2). Dans les deux apparaˆıt en facteur le produit
2dξ−1cΣ+(ξ(I1))cΣ′+(ξ(I1))cΣ−(ξ(I2))cΣ′−(ξ(I2)).
Les termes restants sont
(18) ∆(ξ)rDd(ξ)1/2Dd
′
(ξ)−1/2Dd+(ξ(I1))
1/2Dd
′
+(ξ(I1))
1/2Dd−(ξ(I2))
1/2Dd
′
−(ξ(I2))
1/2
pour la formule (17) et
(19) Dinf(d+,d
′
+
)(ξ(I1))D
inf(d−,d′−)(ξ(I2))∆(ξ(I1))
r+
1 ∆(ξ(I2))
r−
2
pour la formule (2). En utilisant 1.5(1), on a les e´galite´s
∆(ξ)rDd(ξ)1/2Dd
′
(ξ)−1/2 = ∆(ξ)−1/2,
Dd+(ξ(I1))
1/2Dd
′
+(ξ(I1))
1/2 = Dinf(d+,d
′
+
)(ξ(I1))∆(ξ(I1))
(max(d+ ,d′+)−inf(d+,d
′
+
))/2
= Dinf(d+,d
′
+
)(ξ(I1))∆(ξ(I1))
r+
1
+1/2,
et de meˆme
Dd−(ξ(I2))
1/2Dd
′
−(ξ(I2))
1/2 = Dinf(d−,d
′
−
)(ξ(I2))∆(ξ(I2))
r−
2
+1/2.
Donc (18) est le produit de (19) et de ∆(ξ)−1/2∆(ξ(I1))
1/2∆(ξ(I2))
1/2. Ce dernier terme
vaut 1. Cela ache`ve la de´monstration. 
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3.4 Transfert de valeurs de facteurs ǫ
On conside`re deux espaces U et U ′ comme en 2.3 et deux espaces quadratiques (V, q)
et (V ′, q′), dont on note G et G′ les groupes spe´ciaux orthogonaux. On suppose dim(V ) =
dim(U) = d, dim(V ′) = dim(U ′) = d′ et G et G′ quasi-de´ploye´s. Le groupe G est un
groupe endoscopique de M˜ etG′ est un groupe endoscopique de M˜ ′. On utilise les facteurs
de transfert de´finis en 1.8.
On conside`re une combinaison line´aire finie
Σ =
∑
k
akσk,
ou` les σk appartiennent a` Temp(G(F )). On conside`re une combinaison line´aire analogue
Σ′ relative au groupe G′. On conside`re une combinaison line´aire finie
Π =
∑
k
bkπk,
ou` les πk appartiennent a` Temp(M(F )) et sont autoduales. Chaque πk se prolonge en
une repre´sentation π˜k de M˜(F ), cf. 2.3. On pose
Π˜ =
∑
k
bkπ˜k.
On conside`re une combinaison line´aire analogue Π′ relative au groupeM ′, dont on de´duit
une combinaison line´aire Π˜′. Par line´arite´, on de´finit les caracte`res ΘΠ˜ et ΘΠ˜′. On sup-
pose :
• les caracte`res ΘΣ et ΘΣ′ sont stables ;
• ΘΠ˜ est le transfert de ΘΣ et ΘΠ˜′ est le transfert de ΘΣ′.
Notons −1 l’e´le´ment central de G(F ) qui agit sur V par multiplication par −1. Toute
repre´sentation irre´ductible σ de G(F ) posse`de un caracte`re central ωσ. Posons
Σ(−1) =
∑
k
akωσk(−1)σk.
Si une distribution localement inte´grable D sur G(F ) est stablement invariante, la dis-
tribution g 7→ D(−g) l’est aussi. Donc ΘΣ(−1) est stable et on peut de´finir S(Σ(−1),Σ′).
En prolongeant par biline´arite´ l’application (π, π′) 7→ ǫgeom,ν1(π, π′) de 2.3, on de´finit
ǫgeom,ν1(Π,Π
′).
Proposition. Sous ces hypothe`ses, on a l’e´galite´
ǫgeom,ν1(Π,Π
′) = (δ(q), 2ν1)FS(Σ(−1),Σ′).
Preuve. On suppose comme toujours d < d′. D’apre`s 2.4(1), le membre de gauche de
l’e´galite´ de l’e´nonce´ est une inte´grale sur X (d, d′), qui est un reveˆtement de Ξ∗(d, d′). Le
membre de droite est une inte´grale sur Ξ∗(q, q′), qui est inclus dans Ξ∗(d, d′). On peut
donc e´crire l’e´galite´ de l’e´nonce´ sous la forme
∫
Ξ∗(d,d′)
f1(ξ)dξ =
∫
Ξ∗(d,d′)
f2(ξ)dξ.
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Il suffit de fixer ξ ∈ Ξ∗(d, d′) et de prouver l’e´galite´ f1(ξ) = f2(ξ).
Fixons donc ξ = (I, (F±i)i∈I , (Fi)i∈I , (yi)i∈I) ∈ Ξ∗(d, d′). Posons d = dξ. La fibre de
X (d, d′) au-dessus de ξ est en bijection avec M(d)× Γpair(ξ). Pour un e´le´ment (µ, γ) de
cet ensemble, notons x˜(ξ, µ, γ) l’e´le´ment de la fibre parame´tre´ par (µ, γ). En se rappelant
que l’on doit tenir compte du jacobien de l’application de X (d, d′) vers Ξ∗(d, d′), de la
formule 2.4(1) se de´duit l’e´galite´
f1(ξ) = c(d)|2|r
2+r+r(d−d)−d/2
F
∑
(µ,γ)∈M(d)×Γpair(ξ)
cΠ˜(x˜(ξ, µ, γ))cΠ˜′(x˜(ξ, µ, γ))
DM˜(x˜(ξ, µ, γ))∆(x˜(ξ, µ, γ))r.
On a l’e´galite´ ∆(x˜(ξ, µ, γ)) = ∆(ξ). Il est clair que DM˜(x˜(ξ, µ, γ)) ne de´pend que de d
et ξ. Notons-le D˜d(ξ). On obtient
(1) f1(ξ) = c(d)|2|r
2+r+r(d−d)−d/2
F D˜
d(ξ)∆(ξ)r
∑
(µ,γ)∈M(d)×Γpair(ξ)
cΠ˜(x˜(ξ, µ, γ))cΠ˜′(x˜(ξ, µ, γ)).
La seconde fonction est donne´e par
(2) f2(ξ) =
{
2d(δ(q), 2ν1)F cΣ(−1)(ξ)cΣ′(ξ)D
d(ξ)∆(ξ)r, si ξ ∈ Ξ∗(q, q′),
0, sinon.
Soit (µ, γ) ∈ M(d) × Γpair(ξ). Introduisons l’espace quadratique (Ud, qd,µ) de 2.4.
Notons-le plutoˆt (V♯, q♯) et notons (V
′
♯ , q
′
♯) la somme orthogonale (V♯, q♯)⊕(Z2r+1, q2r+1,−ν1).
Notons G♯ et G
′
♯ les groupes spe´ciaux orthogonaux de ces espaces. L’e´le´ment x˜(ξ, µ, γ) de
M˜ ′(F ) (ou plus exactement un repre´sentant de cette classe) a pour commutant connexe
le produit d’un tore et de G′♯. Ce dernier groupe est de´ploye´ et cΠ˜′(x˜(ξ, µ, γ)) est donne´
par une formule analogue a` 3.1(1), c’est-a`-dire
(3) cΠ˜′(x˜(ξ, µ, γ)) = |W (G′♯, T♯)|−1limλ→0ΘΠ˜′(x˜(ξ, µ, γ)exp(λY♯))DG
′
♯(λY♯)
1/2.
En tant qu’e´le´ment de g′♯(F ), la classe de conjugaison de Y♯, qui est e´gale a` sa classe de
conjugaison stable, est parame´tre´e par (J, (F±j)j∈J , (Fj)j∈J , (Yj)j∈J), ou` J = {1, ..., (d′−
d− 1)/2} et, pour tout j ∈ J , F±j = F , Fj = F ⊕ F et Yj est un e´le´ment de F×j tel que
Yj + τj(Yj) = 0. Cela signifie que l’on peut de´composer (V
′
♯ , q
′
♯) en somme orthogonale
D ⊕ (⊕j∈JFj),
ou` D est une droite et chaque Fj est un plan hyperbolique, et Y agit par multiplication
par 0 sur D et par Yj sur Fj . La restriction de q
′
♯ a` D est force´ment e´quivalente a` la forme
(α, α′) 7→ 2µαα′ sur F . On en de´duit le parame´trage de x˜(ξ, µ, γ)exp(λYξ) dans M˜ ′(F ). Sa
classe de conjugaison stable est parame´tre´e par ξ⊔ζ , ou` ζ = (J, (F±j)j∈J , (Fj)j∈J , (exp(2λYj))j∈J).
Sa classe de conjugaison est parame´tre´e par l’e´le´ment supple´mentaire (2µ, γ) de Γimp(ξ⊔
ζ). D’apre`s 1.6(2) et 1.8(1), l’e´galite´ (3) se transforme en
cΠ˜′(x˜(ξ, µ, γ)) = |W (G′♯, T♯)|−1limλ→0∆(ξ ⊔ ζ, (2µ, γ))d′(λ)ΘΣ′(ξ ⊔ ζ),
ou` on a pose´
d′(λ) = DM˜
′
0 (x˜(ξ, µ, γ))
−1/2DG
′
♯(λY♯)
1/2Dd
′
(ξ ⊔ ζ)1/2.
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On ve´rifie comme en 3.3(4) l’e´galite´
∆(ξ ⊔ ζ, (2µ, γ)) = ∆(ξ, (2µ, γ)).
En se reportant a` la de´finition de la fonction DM˜
′
0 , cf. 1.6, on voit que
DM˜
′
0 (x˜) = |2|−(d
′+1)/2
F D
M˜ ′(x˜)
pour tout x˜ ∈ M˜ ′reg(F ). L’exposant −(d′+1)/2 est obtenu ainsi : notons T le commutant
de M ′x˜ dans M
′ ; alors l’exposant est dim(M ′x˜) − dim(T ). On obtiendrait −d/2 si l’on
remplac¸ait M˜ ′ par M˜ . Donc
d′(λ) = |2|(d′+1)/4F D˜d
′
(ξ)−1/2Dd
′
(ξ ⊔ ζ)1/2.
La formule 3.1(1) montre que
|W (G′♯, T♯)|−1limλ→0Dd
′
(ξ ⊔ ζ)1/2ΘΣ′(ξ ⊔ ζ) = Dd′(ξ)1/2cΣ′(ξ).
D’ou`
(4) cΠ˜′(x˜(ξ, µ, γ)) = |2|(d
′+1)/4
F D˜
d′(ξ)−1/2Dd
′
(ξ)1/2∆(ξ, (2µ, γ))cΣ′(ξ).
Calculons maintenant cΠ˜(x˜(ξ, µ, γ)) en supposant d’abord dim(V♯) ≥ 4. Alors ce
terme est donne´ par une formule analogue a` 3.1(3). Conside´rons la contribution d’un
couple (F1, F2) ∈ F♯. Il intervient un terme ΘΠ˜(x˜(ξ, µ, γ)exp(λY ǫF1,F2)). Comme ci-dessus,
on peut le calculer comme une somme sur les e´le´ments y ∈ Greg(F )/stconj qui corres-
pondent a` la classe de conjugaison stable de x˜(ξ, µ, γ)exp(λY ǫF1,F2). Ces y ne de´pendent
pas de ǫ. Le terme que l’on somme est le produit de
∆G,M˜(y, x˜(ξ, µ, γ)exp(λY
ǫ
F1,F2
))
et d’un terme qui ne de´pend pas de ǫ. Le point est qu’en se reportant a` la formule
1.8(2) qui calcule ce facteur de transfert, on voit que le facteur ci-dessus ne de´pend
pas non plus de ǫ. Puisque ǫ intervient en facteur dans la formule 3.1(3), la somme sur
ǫ de ces termes est nulle. Il ne reste que la contribution du premier terme de 3.1(3).
En tant qu’e´le´ment de g♯(F ), la classe de conjugaison stable de Y♯ est parame´tre´e par
(J, (F±j)j∈J , (Fj)j∈J , (Yj)j∈J), ou` :
• J = {1, ..., (d− d)/2} ;
• si δ(q♯) = 1, F±j = F et Fj = F ⊕ F pour tout j ∈ J ; si δ(q♯) 6= 1, il en est ainsi
pour tout j ∈ J \ {1}, tandis que F±1 = F et F1 = F (
√
δ(q♯)) ;
• pour tout j ∈ J , Yj est un e´le´ment de F×j tel que Yj + τj(Yj) = 0.
La classe de conjugaison stable de x˜(ξ, µ, γ)exp(λY♯) est parame´tre´e par ξ ⊔ ζ , ou`
ζ = (J, (F±j)j∈J , (Fj)j∈J , (exp(2λYj))j∈J). Si δ♯ = 1, sa classe de conjugaison est pa-
rame´tre´e par l’e´le´ment supple´mentaire γ ∈ Γpair(ξ ⊔ ζ) = Γpair(ξ). Poursuivons le calcul
en supposant δ(q♯) 6= 1, le cas ou` ce terme vaut 1 ne diffe´rant que par les notations. L’es-
pace quadratique V♯ est somme orthogonale des Fj pour j ∈ J . Pour j 6= 1, Fj est un plan
hyperbolique. Pour j = 1, F1 est muni d’une forme (v, v
′) 7→ traceF1/F (τ1(v)v′η). Mais,
par de´finition de l’espace quadratique (Ud, qd,µ), on sait que V♯ est somme orthogonale
de plans hyperboliques et d’un plan F 2 muni de la forme
((α, β), (α′, β ′)) 7→ 2µαα′ + 2ν1ββ ′.
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On en de´duit les e´galite´s δ(q♯) = −ν1µ et η ≡ µ mod NormF1/F (F×1 ). Notons γ♯ la
famille indexe´e par l’unique e´le´ment 1 ∈ J , dont l’unique e´le´ment est µexp(λY1). On
voit alors que la classe de conjugaison de x˜(ξ, µ, γ)exp(λY♯) est parame´tre´e par le terme
supple´mentaire γ ⊔ γ♯ ∈ Γpair(ξ ⊔ ζ). .
Si δξ⊔ζ 6= δ(q), il ne correspond a` x˜(ξ, µ, γ)exp(λY♯) aucun e´le´ment de Greg(F )/stconj.
Alors ΘΠ˜(x˜(ξ, µ, γ)exp(λY♯)) = 0. Supposons δξ⊔ζ = δ(q). En vertu du calcul de δζ = δ(q♯)
ci-dessus, cette condition e´quivaut a` −ν1µδξ = δ(q). Dans ce cas, il y a deux e´le´ments de
Greg(F )/stconj qui correspondent a` x˜(ξ, µ, γ)exp(λY♯). Comme dans le calcul de 3.3, ces
deux e´le´ments ont en fait la meˆme contribution. Le fait qu’il y en ait deux va simplement
multiplier le re´sultat par 2. Ces e´le´ments sont parame´tre´s par −(ξ ⊔ ζ). On obtient
cΠ˜(x˜(ξ, µ, γ)) = 2|W (G♯, T♯)|−1limλ→0∆(ξ ⊔ ζ, γ ⊔ γ♯)d(λ)ΘΣ(−(ξ ⊔ ζ)),
ou` l’on a pose´
d(λ) = DM˜0 (x˜(ξ, µ, γ))
−1/2DG♯(λY♯)
1/2Dd(−(ξ ⊔ ζ)).
On calcule comme ci-dessus
d(λ) = |2|d/4F D˜d(ξ)−1/2Dd(−(ξ ⊔ ζ))1/2.
Montrons que
(5) supposons −νµδξ = δ(q) ; alors on a l’e´galite´
∆(ξ ⊔ ζ, γ ⊔ γ♯) = (δ(q), 2ν1)F∆(ξ, γ)
∏
i∈I
sgnFi/F±i(−2µ).
Le rapport ∆(ξ ⊔ ζ, γ ⊔ γ♯)∆(ξ, γ)−1 est le produit de termes indexe´s par I et, dans
le cas ou` δ(q♯) 6= 1, d’un terme supple´mentaire indexe´ par j = 1 ∈ J . Faisons le calcul
dans le cas ou` δ(q♯) 6= 1. Soit i ∈ I. Le terme correspondant est sgnFi/F±i(Bi), ou`
Bi = Pξ(1)
−1P ′ξ(yi)
−1Pξ⊔ζ(1)P
′
ξ⊔(yi)y
−|J |
i .
Ecrivons exp(2λYj) = (aj, a
−1
j ) ∈ F ⊕ F pour j ∈ J \ {1}. Alors Bi est le produit des
y−1i (yi − aj)(yi − a−1j )(1− aj)(1− a−1j ) sur ces j et du terme
y−1i (yi − exp(2λY1))(yi − exp(−2λY1))(1− exp(2λY1))(1− exp(−2λY1)).
Les premiers termes sont e´gaux a` NormFi/F±i((yi − aj)(1 − a−1j )). Pour λ proche de 0,
le terme restant est proche de
−4λ2Y 21 y−1i (yi − 1)2.
Puisque Y1+ τ1(Y1) = 0 et F1 = F (
√
δ(q♯)), Y
2
1 est le produit de δ(q♯) et d’un e´le´ment de
F×,2. Le terme ci-dessus est alors le produit de δ(q♯)NormFi/F±i(yi− 1)) et d’un e´le´ment
de F×,2. D’ou`
sgnFi/F±i(Bi) = sgnFi/F±i(δ(q♯)).
On se rappelle que δ(q♯) = −ν1µ et que l’on a fixe´ un e´le´ment δi de F×±i tel que Fi =
F±i(
√
δi). Pour tout α ∈ F×, on a l’e´galite´
sgnFi/F±i(α) = (NormF±i/F (δi), α)F
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cf. [S] p.216, exercice. Donc
sgnFi/F±i(Bi) = (NormF±i/F (δi), 2ν1)F sgnFi/F±i(−2µ),
puis, en se rappelant la de´finition δξ =
∏
i∈I NormF±i/F (δi),
(6)
∏
i∈I
sgnFi/F±i(Bi) = (δξ, 2ν1)F
∏
i∈I
sgnFi/F±i(−2µ).
Le terme supple´mentaire est sgnF1/F (B1), ou`
B1 = −µexp(−λY1)Pξ⊔ζ(1)P ′ξ⊔ζ(exp(2λY1))exp(2λY1)1−dξ⊔ζ/2(exp(2λY1)− 1).
On peut de´composer B1 = D1D2D3, ou`
D1 = −µexp(−λY1)(1−exp(2λY1))(1−exp(−2λY1))(exp(2λY1)−exp(−2λY1))(exp(2λY1)−1),
D2 = Pξ(1)Pξ(exp(2λY1))exp(2λY1)
−dξ/2,
D3 =
∏
j∈J\{1}
(1− aj)(1− aj)−1(exp(2λY1)− aj)(exp(2λY1 − a−1j )exp(2λY1)−1.
On voit comme ci-dessus que D3 est une norme de l’extension F1/F . Pour λ proche de
0, D2 est proche de Pξ(1)
2, qui est aussi une norme. Enfin, D1 est proche de 2
5µλ4Y 41 ,
qui est le produit de 2µ et d’une norme. On obtient
sgnF1/F (B1) = sgnF1/F (2µ) = (δ(q♯), 2µ)F .
D’apre`s cette relation et l’e´galite´ (6), il suffit, pour prouver (5), de prouver l’e´galite´
(δξ, 2ν1)F (δ(q♯), 2µ)F = (δ(q), 2ν1)F .
Cela re´sulte des e´galite´s −2µ = 2ν1δ(q♯) et δξδ(q♯) = δ(q). 
On a les e´galite´s ΘΣ(−(ξ ⊔ ζ)) = ΘΣ(−1)(ξ ⊔ ζ) et Dd(−(ξ ⊔ ζ)) = Dd(ξ ⊔ ζ). La
formule 3.1(4) montre que
|W (G♯, T♯)|−1limλ→0Dd(ξ ⊔ ζ)1/2ΘΣ(−1)(ξ ⊔ ζ) = Dd(ξ)1/2cΣ(−1)(ξ).
On obtient finalement
• si µ = −ν1δξδ(q),
(7) cΠ˜(x˜(ξ, µ, γ)) = 2|2|d/4F D˜d(ξ)−1/2Dd(ξ)1/2cΣ(−1)(ξ)(δ(q), 2ν1)F∆(ξ, γ)
∏
i∈I
sgnFi/F±i(−2µ);
• si µ 6= −ν1δξδ(q), cΠ˜(x˜(ξ, µ, γ)) = 0.
On a suppose´ dim(V♯) ≥ 4. Un calcul similaire vaut si dim(V♯) = 2. Si dim(V♯) = 0,
il y a une diffe´rence. Supposons d ≥ 2. Il y a encore deux e´le´ments de Greg(F )/stconj
parame´tre´s par −ξ (ici, ζ disparaˆıt). Ils n’ont plus de raison de donner la meˆme contri-
bution. Mais, dans ce cas, cΣ(−1)(ξ) est justement de´fini comme la somme des valeurs de
ΘΣ(−1) sur ces deux e´le´ments. On obtient la meˆme formule, prive´e du premier facteur 2.
Si d = 0, il n’y a plus qu’une classe de conjugaison stable, et obtient le meˆme re´sultat.
En se reportant a` la de´finition de c(d), on voit que le re´sultat ci-dessus est ge´ne´ral, a`
condition de remplacer le premier facteur 2 par c(d)−1.
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Revenons a` la formule (1). D’apre`s le re´sultat ci-dessus, la somme en (µ, γ) est limite´e
au sous-ensemble de ces couples pour lesquels µ = −ν1δξδ(q). Mais µ appartient a`M(d).
Si d < d, on a M(d) = F×/F×,2 et il n’y a pas de proble`me. Par contre, si d = d, on a
M(d) = {−ν1}, et l’appartenance de µ a` cet ensemble impose δξ = δ(q), ce qui e´quivaut
a` ξ ∈ Ξ∗(q, q′). Si ξ 6∈ Ξ∗(q, q′), la somme est donc vide et f1(ξ) = 0. On a aussi f2(ξ) = 0,
d’ou` l’e´galite´ cherche´e dans ce cas. Supposons de´sormais ξ ∈ Ξ∗(q, q′). On ve´rifie sur les
de´finitions que le facteur ∆(ξ, (2µ, γ)) qui intervient dans l’e´galite´ (4) est e´gal a`
∆(ξ, γ)
∏
i∈I
sgnFi/F±i(−2µ).
Alors le produit de (4) et de (7) devient inde´pendant de (µ, γ). Sommer sur ce couple
revient a` multiplier par le nombre d’e´le´ments de l’ensemble de sommation. On a de´ja` dit
que µ e´tait en fait fixe´. Ce nombre d’e´le´ments est donc celui de Γpair(ξ), c’est-a`-dire 2
d.
En utilisant (4) et (7) (ou` l’on se rappelle que le premier facteur 2 doit eˆtre remplace´
par c(d)−1), on obtient la formule suivante. Posons
r(ξ) = r2 + r + r(d− d)− d/2 + (d′ + 1)/4 + d/4,
E(ξ) = |2|r(ξ)F D˜d(ξ)1/2D˜d
′
(ξ)−1/2Dd(ξ)−1/2Dd
′
(ξ)1/2.
Alors
f1(ξ) = 2
d(δ(q), 2ν1)FE(ξ)cΣ(−1)(ξ)cΣ′(ξ)D
d(ξ)∆(ξ)r.
D’apre`s (2), pour de´montrer l’e´galite´ f1(ξ) = f2(ξ), il reste a` prouver l’e´galite´ E(ξ) = 1.
On doit calculer D˜d(ξ) et D˜d
′
(ξ). Pour cela, on e´crit U = Wd ⊕ Ud comme en 2.4. On
repre´sente un e´le´ment x˜ de la classe de conjugaison stable de G˜reg(F ) parame´tre´ par
ξ comme la somme d’une forme biline´aire sur Wd elle-aussi parame´tre´e par ξ et d’une
forme biline´aire syme´trique sur Ud. Notons M1 et M2 les groupes line´aires GL(Wd) et
GL(Ud). On a la de´composition
m = m1 ⊕ r⊕m2,
ou`
r = (Wd ⊗F U∗d)⊕ (W ∗d ⊗F Ud).
L’automorphisme 1 − θx˜ respecte cette de´composition, donc D˜d(ξ) est produit de trois
termes. Chacun d’eux est la valeur absolue du de´terminant de 1 − θx˜ agissant sur un
facteur de la de´composition ci-dessus, quotiente´ par le noyau de cet automorphisme. Le
terme correspondant au facteurm1 n’est autre que D˜
d(ξ). On ve´rifie que θx˜ agit sans point
fixe sur r et que le terme correspondant a` ce facteur est ∆(ξ)dim(Ud) = ∆(ξ)d−d. Sur m2,
θx˜ n’a que deux valeurs propres, 1 et −1. L’espace propre pour 1 est l’alge`bre de Lie d’un
groupe spe´cial orthogonal. Il est de dimension dim(Ud)(dim(Ud)−1)/2. L’espace propre
pour−1 est donc de dimension dim(Ud)2−dim(Ud)(dim(Ud)−1)/2 = (d−d)(d−d+1)/2.
Chaque valeur propre −1 contribue par |2|F . Le terme correspondant a` m2 est donc
|2|(d−d)(d−d+1)/2F , et finalement
D˜d(ξ) = |2|(d−d)(d−d+1)/2F ∆(ξ)d−dD˜d(ξ).
Une meˆme formule vaut pour D˜d
′
(ξ). En utilisant ces formules ainsi que 1.5(1), on obtient
E(ξ) = |2|s(ξ)F , ou`
s(ξ) = r(ξ) + (d− d)(d− d+ 1)/4− (d′ − d)(d′ − d+ 1)/4.
Un simple calcul montre que s(ξ) = 0, donc E(ξ) = 1, ce qui ache`ve la de´monstration.

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3.5 Une premie`re conse´quence
Conservons les espaces et les groupes du paragraphe pre´ce´dent.
Corollaire. (i) Soient Σ′ comme en 3.4, π′ un e´le´ment autodual de Temp(M ′(F )) et
b′ ∈ C×. Supposons que ΘΣ′ soit stable et que b′Θπ˜′ soit le transfert de ΘΣ′. Alors le
caracte`re central ωπ′ est trivial.
(ii) Soient Σ comme en 3.4, π un e´le´ment autodual de Temp(M(F )) et b ∈ C×.
Supposons que ΘΣ soit stable et que bΘπ˜ soit le transfert de ΘΣ. Alors le caracte`re
central ωπ est e´gal au caracte`re α 7→ (δ(q), α)F .
(iii) Soient Σ′, π′ et b′ ve´rifiant les hypothe`ses de (i) et Σ, π et b ve´rifiant les hypothe`ses
de (ii). On a l’e´galite´
bb′(δ(q),−1)(d′−1)/2F ǫ(1/2, π × π′, ψF ) = S(Σ(−1),Σ′).
Remarque. La de´pendance de ψF du premier terme ci-dessus n’est qu’apparente,
car b et b′ de´pendent aussi de ψF . En effet, les hypothe`ses sont que bΘπ˜ et b
′Θπ˜′ sont des
transferts de ΘΣ et ΘΣ′. Mais les normalisations que l’on a choisies de π˜ et π˜
′ de´pendent
de ψF .
Preuve. Dans la situation de (iii), la proposition pre´ce´dente et le re´sultat rappele´ en
2.3 entraˆınent
(1) bb′ωπ((−1)(d′−1)/22ν1)ωπ′((−1)1+d/22ν1)ǫ(1/2, π×π′, ψF ) = (δ(q), 2ν1)FS(Σ(−1),Σ′).
L’e´le´ment ν1 est un ingre´dient de la preuve, mais on peut le choisir quelconque et ni le
facteur ǫ, ni le terme S(Σ(−1),Σ′) n’en de´pendent. L’e´galite´ ci-dessus e´tant vraie pour
tout ν1, le caracte`re ωπωπ′ est force´ment e´gal a` α 7→ (δ(q), α)F .
Dans la situation de (i), on remplace l’espace V par 0, on comple`te les donne´es Σ′,
π′ et b′ par Σ re´duit a` l’unique repre´sentation irre´ductible de G(F ) = {1}, π l’unique
repre´sentation irre´ductible deM(F ) = {1} et b = 1. Alors ωπ = 1 et δ(q) = 1. La relation
que l’on vient de prouver entraˆıne que ωπ′ = 1.
Dans la situation de (ii), on remplace l’espace V ′ par une droite, on comple`te les
donne´es Σ, π et b par Σ′ re´duit a` l’unique repre´sentation irre´ductible de G′(F ) = {1}, π′
la repre´sentation triviale de M ′(F ) = F× et b′ = 1. On ve´rifie aise´ment que ces donne´es
satisfont les hypothe`ses requises. De nouveau, la relation ci-dessus entraˆıne la conclusion
de (ii).
En revenant a` la situation de (iii), on remplace dans l’e´galite´ (1) les caracte`res par
leurs valeurs que l’on vient de calculer et on obtient la relation cherche´e. 
4 Preuve du the´ore`me principal
4.1 Repre´sentations du groupe de Weil-Deligne
On noteWF le groupe de Weil de F¯ /F etWDF le groupe de Weil-Deligne, c’est-a`-dire
WDF = WF × SL(2,C). Pour tout entier N ≥ 1, notons Φtemp(GL(N)) l’ensemble des
classes de conjugaison par GL(N,C) d’homomorphismes continus ϕ : WDF → GL(N,C)
qui ve´rifient les conditions suivantes :
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• ϕ est semi-simple ;
• la restriction de ϕ a` SL(2,C) est alge´brique ;
• ϕ est tempe´re´, c’est-a`-dire que l’image de WF par ϕ est relativement compacte.
Notons Φtemp,irr(GL(N)) le sous-ensemble des e´le´ments irre´ductibles de Φtemp(GL(N)).
D’apre`s la correspondance de Langlands (the´ore`me de Harris-Taylor et Henniart), tout
ϕ ∈ Φtemp,irr(GL(N)) de´termine une repre´sentation admissible π(ϕ) de GL(N,F ), qui
est unitaire et de la se´rie discre`te.
De´finissons une involution ϕ 7→ ϕθ dans Φtemp(GL(N)) par ϕθ(w) = tϕ(w)−1 pour
tout w ∈ WDF . On note Φtemp,N le sous-ensemble des ϕ ∈ Φtemp(GL(N)) tels que ϕ est
conjugue´ a` ϕθ et Φtemp,N,irr le sous-ensemble des e´le´ments irre´ductibles de Φtemp,N . On
note Φtemp(GL), Φtemp etc... la re´union des Φtemp(GL(N)), Φtemp,N etc... pour N ≥ 1.
Pour ϕ ∈ Φtemp(GL),on note N(ϕ) l’entier tel que ϕ appartienne a` Φtemp(GL(N)).
Tout e´le´ment ϕ ∈ Φtemp,N admet une de´composition
(1) ϕ = (⊕i∈I liϕi)⊕ (⊕j∈J lj(ϕj ⊕ ϕθj))
ve´rifiant les conditions suivantes. Les ensembles I et J sont finis et disjoints. Pour tout
i ∈ I, resp. j ∈ J , li, resp. lj, est un entier strictement positif. L’application i 7→ ϕi
est injective et prend ses valeurs dans Φtemp,irr. L’application j 7→ {ϕj , ϕθj} est injective
et prend ses valeurs dans l’ensemble des ensembles de la forme {ϕ′, (ϕ′)θ}, ou` ϕ′ est un
e´le´ment de Φtemp(GL) qui n’est pas autodual. On a l’e´galite´
N = (
∑
i∈I
liN(ϕi)) + (
∑
j∈J
2ljN(ϕj)).
De (1) se de´duit une repre´sentation
π(ϕ)L = (⊗i∈I(π(ϕi)⊗ ...⊗π(ϕi)))⊗ (⊗j∈J(π(ϕj)⊗ ...⊗π(ϕj))⊗ (π(ϕj)∨⊗ ...⊗π(ϕj)∨))
d’un groupe de Le´vi L(F ) de GL(N,F ). Chaque π(ϕi), resp. π(ϕj), π(ϕj)
∨, est re´pe´te´e
li fois, resp. lj fois. Choisissons un sous-groupe parabolique P de composante de Le´vi
L et posons π(ϕ) = Ind
GL(N)
P (π(ϕ)
L). C’est une repre´sentation admissible, irre´ductible,
tempe´re´e et autoduale de GL(N,F ).
Posons UN = C
N . Plus concre`tement, la de´composition (1) provient d’une de´composition
(2) UN = (⊕i∈IUli ⊗C UN(ϕi))⊕⊕j∈J((Ulj ⊗C UN(ϕj))⊕ (Ulj ⊗C UN(ϕj))).
Pour i ∈ I, le groupe WDF agit sur UN(ϕi) par ϕi. Pour j ∈ J , il agit sur la premie`re
copie de UN(ϕj) par ϕj et sur la seconde copie par ϕ
θ
j . Il agit trivialement sur les autres
espaces.
Fixons une forme quadratique non de´ge´ne´re´e sur CN . On note O(N,C) et SO(N,C)
ses groupes orthogonaux et spe´ciaux orthogonaux. Si N est pair, fixons une forme sym-
plectique sur CN et notons Sp(N,C) son groupe symplectique. Notons Φorthtemp,N , resp.
Φsymptemp,N si N est pair, l’ensemble des ϕ ∈ Φtemp,N dont l’image est incluse dans O(N,C),
resp. Sp(N,C) (plus exactement des ϕ qui sont conjugue´s a` un e´le´ment ve´rifiant cette
proprie´te´). Pour simplifier l’e´criture, on pose Φsymptemp,N = ∅ si N est impair. On pose
Φorthtemp,N,irr = Φtemp,N,irr ∩ Φorthtemp,N , Φsymptemp,N,irr = Φtemp,N,irr ∩ Φsymptemp,N . On ve´rifie que
Φtemp,N,irr est la re´union disjointe de Φ
orth
temp,N,irr et de Φ
symp
temp,N,irr. Soit ϕ ∈ Φtemp,N , que
l’on e´crit sous la forme (1). On note Iorth, resp. Isymp, le sous-ensemble des i ∈ I tels
que ϕi appartienne a` Φ
orth
temp,irr, resp. Φ
symp
temp,irr. L’e´le´ment ϕ appartient a` Φ
orth
temp,N , resp.
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Φsymptemp,N , si et seulement si les coefficients li sont pairs pour tout i ∈ Isymp, resp. i ∈ Iorth.
Soit ϕ ∈ Φorthtemp,N . Par composition avec le de´terminant, on obtient un caracte`re de WDF
a` valeurs dans {±1}. Il est force´ment trivial sur SL(2,C). Sa restriction a` WF s’identi-
fie par la the´orie du corps de classes a` un caracte`re quadratique de F×. On note δ(ϕ)
l’e´le´ment de F×/F×,2 tel que ce caracte`re soit a 7→ (δ(ϕ), a)F .
Il est utile de calculer le commutant Sϕ dans SO(N,C) de l’image d’un e´le´ment
ϕ ∈ Φorthtemp,N . Conside´rons la de´composition (2). L’espace UN est muni d’une forme qua-
dratique. Pour i ∈ I, les espaces UN(ϕi) sont munis d’une forme soit quadratique, soit
symplectique. Pour j ∈ J , la premie`re copie de UN(ϕj ) est en dualite´ avec la seconde. De
ces donne´es s’en de´duisent d’autres : pour i ∈ I, l’espace Uli est muni d’une forme du
meˆme type que celle sur UN(ϕi) ; pour j ∈ J , la premie`re copie de Ulj est en dualite´ avec
la seconde. Le commutant dans O(N,C) de l’image de ϕ est alors
(
∏
i∈Iorth
O(li,C))× (
∏
i∈Isymp
Sp(li,C))× (
∏
j∈J
GL(lj ,C)).
Conside´rons un e´le´ment x = ((xi)i∈Iorth, (xi)i∈Isymp, (xj)j∈J) de ce produit. En tenant
compte de la fac¸on dont ce produit est plonge´ dans O(N,C), on voit que le de´terminant
de x agissant dans UN est e´gal a`
∏
i∈Iorth
det(xi)
N(ϕi).
Le commutant dans SO(N,C) est donc le sous-groupe des x tels que ce produit vaille
1. Notons Iorth,pair, resp. Iorth,imp, le sous-ensemble des i ∈ Iorth tels que N(ϕi) est pair,
resp. impair. Notons S0ϕ la composante neutre de Sϕ. On obtient que Sϕ/S
0
ϕ est le sous-
groupe des e´le´ments (ei)i∈Iorth ∈ (Z/2Z)Iorth tels que
∑
i∈Iorth,imp ei = 0. Supposons N
pair. Le centre du groupe O(N,C) est e´gal a` {±1}. Notons zϕ l’image de −1 dans Sϕ/S0ϕ.
On a zϕ = (li)i∈Iorth.
Supposons N pair. On calcule de meˆme le commutant dans Sp(N,C) de l’image d’un
e´le´ment ϕ ∈ Φsymptemp,N . Avec des notations similaires a` celles du cas orthogonal, on obtient
que Sϕ/S
0
ϕ = (Z/2Z)
Isymp et que zϕ = (li)i∈Isymp.
4.2 Conjectures pour les groupes spe´ciaux orthogonaux im-
pairs
Conside´rons un espace quadratique (V ′, q′) de dimension d′ impaire, pour lequel on
utilise les notations maintenant habituelles. On utilise les constructions de 1.7 et 1.8. En
particulier, les transferts apparaissant ci-dessous sont relatifs aux facteurs de transfert
de´finis dans ces paragraphes.
Conside´rons l’ensemble des homomorphismes ϕ′ : WDF → Sp(d′− 1,C) tels que, par
composition avec l’inclusion de ce dernier groupe dans GL(d′ − 1,C), on obtienne un
e´le´ment de Φtemp(GL(d
′ − 1)). Notons Φtemp(G′) l’ensemble des classes de conjugaison
par Sp(d′− 1,C) dans cet ensemble. L’application qui, a` ϕ′ ∈ Φtemp(G′), associe sa com-
position avec l’inclusion dans GL(d′−1,C), est une bijection de Φtemp(G′) sur Φsymptemp,d′−1.
On peut identifier ces deux ensembles. On conjecture qu’il existe une partition
Temp(G′(F )) = ⊔ϕ′∈Φtemp(G′)ΠG
′
(ϕ′)
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ve´rifiant les proprie´te´s ci-dessous.
Fixons ϕ′ ∈ Φtemp(G′). Notons EG′(ϕ′) l’ensemble des caracte`res ǫ′ de Sϕ′/S0ϕ′ tels que
ǫ′(zϕ′) = 1 si G
′ est de´ploye´, ǫ′(zϕ′) = −1 sinon. Alors il existe une bijection ǫ′ 7→ σ′(ϕ′, ǫ′)
de EG′(ϕ′) sur ΠG′(ϕ′). Pour s′ ∈ Sϕ′/S0ϕ′, on pose
(1) ΘG
′
s′ (ϕ
′) =
∑
ǫ′∈EG′ (ϕ′)
ǫ′(s′)Θσ′(ϕ′,ǫ′).
Supposons G′ de´ploye´. Alors ΘG
′
0 (ϕ
′) est une distribution stable (on note 0 l’e´le´ment
neutre de Sϕ/S
0
ϕ puisqu’on a adopte´ une notation additive). Introduisons un espace
U ′ de dimension d′ sur F et le groupe tordu (M ′, M˜ ′) associe´. La repre´sentation ϕ de
WDF est a` valeurs dans GL(d
′ − 1,C). Notons 1 la repre´sentation triviale de WDF de
dimension 1 et posons ϕ′> = ϕ
′ ⊕ 1. Alors ϕ′> est un e´le´ment de Φtemp,d′ et on en de´duit
une repre´sentation π(ϕ′>) de M
′(F ). Cette repre´sentation est autoduale et se prolonge
comme en 2.3 en une repre´sentation π˜(ϕ′>) de M˜(F ). Rappelons que G
′ est un groupe
endoscopique de (M ′, M˜ ′), cf. 1.8. Alors il existe cG
′
(ϕ′) ∈ C× tel que |cG′(ϕ′)| = 1 et
que cG
′
(ϕ′)Θπ˜(ϕ′>) soit le transfert de Θ
G′
0 (ϕ
′).
Remarque. Introduisons un espace U de dimension d′ − 1 sur F et le groupe tordu
(M, M˜) associe´. Le groupe G′ est aussi un groupe endoscopique de (M, M˜). Le facteur de
transfert est trivial dans ce cas. Une proprie´te´ beaucoup plus caracte´ristique de ΠG
′
(ϕ′)
est que le transfert de ΘG
′
(ϕ′) a` M˜(F ) est un multiple de Θπ˜(ϕ′). Mais nous n’utiliserons
pas ce cas d’endoscopie tordue.
Revenons au cas ou`G′ est quelconque. Introduisons des espaces quadratiques (V ′+, q
′
+)
et (V ′−, q
′
−) ve´rifiant les meˆmes conditions qu’en 1.7. Soient ϕ
′
+ ∈ Φtemp(G′+) et ϕ′− ∈
Φtemp(G
′
−). Supposons ϕ
′ = ϕ′+ ⊕ ϕ′−. L’espace Cd′−1 de ϕ′ se de´compose conforme´ment
en somme directe Cd
′
+−1 ⊕ Cd′−−1 de sous-espaces stables par la repre´sentation ϕ′. L’au-
tomorphisme qui agit par l’identite´ sur le premier espace et par multiplication par −1
sur le second est un e´le´ment de Sϕ′ . Notons s
′ son image dans Sϕ′/S
0
ϕ′. Alors il existe
γG
′
(ϕ′+, ϕ
′
−) ∈ C× tel que |γG′(ϕ′+, ϕ′−)| = 1 et que la distribution γG′(ϕ′+, ϕ′−)ΘG′s′ (ϕ′)
soit le transfert de Θ
G′
+
0 (ϕ
′
+)×Θ
G′
−
0 (ϕ
′
−).
D’apre`s la premie`re remarque de 1.7, les conjectures ci-dessus sont insensibles au
remplacement de q′ par αq′, pour α ∈ F×.
4.3 Conjectures pour les groupes spe´ciaux orthogonaux pairs
Conside´rons un espace quadratique (V, q) de dimension d paire. On utilise les construc-
tions de 1.7 et 1.8. Les transferts intervenant ci-dessous sont relatifs aux facteurs de
transfert de´finis dans ces paragraphes.
Conside´rons l’ensemble des homomorphismes ϕ : WDF → O(d,C) tels que δ(ϕ) =
δ(q) et que, par composition avec l’inclusion de O(d,C) dans GL(d,C), on obtienne un
e´le´ment de Φtemp(GL(d)). Notons Φtemp(G) l’ensemble des classes de conjugaison par
SO(d,C) dans cet ensemble. La composition avec l’inclusion de O(d,C) dans GL(d,C)
de´finit une application de Φtemp(G) dans Φ
orth
temp,d. Son image est bien suˆr l’ensemble des
ϕ ∈ Φorthtemp,d tels que δ(ϕ) = δ(q). Le point faˆcheux est que l’application n’est pas injective
en ge´ne´ral : deux homormophismes ϕ : WDF → O(d,C) qui ont meˆme image dans
Φorthtemp,d sont conjugue´s par un e´le´ment de O(d,C), mais pas force´ment par un e´le´ment
de SO(d,C). Pour poser des conjectures raisonnables, on doit conside´rer O(d,C) comme
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le L-groupe de G, ce qui sous-entend des donne´es supple´mentaires. En particulier, ces
donne´es permettent d’identifier un sous-tore maximal de SO(d,C) au groupe dual d’un
sous-tore maximal de G, cette identification e´tant bien de´finie modulo l’action du groupe
de Weyl de G.
On conjecture qu’il existe une partition
(1) Temp(G(F )) = ⊔ϕ∈Φtemp(G)ΠG(ϕ)
ve´rifiant les proprie´te´s ci-dessous.
Fixons ϕ ∈ Φtemp(G). Notons EG(ϕ) l’ensemble des caracte`res ǫ de Sϕ/S0ϕ tels que
ǫ(zϕ) = 1 si (V, q) ve´rifie la condition (QD) de 1.7, ǫ(zϕ) = −1 sinon. Alors il existe une
bijection ǫ 7→ σ(ϕ, ǫ) de EG(ϕ) sur ΠG(ϕ). Pour s ∈ Sϕ/S0ϕ, on de´finit ΘGs (ϕ) par une
formule similaire a` 4.2(1).
Supposons que (V, q) ve´rifie la condition (QD) de 1.7. Alors ΘG0 (ϕ) est une distribution
stable. Introduisons un espace U de dimension d sur F et le groupe tordu (M, M˜) associe´.
Rappelons que G est un groupe endoscopique de M˜ . On dispose de la repre´sentation π(ϕ)
de M(F ), que l’on prolonge comme en 2.3 en une repre´sentation π˜(ϕ) de M˜(F ). Alors il
existe cG(ϕ) ∈ C× tel que |cG(ϕ)| = 1 et que cG(ϕ)Θπ˜(ϕ) soit le transfert de ΘG0 (ϕ).
Revenons au cas ou` G est quelconque. Introduisons des espaces quadratiques (V+, q+)
et (V−, q−) ve´rifiant les meˆmes conditions qu’en 1.7. On suppose plus pre´cise´ment que ces
espaces ve´rifient la condition (QD) de 1.7. Soient ϕ+ ∈ Φtemp(G+) et ϕ− ∈ Φtemp(G−). Po-
sons ϕ = ϕ+⊕ϕ−. C’est un e´le´ment de Φtemp(G). Comme dans le paragraphe pre´ce´dent, la
de´finition de ϕ permet de de´finir un e´le´ment s ∈ Sϕ/S0ϕ. Alors il existe γG(ϕ+, ϕ−) ∈ C×
tel que |γG(ϕ+, ϕ−)| = 1 et que la distribution γG(ϕ+, ϕ−)ΘGs (ϕ) soit le transfert de
Θ
G+
0 (ϕ+)×ΘG−0 (ϕ−). Comme plus haut, pour de´finir ces dernie`res distributions, on doit
conside´rer O(d+,C) et O(d−,C) comme les L-groupes de G+ et G−, c’est-a`-dire fixer des
donne´es supple´mentaires.
Remarque. On pourrait rendre les conjectures plus canoniques de la fac¸on suivante.
Conside´rons l’ensemble des couples (σ, L), ou` σ ∈ Temp(G(F )) et L ∈ Λ(V ), cf. 1.7. Le
groupe orthogonal G+(F ) agit diagonalement sur cet ensemble. Notons ΛTemp(G(F ))
l’ensemble des orbites. Si l’on fixe L ∈ Λ(V ), l’application qui, a` σ ∈ Temp(G(F )),
associe l’orbite de (σ, L) est une bijection de Temp(G(F )) sur ΛTemp(G(F )). Notons Λˆ
l’ensemble des orbites de lagrangiens dans Cd, pour l’action du groupe spe´cial orthogonal
SO(d,C). Il a deux e´le´ments. Conside´rons l’ensemble des couples (ϕ, Lˆ), ou` ϕ ∈ Φtemp(G)
et Lˆ ∈ Λˆ. Le groupe O(d,C) agit diagonalement sur cet ensemble. Notons ΛΦtemp(G)
l’ensemble des orbites. De nouveau, si l’on fixe Lˆ ∈ Λˆ, l’application qui, a` ϕ ∈ Φtemp(G),
associe l’orbite {(ϕ, Lˆ)} de (ϕ, Lˆ) est une bijection de Φtemp(G) sur ΛΦtemp(G). Il doit
exister une partition canonique
ΛTemp(G(F )) = ⊔{(ϕ,Lˆ)}∈ΛΦtemp(G)ΠG({(ϕ, Lˆ)})
dont (1) se de´duise de la fac¸on suivante. Conside´rons O(d,C) comme le L-groupe de G, ce
qui sous-entend que l’on fixe des donne´es supple´mentaires occultes. Celles-ci de´finissent
une bijection entre Λˆ et Λ(V ). Soit Lˆ ∈ Λˆ et L son image dans Λ(V ). En utilisant ces
e´le´ments, on identifie ΛΦtemp(G) a` Φtemp(G) et ΛTemp(G(F )) a` Temp(G(F )). Alors la
partition ci-dessus devient la partition (1). Remarquons que cela ne de´pend pas du choix
de Lˆ. On pourrait traduire de la meˆme fac¸on le reste des conjectures. On ne de´veloppera
pas davantage cette voie un peu trop sophistique´e.
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4.4 Version faible des conjectures pour les groupes spe´ciaux
orthogonaux pairs
Soit (V, q) comme dans le paragraphe pre´ce´dent. Notons G+ son groupe orthogonal.
Le groupeG+(F ) agit naturellement dans Temp(G(F )). On note Temp(G(F )) l’ensemble
des orbites. Chacune d’elles a au plus deux e´le´ments. Pour σ¯ ∈ Temp(G(F )), on de´finit
le caracte`re Θσ¯ : si σ¯ est re´duit a` un e´le´ment σ, on pose Θσ¯ = Θσ ; si σ¯ est forme´ de deux
e´le´ments σ1 et σ2, on pose Θσ¯ =
1
2
(Θσ1 +Θσ2).
Conside´rons le meˆme ensemble d’homomorphismes ϕ : WDF → O(d,C) que dans le
paragraphe pre´ce´dent. Notons Φ¯temp(G) l’ensemble des classes de conjugaison par O(d,C)
dans cet ensemble. Cette fois, la composition avec l’inclusion de O(d,C) dans GL(d,C)
de´finit une injection de Φ¯temp(G) dans Φ
orth
temp,d. On conjecture qu’il existe une partition
Temp(G(F )) = ⊔ϕ∈Φ¯temp(G)Π¯G(ϕ)
ve´rifiant des proprie´te´s similaires a` celles de´crites au paragraphe pre´ce´dent. On ne re´crit
pas ces proprie´te´s, il suffit d’ajouter judicieusement des¯un peu partout.
Remarque. Il est parfois commode de conside´rer les sous-ensembles de Temp(G(F ))
comme des sous-ensembles de Temp(G(F )) qui sont invariants (globalement) par l’action
de G+(F ). C’est ce que nous ferons si besoin est.
4.5 Remarques sur les conjectures
Il est probable que les travaux en cours de Arthur de´montreront la conjecture 4.2, du
moins si l’on se restreint aux groupes de´ploye´s (cf. [A1] the´ore`me 30.1). De meˆme pour les
conjectures de 4.4, du moins si l’on se restreint aux groupes quasi-de´ploye´s. Arthur n’a
pas encore publie´ la preuve de son the´ore`me. Nous ignorons bien entendu quel sera son
re´sultat final. Il est possible qu’il inclue le cas des groupes non quasi-de´ploye´s. En tout
cas, il est clair que les me´thodes d’Arthur permettront de traiter ce cas a` court terme.
Il est moins clair qu’elles permettent de prouver les conjectures plus fines de 4.3. On
verra. En fait, les re´sultats d’Arthur, outre qu’ils ne se limiteront pas au cas tempe´re´,
seront certainement plus pre´cis, c’est-a`-dire que les constantes cG
′
(ϕ) etc... que l’on a
introduites seront explicites, pour des normalisations convenables. Ces normalisations
n’e´tant peut-eˆtre pas les meˆmes que les noˆtres, on a pre´fe´re´ formuler les conjectures sous
une forme plus vague.
Dans les conjectures 4.3 et 4.4, on a conside´re´ que le L-groupe d’un groupe spe´cial
orthogonal pair e´tait un groupe orthogonal plutoˆt que le produit semi-direct d’un groupe
spe´cial orthogonal et de WF . Cette pre´sentation des conjectures est due a` Moeglin ([M]).
De meˆme, le fait que la valeur centrale ǫ(zϕ) des caracte`res servant aux parame´trages
de´pend de la forme du groupe se trouve dans [M], ainsi que dans [V] et [A2].
Dans la situation de 4.2, soit ϕ′ ∈ Φtemp(G′), les proprie´te´s de la correspondance de
Langlands pour les groupes line´aires impliquent que les caracte`res centraux de π(ϕ′) et
π(ϕ′>) sont triviaux. Pour le second caracte`re, cela re´sulte aussi du corollaire 3.5(i). De
meˆme, dans la situation de 4.3, resp. 4.4, pour ϕ ∈ Φtemp(G), resp. ϕ ∈ Φ¯temp(G), le
caracte`re central de π(ϕ) est le caracte`re λ 7→ (δ(q), λ)F .
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4.6 Remarques sur les constantes
Conside´rons la situation de 4.2, soit ϕ′ ∈ Φtemp(G′). Pour tout ǫ′ ∈ EG′(ϕ′), on a la
formule d’inversion
(1) Θσ′(ϕ′,ǫ′) = |Sϕ′/S0ϕ′|−1
∑
s′∈Sϕ′/S
0
ϕ′
ǫ′(s′)ΘG
′
s′ (ϕ
′).
Si les constantes γG
′
(ϕ′+, ϕ
′
−) qui figurent dans les conjectures sont connues, cela de´termine
entie`rement le parame´trage du paquet ΠG
′
(ϕ′). Inversement, il est loisible de changer le
parame´trage de la fac¸on suivante. Fixons un caracte`re ǫ′0 de Sϕ′/S
0
ϕ′ tel que ǫ
′
0(zϕ′) = 1.
De´finissons un nouveau parame´trage en notant σ′(ϕ′, ǫ′) la repre´sentation pre´ce´demment
note´e σ′(ϕ′, ǫ′ǫ′0). Les conjectures sont encore ve´rifie´es, les constantes γ
G′(ϕ′+, ϕ
′
−) e´tant
multiplie´es par ǫ′0(s
′).
Regardons ce qui se passe quand, dans la dernie`re partie de la conjecture, on e´change
les roˆles des couples (G′+, ϕ
′
+) et (G
′
−, ϕ
′
−). L’e´le´ment s
′ est remplace´ par s′zϕ′ . D’apre`s la
de´finition de EG′(ϕ′), on a ΘG′s′zϕ′ (ϕ′) = ΘG
′
s′ (ϕ
′) si G′ est de´ploye´, tandis que ΘG
′
s′zϕ′
(ϕ′) =
−ΘG′s′ (ϕ′) si G′ n’est pas de´ploye´. Les groupes endoscopiques G′+ × G′− et G′− × G′+
sont e´quivalents. Mais les facteurs de transfert, tels qu’on les a normalise´s, ne sont pas
force´ment les meˆmes. Permuter les deux groupes ne change pas ce facteur si G′ est de´ploye´
et le multiplie par −1 si G′ n’est pas de´ploye´. Cela entraˆıne que l’on peut imposer aux
constantes d’eˆtre syme´triques, c’est-a`-dire de ve´rifier l’e´galite´ γG
′
(ϕ′−, ϕ
′
+) = γ
G′(ϕ′+, ϕ
′
−).
Des remarques similaires valent pour les conjectures de 4.3 et 4.4.
Il y a quelques cas ou` on peut de´terminer les constantes. Il y a d’abord un cas formel,
celui de 4.3 avec V = 0. On peut poser formellement cG(0) = 1. Le cas de 4.2 avec
dim(V ′) = 1 est moins formel. On a G′ = {1} mais π(0>) est la repre´sentation triviale
de F×. On voit ne´anmoins que dans ce cas, cG
′
(0) = 1. Dans le cas de 4.2, avec G′
de´ploye´ et G′+ = G
′, G′− = {1}, le transfert est l’identite´, donc γG′(ϕ′, 0) = 1. De meˆme,
dans le cas de 4.3, si (V, q) ve´rifie la condition (QD) de 1.7, on a γG(ϕ, 0) = 1.
Conside´rons la situation de 4.3, supposons que δ(q) n’est pas un carre´ et que (V, q)
ne ve´rifie pas la condition (QD) de 1.7. L’espace (V , q) est e´quivalent a` (V, αq), pour
un e´le´ment α ∈ F×. Fixons un tel α et une racine carre´e √α dans F¯ . Identifions (V , q)
a` (V, αq) de sorte que l’isomorphisme β : V ⊗F F¯ → V ⊗F F¯ fixe´ en 1.7 soit v 7→√
α
−1
v. Le groupe G s’identifie a` G et le torseur inte´rieur ψG devient l’identite´. Les
conjectures s’appliquent a` G comme a` G, mais ne disent pas la meˆme chose. En effet,
pour ϕ ∈ Φtemp(G) = Φtemp(G), le paquet ΠG(ϕ) est parame´tre´ par les caracte`res ǫ tels
que ǫ(zϕ) = 1, tandis que le paquet Π
G(ϕ) est parame´tre´ par les ǫ tels que ǫ(zϕ) = −1.
Introduisons le caracte`re ǫα de Sϕ/S
0
ϕ de´fini par
ǫα((ei)i∈I) =
∏
i∈I
(δ(ϕi), α)
ei
F
dans les notations de 4.1. On ve´rifie que ǫ(zϕ) = −1. Supposons les conjectures ve´rifie´es
pour le groupeG, ou plus pre´cise´ment pour l’espace (V , q). Soit ϕ ∈ Φtemp(G). On dispose
du paquet ΠG(ϕ) et d’un parame´trage, que l’on note ici ǫ 7→ σG(ϕ, ǫ), de ce paquet par le
groupe EG(ϕ). Posons ΠG(ϕ) = ΠG(ϕ) et, pour ǫ ∈ EG(ϕ), posons σG(ϕ, ǫ) = σG(ϕ, ǫαǫ).
En utilisant la seconde remarque de 1.7, on voit qu’avec ces de´finitions, les conjectures
4.3 sont encore ve´rifie´es pour G, avec les meˆmes constantes que pour G. C’est a` dire
γG(ϕ+, ϕ−) = γ
G(ϕ+, ϕ−). En particulier, d’apre`s ce que l’on a vu plus haut, on a
γG(ϕ, 0) = 1.
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4.7 Caracte`re central
Soient (V, q) comme en 4.4. Le groupeG(F ) a pour centre {±1}. Pour toute repre´sentation
admissible irre´ductible σ de G(F ), σ(−1) est une homothe´tie de rapport ±1. On note
ζ(σ) ce rapport. Si σ′ est conjugue´ de σ par un e´le´ment du groupe orthogonal, on a
ζ(σ′) = ζ(σ). Cela permet de de´finir ζ(σ¯) pour σ¯ ∈ Temp(G(F )).
Lemme. On admet les conjectures 4.4. Soit ϕ ∈ Φ¯temp(G). Alors il existe ζ(ϕ) ∈ {±1}
tel que ζ(σ¯) = ζ(ϕ) pour tout σ¯ ∈ Π¯(ϕ). Ce terme ζ(ϕ) est le meˆme pour G et G.
Preuve. Supposons la premie`re assertion du lemme prouve´e pour le groupe G, ce qui
nous fournit un terme ζ(ϕ) relatif a` ce groupe. Conside´rons les distributions
ΘG(ϕ) =
∑
σ¯∈Π¯G(ϕ)
Θσ¯
et
ΓG(ϕ) =
∑
σ¯∈Π¯G(ϕ)
ζ(σ¯)Θσ¯
sur G(F ). On doit prouver que ΓG(ϕ) = ζ(ϕ)ΘG(ϕ). En conside´rant ces distributions
comme des fonctions localement inte´grables, on a l’e´galite´ ΓG(ϕ)(g) = ΘG(ϕ)(−g) pour
tout g ∈ G(F ). On introduit les distributions analogues ΘG(ϕ) et ΓG(ϕ) sur G(F ), qui
ve´rifient une relation analogue. Les conjectures impliquent que ΘG(ϕ) est le transfert de
ΘG(ϕ). Mais la multiplication par −1 commute au transfert. Donc ΓG(ϕ) est le transfert
de ΓG(ϕ). Or, d’apre`s l’hypothe`se que l’on a faite, on a ΓG(ϕ) = ζ(ϕ)ΘG(ϕ). Cela entraˆıne
l’e´galite´ cherche´e.
Cela nous rame`ne au cas ou` (V, q) ve´rifie (QD). Ecrivons ϕ comme en 4.1(1). Posons
ϕ0 = ⊕i∈I;li impairϕi,
et d0 = N(ϕ0). Le nombre d0 est pair. Posons N = (d − d0)/2. Il y a un e´le´ment
ϕ1 ∈ Φ(GL(N) tel que ϕ = ϕ1⊕ϕ0⊕ϕθ1. L’espace V posse`de un sous-espace isotrope de
dimension N . En effet, si V est somme de plans hyperboliques, c’est e´vident. Sinon, la
condition δ(ϕ) = δ(q) impose N(ϕ0) ≥ 2 et l’assertion s’ensuit. On peut donc de´composer
V en somme directe V = X⊕V0⊕Y , ou` X et Y sont des espaces isotropes de dimension
N et V0 est l’orthogonal de X ⊕ Y . Cette de´composition donne naissance a` un groupe
de Le´vi L = GL(N) × G0 de G, ou` G0 est le groupe spe´cial orthogonal de V0. On fixe
un sous-groupe parabolique de G de composante de Le´vi L. On a ϕ0 ∈ Φ¯temp(G0) et
ϕ1 de´termine une repre´sentation π(ϕ1) de GL(N,F ). Les applications de transfert entre
groupes spe´ciaux orthogonaux pairs et groupes line´aires tordus commutent a` l’induction,
pour peu que l’on ait effectue´ des choix cohe´rents de facteurs de transfert, ce qui est le
cas. On peut alors de´duire des conjectures, d’une part que le paquet Π¯G0(ϕ0) est forme´
de repre´sentations de la se´rie discre`te, d’autre part que le paquet Π¯G(ϕ) est forme´ des
sous-repre´sentations irre´ductibles des induites IndGP (π(ϕ1)× σ0) pour σ0 ∈ Π¯G0(ϕ0) (et
de leurs conjugue´s par le groupe orthogonal dans le cas ou` V0 = {0}). Dans une telle
sous-repre´sentation irre´ductible, l’e´le´ment central −1 agit par ωπ(ϕ1)(−1)ζ(σ0). Donc
l’assertion du lemme re´sulte de la meˆme assertion pour G0 et ϕ0.
Cela nous rame`ne au cas ou` Π¯G(ϕ) est forme´ de repre´sentations de la se´rie discre`te.
Avec les notations ci-dessus, on sait que ΘG(ϕ) est une distribution stable. Puisque
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ΓG(ϕ)(g) = ΘG0 (ϕ)(−g) pour tout g ∈ G(F ), ΓG(ϕ) est stable elle-aussi. Il nous suffit de
prouver l’assertion plus ge´ne´rale suivante :
(1) on conside`re une combinaison line´aire
∆ =
∑
σ¯∈Π¯G(ϕ)
aσ¯Θσ¯;
supposons que ∆ est stable ; alors ∆ est proportionnelle a` ΘG(ϕ).
D’apre`s 4.6(1), ∆ est combinaison line´aire des ΘGs (ϕ). Ecrivons
∆ =
∑
s∈S(ϕ)/S(ϕ)0{0,zϕ}
bsΘ
G
s (ϕ).
Fixons un e´le´ment re´gulier elliptique g ∈ G(F ). Soient (gk)k=1,...,l des repre´sentants des
classes de conjugaison par G(F ) dans la classe de conjugaison stable de g. Puisque ∆ est
stable, on a l’e´galite´
∆(g) = l−1
∑
k=1,...,l
∆(gk).
Soit s ∈ S(ϕ)/S(ϕ)0{0, zϕ}, s 6= 0. Alors ΘGs (ϕ) est le transfert d’une distribution sur un
groupe endoscopique diffe´rent deG. Ainsi qu’il est bien connu, l’ensemble {gk; k = 1, ..., l}
peut eˆtre muni d’une structure de groupe abe´lien. La restriction a` ce groupe de toute
distribution localement constante sur les e´le´ments re´guliers et transfert d’une distribution
sur un groupe endoscopique diffe´rent de G est combinaison line´aire de caracte`res non
triviaux de ce groupe. Donc ∑
k=1,...,l
ΘGs (ϕ)(gk) = 0.
Par contre, on a ΘG0 (ϕ) = Θ
G(ϕ) qui est stable, donc∑
k=1,...,l
ΘG0 (ϕ)(gk) = lΘ
G
0 (g).
Il en re´sulte l’e´galite´ ∆(g) = b0Θ
G(ϕ)(g). Cela est vrai pour tout g re´gulier elliptique.
Mais on sait qu’une combinaison line´aire de caracte`res de repre´sentations de la se´rie
discre`te qui est nulle sur les e´le´ments re´guliers elliptiques est nulle partout. Cela prouve
(1) et le lemme. 
4.8 De´termination des constantes
Lemme. (i) Supposons la conjecture 4.2 ve´rifie´e. Alors les constantes cG
′
(ϕ′) sont e´gales
a` 1. Quitte a` changer les parame´trages, on peut supposer que les constantes γG
′
(ϕ′+, ϕ
′
−)
sont e´gales a` 1 si G′ est de´ploye´, a` −1 sinon.
(ii) Supposons la conjecture 4.3, resp. 4.4, ve´rifie´e. Alors les constantes cG(ϕ) sont
e´gales a` ζ(ϕ)ǫ(1/2, π(ϕ), ψF)
−1. Quitte a` changer les parame´trages, on peut supposer que
les constantes γG(ϕ+, ϕ−) sont e´gales a` 1.
Ce lemme sera de´montre´ en 4.11 et 4.12. Dans le (ii), on a note´ ǫ(1/2, π(ϕ), ψF ) le
facteur ǫ usuel de Godement-Jacquet. Il de´pend de ψF , donc c
G(ϕ) e´galement. Ce n’est
pas surprenant puisque la normalisation de la repre´sentation π˜(ϕ) de´pend elle-aussi de
ψF .
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4.9 Le the´ore`me
Soient N et N ′ deux entiers naturels, avec N ′ pair, et soient ϕ ∈ Φtemp,N et ϕ′ ∈
Φsymptemp,N ′ . On pose
E(ϕ, ϕ′) = (δ(ϕ),−1)N ′/2F ǫ(1/2, π(ϕ)× π(ϕ′), ψF ).
Ce terme est biline´aire en ϕ et ϕ′. On a
(1) E(ϕ, ϕ′) appartient a` {±1} et est inde´pendant de ψF .
Cela re´sulte de la preuve de [GP1], proposition 10.5. Celle-ci s’appuie sur les deux rela-
tions bien connues suivantes. Soient ρ et ρ′ deux repre´sentations admissibles irre´ductibles
de groupes line´aires GL(N,F ) et GL(N ′, F ). Soit α ∈ F×, notons ψαF le caracte`re
λ 7→ ψF (αλ) de F . Alors
ǫ(1/2, ρ× ρ′, ψαF ) = ωρ(α)N
′
ωρ′(α)
Nǫ(1/2, ρ× ρ′, ψF );
(2) ǫ(1/2, ρ× ρ′, ψF )ǫ(1/2, ρ∨ × (ρ′)∨, ψF ) = ωρ(−1)N ′ωρ′(−1)N .
Ici N ′ est pair et ωπ(ϕ′) = 1.
On conside`re deux espaces quadratiques (V ′, q′) et (V, q) ve´rifiant les conditions de
2.1. On fixe ϕ′ ∈ Φtemp(G′) et ϕ ∈ Φtemp(G). On e´crit
ϕ′ = (⊕i′∈I′ li′ϕi′)⊕ (⊕j′∈J ′ lj′(ϕj′ ⊕ ϕθj′)),
ϕ = (⊕i∈I liϕi)⊕ (⊕j∈J lj(ϕj ⊕ ϕθj)),
avec des ensembles d’indices disjoints.
Pour i′ ∈ (I ′)symp, on pose
ǫi′ = E(ϕ, ϕ
′
i′).
Pour i ∈ Iorth, on pose
ǫi = E(ϕi, ϕ
′).
On de´finit un caracte`re ǫ′ de Sϕ′/S
0
ϕ′ = (Z/2Z)
(I′)symp par
ǫ
′((ei′)i′∈(I′)symp) =
∏
i′∈(I′)symp
ǫ
ei′
i′ .
On de´finit un caracte`re ǫ de Sϕ/S
0
ϕ ⊂ (Z/2Z)Iorth par
ǫ((ei)i∈Iorth) =
∏
i∈Iorth
ǫ
ei
i .
En utilisant la relation (2), on de´montre l’e´galite´
ǫ(zϕ) = ǫ
′(zϕ′) = E(ϕ, ϕ
′).
On a de´fini µ(G′) en 3.3. Si µ(G′) = E(ϕ, ϕ′), le caracte`re ǫ, resp.ǫ′, appartient a` EG(ϕ),
resp. EG′(ϕ′). Sinon, aucun des deux caracte`res n’appartient a` l’ensemble en question.
Pour σ ∈ Temp(G(F )) et σ′ ∈ Temp(G′(F )), on a de´fini en 2.1 la multiplicite´
m(σ, σ′). On ve´rifie que si σ1 est conjugue´e a` σ par un e´le´ment du groupe orthogonal,
on a m(σ1, σ
′) = m(σ, σ′). Cela permet de de´finir m(σ¯, σ′) pour σ¯ ∈ Temp(G(F )).
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Rappelons que l’on a admis en 2.3 quelques re´sultats issus d’une hypothe´tique formule
des traces locale tordue. Dans l’e´nonce´ ci-dessous, on suppose que les constantes des
conjectures satisfont aux conclusions du lemme 4.8.
The´ore`me. (i) On admet les conjectures de 4.2 et 4.3. Si µ(G′) 6= E(ϕ, ϕ′), on a
m(σ, σ′) = 0 pour tout (σ, σ′) ∈ ΠG(ϕ) × ΠG′(ϕ′). Supposons µ(G′) = E(ϕ, ϕ′). Soit
(ǫ, ǫ′) ∈ EG(ϕ)× EG′(ϕ′). Alors on a les e´galite´s
m(σ(ϕ, ǫ), σ(ϕ′, ǫ′)) =
{
1, si (ǫ, ǫ′) = (ǫ, ǫ′),
0, sinon.
(ii) On admet les conjectures de 4.2 et 4.4. On a le meˆme re´sultat qu’en (i), en
remplac¸ant ΠG(ϕ) par Π¯G(ϕ) et les repre´sentations σ(ϕ, ǫ) par σ¯(ϕ, ǫ).
C’est la conjecture 6.9 de [GP2] restreinte aux repre´sentations tempe´re´es, a` ceci pre`s
que Gross et Prasad utilisent les facteurs ǫ de repre´sentations galoisiennes et les facteurs
associe´s aux paires de repre´sentations du groupe line´aire. Mais l’e´galite´ de ces deux types
de facteurs fait partie des re´sultats de Harris-Taylor et Henniart.
Le the´ore`me sera de´montre´ en 4.11 et 4.12. Les preuves de (i) et (ii) e´tant similaires,
on se contentera de prouver la premie`re assertion. Pour la fin de l’article, on admet les
conjectures 4.2 et 4.3.
4.10 Utilisation des re´sultats ante´rieurs
Conside´rons les donne´es du paragraphe pre´ce´dent. Pour s ∈ Sϕ/S0ϕ et s′ ∈ Sϕ′/S0ϕ′,
on pose
m(ϕ, s;ϕ′, s′) =
∑
(ǫ,ǫ′)∈EG(ϕ)×EG′ (ϕ′)
ǫ(s)ǫ′(s′)m(σ(ϕ, ǫ), σ(ϕ′, ǫ′)).
Conside´rons des espaces (V+, q+), (V−, q−), (V
′
+, q
′
+) et (V
′
−, q
′
−) ve´rifiant les hypothe`ses
de 3.3. On impose que (V+, q+) et (V−, q−) ve´rifient la condition (QD) de 1.7. Soient
ϕ+ ∈ Φtemp(G+), ϕ− ∈ Φtemp(G−), ϕ′+ ∈ Φtemp(G′+) et ϕ′− ∈ Φtemp(G′−). Supposons que
ϕ = ϕ+ ⊕ ϕ− et ϕ′ = ϕ′+ ⊕ ϕ′−. Ces donne´es endoscopiques de´terminent des e´le´ments
s ∈ Sϕ/S0ϕ et s′ ∈ Sϕ′/S0ϕ′. On de´finit les combinaisons line´aires suivantes :
Σ′+ =
∑
σ′∈Π
G′
+ (ϕ′
+
)
σ′,
Σ′ = γG
′
(ϕ′+, ϕ
′
−)
∑
ǫ′∈EG′ (ϕ′)
ǫ′(s′)σ(ϕ′, ǫ′),
et on de´finit de meˆme Σ′−, Σ+, Σ− et Σ. Les conjectures nous disent que les hypothe`ses
de 3.3 sont satisfaites. Appliquons la proposition de ce paragraphe. D’apre`s 2.1 et les
de´finitions, le membre de gauche de l’e´galite´ de cette proposition vaut
(1) γG(ϕ+, ϕ−)γ
G′(ϕ′+, ϕ
′
−)m(ϕ, s;ϕ
′, s′).
Le membre de gauche contient des termes S(Σ+,Σ
′
+) etc... Conside´rons la situation de
3.4, ou` l’on remplace les couples (V, q) et (V ′, q′) par (V+, q+) et (V
′
+, q
′
+), les donne´es Σ
et Σ′ par Σ+ et Σ
′
+ et ou` l’on pose
Π = cG+(ϕ+)π(ϕ+), Π
′ = cG
′
+(ϕ′+)π((ϕ
′
+)>).
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Les conjectures nous disent que les hypothe`ses de 3.4 sont ve´rifie´es. En appliquant le
corollaire 3.5(iii), on obtient
S(Σ+(−1),Σ′+) = cG+(ϕ+)cG
′
+(ϕ′+)(δ(q+),−1)(d
′
+−1)/2
F ǫ(1/2, π(ϕ+)× π((ϕ′+)>), ψF ).
Rappelons que (ϕ′+)> = ϕ
′
+ ⊕ 1. Donc
ǫ(1/2, π(ϕ+)× π((ϕ′+)>), ψF ) = ǫ(1/2, π(ϕ+), ψF )ǫ(1/2, π(ϕ+)× π(ϕ′+), ψF ).
D’autre part, le lemme 4.6 entraˆıne que Σ+(−1) = ζ(ϕ+)Σ+. Alors
S(Σ+,Σ
′
+) = ζ(ϕ+)c
G+(ϕ+)c
G′
+(ϕ′+)ǫ(1/2, π(ϕ+), ψF )E(ϕ+, ϕ
′
+).
On calcule de meˆme les autres termes du membre de droite de l’e´galite´ de la proposition
3.3. Celui-ci est donc e´gal au produit de
(2) cG+(ϕ+)c
G′+(ϕ′+)c
G−(ϕ−)c
G′
−(ϕ′−)ζ(ϕ+)ζ(ϕ−)ǫ(1/2, π(ϕ+), ψF )ǫ(1/2, π(ϕ−), ψF )
et de
(3)
1
2
(E(ϕ+, ϕ
′
+)E(ϕ−, ϕ
′
−) + µ(G
′)E(ϕ+, ϕ
′
−)E(ϕ−, ϕ
′
+)).
Etudions l’expression (3). Ecrivons
ϕ′+ = (⊕i′∈I′li′,+ϕi′)⊕ (⊕j′∈J ′ lj′,+(ϕj′ ⊕ ϕθj′)),
et e´crivons de fac¸on similaire ϕ′−, ϕ+ et ϕ−. On a les e´galite´s
s = (li,−)i∈Iorth, s
′ = (l′i′,−)i′∈(I′)symp.
Parce que l’application E est biline´aire et de carre´ 1, on a
E(ϕ+, ϕ
′
−)E(ϕ−, ϕ
′
+) = E(ϕ, ϕ
′
−)E(ϕ−, ϕ
′)
et
E(ϕ+, ϕ
′
+)E(ϕ−, ϕ
′
−) = E(ϕ, ϕ
′)E(ϕ, ϕ′−)E(ϕ−, ϕ
′).
En utilisant 4.9(2), on ve´rifie que
E(ϕ, ϕ′−) =
∏
i′∈(I′)symp
E(ϕ, ϕ′i′)
li′,− = ǫ′(s′),
E(ϕ−, ϕ
′) =
∏
i∈Iorth
E(ϕi, ϕ
′)li,− = ǫ(s).
On obtient que (3) est e´gal a`
(4) ǫ(s)ǫ′(s′)(E(ϕ, ϕ′) + µ(G′))/2.
La proposition 3.3 dit que (1) est e´gal au produit de (2) et de (4).
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4.11 La preuve dans le cas G′ de´ploye´
Modifions les hypothe`ses de de´part. On conside`re seulement (V ′, q′), ϕ′ ∈ Φtemp(G′)
et on suppose G′ de´ploye´. Posons V = {0}, q = 0. Les conjectures de 4.2 ne de´pendent
d’aucun parame`tre. On peut remplacer la forme q′ par un de ses multiples, cela ne
change rien. Quitte a` effectuer un tel changement, on peut supposer que les espaces
quadratiques (V ′, q′) et (V, q) ve´rifient les hypothe`ses de 2.1. Posons ϕ = 0 et choisissons
(V ′+, q
′
+) = (V
′, q′), ϕ′+ = ϕ
′ dans les constructions du paragraphe pre´ce´dent. On a
E(0, ϕ′) = µ(G′) = 1 et le terme 4.10(4) est e´gal a` 1. Donc les termes 4.10(1) et 4.10(2)
sont e´gaux. D’apre`s les remarques de 4.6, le terme 4.10(1) est e´gal a` m(0, 0;ϕ′, 0). C’est
le nombre d’e´le´ments du paquet ΠG
′
(ϕ′) qui admettent un mode`le de Whittaker. C’est
donc un entier naturel. Le terme 4.10(2) est e´gal a` cG
′
(ϕ′). C’est un nombre complexe
de module 1. L’e´galite´ des deux termes entraˆıne cG
′
(ϕ′) = 1.
La meˆme e´galite´ entraˆıne qu’il y a un unique e´le´ment du paquet ΠG
′
(ϕ′) qui admet
un mode`le de Whittaker. Comme on l’a dit en 4.6, on peut modifier le parame´trage de
sorte que cette repre´sentation soit parame´tre´e par le caracte`re trivial. Sous les meˆmes
hypothe`ses concernant (V ′, q′) et (V, q), prenons maintenant (V ′+, q
′
+), ϕ
′
+, (V
′
−, q
′
−) et ϕ
′
−
quelconques. Avec le parame´trage que l’on vient de fixer, on a m(0, 0;ϕ′, s′) = 1 et le
terme 4.10(1) vaut γG
′
(ϕ′+, ϕ
′
−). Le terme 4.10(2) vaut 1 d’apre`s ce que l’on vient de
prouver, applique´ a` G′+ et G
′
−. Le caracte`re ǫ
′ est trivial par construction donc le terme
4.10(4) vaut 1. On obtient γG
′
(ϕ′+, ϕ
′
−) = 1.
Conside´rons maintenant un espace (V, q) et ϕ ∈ Φtemp(G). On suppose que (V, q)
ve´rifie la condition (QD) de 1.7. On peut alors trouver une droite quadratique (V ′, q′)
de sorte que les hypothe`ses de 2.1 soient satisfaites. Le groupe G′ = {1} est de´ploye´.
On choisit (V+, q+) = (V, q) et ϕ+ = ϕ dans les constructions du paragraphe pre´ce´dent.
De nouveau, le terme 4.10(4) vaut 1 et le terme 4.10(1) est le nombre d’e´le´ments du
paquet ΠG(ϕ) qui admettent un mode`le de Whittaker relativement a` l’orbite unipotente
re´gulie`re parame´tre´e par ν0. Le terme 4.10(2) se re´duit a` c
G(ϕ)ζ(ϕ)ǫ(1/2, π(ϕ), ψF),
qui est un nombre complexe de module 1. L’e´galite´ des deux termes entraˆıne cG(ϕ) =
ζ(ϕ)ǫ(1/2, π(ϕ), ψF )
−1.
Il y a encore un unique e´le´ment de ΠG(ϕ)) qui admet un mode`le de Whittaker du
type ci-dessus. On modifie le parame´trage de sorte que cet e´le´ment soit parame´tre´ par le
caracte`re trivial. On prend maintenant (V+, q+), ϕ+, (V−, q−), ϕ− quelconques. Le meˆme
raisonnement que dans le cas impair prouve que γG(ϕ+, ϕ−) = 1.
Revenons a` la situation ge´ne´rale de 4.10, en supposant G′ de´ploye´. On a calcule´ toutes
les constantes et l’e´galite´ de ce paragraphe se re´duit a`
(1) m(ϕ, s;ϕ′, s′) = ǫ(s)ǫ′(s′)(E(ϕ, ϕ′) + 1)/2.
Supposons d’abord (V+, q+) = (V, q) et (V
′
+, q
′
+) = (V
′, q′). Alors s = 0, s′ = 0 et
m(ϕ, 0;ϕ′, 0) est le nombre de couples (σ, σ′) ∈ ΠG(ϕ)×ΠG′(ϕ′) tels que m(σ, σ′) = 1. Si
E(ϕ, ϕ′) = −1, ce nombre vaut 0. Supposons E(ϕ, ϕ′) = 1. Le nombre vaut 1 c’est-a`-dire
qu’il y a un unique couple (σ, σ′) comme ci-dessus. Soit (ǫ, ǫ′) le couple de caracte`res
qui le parame`tre. Revenons a` des donne´es endoscopiques quelconques. On a l’e´galite´
m(ϕ, s;ϕ′, s′) = ǫ(s)ǫ′(s′) et l’e´galite´ (1) ci-dessus est ve´rifie´e pour tous s et s′. Cela
entraˆıne ǫ = ǫ et ǫ′ = ǫ′.
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4.12 Le cas G′ non de´ploye´
Conside´rons seulement un espace quadratique (V ′, q′) et ϕ′ ∈ Φtemp(G′). Supposons G′
non de´ploye´ et ΠG
′
(ϕ′) non vide. Quitte a` remplacer q′ par un multiple, on peut supposer
que V ′ est somme orthogonale de plans hyperboliques et d’un espace de dimension 3
posse´dant un e´le´ment v tel que q(v, v) = −2ν0. Fixons un tel e´le´ment, notons (V, q) son
orthogonal. Alors (V, q) et (V ′, q′) ve´rifient les hypothe`ses de 2.1 et δ(q) 6= 1. Montrons
que
(1) il existe ϕ ∈ Φtemp(G) tel que l’application (σ, σ′) 7→ m(σ, σ′) soit non identique-
ment nulle sur ΠG(ϕ)×ΠG′(ϕ′).
Fixons σ′ ∈ ΠG′(ϕ′), munissons son espace Eσ′ d’un produit hermitien invariant de´fini
positif. Pour e′1, e
′
2 ∈ Eσ′ , conside´rons la fonction sur G(F ) : g 7→ f ′(g) = (e′1, σ′(g)e′2).
Pour e′1 et e
′
2 convenables, elle est non nulle. D’apre`s [W2] lemme 4.9, c’est une fonction
de Schwartz-Harish-Chandra sur G(F ). La formule de Plancherel entraˆıne qu’il y a au
moins une repre´sentation irre´ductible et tempe´re´e σ de G(F ) telle que σ∨(f ′) soit non
nulle. Munissons l’espace Eσ d’un produit hermitien invariant de´fini positif. On peut
trouver e1, e2 ∈ Eσ tels que∫
G(F )
(σ(g)e1, e2)(e
′
1, σ
′(g)e′2)dg 6= 0.
D’apre`s [W2] proposition 5.7, cela entraˆıne m(σ, σ′) 6= 0. Il suffit de choisir pour ϕ
l’e´le´ment de Φtemp(G) tel que σ appartienne a` Π
G(ϕ). 
Choisissons ϕ ve´rifiant (1), appliquons les constructions de 4.10 a` (V+, q+) = (V , q),
ϕ+ = ϕ. Puisque δ(q) 6= 1, on a γG(ϕ, 0) = 1 d’apre`s la dernie`re remarque de 4.6. En
utilisant ce que l’on a de´ja` de´montre´, l’e´galite´ de 4.10 se re´duit a`
(2) γG
′
(ϕ′+, ϕ
′
−)m(ϕ, 0;ϕ
′, s′) = ǫ′(s′)(E(ϕ, ϕ′)− 1)/2.
Conside´rons d’abord le cas ou` (V ′+, q
′
+) = (V
′, q′), ϕ′+ = ϕ
′. Alors s′ = 0 et m(ϕ, 0, ϕ′, 0)
est le nombre de couples (σ, σ′) ∈ ΠG(ϕ)×ΠG′(ϕ′) tels que m(σ, σ′) = 1. D’apre`s le choix
de ϕ, c’est un entier strictement positif. L’e´galite´ (2) entraˆıne que ce nombre est e´gal a` 1
et que E(ϕ, ϕ′) = −1. Soit (σ, σ′) l’unique couple tel que m(σ, σ′) = 1. Quitte a` changer
le parame´trage de ΠG
′
(ϕ′), on peut supposer que σ′ est parame´tre´ par ǫ′. Revenons a`
un groupe endoscopique ge´ne´ral de G′. Alors m(ϕ, 0;ϕ′, s′) est e´gal a` ǫ′(s′). L’e´galite´ (2)
entraˆıne γG
′
(ϕ′+, ϕ
′
−) = −1. Cela ache`ve de prouver le (i) du lemme 4.8. On a utilise´ des
donne´es auxiliaires (V, q) et ϕ. Dans la suite, on les oublie, mais on suppose le lemme
4.8(i) ve´rifie´.
Conside´rons maintenant un espace quadratique (V, q) et ϕ ∈ Φtemp(G). Supposons
que (V, q) ne ve´rifie pas l’hypothe`se (QD) de 1.7 et que ΠG(ϕ) est non vide. Si δ(q) 6= 1,
on de´duit comme en 4.6 du parame´trage de ΠG(ϕ) fixe´ dans le paragraphe pre´ce´dent
un parame´trage de ΠG(ϕ) qui satisfait le (ii) du lemme 4.8. Supposons que δ(q) = 1,
donc que G n’est pas quasi-de´ploye´. Dans ce cas, on peut de´composer (V, q) en somme
orthogonale d’un espace (V ′, q′) et d’une droite (D, qD) posse´dant un e´le´ment v tel que
qD(v, v) = 2ν0. Les espaces (V, q) et (V
′, q′) satisfont les hypothe`ses de 2.1 et G′ n’est
pas de´ploye´. On de´montre l’analogue de (1) : il existe ϕ′ ∈ Φtemp(G′) tel qu’il existe
(σ, σ′) ∈ ΠG(ϕ) × ΠG′(ϕ′) de sorte que m(σ, σ′) = 1. On fixe un tel ϕ′ et on applique
les constructions de 4.10 a` (V ′+, q
′
+) = (V
′, q′) et ϕ′+ = ϕ
′. D’apre`s le calcul ci-dessus de
γG
′
(ϕ′, 0), l’e´galite´ de 4.10 devient
−γG(ϕ+, ϕ−)m(ϕ, s;ϕ′, 0) = ǫ(s)(E(ϕ, ϕ′)− 1)/2.
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Le meˆme raisonnement que ci-dessus montre que, quitte a` modifier le parame´trage de
ΠG(ϕ), le (ii) du lemme 4.8 est ve´rifie´.
On suppose de´sormais le lemme 4.8 ve´rifie´ et on revient a` la situation ge´ne´rale de
4.10, en supposant G′ non de´ploye´. L’e´galite´ de ce paragraphe se re´duit a`
−m(ϕ, s;ϕ′, s′) = ǫ(s)ǫ′(s′)(E(ϕ, ϕ′)− 1)/2.
C’est la meˆme e´galite´ que 4.11(1), a` ceci pre`s que E(ϕ, ϕ′) est change´ en −E(ϕ, ϕ′). On
ache`ve la preuve du the´ore`me comme dans ce paragraphe.
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