Introduction
After nuclear emergencies the assessment of the current state of radioactive contamination and the prediction of the future situation are crucial information for decision makers. Measurements and model predictions are the main sources of raw data after an accident. In many cases measurements are more accurate and less uncertain than model results. However, decision making cannot be based entirely on measurements mainly for two reasons. Firstly, measurements do not possess predictive power and secondly, especially in the early phase of an accident, there may not be enough of them. Very often an improved picture of the situation can be obtained by combining measurements and model predictions in a Bayesian approach referred to as data assimilation. In the EURANOS project data assimilation techniques have been applied in two areas: modelling of atmospheric dispersion and modelling the radioactive contamination in urban areas. For these areas demonstration cases are presented in this article. The mathematical algorithms for data assimilation are based on different versions of the Kalman filter (Kalman, 1960) . Basic equations are given in the Appendix.
Data assimilation for atmospheric dispersion
Before the start of the EURANOS project a data assimilation module has been developed for the RIMPUFF atmospheric dispersion code (Astrup et al., 2004) . Within the project this module has been decoupled from RIMPUFF and made available for implementation with other atmospheric dispersion codes.
A Kalman filter operates on a so called state vector, a series of variables predicted by the code and influencing the results to be compared with the measurements. In the case of RIMPUFF the state vector contains for each puff its position and total inventory, i.e. sum over the activity concentrations for all nuclides. Puff positions and inventories are determining the gamma dose rates at ground level. Hence, the measurements used for the Kalman filtering are gamma dose rates at ground level detector points averaged over 10 minutes.
Test cases
With the lack of real measured accident data, tests of the RIMPUFF integrated Kalman filter have had to be carried out using simulated measurements. One way is to use the RIMPUFF code itself to generate "measurement data". Then in the Kalman test run one or more parameters influencing the gamma dose rate at the selected detector points are perturbed. Perturbations can be assigned to the released inventory, wind speed, wind direction, height of release etc.
For the reported cases the basic "measurement data" generating run has a release point at Risø, Denmark, a constant wind from west, and the gamma dose rates are collected at 8 detector points surrounding Risø at 2 km distance plus at 15 detector points arranged as three rows of five points. The central row stretches directly east from Risø at 10 to 50 km distance, the other two rows are located parallel, running 10 km north and south of the central row (see Fig. 1 ).
Case 1: release halved and doubled relative to that of the "measurement" generating run, Kalman filtering only on 8 detector points which surround the release point. Results are shown in Figure 2 for the point 50 km exactly downstream, i.e. below the centre of the plume. It is seen that with a reasonable large anticipated release uncertainty, characterised by the parameter a, the Kalman filter catches very well the "measurements" and moves the calculation results in line with these monitoring data.
Case 2: basic release but wind 5 degree off the western direction, Kalman filtering based on measurements in the 8 points surrounding the release point plus in (a) the 3 easternmost points of the 3  5 detector point array, see As a general observation we may state that the correction is performed better in case more detector stations are triggered by the plume radiation.
Data assimilation in urban areas
After deposition of radioactive aerosols in urban areas inhabitants may be exposed to radiation and an estimation of the external dose is very important. To estimate the exposure, maps of the surface concentration can be applied as a starting point. Inhomogeneities from buildings, roads and various other forms of land will cause uncertainties which cannot be accounted for in detail in these maps. Nevertheless, efforts should be made to reduce them as much as possible. Hence, the EURANOS consortium commissioned the development of the Inhabited Areas Monitoring Module (IAMM) for this task. IAMM, which has already been integrated into RODOS and ARGOS, operates in two modes (Kaiser and Pröhl, 2007) either (a) based alone on measurements of the external gamma dose rate using geostatistical interpolation or (b) in combination with model predictions using data assimilation. In a hypothetical scenario for the detonation of a radioactive dispersion device IAMM has been successfully applied with geo-statistical interpolation (Thiessen et al., 2009) .
In this article the data assimilation mode is demonstrated with simulated data for a hypothetical accident of a nuclear reactor located in Karlsruhe (Germany). Model predictions for surface contamination of a reference area of infinitely extended lawn were generated with an ALSMC run of RODOS with an inventory of 10%
134
Cs and 90%
137 Cs (Fig. 5, left panel) . During the release a wind speed of 5 m/s in eastern direction was assumed. The right panel of Figure 5 depicts a crop-out of an inhabited area, encircled by a black square in the left panel of Figure 5 , with 16 cells of length 4 km.
For this area of interest 32 hypothetical measurements of the gamma dose rate were generated, which are caused by a reference surface contamination shown in the left panel of Figure 6 . To each measurement a lognormal uncertainty distribution has been assigned. The arithmetic standard deviation has been set by a factor of 10 larger than the actual measurement value.
Using an Ensemble Kalman Filter (EnKF) (Evensen, 2003; Gering, 2005) measurements (Fig. 6 , left) and model predictions (Fig. 5, right) were combined on a grid of 100 m cell length. In the EnKF, the error covariance matrices are represented by ensembles of probable values. From experience it is known, that 100 ensemble members are sufficient (Gering, 2005) . The state vector consists of 1600 grid values of the reference surface contamination. Their uncertainties are represented by 100 realisations for each grid point provided by the simulation model. Figures 5 and 6 one notes that following the data assimilation process, the general pattern of the model prediction is preserved. The prediction provides the backbone for the resulting map but the individual grid values are drawn to the measurement values, especially if spatial density of the measurements is large. 
By comparing

Concluding remarks
For highly dynamic atmospheric dispersion applications data assimilation algorithms can always display their potential for improvement if the density of detector points is sufficiently high and the wind is reasonably well defined. However, in urban areas data assimilation should be applied only in the early phase after cloud deposition when only a few measurements are available. In the later phase enough measurements can be expected to rely fully on interpolation methods. Both demonstration exercises showed that the accuracy of a model prediction is improved and its uncertainty is reduced if a prediction is combined with measurements via data assimilation.
Appendix: basic kalman filter equations
The Kalman filtering process is described as series of matrix equations repeatedly applied at every time step: prediction update of state vector; prediction update of error covariance matrix; prediction of the data to be measured; calculation of Kalman gain; Kalman filtering; final update of error covariance matrix.
The first equation is a linearization of the model prediction (e.g. from RIMPUFF for atmospheric dispersion or from ALSMC for urban areas). It updates the state vector x in time. In the second equation Q denotes the uncertainty matrix for this update; P is the error covariance matrix. The third equation is a linearization of the measurement data prediction, K is called the Kalman gain, y is the measurement vector, and R is the measurement uncertainty.
Note, that the error covariance matrix R needs to be known before the first time step, i.e. to be given initial values. For a normal well behaved Kalman filter with a constant set of state vector variables R will stabilize with time and the initialization is not critical. In the RIMPUFF application the amount of state vector variables change with every new puff and with every puff leaving the calculation area and the initial values set for R are of high importance. 
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