In this paper, we introduce a definition of an exponential function in the sense of the matrix of matrices (for short, MMs). After defining the eigenvalue and the eigenvector of MMs, we solve the system of a homogeneous linear matrix of first-order differential equations whose coefficients are constant matrices. Existence and uniqueness of a solution have been proven for that system. Finally, some examples are established.
Introduction
Computation of matrix exponential is required in many applications such as control theory [4, 6] , Markov chain process [25] and nuclear magnetic resonance spectroscopy [7] . For several years, great efforts have been devoted to the study of matrix [28, 27, 5] and matrix exponential (see [18, 11, 8] ). A decently wide variety of methods for computing matrix exponential were introduced ( see for instance [16] ). The interest in it stems from its key role in solving a corresponding system of ordinary differential equations (ODEs). This subject dates back more than 100 years with the starting point of the Lyapunov stability theorem. The asymptotic properties of matrix exponential functions extend information on the long-time conduct of solutions of ODEs. (see [18, 9, 21, 1, 26] ). The concept of the MMs was introduced by Kishka et al. (cf. [12, 13, 14, 15] ). That proposed concept provides the possibility of extending many topics of matrices in addition to the benefits of saving time and effort done in many mathematical calculations that one can gain using them. In details, we begin this subject with introducing the concept of MMs, proving its validity and showing some methods that is used to find the inverse of MMs [12] . Hadamard and Kronecker products over MMs have been introduced and their basic properties in [13] . While in [14] , we present MMs over semiring and we study some results on a regular and invertible MMs over semirings. In [15] , the system of the linear matrix equations are solved by using the concept of MMs.
Our first contribution in the current work is to define the MMs exponential. The second one is concerned with an application of MMs exponential to solve the system of a homogeneous linear matrix of first-order differential equations. Moreover, the existence and uniqueness of a solution for the system are proven. The organization of the paper is as follows. In the next section, we give some definitions that are going to be used later on. In section 3, we present definitions of the eigenvalue, the eigenvector of MMs and MMs exponential. Section 4 is devoted to show some theories, the main results, together with their mathematical proofs. In section 5, we present a set of examples as an application to the previous theories. Finally, we draw some concluding remarks in section 6.
Preliminaries
To obviate lengthy scripts, the following notations are adopted throughout this article; Let K be a field, K[t] be the ring of polynomial forms over K and M l (K) be the set of all l × l matrices defined on K, I and O stand for the identity matrix and the zero matrix in M l (K), respectively. Also, we consider M l (K) ⊂ M l (K) is a commutative subring with unity. We denote by M m×n (M l (K)) the set of all m × n MMs over M l (K) . The elements of M m×n (M l (K)) are denoted by A, B, C, ..., etc. Two important special MMs are the identity MMs I and the zero MMs O. Let A ∈ M l (K), then the l × l matrix exponential exp(A) by the power series expansion
, then it can be written as a rectangular table of elements A ij ; i = 1, 2, ..., m and j = 1, 2, ..., n, as follows:
where 
Observe that each term where A 1j 1 A 2j 2 ...A njn contains exactly one entry from each row and each column of A, σ = j 1 j 2 ...j n ∈ S n , where S n is the set of all permutations on {1, 2, ..., n} (see [19, 2] ).
Before presenting this system of homogeneous linear matrix differential equations, it is useful to introduce the eigenvalues, the eigenvectors of MMs and the MMs exponential.
Basic points of current work
We now define a vector of matrices, eigenvalue, eigenvectors of MMs and MMs exponential.
Definition 3.1 Let M l (K) be a ring with unity, then the set
is called vector of matrices; for short VMs.
The solution to this problem consists of identifying all possible values of N (called the eigenvalues of MMs) and the corresponding non-zero vector of matrices (VMs) V (called the eigenvectors of MMs) that satisfy (1) . We can rewrite (1) as
If (A − N I) is an invertible MMs, then V = O n×1 is the unique solution. By definition, the zero VMs is not an eigenvector. Thus, in order to find nontrivial solutions to (2), one must demand that (A − N I) is not invertible or equivalently,
Evaluating the determinant yields an n th order matrix polynomial in N , called the characteristic matrix polynomial, which we have denoted above by φ (N ) .
The determinant in (3)
Theorem 3.2 Every MMs
A is a root of its characteristic matrix polynomial.
Here we are going to present an example to show exactly how the eigenvalues and the eigenvectors can be calculated in the sense of MMs.
It is easily to show that
Main results
In this section, we define the system of a homogeneous matrix of first-order differential equations. Also, we show some theories that are considered as an extension of Leonard [18] , in case of the system of a homogeneous linear matrix of first-order differential equations, which are the main core of our study. Let us consider now the system of homogeneous linear matrix of first-order differential equations defined as;
where
Now, we write the above system (4) in the form
The next theorem gives a general solution of the system (5) in the sense of the eigenvalues and the eigenvectors of MMs.
Theorem 4.1 Let A be n × n constant MMs with N i eigenvalue and let V 1 , V 2 , ..., V n be the eigenvectors corresponding to the N i , i = 1, 2, ..., n. Then
is a fundamental solution set for the homogeneous system X = AX . Hence the general solution of X = AX is
where C 1 , ...., C n are arbitrary constants matrices.
Proof.
so each element of the set (6) is a solution of the system (5) . Now, we need the following two results. The first theorem guarantees the existence of a unique solution to an initial value problem for an MMs differential equation, while the second theorem gives a method for constructing the MMs exponential from the solutions to certain scalar initial value problems.
be MMs with characteristic matrix polynomial
then Ψ (t) = exp(At) is the unique solution to the n th order MMs differential equation
satisfying the initial conditions
Proof. Suppose that A ∈ M n M l (K) is MMs with characteristic matrix polynomial
If Ψ (t) = exp(At), then
so that
Now, we prove the uniqueness let Ψ 1 and Ψ 2 be solutions to the nth order MMs differential equation (7) and the initial conditions (8) , and assume Ψ = Ψ 1 − Ψ 2 ; then Ψ satisfies (5) with the initial conditions. Therefore, Ψ (t) = 0, and so Ψ 1 = Ψ 2 .
where the X i (t) , 1 ≤ i ≤ n, are the solutions to the n th order scalar differential matrix equation
satisfying the following initial conditions:
Proof. Assume that A is a constant n × n MMs, and let
satisfying the initial conditions stated in the Theorem 4.3, then
satisfies the initial value problem
Then the uniqueness of the solution gives
for all t ∈ K. 
Examples and applications
In this section, we shall introduce an application to illustrate the results of this work in ODEs which real-life applications. Predator-prey is one of the most famous real-life applications of ODEs, which describe the competition between several types of carnivore and vegetarian (see [3] ). As a result of conflicts, wars among nations, loss of life and loss of economy, the researchers studied these models and ways to solve these problems and reduce these losses. Several pioneers such as Richardson (cf. [22, 23, 24] ), Lanchester (see [17] ), Morse (see [20] ), Kimball (see [20] ), provided mathematical models of combats for military or commercial purposes.
Here, we focus on the extension of the study of model Richardson, which describes the relationship between two countries that deem war to be imminent. Let X = (x i,j [t]) be the armaments for the alliance of several countries X and Y = (y i,j [t]) be the armaments for the alliance of several countries Y at time t for all i, j. The rate of change of the armaments on one side depends on the number of armaments. On the opposing side, if one the alliance of countries increases its armaments, the other will follow suit i.e., Now, we established a system of differential matrix equations in the following form:
where X, Y ∈ M l (K[t]) and A, B ∈ M l (K). This system can be used to describe the relationship between two alliance of several countries. One of them decides to defend itself against possible attack by the other.
Since 
I .
The solution of system (9) is given by:
Given the initial conditions,
Remark 5.1 (i) Note that, the values of A and B in equation (11) are the main role of the behavior of the system. For instance, when Y is a constant matrix C, it follows from (9) that
solving (12), we obtain 1
assuming X(0) = O; it follows from (10) that D = O and
Hence when X has caught up to Y ; which means X = C; we have A −1 = It, i.e., A −1 is the time required for the alliance of several countries; X to catch up with the armaments of Y provided that Y remains constant matrix. Similar to Richardson we can observed that A is proportional to the amount of industry in the alliance of several countries.
(ii) Assume that the relationship between two alliance of four countries and the efficiency of increasing armaments for each the alliance is equal, and taking
Then the eigenvalues of A are N 1 = and
corresponding to the following eigenvectors
It follows from (10) and (11), with the initial condition 
For the convenient of the reader, figure 1 was presented to show the relationship between the two alliance of four countries with several values of t. From figures 1 we note that the values of the X and Y are increasing to infinity, which means that there is a race in armaments, possibly leading to a war between these two alliances. 
we can use the previous theorem to calculate e At as follows. The eigenvalues
is given by
and form this we find the following: (i) The solution satisfying the initial conditions X (0) = I 2 and X (0) = O 2 is
(ii) Finally, the solution satisfying the initial conditions X (0) = O 2 and X (0) = I 2 is
Example 5.3 In this example we consider the system of matrix equations
and A ∈ M 2 (K) . The coefficient MMs is now given as
and the eigenvalues of A are A, A and A. The general solution to X +E 2 X + E 1 X + E 0 X = O is given by
where, the coefficients can be determined as; (i) The solution satisfying the initial conditions X (0) = I 2 , X (0) = O 2 and
(ii) While the solution satisfying the initial conditions
(iii) Finally, the solution satisfying the initial conditions X (0) = O 2 , X (0) = O 2 and X (0) = I 2 is
hence, we get
In the above system if we take A = 1 2 2 1 and the initial condition Remark 5.4 It is worthy to ensure that when we write the above system of homogeneous linear matrix of first-order differential equations in the case of system of homogeneous of linear first-order differential equations whose coefficients are the scalar number instead of matrices and solve any system by using the exponential matrix we shall obtain the same results but we shall need a lot of papers and time.
Conclusion
In this work, we have introduced definitions for eigenvalues, eigenvector, and exponential of MMs. Also, the system of homogeneous linear matrix of firstorder differential equations is solved and existence and uniqueness of a solution have been proven for that system. Furthermore, explain some examples and applications of a solution the system of homogeneous linear matrix of firstorder differential equations. Finally, it is worth to mention that, dealing with the above system in an ordinary way, leads to the same results as using MMs rather than the used time and effort which makes the impacts of the MMs concept.
