We develop an Unmanned Aerial Vehicle (UAV)-carried long distance Wi-Fi communication infrastructure for smart city applications such as emergency response. In this paper, we describe the mobility of UAVs, the heading control mechanisms of directional antennae to reject wind disturbance, and practical UAV design issues such as the flight time of battery-powered UAVs. We demonstrate the performance of the UAV-carried communication infrastructure through a simulation study.
alignment of antenna headings and communication link in spite of mobility and environmental disturbances. In this preliminary study, we assume that GPS signals are available, and wind is random. In further studies, we will develop decentralized control that exploits UAV mobility and environmental uncertainty to achieve a better communication performance. The CPS-enabled robust communication technology is a building block for robust airborne networks.
2) Practical UAV system design: Distinct from widely-used camera UAVs, which may find an 8 to 10-minute flight time sufficient, novel Wi-Fi UAV applications require substantially extended flight time to provide consistent communication services in emergencies. We thus conduct an investigation of energy solutions for UAVs. In particular, we develop a performance bound analysis on the flight time of battery-powered multi-rotor UAVs based on current battery efficacy capabilities.
The remainder of this paper is organized as follows. In Section II, we first describe our preliminary works, including the experimental set-up and the realistic random mobility model which captures the movement patterns of UAVs, as such is served as the foundation for simulation studies and performance evaluation. In Section III, we describe the antenna control system for robust alignment of antenna headings under wind uncertainties and UAV movement. In Section IV, we present the simulation study and performance evaluation. In Section V, practical UAV system design issues are discussed. Finally, we conclude this paper with a short discussion about the future work in Section VI.
II. Preliminary Results
In this section, we review two preliminary studies, one on the experimental set-up and the other on the ST mobility model, which serve as the evaluation foundation for our UAV-to-UAV communication infrastructure.
A. Prototype Design
We have developed a prototype system that uses UAVs to transmit Wi-Fi signals over 1 kilometer with a 25minute flight time and 7.9-Mbps throughput (see Figure 1a ). Please refer to paper [4] for the details. UAVs are installed with directional antennae of 8-dBi gain and 4-Watt power consumption, and a simple constant-speed E-compassbased heading control is used for automatic direction alignment. Through the adjustment of payload (including propeller, motor, and weight), the whole UAV system weights 2.55 kg with a total thrust of 5.76 kg. Figure 1b shows the communication topology. In particular, the two UAVs establish a communication link via directional antennae in the air. The links between UAV and the ground are omni-directional. The throughput measured from the communication path (composed of group-to-air, air-to-air, and then air-to-ground links) is displayed in Figure  2 when the two UAVs are 1 Km apart. The large variation of throughput is caused by the lag of heading alignment due to mobility. This indicates the large impact of UAV mobility on communication performance, as also pointed out in [12] [13] . 
B. Smooth-Turn Mobility Model
To design and evaluate a robust communication network for moving objects, random mobility models are typically used, as field tests are usually very expansive. Among these mobility models, the mostly widely used models include Random Direction, Random Walk and Random Waypoint models [7] . However, all these models force vehicles to make sharp turns, and thus do not capture the movement patterns of aerial vehicles (especially fixed-wing flights) which make circular turns. Motivated by the need for a realistic mobility model for aerial vehicles, our group developed the ST mobility model [7] [8] [9] [10] [11] which captures the smooth trajectories of aerial vehicles. A detailed discussion about random mobility models for aerial vehicles can be found in our survey paper [7] . Here let us briefly describe the ST model and its mathematical formulation. This model will be used to complement experimental studies to investigate the performance of designed antenna control system (described in Section III) for moving UAVs through simulation studies.
As aerial vehicles tend to make large circular turns, we model the movement of aerial vehicles as circling around different centers with varying radii. In particular, an aerial vehicle selects a center along the line perpendicular to its heading direction, and then circles around this center until it reselects a new center after a random time period [8] . The mathematical equations for the dynamics of the ST model are shown as follows [8] ,
where Φ( ), ( ), ( ), ( ), ( ), and ( ) represent the heading angle, angular velocity, and coordinates, and velocities along the and coordinates at time , respectively. is the forward speed which is assumed to be constant for simplicity and realistic considerations. is a selected time point with 0 = 0 < 1 < ⋯, and − −1 is the -th waiting time (the time for the aerial vehicle to keep circling around current center). The waiting time follows an exponential distribution with mean 1 . The smaller is, the smoother the trajectory will be. ( ) is the turning radius selected at time . The inverse of the turning radius, i.e.,
( )
, follows a Gaussian distribution with zero mean and variance 2 . By modulating variance 2 , we are able to capture the tendency of aerial vehicles to fly straightly and make large turns. Particularly, a small variance indicates high probability of a straight trajectory. For aerial vehicles to move within a rectangular airspace [0, ] × [0, ], we need a boundary model to capture their movements at boundaries. We here provide the mathematical equations for the reflection model [7] [8] , in which the trajectory of an aerial vehicle is mirrored against the boundary when it hits that boundary. In particular, in the reflection model, Equations 2 and 3 need to be changed to the following formulas, with the others being the same. 
Another boundary model is introduced in [8] . In this paper, we use the reflection model in the simulation studies. 
III. Directional Antenna Heading Control under Wind Disturbances
In this section, we describe a simple controller design for directional antennae to suppress wind disturbances. We first describe the model for the directional antenna control system in Section III.A. We then introduce an uncertain wind disturbance model in Section III.B. In Section III.C, we combine these two parts, and design the controllers to align antenna headings under wind disturbances.
A. Antenna Control System Model
The antenna control system consists of two loops [14] , the inner velocity loop system and the outer position loop system. Let us describe the model for each loop. Illustrations of the velocity loop system and the position loop system are shown in Figures 3 and 4 respectively.
Velocity Loop Model
The velocity loop consists of the velocity controller and the antenna dynamics (see Figure 3 ). The velocity controller is driven by the difference between the desired angular velocity ̇ ( / ) and the actual angular velocity ̇, and produces torque ( ) to steer the antenna to certain angular position ( ). Note that due to the existence of uncertain wind disturbances, the torque produced by winds will act on the antenna together with . We consider the antenna to be a rigid body for simplicity, considering that the antennae equipped on the UAVs are much smaller than big antennae like NASA Deep Space Network antennae [14] . The dynamics of the rigid antenna is described as follows according to the second law of Newton's inertia [14] : ̇= (6) where ( 2 / ) represents the moment of inertia for the antenna body. =̇ is the angular velocity. Applying the Laplace transformation to both sides of Equation 6 leads to the transfer function of the antenna dynamics as follows:
Then the transfer function of the velocity loop system (without considering wind disturbances) from desired angular velocity ̇ to the output angular position is
where ( ) is the transfer function of the velocity controller.
Position Loop Model
The outer position loop system consists of a position controller and the velocity loop system (see Figure 4 ). The position controller is driven by the difference of the desired angular position and the actual angular position , and produces the velocity ̇ to drive the antenna. From Figure 4 , we can obtain the closed loop transfer function of the whole system from the desired angular position to the actual angular position as follows.
where ( ) is the transfer function of the position controller. 
B. Wind Disturbance Model
Wind disturbance has a major impact on the stability of the antenna direction and in turn the communication channel performance. In this section, we describe a model for the wind disturbance [14] and study its impact on the antenna heading control system.
The wind disturbance induces a torque that affects the antenna drive. In this model, the wind torque is modeled as a uniformly distributed random force, as shown in the following equation [14] , = ∆ 0 (11) where is the scaling factor. ∆ 0 = − is the velocity gust, where and represent the wind velocity and the mean velocity respectively. Now let us discuss the calculation of ∆ 0 and . The frequency response of the Davenport filter is shown in Figure 5a .
The wind gust ∆ 0 is modeled as a random process with a unit standard deviation and a Davenport spectrum. It is obtained by applying the white noise to a Davenport filter with the following transfer function 
and then normalizing the output with its standard deviation [14] .
To calculate the scaling factor , we first consider the steady wind with mean velocity , which produces a torque as follows according to the wind quadratic law [14] : = 2 (13) is a constant determined by the structure of the antenna. In particular, 
where is the torque coefficient determined after testing the wind-tunnel, which usually fluctuates between −0.05 and 0.25. is the static air density, which normally equals to 0.6126 2 / 4 , and is the diameter of the antenna dish.
The wind gust torque can then be obtained by linearizing Equation 13 and then scaling by the axis-to-pinion ratio . In particular, 
where ∆ , the wind velocity variation, equals to the velocity gust ∆ 0 (with a unit standard deviation) multiplied by its standard deviation . Since the standard deviation is proportional to the mean velocity , we can substitute ∆ in Equation 14 with ∆ = ∆ 0 , where is a constant value determined by the height and location of the antenna. Therefore, 
For more detailed description about how to determine the value of , please refer to [14] . The procedures to generate a time series of wind torque ( ) are summarized in Table 1 . An example time series of ( ), generated from the white noise is shown in Figure 5b . Step 1: Generate velocity gust ∆ 0 ( ).
1.1
Generate a time series of white noise ( ).
1.2
Apply the white noises ( ) to the Davenport filter with the transfer function given by Equation 12. The output is a time series of wind velocity variation ∆ ( ).
1.3
Calculate the standard deviation of ∆ ( ), i.e., .
1.4
Obtain the velocity gust ∆ 0 ( ) by ∆ 0 ( ) = ∆ ( ) .
Step 2: Determine the value of the scaling factor .
2.1
Determine the value of , , , and . Calculate according to Equation 17 .
Step 3: Generate wind torque ( ).
3.1
Multiply ∆ 0 ( ) by according to Equation 11 to obtain ( ).
C. Controller Design
In this section, we discuss a simple preliminary design of the velocity controller and the position controller shown in Figures 3 and 4 , with the wind torque generated according to the procedures described in Table 1 . Let us use an example to illustrate the design process. In this example, we set the inertia as = 1 2 / , the mean wind velocity = 50m/s, and the scaling factor = 0.0001 2 = 0.25. Note that these values are picked only for the illustration purpose. The antenna control system is then implemented and analyzed using Simulink and Matlab.
Velocity Controller Design
We first design the velocity controller to suppress wind disturbances and provide the bandwidth the system needs. We here use a simple P controller with ( ) = 0 to produce the drive torque, where 0 is the gain. The bandwidth of the velocity loop system can be directly calculated as = 0 ( / ). Now let us analyze the impact of the gain 0 on the system performance. We first analyze two transfer functions [14] :
1) The transfer function from the desired angular velocity to the actual angular velocity, i.e., 
2) The transfer function from the wind disturbance to the actual angular velocity, i.e., 
The magnitudes of the two transfer functions for different values of the gain 0 are shown in Figure 6 . As we can see, as the gain 0 increases, the bandwidth of the system increases (see Figure 6a ), and the disturbance rejection performance is improved (see Figure 6b ).
Next, we analyze the response of the feedback velocity control loop to a pulse velocity signal under wind disturbances for different values of 0 . As shown in Figure 7 , the increase of the gain 0 increases the overshoot and decreases the steady-state error. We can also observe from the figure the impact of the wind torque on the system performance. In particular, a positive wind torque causes the actual angular velocity to be larger than the desired angular velocity and vice versa. Furthermore, the larger the magnitude of the wind torque is, the larger the steadystate error is. This also indicates the role of the gain 0 in rejecting wind disturbances. In this study, we select 0 = 15, so as to largely suppress wind disturbances and achieve sufficient bandwidth, while maintain a low overshoot.
Position Controller Design
Now let us discuss the design of the position controller so as to make the antenna quickly and accurately point to the desired direction. Here, we use a simple PI controller to drive the antenna with the transfer function shown as follows
where and are the proportional gain and integral gain respectively of the PI controller. The transfer function then becomes
In order to make the system stable, and should satisfy the following condition: > 0 = 15 [14] . Under this condition, let us now follow a simple tuning process to determine the values of and .
We first tune the proportional gain by setting the integral gain as = 0. The step response characteristics of the position loop system for different values of are shown in Figure 8a , which suggest that the increase of decreases both the settling time and rise time, but increases the overshoot. In addition, as increases, the settling time and rise time quickly decrease to a small value, and then converge, while the overshoot increases slowly at the a) b) Figure 6. Magnitudes of the transfer functions a) , and b) . beginning and then grows fast. This suggests us to choose a value of such that the settling time and rise time start to converge and the overshoot starts to grow fast. In this example, we choose = 8.65. Now let us discuss the tuning of the integral gain . The step response characteristics of the system for different values of , with = 8.65, are shown in Figure 8b . As we can see, when increases, the overshoot increases linearly, and the rise time decreases slowly. In addition, there is a sudden increase for the settling time at small values of . This suggests us to choose a small value of to avoid the sharp increase of the settling time and also to achieve a small overshoot. Here, we set as 1.16. The response of the system to a pulse velocity signal is shown in Figure  8c . The rise time, settling time, and overshoot of this system are 0.25s, 0.63s, and 7.57% respectively.
IV. Simulation Studies and Performance Analysis
In this section, we simulate the UAV-carried directional antenna control that align directional antennas so as to enhance the performance of UAV-to-UAV communication. Our study is based on the assumption that the UAVs operate at the same height. Therefore, for each UAV, we need one antenna control system to drive the antenna to the desired direction. Based on this assumption, we study four scenarios, with increased complexity levels. In the second and third scenarios, we further assume that the Global Positioning System (GPS) is available to transmit the locations of two UAVs at real time without delays. In particular, the GPS locations of two UAVs provide relative directions that the UAV-carried directional antennas should point towards, and then the directional antennae are controlled in closed-loop to align along those directions. As GPS signals are discrete samples in reality, we further study in the last scenario the impact of GPS sampling rate on the system performance. In this study, we use Matlab and Simulink to simulate the movement of UAVs and the direction control of UAV-carried antennae.
A. Scenario One: One Fixed UAV and the Other Moving along a Pre-defined Trajectory
In this scenario, one UAV is fixed, and the other is moving along a fixed trajectory. We aim to control the direction of the antenna carried by the fixed UAV, such that the antenna always points to the moving UAV.
As the trajectory of the moving UAV is fixed, the antenna carried by the fixed UAV changes its direction based on the trajectory information of the moving UAV. In particular, if the location of the fixed UAV is ( 0 , 0 ), and the location of the moving UAV at certain time point is ( , ), the desired angular position at this time point is
which is input to the antenna control system described in Section III. Figure 9 shows the simulation results. The moving UAV follows the green trajectory in Figure 9a , and the direction of the antenna carried by the fixed UAV is marked by the red arrow. Figure 9b shows the good performance of the antenna direction control system. We further calculate the root mean square error (RMSR) between the desired angular position and the actual angular position over the whole trajectory, which is 0.0138. 
B. Scenario Two: One Fixed UAV and the Other Moving Randomly
In this case, one UAV is fixed, and the other is moving randomly according to the ST random mobility model. The fixed UAV utilizes the real-time GPS location information to calculate the desired antenna heading direction. Figure 10a shows the UAV trajectory and antenna direction simulation. The red arrow, indicating the direction of the antenna carried by the fixed UAV, points to the moving UAV accurately. Figure 10b shows the directional antenna tracking trajectories and wind torque dynamics. The RMSR between the desired and actual angular positions over the whole trajectory is 0.0226. This error is mainly contributed by the first few seconds (see the initial jump of the blue curve in Figure 10b ), as we set the initial angular position of the fixed UAV as 0rad.
C. Scenario Three: Two Randomly Moving UAVs
In this case, both UAVs are moving randomly following the ST mobility model, and their carried antennae point to each other using the real-time GPS location information to keep aligned. Fig. 11a shows the UAV trajectories and antenna direction simulation. The two UAVs are differentiated by colors. Figure 11b shows the directional antenna tracking trajectories and wind torque dynamics. The RMSR between the desired and actual angular positions over the whole trajectory is 0.0208 for the red UAV, and 0.1093 for the blue UAV. The reason why the error associated with the blue UAV is much larger than that with the red one is because the blue UAV has to suddenly point from 0rad to about 4rad at the beginning, while the red one only needs to point from 0rad to about 0.8rad. 
D. Scenario Four: Two Randomly Moving UAVs with GPS Signals Present Periodically
In the above three scenarios, we assume that the GPS signals are available all the time without any delays. In practice, GPS can only provide location samples at certain sampling rate. Most modern GPS devices have a sampling rate between 1Hz and 20Hz [15] [16] . Furthermore, when GPS-embedded vehicles are moving and consuming significant power, we usually need to lower the GPS sampling rate to reduce the power consumption [17] . Under our current assumptions, if GPS signals are unavailable, the absence of location information will fail the alignment of antenna headings.
In this section, we study the case similar as Scenario Three, but with GPS location information only available periodically, and analyze the impact of GPS sampling rate on the system performance. In particular, we assume that the antenna will keep pointing towards the same direction until it receives a new command. Under this assumption, we run simulations for different values of GPS sampling rate, and evaluate the RMSE between the accurate antenna direction and the actual antenna direction. As the ST mobility model is random, the obtained RMSE for each GPS sampling rate is also subject to randomness. Therefore, we apply the Monte Carlo method to get statistical results. In particular, for each value of the GPS sampling rates, we repeatedly run 50 simulations and then calculate the mean of the RMSE values. Figure 12 shows the simulation results. The sampling rate of the ST mobility model is set to 100Hz. As shown in Figure 12a , the mean RMSE increases fast when the GPS sampling rate decreases from 20Hz to 1Hz. 
V. Discussions on Practical Design Issues
Other than the precise alignment of directional antenna directions, a range of other performance factors are also crucial to the success of deployment, application possibilities, and theoretical understanding of communication capability, such as flight time, end-to-end packet delay and loss, and cost. Of note, in realistic settings, the performance of communication channels may decay due to Doppler shift, line of sight, GPS signals not always being present, and the delay in location calculation. In these cases, received signal strength indicators (RSSIs) may be useful. More advanced control system based on uncertainty analysis [18] [19] [20] [21] and fused wind and UAV location tracking will be developed in our future work. In Section V.A, we discuss the theoretical analysis on flight time for battery-powered UAVs.
A. Performance Bound of Battery-powered UAV Flight Time
Current small UAVs typically use electric batteries as the power source due to safety and small engine noise. However, these UAVs have a typical flight time of less than 30 minutes. This motivates us to investigate the limitation of flight time for battery-powered UAVs.
First, we investigate the upper bound of flight time for our current prototype system of a particular combination of propeller, motor and UAV weight described in our experimental design [4] . Flight time can be roughly approximated as + +
, where is the power of battery, is the number of batteries, is the motor efficiency, is the weight of an individual battery, is the weight of frame and is the weight of the communication system. The total weight must be less than the total thrust; i.e., + + < , where is the thrust of an individual propeller and is the number of propellers. Using these formulae, we can calculate that the upper bound of flight time for our current prototype system is around 50 minutes using eight batteries (see Figure 13 ).
We then find the upper bound of flight time for all battery-powered UAVs, regardless of design specifics. As + + < , the upper bound is determined by the performance of batteries and motors. It is achieved when the weights of framework and any additional components are zero. According to our best knowledge, the maximum existing motor efficiency is around 19.11g/w and the maximum existing battery performance is 0.199hw/g. The upper bound of flight time for all battery-powered UAVs is hence 3.8 hours. The longest flight time solution that we can find in the literature is for 2 hours. If additional flight time is needed, we need to consider other power sources than batteries. One possible solution is to use fuel cells because they have a higher energy density than batteries. Another advantage is that the weight of the UAV system decreases with the burning of fuel, which permits the extension of flight time. Horizon [22] , among others, provides the off-the-shelf fuel cell systems from 10W to 5kW and is one potential vendor for our UAV design. Other than power source type, factors like propeller, motor, and weight also affect flight time. 
VI. Conclusions
In this paper, we described a preliminary design of the heading control of directional antennae to achieve robust aerial communication between UAVs. This system can be deployed to provide on-demand communication in emergencies. Simulation studies were conducted to evaluate the performance of the proposed system. Design issues such as battery-powered UAV flight time were also discussed with a formal analysis of theoretical bound. Experimental implementation and performance measurement of the proposed control system were described in paper [4] . In the future work, we will develop a more realistic uncertain wind disturbance model. We will design more sophisticated heading controls that consider realistic issues such as Doppler shift, line of sight, GPS signals stability, and information delay. We will also explore the performance of the UAV-carried Wi-Fi communication infrastructure (such as bandwidth, delay, and transmission distance) through both analysis and field tests. The thorough performance analysis of UAV-to-UAV communication is crucial to airborne networking research and to the integration of airborne networks with existing communication networks.
