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                                      ABSTRACT 
 
 
Magnetic resonance imaging (MRI) is one of the most accurate imaging 
techniques that can be used to detect several diseases, where other imaging 
methodologies fail. MRI data takes a longer time to capture. This is a pain taking 
process for the patients to remain still while the data is being captured. This is 
also hard for the doctor as well because if the images are not captured correctly 
then it will lead to wrong diagnoses of illness that might put the patients lives in 
danger. Since long scanning time is one of most serious drawback of the MRI 
modality, reducing acquisition time for MRI acquisition is a crucial challenge for 
many imaging techniques. Compressed Sensing (CS) theory is an appealing 
framework to address this issue since it provides theoretical guarantees on the 
reconstruction of sparse signals while projection on a low dimensional linear 
subspace. Further enhancements have extended the CS framework by performing 
Variable Density Sampling (VDS) or using wavelet domain as sparsity basis 
generator. Recent work in this approach considers parent-child relations in the 
wavelet levels.  
 This paper further extends the prior approach by utilizing the entire 
wavelet tree structure as an argument for coefficient correlation and also considers 
the directionality of wavelet coefficients using Hybrid Directional Wavelets 
(HDW).  Incorporating coefficient thresholding in both wavelet tree structure as 
well as directional wavelet tree structure, the experiments reveal higher Signal to 
Noise ratio (SNR), Peak Signal to Noise ratio (PSNR) and lower Mean Square 
Error (MSE) for the CS based image reconstruction approach. Exploiting the 
sparsity of wavelet tree using the above-mentioned techniques achieves further 
lessening for data needed for the reconstruction, while improving the 
reconstruction result. These techniques are applied on a variety of images 
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and	where	ϕ! ≥  τ	and	ϕ! <  τ	for	z!=0	such	that	t	has	the	following	threshold	
range		
Child (C) = 25% < τ ≤ 50%	of	C	co-efficient	
Parent (P) = 25% < τ ≤ 75%	of	P	co-efficient	
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s. t. t  2,3,6,7 Inner Direction = 75% of co− efficient
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Brain	 Heart	 Shoulder	 Chest	
SNR	 MSE	 SNR	 MSE	 SNR	 MSE	 SNR	 MSE	
WatMRI	 19.73	 28.74	 20.80	 16.32	 23.61	 6.36	 20.39	 63.68	
WTWTS	 19.98	 27.16	 20.87	 16.07	 23.98	 5.85	 20.41	 63.35	
DWTS	 20.54	 23.86	 21.47	 13.99	 23.99	 5.80	 20.44	 62.97	












Brain	 Heart	 Shoulder	 Chest	
CPU	Time	(s)	 CPU	Time	(s)	 CPU	Time	(s)	 CPU	Time	(s)	
WatMRI	 1.50	±	0.03	 1.53	±	0.05	 1.60	±	0.04	 1.59	±	0.03	
WTWTS	 1.38	±	0.09	 1.35	±	0.1	 1.43	±	0.11	 1.41	±	0.09	
DWTS	 1.40	±	0.08	 1.43	±	0.09	 1.50	±	0.07	 1.47	±	0.05	











SNR	 MSE	 SNR	 MSE	 SNR	 MSE	
WatMRI	 23.40	 80.10	 14.26	 420.3	 19.81	 104.05	
WTWTS	 24.19	 66.90	 14.46	 401.56	 20.11	 97.09	
DWTS	 24.37	 64.15	 14.46	 401.07	 20.15	 96.14	











WatMRI	 1.50	±	0.01	 1.60	±	0.03	 1.55	±	0.04	
WTWTS	 1.45	±	0.09	 1.50	±	0.05	 1.42	±	0.08	
DWTS	 1.49	±	0.07	 1.53	±	0.06	 1.47	±	0.04	










































































																							𝑀 = 𝑈𝑆𝑉! =  𝑆 ×!𝑈!×!𝑉! = 𝑆 ×!𝑈!×!𝑈!																												(14)	
where	U	&	V	=	unitary	matrices,	while	S	=	pseudo-diagonal	matrix	which	is	
represent	in	equation	(15)	
																								𝑆 =  𝐴!×!𝑈!!×!𝑈!!×!…… .×!𝑈!! 																																															(15)	
where	A0	=	nth	order	tensor	unfolded	matrix	as	shown	below	in	equation	(16):	
																					 𝑖!!! − 1 𝐼!!!𝐼!!!…… . . 𝐼!𝐼!𝐼!…… 𝐼!!! +  
																					 𝑖!!! − 1 𝐼!!!𝐼!!!…… . . 𝐼!𝐼!…… 𝐼!!! +⋯+ 
















































































































































































































































































































Input:	𝜌 =  1 𝐿! , 𝑥!	
repeat	
					for	k	=	1	to	K	do	








Input:	𝜌 =  1 𝐿! ,	𝑟! =  𝑥!,	𝑡! = 1	
repeat	
					for	k	=	1	to	K	do	
	 𝑥! =  𝑝𝑟𝑜𝑥!(𝑔)(𝑟! −  𝜌∇𝑓(𝑟!))		
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is	𝑚 ×	𝑛,	𝑉	is	𝑛 ×	𝑛,	and	𝐴	=	U Σ	𝑉! .	
1. U ← 𝐴.	(This	step	can	be	omitted	if	𝐴	is	to	be	overwritten	with	U)	
2. 𝑉 =  𝐼! × !	
3. Set	𝑁! = ( 𝑢!,!!!!!!!!!! )	,	𝑠 = 0,	and	𝑓𝑖𝑟𝑠𝑡 = 𝒕𝒓𝒖𝒆	
4. Repeat	until	𝑠! ! ≤  𝜀!𝑁!	and	𝑓𝑖𝑟𝑠𝑡 = 𝒇𝒂𝒍𝒔𝒆.	
a. Set	𝑠 = 0	and	𝑓𝑖𝑟𝑠𝑡 = 𝒇𝒂𝒍𝒔𝒆.	
b. for	𝑖 = 1,… . .𝑛 − 1	
i. for	𝑗 = 𝑖 + 1,… . ., 𝑛 	
• 𝑠 ← 𝑠 +  ( 𝑢!,!𝑢!,!!!!! )!	





















• U ← 𝑈𝑅!,! 𝑐, 𝑠 	where	𝑅!,! 𝑐, 𝑠 	is	the	Givens	
rotation	matrix	that	acts	on	columns	𝑖	and	𝑗	during	
right	multiplication.	
• 𝑉 ← 𝑉𝑅!,! 𝑐, 𝑠 		
5. for	𝑖 = 1,… . .𝑛	
a. 𝜎! =  𝑢!,!!!!!! 	
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