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Resumo / Resumen / Short Abstract
Estúdase a dinámica do proceso de descarga súbita dun líquido presurizado á atmosfera, de
amplo interese en Enxeñaría de protección contra incendios. Preséntase o estado da arte respecto
ao estudo do proceso de descarga. Elabórase un modelo hidráulico unidimensional para ese fluxo,
que adopta a forma dunhas ecuacións intregro-diferenciais ordinarias que resólvense numéricamente.
Efectúase unha análise de sensibilidade respecto a todos os parámetros dos que depende omodelo, con
especial fincapé na fricción xerada pola turbulencia.
Analizanse osmétodos xenéricos de descrición da turbulencia, incluíndo a representación estatística, o
filtrado demagnitudes turbulentas e a plena descrición analítica. Desenvólvese unha solución analítica
xeral para o fluxo turbulento, incompresible e non estacionario nunha tubaxe.
Elabórase unmodelo computacional tridimensional para o fluxo descrito. A modelización da turbulen-
cia resulta ser o punto mais importante e conflitivo de dito modelo. Compáranse os resultados obtidos
con eles preditos polomodelo hidráulico unidimensional desenvolto previamente. Preséntanse resulta-
dosdiso á estrutura internada turbulencia enfluxos fortemente acelerados, prevéndoseunaumentono-
table da devandita turbulencia nas proximidades domuro, que non se explica unicamente polo número
de Reynolds.
Se estudia la dinámica del proceso de descarga súbita de un líquido presurizado a la atmósfera,
de amplio interés en Ingeniería de protección contra incendios. Se presenta el estado del arte en la
literatura que trata dicho proceso de descarga. Se elabora un modelo hidráulico unidimensional para
ese flujo, que adopta la forma de unas ecuaciones intregro-diferenciales ordinarias que se resuelven
numéricamente. Se efectúa un análisis de sensibilidad respecto a todos los parámetros de los que
depende el modelo, con especial hincapié en la fricción generada por la turbulencia.
Se analizan los métodos genéricos de descripción de la turbulencia, incluyendo la representación
estadística, el filtrado de magnitudes turbulentas y la plena descripción analítica. Se desarrolla una
solución analítica general para el flujo turbulento, incompresible y no estacionario en un tubo.
Se elabora un modelo computacional tridimensional para el flujo descrito. La modelización de
la turbulencia resulta ser el punto más importante y conflictivo de dicho modelo. Se comparan
los resultados obtenidos con los predichos por el modelo hidráulico unidimensional desarrollado
previamente. Se presentan resultados respecto a la estructura interna de la turbulencia en flujos
fuertemente acelerados, previéndose un aumento notable de dicha turbulencia en las proximidades de
la pared, que no se explica únicamente por el número de Reynolds.
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The dynamics involved in the process of sudden discharge of a pressurized liquid to the
atmosphere is studied, a case of broad interest in fire protection Engineering. The state of the art in
the literature regarding such discharge process is presented. A one-dimensional hydraulic model is
developed for this flow, which takes the form of ordinary intregro-differential equations that are solved
numerically. A sensitivity analysis is carried out with respect to all the parameters on which the model
depends, with special emphasis on the friction generated by the turbulence.
The genericmethods of describing turbulence are analysed, including the statistical representation, the
filtering of turbulent quantities and the full analytical description. A general analytical solution for the
turbulent, incompressible and unsteady flow in a pipe is developed.
A three-dimensional computational model for the described flow is elaborated. The modelling of
turbulence turns out to be themost important and conflicting point of suchmodel. The results obtained
are compared with those predicted by the one-dimensional hydraulic model previously developed.
Results are presented regarding the internal structure of the turbulence in strongly accelerated flows.
A remarkable increase of said turbulence is anticipated in the proximities of the wall, that could not be
explained only with the Reynolds number.
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Abstract
In the realm of Fire Protection Engineering (FPE), the use of highly pressurised extinguishing agents
that are suddenly discharge to protected areas, in case of fire, it is not infrequent. This very effective
method of fire extinction is carried out with agents that are normally in gaseous state at Normal
Temperature and Pressure (NTP),, at least for low concentrations, although within the pressurised
vessels they are in liquid state. This Dissertation explores the Dynamics of such fast transient discharge
flows, assuming an incompressible liquid flowing through a straight pipe of constant diameter.
First a State of the Art investigation is performed on the existing literature for discharge flows,
specifically for FPE applications. The technique of fire extinction through discharge of clean agents is
explained, and the thermophysical properties of someof themarepresented. Themost relevant research
works on discharge flow are surveyed, highlighting the features that later will be reproduced in the
models developed herein, and a synoptic evaluation is presented. The extinction mechanisms of two
of the most frequently used clean agents will be discussed, over their pressure-enthalpy diagrams.
An one-dimensional Analytical Hydraulic Model (AHM) is developed to describe and explain the
discharge of an incompressible liquid from a vessel pressurisedwith a compressed ideal gas. Themodel
assumes a fast transient flow through a straight open-ended pipe, highly accelerated and subjected
only to pressure and friction forces. A set of dynamic equations has been found which should provide
an exact solution within the AHM limitations, assumptions and hypothesis. The dynamic equations
are ordinary non-linear integro-differential equations for which no direct analytical solution could be
found. A computer program has also been developed to solve the 1D problem numerically. The program
includes well-known algorithms suited for point-wise solution of ordinary differential equations and
to perform numerical integration. The AHM is thoroughly studied, including a detailed sensitivity
analysis upon every quantity or parameter it depends on. Bulk velocity curves are shown for various
configurations, in expectation for CFDmodels to reproduce them.
Due to the relevant role played by turbulence in such transient flows, a general discussion is raised
on the different methods to represent turbulent fields, before describing the 3D CFD model itself.
The statistical approach, based on the concept of statistical average, is discussed first, including
those properties of the averaging operation necessary to yield viable Reynolds-Averaged Navier-Stokes
Equations (RANSE) upon applying them to the Navier-Stokes equations (Reynolds operator). The
available averaging methods for incompressible flow are presented with great detail, including their
mathematical properties, the functional form of the RANSE derived therefrom and the scope within
which they remain valid. It is stressed that each averaging method produces an unique set of RANS
equations which are accurate only within the specified limits. The error incurred for disregarding such
limits is also examined, and a general equation is introduced to estimate the error, particularly when
using URANSmethods with time-averaged mean fields, a rather frequent practice. The so-called triple
decomposition is discussed too, and an alternative formulation free of mathematical inconsistencies is
offered.
Secondly is introduced the filtering approach, based on the convolution integral. When applied to
physical fields, the filtering operation produces filtered fields and fluctuating fields. Derivative and
filtering operations, in general, do not commute. Conditions for commutation are studied, and the
Filtered Navier-Stokes Equations (FNSE) are derived in such circumstances. A general expression is
offered to estimate the commutation error and the expected accuracy of FNSE outside their scope of
application.
vThirdly, a fully analytical approach to the problem of turbulence is devised. All the known analytical
solutions for incompressible pipe flow are explored: Hagen-Poiseuille’s (ca. 1840) for steady laminar
flow, Piotr Szymanski’s (1932) for transient laminar flow, and Shih-I Pai’s (1953) for steady turbulent
flow. Beginning from ensemble averaged RANSE, a General Analytical Solution (GAS) for unsteady
turbulent incompressible pipe flow is deduced from first principles, thus closing the sequence of
proposed solutions. Possibly, this be the major contribution of the present Dissertation. The GAS is
composed of three different terms, whose detailed description is offered in the text. The GAS is also
applied to various simple flows, as an illustration of the general method herein devised to obtain fully
analytical solutions for particular problems.
Last, an exercise has been made to deduce a simplified steady state version of the Navier-Stokes
equations from the cornerstone of Mechanics, namely the Principle of Least Action (PLA).
A 3D Computational Fluid Dynamics (CFD) model has been developed to achieve detailed knowledge
of the internal structure of this transient discharge flow. The CFD model is based on the open-source
suite OpenFOAM, itself based on the Finite Volume Method (FVM) formalism. The CFD model is
comprehensively described: the geometry of the mesh, the equations solver, the establishment of the
initial conditions for the flow, the wall-functions proposed, the differencing schemes... Up to twenty
different turbulence models, already available in OpenFOAM, have been tested. Since no experimental
data has been found for such a fast transient flow, the bulk velocity curves provided by the AHM played
the role of benchmark for the CFD models. Only two turbulence models were able to reproduce the
intense friction causing the high decelerations observed in the flow. One of those twomodels provides a
mean velocity profile at thewall not compatiblewith the law of thewall, andwas discarded as unreliable.
The single remaining turbulence model shows a mean velocity profile compatible with the law of the
wall. Besides, it predicts an important role for deceleration in the description of turbulence for fast
transient flows. It would appear that Reynolds number alone would be insufficient to characterise the
turbulence in such flows.
Finally, conclusions are presented and a research program is proposed to further explore the various
paths opened upon discovery of the GAS, and to devise experiments in order to confirm the interesting,
and so far unreported, internal structure of turbulence predicted by the 3D CFD model for highly
decelerated pipe flows.
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A [-] Average dimensionless acceleration of the turbulent flow
A [m2] Cross-section area of a pipe
a [-] Dimensionless acceleration of the flow
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Cf [-] Fanning friction factor or Skin friction coefficient (Cf = f/4)
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E [-] Multiplicative inner layer scaling constant for the log-law, taken≈ 9.8
Ek [m2/s2] Specific kinetic energy of the fluid (per unit mass)
f [-] Darcy-Weisbach friction factor (f = 4Cf )
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gi [m/s2] Vector acceleration of gravity
Gf [-] Dimensionless geometric factor equal to piD3/4Vg0
K [m2/s2] Specific kinetic energy of the mean flow (per unit mass)
k [m2/s2] Specific average turbulence kinetic energy (per unit mass)
` [m] Inertial length scale in a turbulent flow
L [-] Sturm-Liouville operator
L [m] Integral length scale in a turbulent flow
L [m] Length of the liquid’s discharge pipe
Lv [m] Length of the discharge valve, minimal length over which the pressure gradient develops
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Chapter 1
State of the Art in Fire Protection Engineering
1.1 Introduction
This Chapter 1 aims to summarise the current state of the art regarding the physical phenomena behind
an ever more frequent method of firefighting: the hydrodynamical modelling of processes in which a
liquid is kept highly pressurised by a seemingly ideal gas, both contained within a vessel provided with
a fast valve, which is suddenly opened and the liquid released to atmosphere at high speed through
a length of discharge’s pipe. A special emphasis is made on the theoretical and mathematical models
which attempt to explain such phenomena.
In the realm of Fire Protection Engineering (FPE) it is not infrequent the use of highly pressurised
extinguishing agents that are suddenly discharged to protected areas in case of outbreak of fire. This
very effective method of fire extinction is carried out with agents that normally are in gaseous state at
standard conditions of pressure and temperature (with a remarkable exception), although within the
pressurised vessels can very well be in liquid state. Upon discharging, the agent’s vaporisation enthalpy
is retrieved from the ambient, thus decreasing its temperature until fire is quenched.
Anumber of years ago,Halons (a subclass of the general family ofHaloalkanes)were themain extinction
agents used to prevent the initiation of flames within small-to-medium rooms in which fires were
deemed specially catastrophic, such as computer rooms, critical documentation vaults, museum’s
restoration halls, process control rooms, etc. They were so effective in stopping the combustion
reactions, that little discussion existed about the possibility of finding some other kinds of extinction
agents.
As it was established the role played by BFCs and CFCs (Haloalkanes containing Br and Cl) in ozone
layer depletion (see figure 1.1), and it became evident that those compounds were doomed to perish
for any industrial application as a result of 1987 Montreal’s Protocol, a vast scientific and engineering
endeavour was originated with the purpose of finding new substances that could substitute Halons
in such important applications. Thus, there were established the Halon Options Technical Working
Conference (HOTWC), or the International CFC and Halon Alternatives Conferences and Exhibitions,
and similar scientific and engineering meetings. Probably, the most ambitious program was the Next
Generation Fire Suppression Technology Program (NGP) of the National Institute of Standards and
1The present Chapter is addressed to Engineers interested in the field of Fire Protection Engineering (FPE),
specially in fire extinction through the discharge of clean agents into protected rooms. Readers not fitting this
category are most welcome to this Chapter, although possibly they might prefer to skip it altogether and plunge
directly into the next one 2.
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Technology (NIST) (USA), which ran from 1991 to 2006 under the supervision of renowned scientists
like Richard G. Gann and others (see [Gan95], [Gan98], [Gan03] or [Gan05])
Figure 1.1: The largest Antarctic ozone hole recorded as of September 2006.
As a result of such standing and extensive research, a number of agents were found that fulfilled
acceptably the role of Halons for fire extinction applications, and the literature is full of articles, papers
and proceedings describing them (see, for instance, [Coo94], [GGP94], [HGG+94], [HTSC94], [BGF+95],
[MDK98], [NBHT98], [GHCP00], [Sas01], [RRC01], [Lin06], [PYB+06] or [BBFY08])
Those fire extinction compounds aremembers of the HFC family (a subclass of Haloalkanes containing
onlyC ,H andF ), also called colloquiallyCleanAgents, because they have nonoticeable effect onEarth’s
ozone layer. Some of these agents actually showed design concentrations to quench test fires not too
different from those corresponding toHalons. This last feature is quite desirable, because itmeans that,
in many cases, the existing installations (pipes, valves, manifolds, etc.) could be preserved and only the
actual agent’s cylinders had to be replaced, thus rendering more affordable the initiative of banning
Halons and having them replaced by less environmentally hazardous compounds. Notably, one of the
most suitable agents (with an acceptable price tag) was found to be HFC-227ea, which could readily be
used as a replacement agent in existing installations of Halon 1301 (see [Sen01]).
But once the problem of Earth’s ozone layer depletion was given a temporary solution, the world, with
the exception of a few stubborn characters, became conscious of a new threat to the Planet: the global
warming of the atmosphere due to greenhouse effect and the climate change itmight engender. A great
number of studies were conducted in order to measure the greenhouse effect attached to any gaseous
substance that might be released to the atmosphere. Nowadays, every industrial compound exhibits
in its Material Safety Data Sheet the degree of Global Warming Potential (Global Warming Potential
(GWP)) it carries, usually referred to that ofCO2 which is taken as a reference unit (GWPCO2 = 1).
The most effective clean agents, from the extinction power’s point of view, normally exhibit a very high
degree of GWP, several thousand times higher than CO2 2 (see figure 1.2). With raising worldwide
concern about climate change, it is only natural to try to find extinction agents as effective as those, but
2HFC-227ea has a GWP= 2900, that is, 1 kg of HFC-227ea has the equivalent global warming effect of 2.9 tons
of CO2. Other extinction agents have a much higher GWP: for instance, HFC-23 has GWP= 11700 (14800 for a
100 years period). See thermophysical properties of HFC-227ea in table 1.2.
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much less hazardous for the environment. While this research is being conducted, with varying degree
of success, growing concern arises in rationalising theuse of existing clean agents, with the aim that just
the strictly sufficient amount to extinguish a potential fire is released to the atmosphere, and nothing
else. There exists founded suspicions that, possibly, current regulations and standards concerning such
fire protection techniques, do not adequately address the necessity of reducing the amount of agent to
be released to environment, to the actual minimumwhich guarantees fire extinction.
Thus in the long term, those Clean Agents were not so clean after all, and a new endeavour is again
necessary to replace them with other agents that could undertake the task. In the meantime, the
emphasis is set on techniques which might improve the efficiency of existing clean agents, allowing
for smaller amounts of them to guarantee the same extinction performance. This could very well
be obtained with improved methods of discharge, that take into account the specific hydrodynamic
features of this process. All that justifies the necessity of developing new models that could be used
in the design of better systems, which fully exploit the intrinsic capabilities of clean agents to quench
fires.
Although there exist ample empirical research regarding the effectiveness of those clean agents to
extinguish various kinds of fire (see, for instance, [Coo94], [HGG+94], [HTSC94], [KSMKK96], [MDK98],
[KOYS01], [RRC01], [Sas01], [Ska02], [Fri03], [SAA+03], [SAAM04], [Ben06], [Lin06], [PYB+06] or [YK06],
among many others), to the author’s knowledge, very few studies have been reported regarding the
hydrodynamics aspects of the phenomenon, specially from the transient point of view. It would be
expected that a deeper understanding of the dynamical processes involved in agent’s release, would help
in reducing and optimising the amounts of clean agent that currently are regulated and established as
suitable for extinction applications.
The information summarised in this State of the Art Chapter is gathered with the intention of
contributing to such endeavour: to provide a physico-mathematical model, and the associated dynamic
equations thereof, which will permit the description, comprehension and prediction of the free
discharge process of a highly pressurised liquid agent into the atmosphere. It is also expected that the
model would open up the possibility of incorporating its results into the current set of regulations and
standards related with this field of FPE.
Although this problem has been approached before within the realm of FPE (see, for instance,
[PYG+94] or [Coo93]), the treatment found in the literature has always been from a hydraulic 3 steady
state perspective. To the author’s knowledge, there is not yet a model for the problem’s transient
hydrodynamic behaviour. Along the Dissertation it will become evident that such a fast process as this
agent’s discharge (which normally elapses less than 10 s, with a frenzy evolution in the first second),
could not be accurately described with the equations of steady state hydraulics. Instead, full transient
regime equations must be used, which will allow for new and interesting hydrodynamic behaviour to
emerge.
The present Chapter is devoted to investigate the findings that exist in the literature regarding this
3In this Dissertation the following distinction will be made between hydrodynamic model and hydraulic model.
A hydrodynamic model refers to the study of a flow from the perspective of Mechanics of Continua, which is best
described through fields that determine the detailed structure of the flow, whereas a hydraulic model deals with
quantities not requiring the treatment of fields, but rather are considered dependent variables which characterise
the flow as a whole, and are unable to provide information about the internal structure of the flow. Hydrodynamic
models are usually 3D, while hydraulic models are systematically 1D. The connecting bridge between both types of
model is the cross-section average to be introduced in section 2.3.1. This distinction applies only within the scope
of the present work and has no pretension to be universal.
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Figure 1.2: Thermophysical properties of most used HFC extinction agents.
phenomenon, always within the realm of FPE (hence the Chapter’s title). Works studying similar
processes in fields not related with FPE will be considered in other Chapters.
A final word on a new generation of clean agents that have arisen with suitable characteristics for
being used as fire quenching agents replacing Halons and HFC. To date, the most promising extinc-
tion agent that has no impact on the ozone layer and boasts a remarkably low GWP= 1 is a member
of the perfluorinated ketones identified as FK-5-1-12, also known as NOVEC-1230. Its thermophysical
properties are presented in table 1.1, and the models to be developed in this Dissertation will take the
transport quantities of FK-5-1-12 as a reference. Another interesting family of agents is the BromoTri-
fluoroPropene (BTP) group, with members like 2-bromo-3,3,3-trifluoropropene (2-BTP) or 1-bromo-
3,3,3-trifluoropropene (1-BTP) and chemical relatives like 4-bromo-3,3,4,4-tetrafluorobutene (BTFB) or
2-bromo-3,3,4,4,4-pentafluorobutene (BPFB).Unfortunately, this State of theArt investigation couldnot
find any paper related with the discharge hydrodynamics of any of the above new clean agents.
1.2 Description of the Technique
Awell tested technique for fire-fighting in closed rooms, used all over to protect valuable assets, consists
of discharging an extinction agent very rapidly into the roomwhich ismeant to be protected, as soon as
an outbreak of fire is detected. It is specially adequate for the initial stages of fire development, when
the amount of combustible involved in the reaction is still small and accessible for the agent to actuate.
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The high velocity attained by the flooded agent upon releasing creates a turbulence within the vault
which favours its thorough mixing with the existing air. According to the nature and amount of agent
discharged into the room, the fire is quenched by one or more of the following mechanisms:
Heat removal: The combustion reaction is halted due to a sudden decrease of temperature, below
flammability limit. The agent’s concentration in the room need not be very high, as long as
it exhibits enough cooling properties. Such heat removal is mainly attained by rapid agent’s
vaporisation, which is favoured by the generation of tiny droplets as the liquid agent collides with
the nozzle’s sharp edges.
Oxygen removal: The chemical reaction is halted due to the scarcity of a basic reactive (suffocation).
The agent’s concentration in the ambientneeds to be very high, since itmust displace oxygen from
the room below the suffocation limit.
Reaction hindrance: The combustion reaction is hindered, and eventually halted, due to new
chemical compounds that interfere with the radicals created in the original chain reaction.
The agent’s concentration need not be very high, as long as it has the property of generating
intermediate compounds with those radicals.
Haloalkane-based clean agents rely primarily on the first mechanism, being the others of secondary
importance. Inert-gas clean agents use almost exclusively the second mechanism, somewhat aided by
the blowing effect the gas jets have on the burning surface. The third mechanism is typical of Halons,
which also employ profusely the first.
Around year 2003 a new kind of clean agent was introduced in the market for this same application.
Under the ASHRAE name of FK-5-1-12 (FK stands for ’FluoroKetone’) this new agent boasts a GWP of 1
(equal toCO2), and has set a standard that other manufacturers will follow. FK-5-1-12 presents, among
others, a distinct characteristic not equalled by competing clean agents: it is liquid at NTP 4 conditions.
Therefore, it undergoes negligible vaporisation while being convected inside the discharge pipe. This
feature represents a remarkable advantage for the practitioner Engineer, since it is possible to develop
a hydraulic model for the FK-5-1-12 discharge without further concern on the difficulties of two-phase
flow. Themainmodels developed in this Dissertation will also be particularised for the FK-5-1-12 agent.
FK-5-1-12’s formula and molecule are shown in figures 1.3 and 1.4, respectively. Table 1.1 lists its main
thermophysical properties. Note that agent FK-5-1-12 has a kinematic viscosity lower thanwater, 0.4 cSt
versus 1 cSt.
Since this research cannot delve into every Haloalkane employed in FPE, it will concentrate instead in
one of the most used clean agents, namely HFC-227ea, also known as R227, Heptafluoropropane, HFP,
C3HF7, CF3 − CFH − CF3... It is also commercialised under the trade registered names of FM-200,
FE-227, Solkaflam 227, MH-227, NAF S 227... It is a colourless and odourless gaseous halocarbon at NTP
conditions, although it is liquid at the conditions reigning in the cylinders being used in FPE. Agent
HFC-227ea adopts the chemical formula depicted onfigure 1.5, while itsmain thermophysical properties
are listed in table 1.2. The molecule CF3 − CFH − CF3 is a reagent to generate sources of radical
CF3 − CF− − CF3 by deprotonation. This ability would be clearly understood upon examining its 3D
molecular model, figure 1.6 By considering HFC-227ea, other members of the family of HFCs would be
adequately represented, since their properties are not so different 5
4Nominal NTP conditions are set at 101.325 kPa = 1 atm and 20 °C = 293.15 K, while Standard Temperature
and Pressure (STP) is set by the IUPAC as 100 kPa = 1 bar and 0 °C = 273.15 K.
5With the exception of HFC-23, which is in a class by itself. However, HFC-23 is currently banned in Europe
for obvious environmental reasons: GWP= 11700.
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Figure 1.3: Chemical formula of FK-5-1-
12 molecule. Figure 1.4: 3-D image of FK-5-1-12molecule
Properties Value
Chemical Formula CF3CF2C(O)CF (CF3)2
Boiling point @ 1 atm (°C) 49.2
Freezing Point (°C) -108
Molecular Weight (g/mol) 316
Critical Temperature (°C) 168.7
Critical Pressure (MPa) 1.865
Critical Volume (cc/mole) 494.5
Critical Density (kg/m3) 639.1
Vapour Pressure (kPa) 40.4
Heat of Vaporization @ boiling point (kJ/kg) 88
Liquid Density (kg/m3) 1616.34 @ 20°C
Gas Density @ 1 atm (kg/m3) 13.6
Specific Volume, gas @ 1 atm (m3/kg) 0.0733
Coefficient of Expansion (K−1) 0.0018
Kinematic Viscosity @ 20°C (cSt) 0.40
Absolute Viscosity (cP ) 0.64
Specific Heat, liquid (J/kg K) 1103
Specific Heat, vapour @ 1 atm (J/kg K) 891
Thermal Conductivity (W/m K) 0.059
Surface Tension (mN/m) 11.39 @ 20°C
Solubility of Water in Fluid (ppm by weight) 20
Dielectric Strength, 0.1" gap (kV ) > 40
Relative Dielectric Strength @ 1 atm (N2 = 1.0) 2.3
Dielectric Constant @ 1kHz 1.8
Volume Resistivity (Ω cm) 1012
Global Warming Potential (GWP) 1
Table 1.1: Thermophysical properties of FK-5-1-12 (at 25°C unless otherwise specified).
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Figure 1.5: Chemical formula of HFC-
227ea molecule.






Boiling Point @ 1 atm (°C) −16.34
Freezing Point (°C) −131
Critical Temperature (°C) 101.75
Critical Pressure (kPa) 2925.0
Critical Density (kg/m3) 594.25
Liquid Density (kg/m3) 1387.7
Density, saturated vapour @ boiling point (kg/m3) 8.4860
Vapour Density @ 1 atm (kg/m3) 7.1461
Specific Heat, liquid (Cp) (kJ/kg°C) 1.1816
Specific Heat, vapour (Cp) @ 1 atm (kJ/kg°C) 0.81327
Vapour Pressure, saturated (kPa) 454.73
Heat of Vaporization @ boiling point (kJ/kg) 131.77
Thermal Conductivity, liquid (W/m°C) 0.060491
Thermal Conductivity, vapour @ 1 atm (W/m°C) 0.013336
Viscosity, liquid (cP ) 0.23935
Viscosity, vapour @ 1 atm (cP ) 0.011590
Relative dielectric strength @ 1 atm (N2 = 1) 2.00
Solubility of Water in HFC-227ea @ 20°C (ppm) 600
Solubility of HFC-227ea in water @ 20°C (mg/L) 260
Ozone Depletion Potential (CFC-11 = 1) 0.0
GWP (100 yr ITH. GWPCO2 = 1) 3220
Atmospheric Lifetime (yr) 34.2
Inhalation Exposure Limit (AEL) 1000 ppm 8 hr/12 hr TWA
Table 1.2: Thermophysical properties of HFC-227ea (at 25°C unless otherwise specified).
The basic features and Engineering aspects of automatic fire extinction systems based on HFC-227ea
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could be found in general reference handbooks such as [DiN02] and [DiN03]. Unfortunately, those
extensive references do not mention agent FK-5-1-12.
Commercially, the agents FK-5-1-12 and HFC-227ea are supplied in cylinders of different standardised
volumes, normally at 24 bar or 42 bar of relative pressure at normal room temperature, although other
pressures are possible. The pressure is maintained by means of compressed gas N2, being both the
agent and N2 within the cylinder. Should the application demand more than one cylinder, several of
them could be deployed together forming a battery, as shown in figure 1.7. In such cases, normally the
released pressure of one tripped cylinder is used to trigger the next one in the battery.
The cylinders are connected, via rigid pipe (normally with high pressure rating), to a number of nozzles
whichwarrant the adequate distribution of agent within the protected room (see figure 1.8). The trigger
which releases the agent is normally an automatic fire detection system, usually of the very-early-
warning type.
Figure 1.8 shows a typical small installation that demands just one cylinder to guarantee fire extinction.
The elements which constitute an automatic fire suppression system based on clean agent are:
Agent cylinder Clean agent and N2 are both contained inside the cylinder, both compressed to the designed
pressure. The cylinder is endowed with a manometer.
Valve A fast-opening valve releases the agent to the ambient. It could be electrically or pneumatically
activated. In a battery of cylinders either a pilot bottle triggers pneumatically all cylinders, or the
first one is tripped electrically and the remaining are triggered pneumatically with the pressure
released by the first, or any other similar combination. The cylinder has a manual release lever
which acts directly on this valve.
Piping It conducts the cleanagent to the atomisingnozzles, guaranteeing that discharge elapses less than
a established time (usually 10 s).
Nozzles Allow for the agent to break into tiny droplets (case of FK-5-1-12) or to vaporise directly (case
of HFC-227ea), and distribute the agent evenly enough inside the protected room. The set of
droplets present an enormously larger interface than an equal-mass pool liquid, thus favouring
rapid vaporisation.
Fire detectors They could detect the presence of smoke, rising temperature, flame, or any other property
associated with fire. Usually there are a redundant set of detectors in each protected room, to
avoid false alarms. Each activated detector sends an alarm signal to the fire detection panel.
Detection panel CalledReleasingPanel infigure 1.8, it is the electronic unitwhich receives the early-warning alarm
signal from fire detectors, and triggers the agent’s release, according to whatever sequence has
been programmed.
Horn/strobe An audible/visible warning signal for the people inside the room, announcing that agent’s release
is coming. People must leave the room and lock the door upon hearing this horn.
Manual release A push-button which sends a signal to the Detection Panel, causing the release of agent to the
room.
Manual abort A push-button which sends a signal to the Detection Panel, aborting the extinction sequence and
granting manual control to whomever has pressed such button (not shown in figure 1.8).
Fire suppression with clean agents FK-5-1-12 or HFC-227ea is mainly based on its ability to vaporise and
rapidly remove heat from its surroundings. This causes a sudden temperature decrease in the protected
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Figure 1.7: Typical battery of HFC-227ea cylinders for fire extinction applications.
Figure 1.8: Typical small installation of HFC-227ea fire extinction.
room, which plunges below the flammability limit, thus quenching any attempted fire that might have
initiated. The rate of vaporisation, which in turn determines the efficiency of the extinction agent, is
directly related with its vapour pressure at the conditions reigning in the protected room.
Figure 1.9 shows the vapour pressure of FK-5-1-12 as a function of temperature. It has the expected
exponential behaviour predicted by Thermodynamics. For normal room temperature (some 20°C), this
pressure is slightly higher than 32 kPa, that is, concentrations of FK-5-1-12 up to 32% are possible
before reaching saturation. Therefore, at the concentrations this agent is normally used in actual
installations (around 6%), it can vaporise completely and its extinguishing actionwouldnot behindered
by saturation, being themaximumachievable partial pressure after discharge (some6kPa) neatly lower
than saturation pressure at normal room temperature. Thus, FK-5-1-12 exits the nozzle in liquid phase,



















Vapour pressure of FK-5-1-12
Figure 1.9: Vapour pressure curve of FK-5-1-12.
and it is the conversion in droplets upon colliding with the nozzle that makes it vaporise quickly.
Figure 1.10 shows the vapour pressure of HFC-227ea as a function of temperature. For normal room
temperature (some 20°C) this pressure is slightly above 4 bar, and that explains the flashing behaviour
of HFC-227ea as it exits the discharge nozzles. The excellent photograph of figure 1.11 displays how
the agent has fully vaporised as it displaces some 1 m away from the nozzle. The vaporisation begins
before reaching the nozzle, inside the discharge pipe. Flashing of HFC-227ea will be further explained
in section 1.5 .
Figure 1.10: Vapour pressure curve of HFC-227ea.
The calculationof theheat removed fromambient as cleanagent vaporisesduring thedischargeprocess,
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is suitably described in general handbooks such as [DiN02] and [DiN03] (see also sections 1.4 and 1.5).
This cooling effect, although the most important, is not the only suppression mechanism taking place
during agent’s discharge: the high speed fluid also removes partially some oxygen from the fire, and
disperses andmixes with pyrolysis products, thus interfering with the combustion reaction. It is worth
mentioning the interesting experimental work related with fire suppression, [BBFY08], which shows
with detail the successive stages being developed in a typical fire extinction process.
Figure 1.11: Discharge of HFC-227ea agent in a protected room.
The main mechanism to attain the desired discharge velocity is toN2-pressurise correctly the agent in
the cylinders. Thus, a certain amount ofN2 must be added to obtain the right pressurisation, but always
above aminimum threshold, since the pressurewithin the cylinderswould raise rapidlywith increasing
room temperature, perhaps above their pressure rating. The relationship betweenN2 and clean agent
inside the cylinder is called the filling density, and its measured in kg of clean agent perm3 of cylinder
capacity. The higher the filling density the lower the mass ofN2 within the cylinder 6.
In order to understand the importance of such pressurisation, figure 1.12 shows the pressure increase of
a typical cylinder as a function of temperature, taking into account several filling densities of FK-5-1-12.
In the FPE jargon, it is called the isometric diagram for a given agent. The diagram has been drawn
for a cylinder with 25 bar at 21°C , and similar ones must be determined for different design pressures
(42 bar or any other). Alternatively, figure 1.13 shows the corresponding isometric diagram for HFC-
227ea at the same design pressure of 25 bar at 21°C . Such isometric diagrams determine themaximum
filling density for an agent in a cylinder with a given pressure rating, the rule being that the pressure
attained at 54°C must not exceed 5/4 of its design pressure. For example, the maximum filling density
for HFC-227ea with 25 bar at 21°C is 1153 kg/m3 (see figure 1.13).
A second means to achieve a high discharge velocity, complementary to the former, is an optimised
piping design. It is thus necessary to develop comprehensive dynamic models of pipe flow which take
6The filling density is related with the geometric factor Gf to be introduced in section 2.4. The higher the filling
density the larger the geometric factor.
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Figure 1.12: Isometric diagram for FK-5-1-12 superpressurised with N2 to 25 bar at 21°C.
Figure 1.13: Isometric diagram for HFC-227ea superpressurised with N2 to 25 bar at 21°C.
into account the transient character of the discharge process. Besides, those models should describe
accurately the dependence of the transient friction factor on flow parameters, since friction is themost
important effect opposing agent’s motion. The following section is devoted to assess the current State
of the Art of this particular aspect of those extinguishing systems. New mathematical models will
be introduced in the coming Chapters, which derive the transient dynamic equations of agent’s flow
directly from First Principles.
1.3 Hydraulics of Discharge: Literature Review
Even though there exist a large number of works studying and documenting the effectiveness of clean
agents (and other extinction agents) for various kinds of test fires, few papers can be found conducting
extensive research on the hydrodynamics behaviour of the discharge process of such agents to protected
areas.
[GGP94], is probably the most comprehensive work ever written on the subject of agent’s discharge
over fires in protected areas. It covers most areas of research which have a relationship with this
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issue: thermodynamic properties of agents, hydrodynamical modelling of discharge, hydrodynamic
experimentation of these phenomena, flame suppression effectiveness of such agents, flame inhibition
chemistry, agent stability under storage and discharge residue, corrosion of metals, elastomer seal
compatibility, and human exposure and environmental impact. It contains interesting developments
from a theoretical point of view, viable numericalmodels, ingenious experimental set-ups, and valuable
results and findings.









Figure 1. The experimental arrangement.Figure 1.14: Experimental arrangement in [PYG+94] experiments.
The Chapter devoted to hydrodynamics of agent discharge, [PYG+94], is exhaustive and covers most
aspects of this subject. It defines amathematical model for an experimental set-up inwhich the process
can be studied andmonitored, and themodel’s predictions compared with themeasurement results. It
is complete, full and detailed, and themodel is quite analytical, but it is based on the equations found in
[Sha53], which are developed under the assumptions of isentropic steady regime flow, and it does not
take into account the transient flow equations which are deduced in [Sha54].
[PYG+94] describes an experimental apparatus, shown in figure 1.14, and the associated mathematical
model that explains the agent’s behaviour as it is discharged through it. Their approach to the problem
considers the agent as a compressible fluid and makes use of the equations for steady isentropic
compressible flow. The model also includes the possibility of agent flashing 7.
It considers also a discharge flow coefficient for the orifice (nozzle) through which the agent is released
to the ambient, according to [Sha53]. The dimensionless equations are then presented and solved
numerically, for a set of initial values typical of standard extinction installations. The results are
depicted in graphs and then compared to actual measurements. There is a comprehensive set of curves
which showsmost of the situations that can be subjected to experimental control. The experiments are
7Flash evaporation is produced when a saturated liquid undergoes a sudden reduction in pressure. The liquid
begins to boil until the energy removed from the remaining liquid drops its temperature below saturation point, or
until it vaporises completely, whatever occurs first.
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conducted with a number of different extinction agents, such as HFC-227ea, FC-218, FC-236, FC-31-10,
HFC-32, HFC-125, Halon 1301, HCFC-22, HCFC-124, HFC-236fa, FC-318, FC-116 and HFC-134a.
One of such curves is shown on figure 1.15, representing the results for the temporal variation of the
internal pressureduringdownwarddischargesofHFC-227ea. Pressures reported in thefigurearegauge
dimensionless pressures, referred to the actual burst pressure, Pi, which is taken to be the pressure
at t = 0 s. The curves show two distinct regions, separated by an inflection point. The first region
corresponds to the time interval during which the liquid agent is being propelled from the vessel.
The second region corresponds to the period when the remaining vapour (mostly N2) is being vented
from the vessel. The inflection point corresponds to the time at which the liquid agent has just been
completely expelled from the vessel. [PYG+94] also includes abundant pictures taken from high speed
cameras. Those pictures show with great detail the development of flow in the discharge process.
Figure 1.15: Internal pressure during downward discharges of HFC-227ea (after [PYG+94]).
Figure 1.16 shows the comparison of the actual measured values of discharge pressures for HFC-227ea
with the model’s predicted results. Despite not using transient flow dynamic equations, the agreement
is excellent 8.
Perhaps the most interesting results, from a Hydrodynamics point of view, are those shown in figures
1.17 and 1.18. They correspond to the dynamic pressure curves asmeasured by two pressure transducers:
one locatednear the exit orifice (some 13mmdownstream, figure 1.17), and another placed further away
(some 1.3 m downstream of the vessel’s exit, figure 1.18). In both cases, two measurements have been
conducted with different agent masses and release pressures. Those curves are plotted with an offset,
so that they could be clearly distinguished. Despite air entrainment alters the jet, far-field curves are
qualitatively not too different from near-field’s, although their values are over 60% higher, a somewhat
surprising result.
8Possibly, the transient is negligible because the discharge length is zero, that is, the agent is discharged directly
to the atmosphere through an orifice made on the vessel itself. In chapter 2 it will be seen that the transient
duration is related with the discharge being conducted through a pipe of length L.
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Figure 1.16: Theoretical and experimental discharge pressure for HFC-227ea (after [PYG+94]).
Figure 1.17: Near-field dynamic pressure for releases of HFC-227ea. Trace B is offset by 100 kPa. (A)
476 g, release pressure 4.45 MPa; (B) 489 g, release pressure 4.41 MPa (after [PYG+94]).
[Coo93] is a research work very much in the line of [PYG+94] above, although it studies the agent
R22, with slightly different properties than HFCs like HFC-227ea. As remarked above, the discharge
treatment is done under the assumption of steady compressible flow. Also [PYBG93] develops this same
issue from an experimental point of view for various HFC, although it is less exhaustive than [PYG+94].
[Wys96] also reports the discharge process of clean agents, including HFC-227ea. He uses Bernoulli’s
equation in the Hesson’s adaptation form, and does not consider explicitly the transient nature of the
dynamics, althoughmost of the work is experimental rather than theoretical. Pressure data is provided
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Figure 1.18: Far-field dynamic pressure for releases of HFC-227ea. Trace B is offset by 100 kPa. (A)
489 g, release pressure 4.41 MPa; (B) 476 g, release pressure 4.45 MPa (after [PYG+94]).
for both, inside the vessel and at the nozzle (see figure 1.19). The pressure curves for the discharge
of HFC-227ea show the time-decreasing pressure drop between cylinder and nozzle. This standing
decrease is interrupted on two occasions: the peak in cylinder pressure at 2.5 s that indicates the
beginning of flashing, in which the agent’s flow changes from single-phase to two-phase; and the peak
in the nozzle pressure trace at 9.6 s indicating a transition from two-phase flow to vapour flow. Note
the pressure at the nozzle changes slowly, except after pure vapour flow.
Figure 1.19: Pressure inside the cylinder and at nozzle for HFC-227ea discharge (after [Wys96]).
[DFF+94] presents a study of the clean agent’s discharge process, based on the model developed by
[EGK+84] for Halon 1301. It offers a mathematical model for the phenomenon, but it does not take into
account a transient dynamic equation, but rather considers quasi-steady flow. The agent is assumed to
flow in liquid, two-phase and vapour modes. It reports interesting experimental pressure data for the
first few seconds of process, displayed in figure 1.20. In this figure the flow has been divided into five
distinctive sections (see the four vertical dashed lines).
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Figure 1.20: Pressure inside the cylinder and at nozzle for clean agent discharge (after [DFF+94]).
[ZW96] develops a mathematical model based on mass and energy conservation, in which no transient
dynamic equation is considered. The paper shows curves ofHFC-227ea concentration versus time, both
from analytical calculations and from actual test results. The agreement is good in the long term, even
though no comparison is made between experimental and theoretical results in the first few seconds.
Actually, the discharge concentration curves aremodelled as straight lines. A theoretical pressure curve
is offered, but it corresponds to roompressure, not to pipe flowpressure. Therefore, scarce information
is offered about the discharge’s dynamics.
[BGH+94] measures the discharge process of HFC-227ea, and other clean agents, in an experimental
set-up, and compares the results with a computermodel named Transient Flow Analysis (TFA), which is
not described in the paper. TFA is presented and explained in [KLGS94], which describes the computer
model used to calculate the discharge process, but the program and its numerical output are not shown
on the paper. TFA is the result of amodification to an already existing computer program formodelling
Halon 1301discharge, described in [CHM92]. Figure 1.21 displays thequalitativemassflowrate forHalon
1301 predicted by [CHM92]. In Chapter 2 it will be developed a velocity curve qualitatively similar to that
presented in figure 1.21.
TFA is further explored in [BGF+95], which studies the discharge of HFC-227ea and HFC-23 in large
piping distribution systems, with several cylinders (4 to 14) installed in battery. The discharge pressure
is monitored in up to 9 nozzles, and also inside the pipe. TFA’s predicted results are compared to actual
measurements. Unfortunately, nomathematicalmodel is presented in this work, nor any graph similar
to figure 1.21.
The flowwithin pipes during discharge is studied in [CGY94], which characterises the flow as transient
and two-phase. The experimental set-up includes a high-speed camera that records the liquid evolution
inside the pipe, and the authors test the agents HFC-227ea and Halon 1301. The paper displays the
pictures of the flow from the beginning fractions of first second, although only presents experimental
curves with no theoretical predictions nor computer programs. Pipe pressure traces, corresponding to
a transducer located some 2 m downstream the release valve, show an interesting transient spike at
around 700ms, probably related withN2 flowing alone in the pipe.
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Figure 1.21: Qualitative mass flow rate for discharge of Halon 1301 (after [CHM92]).
Figure 1.22: Experimental vs. calculated steady mass flow rate (after [CYK+95]).
Using the same experimental set-up as in [CGY94] above, [CYK+95] studies the discharge process after
theagent exits thepipeand is released into test engine’snacelles. Several extinctionagents are employed
in the experiments, and the pressure traces are presented for a number of tests. Figure 1.22 shows the
deviation of the actual experimental results from the calculated steady state mass flow rate, according
to the model the authors were using. Such model, though, is not offered explicitly in the paper, which
just mentions its source: the model for discharge of Halon 1301 developed in [EGK+84]. The observed
deviations measure the limitations of a steady state flow model to correctly predict the experimental
data. The transient spike in the pipe transducers described above is also present in this paper, surely
due to flow ofN2 alone as the liquid agent runs out of the vessel.
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A computer model for the discharge of several agents (water, Halon 1301, CO2, HFC-227ea and HFC-
125) is profusely described in [TPC+00]. The program bears the name of FSP and it represents an
improvement to the computer model presented in [EGK+84]. It covers transient phenomena and two-
phase flow. The computer model is tested against the same experimental apparatus used in [CGY94]
and [CYK+95], providing acceptable results when the predicted curves are compared with the actual
experimental data.
Also transient experimental phenomena are studied in [WC96], although it treats inert agent IG541 9,
not Haloalkanes. It is mentioned herein for its study on pure gas discharge, without consideration for
flashing or two-phase flow. Some experimental curves are offered which could be compared with those
corresponding to HFCs.
A different approach to the discharge problem is offered in [SP95]. It presents a mathematical model
of discharge to a control room, and shows the results of experiments measuring the pressure variation
within a 34 m3 leak-tight room (i.e. a room with a one-way vent that releases excess pressure, but is
leak-proof at negative pressure), which undergoes the discharge of agent HFC-227ea. The pressure is
monitored for relatively long time (some 30 s), compared to the actual discharge’s time. The agreement
betweenmodel and experiment is noteworthy. A remarkable outcome of this study: the pressure within
the room turns negative (below atmospheric) for some time after discharge (see figure 1.23). Also the
HFC-227ea dispersion throughout the room is observed andmonitored.
Figure 1.23: Model/measured pressure in 34m3 room upon HFC-227ea discharge @5.9% (after [SP95]).
The same negative pressure in rooms suffering HFC-227ea discharge is reported in [RFS05]. This work
offers a comparison between the room pressure curves of two extinction agents: inert gas IG541, which
is always in gaseous state along this process, and clean agent HFC-227ea, which exhibits a flashing
behaviour and vaporises entirely after a few seconds. Figure 1.24 displays a positive pressure within
the room at every instant after IG541 discharge, while figure 1.25 shows alternatively positive, negative
and again positive room pressures after HFC-227ea discharge. The paper also compares the actual test
9IG541 is a blend of inert gases, Ar 40%, N2 52%, CO2 8%, and it quenches the fire suffocating the flames, that
is, removing oxygen from the combustion reaction. This agent is stored at very high pressures (normally 200 or
300 bar) and is never in liquid state within the cylinders.
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results with the predictions of a computer model, even though no details are given thereof (see figure
1.26).
Figure 1.24: Room pressure during the discharge of 30.9% V/V IG541 (after [RFS05]).
Figure 1.25: Room pressure during the discharge of 6.1% V/V HFC-227ea (after [RFS05]).
1.4 ExtinctionMechanisms for FK-5-1-12
The main mechanism used by FK-5-1-12 (and other clean agents) to extinguish a fire is the sudden
temperature reduction caused in the surrounding airwhen the agent vaporises as it floods the protected
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Figure 1.26: Predicted/measured enclosure pressures for 8 s HFC-227ea discharge @ 9.8% (after [RFS05]).
room. This cooling effect is supposed to bring the room’s temperature below the flash point of the
pyrolysed material, thus quenching the fire as long as the heat source be not powerful enough to
overcome the temperature descent. That kind of extinguishing mechanism will now be studied in
detail with the aid of figure 1.27, which shows the pressure-enthalpy diagram of agent FK-5-1-12.
Some rule-of-thumb basic calculations will be performed, to serve as estimates without any pretension
of accuracy. The calculations follow the guidelines expressed in the regulation EN 15004-2:2008.
Hopefully, the practitioner Engineer will find them useful, and is invited to repeat them any time for
specific applications in FPE. Similar rules are applicable to other clean agents, and the results would
provide an estimate of their quenching capacity.
Assume a mass of agent FK-5-1-12 is kept in cylinders with a pressure of 25 bar, although that might
change depending on the system’s manufacturer. Assume also the cylinder temperature is 20°C , just
as the room temperature. While in the cylinder, the agent’s state is represented by the point A in
figure 1.27. Assume now a fire is detected, usually in a very early stage, and as a result an automatic
command is issued to initiate the agent’s release to the room. Upon discharge, the agent’s state follows
the thermodynamic path fromA toB in figure 1.27. The process is roughly isenthalpic and isothermal,
and it goes on until all agent reaches the atmospheric pressure. Note that at pointB the agent FK-5-1-12
has a specific enthalpy around 65 kJ/kg, is in liquid state and still needs some additional 30 kJ/kg to
begin to boil (point C), because at p = 1 bar, T = 49.2°C vaporisation begins at around 95 kJ/kg.
The remarkable fact is that, thermodynamically, FK-5-1-12 should be in liquid state at p = 1 bar,
T = 20°C , except the fraction needed to generate the agent’s vapour pressure. Actually, at 20°C the
vapour concentration of FK-5-1-12 in air can raise up to 32% in volume before reaching saturation.
Compared with water, the combination of a relatively low heat of vaporisation (some 25 times less) and
a high vapour pressure (some 12.7 timesmore), causes FK-5-1-12 to evaporatemore than 50 times faster
than water. Besides, the mixture (air)+(FK-5-1-12) has a much higher heat capacity than air alone, thus
removing more heat from fire for each additional degree of temperature increase.
In order for FK-5-1-12 to boil completely at atmospheric pressure, pointD in figure 1.27, the liquid agent
in stateC needs some 185− 95 = 90 kJ/kg of additional energy (88 kJ/kg according to table 1.1). The
balance for some agent just discharged (point B) is thus: 30 kJ/kg to start vaporising (point C) and
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88 kJ/kg additional energy to fully boil (pointD). That is themaximummargin the agent possesses for
rapidly removing heat from the fire, although eventually it would be less than that.
Some energy is also contributed by the agent’s high velocity upon discharging. Assuming perfect
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contributing with an additional kinetic energy of 15.6 kJ/kg. This kinetic energy can only be extracted
from the liquid’s initial enthalpy. Thus, taking it into account the discharge path would not really be
isenthalpic, but rather it would go from state A to state B′ in figure 1.27. Note B′ is offset 15.6 kJ/kg
from B. In the end, the agent’s kinetic energy serves to increase the surrounding air’s internal energy
throughmolecular collisions, thus it balances out and can be ignored in what follows.
Upon reaching the nozzle the agent impacts with its sharp edges and converts itself into a spray of
myriad micro-droplets. FK-5-1-12 surface tension is seven times lower than water’s; therefore it creates
much smaller droplets for the same kinetic energy. Withmuch-increased surface for heat transfer, due
to atomisation, the agent’s vaporisation advances even faster. Once the discharge is over at atmospheric
pressure, most of the agent will either be vaporised (up to 32% in volume) or forming micro-droplets
floating in the protected room’s air, ready to contribute to heat removal through further vaporisation.
In the process it will have removed from the fire a sizeable fraction of the 30 + 88 kJ/kg = 118 kJ/kg
available enthalpy.
As an exercise, it will be calculated the maximum temperature descent the agent could create in a mass
of air. The air’s specific heat is 1.005 kJ/kg K , and it is reasonably constant from 40°C to −50°C .
Therefore, each kg of FK-5-1-12 can decrease the temperature of a kg of air up to
118 kJ/kg
1.005 kJ/kg K = 117.4K
Of course, this is an absolute maximum not reachable in practice, but it provides an estimate of the
agent FK-5-1-12’s cooling capacity.
The exercise could still be taken further. Assume a typical fire extinction application in a 100m3 room,
with a design concentration of 5.5% in volume. The mass of agent FK-5-1-12 needed for such a room








with C the volumetric design concentration in air, V the room’s volume and s the specific volume of
superheated FK-5-1-12 vapour given approximately by (see EN 15004-2:2008 or [NFP08])
s = 0.0664 + 0.0002741 T [m3/kg]
with T the temperature in °C . Assuming T = 20°C then s = 0.07188 m3/kg andW = 80.97 kg ≈
81 kg. Since ρair = 1.204 kg/m3 at 20°C , a room of 100m3 contains 120.4 kg of air, resulting in 1 kg of
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Figure 1.27: Thermodynamic path followed by FK-5-1-12 to extinguish a fire.
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FK-5-1-12 for each 1.49 kg ≈ 1.5 kg of air. Repeating the previous calculation, the 81 kg of agent could,
as an unreachable maximum, cool the 100m3 room some
81 kg 118 kJ/kg
120.4 kg 1.005 kJ/kg K = 79K
This sort of simple (andnot entirely accurate) calculation suggests how the agent acts in order to quench
a fire. Obviously, the release of FK-5-1-12 in a roommodifies the thermodynamic conditionswithin such
space, and this variation affects dynamically to the enthalpy interchange between agent, air and heat
source, rendering the result of 79°C out of proportion. However, even more than halving this figure, a
temperature drop of 30°C ought to be sufficient to halt the fire, because the surrounding temperature
would bewell below the flash point. Therefore, at the prescribed concentration the agent FK-5-1-12 holds
enough cooling power to extinguish most fires detected at a sufficiently early stage.
1.5 Change of Phase DuringDischarge
A similar analysis to that carried out in last section will now be performed for the class of clean agents
that are gaseous at NTP conditions. Clean agent HFC-227ea will be taken as a representative of such
class, whose pressure-enthalpy diagram is shown in Figure 1.28.
The main problem for characterising the flow of HFC-227ea inside the discharge pipe is simply this:
during the discharge process, at some given time, the initially liquid agent will begin to boil as it is
convected through the pipe. That causes a two-phase flow inside the pipe, which will steadily transit
from pure liquid to pure gas. The closer to the nozzle, the more gaseous the flow would be. Depending
on the length of pipeline and the discharge time, the vapour quality 10 of the stream could be as high
as 1 by the time the agent reaches the nozzle, or it could be negligibly small for short pipes or short
discharge times. In the second case, a single-phase discharge flow model would describe the agent’s
flowwith reasonable accuracy, provided a clear criterion could be established to determine when a short
pipe or time are short enough.
Two-phase flows complicate extraordinarily the hydraulic calculations for agent’s release, since no
detailed information is available regarding the pressure and temperature at each cross-section of the
discharge pipe. Moreover, the vaporisation effect interactswith theflow’s temperature (decreasing) and
pressure (increasing), at a ratewhich is also influenced by the interchange of heatwith the environment
through themetal pipewalls. [HP58] is one of thefirstworks studying the two-phase discharge problem.
Devotedexclusively toCO2, thepaperoffers amethod todetermine theflowrate throughnozzles,whose
equations are based on the MSc and PhD thesis of Hesson. No transient dynamics was considered in
[HP58], andonly steady state two-phaseflowsare regarded. Since then, the so-calledHessonmethodhas
been thoroughly used to calculate two-phase discharge flow ofCO2. Later [Wil76] improved theHesson
method to make it applicable to other extinguishing agents, namely Halon-1301. The result is known as
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Figure 1.28: Thermodynamic path followed by HFC-227ea to extinguish a fire.
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whereQ is the flow rate [lbs/sec],D is the inside pipe diameter [in],L the equivalent length of pipe [ft],
and Y and Z are factors depending upon the density and line pressure of Halon-1301. Note equation
(1.1) has no provision for transient flows. [Gra85] uses the Hesson-Williamson method to develop a
computer program to calculate the hydraulics of two-phase discharge flow for Halon-1301. [Wys96]
introduces corrections in the Hesson-Williamsonmethod in order to make it applicable to HFCs.
The path followed by HFC-227ea in the pressure-enthalpy diagram during the discharge process is
illustrated in figure 1.28. Initially, the clean agent is contained in cylinders at 25 bar and 20°C (point
A), in liquid state. Upon release, the liquid agent begins to flow through the pipe until it reaches the
state designated by point B, since so far the process could be considered isenthalpic and isothermal.
At point B the liquid agent begins to vaporise, and still has 4 bar of remaining pressure drop before
reaching atmospheric pressure (which is attained at the nozzles). At point C the agent, a mixture of
liquid and vapour, reaches the nozzle at atmospheric pressure and undergoes no further expansion. It
could be safely assumed that the transit from B to C is a vertical straight line, that is, an isenthalpic
process, because the potential discrepancy would be due to the heat interchangedwith the surrounding
pipe: since the flow progresses very fast, it would have little time to receive any significant heat input
from the pipe’s walls. Besides, the pipe’s walls present a relatively small surface to interchange energy.
The heat needed for vaporisation is obtained mainly from the liquid matrix, which decreases abruptly
its temperature (pointC is some−17°C , to be compared with the room’s 20°C).
Should the pipe be very long, that assumptionmay not be correct and the agent would reach the nozzle
with a vapour quality approaching 1. The final journey, from C to D, would normally be traversed
while the agent is already discharged in the room. Note the full vaporisation of clean agent is not
attained instantly: from B to C and then to D would rather need some time since it must gather
up energy. Nevertheless, upon discharge at the nozzles the remaining liquid agent disintegrates into
micro-droplets, thus increasing dramatically the available surface to interchange heat, and the rate of
vaporisation.
At this point, it is necessary to take into account the agent’s kinetic energy during the discharge,
estimated in last section as some 15.6 kJ/kg. Such kinetic energy is extracted from the agent’s initial
enthalpy, and thus the thermodynamic path it describes would rather be fromA toB′ and toC ′. B′ has
a pressure of less than 3 bar, while C ′ is offset from C in 15.6 kJ/kg. Note C ′ has a higher proportion
of liquid phase than C , meaning that a larger fraction than initially estimated would be liquid upon
reaching the nozzle, with a lower vapour quality. Or in other words, that the flow would be less two-
phase than originally thought over.
Therefore, at least five are the facts that would lead to consider the clean agent’s discharge flow as quasi-
single-phase within the pipe, provided the pipe be not too long:
i. The flow velocity is very high during the first instants of the discharge, typically well over 150m/s.
Thus, the agent has practically no time to remove heat from the roomwhile rushingwithin the pipe,
and the necessary heat to boil is mainly extracted from the liquid itself, delaying the vaporisation
11.
ii. During the first instants of discharge the pressure gradient between cylinder and nozzle is very
high. Thus, the 4 bar associated with point B in figure 1.28 (or better still, the 3 bar of point B′)
would be attained relatively near the nozzle, which is at atmospheric pressure. This effect further
11This is a desirable effect, since the pipe might run through rooms not affected by fire, and nobody wishes to
cool down those adjacent rooms. It is generally a bad idea to cool down the pipe itself. The clean agent is best
used when all its cooling power is developed after the nozzles.
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delays the beginning of vaporisation, which could occur at short distance from the nozzles. The
above possibly would not be true if the pipe has many bends and bifurcations.
iii. The available surface to interchange heat with the surroundings is relatively small: the pipe’s wall.
Heat flux ought to be very high to transport a significant amount of heat through suchwalls, but the
flow has no time since it is rushing down the pipe. Besides, condensation of ambient water vapour
on the outside pipe-wall would hinder the expected heat flux.
iv. The agent’s kinetic energy displaces the state attained at the nozzle fromC toC ′, some 15.6 kJ/kg
closer to the liquid side. Thus, a lower fraction of vapour is present at the nozzle.
v. Ametastable liquid state could well occur in those conditions, thus further retarding the beginning
of vaporisation. The point C in figure 1.28 would probably not be too far from the liquid
spinodal line of HFC-227ea, 12 and point C ′ would do even better (see figure 1.29 obtained from
www.thermalfluidscentral.org). Should that be the case, the liquid would probably begin to
boil abruptly upon colliding with the nozzle’s sharp edges, out in the open air. This situation
corresponds to the maximum efficacy of the clean agent, since all the vaporisation develops in the
air surrounding the fire, thus extracting the maximum possible heat therefrom and decreasing its
temperature.
Figure 1.29: Spinodal lines for a simple compressible substance.
From those rough estimatesmade above it could be concluded that, at least during the first few seconds
of agent’s discharge, the error incurred by considering the discharge flow quasi-single-phase might
be acceptably low. Therefore, the models that are going to be developed in the coming Chapters
12Spinodal lines and metastable states are conveniently explained in [SL93]. When a substance is changing phase,
frequently the initial phase reaches a metastable state and extends its life beyond theoretical conditions, that is,
the expected phase change is delayed until certain conditions are met. At some given points, defining the spinodal
line, the phase changes abruptly to the expected mixed state. This particularly occurs with processes that require
the presence of nuclei to start up, like condensation or boiling. Such nuclei might not develop exactly at the phase
space point they were expected to.
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would probably find application to HFC-227ea discharge flow, and to other similar Haloalkanes as well,
provided the conveying pipeline is straight and short enough. That would significantly simplify the
resolution of the hydraulics problem of such clean agent’s discharge.
1.6 Conclusions
As a conclusion, in the realm of FPE there are abundant works, articles, papers, technical reports, etc.
concerning experimental and empirical aspects of clean agent discharge; a few studying the steady state
hydraulics of the discharge process, both single- and two-phase; but no one (to the author’s knowledge)
dealing with its transient behaviour from a theoretical perspective, derived from First Principles. In
the next Chapters, some references will be given regarding transient flows, although they were not
developed for fire extinguishing applications, or so it would seem upon reading them.
Figure 1.30: Extinction system with very small length of discharge’s pipe.
Thus, it would appear suitable that Hydraulic and Hydrodynamic models be developed and proposed
to the FPE Community, as potentially valuable tools for improving the calculations and design of actual
clean agentfire suppression systems. Suchmodelswill be presented in thisDissertation, in theChapters
that follow. It might even be possible, perhaps, that those models will prevent any Engineer from ever
designing a fire suppression system like the one shown in figure 1.30, whereby the agent’s discharge is
carried outwith no significant length of pipe, thusmaking it possible that liquid at extremely high speed
and cold temperature can impinge directly on people standing by.
Chapter 2
1D Analytical Hydraulic Model with Steady Wall
Friction
2.1 Introduction
Within the realm of FPE an useful and frequent technique to quench just-started fires in closed rooms
is to flood them with countless droplets of a liquid agent which rapidly vaporises and upon that phase
change removes heat from the fire. The detailed description of such process includes the study of
the discharge’s hydrodynamics through the piping, the distribution of ejected droplets within the
protected room, the heat transfer mechanisms that lead to agent’s vaporisation, and the potential
thermo-chemical reactions that causes the extinction of the fire. In this Dissertation only the first of
these processes is considered.
This Chapter is devoted to provide an analytical model, and the attached dynamic equations, which
will permit the description, understanding and prediction of hydraulic 1 events in the free discharge
process of a highly pressurised liquid agent into atmosphere. It would also be expected that this model
open up the possibility of incorporating the results obtained therefrom, into the actual regulations and
standards related to this very active field of FPE.
The Analytical HydraulicModel (AHM) is a one-dimensional model and its development is based on the
much studied turbulent flow in pipes (see, for instance [Tan64], [Tow76] or [Dur08], just to name a few).
The turbulent nature of the flow is represented in the AHMby a single parameter, the friction factor f to
be introduced later, and itmust be admitted that turbulence is far too complex to be condensed in such a
simpleway. Engineering experience shows that under the simplifying assumptions of one-dimensional
steady state flows, the friction factor provides convenient means for calculating the relevant variables
in Hydraulics: pressure drop and flow.
The situation is noticeably different with unsteady flows. They are not so well studied as steady state
flows, and the wide difference in the number of available references ought to prove this assertion 2.
Beginning with the somewhat forgotten work of [Szy32], the research of unsteady flows has progressed
slowly, and themajority of publications are related with experimental studies. [Zie66] was a pioneering
theoretical study of unsteady frequency-dependent flow, which has later served as a reference for a
1This Dissertation distinguishes between hydrodynamic models and hydraulic models. See footnote 3 in page 3
and section 2.3.1.
2There are a number of publications dealing with the type of transients flows occurring in water-hammer-like
applications. Such flows will not be considered herein.
29
CHAPTER 2. 1D ANALYTICAL MODEL 30
wide range of publications on unsteady friction. The book [Tel81] represents one of the first systematic
and comprehensive approaches to unsteady flows, including analytical results and computational
modelling. Some interesting works centred on theoretical or analytical aspects of unsteady flows are
those of [GM84] and [MY10], although they do not consider turbulence. Within the realm ofHydraulics,
[Jov13] also presents some practical results regarding the sudden discharge of liquid from a pressurised
tank, using simplified 1Dmodels.
A group of works regard the discharge process not only from the perspective of Fluid Mechanics, but
rather from the Thermodynamics point of view. The sudden pressure reduction associated with the
discharge renders many liquids unstable, the flow becomes superheated and the change of phase takes
place, often violently. One of the first works to study this transient situation is [KE81], which considers
the two-phase flow occurring when a liquid is rapidly depressurised. The author develops a computer
model and carry out experiments to validate it, with scarce success. More thorough is the work of
[Val98], which considers the discharge of a pressurised liquid producing a choking two-phase flow. The
author develops two alternative mathematical models: a homogeneous model and an Equal Velocity
Unequal Temperature (EVUT) model. Then designs experiments to validate them, with remarkable
results. Figure 2.1 shows the prediction for the mass flow rate at the beginning of the discharge.
Figure 2.1: Transient mass flow rate for liquid discharge (after [Val98]).
[OMER03] studies the transient flow obtained when a pressurised pipeline is punctured. The authors
develop a computer model which is then compared with data taken from actual oil pipeline tests.
The computer model is further improved in [MOR06], considering transport equations for the main
thermodynamical quantities. [Den09] is a PhDThesis after the results and previousworks of [OMER03]
and [MOR06], studying the transient flow following a pipeline rupture. It develops a CFD program to
simulate highly transient flows, and it offers the results of such simulations for a number of interesting
cases, notably the discharge of pressurised fluids through orifices. Along similar lines, [NBZR10]
presents a computer model for the transient gas flow in a pipe after a localised rupture. The paper
considers compressible single-phase gas flow, disregardingflashingphenomena. Other referenceswith
liquids producing two-phase flows have already been mentioned in the previous Chapter.
The nearest set of references for the subject developed in this Dissertation is that provided bymembers
of Tallinn Technical University, who have conducted a very comprehensive research on start-up
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accelerated flows in pipes. Some of the publications that have relationshipwith the theme being studied
herein are [ALSL81], [KA06], [KLA+11], [Ann11], [L+12] and [AKSA13]. [ALSL81] provides the theoretical
background the other works are based thereon. [KA06] identifies the transition to turbulence in start-
up flows, which are characterised analytically. [KLA+11] will be cited later, since it presents a velocity
curvequalitatively similar to theonedescribing the agent’s dischargephenomenon tobedevelopedhere.
[Ann11] and [AKSA13] present a remarkable set of velocity profiles, both analytical and experimental, for
start-up pipe flow subjected to moderate accelerations. The present research departs from those cited
works in some key aspects: it considers a pipe initially empty of liquid, the flow progresses with the
liquid-air interfacewithin thepipe, the rangeof velocities andReynoldsnumbers is orders ofmagnitude
larger and, above all, the accelerations undergone by the liquid are enormously greater than those
reported by the Tallinn’s team. Besides, the analytical approach to the problem being considered herein
is different from that reported in the above references: the 1D AHM dynamic equations developed in
this Chapter and, specially, the 3D General Analytical Solution (GAS) presented in section 3.4.2, follow
different guidelines.
Accelerated start-up flow from rest is also studied experimentally in [MKM78] and [Mos89], although
for moderateRe (5· 103 ∼ 5· 104). [MKM78] obtains mean velocity profiles which show a considerably
smaller gradient at the wall than those provided by [Ann11]-[AKSA13], leading to lowerwall-shear stress.
Both measure the ensemble average velocity profile across the pipe.
Moving now to the field of FPE, the hydraulic problem of the discharge of a liquid agent has been
approachedbefore (see, for instance, [Coo93]), but the treatment found in the literature has usually been
from a steady state perspective. Such a fast process as the sudden agent’s discharge, which normally
elapses less than 10 s to be completely depleted, although most of the mass is released in the first
few seconds, could not be accurately described with the equations of steady state hydraulics. Instead,
full transient regime equations must be used, which will allow for new and interesting hydrodynamic
behaviour to emerge. This is what has been attempted herein, hopefully with insight enough to permit
further research and development in this field.
This section develops a mathematical model for a problem which is of real interest in the realm of
FPE. And it does so from the transient hydraulics point of view. It makes no attempt to describe
the effectiveness of agents in extinguishing fires: as a matter of fact, the model ceases to explain the
phenomenon as the agent exits the discharge’s pipe. Although the simplifying assumptions could be
considered somewhat ideal for certain practical applications, themodel is intended to fill a gap existing
in present literature: to provide for a simple but fully analytical hydraulic model, which might allow for
explanation, estimation and prediction of fast discharge phenomena.
The model could be used for a number of extinction clean agents, although it will be particularised for
FK-5-1-12 (commercial nameNovec-1230), since it fits aptly into its discharge behaviour. Themodel does
not take into account the agent vaporisation within the pipe, therefore it would only be valid for agents
that undergo low vaporisation whilst transiting from the vessel to the discharge nozzle into the room.
Agent FK-5-1-12 fully presents the desired behaviour, whereas agents likeHFC-227ea, (commercial name
FM-200), which is liquidwithin the pressurised vessel but is a gas if equilibrium is reached in the normal
conditions of a room, only partially fulfil that condition if the transit from vessel to nozzle is sufficiently
fast. With due changes to the main transport quantities (viscosity, density, surface tension, etc.) the
AHM could be applied to other extinction agents.
Although simple, the proposed model still takes into account most aspects that are relevant for this
application:
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• Friction.
• The expansion of an ideal gas as the driving force which sets the liquid into motion.
• The liquid’s finite volume within the vessel.
• The phenomenon’s very fast nature and the transient treatment of it.
In actual FPE applications through the use of agents discharged to protected rooms, the nozzles
constitute a narrowing in the flow intended to vaporise and disperse the agent into the room, rather
than hamper its release. In other words, the hydraulic diameter of the joint set of holes drawn in the
nozzle is not much smaller than the pipe diameter. Therefore, there is not a great error in assuming
that the flow proceeds along an open pipe, with no nozzle at the end. Since the present study is only
concerned with the hydrodynamic behaviour of the fluid within the pipe, and does not consider what
happens to the agent after exiting the pipe, the assumption of a free discharge through an open tube
without nozzle avoids the complication of having to characterise the discharge properties of each type
of nozzle.
2.2 Presentation of the 1D Model of Discharge of an Incompressible
Fluid
This section is devoted to study the free discharge process of an incompressible liquid which is kept
at rest within a pressurised vessel, and suddenly released to the atmosphere until exhaustion. In FPE
applications the initial pressure p0 is somewhat moderate (some 25 ∼ 50 bar), and is maintained by an
ideal gas (N2) which is also compressed within the vessel.
At time t = 0 a very fast valve is suddenly opened and the liquid is rapidly discharged to the atmosphere
through a pipe of length L and constant diameterD = 2R. The expansion of the ideal gas from p0 to
atmospheric pressure p∞ is the agent which sets the liquid into rapidly accelerating motion (see figure
2.2).
Figure 2.2: Initial state of the system.
It might be argued that this model lacks a nozzle at the pipe’s outlet, as it is customary in fire extinction
applications with clean agents. The tube in the model is not ending with any narrowing that could
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resemble anozzle, but rather it is left opendischargingdirectly into the atmosphere,without any change
in its diameter. Figure 2.3 shows some typical nozzles employed with clean agent FK-5-1-12. It can be
appreciated that the holes drilled in the nozzle are by nomeans fine, and the cumulative area of all holes
is not very different from the pipe’s cross-section area. Actually the mission of the holes is not to create
a narrowing which would delay the discharge, but rather to dispose ofmultiple edges against which the
liquid could impact to form droplets that favour the agent’s rapid vaporisation. Therefore it is justified
in the AHM to leave the pipe open at the outlet, since this study does not cover the agent’s vaporisation
once it exits the tube.
The following assumptions 3 are adopted in the development of themathematicalmodel associatedwith
this system:
i. The flow is one-dimensional (1D).
ii. At the conditions present in the vessel and pipe until liquid exhaustion, the clean agent (typically
FK-5-1-12) is an incompressible Newtonian fluid. The density, dynamic and kinematic viscosities,
ρ, µ and ν respectively, ought to be considered constants.
iii. The pressurisation gas N2 is considered to behave as an ideal bimolecular gas. Thus, its adiabatic
index is γ = cp/cv = 1.4, a very well known result of Statistical Mechanics.
iv. Within the vessel, the discharge process is adiabatic for the pressurisation gasN2, that is, the ideal
gas N2 inside the vessel interchanges a negligibly small amount of heat with the surroundings
during the short-time expansion 4. This assumption leads to consider the polytropic equation for
the ideal gas’ expansion, that will be introduced later.
v. The gas’ pressure within the vessel equals the total pressure in the vessel. That is, within the vessel
N2 and liquid are in mechanical equilibrium at all times, and the pressure is one and common for
both (pg(t) = pl(t)). The pressure gradient begins when the liquid enters the pipe (z ≥ 0), but not
in the vessel (z < 0).
vi. The air within the pipe is always at atmospheric pressure p∞ (pressure in dry zone equals p∞) 5.
In other words, during the discharge process the air is not supposed to compress itself within the
pipe, due to the pushing force exerted by the liquid. The liquid will just displace the air (pushing it
ahead), without compressing it. Thus, the pressure gradient develops exclusively in the wet zone of
the pipe (see figure 2.10) 6.
3This work adopts the following definition of hypothesis: ’A prediction based on theory, an educated guess
derived from various assumptions, which can be tested using a range of methods, but is most often associated with
experimental procedure, a proposition put forward for proof or discussion’. On the other hand, an assumption will
be ’a proposition that is taken for granted, as if it were true based upon presupposition without preponderance of the
facts’, and also, ’a proposition that may be used to prove further propositions, in the expectation that the assumption
will be discharged in due course by proving it via a separate argument’.
4The assumption of polytropic and adiabatic expansion of an ideal gas also conveys the notion of quasi-static
process. Although the liquid’s discharge is a relatively fast process for the pressurisation gas N2, it is still well
below its sound velocity and the changes occurring through the gas’ interfaces are rapidly transmitted to its whole
volume, which can readily reach a certain homogeneity of properties at all instants. Plausibly, the error committed
for assuming the gas expansion in such conditions as quasi-static is not very large. In such case, the polytropic
index coincides with the adiabatic index n = γ = cp/cv.
5It should be noted that this assumption is dynamically equivalent to suppose that the pressure inside the vessel
is p0 − p∞, while the liquid discharges in the vacuum (assuming no boiling of liquid).
6This assumption is confirmed in the CFD simulation: the pressure gradients develops exclusively in the wet
zone, while the air within the pipe is always at atmospheric pressure (see figure 4.17 in page 266).
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vii. No fluid mixture liquid-air is considered and no vaporisation of the agent (HFC-227ea or FK-5-1-
12) is taken into account. That is, once the liquid-air interface has reached the pipe’s outlet, the
discharge process within the pipe will remain single-phase all the time.
viii. TheN2 gas does not exit the vessel until all the liquid has been exhausted. The model ceases to be
valid when the liquid exits the discharge pipe and no further liquid remains in the vessel and pipe.
No gas leaves the vessel (pipe) until all liquid has abandoned that space. The discharge process shall
be (artificially) endedwhen the liquid has left the discharge pipe, and theN2 gas begins to poor into
the atmosphere. 7
ix. The liquid is supposed to be at rest within the vessel. That is, v is negligibly small for z < 0, and the
liquid has velocity only for z > 0. 8
x. Gravity effects are neglected.
xi. The Darcy-Weisbach friction factor f (or, equivalently, the Fanning friction factor or skin friction
coefficient Cf = f/4) is assumed to be a valid relationship between dynamic pressure and wall-






is supposed to be true during the fast discharge process. Besides, f is assumed to be calculated at
all times through the Moody diagram of the equivalent Colebrook-White correlation 9 (see section
2.3.5 below).
Figure 2.3: Typical nozzles used for fire extinction applications with agent FK-5-1-12.
Note that no assumption has been made regarding the pipe length L, nor diameterD. Although L/D
could easily be higher than 500 in actual installations, and it could be safely presumed that L/D  1,
no restriction has been imposed on these geometrical parameters.
As has been said, the pressure within the dry zone is assumed equal to ambient’s pressure. This implies
that no nozzle can exist at the pipe’s end; otherwise it would be necessary to justify that the air within
the dry zone is not compressed by the liquid’s advance through the pipe. Thus, it will be assumed that
the pipe’s diameter is constant from inlet to outlet, without any narrowing at the end, as it is customary
7Or when the pressure within the vessel equals the atmospheric pressure.
8What happens at z = 0 is irrelevant as it is a null-measure set.
9For steady state flows, the relationship between wall-shear stress and dynamic pressure, equation (2.1), is known
to be accurate for constant values of f (and Cf ). Herein it is assumed that such relationship is still valid for transient
flow, though perhaps for a time dependent friction factor f . Although f ought to be considered variable throughout
the flow, its actual values will in reality be almost constant, due to the high Reynolds numbers Re attained in flow.
See section 2.3.5 for further information.
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in actual FPE installations 10. That is, perhaps, the harshest simplifying assumption that has beenmade
to this 1D AHM.
The transient process of free discharge of a liquid though a pipe is going to be studied in these
conditions. The geometry of the problem suggests the use of a cylindrical coordinate system, in which
the Z axis is set along the symmetry longitudinal axis of the discharge pipe (see figure 2.4).
Figure 2.4: Coordinate system for the pipe.
The flow in the pipe is considered one-dimensional. Thus the velocity field can be expressed as:
v(t, r, θ, z) = [vr, vθ, vz] = [0, 0, v] (2.2)
with v = v(t, r, θ, z). The only possible macroscopic displacement of liquid is along the Z axis.
In principle, the pressure field is given by p = p(t, r, θ, z). For symmetry reasons, the pressure p cannot
depend on θ and, besides, if ∂p/∂θ were different from zero so would be vθ, against the assumption
of one-dimensional flow (equation (2.2)). Following such one-dimensional assumption, neither can p
depend on r, because in such case there might exist a motion’s component in the radial direction, vr,
contrary to said assumption. Thus, p = p(t, z) and∇p = ∂p/∂z zˆ, where zˆ is the unit vector along the
Z axis.
The liquid is assumed incompressible, thus ρ is constant. Having into account (2.2) the Continuity
equation in cylindrical coordinates takes the form:
∂ρ
∂t


















This last result is particularly important: inside the pipe v does not depend on z, that is, within the wet
zone the velocity field has the form v = v(t, r, θ)zˆ. Note that no independence of v with θ is invoked:
later it will be seen that it is an unnecessary assumption.
10A planned research work to be conducted next is the upgrading of this model in order to consider the narrowing
associated with discharge nozzles, so that air within the dry zone cannot escape to ambient as fast as in the present
model, and it gets rapidly compressed by liquid being discharged, and as a result the liquid’s advance is retarded,
and the overall dynamics changed. This development would show that p∞ must be substituted within the dynamic
equations by a more complex, time dependent expression. This upgraded model will describe more faithfully the
actual phenomenon happening in real fire extinction installations.
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Figure 2.5: Fast stage of the liquid’s discharge process.
Let zf (t) be the position of the liquid front, that is the liquid-air interface, measured from the pipe’s
inlet (see figure 2.5). As the liquid progresses, the gas pressure pg(t) and volume Vg(t) change, while the
liquid volume remains constant Vl(t) = Vl(0) ≡ Vl0 , since it is incompressible. Let tf be the time at
which the liquid front reaches the pipe’s outlet, that is, zf (tf ) = L. Two stages should be distinguished
in the discharge process:
i. Fast stage 11 (0 < t < tf ) (see figure 2.5). The liquid-air interface has not yet reached the pipe’s end,
that is, it has not yet covered the full length L. There exists a fraction of pipe full of liquid (with a
pressure different from p∞), while the other is full of air at atmospheric pressure p∞. The former
will be named theWet Zone and the latter the Dry Zone. zf (t) is the length of the wet zone, and it
is measured from the opening valve up to an average point in the meniscus which forms the liquid
front as it advances through the pipe.
ii. Slow stage (t > tf ) (see figure 2.6)). The liquid front has already passed through the pipe’s end
and it is directly pouring into ambient. The whole inside of the pipe is the wet zone. It should be
noted that, according to this model, the liquid which has already exited the pipe is not subjected to
any pressure gradient or friction (neither to gravity, by assumption (x) of section 2.2), and thus it
undergoes no acceleration.
2.3 Derivation of Dynamic Equations
This section is devoted to the deduction of the model’s dynamic equations, under the assumptions
established above and within the limitations expressed therein. Before proceeding, some remarks
regarding the method to obtain the quantities appearing in such equations are in order.
11Do not mistake the Fast stage with the Transient regime, or the Slow stage with the Steady state. The whole
process develops in a very fast and transient regime, although within its short duration some stages are more
transient than others, if such an expression be allowed. Also the name Slow stage is somewhat misleading, as the
liquid still moves very fast, although slower than in the Fast stage. Later on the reason for such names will become
clear.
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Figure 2.6: Slow stage of the liquid’s discharge process.
2.3.1 Cross-Section Average of Fields
As this Chapter deals with the dynamics of fast discharge of a liquid by means of an ideal gas adiabatic
expansion, in what constitutes a highly transient process, it is only natural to focus attention on the
overall behaviour of the liquid along the axis in which most of the dynamics takes place, that is, along
theZ-axis. Thus, the velocity profile of the liquid within the pipe (that is, the dependence of v on r) is of
secondary importance, allowing for the assumption of one-dimensional flow. Such profiles will be later
discussed in Chapters 3 and 4.
It is, then, pertinent to average the flow equations over the pipe’s cross-section, in order to eliminate
the dependence on r 12.
Figure 2.7: Pipe’s cross-section. Average over ring dr.
LetS be any flat surface within a fluid flow. Assume, without loss of generality, that theZ axis is chosen
normal to this surface. Then for any smooth function ψ = ψ(t, x) a surface average can be defined
12This average procedure is consistent with the fact that most pipe flow formulae of Hydraulics are based on the
average velocity (understood as V = Q/A), and not on the centreline or any other point velocity.
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according to the following expression:




ψ(t, x, y, z) dx dy (2.4)
ψ˜ is conventionally used to denote surface average, while reserving the more common ψ for time
average.
In many situations the flow function ψ˜(t, z) could be used instead of the flow field ψ(t, x). It can
then be said that the initial flow problem has been converted into a one-dimensional problem, because
the dependence on other coordinates has been removed, ironed out through this surface averaging
procedure. If the flow develops within a pipe of circular cross-section, then it is only natural to use
cylindrical coordinates (r, θ, z) (see figure 2.4) and to define the cross-section average for the quantity
ψ = ψ(t, x) = ψ(t, r, θ, z) as






r ψ(t, r, θ, z) dθ dr (2.5)
If the pipe flow exhibits circular symmetry, that is, no quantity related to the flow depends on θ, then
the cross-section average of ψ(t, r, z) is given by (see figure 2.7)








r ψ(t, r, z) dr (2.6)
The particular case of ψ(t, r) = ρv(t, r) (no dependence on z), gives the following result




r v(t, r) dr (2.7)






Moreover, for any flow quantity ψ(t, z) not depending on r, ψ˜(t, z) = ψ(t, z) holds.
The cross-section average constitutes the bridge between hydrodynamic and hydraulicmodels, which
are considered different in this Dissertation (see footnote 3 in page 3). A hydrodynamic model refers
to the study of a flow from the perspective of Mechanics of Continua, which is best described through
fields that determine the detailed structure of the flow, whereas a hydraulicmodel deals with quantities
not requiring the treatment of fields, but rather are considered dependent variables which characterise
the flow as a whole, and are unable to provide information about the internal structure of the flow.
Hydrodynamic models consider usually 3D flows, while hydraulic models deal systematically with 1D
flows. This distinction is applied within the realm of the present Dissertation and has no pretension to
be universal.
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2.3.2 Reynolds’ Transport TheoremApproach
LetΩbe a control volumewithin afluidflowand∂Ω its closed andoriented boundary, whichdonot have
tobefixedandcouldbe time-dependent (Ω(t)). Let0be thematerial volume (a volumealways composed
of the samefluid particles or system) occupying the control volumeΩ at time t. 0 is amechanical system















ψ(v− vΩ) · dS (2.8)
whereΨ(t) is any extensive tensorial physical quantity andψ(t, x) is the corresponding intensive field,
v is the fluid velocity at (t, x), and vΩ is the velocity of the boundary point corresponding to the boundary
surface element dS (vΩ = 0 if the control volume is static). Note v−vΩ is the relative velocity of the fluid
respect to ∂Ω. The boundary surface element dS is to be understood as ndS, where the unit vector n
is always normal to the boundary ∂Ω, and pointing outwards. This theorem can be further explored in
[Sch08].
In order to calculate the first integral in the right-hand side of equation (2.8), the Leibniz’s rule 13 could
be used (see [Fla73]). It establishes that for any smooth function ψ(t, x) defined in the volume Ω(t), the













ψ(vΩ · dS) (2.9)














ψ(v · dS) (2.10)
Note that vΩ does not appear explicitly in (2.10), although the movement of the surface element dS
would follow from that of the boundary integration limits ∂Ω.
The application of the Reynolds’ Transport Theorem to the 1D AHM proceeds as follows. Let ψ(t, x) =












ρv(v · dS) (2.11)






ρv d0 = ∑ Fext (2.12)
where Fext are the external forces acting on the system.
13Some texts name this result as Reynolds’ Transport Theorem. Though quite similar in form, the Reynolds’
Transport theorem is different in scope and application from the Leibniz’s Rule. Nevertheless, the Leibniz’s Rule is
more general and implies Reynold’s Transport Theorem. See [Sch08]
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Consider the control volume Ω defined by the limiting surfaces (sides) A, B and C of figure 2.8. At
time t the control volume Ω is coincident with the material volume or system 0. Neglecting gravity
(assumption x of section 2.2), there are only two external forces acting on the system: pressure force and
friction force (which depends on the wet surface Sw = 2piRzf (t)). Their expressions are (see figures 2.5
and 2.6):
Fp(t) = (pg(t)− p∞) piR2 (2.13)
and 14
Ff (t) = τ˜w Sw = −ρCf v˜2piRzf (2.15)
with τ˜w the average wall-shear stress and Sw the area of wet surface.
Since v = [0, 0, v(t, r, θ)] = v(t, r, θ)zˆ, with zˆ the unit vector in the Z direction, it is only necessary to
consider the Z component. Notice that v does not depend on z.







ρv(v · dS) = (pg − p∞) piR2 − ρf4 v˜
2piRzf (2.16)
It is convenient to distinguish two different stages in this dynamical process:
Figure 2.8: Control volume over which integration is performed.
Fast stage 0 < t < tf (see figure 2.8)
In this case a cylindrical control volumeΩ(t) coincidentwith thewet zonewill be considered. This
volumeΩgrows fromzero at t = 0 topiR2L at t = tf , with a value ofpiR2zf at any time 0 ≤ t ≤ tf ,
14Note the skin friction coefficient Cf (also called the Fanning Friction Factor) is defined by means of the cross-






that is, the quotient between average wall-shear stress and average dynamic pressure. The friction force exerted on
the moving fluid is equal to τ˜w times the area of wet surface. According to assumption (xi) in section 2.2, Cf and
equation (2.14) are supposed to be also applicable to the AHM, and the transient friction force would be given by
(2.15). Moreover, Cf = f/4, being f the Darcy-Weisbach friction factor.
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in which it is coincident with the system0. The control volume Ω has a moving boundary; a fact
irrelevant for the derivation, as it has already been established that vΩ does not appear in equation
(2.16).
The fluid is assumed incompressible, thus ρ is constant and can be removed from the integrals.
Having into account that the volume element in cylindrical coordinates is dΩ = rdrdθdz , and






















But the last integral is, precisely, the definition of the cross-section average of ∂v
∂t
times the cross-








as v˜ only depends on t.
The surface integral remains to be calculated. The control surface can be divided into three sub-
surfaces, A, B and C (see figure 2.8). Note that since v does not depend on z, v is the same for
equivalent points of surfaces A and B. The following equality holds with generality:∫
∂Ω
v(v · dS) =
∫
A
v(v · dS) +
∫
B
v(v · dS) +
∫
C
v(v · dS) (2.19)
Note the integrals on A and B are proportional to the cross-section average of squared velocity in
the pipe.
• On surfaces A and B the cross-section averaged velocities are the same, but dS have opposite
senses. Thus ∫
A
v2(zˆ · dS) +
∫
B
v2(zˆ · dS) = 0
Note this last result would hold for any function not depending on z.
• On surface C v ·dS = 0 , because v is always normal to dS (whatever the value vmight have).
Thus ∫
C
v(v · dS) = 0
The result for the surface integral is then:∫
∂Ω
ρv(v · dS) = 0 (2.20)
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Notice just how naturally the cross-section averaged velocity v˜ has appeared in this dynamic
equation. Only two assumptions were necessary: v is a vector parallel to theZ axis and the flow is
incompressible (which lead to independence of v on z).












which, again, is not as simple as it looks, since pg(t) also depends on zf , as will be seen later.
Slow stage t > tf (see figure 2.6)
In the Slow stage the control volume Ω is fixed and equal to piR2L. As seen in the Fast stage, the
surface integral of equation (2.16) is zero.




















a seemingly simple equation, should pg(t) not depend on zf .
2.3.3 Navier-Stokes’ Equations Approach
It is also very illustrative to obtain the dynamic equations from an Eulerian perspective, using the
Navier-Stokes’ differential field equations, instead of the integral approach developed in last section
As the model’s geometry is a pipe, it seems only natural to use cylindrical coordinates.
Continuity equation (2.3) shows that the assumptions of incompressibility and one-dimensional flow
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In this equation 15 all quantities (ρ, v, p, µ) refer to the liquid within the pipe. Note that, although in
general v = v(t, r, θ), p cannot depend on r nor θ, and thus p = p(t, z). In effect, if p = p(r) then
∂p/∂r 6= 0 and vr 6= 0, for there would exist a radial force, against the assumption of one-dimensional
flow. For the same token, p = p(θ) would imply ∂p/∂θ 6= 0 and vθ 6= 0, against said assumption.
One conclusion could be drawn upon close exam of equation (2.29): since ρ∂tv does not depend on z,
neither does the right-hand side of said equation. But the diffusion term does not depend on z either.






















From (2.30) it follows that p(t, z) must necessarily be of the form 17:
p(t, z) = −Π(t)z + χ(t) (2.32)
where χ(t) is a continuous function of t that must be found from the problem’s initial and boundary
conditions. Thus, p can only depend linearly on z. For z = 0 the liquid pressure equals the gas pressure
within the vessel, p(t, 0) ≡ pl(t) = pg(t), and the functional form of the liquid pressure within the pipe
is:
p(t, z) = −z Π(t) + pg(t) (2.33)


















Now it is time to average equation (2.34) over the pipe’s cross-section. Note Π(t) does not depend
on spatial coordinates, and it is identical to its cross-section average Π˜(t) = Π(t). The results of the
averaging process are:
i. The left-hand side of equation (2.34) is clearly ρ∂v˜/∂t = ρdv˜/dt, since v˜ = v˜(t).


























because v(t, R, θ) = 0 (no-slip condition) and v(t, 0, θ) = vmax(t, θ).













r dr dθ (2.36)
15Note the convective term has disappeared from equation (2.29). It is the expected result for incompressible
flow within a pipe full of liquid.
16It should be noted that Π(t) ≥ 0.
17The expression (2.32) for p can only be true if the liquid’s incompressibility assumption is maintained.
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This integral can be solved by parts, ∫
f dg = fg −
∫
g df
with f = r, df = dr and g = ∂v
∂r
, dg = ∂2v




























































But v(t, r, θ) is a physical quantity, not just an abstract mathematical function. Thus, from physical
considerations, v(t, r, 0) = v(t, r, 2pi) ∀t, r ∈ R+, and the same is true for ∂θv. It follows the cross-
section average of µ
r2∂θ∂θv is always zero. By now it should be evident why it was unnecessary to
assume v 6= v(θ): whatever the dependence on θ it would have been ironed out by the cross-section
averaging process.

























But, according to Newton’s Law of viscosity, the shear friction stress at the pipe’s wall is:
























= Π(t) + 2 τ˜w(t)
R
(2.43)
It should be noted that, in this particular problem, τ˜w does not depend on z, as neither does v nor µ. On
the other hand, τ˜w does depend on t.
18Note how the friction term appears as a natural outcome of the calculation process. The integration by parts
has yielded such result. Equation (2.41) is a consequence of assuming the liquid Newtonian.
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Now it only remains to substitute the averagewall-shear stress τ˜w by its squared bulk velocity equivalent
expression Cfρv˜2/2 ≡ fρv˜2/8 (see assumption xi in page 34), to obtain the already familiar dynamic






which constitutes an ordinary non-linear differential equation. Since Π is the pressure gradient along
the pipe, not depending on z, it can only take the following form:
Fast stage 0 < t < tf (Figure 2.5)
Π(t) = pg(t)− p∞
zf (t)
(2.45)
Slow stage t > tf (Figure 2.6)
Π(t) = pg(t)− p∞
L
(2.46)
and the resulting dynamic equations are identical to (2.22) and (2.27), respectively. Thus the dynamic
equations have been derived through two different methods.
2.3.4 Equations for Pressure
Assumption iv of page 33 states the discharge to be a polytropic and adiabatic expansion process for the













is the adiabatic index, in this case γ = 1.4 for an ideal diatomic gas at NTP conditions. According to
the initial assumption v in page 33, within the vessel the liquid and gas pressures are the same at every
instant
pg(t) = pl(t) ≡ p(t, 0) (2.50)
It is also assumed that the pressure gradient begins exactly where (andwhen) the liquid exits the vessel
and enters the pipe. That is, within the vessel (z < 0) there is no pressure gradient. Moreover, the
pressure within the pipe has the form shown in equation (2.33).
Let zf = zf (t) be the position of the liquid’s front within the pipe 20, measured from a central point of
the meniscus formed upwind (see figure 2.9). Then, the following relationships hold for the gas within
the vessel:
Vg(t) = Vg0 + piR2zf (2.51)
19Two considerations are in order: (i) equation (2.48) is only valid when using absolute pressures; and (ii) it
would be plausible to assume other polytropic processes for the ideal gas, having been its quasi-static character







with 0 ≤ n <∞ the polytropic index, and n = γ for adiabatic, n = 1 for isothermal, etc.




v˜(τ) dτ (see equation (2.54) below) has a physical meaning for any t > 0.
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Note the parameter piR2/Vg0 is completely geometric and is always known in advance 21. The equation
above provides the pressure at the pipe’s inlet, z = 0. The pressure at the pipe’s outlet, z = L, is always
the atmospheric p∞, according to the assumptions established on section 2.2.
Defining zf (t) as the liquid-air interface’s position implies that z˙f (t) ≡ dzf/dtmust be its velocity, that
is, the average velocity of all liquid particles which make up such interface. But this average velocity is,







v r dθ dr (2.53)
and therefrom follows dzf/dt = v˜(t). It is in this sense of average, for it can be referred to liquid front’s
position and velocity, that is used herein.
Since dzf/dt = v˜, equation (2.51) could also be expressed as:




where the last term refers to the full volumetric flow circulating within the pipe until instant t. Note
this last expression is valid even if t > tf , in which case there is not an obvious physical meaning for zf .













and now a direct relationship between pg(t) and v˜(t) has been established.
21The vessel containing the clean agent and gas N2 is assumed to be kept in a protected room at roughly constant
temperature, thus the thermal dilatation which would make Vg0 change could be neglected.
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But Π(t) = −∂p/∂z, where p(t, z) is the pressure within the pipe (not the pressure in the vessel, which
is p(t, 0) = pg(t)), and since Π does not depend upon z, the only option for p is a linear decrease along
the pipe.
As usual, two cases should be considered:
Case 0 < t < tf (Fast stage) (Figure 2.10)
Figure 2.10: Discharge process and pressure gradient for 0 < t < tf .
In this case the pressure has the form (see equation (2.33))
p(t, z) = −Π(t) z + pg(t) = p∞ − pg(t)
zf (t)
z + pg(t) (0 < z < zf ) (2.56)
But zf (t) =
t∫
0
v˜(τ) dτ (0 < t < tf ), and the equation above could be written as:




z + pg(t) (0 < z < zf ) (0 < t < tf ) (2.57)













 (0 < t < tf ) (2.58)



















4R (0 < t < tf ) (2.59)
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in which all quantities that do not exhibit explicit dependence on t are assumed to be constant 22.
Case t > tf (Slow stage) (Figure 2.11)
Figure 2.11: Discharge process and pressure gradient for t > tf .
In this case the pressure has the form (see equation (2.33)):
p(t, z) = p∞ − pg(t)
L
z + pg(t) (0 < z < L) (2.60)
which, using equation (2.55), leads to:












 (t > tf ) (2.61)

















4R (t > tf ) (2.62)
in which all quantities not exhibiting explicit dependence on t are presumed constant (see
footnote 22).
22With one exception: the friction factor f is also time dependent, though only for a brief period. See next
section 2.3.5
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2.3.5 Brief Considerations About Friction
It should be noted that in equations (2.22)/(2.59) and (2.27)/(2.62) the time dependence has been
explicitly signalled in all quantities which exhibit such a relationship, whereas variables not showing
it are deemed constant. Nevertheless, those results hide a time dependence which, in principle, is
far from being fully understood: in a transient flow the friction factor (Cf or f ) cannot be constant.
Note the derivation of the dynamic equations does not require f to be constant: it simply assumes a
proportionality at all times between wall-shear stress (friction) and dynamic pressure. Constant f is
just a convenient feature, not a request of the model.
Although equations (2.59) and (2.62) are exact within the limitations of the model, it must be noticed
that f , as it is normally calculated for steady state flows, might not accurately represent the friction
phenomena when one is to delve into the realm of highly transient flows.
The operational definition of Darcy-Weisbach friction factor f is through the pressure drop undergone
by a turbulent steady state pipe flow of bulk velocity v˜:
∆p = −f ρv˜
2L
4R (2.63)
and f itself is a constant for a given steady state flow, determined by the Moody Diagram, figure 2.12,












Thus the friction factor f depends on the Reynolds number Re = v˜D/ν, which in turn depends on v˜.
By construction, correlation (2.64) is only applicable to turbulent steady state flow.
In principle, two approaches to the problem of determining the functional dependence of f with v˜ are
possible for the transient model presented herein:
i. Assume the functional formgivenby equation (2.64) is also valid for transient acceleratedpipeflow,
anduse it to calculate at each time step thef resulting fromthe current value of v˜. A time-dependent
friction factor f(t) would be obtained, although the general proportionality between wall-shear
stress (friction) and dynamic pressure would be maintained. This is the approach followed in the
present Dissertation, and that is the precise meaning of assumption xi of page 34.
A computer program has been developed to solve the dynamic equation of the AHM. The equation
is solved through a time-marching algorithm, step by step, with a ∆t conveniently small. At each
time-step tn the value of fn is determined from the v˜n−1 obtained in the previous step tn−1, using
equation (2.64) 24. (see [Cla09]). Such fn serves to calculate the current value of v˜n through the
dynamic equations (2.59) and (2.62).
23Alternative correlations to calculate f in steady state flows are offered in [Bra09], [Cla09], [Den09], [GS08],
[KM86], [KY78], [RHC98], [RK06], [SG06] and [TCK05]. [GCC07] provides a unified formulation for the friction
factor in pipes and channels. Any of the above correlations is compatible with the AHM.
24The Reynolds number grows so fast, that after a few time-steps the flow regime is fully turbulent (Re & 4000),
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Figure 2.12: Moody diagram.
With growing Re the friction factor f(t) tends asymptotically to a constant value, fixed by the
relative roughness ζD = ζr/D (see the horizontal lines ofMoodydiagramand section 2.6.1.6). In the
AHMRe attains sohigha value so early, thatf couldbe considered constant formost of theduration
of the transient. Besides, in the acceleration stage the effect of friction on the flow is negligible (see
sections 2.5 and 4.9). Thus, in this approachno significant error is expected if f is assumed constant,
with a value given by the relative pipe roughness, and such practice is recommended for practical
calculations.
ii. Determine a new functional dependence of f with v˜ (and possibly with the acceleration). It is not
clear the Colebrook-White correlation could be applied to transient flows, specially if they undergo
high accelerations. Figure 2.13, borrowed from [JC12], shows the departure of the skin friction
coefficientCf = f/4 for unsteady turbulent flows from that attained in steady state.
[JC12] discusses differences in excess of 20% for the skin friction coefficient, for Reynolds numbers
Re ranging from 7000 to 28000. The study also shows a noticeable coincidence fromRe = 28000 to
36000, though it does not reach any further and the acceleration attained by the flow is moderate.
In the AHMRe & 107 and the acceleration is extremely high (hundreds of g), therefore reasonable
doubt exists on the application of equation (2.64) to such transient flow. No publication could be
found reporting skin friction for those figures.
The transient friction is explained in papers like [AL+81], [Shu95], [Shu96], [KA06], [Ann11],
[AKSA13] and the references cited therein. [KM86] introduces the concept of transient friction
factor and offers an estimate in which the difference between transient and steady friction factors
is proportional to the dimensionless acceleration of the fluid. To the author’s knowledge, none of
the correlations that have been proposed for transient flows has gained a fair level of acceptance
within the scientific community.
The AHM still requires a linear relationship between wall-shear stress and dynamic pressure,
similar to (2.14), although in this second approach such proportionality would not be obtained
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Figure 2.13: Skin friction coefficient for unsteady accelerated flow (source: [JC12]).
from the Colebrook-White correlation, but instead through some other functional dependence that
might even include the acceleration.
In principle, the problem of finding f for a transient flow might have an analytic solution. In
section 3.4.2, theGAS for transient/unsteady turbulent incompressible pipe flowwill be derived and
explained (equation (3.469)). The functional form of f could be found from the solution herewith:








and a new transient Cf would follow naturally from equation (2.14). However, this is easier said
than done and will be relayed to a future research work, since the study of transient friction is
beyond the scope of this Dissertation.
In all that follows, the requirements of the first approach to transient friction will be assumed.
2.3.6 Cross-Section AveragedDynamic Equations of the 1DAHM
The considerations, assumptions and elaborations carried out in the preceding sections, lead finally to
the dynamic equations corresponding to the liquid’s discharge problem, which are summarised in the


















4R (0 < t < tf ) (2.66)















4R (t > tf ) (2.67)
which constitute the definition of the AHM. Note the AHM is entirely based on First Principles:
the Navier-Stokes equations and some generically acceptable assumptions. These equations are too
intricate to be solved analytically, and thus it is necessary to resort to numerical algorithms. Remember
f could be considered constant for rapid practical calculations, although for a rigorous solver it would
be preferred to implement a routine yielding f through correlation (2.64).
The resolution of the integro-differential equations demands initial conditions, fixed as: v˜1(0) = 0 for
equation 2.66, and v˜2(tf ) = v˜1(tf ) for equation 2.67, being v˜1 and v˜2 the velocities calculated through
2.66 and 2.67, respectively. Upon numerical solution of these equations, it will be seen that resulting
velocities are very large after a few hundredths of a second elapse. Thus, it is justified the assumption
of very largeRe during the discharge process, which in turn would justify to consider f as a constant in
the equations above.
The dynamic equations contains a singularity for t = 0+, since zf (0) = 0. The pressure gradient is
formally infinite immediately after t = 0, when the valve is assumed to be instantaneously opened and
the pressure difference is developedover a zero length. In order to avoid this singularity, a finite (though
small) length of the equivalent to a Discharge Valve, Lv, will be introduced in the computer algorithm,
which actually is no more than the finite length over which the first pressure gradient (the maximum)
is exerted. Fortunately, this mathematical artifice turns into a quantity with physical sense, since a fast
valve actually exists in FPE applications. The computer algorithm will show that a few millimetres of
discharge valve suffice to circumvent this singularity problem. Although Lv does not appear explicitly
in the dynamic equation 2.66, it must be defined before running the computer solver.
This 1DAHMdescribes analytically the dischargeflowof a clean extinction agent, like FK-5-1-12, through
a pipe. Later, in Chapter 4, the AHM will be compared with equivalent results obtained from CFD
simulations. The 3D CFDmodel will supply internal flow data the 1D AHMwould by nomeans provide,
though both models would validate each other.
The AHM counts with three additional degrees of freedom to adjust to matching CFD flow simulations
or to experimental data 25:
i. The pipe roughness ζr or, equivalently, the dimensionless relative pipe roughness ζD = ζr/D. It
serves to determine the asymptotic value of f asRe grows with the flow.
ii. The length of equivalent discharge valve Lv. It serves to determine how fast will the velocity grow
immediately after opening the valve, that is, the acceleration level attained by the flow.
iii. The friction modulator ∆f . The second approach to the transient friction problem described in
25Actually, the AHM counts with a fourth degree of freedom: the polytropic index n. The expansion of the ideal
gas N2 inside the vessel has been assumed polytropic and adiabatic (see assumption iv in page 33), and that means
n = γ = cp/cv. However, the expansion could also be thought of as isothermal, since the N2 temperature inside
the vessel is not expected to change much during the process. In this case, the polytropic index would be n = 1.
It would even be plausible to think of other values for n, which could be adjusted to fit experimental or simulation
data. Nevertheless, no sensitivity analysis upon the polytropic index will be performed, since in all CFD simulations
carried out in this work has been set n = γ.
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page 50, introduces the possibility that the friction factor be not calculated through the Colebrook-
White correlation, or any other steady state correlation found in the literature. Thus, it would
be possible that the unsteady friction factor were functionally different and even depend on the
acceleration. Therefore, itwould seemsensible to introduce in theAHMa factorwhich couldmodify
(modulate) the values of f obtained through the steady state Colebrook-White correlation. Such
factor is the frictionmodulator ∆f , a dimensionless coefficient that produces an effective friction
factor fe = f∆f , whichwould replace f in equations 2.66 and 2.67. Should theCFDsimulation yield
a time-velocity curve not compatible with steady state friction factor f , the effective friction factor
fe would enable the adjustment of the AHM time-velocity curve with that of the CFD. Although in
general ∆f would be variable, only constant friction modulators will be considered herein.
Those degrees of freedom should be adjusted at will for each particular case, until the best fit is obtained
with the 3DCFDdata, or experimental results. The CFDmodels essayed in this Dissertation do not have
a provision for such parameters; thus they are not fixed in advance in the AHM and could be fine-tuned
within reason. Other quantities involved in the AHM (L,R,Gf , p0, p∞, γ...) are fixed by equivalent ones
in the CFDmodel and cannot be modified for each simulation.
A graphical representation of the dynamic equation’s solution is offered in figure 2.14, as an advance of
the results that will be analysed later in detail, so that the reader can have an early idea of the liquid’s
behaviour during the discharge process, prior to plunging into the sections that come next. The values
for the transport quantities ρ, µ and ν correspond to clean agent FK-5-1-12, while the initial values p0
and Vg0 are chosen according to the conditions in which such agent is normally installed in actual FPE
applications. Thewhole discharge process until agent’s exhaustion lasts some 5 s; according to standing
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 Liquid reaches outlet. tf=0.402 s
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Figure 2.14: Dynamic equation’s solution up to complete liquid discharge.
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2.4 Dimensionless Dynamic Equations
As there are many variables present in this phenomenon, of differing importance, it is generally a good
idea to reduce their number by converting the dynamic equations to a dimensionless form.
In this approach amethod of dimensionalitywill be used inwhich some reference quantities are chosen,
and the other quantities are expressed as combinations of the formers. Attached to each reference
quantity there exist a reference unit. Those reference quantities ought to be selected to fulfil two
basic conditions: they must be very representative of the phenomenon, and they should be determined
directly from the model prior to beginning any actual calculation. Another feature is also desirable,
namely, that the reference units be of similar order of magnitude than the calculated quantity values.
Obviously, the selection is not unique and an unfortunate choice could complicate the equations rather
than helping to their resolution.
In this section a suitable set of referencequantitieswill be chosen, togetherwith their referenceunits, an
explanation offered for such selection, and the final dimensionless dynamic equations will be derived.
At the end of this derivation, some remarks will help explain the physical meaning of those equations.
In the next section, the dimensionless dynamic equations will be solved numerically and the solution
curves will be shown graphically.
To avoid subscripts, primes (’), or stars (*) which unnecessarily complicate the notation, dimensionless
quantities will be expressed with the same characters as the original ones, using instead a Sans Serif
font.
2.4.1 Reference Quantities and Values
Three reference quantities are chosen, all others could be derived therefrom. They are:
i. Length: Traditionally, the reference unit for length in flow phenomena involving pipes is the pipe
diameter itself,Lref = D. No reason is found to change this criterion and the study herein adheres
to such custom. Thus the lengths involved in theAHMareexpressedas z = zD, zf = zfD,L = LD...
ii. Density: The reference unit will be the density of the liquid filling the vessel at an ambient tem-
perature of 20°C . In this study it corresponds to extinction agent FK-5-1-12, ρref = ρFK−5−1−12 =
1616.34 kg/m3 @ 20°C (see table 1.1).
iii. Pressure: The relative pressure in the vessel is adopted as the reference unit, pref = p0 − p∞. Thus
pg(t) = pg(t)(p0 − p∞), p0 = p0(p0 − p∞) and p∞ = p∞(p0 − p∞).
Other quantities are expressed as a function of the references:
Velocity: The reference velocity is chosen as that attained by an ideal liquid exiting a large deposit of
height h = (p0 − p∞)/gρ, namely, vref =
√
2(p0 − p∞)/ρ through Bernoulli’s principle. Note




Time: A suitable time reference unit is length/velocity, that is, tref = D/
√
2(p0 − p∞)/ρ =
D
√
ρ/2(p0 − p∞). Thus any time will be expressed as t = tD
√
ρ/2(p0 − p∞).
Force: The reference unit of force equals the reference pressure times the reference area: Fref = (p0 −
p∞)D2. Thus F = F (p0 − p∞)D2 for any force F .
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The selection of those references is justified by the simplicity of the dimensionless equations obtained,
and their fulfilling the requirements stated above. They are summarised in table 2.2.
2.4.2 Method of Dimensionality
Fast stage (0 < t < tf ) (Figure 2.10) With the reference quantities on hand, every term of equation (2.66) is
converted into a dimensionless form by the following procedure:
• dv˜
dt
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where the geometric factor Gf = piR
2D
Vg0
= piD34Vg0 is already a dimensionless number
26.







v˜2 = f(p0 − p∞)
ρD
v˜2 (2.70)































− f v˜2 (2.71)
26Note that Gf equals 3/2 times the ratio (volume of a sphere of diameter D)/ Vg0 , and it is a pure geometric
factor. It is related to the filling density of the cylinders described in section 1.2
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This is a fully dimensionless equation in which all the quantities, except v˜(t), are constant (f is
mathematically variable, but it is physically constant, see section 2.3.5). Thus, it can be classified
as a non-linear ordinary integro-differential equation with constant coefficients.27



















































which is another non-linear ordinary integro-differential equation with constant coefficients
(same remark for f as before).
The dimensionless equations that have just been obtained are quite similar to their dimensional
counterparts. The presence of the integral zf =
t∫
0
v˜(t) dt in the Fast stage means that the evolution of
themain variable, v˜, depends not only on the instantaneous values of the present forces, but also on the
history of the discharge process, on its past. That is, whatever occur in the first instants will determine
the later evolution of v˜, until the Slow stage is reached. Thus, the Fast stage could also be dubbed as
’the stage in which history matters’, or ’the stage in which the discharge process has memory’, because in order
to calculate v˜ at a certain instant t, what has happened to v˜ in all previous instants must be taken into
account. This dependence is also present in the Slow stage, but its influence ismuch smaller and limited




27An almost identical result is obtained (with factors of 2 placed elsewhere) if the following reference quantities
are considered: tref = D2/ν, pref = ρν2/D2 and vref = D/tref = ν/D. Note that with this selection v˜ ≡ Re.
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2.5 Numerical Solution of Dimensionless Equations
It has already been said that the model’s dynamic equations are too intricate to attempt a direct
analytical solution. Since they are ordinary integro-differential equations, classical algorithms could
be used in their solution, as most traditional numerical methods yield accurate results provided ∆t is
chosen small enough. With growing computer power, a very small time-step is not usually a problem
and the solver output’s accuracy could be chosen as high as needed. This section is devoted to explain
the numerical algorithm used to solve the dimensionless dynamic equations (2.72) and (2.76), and to
show the results graphically for various quantities.
The algorithm has been implemented into a computer program which could be used to perform
hydraulic calculations for actual practical cases of fire extinction with clean agent FK-5-1-12. It resorts
to very powerful techniques of classical Numerical Analysis, which are accurate to fourth order. With
minor modifications, it could be used for other clean agents as well, provided they do not undergo
significant vaporisation during the transit within the pipe.
Inorder toproperly calculate v˜(t)at each time-step, the integral
t∫
0
v˜ dtmustbe calculated simultaneously
with the velocity itself. To solve both, equation and integral, the following procedures are employed:
• The integral will be solved with the One Third Simpson’s Rule (S1/3), in the version suitable for a
large number of points (see [Vah86] or [Ant91]).
• The integro-differential equation will be solved with the Fourth Order Runge-Kutta’s method
(RK4), with constant interval ∆t (see [DR05], [Vah86] or [Ant91]).
Someother aspects had tobe solved in the algorithm, although theywerenot so evident in the theoretical
development presented herein, namely:
i. The problem of the singularity at t = 0+. 28 At this point the equation is singular and the computer
algorithm crashes (overflow error). This problem is circumvented just by defining a minimal finite
length in which the pressure gradient develops. This variable is Lv and it may be considered as the
length of the opening valve, although it merely is an artifice to avoid the singularity at the origin.
ii. The value of the friction factor f , and the correlation used to calculate it, depend on whether the
liquid’s motion develops on laminar or turbulent regime. Thus, a method has been implemented
to pass smoothly from one correlation to another, without breaking the continuity, when 64/Re
equals the value yielded by Colebrook-White. Possibly, this procedure is not very accurate.
However, it must be said that after few iteration steps the regime becomes fully turbulent, f tends
asymptotically to a constant value, and the error committed is negligible.
iii. One Third Simpson’s Rule (S1/3) and Fourth Order Runge-Kutta’s method (RK4) require a careful
treatment of the very first steps of the iteration loop. The computer program deals explicitly with
the first three iteration steps, in which some quantities (such as the integral) are not yet properly
defined.
iv. The algorithm also takes into account the two different denominators appearing in the equations
when the liquid reaches the pipe’s outlet.
28The problem of the impulsive start of an incompressible flow is amply discussed and explained in [Gre91] and
[Gre92], some must-read references for whoever interested in the study of transient flows.
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v. In order to optimize the time step ∆t in the algorithm, a first integration of the equation is carried
out with a total discharge time equalling the maximum admissible time established by regulations
and standards (namely Tmax = 10 s), and taking ∆t = Tmax/N , withN the number of integration
points. After the first execution, the actual time of full discharge up to exhaustion is found (which
must be below 10 s according to current regulations). and Tmax is replaced by this new value,
resulting in a ∆t = Tmax/N smaller than in the first round. Thus, a slightly different ∆t is used
in each simulation.
vi. In order to optimize the algorithm, more calculation power should be applied to the Fast stage,
where the most interesting phenomena happen, than to the Slow stage. To this end, the time
interval ∆t in the Fast stage is chosen smaller than the corresponding to Slow stage, while
maintaining unchanged the total number of points N . A procedure has been written to smoothly
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Figure 2.15: Dimensionless dynamic equation’s solution up to complete liquid discharge.
The dimensionless version of figure 2.14 is presented in figure 2.15. The graph shows the variation of
relevant quantities along the discharge process, until agent has been exhausted from the vessel.
2.6 Results andDiscussions
Equations (2.72) and (2.76) exhibit explicit dependence only on four dimensionless parameters,
namely: the vessel’s initial pressure p0, the discharge pipe’s length L, the geometric factor Gf , and the
Darcy-Weisbach friction factor f . The atmospheric pressure p∞ and the adiabatic index γ are presumed
rigorously constant 29. TheDarcy-Weisbach friction factor f is calculated each time, thus no value could
be assigned to it beforehand. That leaves three parameters to define in the solver prior to execution.
29Recall the adiabatic index γ could be substituted by a general polytropic index n, should the expansion process
occurring in the ideal gas N2 be assumed polytropic but not adiabatic. This possibility, though, will not be
considered in this Dissertation, since all CFD simulations have been executed with n = γ.
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Besides, those equations exhibit an implicit dependence on the three dimensionless parameters that
have been called the degrees of freedom of the 1D AHM: pipe roughness ζD, equivalent length valve Lv,
and friction modulator ∆f . These implicit parameters are inserted in the computer code which solves
the equations (2.72) and (2.76), and could be tweaked at will (within reason) to adjust to CFD or
experimental data.
This section will conduct a detailed study of the equation’s behaviour under controlled changes in all
these 3 + 3 dimensionless parameters. As will be seen, the Fast stage proves quite insensitive to such
changes, except for ζD, Lv and∆f . On the other hand, the velocity curve in the Slow stage vary noticeably
with those parameters, except for p0 and Lv.
Quantity Value Reference Unit
p0 1.04224 p0 − p∞ = 2 398 675 Pa
L 375 D = 0.04 m
Gf 0.0010 Vg0 = 0.0502656 m3, D = 0.04 m
ζD 8.25· 10−4 D = 0.04 m
Lv 0.125 D = 0.04 m
∆f 1 −
Table 2.1: Values for dimensionless quantities of a standard pipe.
The methodology will be straightforward: a set of standard values for the 3 + 3 parameters will be
established, and variations around these will be introduced in the computer solver, one at a time, and
the results displayed and analysed. The selection of such standard values is based on those conditions
that frequently occur is FPE applications with clean agent FK-5-1-12. The dimensionless values that are
considered standard are shown in table 2.1 30: A standard pipe is defined as a test set like that of figure
2.2 with the standard values given in table 2.1. The dimensioned and dimensionless curves of figures
2.14 and 2.15, respectively, correspond to a standard pipe, and they present the evolution of the dynamic
quantities until the agent is completely depleted from the vessel.
In order to foster the comparison among different flow situations, in the remainder of this Chapter
the graphs will only show the evolution from t = 0 to the beginning of the asymptotic zone for velocity.
Figure 2.16 displays this situation for a standardpipe,where the asymptotic zone for v˜ is attained around
t = 1000. Upon examining the velocity curve in figure 2.16, three stages could be identified 31:
i. The acceleration stage. It is characterised by an extremely fast growth of velocity: acceleration
surpasses 1000 g. Such high accelerations are confirmed by the 3D CFD simulations. In this stage
the driving force for the flow is the pressure exerted by the ideal gas within the vessel. Wall-friction
plays a negligible role here. In the standard pipe of figure 2.16 the acceleration stage runs from
t = 0+ to approximately t = 5.
ii. The transition stage. Pressure and friction forces are roughly balanced in this short stage, and
the relevant driving force for the flow switches over. This stage is developed around the velocity
maximum and represents a major change in the cross-section velocity profile within the pipe. The
30Gf = 0.001 corresponds to a 120 litre cylinder filled with 112.7145 kg of FK-5-1-12, a filling density well within
industry standards.
31Note this classification is different from that made in section 2.2 regarding the Fast and Slow stages: there the
event separating both stages is the liquid reaching the outlet, here it is the value of the acceleration.
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Figure 2.16: Standard curves for parameters’ standard values.
maximumvelocity (zero acceleration) for the standard pipe of figure 2.16 occurs at t = 5.8393. Thus
the transition stage elapses roughly from t = 5 to t = 7.
iii. The deceleration stage. The driving force is the wall-friction, which acts once enough liquid is
present in the pipe. Pressure, though still noteworthy, cannot counteract the resistance offered
by the wall and is not so important. It is the longest stage: it elapses until the liquid depletes the
vessel. Note that, contrary to what one might have thought at first sight, the flow spends most of
the time decelerating.
Note the velocity curve of figure 2.16 is remarkably similar to that predicted by [CHM92], shown in
figure 1.21 of page 18, or, to a lesser degree, to the curve predicted by [Val98] in figure 2.1. Besides, it
is also similar to figures 2.17 and 2.18, obtained respectively from [KLA+11] and [VW07]. Figures 2.17 and
2.18 correspond to a flow of water filing a pipeline previously empty (full of air). The initial pressure in
both papers is much lower than the one assumed herein, but the velocity present a dynamic behaviour
not markedly different from that revealed in figure 2.16: they also have acceleration, transition and
deceleration stages. In figure 2.17 the parameter f ∗ corresponds to f ∗ = f L/D.
Other quantities of interest could be expressed by means of the reference units introduced previously.
A non exhaustive list for the standard pipe is shown in table 2.2.
2.6.1 Sensitivity Analysis of the 1DAHM
This section will study the effects on the flow dynamics caused by changes in the dimensionless
parameters listed in table 2.1. The departing point will always be the standard pipe (see page 59), All
parameters adopt their standard values except one, which will be varied above and below its standard
value, in some cases up to one or two orders ofmagnitude. A single parameter will be changed at a time.
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Figure 2.17: Velocity curve during the filing of a pipeline, after [KLA+11].
Figure 2.18: Velocity curve (thick line) during the filing of a pipeline, after [VW07].
Reference Quantity Expression Reference Unit










2(p0−p∞) 7.342191· 10−04 s
Fref (p0 − p∞)D2 3.83788· 103 N
ρref ρFK−5−1−12 1616.34 kg/m3
aref zref/t
2
ref 7.420082· 104 m/s2
Table 2.2: Reference quantities and units for standard pipe.
The results will be examined and the sensitivity of the 1D AHM to such variations will be analysed 32.
In the coming examples, tmax is the time at which the velocity maximum vmax is achieved, tf is the time
32No sensitivity analysis will be performed upon the adiabatic index γ, regarding its potential substitution by a
general polytropic index n.
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at which the liquid first reaches the pipe’s outlet (end of Fast stage and beginning of Slow stage), while
vf is its velocity at tf , and pg(tf) is the pressure within the vessel at the same instant.
2.6.1.1 Variationswith p0
A typical value of p0 = p0/(p0 − p∞) for actual FPE applications involving clean agent FK-5-1-12 is
1.04224, corresponding to p0 = 2.5 MPa. Although other pressures are possible, this is the standard
value adopted herein.
Figure 2.19 displays the dimensionless bulk velocity curves corresponding to the p0 values shown in table





















Figure 2.19: Velocity curves for various initial pressures p0.
p0 p0 (MPa) tmax vmax tf vf pg(tf)
1.01 10.233825 5.84830 2.149192 544.409805 0.352742 0.636692
1.025 4.154325 5.84206 2.149053 545.969730 0.350966 0.631296
1.04224 2.500000 5.83927 2.149094 547.536641 0.349139 0.625094
1.055 1.943597 5.84024 2.148703 584.024014 0.347848 0.620505
Table 2.3: Key values defining the dynamics for varying p0.
The results obtained should cause no surprise: the curves are almost insensitive to p0 variations. This is
due to the particular selection of vref and pref made in this work. However, the dimensional velocities
arequitedependenton thep0 values: vmax = 240.6m/s forp0 = 1.01, vmax = 152.2m/s forp0 = 1.025,
vmax = 117.1m/s for the standard pipe, and vmax = 102.6m/s for p0 = 1.055.
33The dimensional values of p0 are also offered, should the reader want to calculate the reference pressure
pref = p0 − p∞ and the rest of reference units.
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2.6.1.2 Variationswith L
Figure 2.20 displays the dimensionless bulk velocity curves corresponding to the L values shown in
table 2.4. Note that, unlike the previous section, the reference units do not change for the cases being
considered, and the results are directly comparable. Slight variations on vmax are due to the different∆t






















Figure 2.20: Velocity curves for various pipe’s lengths L.
L tmax vmax tf vf pg(tf)
50 5.84054 2.148799 25.3359866 1.778290 0.931183
100 5.84248 2.148807 58.7052872 1.272181 0.869804
375 5.83927 2.149094 547.536641 0.349139 0.625094
500 5.83636 2.148919 961.946191 0.266750 0.548557
750 5.83686 2.149730 2103.55755 0.186059 0.433876
Table 2.4: Key values defining the dynamics for varying L.
Several conclusions could be drawn from the graphs above:
• Except for very short pipe lengths, the acceleration and transition stages are almost identical
for varying L. Thus, the acceleration/transition stage dynamics is completely insensitive to pipe
length.
• The maximum value v˜ is also insensitive to L (this ceases to be true for L→ 0).
• The bulk velocity curves depart in the deceleration stage: the shorter L the sooner the departure
begins. Standard pipe and L = 500 start to depart significantly around t ≈ 900.
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For very short pipe lengths the AHM predicts a high dependence on L. Figure 2.21 shows the bulk
velocity curve for L = 1. The agent depletes the vessel at t = 282.06. Maximum predicted bulk velocity
for the liquid is vmax = 6.5906 ≈ 359 m/s, that is, a supersonic projectile cruising the surrounding air.
Therefore, the AHM is not to be trusted for very short pipe lengths. However, the velocity attained by
the agent in such cases is extremely high: it should be strictly forbidden to install fire extinction systems



























Figure 2.21: Bulk velocity for L = 1.
2.6.1.3 VariationswithGf
A typical value of Gf = piD3/4Vg0 for actual FPE applications involving agent FK-5-1-12 is Gf = 0.001,
corresponding toD = 0.04m, Vg0 = 0.0503m3, and assigned to the standard pipe. Figure 2.22 displays
the dimensionless bulk velocity curves corresponding to theGf values shown in table 2.5. The reference
units do not change for the cases being considered and the results are directly comparable.
Gf tmax vmax tf vf pg(tf)
4 ·10−3 5.66450 2.139410 675.315250 0.241386 0.246725
2 ·10−3 5.77703 2.146075 593.788528 0.301617 0.433876
10−3 5.83927 2.149094 547.536641 0.349139 0.625094
5 ·10−4 5.87502 2.150539 522.558871 0.380995 0.777130
2 ·10−4 5.89462 2.151694 506.835222 0.403984 0.899640
Table 2.5: Key values defining the dynamics for varying Gf .
Several conclusions could be drawn from the graphs above:
• The acceleration and transition stages are quite independent of Gf .
• The maximum value vmax does not dependmuch on Gf either.
• In the deceleration stage the curves behave very similarly for differentGf values, althoughwith an
offset.






















Figure 2.22: Velocity curves for various geometrical factors Gf .
• The pressure drop is very sensitive to Gf . This is probably the most remarkable feature.
• For very small Gf (formally, Gf → 0) the bulk velocity is insensitive to Gf .
2.6.1.4 Variationswith ζD
According to AFTA (http://www.afta-asociacion.com/), ζr = 3.3· 10−5 m is a typical value for the
absolute roughness of steel galvanised pipe. It corresponds to the standard pipe adopted herein. Figure
2.23 displays the dimensionless bulk velocity curves corresponding to the ζD values shown in table 2.6.
The first row of that table, ζD = 0, is referred to hydraulically smooth flow. The reference units do not
change for the cases being considered and the results are directly comparable.
ζD tmax vmax tf vf pg(tf)
0 10.8464 2.303676 273.256528 0.794981 0.625093
2 · 10−5 9.45053 2.271046 308.060874 0.673912 0.625094
10−4 7.94670 2.228299 371.832043 0.527807 0.625092
8.25·10−4 5.83927 2.149094 547.536641 0.349139 0.625094
2 · 10−3 5.00718 2.107669 661.348339 0.296597 0.625094
5 · 10−3 4.19244 2.059359 808.379470 0.251975 0.625093
Table 2.6: Key values defining the dynamics for varying ζD.
Several conclusions could be drawn from the graphs above:
• Compare figure 2.23 with 2.26 below to realise that the effect on the flow of changing ζD is not
equivalent to modifying ∆f .
• The acceleration stage is quite insensitive to ζD, that is, the rising slope is unaltered by ζD.























Figure 2.23: Velocity curves for various pipe roughness ζD.
• The transition stage depends on pipe roughness: the maximum velocity vmax and the time for
maximum tmax, both, grow for decreasing ζD. Note the variation of tmax is more accused than that
of vmax.
• The slope in the deceleration stage is very dependent on ζD, something to be expected since
friction is the dominant force in this stage.
2.6.1.5 Variationswith Lv
The introduction of parameter Lv in the solver algorithm is compulsory if the singularity at t = 0+
is to be avoided. Lv is an empirical parameter to be determined from experiment or CFD simulation,
since it does not explicitly appear in the dynamic equations. From a physical point of view, it could be
resembled to an opening valve of length Lv. The standard pipe has Lv = 0.125. Figure 2.24 displays
the dimensionless bulk velocity curves corresponding to the Lv values shown in table 2.7. The reference
units do not change for the cases being considered and the results are directly comparable.
Several conclusions could be drawn from the graphs above:
• This time the acceleration stage is sensitive to Lv, since the rising slope is altered by Lv. This
should causeno surprise, because the acceleration is directly determinedby thepressure gradient,
and such gradient is relatively small for large Lv. Note the pressure is the dominant force in the
acceleration stage.
• Likewise, the transition stage depends on Lv: not only the maximum velocity vmax, but also tmax
change noticeably.























Figure 2.24: Velocity curves for various equivalent valve lengths Lv.
Lv tmax vmax tf vf pg(tf)
0.005 1.83822 3.102247 495.366588 0.356267 0.625094
0.02 3.66812 2.479196 527.990666 0.351413 0.625092
0.125 5.83927 2.149094 547.536641 0.349139 0.625094
1 12.1784 1.734895 576.514905 0.346534 0.625093
5 27.0710 1.381771 610.421163 0.344471 0.625093
Table 2.7: Key values defining the dynamics for varying Lv.
• The deceleration stage is only sensitive to Lv immediately after the transition stage. Once the
effect of the initial pressure gradient disappears, the behaviour of all curves is almost identical,
since the friction equals things up.
2.6.1.6 Variationswith∆f
Although f is not considered an input datum, but rather is calculated as part of the numerical algorithm
designed in this Dissertation, it might be convenient to investigate what would happen to the bulk
velocity if f were really different from what the Colebrook-White correlation dictates. This issue has
already been dealt with in section 2.3.5, page 52.
Figure 2.25 shows f during the complete discharge process for the standard pipe, as calculated by the
computer program with the Colebrook-White correlation. Except for initial instants, corresponding to
laminar flow with f = 64/Re, the calculated f value is almost constant during the flow. It would have
served the purpose equally well to have supposed a constant f from the beginning.
The friction modulator ∆f is introduced to modify f , in order to obtain an effective friction factor



















Figure 2.25: Evolution of Darcy-Weisbach friction factor f for standard pipe.
fe = f∆f which could resemble the actual dynamics of transient turbulent flows. ∆f is an empirical
function to be determined from experiment or CFD simulation, since it does not explicitly appear
in the dynamic equations. In general, it would be a variable although herein it will be considered
constant. Possibly, the idea of a constant frictionmodulator would be unsupported by CFD simulations
or measurements on actual transient turbulent flows, but meanwhile it is an additional resource the
AHMprovides to adjust to other trustworthy results. The standard pipe has∆f = 1. Figure 2.26 displays
the dimensionless bulk velocity curves corresponding to the∆f values shown in table 2.8. The reference























Figure 2.26: Velocity curves for various friction modulators ∆f .
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∆f tmax vmax tf vf pg(tf)
0.2 18.6257 2.430505 185.738007 1.576889 0.625092
0.5 9.55415 2.274163 298.763860 0.717481 0.625093
1 5.83927 2.149094 547.536641 0.349139 0.625094
2 3.63925 2.018305 943.081856 0.221302 0.625092
5 2.02993 1.836759 1648.13205 0.134361 0.625093
Table 2.8: Key values defining the dynamics for varying ∆f .
Several conclusions could be drawn from the graphs above:
• Comparing figure 2.26 with 2.23 above, see that the effect of changing ζD is not equivalent to
modifying ∆f . Values of vmax span a wider range in figure 2.26.
• The acceleration stage, or rather its slope, is quite insensitive to ∆f changes. This is compatible
with the statement that friction is not the relevant force during the acceleration stage.
• The transition stage is very dependent on ∆f . Not only vmax changes, but more so does tmax.
• The deceleration stage undergoes major changes with ∆f . Again, this is compatible with the
assertion that friction is the dominant force in that stage.
It remains as an openquestion tofindbetter correlations for the transient friction factor, since theAHM
(or any other which could be envisaged) has proven very dependent on the actual values of fe.
2.6.2 Force Balance
A very interesting result is attainedwhen a force balancewithin the pipe is carried out. Forces favouring
andopposingmotion are compared, and the results depicted in graphs. There is just one force favouring
movement: the pressure force, evaluated as
Fp = piR2(pg(t)− p∞) (2.77)
or rather, in dimensionless form:
Fp =
pi
4 (pg(t)− p∞) (2.78)
The assumption (vi) of section 2.2 should be remembered: the liquid’s front is always moving against
atmospheric pressure p∞.
On the other hand, the force opposing motion is the friction force, which develops exclusively on the
pipe’s wet zone. Its expression depends on the stage of the flow:










































Figure 2.27: Dimensionless force balance in the standard pipe.
The instantaneous balance of thosedimensionless forces developing inside the standardpipe, favouring
and opposingmotion, can be seen in figure 2.27 : Fp, Ff and Ff − Fp. The bulk velocity is also shown, for
synchronisation purposes. Some remarkable features are:
• Thenet force on the liquidFp − Ff becomes rapidlynegative, that is, the force opposingmovement
is dominant during most of the flow. At t = 5.6206 (very close to the maximum bulk velocity at
tmax = 5.83927) both forces are equal Ff = Fp.
• During the Fast stage the friction force grows due to, both, increased bulk velocity and increased
wet surface on the pipe. In the Slow stage the wet surface is constant.
• In dimensionless units, the pressure force decreases very slowly, whereas the friction force
changes rapidly and abruptly, assuming f obeys the Colebrook-White correlation.
• There is a time offset between the maximum bulk velocity vmax and the maximum net force. The
bulk velocity curvemoderates its falling slope after the friction forcemaximumhas been reached.
• Friction and pressure forces converge after sufficiently long time (formally t→∞).
Chapter 3
Introduction to the Description of Turbulence
3.1 Introduction
The AHM described so far assumes the existence of a turbulent flow only through the Darcy-Weisbach
friction factor included in the equations. Nowhere else any clue is obtained regarding the type of
flow developing in the pipe. But Reynolds number for this case surpasses 107 in a split-second, surely
leading to very intense turbulence being created and developed within the pipe. The description of
that turbulence constitutes an integral part in the study of the phenomenon occurring in the transient
discharge of the liquid to the atmosphere.
Turbulence is probably the most cited instance of chaotic behaviour, meaning that it is almost
impossible to describe with detail what is happening in the system, although the dynamical governing
equations can be obtained from first principles. The observer can see a very complex behaviour that
apparently seems to be fully random, but can also distinguish some general patterns. No intent is
made herein to explain what turbulence is, a task well beyond the scope of this Dissertation, which have
already been attempted by some of the past century brightest minds, and the reader is referred to any
of the excellent textbooks cited in the bibliography. However, some small contribution will be offered
regarding the description of the quantities and fields that characterise the turbulent flow of fluids.
Turbulence encompasses a wide range of scales, in space and time. The basic structure in a turbulent
flow is the eddy, which roughly can be thought of as a parcel of vorticity. The larger eddies have a
size comparable to the integral length scale L ≈ D, while the smallest belong to the Kolmogorov




; in between those scales is the inertial length scale or inertial
subrange ` (see, for example, [Pop00]). Beyond that, only the realm of laminar flow exists, like, for
example, the laminar sublayer within the turbulent boundary layer. The time scales are related to the




inertial time scales t. The time scale t associated with a length scale ` is usually called the eddy turnover
time, and represents the typical time scale necessary for an eddy of size ` to undergo a significant
distortion (see [Fri95]), or in other words, the typical time for the transfer of energy from scale ` to
smaller scales, since the said distortion is themainmechanism for energy transfer among length scales.
The ratio between the extreme length scales, integral and Kolmogorov, is of the order of L/η ∼ Re3/4,
for largeRe. AsRe grows the dynamic range of length scaleswidens, and theflowcontains a continuous
1ν is the fluid’s kinematic viscosity, while  is the energy dissipation rate per unit mass to be defined in page 80.
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spectrumof length and time scales 2. According to [Gib91], thefirst eddies to be generated in thefloware
the small ones, the viscous scales: little energy is removed from the flow, and some dissipation appears
exclusively as viscous stress. With increasingRe, gradually the larger length scales emerge and the flow
becomes more complex. The higherRe the wider the spectrum of length scales.
Fluid flow is an instance of dynamical system, and the full mathematical apparatus of such systems can
be applied to it, including integrals of motion, conserved quantities, Lyapunov exponent and degrees
of freedom. The turbulent flow presents a large amount of degrees of freedom which depend on the
Reynolds number as well. According to [MY71], the numberN of degrees of freedom for a flow limited
to afinite volume is alsofinite, thoughquite large, of the order ofN ∼ Re9/4, again for largeRe. 3 In this
scheme, a pure steady laminarflowhas zerodegrees of freedom. Any closeddynamical systemwith such
a high numberN of degrees of freedomwill be very difficult, if not outright impossible, to be described
analytically, since the number of integrals of motion is 2N − 1. Besides, the governing equations are
non-linear and the Lyapunov exponent is of the order of λ ∼ √Re/T, with T ≈ L/U the turnover
time of the largest eddies of length scale L, also for large Re (see [BJPV98]). Therefore, the motion
is highly unstable and even infinitesimal perturbations lead to great differences in the macroscopic
behaviour of the system. Small variations on initial or boundary conditions produce greatly different
patterns of eddies in the flow. Two arbitrarily close points in phase space are exponentially taken apart,
with Lyapunov exponent, until not long after they are sufficiently separated to represent fully different
system states. The chaotic (in the sense of Lyapunov) character of turbulence is of utmost importance to
understand the phenomenon. Both, the high number of degrees of freedom and the high instability to
small disturbances, confer the turbulence a quasi-stochastic character despite being deterministic the
governing equations. Thus, although turbulence should be considered a deterministic phenomenon, its
description is too complicated to be approached without the tools of statistical analysis.
A simple example will help to understand the statements made above. Consider a pipe flow with
Re = 2300, which is conventionally taken as the beginning of turbulent behaviour for such flows.
Re = 2300 cannot be considered to belong to theRe → ∞ limit mentioned above, but let’s not worry
about it just now. The biggest eddies will be some 23000.75 ≈ 332 times larger than Kolmogorov length
scale. With η = (ν3/)1/4 and  ≈ U3/D then η ≈ (ν3D/U3)1/4, and this approximation gives an idea
of the smallest length scales. The number of degrees of freedom isN ∼ 23009/4 ≈ 3.7· 107, the integrals
of motion are almost 108, and the nearby phase space points separate exponentially at a rate of e48 t/T
(Lyapunov exponent λ ∼ √Re/T ≈ 48/T). These figures lead to consider this dynamical system as
complex, although the turbulence has just all but begun. For the discharge flow under studyRe ∼ 107,
a value for which the assumptionRe→∞ is more accurate, and the relevant figures are L/η ∼ 2· 105,
N ∼ 6· 1015 and λ ∼ 3000/T. Although still far from Avogadro’s number 6.022· 1023 (typical range
of degrees of freedom for systems in Statistical Mechanics), surely 6· 1015 is calling for some kind of
statistical description, the deterministic nature of the turbulence notwithstanding.
The pattern of large scale eddies are flow dependent and have certain coherent structures, like hairpins,
ribs, rings or Lagrangian coherent structures (see [Hus86]), which are roughly simulated with powerful
computer models. However, the smallest length scales do not appear to have a flow-dependent
structure, and they may be modelled as statistically isotropic and apparently random (see [Nel94]). The
smallest length scale fluctuations seem to have the property of universality: they are roughly equal for
2This continuous scale of lengths and times is only interrupted by the phenomenon called turbulence
intermittency. The reader is referred to [Hin75].
3In this interpretation of turbulent fluid flow as a dynamical system, the role of degree of freedom corresponds
loosely to an eddy. Each eddy undergoes transformations under the action of inertia, pressure and viscous forces.
See [Piq99].
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all kinds of flows. Therefore it is possible, in principle, to develop a general theory or model to describe
the turbulence behaviour at those small scales. Isotropy at smaller scales in presence of anisotropy at
larger scales receives the name of locally isotropic turbulence. If the hypothesis of local isotropy were
true, then the large scale flow could be computed directly, with all its particularities, while the smaller
scale fluctuations would be replaced by their universal statistical properties. This programmay fairly be
called the statistical representation of turbulence, 4 with the larger scales still represented by some sort
of averages which are largely free from the extreme variations and fluctuations shown by quantities
describing a turbulent flow. For a random vector field u(t, x) isotropy implies zero mean value (see
[MY75]). Therefore, the isotropic turbulence is presented devoid of the mean flow, and the turbulent
fluctuations are assumed to interact among themselves, not with themean flow. Thus, only fluctuating
components of the flow fields are considered in isotropic turbulence. The isotropic and locally isotropic
turbulence are extraordinarily well studied in [MY75], and to that textbook refer most of the papers on
the subject.
However, as much as it might be wished to obtain a reliable statistical representation of turbulence,
the governing equations are still deterministic, and it is by no means straightforward to produce
stochastic fields from deterministic equations. In principle there are, at least, two main ways to turn
a deterministic differential equation into stochastic:
i. Inserting a random term in the otherwise deterministic equation. This approach is followed, for
instance, in [BIL06], where the Stochastic Navier-Stokes Equations (SNSE) are expressed by:
∂tu + (u · ∇)u− 1
Re
∇2u +∇p = f + n (3.1)
with two body forces, f the familiar term representing gravity or any other slowly varying force,
and n(t, x) the noise term corresponding to fast random fluctuations of the force, which is
to be considered as an external non-controllable perturbation, and need not be continuous or
differentiable. As discussed in [BIL06], the observed fact that no two experiments conducted in
laboratory are truly identical, because the Navier-Stokes equations for largeRe are chaotic and any
microscopic perturbation, even at amolecular scale, is amplified tomacroscopic scales; leads to the
conclusion that constructing such SNSE is plausible even if it is not known how to formalise the
underlying probability space. Since n is a random field, the solution of the SNSE u(t, x,n) is also a
random field.
ii. Inserting random boundary or initial conditions in the otherwise deterministic equation. This
approach is followed, for instance, in [Dei84]. In this case the equation itself does not contain
any noise term, but the initial or boundary conditions impose the stochastic character to the
solutions. A typical example would be a rough wall, where the wall’s little peaks and crevices could
be considered a random variable (wall roughness height ζr) which might have a lasting influence
on the flow, provided the roughness protrude above the laminar sublayer. The rough wall’s relief
is an external non-controllable small perturbation to the flow, which is amplified through the non-
linear turbulence production process to macroscopic scales, and would be perfectly characterised
as a random variable. The classic Navier-Stokes equations together with such initial or boundary
conditions may also be considered as SNSE, and the solution u(t, x, ζr) to this SNSE would be a
random field, conferring to the flow a random behaviour as well.
In both cases just described, what makes the system stochastic is an external non-controllable factor
whose influence on the flow is random, and because this small perturbation is not damped and
4The expressions ’statistical description of turbulence’ and ’statistical representation of turbulence’ will be
considered synonyms in this work.
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dissipated but, on the contrary, is amplified to larger scales, it turns the otherwise deterministic
equation into a stochastic one.
It is worth having a look at Statistical Mechanics, possibly the most successful Physics theory dealing
with random variables, with permission of Quantum Mechanics, and see what can be imported
therefrom to the description of turbulence. It should not be forgotten that Classical Statistical
Mechanics is the approach chosenwhenonegivesup to fully describe adeterministicmechanical system
(a gas in equilibrium, for instance) using the deterministic Lagrange-Hamilton equations ofMechanics,
because the number of degrees of freedom is impossibly high, of the order of Avogadro’s number (see,
for instance, [Haa95]). Thedeterministicnatureof theparticles’motionwithin thegas isnohindrance to
use stochastic tools to describe the system. It is, then, not far-fetched to suggest that Classical Statistical
Mechanics is a statistical representation of the underlying dynamical system. Four important points
need to be highlighted upon trying to extend this formalism to turbulence:
i. To start with, Classical Statistical Mechanics aims directly to find the probability distribution, by
determining the Probability Density Function (PDF) ρ(t, q, p) in phase space for a given system,




ρ(t, q, p) dNq dNp (3.2)
with Ω ⊂ R2N a domain in the phase space associated to the physical system of N degrees of
freedom. P(Ω) is the probability of finding the system’s state within Ω, with a state being defined
by a point (q, p) in phase space, characterised by N generalised coordinates q and N generalised
momenta p. The PDF ρ for a system obeys the Liouville theorem, and that provides an initial
equation for this quantity. The knowledge of the PDF ρ, and the attached partition function
Z , provides the full solution and the maximum information about the physical system that can
be obtained from Statistical Mechanics. Quantities like internal energy, temperature, pressure,
entropy, etc. can be easily and exactly derived from Z .
Much effort is being devoted to find such a PDF for turbulence. However, in this case the main
challenge is to define what is meant by ’state of turbulence’ or, in other words, how to construct the
equivalent to a phase space for turbulence, in the sense that each point of such a phase space define
an unique state of turbulence. A line of research is to define, in steady isotropic turbulence, the
PDF for velocity difference ∆u = u(x + r)− u(x) in space points separated by a fixed vector r (see
[MY75]). The PDF ρ(∆u, r) is defined such that ρ(∆u, r) d3u is the probability of finding a velocity
difference ∆u = u(x + r) − u(x) within the interval (∆u,∆u + du), for infinitesimal du. Being
the turbulence isotropic, the direction of r is unimportant for the definition just given.
Another approach is to attain mean values, one- and two-point correlations, double- or triple-
velocity correlations, etc., with the expectation that those correlations represent moments of
the distribution wherefrom the characteristic function could be approximately obtained 5 via its
expansion in terms of all moments (see [Lum98]), and from the characteristic function extract the
probability distribution itself.
ii. Each point (q, p) in phase space characterises what is called amicrostate of themechanical system.
Therefore, the microstate is determined univocally by the phase space generalised coordinates
and momenta. On the other hand, macroscopically the system is characterised by a set of
5The characteristic function of a probability distribution is also called the moment-generating function. See
[Lum98].
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Thermodynamic quantities: temperature, pressure, internal energy, entropy... This is called a
macrostate of the system. For a system in equilibrium, to each macrostate correspond (infinitely)
many microstates compatible with it. A system in equilibrium will be for ages in its macrostate,
while the molecules are continuously changing from one compatible microstate to another. Any
little perturbation on the systemwill change themicrostate to another compatible microstate, thus
leaving the macrostate unchanged. Besides, the equipartition theorem guarantees that the energy
is shared evenly among all degrees of freedom, and thus all compatible microstates are equivalent
from the macroscopic point of view.
This situation cannot be directly extrapolated to turbulence, because the correspondence between
a macrostate and the set of compatible microstates is not so straightforward: each little local
perturbation in the flow (change of microstate) is amplified by the turbulence and converted into a
different eddypattern (changeofmacrostate). Thepressurefieldwithin theflowwould transmit the
change ofmotion at any given point to other distant points, thus affecting theirmotions too. While
it is possible to envisage two different flow configurations yielding the same mean value, possibly
they will not produce identical values for higher distribution moments (two-point correlations,
triple-velocity correlations...), and thus they cannot be considered compatible microstates. It
seems that micro- and macrostate describe the same flow configuration, and changing one means
changing the other. Moreover, the equipartition theorem is not expected to be valid in turbulence,
as the energy attached to the largest eddies is higher than that corresponding to smaller ones 6.
iii. Most systems dealt with in Classical Statistical Mechanics are conservative, and thus it is possible
to thoroughly study systems in equilibrium characterised by their partition functions. The
Hamiltonian is a conserved quantity and can be used to determine the probability distribution
function that governs the whole system. The wealth of results obtained from Statistical Mechanics,
including most of Thermodynamics, is based on this hypothesis. Armed with this knowledge, it is
then possible to attempt the exploration of the thousand-fold more complex realm of Dissipative
Statistical Mechanics, with varying degree of success. Had not been for the previous equilibrium
theory, it would have been almost impossible to approach the more difficult non-equilibrium
counterpart.
Turbulence cannot be separated from viscosity, that is, from dissipation. It does not exist such
a thing as an equilibrium state of turbulence, with conserved quantities and state functions. There
must always exist an external input of energy into the flow, if turbulence is to be maintained.
Therefore, it is not possible to construct a theory of equilibrium turbulence from which later to
explore the domains of ordinary turbulence. Even the most simple instance of turbulence, namely
the steady, homogeneous and isotropic turbulence, is still too complex to assign a partition function
to it. This lack of guidance is, possibly, what is challengingmost the foundation of a general theory
of turbulence.
iv. Although extremely high, the number of particles within any system studied by Classical Statistical
Mechanics is discrete. The phase space (q, p) is continuous, but the index characterising each
particle’s generalised coordinates and momenta is an integer, (qi(t), pi(t)), i = 1, ..., 3N , and that
integer covers all the phase space dimensions. The very concept of ensemble devised by Gibbs rests
on a phase space whose dimension is numerable, namely 3N + 3N . The mathematical formalism
is based on statistics over ordinary differential equations, with time t as the independent variable.
On the other hand, Fluid Dynamics owes its existence to the hypothesis of continuous media.
6See footnote 3 in page 72
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The numerable set of generalised coordinates and momenta is now replaced by the concept of
continuous field. The ordinary differential equations turn into partial differential equations, and
the statistics does not dealwith randomvariables butwith randomfields. The phase spacemanifold
is no longer the support of the dynamics, but rather this role is taken by a functional space, the
Hilbert space of all flow fields compatible with the turbulence conditions existing in the flow. All
this added complication makes it even more difficult the transposition of a formalism similar to
that used in Classical Statistical Mechanics to the theory of turbulence.
Thus, the applicationof theunderlying ideas of StatisticalMechanics to turbulence is besetwith extreme
difficulties which were, and still are, the main struggle of many bright researchers, which have been
attracted to this extraordinary form of movement so universally present in nature. In any case, the
statistical representation of turbulence is a tool for describing the mean behaviour of the flow, but it
is not, it cannot be, a set of dynamical equations derived from first principles which encompass the
underlying foundations for such a form of movement. There is no much dynamics in the derivatives
of averages like u′iu′j or u′iu′ju′k, just to name a few of the formalism’s offspring. Rather, it would be
justified to consider them as mathematical artefacts, outputs of an average procedure over otherwise
sound dynamical equations, specially if their actual numerical values depend on the averaging method
employed.
This introduction has tried to highlight the fact that accepting the use of statistical tools does not imply
to cease acknowledging the deterministic-chaotic nature of turbulence. The language, themethods, the
formalism belong to the realm of Statistics, whilst the governing dynamical equations are non-linear
anddeterministic. The sameequations contain theorderly laminarmovement and the chaotic turbulent
behaviour. The statistical representation of turbulence is the shortcut used by scholars, who accept with
helplessness that the subject is much too complex to attempt a direct approach.
3.2 The Statistical Approach (or the Averaging Problem)
Last section has shown the great temptation for an observer to consider the turbulence as a stochastic
process. This results in a confusion between the most successful methods used for its representation,
and the actual nature of the phenomenon itself. The disturbing behaviour of the turbulent flow fields
brings out the idea of separating any field into two components, the average and the fluctuating.
A characteristic of the turbulent motion of a fluid is the existence of disordered fluctuations in the
dynamic variables of the flow. Thus, a seemingly random variation is expected in both, the spatial and
temporal evolution of thefield quantities describing the turbulent flow. Turbulence is probably themost
outstanding instance of chaos and, as a result, if a turbulent flow is set up repeatedly under exactly the
same conditions, the actual values of those fields, in time and space, will be different in each attempt.
According to the statistical approach to turbulence, the spatio-temporal fluctuations for each dynamic
field have a wide range of amplitude, frequency, wavelength and direction, and the fields themselves
can be assimilated to what is called randomfields. Since no analytical expression can be found for each
dynamicfield in a turbulent regime, themost that canbe achieved is only a collection ofmeasured values
for various positions and time frames. It is not possible, nor desirable, nor interesting, to have the exact
value of each flow field at all points and instants.
On the contrary, what in principle is possible, and definitively desirable, is to obtain an analytical
expression for themeanvalueof eachdynamicfield, andpossibly someother statisticalmoments. Those
mean values are expected to be smoother andmuchmore regular. Of course, the equations that govern
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the mean values of the fields need not be the same than those governing the fields themselves. Thus, a
method for averaging the flow fields must be defined, which should separate the mean evolution from
the fluctuating random variation of each quantity. Moreover, the attached equations to such average
fields must be obtained from the original dynamic governing equations 7. The resulting relationships
receive the name of Reynolds-AveragedNavier-StokesEquations (RANSE), as they are derived directly
from the Navier-Stokes relations.
The statistical description of turbulence is associatedwith the decomposition of physical quantities into
two parts: one is relatively smooth and regular, whereas the other concentrates the rapid variations
attached to the turbulent motion. For any flow field ψ(t, x) 8 that dissection, known as Reynolds
decomposition, is expressed in a general form as:
ψ(t, x) = 〈ψ(t, x)〉+ ψ′(t, x) (3.3)
where ψ is called the instantaneous quantity, 〈ψ〉 the mean or average quantity, and ψ′ the fluctuating
quantity 9. Only the instantaneous quantities are directly bounded by the conservation principles
that govern the Mechanics, that is, only instantaneous quantities can reach the status of constants of
the motion. Any constraint affecting the mean or fluctuating quantities is inherited from those basic
principles affecting the instantaneous ones. As pointed out by [BIL06], themain challenge of simulating
turbulence rests in the fact that the equations describing themean flow cannot be directly derived from
the Physics of fluids.
The description of turbulence and turbulent quantities through the use of statistical functions like
average, correlations, higher-order moments... is appropriate when a procedure for defining such
functions be readily available. The problem with very transient turbulent phenomena is the difficulty
to find a suitable method to define the moments of the random variables, one which could be of direct
use in Engineering applications. The averaging issue is elegantly presented and discussed in [MY71].
Note that in equation (3.3) only ψ and 〈ψ〉 have a sharp clear meaning: ψ is the actual physical field
and 〈ψ〉 is the result of an accurately defined averaging method. However, ψ′ could only be defined
as “whatever is left after subtracting 〈ψ〉 from ψ”. Of course, one might (and must) attempt to provide a
physical explanation to enlighten the meaning of ψ′, and derive some mathematical properties of this
new fluctuating field. But reality is a stubborn thing and, in the end, one must always resort to its
definition asψ′ = ψ−〈ψ〉 in order todemonstrate anymathematical result regardingψ′. It is important
to stress this fact, and to understand that ψ′ is as intrinsically linked to the averaging method as 〈ψ〉 is,
and that different averaging methods will not only render different mean fields 〈ψ〉, but also different
fluctuating fields ψ′.
The averaging method, whatever it might be, must fulfil the following conditions in order to be
applicable to the theory of turbulence. If ψ and φ are two random fields of the turbulent flow, then
the Reynolds conditions are established as:
7One resists to use the adjective ‘dynamic’ to refer to the average fields equations. Although the mean fields
have governing equations determining their evolution, it is preferable to reserve such term for equations directly
obtained from First Principles, wherefrom Integrals of Motion can be defined.
8The field ψ(t,x) could be a velocity component ui(t,x), or the velocity vector u(t,x), or the pressure p(t,x) at
a given time and position, or it could be a more complicated tensorial field derived from other flow fields at different
times and positions.
9This fluctuating part receives different names in the literature: the turbulence component [HR70], the incoherent
background turbulence [GHL96]...
CHAPTER 3. INTRODUCTION TO TURBULENCE DESCRIPTION 78
• LINEARCONDITION. Averaging is a linear operation:
〈ψ + φ〉 = 〈ψ〉+ 〈φ〉
〈cψ〉 = c〈ψ〉 if c = constant (3.4)
〈c〉 = c if c = constant






where s is any space-time variable t, x1, x2, x3.
• IDEMPOTENTCONDITION. The averaging operation is idempotent
〈〈ψ〉φ〉 = 〈ψ〉〈φ〉 (3.6)
This last condition is more frequently seen as
〈〈ψ〉〉 = 〈ψ〉 (3.7)
which can be easily derived from (3.6) by setting φ = 1.
It is trivial to prove that equation (3.7) leads to
〈ψ′〉 = 0 (3.8)
for thefluctuating component ofψ. Also, as a corollary, it can be easily deduced from the aboveReynolds
conditions the following rule for the product average:
〈ψφ〉 = 〈ψ〉〈φ〉+ 〈ψ′φ′〉 (3.9)
Any operation like 〈·〉 acting onflowfieldsψ, fulfilling theReynolds conditions, will be called aReynolds
operator. A Reynolds operator will always produce valid RANSE when applied to the Navier-Stokes
equations.
The last two conditions (3.5) and (3.6)-(3.7) are the most difficult to meet for ordinary averaging
procedures. It will be seen that in most practical cases one can only work with approximations, since it
is impossible to cover the whole statistical universe of each randomfield: temporal and spatial averages
cannot be extended to infinity in Engineering application, and ensemble average (see later) cannot be
expected to contain all possible realisations.
Along this text the mean value of a physical field ψ will be denoted by the same symbol in capitals
Ψ = 〈ψ〉, and thus it will not be necessary to use overbars, angled brackets or similar signs to refer
to the mean quantities. The fluctuating part of the field will be denoted with primes ψ′. The notation
for the Reynolds decomposition of the turbulence quantities and fields appearing in this work is the
following:
• Velocity 10 [m/s]
u = U + u′ ui = Ui + u′i (3.10)
10From now onwards, as it is customary in turbulence and CFD formalisms, the velocity field in a turbulent flow
will be denoted by u or ui, instead of v or vi employed so far. This change of notation has two benefits: allows for
the direct comparison of results with existing turbulence literature, and neatly distinguishes between the hydraulic
(treated before) and the hydrodynamic (to be treated next) cases (see footnote 3 in page 3).
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• Pressure [kg m−1 s−2]
p = P + p′ (3.11)








and the Reynolds decomposition is


















• Specific turbulent kinetic energy 11 [m2/s2 = J/kg]
The specific kinetic energy of the fluid is defined by the expression:
Ek(t, x) =
1
2u(t, x) · u(t, x) =
1
2ui(t, x)ui(t, x) (3.16)
Applying the Reynolds decomposition (3.10) of u to Ek, the expected mean and fluctuating
components of the specific kinetic energy are obtained. The fluctuating component is of lesser
importance and no further attention will be paid to it.
Upon describing the turbulent motion, emphasis is placed on the average specific kinetic energy
〈12uiui〉 (sum in repeated indices implicit), since the instantaneous value (3.16) is of limited




















i〉 = K(t, x) + k(t, x) (3.17)
where use has been made of the idempotent condition (3.6), and as a result 〈UiUi〉 = UiUi
and 〈Uiu′i〉 = Ui〈u′i〉 = 0. The first term K is the specific kinetic energy corresponding to
a hypothetical flow whose velocity be Ui, and is thus called the specific kinetic energy of the
mean flow. Whether Ui be a function of t, or x, or both, depends on the type of average method
carried out to obtain Ui, as it will be shown later. The second term k is the specific kinetic energy
associated with the fluctuating velocity field u′i. It corresponds to the energy which is going to be
dissipated along the flow 12, at a rate defined by  (see below), and it could be said that it is the
energy fraction pertaining to the turbulence itself.
11In the present context ’specific’ means ’per unit mass’.
12The energy represented by k is not only dissipated at the smallest scales of turbulence, it is also generated as
it is being extracted from the mean flow at the largest scales. There is a net transport of energy from the largest
to the smallest scales of turbulence.
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The division of a field given in (3.17) is not a Reynolds decomposition, because it is not the
addition of an average plus a fluctuating component, but rather is the addition of two averages:
one over mean velocities and the other over fluctuating velocities. Nevertheless, it serves well the
purpose of splitting a mean flow field into a stable component and an unsettled one, over which
the effects of turbulence operate. It will be seen that Reynolds-Averaged Navier-Stokes (RANS)
formalismusesk = 12〈u′iu′i〉 almost exclusively, disregardingK , and someof themostwidespread
CFD turbulence models have an equation for k in their solvers.
• Turbulent kinetic energy dissipation rate per unit mass [m2/s3 = W/kg]
The instantaneous specific energy dissipation rate is defined by 2ν times the matrix norm of the
instantaneous strain rate tensor sij(t, x)
ε(t, x) = 2ν ‖ (sij) ‖2= 2ν sijsij (3.18)
or, equivalently, ν times the scalar product of vorticity with itself
ε(t, x) = ν ζ · ζ (3.19)
Just as it was donewith the specific kinetic energy in last paragraph, the Reynolds decomposition
could also be applied to ε and the fluctuating part discarded as less important. Thus, an average
specific energy dissipation rate is obtained with the following form 13:
〈ε〉 = 2ν〈sijsij〉 = 2νSijSij + 2ν〈s′ijs′ij〉 = ε(t, x) + (t, x) (3.20)
with Sij and s′ij defined in (3.14) and (3.15), respectively.
The average energy dissipation rate is alsomade up of two terms, one stable and another unsettled:
the first one ε is the dissipation rate due to the mean flow movement, while the second, , is
the dissipation of turbulent kinetic energy produced by the viscosity (thermal dissipation due
to internal friction caused by viscosity), usually simply called the dissipation. This last field
determines the rate of dissipation of the turbulent kinetic energy k in the flow: the kinetic energy
is transformed into internal energy.
According to [Pop00], the mean flow dissipation ε is of order Re−1. Thus, for high Re the mean
flowdissipation is negligiblewhen comparedwith the dissipation rate , that is, 〈s′ijs′ij〉  SijSij .
It follows that the energy dissipation in turbulent flows is almost entirely viscous, ε   and
〈ε〉 ≈ . Therefore, 〈ε〉 and  can be freely interchanged inmost equations, and for simplicity only
will be used with the following meaning 14:











The dissipation  is parallel in importance to the kinetic energy k. RANS formalism uses  almost
exclusively, disregarding ε, and some of the most widespread CFD turbulence models have an
equation for  in their solvers.
13The remaining terms contain products of the form Sijs′ij which have null average and, therefore, belong to the
fluctuating component of ε.
14[Hin75] deduces the following exact expression for 
 = ν 〈(∂ju′i + ∂iu′j) ∂iu′j〉 (3.21)
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• Specific turbulence dissipation rate [s−1 =Hz]
The specific turbulence dissipation rateω is closely related to the specific turbulent kinetic energy
k [J/kg] and the specific turbulent kinetic energy dissipation rate  [W/kg]. The relationship




Different turbulence models provide different proportionality constants for ω.
• Specific Reynolds stress tensor [m2/s2 = J/kg]
Anotherfield always present in theRANS formalism is the specificReynolds stress tensor−〈u′iu′j〉,
which is itself an average of fluctuating velocity products. Actually, k is proportional to the trace
of this tensor. It represents the stress associated with the interaction of turbulent eddies among
themselves with rapidly varying velocities. Reynolds stress is a direct mathematical consequence
of the RANSmethod and it will be studied in the coming sections.
Reynolds decomposition through a Reynolds operator has the advantage of providing a set of equations
for the averaged fields very similar to the original Navier-Stokes equations, plus the extra Reynolds
stress terms which cause the closure problem. This formal likeness of equations is very convenient,
since it permits to classify the averaged terms into convective, diffusive, inertial... so familiar to studious
of the original Navier-Stokes equations, and to make use of the known properties the equations show
according to the relative importance of such terms.
On the other hand, the Reynolds decomposition is difficult to obtain in practice, it represents a
very radical separation of two conflicting behaviours; the two resulting components, average and
fluctuating, are too ideal to be physically realisable. It would seem that the main reason to use the
Reynolds decomposition be one of mathematical convenience: as long as the averages are suitably
defined, the fluctuating components disappear cleanly, leaving neat average equations devoid of
disturbing fluctuating fields (except the Reynolds stress, whose presence is easy to explain from a
physical standpoint). Whether this decomposition be actually possible in practice, seems to be a
secondary matter for this somewhat naive approach.
Statistical description of turbulence provides exactly this: a description. No Dynamics in the classic
rigorous sense can be found within the statistics, no equations of motion which can be derived
from First Principles like Hamilton’s Least Action. The fluctuating part of Reynolds decomposition
depends essentially on the averaging method chosen for such decomposition. Actually, the fluctuating
component could be defined as: ’Take the instantaneous value and remove the average. Whatever is left is the
fluctuating component’. It will be seen that different averaging methods produce different fluctuating
parts and, moreover, the fluctuating component corresponding to one averaging procedure does not
yield zero when averaged by a different method.
A disturbing situation, found in a number of papers dealing with turbulent flow simulations, arises
when some authors use lightly the statistical representation of turbulence, defining averages which are
far from being Reynolds operators, whose definitions fail to meet some of the Reynolds conditions, or
conferring to averaged quantities a time or space dependence they should not possess, or comparing
results obtained fromdifferent averagingmethods as if all of themwere equivalent, or assigning to some
averagesmathematical properties theydonot enjoy, or someothernotmanifestly accurate practice. Not
all results spewed up by a computer are physically sound, and usually the averaged fields calculated in
CFD are of one type (namely, ensemble average) different from the averaged experimental values they
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are compared with (often, short time average), and that difference in averaging method must produce
offsets in numerical data which are frequently not taken into consideration.
Hopefully, the issues presented and discussed in this section would help the simulation Engineer
to understand some of the concepts which are always latent in any CFD publication dealing with
turbulence, but are usually not patently explained.
3.2.1 The Statistical Averages
In this section the different types of statistical averages will be introduced and discussed. Thus, a
detailed study of most frequent averaging methods for incompressible flow will be presented, together
with the Reynolds conditions and RANSE stemming from each. It will be highlighted that different
averaging methods provide divergent results, that the fluctuating component is as inherently linked to
each averaging method as the mean one, and the applicability limits for each average type will also be
considered.
Five main averaging methods could be defined to obtain the mean quantities of interest in a turbulent
flow. The methods are conveniently introduced and discussed in several references, for example,
[GHL96] or [Pop00]. Those mean quantities should be coupled through governing equations which
are formally almost identical to the ones obeyed by their instantaneous counterparts, except for the
Reynolds stress terms which bring the closure problem. Roughly speaking, the mean quantities carry
most of the flow dynamics while the fluctuating components account for most of the dissipation.
Compressible flow is beyond the scope of this work, therefore averagingmethods like Favre averagewill
not be considered herein.
3.2.1.1 The Ensemble Average
This averaging method is the most universal but has the drawback of being very impractical. In case
of doubt, the ensemble average is always dynamically right and it is the standard with which any
other averaging method is compared. The ensemble average assumes that the same phenomenon
can be repeated an indefinite number of times, N , each time in the same conditions. As it is almost
impossible to reproduce exactly the same conditions in any two experiments, it will be assumed that
these conditions will be as closed as could possibly be, and the two experiments will be called similar
15. The statistical ensemble of all similar repetitions of the same phenomenon will be simply called the
ensemble. The set of measured quantities in each repetition is called a realisation. The nth realisation
for the physical field ψ(t, x) is denoted by ψ[n](t, x). The closer the initial conditions for two different
realisations of the same experiment, nth andmth, themore similar the resultsψ[n](t, x) andψ[m](t, x) of
the same field will be. Suppose now thatN similar experiments (realisations) are conducted, and that
the result obtained for the field ψ(t, x) in each one of them is ψ[n](t, x), 1 ≤ n ≤ N . Suppose also, for
the moment, that all realisations are equally probable and that they constitute a numerable set. Then,
the ensemble average for the field ψ is defined as







15The concept of similar experiments is related to the sensitive dependence on initial conditions (see [Dev89]). It
is not equal to the concept of similarity as defined in Dimensional Analysis.
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The ensemble average thus defined retains the t and/or x dependence of the realisation fields ψ
themselves: if ψ = ψ(t, x), then so is 〈ψ(t, x)〉 a function of t and x. The departure of any particular
realisation from the average field is considered to be due to the turbulence; it actually is identified with
turbulent behaviour. Or in other words, each realization is distinguished from any other only through
its fluctuating component.
The ensemble average fulfils the Reynolds conditions (3.4)-(3.7):
• LINEAR CONDITION.


































































































ψ[n] = 〈φ〉〈ψ〉 (3.29)
Note that 〈φ〉 can exit the sum because it is not affected by the summation index n (there are no
different realisations of the ensemble average 〈φ〉)
The ensemble average 〈·〉 is a Reynolds operator, since it meets the Reynolds conditions, and it is thus
a suitable average to derive the RANSE from. Note that N can be allowed to be finite: the Reynolds
conditions are still met. Thus, a finite ensemble average is an approximation of the physical process
which is still a Reynolds operator, that is, a suitable averaging method to obtain the RANSE from the
Navier-Stokes equations. The accuracy is partially lost, but no inconsistencies appear in the derivation
and use of the RANSE.
A further step can be taken if the assumption of equally probable realisations is dropped. Assume
then that some realisations are more likely than others. Let w[n] be the probability of obtaining the
nth realisation in a similar repetition of the flow experiment. The set of probabilities must fulfil the





w[n] = 1 (3.30)
where N might be allowed to be finite (a finite number of realisations). The new ensemble average is
defined by:
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where ψ[n] is the value adopted by the nth realisation of the field ψ(t, x). The definition (3.24)
corresponds to the case of equally probable realisations,w[n] = 1/N . Notew[n] affects to the realisation,
not to the field. Thus, the added ensemble average of fields ψ and φwould be:








(ψ[n] w[n] + φ[n] w[n]) = 〈ψ〉+ 〈φ〉 (3.32)
It can readily be seen that, as long as w[n] is independent of (t, x), the newly defined ensemble average
is a Reynolds operator and, therefore, it is appropriate for developing the RANSE.
Still a further step can be taken if the assumption of numerability of the realisations is also dropped.
Thismeans that realisations are allowed todevelop continuously, andno longer is valid to refer to thenth
realisation. Instead of using an indexn, theymust be characterised by a set of continuous parametersχ
which reveal hownear is any given realisation fromany other, that is, howclose are the initial conditions
from one another. All the realisations whose initial conditions are close enough are called similar and
they are included in the ensemble.
LetΞ be an open set in the space of initial conditions for a dynamical system. All the realisations which
originatewithinΞ are similar andbelong to the ensemble. ThemeasureofΞ (its size)wouldnormally be
very small, and depends on how different are the initial conditions allowed to be before the realisations
are no longer deemed similar. The realisations of the field ψ are denoted by ψ(t, x;χ), with χ ∈ Ξ .
Define a probability distribution w(χ) for the realisations whose initial conditions lie within Ξ . This
probability distribution fulfils the normalisation condition:∫
Ξ
w(χ)dχ = 1 (3.33)




ψ(t, x;χ)w(χ) dχ (3.34)
The particular case of equally probable realisations corresponds to the constant probability distribution
w(χ) = 1/µ(Ξ), where µ(Ξ) is a measure of the open set Ξ , usually its volume in initial-conditions
space. Note that as long asw(χ) do not depend on (t, x), the ensemble average just defined in (3.34) is
a Reynolds operator.
The averaging methods described by either (3.24), (3.31) or (3.34) render averages that are space and
time dependent, which is very suitable for unsteady turbulent flows. On the contrary, this definition is
not very practical from the Engineering point of view, as it normally will not be possible to carry out the
high number of identical repetitions that would produce a reliable average.
The RANSE derived from ensemble average are the only ones which are complete, because of the
retained dependence of the averaged fields on (t, x). It can be asserted that ensemble average is the
most suitable from a physical standpoint, since it reproduces the results of any other averagingmethod,
being the reciprocal usually not true. Fromnow on, the standard nomenclature employed in turbulence
and CFD textbooks will be used, so that the reader can compare the results obtained herein therewith.
RANSE are obtained applying ensemble average 〈·〉 to the Navier-Stokes equations (3.35)
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where g = (gi) is a vector representing the external volumetric forces (typically the gravity).
The Reynolds decomposition is denoted by:
u(t, x) = 〈u(t, x)〉+ u′(t, x) ≡ U(t, x) + u′(t, x) (3.36)
p(t, x) = 〈p(t, x)〉+ p′(t, x) ≡ P (t, x) + p′(t, x) (3.37)
First substitute the Reynolds decomposition of u and p in (3.35)
∂t(Ui + u′i) + (Uj + u′j)∂j(Ui + u′i) = (3.38)
= −1
ρ




∂j(Ui + u′i) + ∂i(Uj + u′j)
]}
+ gi
and then apply the ensemble average 〈·〉 to each term of the resulting equation, having into account that
〈u′i〉 = 0 and 〈p′〉 = 0. The advection term is the only one presenting some difficulty:
〈(Uj + u′j)∂j(Ui + u′i)〉 = 〈Uj∂jUi + u′j∂jUi + Uj∂ju′i + u′j∂ju′i〉 = Uj∂jUi + 〈u′j∂ju′i〉 (3.39)
because 〈u′j〉 = 0 and 〈∂ju′i〉 = 0 does not imply 〈u′j∂ju′i〉 = 0.
Therefore, the RANSE à la ensemble average for incompressible Newtonian flow are




δij + ν(∂jUi + ∂iUj)− 〈u′iu′j〉
]
+ 〈gi〉 (3.40)
plus the Reynolds-averaged continuity equation:
∇ · u(t, x) = ∇ · U(t, x) = ∇ · u′(t, x) = 0 (3.41)
The RANSE retain all terms of the original Navier-Stokes equations plus one: the Reynolds stress
divergence term ∂jRij = −∂j〈ρu′iu′j〉. Therefore, this particular form of RANSE could be used to
simulate themeanmotion of any turbulent flow, regardless of its character (unsteady, inhomogeneous,
anisotropic, potentially periodic...), because the mean fields U(t, x) and P (t, x) are time- and position-
dependent, and likewise occurs with the Reynolds stress tensor Rij(t, x) à la ensemble average. Of
course, always provided a suitable expression for Reynolds stress−ρ〈u′iu′j〉 in terms of the mean fields
could be found, or a solution for the Reynolds stress differential equation. The conventional approach to
this problem is the Boussinesq’s eddy viscosity hypothesis, which assumes the Reynolds stress tensor
could be expressed as (see [Pop00]):




− 23ρkδij ≡ 2µtSij −
2
3ρkδij (3.42)
with νt = µt/ρ the turbulent eddy viscosity, a single quantity that intends to summarise the complex
behaviour ofRij . With the help of this eddy viscosity the RANSE yield




δij + (ν + νt)(∂jUi + ∂iUj)
]
+ 〈gi〉 (3.43)
CFD solvers, like OpenFOAM, which discretise and solve RANSE in the form of (3.40) or (3.43), are
actually obtaining the mean fields U(t, x) and P (t, x) as ensemble averages. Comparison of those CFD
results with actual data taken from experiments must be executed with care, since most laboratory
instruments record and measure the time-average of fields, and these are not the results provided by
the computer upon solving the equation (3.40).
CHAPTER 3. INTRODUCTION TO TURBULENCE DESCRIPTION 86
3.2.1.2 The General Space-TimeAverage
An averaging method that does not depend on realisations, but rather applies on the full measured
record of a given turbulent flow, is the General Space-Time Average (GSTA), which is the most
comprehensive averaging method that can be performed on a single realisation of a turbulent flow. 16
A remarkable introduction to the GSTA is found in [MY71], and the description presented herein follows
to certain extent that reference. Let ψ(t, x) be a turbulent flow field defined in the space-time domain0 ⊂ R4, with the customary requirements of boundedness, differentiability and integrability one





ψ(τ, ξ)w(t− τ, x− ξ) dτ d3ξ (3.44)
wherew(t, x) is a weighting function which satisfies the normalisation condition:∫
0
w(τ, ξ) dτ d3ξ = 1 (3.45)
An alternative definition is to set the integration domain equal to R4, and let either the weighting
function w(t, x) or the flow field ψ(t, x) limit the region in which the average is defined; that is, one






ψ(τ, ξ)w(t− τ, x− ξ) dτ d3ξ ≡
∫
R4
ψ(τ, ξ)w(t− τ, x− ξ) dτ d3ξ
(3.46)
and the normalisation condition reads:∫ +∞∫
−∞
∫ ∫
w(τ, ξ) dτ d3ξ ≡
∫
R4
w(τ, ξ) dτ d3ξ = 1 (3.47)
According to this second definition, corresponds to the productψ(τ, ξ)w(t−τ, x−ξ) to be zero outside
of the space-time region in which the turbulent flow develops.
Fromthedefinitiongiven in (3.46), theGSTAof aflowfieldψ(t, x) couldbe thought of as the convolution
of a distribution Tw with a test function ψ(t, x) 17 (see [Con80]).
(Tw ? ψ)(t, x) =
∫
R4
ψ(τ, ξ)w(t− τ, x− ξ) dτ d3ξ (3.48)





ψ(τ, ξ) w(t, τ ;x, ξ) dτ d3ξ
with the kernel w depending also on the space-time point being integrated, instead of the difference of positions.
But this sort of anisotropic average is beyond the scope of the present Dissertation.
17The rigorous definition of a distribution Tw (also known as generalised function) requires that the test
functions be infinitely differentiable (C∞) and of compact support (see [Con80]). But in reference [Sch66] it is
pointed out that in Physics sometimes the test functions do not have compact support, although the kernel w
associated to the distribution does, and the net effect is the same. This approach is followed herein, demanding
that the product of w and ψ have compact support.
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The functionw(t, x) is called the kernel of the distribution Tw. Note that the integrals extended to±∞
exist as long as either:
• The integrand ψ(τ, ξ)w(t− τ, x− ξ) has a compact support and, therefore, it is zero outside this
domain.
• The integrand is non-zero in an unbounded domain, but the following limit is approached
sufficiently rapid
lim
σ→∞ψ(τ, ξ)w(t− τ, x− ξ) = 0
where σ = τ or σ = ξi
Considering the GSTA of a flow field ψ as its convolution with a distribution Tw, enjoys the added
benefit of having the rich theory of generalised functions at one’s disposal to be applied to the turbulence
problem. Either reference [Sch66] or [Con80] contains the relevant theorems and results on generalised
functions.
The GSTA would be a suitable averaging method to generate RANSE from, as long as it satisfy the
Reynolds conditions (3.4)-(3.7). Herefromwill be obtained the general properties thatmust be satisfied
by the weighting functionw(t, x) in order for GSTA to be a Reynolds operator.
• LINEAR CONDITION. It is obvious because the integral is a linear operator:
4
aψ + bψ (t, x) =
∫
R4




ψ(τ, ξ)w(t− τ, x− ξ) dτ d3ξ + b
∫
R4





Thus, any convolution with the form given on (3.46)will be linear.
• COMMUTATION CONDITION. This is a general property of the convolution with distributions,
and is offered herein without proof (see [Con80])
∂s(Tw ? ψ) = ∂s(Tw) ? ψ = Tw ? ∂sψ (3.50)










φ(τ, ξ) ∂σw(t− τ, x− ξ) dτ d3ξ =
4
∂sψ(t, x) (3.52)
where σ = τ or σ = ξi. Thus far, any generalised functionTw is suitable for yielding RANSE. The
truly restrictive condition is that of idempotency, treated next.








ψ(τ, ξ)w(t− τ, x− ξ) dτ d3ξ = (3.53)










ψ(λ,η)w(t− λ, x− η) dλ d3η =
4
ψ(t, x) (3.54)
For this to be true, the kernelmust satisfy the following relationship:
w(t− λ, x− η) =
∫
R4
w(τ − λ, ξ − η)w(t− τ, x− ξ) dτ d3ξ (3.55)
This last property singles out the sort of generalised functionsTw thatwill turn theGSTAa suitable
averaging method to derive RANSE from, that is, a Reynolds operator.
The most outstanding example of generalised function fulfilling the three conditions mentioned above
is the Dirac’s δ distribution. Actually, the three most prominent averaging methods (leaving aside the
ensemble average) are derived from Dirac’s δ, namely:
• If the weighting function has the form
w(t, x) = 1
T
δ(x) (3.56)
with T the time interval in which the flow exists (theoretically (0,∞)), then the GSTA coincides
with the time average to be introduced in section 3.2.1.3. Note thatw actually does not depend on
t.
• Likewise, if
w(t, x) = 1Ωδ(t) (3.57)
with Ω the space region in which the flow exists, then the GSTA coincides with the space average
which will be described in section 3.2.1.4. Likewise,w does not depend on x.
• Finally, if the weighting function has the form









with tn = t + nT and T the period of a periodic agent acting on the flow, then the GSTA
corresponds to the phase average, to be treated in section 3.2.1.5. In this case w depends on t
and x.
Any other more sophisticated averaging method will still require that the corresponding weighting
function w(t, x) fulfil the Reynolds conditions (3.49)-(3.55), in order for it to lead to RANSE when
applied over the Navier-Stokes equations.
3.2.1.3 The TimeAverage
Time average is the most familiar method for obtaining the turbulence mean fields, and in the vast
majority of cases the only one available in laboratory. Most textbooks on CFD assume, or explicitly
establish, that the mean quantities are to be obtained through time average.
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ψ(t, x) dt (3.59)
where it is assumed that the turbulent flow begins at t = 0, and ψ is a bounded function for which
the limit exists. Note ψ(x) is not a function of time. The mean fields provided by the time averaging
method are always stationary in time, invariant to time-shifts, so the mean flow is steady. Therefore, it
is not possible to reproduce an unsteady turbulent flow using RANSE which are obtained through time
average.
The time average fulfils the Reynolds conditions (3.4)-(3.7):
• LINEAR CONDITION. The integral is a linear operator:
















































c · 1 = c (3.62)




































= 0 ≡ ∂
∂t
ψ (3.64)
because ψ(t, x) is a bounded function ∀t ∈ R+, and ψ(x) does not depend on t. 19
• IDEMPOTENT CONDITION.













ψ dt = φ ψ (3.65)
φ can exit the integral because it does not depend on t.











ψ(τ, ξ)δ(x− ξ) dτ d3ξ = ψ(x)
and thus the time average is a particular case of the GSTA (note that δ(x) = δ(−x)).
19If T were allowed to remain finite, as in the case of a time average over a finite period, then ∂tψ 6= 0 and the
commutation condition would not be fulfilled.
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Therefore, the time average · is a Reynolds operator.
The Reynolds decomposition for the main turbulence fields is given by:
u(t, x) = u¯(x) + u′(t, x) ≡ U(x) + u′(t, x) (3.66)
p(t, x) = p¯(x) + p′(t, x) ≡ P (x) + p′(t, x) (3.67)
Note that all time dependence existing in u and p is entirely transmitted to u′ and p′, because no time
dependence remains in the mean fields.
Inserting this Reynolds decomposition into Navier-Stokes equation (3.35), and applying time average












The Reynolds-averaged continuity equation is
∇ · u(t, x) = ∇ · U(x) = ∇ · u′(t, x) = 0 (3.69)
Thus, the time average meets the Reynolds conditions and is a suitable average method to derive the
RANSE therefrom. The Reynolds stress tensor à la time average Rij = −ρu′iu′j would, in general, be
different from the Reynolds stress tensor−ρ〈u′iu′j〉 derived from ensemble averagingmethod, although
its physical meaning is similar and the role played in the equations is identical. Rij is as dependent on
the averagingmethod as themean fields themselves, and care should be taken before comparing results
involvingReynolds stresses fromdifferent sources. As amatter of fact,Rij = −ρu′iu′j is the time average
of a quantity and thus can only produce a steady, time-independent result,Rij = Rij(x) and ∂tRij = 0,
while the Reynolds stress tensor à la ensemble average is time-dependent.
Note that T cannot be allowed to be finite: the Reynolds conditions will not be fulfilled. Thus, a finite
time average would not only mean a loss of accuracy (because it is an approximation), but also the
appearance of inconsistencies in the derivation and use of the RANSE. Any solution to the equation
(3.68) corresponds to a steady mean flow.
3.2.1.4 The Spatial Average
Spatial average isnot so frequently used toobtain themeanfields in experiment relatedwith turbulence.
Normally, it makes sense when dealing with homogeneous and isotropic turbulent flows.
The spatial average of a field ψ(t, x) is defined as
︷︸︸︷










ψ(t, x) d3x (3.70)
where it is assumed that ψ is a bounded function for which the limit exists.
︷︸︸︷
ψ (t) is not a function of
space variablesx. Themeanfields providedby the spatial averagingmethod are invariant to translations
in space, so the mean flow is homogeneous and isotropic.
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In the case of bounded flows, confined to an open finite domain Ω and subjected to the condition
ψ(t, x) = 0 for x /∈ Ω, beingψ any field defined in the bounded flow, the definition of spatial average of
the flow field ψ(t, x) is straightforward: 20
︷︸︸︷




ψ(t, x) d3x (3.71)
Actually, the average for bounded flow (3.71) can be considered a particular case of the more general
definition (3.70). Therefore, in all that follows the general definition will be used.
The spatial average fulfils the Reynolds conditions (3.4)-(3.7):
• LINEAR CONDITION. The integral is a linear operator:
︷ ︸︸ ︷








































c d3x = lim
L→∞
c · 1 = c (3.74)

























ψ(L, xj, xk)− ψ(−L, xj, xk)




































because ψ(t, x) is a bounded function ∀xi ∈ R, and
︷︸︸︷
ψ (t) does not depend on x. 21





ψ(τ, ξ) w(t− τ,x− ξ) dτ d3ξ = 1Ω
∫
R4
ψ(τ, ξ)δ(t− τ) dτ d3ξ =
︷︸︸︷
ψ (t)
and thus the space average is a particular case of the GSTA (note that δ(t) = δ(−t)).
21If L is allowed to remain finite in a general unbounded flow, as in the case of a spatial average performed over
just a finite domain, then
︷︸︸︷
∂jψ 6= 0 and the commutation condition would not be fulfilled. On the contrary, if ψ is
zero outside a finite open domain Ω (bounded flow), then the commutation condition would be satisfied, as long as
L stretches farther away than Ω.
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• IDEMPOTENT CONDITION.︷ ︸︸ ︷︷︸︸︷





























φ can exit the integral because it does not depend on x.
Therefore, the spatial average
︷︸︸︷· is a Reynolds operator.
The Reynolds decomposition for the main turbulence fields is given by:
u(t, x) =
︷︸︸︷
u (t) + u′(t, x) ≡ U(t) + u′(t, x) (3.78)
p(t, x) =
︷︸︸︷
p (t) + p′(t, x) ≡ P (t) + p′(t, x) (3.79)
Note that all dependence on position coordinates existing in u and p is entirely transmitted to u′ and p′,
since no spatial dependence remains in the mean fields.
Inserting this Reynolds decomposition into Navier-Stokes equation (3.35), and applying the spatial
average













The resulting equation is short because no mean quantity survives the derivation with respect to space











any space derivative of any space-averaged field would be identically zero. Therefore, the Reynolds
stress tensor does not appear explicitly in the RANSE, but rather a related quantity doeswhich, perhaps,
would require a modelling different than Boussinesq’s turbulent viscosity. This ought to be taken into
consideration upon writing CFD code.
The Reynolds-averaged continuity equation is
∇ · u(t, x) = ∇ · u′(t, x) = 0 (3.81)
because ∂iUj ≡ 0 ∀i, j = 1, 2, 3.
Thus, the spatial average meets the Reynolds conditions and is a suitable average to derive the RANSE




j would, in general, be
different from the Reynolds stress tensor −ρ〈u′iu′j〉 derived from ensemble averaging method. As it
has already been said elsewhere, the Reynolds stress tensor is as dependent on the averagingmethod as
the mean fields themselves. It fulfils the same role of concentrating the turbulence diffusion effects
in the governing equations, but the values acquired by this version of Rij are different from those




j is the space average of a quantity
and thus can only produce a homogeneous, space-independent result, Rij = Rij(t) and ∂kRij = 0,











∂j(u′ju′i), which is not
the same as the identically null quantity ∂jRij .
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Note that L cannot be allowed to be finite: the Reynolds conditions will not be fulfilled. Thus, a finite
spatial average would not only mean a loss of accuracy (because it is an approximation), but also the
appearance of inconsistencies in the derivation and use of the RANSE. Of course, the flow could be
bounded, in which case u(t, x) and p(t, x) would be zero outside a bounded domain Ω, and the integral
over−L to Lwould be equal to that over−∞ to∞, as long as L reach beyond the bounded domain Ω.
Any solution to the equation (3.80) corresponds to a homogeneous and isotropic mean flow.
3.2.1.5 The Phase Average
Some flows of interest in Engineering develop in almost periodic conditions. Examples of such flows
are found in internal combustionmotors and rotatingmachinery, and in others not so obvious as vortex
shedding behind a cylinder or water-hammer. There is a periodic agent of period T which acts on the
fluid, exerting an influencewhichmanifests itself in a quasi-periodic behaviour of the turbulence fields.
This agent could be a periodic force or some periodic boundary conditions, or any other cause. The
resulting flowfields are unsteady, not purely periodic because of their turbulent nature. However, upon
analysis of their Fourier spectra one can see a large component in the frequency range generated by the
periodic agent.
The phase averagewas first introduced in [HR70], although in a different context than the one intended
herein, whence is meant for flows where an organised motion exits. Let be a flow developing on a
domain Ω ⊂ R3 upon which a periodic agent with period T acts. Then the phase-average 22 of the field
ψ(t, x) (ψ is a physical field and thus is a continuous and bounded functionwith continuous derivatives)
is defined as: 23
←→






ψ(t+ nT, x) (3.82)
provided the series converge. Note that
←→
ψ (t, x), if it exists, is a periodic function of t with period T .
For brevity, they will be called here T -periodic functions, to distinguish them from any other periodic
function with period T ′ 6= T .
One might feel tempted to think that
←→
ψ (t, x) 6=←→ψ (t+ T, x), because the later is
←→












ψ(t+ nT, x) (3.83)
and the first term ψ(t, x) corresponding to n = 0 is absent. The following derivation will prove that
thought without foundation:
←→











22When any confusion may exist regarding the period T , it will be called phase average of period T , or
T -phase average for short. Such situations may occur when a bundle of periodic motions with different periods
are present in the flow.













ψ(τ, ξ)δ(tn − τ)δ(x− ξ) dτ d3ξ =←→ψ (t,x)
with tn = t+nT , and thus the phase average is a particular case of the GSTA (note that δ(x) = δ(−x), δ(t) = δ(−t)).
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= lim
N→∞
ψ(t, x)− ψ(t+NT, x)
N
= 0 (3.84)
because ψ(t, x) is a bounded real function ∀t ∈ R+ and ∀x ∈ Ω ⊂ R3. With the same argument, it can
be proven that
←→
ψ (t, x) = ←→ψ (t + mT, x), m ∈ Z+. Therefore,←→ψ (t, x) is a T -periodic function of t,
that is, the phase average is independent of the time origin. 24 According to this result, suffices to define←→
ψ (t, x) for t ∈ [0, T ), x ∈ Ω ⊂ R3, and to study its properties only in that domain, although tmust be
extended toR+ for fields ψ and ψ′.
A physical field ψ(t, x) = ←→ψ (t, x) + ψ′(t, x) for which ψ(t0, x) 6= 0 for some t0 ∈ R+ implies←→
ψ (t, x) 6= 0 ∀t ∈ R+ except in a set of measure zero, and ψ(t, x) will be called a T -potentially
periodic field 25. A T -potentially periodic field can have regions in which ψ(t, x) = 0 and←→ψ (t, x) = 0,
for example the velocity field on a wall (no-slip condition). But if ψ(t, x) 6= 0 at some instant, then←→
ψ (t, x) 6= 0 at all instants, except in a numerable set of them (the periodic crossing of zero, if that
exists). Note that if ψ(t + nT, x) does not add significantly to ψ(t, x), then the sum will not be large
enough to counteract the 1/N factor and the limit will be zero as N → ∞, and the field ψ would not
be T -potentially periodic. In a T -potentially periodic field, ψ(t+ nT, x) adds significantly to ψ(t, x) for
almost everyn, even if the flow is notmarkedly periodic. In conclusion,
←→
ψ (t, x) is aT -periodic function
of t by construction. It could either be zero (the ψ(t + nT, x) terms do not add significantly), infinite
(the series does not converge) or T -periodic. A flowwhose fields are T -potentially periodic will be called
aT -potentially periodicflow. This does not necessarilymean that the flow show a pronounced periodic
behaviour.
The phase average fulfils the Reynolds conditions (3.4)-(3.7):
• LINEAR CONDITION. The sum is a linear operator:
←−−−−−−−−−−−→






[aψ(t+nT, x)+bφ(t+nT, x)] = a←→ψ (t, x)+b←→φ (t, x) (3.85)























 = ∂s←→ψ (t, x) (3.86)
where s is any space-time variable t, x1, x2, x3.
• IDEMPOTENT CONDITION. Easy to prove because
←→
φ (t, x) is a T -periodic function of t and←→
φ (t, x) =←→φ (t+ nT, x) ∀n ∈ N,∀t ∈ R+,∀x ∈ Ω ⊂ R3:
←−→←→














φ (t, x)ψ(t+ nT, x) = (3.87)
24Special emphasis is placed on the period T . The phase average method only produces fields that are periodic
in time with period T . If ψ also has components with period T ′ 6= T , these will not be included in ←→ψ as defined
by (3.82), unless T is a multiple of T ′. See section 3.2.3 for an actual example.
25The non-T -periodic components of ψ will be sent to ψ′ by this averaging method; only T -periodic components
remain in ←→ψ . Note that any T ′-periodic component of ψ, with T/T ′ /∈ Z and T ′/T /∈ Z (non-integer numbers),
will also be sent to ψ′. Again, see section 3.2.3 for an actual example.









ψ(t+ nT, x) =←→φ (t, x)←→ψ (t, x)
←→
φ (t, x) can exit the sum because it is not affected by the summation index n.
Hence, the phase average←→· is aReynolds operator, that is, a correct averagingmethod toderiveRANSE
from the Navier-Stokes counterpart.
In the just described situation of a T -periodic agent acting on the flow, the T -phase average assumes
that any T -potentially periodic fieldψ(t, x) =←→ψ (t, x) +ψ′(t, x) can be decomposed into two parts (see
figure 3.1):




ii. A non-T -periodic part, due entirely to the turbulence or to any other agent, called the fluctuating
field ψ′(t, x). This fluctuating component has by construction the property
←→
ψ′ (t, x) = 0. Note that
ψ′ could be non-T -periodic for a variety of reasons. Two of them, with no pretension to make the
list exhaustive, would be:
• ψ′ is completely non periodic, it does not possess any period whatsoever.
• ψ′ has T ′-periodic components, with T ′/T /∈ Z and T/T ′ /∈ Z (non-integer numbers).
According to this decomposition, whatever non-T -periodicity existing in the flow is assumed to be
caused by the turbulence, and is removed from the mean field by the phase averaging method, and
passed over to the fluctuating field. As it has been stated in section 3.2, the fluctuating component is
as inherently linked to the averaging method as the mean component, and it can be roughly defined as












Figure 3.1: Flow field ψ and its phase average. The graph needs to repeat itself to be periodic.
CHAPTER 3. INTRODUCTION TO TURBULENCE DESCRIPTION 96
The Reynolds decomposition for the main turbulence fields is given by:
u(t, x) =←→u (t, x) + u′(t, x) ≡ U(t, x) + u′(t, x) (3.88)
p(t, x) =←→p (t, x) + p′(t, x) ≡ P (t, x) + p′(t, x) (3.89)
Note how similar this decomposition is to equations (3.36)-(3.37) for ensemble average: themeanfields
depend on (t, x).
Before inserting this Reynolds decomposition into the Navier-Stokes equations, the periodic agent
acting on the flow should be explicitly written in them. This agent is not necessarily a force, but most
times it could be expressed as such. Therefore, let pii(t, x) be a T -periodic volumetric force field applied
to the flow. gi represents, as usual, the external volumetric forces acting on the flow (typically the
gravity). Note that for a steady force field the phase average yields←→gi = gi and for a T -periodic force
field is also←→pii = pii , thus their Reynolds decomposition is trivial.
With such provisions, the Navier-Stokes equations for incompressible flow are written as:
∂tui + uj∂jui = −1
ρ
∂ip+ ∂j(ν∂jui) + gi + pii (3.90)
Inserting now the Reynolds decomposition of fields (3.88)-(3.89) into this equation and applying phase
average ←→· to each term, the RANSE à la phase average for incompressible Newtonian flow are
obtained:










+ gi + pii (3.91)
plus the Reynolds-averaged continuity equation:
∇ · u(t, x) = ∇ · U(t, x) = ∇ · u′(t, x) = 0 (3.92)
As it has been pointed out in other occasions, the Reynolds stress tensor à la phase average Rij =
−ρ←→u′iu′j appearing in this equation is not the same than the like-named −ρ〈u′iu′j〉 derived from the
ensemble averaging method. The Reynolds stress tensor is as dependent on the averaging method as
the mean fields themselves. It fulfils the same role of concentrating the turbulence diffusion effects
in the governing equations, but the values acquired by this version of Rij are different from those
corresponding to other averaging methods. Care should be taken before comparing values of Rij
obtained from different sources, because it is as much a mathematical artifice as a physical entity. As a




j is the phase average of a quantity and this operation can only produce
a T -periodic function of t,Rij(t, x) = Rij(t+nT, x), whereas the Reynolds stress tensor à la ensemble
average would not in general be periodic.
Note that, leaving aside the T -periodic pii term which might be absent from the equation, the RANSE
à la phase average (3.91) are indistinguishable from the RANSE à la ensemble average (3.40). A CFD
code solving those equations would equally provide a mean field obtained from phase average or from
ensemble average. Only the boundary conditions would make the code yield one of those two options.
Of course, if theT -periodic force field pii(t, x)were present in the equations, then themeanfieldswould
be also T -periodic and would correspond to phase average.
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3.2.2 A Critique to Certain Kind of URANS Simulations
Unsteady Reynolds Averaged Navier-Stokes (URANS) simulations literally make reference to those
applications of the RANSE in which themean flow fields are supposed to be unsteady, that is, to change
with time (see [Tuc01]). This, in principle, should not be a problem, since the theory behind RANSE
permits perfectly well the existence of arbitrarily fast-varying mean velocity and pressure fields. As a
matter of fact, the very presence of the term unsteady is quite unnecessary in this context, because the
time derivative ∂U/∂t of themean field is already included in some versions of RANSE, and need not be
expressly highlighted.
Leaving aside potential unexplored versions of the GSTA, two possibilities clearly stand out to realise
mathematically sound URANS simulations:
• Modelling the turbulent flow through the equation (3.40), with U and P the ensemble average of
theflowfieldsu andp. This approach is always themost suitable fromamathematical andphysical
standpoint, since the ensemble average constitutes the highest reference for any other averaging
method, that is, the standard against which any other average type is compared. Whatever the
simulationonemean to attempt, ensemble averagewill always be a right choice. Besides, equation
(3.40) poses no limits to the variation ofUwith t, other than the usual requirements of continuity
and differentiability.
• If the turbulent flow is being acted upon by a T -periodic agent, it would also be possible to use
equation (3.91) following a phase average. In that case, the outcome would be a set of T -periodic
mean fields U , P and Reynolds stress Rij . No result other than a T -periodic mean field should
be expected from phase average. Of course, ensemble average is again the best mathematical and
physical option even for potentially periodic flow.
Having said that, what the termURANSnormallymeans in the contexts this section intends to pinpoint
(which are not all where such term could be found), applies to a particular class of unsteady simulations
through the use of finite time average. And here, yes, there is a problem. SuchURANSmodels are being used
frequently in industry to simulate the unsteady flow occurring in many situations of interest related
with hydraulic machinery, motors, boundary layer meteorology, etc. The simulation results need to
be compared with experimental data which, usually, are taken with instruments that perform some
degree of integration, that is, a finite time average. Whether this average be over sufficiently long time,
is a different discussion. The relevant point is that mean velocities are unsteady, and one writes in
the computer solver an equation like (3.40), and one expects the computer’s outcome to be plausibly
comparablewith the experimental values. But this procedureharbours a fundamental flaw, even though
in some cases it might yield some degree of agreement: every time an equation like (3.40) is written in
a solver, the computer will spew an ensemble average of the velocity field. Whether these results can be
safely compared with the experimental data, is the object of the critique raised herein.
The possibility of comparing data thus averaged over time (or space) with results obtained through
a CFD simulation, usually expressed in terms of ensemble averaged fields, is closely related with
a property that since the dawn of turbulence science has been attached to most turbulent flows:
ergodicity. Ergodicity opens quite a convenient prospect: instead of studying turbulence throughmany
identically repeated experiments (realisations), why not carry out detailed observations of a single
experiment over long times or large spatial breadths? Shouldn’t it be the same? Ergodicity was first
envisioned by Ludwig Boltzmann during the development of Statistical Mechanics (see [Haa95]), and
has since then found a prominent role in many fields of Physics.
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A distinction must be made between the Ergodic theorem and the Ergodic hypothesis. The ergodic
hypothesis states that within the general set of phenomena comprised under the name of turbulence,
there exists a subset that couldbe considered ergodic, that is, the ergodic theorem is applicable to certain
classes of turbulent flows. Since this is extremely difficult to prove, to the point that (to the author’s
knowledge) no one has yet done so, it is customary to issue the hypothesis and to expect it to be true:
the scientific community accepts it somewhat reluctantly, but does not cease to use it.
Now it remains to see the scope and enunciate of the ergodic theorem. It is explained, for instance, in
[MY71] or [Fri95]. Three cases are being considered in the statement of the Ergodic theorem:
i. Statistically stationary fields.
If the probability distribution of a random function ψ(t, x) is such that it does not change when
there is a time shift 26 affecting all the variables it depends on, then the random function will be
called a stationary randomfunction (or a statistically stationary field). This, in turn, implies that all
statistical moments corresponding to that random function (mean, variance, skewness, kurtosis,
autocorrelation...) be independent of time. These moments are calculated using the ensemble
average, which is always a physically correct method.
Assume a given turbulent flow is statistically stationary, that is, all fields related to the turbulence
have mean, variance,... and the rest of moments independent of time. Let 〈ψ〉 = Ψ(x) be the mean











∣∣∣ψ(x)−Ψ(x)∣∣∣2〉 = 0 (3.93)
Note thedouble condition: statistically stationaryflow and average over infinitely long time. Similar
convergence results could be established for other higher-order statistical moments of the field ψ.
ii. Statistically homogeneous fields.
Likewise, if the probability distribution of a random functionψ(t, x) is such that it does not change
with a space shift 27 affecting all the variables it depends on, then the random function is called
homogeneous (or statistically homogeneous field). Again, this implies that all statistical moments
related with ψ be independent of x. These moments are determined through ensemble average.
Assume a given turbulent flow is statistically homogeneous. Let 〈ψ〉 = Ψ(t) be themean of the field
ψ(t, x) at an instant t. Let
︷︸︸︷
ψ (t) be the spatial average defined by (3.70)
︷︸︸︷








26A statistical system is said to undergo a time shift given by τ , if the samples previously taken at instants
t1, t2, ... are replaced by others taken at t1 + τ, t2 + τ, .... If that time shift changes nothing in the system, then it
is said to be statistically stationary.
27A statistical system is said to undergo a space shift given by the vector ξ, if the samples previously taken at
points x1,x2, ... are replaced by others taken at x1 + ξ,x2 + ξ, .... If that space shift changes nothing in the system,
then it is said to be statistically homogeneous.
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〉 = 0 (3.94)
Note the double condition: statistically homogeneous flow and average over infinitely large spatial
domain (or, at least, a domain exceeding the flow boundaries). Similar convergence results could
be enunciated for other higher-order statistical moments of the field ψ.
iii. Statistically stationary homogeneous fields.
In this case, aside from the convergence between 〈ψ〉 and ψ on one hand, and 〈ψ〉 and
︷︸︸︷
ψ on the









〉 = 0 (3.95)
Thus the time and space averages can be freely interchanged in any statistical calculation affecting
the stationary and homogeneous turbulent flow. This also applies to other higher-order moments.
Note the validity of the ergodic hypothesis is confined to the limits of the ergodic theorem expressed
above. Any turbulent flow outside of the ergodic theorem’s scope, cannot claim the right to be
treated according to the ergodic hypothesis. Neither can any time/space average calculated over
too short time/space breadths. Of course, if the averaging time/space is sufficiently larger than the
turbulent flow’s time/space fluctuations, it could reasonably be expected that the convergence relations
(3.93)/(3.94) be still approximately valid. Much harder is to admit the ergodic hypothesis retain its
validity with non-stationary/homogeneous flows and not very large integration time/space. And a
remarkable number of measurements made over turbulent flows suffer from both predicaments.

Once exposed the cautions that need to be taken before attempting to compare experimental data with
CFD simulations, specially in cases where some unsteadiness is present, it is time to get back to the
issue that gives title to this section, namely, the unsteady simulation of flows through the use of finite
time averages. The rationale behind this sort of URANS models lies in a particular class of averaging
methods, known by the name of moving average (also called running or rolling average). Typically it is
defined in time-domain, although it can also be employed in space-, frequency- orwavenumber-domain
(to be defined later).
Letψ(t, x) be a generic flowfield defined in a domain t ∈ [0,+∞), x ∈ Ω ⊂ R3. The running ormoving
time average of width T of the field ψ is defined as












ψ(t− τ, x) dτ (t > T ) (3.96)
The three integrals are identical and will be used interchangeably. If t < T , then the definition
corresponds to the first integral with the lower limit set to zero.
28Actually, it is possible to consider random fields which are homogeneous in one direction, or in one plane. In
those cases, the integrals should be executed in one variable (unidirectional homogeneity) or in two variables (plane
homogeneity). The ergodic theorem will then have validity only in the affected geometry.
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Alternatively, it is possible to define a global moving average, or cumulative time average (with no
mention to any width T ) as 29
...




ψ(τ, x) dτ (3.97)
without forcing t → ∞. Note that for t < T , 〈ψ(t, x)〉T ≡
...
ψ(t, x), and also for t → ∞ the cumulative
time average approaches the standard time average
...
ψ → ψ. It will always be assumed that ...ψ(t, x) is a
bounded function ∀t ∈ R+.
Yet another alternative definition of the moving average of width T , that provides similar results, is
given by:








ψ(t+ τ, x) dτ (3.98)
Equation (3.96) should be used in real-time processes in which control commands are issued based on
the smoothed real-time value of a variable, while (3.98) could be used if one wouldmean to evaluate the
evolution of a smoothed variable based on stored data.
Finally, the moving average of width T can still be formulated in another equivalent form, as the




ψ(τ, x)RT (t− τ) dτ (3.99)
where RT (t) is the rectangular or normalised boxcar function (rect function for short) of width T ,
defined by (see figure 3.2):
RT (t) :=

0 if |t| > T/2
1
2T if |t| = T/2
1
T
if |t| < T/2
(3.100)
which fulfils the normalisation condition 30:
+∞∫
−∞
RT (t) dt = 1 (3.105)
29Four dots will be used in the notation if the expression to be averaged were long and could not be adequately





30The normalised boxcar is a particular case of the general boxcar function R(t; a, b), a ≤ b, given by
R(t; a, b) :=

0 if t < a
1
2 if t = a
1 if a < t < b
1
2 if t = b
0 if t > b
(3.101)







The general boxcar function verifies
R(t; a, b) = H(t− a)−H(t− b) (3.103)
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Figure 3.2: Rect function or normalised boxcar of width T = 1, R1(t)
Themain advantage of this formulation is that one can consider themoving average as afilter (actually a
low-pass filter) executed on the original fieldψ, bymeans of the convolution (see page 102). This concept
of filter will be dealt with later in this section.
Themoving averaging/filtering on a field ψ could also be applied to space variables x bymeans of a rect
functionRL(x) of width L, of like definition (see equation (3.253) for a full description)
RL(x) =

0 if |xi| > L/2
1
8L3 if |xi| = L/2 (i = 1, 2, 3)
1
L3 if |xi| < L/2
(3.106)
The moving average is commonly used in practice for experimental data, because most instruments
perform by construction some degree of integration.
The proper mathematical formalism to work with filters is the Fourier transform, since it is in the
frequency domain where the filtering is best understood. Herein the following normalisation for the
Fourier transform will be used:









with H(t) the Heaviside step function given by
H(t) =

0 if t < 0
1
2 if t = 0
1 if t > 0
(3.104)
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and τ the period of the harmonic 32.
In Fourier transform formalism the equation (3.99) for moving average ofψ is called the convolution ?
of the functions ψ(t, x) andRT (t).
〈ψ(t, x)〉T = ψ(t, x) ?RT (t) ≡
+∞∫
−∞
ψ(τ, x)RT (t− τ) dτ (3.110)
The Fourier transform of the convolution of two functions is the product of the Fourier transforms of
convolved functions:
F(ψ ?RT ) ≡ F
 +∞∫
−∞
ψ(τ, x)RT (t− τ) dτ
 ≡ 〈̂ψ〉T = ψ̂(ω, x) R̂T (3.111)
The Fourier transform of the rect functionRT (t) is the well known sinc(ωT ) function (see figure 3.3)




31Along sections 3.2.2 to 3.3, ω will be used to appoint the angular frequency 2pi/T , as it is customary in Fourier
analysis, instead of the specific dissipation rate of the turbulence kinetic energy, which is the designation for ω in
the rest of the Dissertation
32Two other normalisations are also commonly used to define the Fourier transform. The first one introduces a
2pi factor in the exponential and uses a variable ν = 1/t for the direct transform









whereas the second normalisation uses as variable ω = 2piν and treats symmetrically the direct and inverse transform
with a factor (2pi)1/2:











The first normalisation has the advantage that F−1[F(ψ(t))] ≡ F−1(ψ̂(ω)) = ψ(t), while in the normalisation
(3.107) adopted herein F−1[ψ̂(ω/2pi)] = ψ(t).
It is also frequent to see the definition of Fourier transform with a change of sign in the exponentials.
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Figure 3.3: Fourier transform of rect function of width T = 1, sinc(ω) = R̂1(ω).
Having introduced the moving average of width T and the cumulative average of a field ψ(t, x), it is
pertinent to consider whether such averages are suitable to derive RANSE from, that is, if they fulfil
the Reynolds conditions (3.4)-(3.9). From their definitions, it is clear that 〈ψ(t, x)〉T and
...
ψ(t, x) are in
general functions of (t, x). Therefore, it would not be expected for these averages to fulfil the Reynolds
conditions and, in principle, should not be used to derive RANSE from the Navier-Stokes equations.
This last statement can be easily proven for both averages:
MOVINGAVERAGEOFWIDTH T , 〈ψ(t, x)〉T
• LINEAR CONDITION. It is obvious because the integral is a linear operator.
• COMMUTATION CONDITION. For the ∂i ≡ ∂∂xi derivative it follows:




∂iψ(τ, x) dτ (3.113)
and










∂iψ(τ, x) dτ (3.114)
in the last step use has been made of Leibniz’s rule for differentiation under the integral sign.
Therefore the moving average fulfils the commutation condition for ∂i.
For ∂t = ∂∂t is equally obvious:








ψ(t, x)− ψ(t− T, x)] (3.115)
and









ψ(t, x)− ψ(t− T, x)] (3.116)
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and therefore the commutation condition is also fulfilled for ∂t.
• IDEMPOTENT CONDITION. It is best demonstrated through the use of convolution ? with the
rect functionRT (t).
〈〈ψ(t, x)〉T 〉T = [ψ(t, x) ?RT (t) ] ?RT (t) (3.117)
The convolution has the associative property (see [Bra00]):[
ψ(t, x) ?RT (t)
]
?RT (t) = ψ(t, x) ?
[
RT (t) ?RT (t)
]
The convolution of the general boxcar function (3.103)with itself verifies:
R(t; a, b) ?R(t; c, d) = (t− a− c)H(t− a− c)− (t− b− c)H(t− b− c)− (3.118)
− (t− a− d)H(t− a− d) + (t− b− d)H(t− b− d)
In the particular case of a = c = −T/2 and b = d = T/2, this results in (see equation (3.102))
RT (t) ?RT (t) =
1
T 2




(t+ T )H(t+ T )− 2t H(t) + (t− T )H(t− T )] (3.119)









-2 -1.5 -1 -0.5  0  0.5  1  1.5  2
Figure 3.4: Convolution of rect function of width T = 1 with itself, R1(t) ?R1(t).
The resulting triangular function is clearly different from the normalised boxcar itself, shown in
figure 3.2. Both figures have an area below the curve equal to one, although the distribution of that
area is different in each case. This difference disappears when T →∞, yielding the regular time
average (3.59).
Substituting this result in equation (3.117) leads to
〈〈ψ(t, x)〉T 〉T = ψ(t, x) ? [RT (t) ?RT (t) ] = (3.120)










ψ(t− τ, x) [H(t+ T/2)−H(t− T/2)] dτ = +∞∫
−∞
ψ(t− τ, x)RT (τ) dτ = 〈ψ(t, x)〉T
where use has been made of (3.103) and the convolution’s commutative property (see [Bra00]):
ψ(t, x) ?RT (t) ≡
+∞∫
−∞
ψ(τ, x)RT (t− τ) dτ = RT (t) ? ψ(t, x) ≡
+∞∫
−∞
ψ(t− τ, x)RT (τ) dτ
Therefore, the idempotent condition is not fulfilled and the moving average of width T is not a




• LINEAR CONDITION. Again, is obvious because the integral is a linear operator.
• COMMUTATION CONDITION. For the ∂i ≡ ∂∂xi derivative it follows:
....










ψ(τ, x) d τ = ∂i
...
ψ(t, x) (3.121)
where use has been made of Leibniz’s rule for differentiation under the integral sign. Therefore,
the cumulative average fulfils the commutation condition for ∂i.
For ∂t = ∂∂t the result is completely different:
....






















ψ(τ, x) dτ + 1
t
[
ψ(t, x)− ψ(0, x)] (3.123)
that is,
....
∂tψ(t, x) = ∂t
...










This is amajor drawback for the cumulative average: it does not fulfil the commutation condition
for ∂t. Nevertheless, for steady-state flow situations the commutation condition with ∂t is
unnecessary. Note for t sufficiently large this commutation condition ismet approximately, since...
ψ(t, x) is a bounded function.




















dσ φ(σ, x) (3.125)
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φ (t, x) in order for the idempotent condition to be

































































































































Therefore, the cumulative average does not fulfil the idempotent condition, and it is an averaging
method that cannot be used to derive RANSE fromNavier-Stokes equations.
Note that if t→∞ then ...ψ becomes time-independent (just as the regular timeaverageψ) and can











which is the expected idempotent condition.

It has beenmentioned, while introducing the convolutionwith the normalised boxcar function, that the
moving averagemight behave like a low-pass filter. Themoving average is indeed a true low-pass filter,
which respects the lower frequency content of the signal, and attenuates thehigher frequency spectrum.
In order to proof this assertion, the following properties of Fourier transform are needed (see [Bra00]):
33For t→ 0 the expression
t∫
0







φ (t) ≡ 1t
∫ t
0 dσφ(σ) is a bounded function ∀t ∈ R+.
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• Linearity
F [a ψ + b φ] = a ψ̂ + b φ̂ a, b ∈ C (3.129)
• Time shift









where δ(ω) is the Dirac’s delta distribution 34.
Let ψ(t) be a function of time, the ψ dependence on x be momentarily forgotten. It is required that the
Fourier transform of ψ exists, that is, ψ fulfils the condition 35
+∞∫
−∞
∣∣ψ(t)∣∣ dt <∞ (3.132)
The condition (3.132) implies that
∣∣ψ(t)∣∣→ 0 sufficiently rapid as t→ ±∞. From equations (3.129) to
(3.132), it can be deduced that the Fourier transform of the moving average results in:



































The second term piψ̂(0)δ(ω) only plays a role at ω → 0. It could be omitted outside of this range. Note
the existence of the inverse Fourier transform also implies a condition symmetrical to (3.132),
+∞∫
−∞
∣∣∣ψ̂(ω)∣∣∣ dω <∞ (3.134)
so that
∣∣∣ψ̂(ω)∣∣∣→ 0 sufficiently rapid as ω → ±∞.
34Due to the properties of Dirac’s delta, one could equally well write piψ̂(0)δ(ω) for the second term of equation
(3.131).




The Fourier transform of a function ψ(t) exists as long as ψ ∈ L1(R).
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Nowmaking use of Euler’s formula
e−ıt = cos t− ı sin t
andMcLaurin’s series for cos and sin,








5! − · · ·
the expression (3.133) could be written as:












When ω → 0 the only term that survives is the first one ψ̂(ω). Thus F [〈ψ(t)〉T ] → ψ̂(0) with ω → 0.
The Fourier transform of the moving average tends to ψ̂(0) when ω → 0, and to zero when ω → ∞,
which is the expected behaviour of a low-pass filter. In other words, the moving average low-pass filter
leaves mostly unchanged the lower part of the spectrum, while greatly attenuates the higher-frequency
band.

This sort of finite time average, as it has already been proven, does not fulfil the idempotent condition,
and thus it is not possible to obtain a proper RANSE therefrom. However, it would be interesting to
explore underwhich conditions a finite time averagewould yield acceptable URANS simulations, if any.
The following paragraphs aim to this purpose.
Figure 3.5: Spectrum of a flow which could be approximately modelled with URANS.
In principle, it would be feasible to approximatelymeet the idempotent condition if the fieldψ(t)would
have a frequency spectrum ψ̂(ω) similar to the one shown in figure 3.5 36. The spectrum has a high-
36This type of frequency spectrum is not unknown in boundary layer meteorology, where it receives the name of
spectral gap problem. See [Stu03].
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amplitude lower-frequency band, then it is zero (or very close to zero) in the mid-frequency band,
and finally it has a higher-frequency band starting with finite amplitude values that later continuously
decrease to zero, as it is demanded by the ψ̂(ω →∞)→ 0 condition. Assume the mid-frequency band
to be very wide, so that the lower- and higher-frequency bands be quite far apart. Let’s call, somewhat
artificially, ψ̂L(ω) to the lower portion of the spectrum and ψ̂H(ω) to the higher. Then, the following
decomposition of ψ̂(ω) is therefore possible:
ψ̂(ω) = ψ̂L(ω) + ψ̂H(ω)
The linear property of the Fourier transform implies then
ψ(t) = ψL(t) + ψH(t)
with ψL = F−1[ψ̂L] and ψH = F−1[ψ̂H ].
Figure 3.6: The moving average filter affects mostly the high-frequency part of the spectrum.
This decomposition makes possible the following procedure:
• Given a spectrum like the one shown in figure 3.5, with a wide mid-frequency range of zero
amplitude, select a time interval T such that its associated angular frequency ω0 = 2pi/T lie
approximately in the middle, far enough from both low- and high-frequency bands (see figure
3.6).
• With such time interval T generate a moving average of width T , equation (3.96), and the
corresponding Fourier transform, low-pass filter equation (3.133).
• Apply equation (3.133) to both, ψ̂L(ω) and ψ̂H(ω). Since the lower-frequency band is sufficiently
far from ω0, the effect of moving average on ψ̂L(ω) is not important. Let’s see how this statement
would be true. Equation (3.135) could be expanded with more detail, rejecting the terms with
piψ̂(0)δ(ω) because there is no need to consider ω = 0, since it has already been proven that
F [〈ψ(t)〉T ]→ ψ̂(0)with ω → 0. Therefore, the Fourier transform for ω  ω0 results in (ω 6= 0):




1 + ωT2ı −
ω2T 2
3! + · · ·
)
≈
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As long asω/ω0  1 the dominant term is ψ̂(ω). For example, ifω/ω0 = 0.001 then the difference
between F [〈ψ(t)〉T ] and ψ̂(ω) is around one thousandth. Note the use of McLaurin series is
justified because ω is not too far from zero. Besides, for ω/ω0 < 1, ψ̂(ω) ≈ ψ̂L(ω), and the
following very approximate result can be offered
F [〈ψ(t)〉T ] ≈ ψ̂L(ω)
which, upon Fourier inversion, means
〈ψ(t)〉T ≈ ψL(t) (3.137)
• Likewise, a parallel result is obtained for the higher-frequency portion of the spectrum. For
ω/ω0  1 the McLaurin series (3.136) cannot be used, and one must go back to the original
equation (3.133)without the term piψ̂(0)δ(ω), and perform an order ofmagnitude estimation. In
these conditions, the factor 1− e−ıωT is of lesser importance because its modulus is order of one
(0 ≤
∣∣∣1− e−ıωT ∣∣∣ ≤ 2). Thus, taking 1− e−ıωT ≈ 1, equation (3.133) yields:










because ψ̂(ω) ≈ ψ̂H(ω) for ω/ω0  1. The above expression is very small for large ω, and this
effect is still enhanced because condition (3.134) implies that ψ̂(ω) must decrease much faster
than 1/ω, otherwise the integral extended from −∞ to +∞ would not converge. Therefore,
through the combined effect of ψ̂(ω →∞)→ 0 and ω0/ω → 0, it can be concluded that
ω/ω0  1 ⇒ F [〈ψ(t)〉T ] ≈ F [〈ψH(t)〉T ] ≈ 0
since for ω/ω0 > 1, ψ̂(ω) ≈ ψ̂H(ω), and the outcome can be written as
〈ψH(t)〉T ≈ 0 (3.138)
These results are graphically shown in figure 3.6. The blue dashed-line curve represents the finite
time averaged spectrum F [〈ψ(t)〉T ] of the red solid-line spectrum curve ψ̂(ω). The moving
average affects very little to ψ̂L, and very much to ψ̂H . As expected, the low-pass filter selects the
low-frequency range of the flow’s spectrum.
• The results 〈ψL(t)〉T ≈ ψL(t) and 〈ψH(t)〉T ≈ 0 are almost identical to those one would
expect from classical Reynolds decomposition. Therefore, calling Ψ(t, x) = ψL(t, x) the mean
field component, and ψ′(t, x) = ψH(t, x) the fluctuating component, the familiar Reynolds
decomposition is obtained
ψ(t, x) = Ψ(t, x) + ψ′(t, x) , 〈Ψ(t, x)〉T ≈ Ψ(t, x) , 〈ψ′(t, x)〉T ≈ 0 (3.139)
and it will yield approximately exact RANSE of the form (3.40), suitable for URANS simulations.
The time variation of the mean field Ψ(t, x) will be rather slow, since it corresponds to the low-
frequency spectrum assigned thereto.
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The procedure just described fixes the limits within which URANS simulations based on finite time
average could be safely executed. Any situation not similar to that shown in figure 3.6 could not be
accurately (not even approximately) simulated withmoving average-based URANS. Unfortunately, few
of the many flows likely to be found in Engineering will present the required spectrum behaviour.

Once shown the approximate conditions a turbulent flow shouldmeet in order to be properly described
by URANS equations obtained through moving average, it is pertinent to question which would be the
error committed in theReynolds decomposition if a finite time average be used instead of a regular time
average (3.59). This question has been answered by [MY71], [TL72] or [MS00]. In what follows, it will be
assumed the turbulence is statistically stationary, so that the mean field 〈ψ〉 do not depend on time.
Let Ψ(x) ≡ 〈ψ〉 be the ensemble average of the flow field ψ(t, x), which is always an apt average for
any situation, and ψ′(t, x) = ψ(t, x)− Ψ(x) the fluctuating component of ψ à la ensemble average. Ψ
is the standard whereby the accuracy of 〈ψ(t, x)〉T is to be referenced and, in order to assess the error
incurred upon using one instead of the other, it is convenient to determine the ensemble average of
their difference, since this mean difference will be taken as a measure of such error. Before proceeding










because Ψ(x) does not depend on t, and









ψ′(t+ τ, x) dτ
withψ′(t+ τ, x) the fluctuating component à la ensemble average ofψ(t, x) calculated at instant t+ τ .
Armed with those two intermediate results, the ensemble average of the squared difference between
Ψ(x) and 〈ψ(t, x)〉T , which is the best estimate of the error committed, is given by:































〈ψ′(t+ τ, x)ψ′(t+ τ + α, x)〉 dα dτ
where the change of variables α = σ − τ has been made. Note that, whatever the value of t + τ , the
expression 〈ψ′(t+ τ, x)ψ′(t+ τ +α, x)〉 is the autocorrelation à la ensemble average ofψ′(t, x) respect
to time,Rψ(α, x), defined generically by 37
Rψ(τ, x) := 〈ψ′(t+ τ, x)ψ′(t, x)〉 (3.141)
37There exists a similar autocorrelation function for each averaging method discussed in this Chapter. Of course,
the resulting function depends on the type of average and, in general, will be different for each one. The ensemble
average autocorrelation is always the most physically accurate for any situation.
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Since the turbulence has been assumed statistically stationary, the autocorrelation in time Rψ(τ, x)
depends only upon the time difference between both instances of ψ′. It has the property
Rψ(τ, x) = Rψ(−τ, x)
Whatever the field ψ, for each x the autocorrelationRψ(τ, x) has a maximum at τ = 0
Rψ(τ, x) ≤ Rψ(0, x)






Rψ(τ, x) dτ (3.142)
Tψ(x) is time-independent and represents the correlation time of the statistically stationary field
ψ(t, x). The correlation time marks approximately the frontier wherefrom the field ψ′ begins not to
correlate with itself or, in other words,Rψ(Tψ(x), x) is small (or rather,Rψ(Tψ(x), x)/Rψ(0, x) 1 ).
Note the correlation time can change from one point x to another within the flow domain, unless the
turbulence be also homogeneous and then Tψ would also be space-independent.
In the particular case in which ψ is a component of the velocity field ui(t, x), then
Rii(τ, x) = 〈u′i(t+ τ, x)u′i(t, x)〉 (no sum implied) (3.143)











Rii(τ, x) dτ (3.144)
For a scalar field there is just one integral time scale, whereas for a vector field there are three integral
time scales, one for each direction. The integral time scale characterises themaximum time over which
the fluctuating component of velocity retains some significant correlation with itself.
The integral time scale is closely related to the integral length scaleLi(t) of homogeneous turbulence 38.
The integral in α of equation (3.140) is smaller or equal than the integral defining the correlation time
−τ∫
−T−τ
〈ψ′(t+ τ, x)ψ′(t+ τ + α, x)〉 dα ≤
∞∫
0
Rψ(α, x) dα = Tψ(x)Rψ(0, x)
38The integral length scale is similarly defined (see [Pop00]). Assume the turbulence be statistically homogeneous,
that is,
ui(t,x) = 〈ui〉+ u′i(t,x) ≡ Ui(t) + u′i(t,x) (3.145)
for the velocity field ui(t,x), with 〈ui〉 the ensemble average. Let the autocorrelation of u′i for the homogeneous
flow be defined by
Rii(t, r) := 〈u′i(t,x + r)u′i(t,x)〉 (no sum implied) (3.146)
From this definition it is possible to obtain several integral length scales, depending upon the component u′i of the
fluctuating velocity field, and the direction eˆj in which that length scale is considered, being eˆj the unit vector






Rii(t, reˆj) dr (3.147)
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Therefore, the ensemble average of the squared difference between Ψ(x) and 〈ψ(t, x)〉T satisfies




Tψ(x)Rψ(0, x) dτ (3.149)
Since the product Tψ(x)Rψ(0, x) does not depend on time, it exits the integral sign and the remaining
integral is equal to T , and the following result holds 39:
〈 [ 〈ψ(t, x)〉T −Ψ(x) ]2 〉 ≤ Tψ(x)
T
Rψ(0, x) (3.151)
Equation (3.151)proves that thenecessary and sufficient condition for thefinite timeaverage 〈ψ(t, x)〉T













〈ψ′(t+ τ, x)ψ′(t, x)〉 dτ = 0 (3.152)
The integral length scale depends on t but it is independent of position for homogeneous turbulence. The set of
length scales Li characterises the size of the most energetic eddies existing in the flow. The two other important











with k the turbulence kinetic energy per unit mass and  the turbulent energy dissipation rate per unit mass.
Taylor length scale characterises the size of eddies which are significantly affected by the viscous forces, whereas
Kolmogorov length scale corresponds to those eddies that directly dissipate into heat (thermal dissipation range).
In the Li range only inertial effects are important for turbulence. In the Taylor λt range any fluctuating velocity
component is strongly correlated with itself. The three length scales satisfy
η  λt  Li






















L . λt =
√
10 η 23L 13 (3.148)













Rψ(σ − τ,x) dσ dτ
because Rψ depends only on the time difference and Rψ(τ) = Rψ(−τ), and then






Rψ(σ − τ,x) dσ dτ (3.150)
The error tends to zero for T →∞, since the integral of Rψ(σ − τ,x) always converges for actual turbulent flows.
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As Rψ(0, x) is a bounded field (and usually not too large) for actual turbulent flows, then the error
incurred by using finite time average instead of regular time average (3.59) is small, as long as T be
much larger than correlation time Tψ (T  Tψ). To be exact, the requirement is to take T such that
Tψ(x)
T
Rψ(0, x) ≤ δ2 (3.153)
being δ the maximum admissible error in the moving average of ψ with respect to the time average
Ψ = ψ. Note that δ has dimensions of ψ.

The expression (3.151) provides a practical limit for the use of URANS simulations based on moving
timeaverages, fromwhich someCFDpractitioners could verywell profit. Ifψwere a velocity component
ui, thenRii(0, x) (no sum implied) would be proportional to the squared turbulence intensity I2i along
the ith direction. In the case of homogeneous isotropic turbulence Rii(τ, r) = Rjj(τ, r) (no sum
implied), the integral time scale T could be estimated from the integral length scale L and the mean




The integral length scale has usually a value similar to the geometric length scale of the turbulent flow.
For instance, the geometric length scale for a pipe is conventionally taken as the diameter.
Thus, a convenient estimate for a suitable finite time T , to be used inmoving average operations, could
be obtained if the turbulent flow’s geometric length scaleLG, mean velocityU , and turbulence intensity
I were known, or could be guessed. This estimate is given by
LG U
T
I2 ≤ δ2 (3.155)
with I =
√R/U (see equation (4.22)) and δ measured in m/s. There exist rules of thumb for those
quantities in most flows of interest for Engineering applications. Therefore, it should not be very
difficult to obtain an estimate for T in most practical cases.
In summary, the use of finite time moving average in certain URANS simulations brings forward two
different error types in the results obtained:
i. Since the idempotent condition is not met, the RANSE could not be properly derived from Navier-
Stokes equations, and an error is committed by forcing them into a CFD code.
ii. The ergodic hypothesis ceases to be valid, even in the case of statistically stationary turbulent flow,
and the comparison of the ensemble averagedCFDoutput resultswith the finite time averaged data
is also subjected to errors.
By selecting T sufficiently large, those errors could be reduced to acceptable levels, although in such
cases the field’s dependence on t is much diminished, due to excessive time smoothing.
To end up with this section, it is worth remarking that similar results to the ones exposed herein would
have been obtained upon substitution of time-average for space-average, and of statistically stationary for
statistically homogeneous turbulence.
40Actually, the general relationship calls for the use of the convection velocity Uc, which is the velocity
demanded in Taylor’s frozen turbulence hypothesis, in order to relate space and time scales for a turbulent flow.
In most cases, the convection velocity Uc can be approximated by the mean velocity U , and this is the convention
adopted herein (see [TYF07]).
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3.2.3 A Light Critique to the Triple Decomposition
The triple decomposition of a turbulence field was first introduced in [HR70], and later expanded in
the reference paper [RH72]. Since then, this technique has been employed by many authors, some very
renowned, to deal with turbulence problems whosemean flow presents some sort of unsteadiness. The
interested reader is also recommended to check the references [Tel81], [GHL96], [Spe87], [KCB+10] and
[BK92]. Some extreme examples leading to "quadruple" decomposition can be found in [PMN08] and
some references cited therein.
The original authors’ intentions were ’...to extract an organised wave motion from a background field of finite
turbulent fluctuation’. In order to obtain such results, their approach was to decompose any turbulent
flow field ψ(t, x) in three terms, namely (in the notation followed herein)
ψ(t, x) = ψ(x) + ψ˜(t, x) + ψ′(t, x) (3.156)
where:
• ψ is the time average of field ψ defined by equation (3.59),
• ψ˜ is given by
ψ˜(t, x) =←→ψ (t, x)− ψ(x) (3.157)
with
←→
ψ the phase average defined by equation (3.82) 41 . The authors called ψ˜ ’the (statistical)
contribution of the organized wave’ ([HR70]) or ’the periodic wave’ ([RH72]).
• ψ′ is simply called ’the turbulence’ ([HR70]) or ’the turbulentmotion’ ([RH72]). Fromequations (3.156)
and (3.157) it is clear that
ψ′(t, x) = ψ(t, x)−←→ψ (t, x) (3.158)
thus,ψ′ canonly be thefluctuatingpart ofψ à la phase average, that is, thefluctuating component
that results upon applying the phase averaging method to the field ψ.
The triple decomposition thus presented is a sort of tautology of the phase average introduced in section
3.2.1.5, althoughwritten in a slightly differentmanner, with a thirdmember that, supposedly, highlights
the steady component of the turbulent flow.
[HR70]-[RH72] attach to the components of equation (3.156) a set of Reynolds-like conditions (see
equations (3.4)-(3.7)), involving the four field types present in the triple decomposition: ψ, ψ˜, ←→ψ and
ψ′. For the present discussion, the relevant conditions introduced in [HR70] and [RH72] are:
ψ′ = 0 (3.159)
←→
ψ = ψ (3.160)
41Actually, [HR70] defines the phase average in equation (1.3) of their paper with the literal expression







but herein the symbol 〈·〉 is reserved for the ensemble average, and the fact that the sum reaches up to N instead
of N − 1 is unimportant.
CHAPTER 3. INTRODUCTION TO TURBULENCE DESCRIPTION 116
From Navier-Stokes equation and that set of Reynolds-like conditions, [RH72] obtains the RANSE for
the phase averaged velocity field











and the RANSE for the time-averaged mean velocity field as:
uj∂jui = −∂ip+ 1
Re
∂j∂jui − ∂j(u′iu′j)− ∂j(u˜iu˜j) (3.162)
and the RANSE for the ’organised wave’:
∂tu˜i + uj∂ju˜i + u˜j∂jui = −∂ip˜+ 1
Re




j − u′iu′j) (3.163)
Therefore, if conditions (3.159)-(3.160) were not correct or could not be satisfied, the derivation of
equations (3.161)-(3.163)would also be incorrect, and the equations themselveswould be lacking terms
that would have been erroneously omitted.
As it has repeatedly been said along this Dissertation, the fluctuating component ψ′ is as inherently
linked to the averaging method as the mean component is. According to equation (3.158), ψ′ is the
fluctuating component corresponding to the phase average. It is not, it cannot be, the fluctuating
component corresponding to the time average, or to any other averaging method. Thus only
←→
ψ′ = 0
is guaranteed, and there would be no reason to think this apply to any other averaging method, and in
general the results would be 〈ψ′〉 6= 0, ψ′ 6= 0,
︷︸︸︷
ψ′ 6= 0...
In effect, by construction
←→
ψ (t, x) is aT -periodic functionof t. Therefore, it canbeexpressedas aFourier
series ←→




an(x) cosnωt+ bn(x) sinnωt
]
(3.164)
with a0, an and bn functions of x and ω = 2pi/T . The phase average
←→
ψ (t, x) has a time average equal to
a0 (also called in Electric Engineering the dc component). The demonstration is straightforward:
←→































τ→∞ a0(x) = a0(x)













cosnωt dt = 0 (3.166)
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Any real number τ ∈ R canbedecomposed into an integerpart bτc ∈ Z (floor function), anda fractional
part {τ} ∈ R, 0 ≤ {τ} < 1, resulting in τ = bτc + {τ}. Therefore, the following decomposition is
always true
τ = b τ
T
cT + { τ
T
}T (3.167)



























According to equation (3.166), the first integral in the right-hand side is identically zero, and the second












Likewise, the time average for the sine integral is zero, and then it has been proven that
←→
ψ (x) = a0(x) (3.170)
Accordingly, the time average for the field ψ(t, x) is
ψ(x) =←→ψ (x) + ψ′(x) = a0(x) + ψ′(x) (3.171)
with ψ′(x) 6= 0 in general. The time average ψ of a turbulent flow field ψ is the dc component a0 of the
periodic field
←→
ψ , plus something else 42. Note the dc component of any field is also periodic: its value at
t equals its value at t + T . It is only natural that this dc term be within the phase averaged component,
althoughnot all timeaverage of thefieldneed tobe included in thedc component. Nevertheless, itwould
seem reasonable that actual physical fields would verify equations (3.159)-(3.160).
Therefore, equations (3.159)-(3.160) are to be taken with caution, and so happens with equations
(3.161)-(3.163). This should come as no surprise after the derivation made in section 3.2.1.5 : once it
has been proven that the triple decomposition is actually the phase average decomposition in disguise,
the only RANSE that can be derived therefrom is (3.91).
Some examples presented next will attempt to highlight the assertions made herein.
EXAMPLE (i)
Let ψ be the following T -potentially periodic field, which could well be an actual physical field:
ψ(t, x) = a0(x) + a1(x) sinωt+ a2(x) sinω′t (3.172)
where ω = 2pi/T and ω′ = 2pi/T ′; T and T ′ are real numbers non-multiple of each other (T/T ′ /∈ Z
and T ′/T /∈ Z); and a0, a1 and a2 are sufficiently smooth functions of x ∈ Ω ⊂ R3. Note that ψ is as
well a T ′-potentially periodic field. 43
The T -phase average of ψ is calculated term by term:
42Note that a0 is the dc component of the phase averaged field
←→
ψ . It is not the dc component of the physical
field ψ because ψ is not, in general, a periodic function of t. In this section, the term ’dc component’ is always used
to appoint the time average of a periodic function.
43Similar results would be obtained using cosines instead of sines in (3.172), or any linear combination of sines
and cosines. The key issue is to have T - and T ′-periodic components within ψ.
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because a0(x) is not affected by the summation index n.
• The second term is also trivial:
←−−−−−−→












sinωt = a1(x) sinωt
because a1(x) and sinωt are not affected by the summation index n and can exit the sum.
• The third term is more elaborated:
←−−−−−−→


























With this formula, the third term’s T -phase average results in
←−−−−−−→




sin(ω′t+ (N − 1)pi T






For anyN ∈ N, t ∈ R the second numerator is a real number with an absolute value≤ 1, and the
denominator is a finite non-zero real number, because T/T ′ is not an integer. Thus, the fraction
in sines is a finite real numberB ∈ R, and the function a0 is also bounded. Then
←−−−−−−→





and, bydefinition, the third term is thefluctuating componentψ′ ofψ, because it yields zerounder
the operation of phase average.
Hence, ←→
ψ (t, x) = a0(x) + a1(x) sinωt , ψ′(t, x) = a2(x) sinω′t
By the way, ψ′ is a T ′-periodic function, although it cannot be a T -periodic one.
Calculating now the time average of ψ according to equation (3.59), the following obvious result is
obtained:
ψ =←→ψ = a0, ψ′ = 0
Thus, the field (3.172) is hardly a counter-example to highlight the assertionsmade herein. For this kind
of regular functions, like sines and cosines, the assumptions made in [HR70] and [RH72] are correct.
Figure 3.7 shows an instance of field (3.172). The fluctuating component ψ′ has both averages, phase
and time, equal to zero.



















Now a damped version of the example (3.172) will be presented herein. Let ψ be the following T -
potentially periodic field, which could also be an actual physical field:
ψ(t, x) = a0(x) + a1(x) sinωt+ a2(x)e−λt sinω′t (3.176)
where λ ∈ R+ and all other quantities are as defined in (3.172). Now, the third term is a damped
sine which tends to zero as t → ∞. This sort of damped T ′-potentially periodic field is not alien to
Physics: a great number of natural phenomena exhibit that behaviour, including turbulence. Note that
0 < e−λt ≤ 1.
The phase average of the third termmust be calculated:
←−−−−−−−−−→
















The last limit has already been proven equal to zero. Thus the phase average of the third term is zero
and, by definition, that term is ψ′:
←→
ψ (t, x) = a0(x) + a1(x) sinωt , ψ′(t, x) = a2(x)e−λt sinω′t













e−λt sinω′t dt (3.178)
[Boi61] offers the following indefinite integral∫
eax sin bx dx = e
ax(a sin bx− b cos bx)
a2 + b2 (3.179)
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which in the present case is:
∫
e−λt sinω′t dt = −e
−λt(λ sinω′t+ ω′ cosω′t)
λ2 + ω′2 (3.180)





τ(λ2 + ω′2) = 0 (3.181)
A similar result than in example (i) above is obtained: ψ′ has both, phase and time average, equal to
zero. Again, for this kind of regular functions, like damped sines and cosines, the assumptionsmade in



















Finally, it will be essayed a truly random function that could be assimilated to statistical noise. Let





δi + δ2n−1 (3.182)





(t− tn + δ2n−1) tn − δ2n−1 < t ≤ tn
− yn
δ2n
(t− tn − δ2n) tn < t ≤ tn + δ2n
(3.183)
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y(t) dt , 0 < B <∞ (3.184)
Let ν(t) be a normalised random function defined by:
ν(t) = y(t)
B






ν(t) dt = 1 (3.185)
Figure 3.9: An example of positive random-spike function.
ν(t) could be considered a sort of random noise generator, hopefully white noise, which will be called
the random-spike function because it has an irregular sawtooth profile. Figure 3.9 shows an example
of a positive random-spike function, with 0 < yn < 1 , ∀n ∈ N. Note ν(t) is completely non-
periodic and not even potentially periodic, and that implies the phase average will leave the function
mostly untouched, with a negligible (or null) phase averaged component. Herein it cannot be proven
that←→ν (t) = 0, but surely it will be very small: the phase average of width T selects only a few non-
representative values of ν(t), ignoring the rest (see y(t), y(t + T ) in figure 3.9), whereas the time
average ignores nothing since the time integral (3.185) is calculated along all R+. This situation could
be expressed as:
ν(t) =←→ν (t) + ν ′(t) , ←→ν (t) ν ′(t) , ν(t) ' ν ′(t) , ν ′ ' ν = 1 (3.186)
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Let φ(t, x) be a flow field, and as physical field it would be assumed that φ′(x) = 0. Let ψ(t, x) =
φ(t, x) + ν(t) be a flow field with an added noise source. For this field hold the following results:
ψ(t, x) =←→ψ (t, x) + ψ′(t, x) , ←→ψ (t, x) ' ←→φ (t, x) , ψ′(t, x) = φ′(t, x) + ν ′(t) ' φ′(t, x) + ν(t)
(3.187)
andmost important of all:
ψ′(x) = ν ′ ' ν = 1 6= 0 (3.188)
Therefore, it has been found an instance of noisy field not verifying equations (3.159)-(3.160).

According to these examples, it is pertinent to question whether that sort of behaviour is general. It
would appear that physical fields with no strange noisy functions, like the random-spike, would meet
[HR70]-[RH72] requirements; but if they were affected by random noise, the classical triple average
could be flawed. Does ψ′ always present a time average equal to zero for physical fields? (note its phase
average is zero by construction). And one answer seems to be: for sufficiently regular functions, phase
average and time average are almost equivalent, provided T is small enough. This assertion will be
proven next.
Let ψ(t, x) be a sufficiently regular field. It is beyond the scope of this Dissertation to establish what is
meant by "sufficiently regular": one expects most functions found in Physics and Engineering fulfil that
condition. Note this time no assumption is made regarding the periodicity, exact or potential, of ψ.
The phase average of ψ, equation (3.82) can be transformed into an expression very similar to the time
average equation (3.59). Assume T is small and T = δt. Also, let’s write tn = t + nδt. Then, the phase
average is
←→













Let τ = Nδt and assume, without loss of generality, 44 that the initial time is t = 0. Then
←→


















ψ(t, x) dt = ψ(x) (3.189)
because the last sum is approximately the integral. A surprising result has been obtained: for small δt
phase average and time average are roughly equal functions,
←→
ψ ≈ ψ, providedψ is sufficiently regular.
Of course, roughly equal functions on average. If δt = T could not be reduced, because of the T -periodic
nature of the agent acting on the flow, then the approximation (3.189) would be very coarse, or even
outright erroneous. Said in other words: if phase average were applied to a T -potentially periodic field
ψ, then the result would be a T -periodic field
←→
ψ which could be very different from ψ; but if it were
applied to a non T -potentially periodic field φ, then the outcome would be approximate to φ, provided
φ be sufficiently regular. The phase average only produces T -periodic results if applied to the right
functions, otherwise it irons out the functions and yields (roughly) time averages. This is also true for
the dc component of a sufficiently regular function.
44The sum needs a finite number of terms to overtake t from zero, t ≤ n0δt for finite n0. The limit
limN→∞ 1N
∑n0
n=0 ψ(nδt,x) is zero and, therefore, it is irrelevant to start the sum with ψ(0) or with ψ(t). This
is called the independence of phase average with respect to time origin. (see remark in page 94 leading to equation
(3.84)).
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Equation (3.189) leads to another interesting result: for sufficiently regular functions←→ψ = ψ. In other
words, whatever small difference existing between
←→
ψ and ψ is obliterated after a second time average.
Thus, it may be concluded that
←→
ψ (x) = ψ(x) , ψ′(x) = 0
and equations (3.159)-(3.160) are satisfied for sufficiently regular fields like, hopefully, physical fields.
Summarising, from equation (3.189) the following conclusions can be derived for sufficiently regular
functions ψ (with no assumptions on periodicity):
• If
←→
ψ = 0 then ψ = 0. That is, if ψ is the fluctuating component à la phase average of another
field (hence
←→
ψ = 0), then equation (3.189) implies ψ = 0 as well. Thus the approximation "≈"





ψ = ∞ (the series does not converge), then ψ = ∞ as well (the integral does not converge
either). Again, the approximation turns into equality.
• If
←→
ψ 6= 0 for a non T -potentially periodic field ψ, then←→ψ ≈ ψ, provided T = δt is sufficiently
small. Of course, if ψ is T -potentially periodic then
←→
ψ 6= ψ.
• A further time average over
←→
ψ ≈ ψ turns the approximation into an equality:←→ψ = ψ, and hence
ψ′ = 0.
Herein it is not investigated (nor even hinted) the conditions thatψmust fulfil for the above conclusions
to be false. If ψ is sufficiently regular, the above conclusions are true.

The results just enunciated have been presented in a scarcely rigorous form. Surely, there are functions
for which those conclusions are false, like the noisy random-spike function of example (iii) above, but
herein it is believed that such fields are extremely unlikely to be found in any turbulent flow of actual
interest in Engineering. Many other examples, not shown here for reasons of space, have been tested
and the results are consistent with the four points above. It corresponds to skilled Mathematicians to
demonstrate (or to refute) the conclusions exposedherein. Meanwhile, it seems safe to accept the results
obtained in [HR70] and [RH72], because the cases they are being applied to involve turbulent flowswith
physical fields u and p sufficiently regular. However, it cannot be fully discarded that some extreme
turbulence phenomena would generate fluctuating components with such non-regular behaviour, that
would render false some of the assertions made above.
For those researchers whomight not be comfortable with a potentially erroneous triple decomposition,
as introduced in [HR70] and [RH72], the following slightly different triple decomposition for a T -
potentially periodic turbulent flow field ψ(t, x) is proposed:
ψ(t, x) =
◦




ψ (x) = a0(x) is the time average of
←→
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an(x) cosnωt+ bn(x) sinnωt
]
(3.191)
ψ˜(t, x) is still a T -periodic function of t, albeit with no dc component. It will be called the
oscillating component of
←→
ψ (t, x). 45
• ψ′(t, x) is the fluctuating component à la phase average of ψ.
From this point onwards and up to the end of this section, it will be assumed that equations (3.159)-
(3.160) are in general erroneous (which they are not for most cases of interest in Physics and
Engineering). Thus, all past remarks made about them being physically correct will be ignored.














ψ (t, x) = ψ˜(t, x) , ψ˜(x) = 0 (3.194)
←→
ψ′ (t, x) = 0 , ψ′(x) 6= 0 (3.195)
Starting with the Navier-Stokes equation (3.90) and the new triple decomposition for fields u(t, x) and
p(t, x)
u(t, x) =◦u (x) + u˜(t, x) + u′(t, x) ≡ ←→u (t, x) + u′(t, x) (3.196)
p(t, x) =
◦
p (x) + p˜(t, x) + p′(t, x) ≡ ←→p (t, x) + p′(t, x) (3.197)
and the set of continuity equations 46
∇ · u = ∇ ·←→u = ∇· ◦u = ∇ · u˜ = ∇ · u′ = 0 (3.198)








uj ∂ju˜i + u˜j∂j
◦















+ gi + pii
It should comeasno surprise that equation (3.199) is identical to (3.91), because←→u =◦u +u˜,←→p = ◦p +p˜,
∂t
◦u= 0, and equation (3.91) corresponds to RANSE à la phase average.
45According to this decomposition, ←→ψ (t,x) has two components: the dc
◦
ψ (x) and the oscillating ψ˜(t,x).
46∇ · ←→u = 0 is obtained after phase averaging ∇ · u = 0. Then it follows ∇ · u′ = 0. ∇· ◦u= 0 is obtained after
time averaging ∇ ·←→u = 0. Then it follows ∇ · u˜ = 0.
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uj (x) can exit the sum because it does not depend on t and is not affected by the summation index n.
Likewise, using the same argument that
◦



























because u˜(t, x) is already a T -periodic vector field.





























 = u˜j∂j←→u′i = 0 (3.204)
u˜j exits the sum because it is a T -periodic function of t and u˜j(t + nT, x) = u˜j(t, x), and thus it is not
affected by the summation index n.




u′j ∂ju˜i = 0 (3.205)
The last term to check is
←−−→




























using the same argument that u˜i is a T -periodic function of t, and is not affected by the summation
index n.
Equations (3.200)-(3.206) suffice to obtain equation (3.199).
Leaving aside the terms gi andpii in equations (3.199), corresponding to the steady andT -periodic force
densities, the main differences between equations (3.161) and (3.199) are:





in (3.199). It should be considered that this substitution fixes an error and a potential source of
inaccuracies, specially if the turbulent flow fields’ behaviour is not markedly T -periodic and the
fluctuating components u′, p′ are not negligible.
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• The fields u˜i and p˜ in (3.161) are not identical to the like-named in (3.199). In the later, u˜i and p˜
are T -periodic functions devoid of their dc component, and thus still T -periodic functions. But
in the former u˜i = ←→ui − ui and p˜ = ←→p − p, and while←→ui , ←→p are T -periodic functions, the
subtraction of the time average (not the dc component) renders u˜i and p˜ T -periodic functions
with some dc component. Therefore, u˜i 6= 0 and p˜ 6= 0 in the formalism of [RH72].
• The term ∂j(u˜iu˜j) in (3.161) appears as u˜j∂ju˜i in (3.199), but at this stage it is not a problem
because u˜ fulfils the continuity equation (3.198). However, it might be a problem after time
averaging this term. Fortunately, itwill be seen that, even after time averaging, both terms remain
identical
Following the same sequence than [RH72], now a time average should be applied on equation (3.199)
in order to obtain the RANSE for the mean fields. Having into account the Reynolds-like conditions
(3.192)-(3.195), only the combined terms need to be explicitly calculated. After applying time average






uj ∂ju˜i + u˜j∂j
◦

















Note that gi is supposed to be a steady force field and gi = ←→gi = gi , while pii is a T -periodic field and
pii =
◦




ui is easy to calculate
because
◦





































uj (x) exiting the time integral will be exploited in the coming derivations.
Thus the term
◦
uj ∂ju˜i results in:
◦
























u˜i(t, x) dt =
◦
uj ∂j u˜i = 0
because it has been proven in equation (3.170) that u˜i = 0. Likewise, the term u˜j∂j
◦
ui = 0.
The remaining term u˜j∂ju˜i requires a more elaborated approach. First, it must be clear that←→uj (t, x) is
a T -periodic function of t. Therefore, it can be expressed as a Fourier series




a(i)n (x) cosnωt+ b(i)n (x) sinnωt
]
= ◦ui (x) + u˜i(t, x) (3.210)
where the dc and oscillating components are shown separately. According to this decomposition, the













j is a T -periodic function whose dc component is obtained through time
average. Both expressions will be used along this text, specially when confusion might arise regarding which
quantities are under the little circle ◦ above them.
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where a(j)n (x) to b(i)m (x) exit the integral because they do not depend on t.
The following indefinite integrals can be found at [Boi61]:
∫







(a 6= b) (3.212)
∫







(a 6= b) (3.213)
∫







(a 6= b) (3.214)
∫
sin at cos at dt = 12a sin
2 at = − 14a cos 2at (3.215)∫
sin2 at dt = t2 −
sin 2at
4a (3.216)∫
cos2 at dt = t2 +
sin 2at
4a (3.217)
Moreover, for any natural numbers p, n,m ∈ N the above integrals fulfil:
pT∫
0
sinnωt sinmωt dt = sin(n−m)p2pi2(n−m)ω −
sin(n+m)p2pi
2(n+m)ω = 0 (n 6= m) (3.218)
pT∫
0
cosnωt cosmωt dt = sin(n−m)p2pi2(n−m)ω +
sin(n+m)p2pi
2(n+m)ω = 0 (n 6= m) (3.219)
pT∫
0







2(n+m)ω = 0 (n 6= m)
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pT∫
0
sinnωt cosnωt dt = − 14nω cos 4nppi +
1
4nω = 0 (3.221)
pT∫
0












because (n−m)p ∈ Z and (n+m)p ∈ Z+
Now it will be invoked the general decomposition of any real number into integer and fractional parts

























































where the first set of integrals is identically zero andB ∈ R is a finite real number.







































































where, again,B ∈ R is a finite real number.







a(j)n (x)∂ja(i)n (x) + b(j)n (x)∂jb(i)n (x)
]
(3.226)
which in general are non-zero. Putting together the partial results obtained so far, the time-phase





















All terms above are steady, not depending on t.
Comparing equation (3.227)with (3.162) it is possible to see three main differences:
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p appear. It has already been shown that both quantities are not equal.
• The term ∂j(u˜iu˜j) in equation (3.162) appears as u˜j∂ju˜i in equation (3.227). In principle, they
do not seem equal. However, both will be proven identical. In effect, assuming u˜i takes the form















































n + b(i)n b(j)n
]
which, in principle, does not look similar to (3.226). But the continuity equation (3.198) implies












n cosnωt+ ∂jb(j)n sinnωt
]
(3.229)
However this series is zero ∀t ∈ R, and the only possibility for this to be true is:
∂ja
(j)
n = ∂jb(j)n = 0 ∀n ∈ N (3.230)























n + b(j)n ∂jb(i)n
]
= u˜j∂ju˜i(x) (3.231)








a(i)n (x)a(j)n (x) + b(i)n (x)b(j)n (x)
]
(3.232)




j) in (3.227). However, this time it is









j its dc component, whereas u′iu′j is no dc component because u′iu′j is not even a T -
periodic function. Moreover, it should not be forgotten that u′i is the fluctuating component à la
phase average of ui, and this very interpretation of u′i is also implicit in [HR70] and [RH72]. Thus
it is possible to write
u′iu′j(x) = (ui −←→ui )(uj −←→uj ) = uiuj − ui←→uj − uj←→ui +←→ui←→uj (3.233)
48See footnote 47 in page 126.
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As an exercise, the expression for ui←→uj is offered next:
ui













































a(j)n (x) ui cosnωt+
∞∑
n=1
b(j)n (x) ui sinnωt (3.234)
where use has been made of the Fourier series expansion (3.210), and only the t-dependent
quantities have remained inside the integral 49. An equivalent expression is obtained for uj←→ui ,
and it is not repeated herein. Finally, the expression for←→ui←→uj is:























n + b(i)n b(j)n
]
(3.235)
where ◦ui can exit the time-integral because it does not depend on t, u˜i = 0, and use has beenmade
of equation (3.232). To end with this proof the complete expression for the u′iu′j term is offered:






b(j)n ui sinnωt− (3.236)


















n + b(i)n b(j)n
]








j , and the results shown in [RH72] cannot be held without
discussion.
The last step carried out by [RH72] is to subtract the time-averaged RANSE (3.227) from the phase-
averaged RANSE (3.199). The result is shown next:
∂tu˜i+
◦
uj ∂ju˜i + u˜j∂j
◦































j . Equation (3.237) is to be comparedwith
(3.163). [RH72] calls the later the ’dynamical equations for the organized wave’, and herein it will be called
49Note that if ui were a T -periodic function, then the integral of ui cosnωt would be proportional to the coefficient
a
(i)
n , and that of ui sinnωt to b(i)n ; but in general this is not the case.
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the RANS oscillating equation. Before comparing both equations, some elaboration about the terms
u˜j∂ju˜i − u˜j∂ju˜i is pertinent.
The continuity equation (3.198)makes possible the equalities (see equation (3.231)):
u˜j∂ju˜i = ∂j(u˜iu˜j) , u˜j∂ju˜i = ∂j(u˜iu˜j)
But u˜i(t, x) is a T -periodic function of t, although without dc component. [Cor89] proves that the
product of two T -periodic functions is also a T -periodic function. Thus, u˜iu˜j is a T -periodic function,
albeit with dc component, and it makes sense to write
u˜iu˜j − u˜iu˜j ≡ u˜iu˜j−
◦
u˜iu˜j≡ ˜˜uiu˜j
and the RANS oscillating equation (3.237) can be written with oscillating components ˜˜uiu˜j and u˜′iu′j as:
∂tu˜i+
◦






+ ν∂ju˜i − ˜˜uiu˜j − u˜′iu′j
]
+ p˜ii (3.238)
A remarkable feature about this equation is that only contains dc and oscillating components. Compar-
ison of (3.238)with (3.163) reveals:
• The much repeated observation that ◦ui is different from ui.
• The already pointed remark that u˜i has a different meaning in equation (3.238) than it has in
(3.163) and [RH72] (see page 126).
• (3.238) refers directly to the oscillating components of Reynolds stress-like quantities ˜˜uiu˜j and





j − u′iu′j do not correspond to oscillating components.
The above does not imply, in any way, that the results published in [HR70] and [RH72] would need
to be revised, nor those of the many authors who have chosen to follow the triple decomposition idea
initiated therefrom, since those results correspond to physical flows whose turbulence fields appear to
be sufficiently regular. The new formalism just proposes a new writing of equations, fully devoid of
potential errors for those extreme cases that would not be foreseen in advance. Even then, a possible
way out of this situation would occur when the fluctuating component be much smaller than the phase
average one,|u′i| 
∣∣∣←→ui ∣∣∣ and|p′|  ∣∣∣←→p ∣∣∣. In that case, the following approximate results hold:
ui =←→ui + u′i ≈ ←→ui , ui ≈ ←→ui ≡ ◦ui , u˜i ≈ ←→ui − ui , u˜i ≈ ←→ui − ui ≈ 0 (3.239)
and similar ones for p.
A T -potentially periodic field ψ(t, x) verifying
∣∣ψ′(t, x)∣∣  ∣∣∣∣←→ψ (t, x)∣∣∣∣ ∀t ∈ R, except in a set of null
measure, will be called a T -quasi-periodic field 50. Such field will fulfil a set of relations similar to
(3.239), even for non-sufficiently regular functions. A flow whose fields are T -quasi-periodic will be
called a T -quasi-periodic flow. T -quasi-periodic flows satisfy approximately the equations and results
shown in [HR70] and [RH72]. The degree of approximation which would be deemed acceptable is
application-dependent, and cannot be settled before-hand.
50This concept is very similar to the definition of almost periodic function given in [Cor89]: if ψ is almost
periodic, then it would be considered quasi-periodic in most applications.
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3.3 The Filtering Approach (or LESmethod)
The averaging problemhas already been thoroughly studied along this Chapter. RANSmethods assume
implicitly that the average is carried out over all scales of motion, and thus no scale separation is
prescribed nor required. The fluctuating component stems directly from subtracting the mean to the
physical field, and no scale affiliation ought to be attached to that component either. However, there is
another approach to the natural trend of separating the slowly or long-range varying portion of any flow
field ψ(t, x) from the rapidly or short-range fluctuating part, which is not based on statistical grounds
but, instead, on the filtering concept. The name of this section is borrowed from the reference [Ger92],
who performed a bright attempt to bridge the statistical and the filtered representations of turbulence.
Filtered turbulence quantities ψ˜(t, x), defined as the convolution of the actual flow field ψ(t, x) witha kernel or weighting function G(t, x), have already been introduced in section 3.2.1.2,although in a
different context and with another name. They also have been described in section 3.2.2, referring to
them as an alternative averaging method, not yielding Reynolds operators. In both cases, the filter was
defined under the scope of space or time averages, against which it was compared. Here the filter will be
studied by itself, as an alternative method to produce a decomposition of the physical field into a slow
changing component and a fluctuating and rapidly varying one, where slow and rapid refer not only to
time but also to space dimensions.
Thefiltering approach is basedupon the existence of awide rangeof scales in any turbulentflow, and the
possibility of separating those scales into bandwidths, and subject each one to a differentmathematical
treatment. It has little or no relationship to the statistical description of physical phenomena seen so
far. The filter is associated with Hilbert space and the Fourier transform that permits the transit from
one domain to another. This wide spectrum of scales will be considered continuous, although a discrete
spectrum could also be described by using a generalised definition of integral.
Thefilter thus introduced is anoperator, a functional, whichacts on the turbulentfieldψ(t, x)producing
a softened and smoothed version of itself ψ˜(t, x). This operator need not be, cannot be, a Reynoldsoperator, and the Filtered Navier-Stokes Equations (FNSE) it leads to will not be like RANSE, however
similar theymight seematfirst sight. Filtersdonot enjoy the idempotentproperty, theydonot commute
with derivative, are highly dependent on the kernel function and produce different results with shifting
filter widths. Instead, they are more physical than infinite time or space averages.
The above introduction justifies this new approach to the problem of turbulence representation: the
methods, the language, the formalism, the scope, the results, are different from those already seen for
the statistical representation of turbulence. However, the knowledge gained along the past sections of
this Chapter will be an useful guide for what comes next.
The use of filters in turbulence representation is directly linked to the simulation of turbulent flows in
CFD, specifically with the formalism known as Large Eddy Simulation (LES). The flow spatial domain
Ω is divided into cells, constituting a mesh, and it is only natural to try to average (filter) the flow fields
over each cell or group of cells. Following [BIL06], the strategy of filtering along the mesh might not
be such a good idea, since the resulting model would not be rotationally invariant, the solution would
be sensitive to mesh orientation and the problem of determining the convergence error will be difficult
to deal with. Also, the resulting model would not be smooth, as it would be mesh dependent, and the
ensuing FNSEmight not even be deterministic.
It is, therefore, convenient to select filter kernels G(t, x) that are rotationally symmetric, aside from
the usual requirements of smoothness, integrability and convergence. This desirable feature renders
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filters independent of the chosen mesh. Of course, for this approach to make sense, the mesh’s typical
size should be smaller than the filter’s length scale. A similar reasoning ought to be applied to time: the
filter’s time scale should be larger than the time step employed in CFD calculations.
LetG(t, x) be a filter kernel assumed smooth, integrable over R4, rotationally symmetric and with the
properties (see [BIL06]) 51:
0 ≤ ∣∣G(t, x)∣∣ ≤ 1 , G(0, 0) = 1 , ∫
R4
G(t, x) dt d3x = 1 (3.240)
Thefilter is said to be positive if 0 ≤ G(t, x) ≤ 1∀(t, x) ∈ R4. Note the normalisation condition implies
G(t, x)→ 0 so long as any of the variables t, xi → ±∞.
Select a filter range orwidth given by = (Θ,∆) ⊂ R4, also called the filter’s time and length scales,
where Θ > 0 is the time window and∆ = (∆1,∆2,∆3), ∆i > 0, the space extent over which the filter
develops; and define

















52. Note G(t, x;) thus defined also satisfies the
normalisation condition: ∫
R4
G(t, x;) dt d3x = 1 (3.242)
and therefore
lim
s→±∞G(t, x;) = 0 (s = t, xi) (3.243)
Moreover,G(t, x;)→ 0 very rapidly, typicallyG(t, x;) 1 for (t, x) a few times (Θ,∆).
The filtered component ψ˜(t, x) of the field ψ(t, x) is defined by the convolution 53 (see [Sag06])
ψ˜(t, x) := ψ(t, x) ? G(t, x;) =
∫
R4
G(t− t′, x− x′;)ψ(t′, x′) dt′ d3x′ (3.244)
51To be fully rigorous, the kernel should depend on a dimensionally homogeneous set of variables κ =
(x0, x1, x2, x3), all with dimensions of length, being x0 = ct the ’time’ variable with c a suitably chosen constant
velocity scale. Thus, G(κ) would have dimensions of L−4 and the integral∫
R4
G(κ) d4κ = 1
would be dimensionally flawless. Nevertheless, it is customary to write G(t,x) for the filter kernel and this
Dissertation will adhere to such custom.
52 Note the role played by each one of the three different length scales present in the filter and LES concepts:
(i) Kolmogorov length scale η and time scale τη, that mark the bare minimum over which the filter approach
makes sense when applied to turbulence phenomena. (ii) The mesh size δxi and time step δt used in the CFD
model, which characterises the desired level of approximation to the actual flow to be simulated. (iii) The filter
width  = (Θ,∆), which determines how far and how long is the smoothing process going to be executed for
each space-time point (t,x). In the filtering approach introduced here, each spatial direction is allowed to have a
different length scale ∆i.
53Although equation (3.244) appears to be formally identical to equation (3.48) defining the GSTA, there is an
important difference: in the GSTA the integral extends to the whole volume actually occupied by the fluid (either
ψ(t,x) and/or w(t,x) are functions of compact support), whereas in (3.244) the integral practically extends only a
few times beyond the filter width .
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Thefilterwidth = (Θ,∆) is chosenaccording to the extent overwhich thefilter is expected todevelop
and execute its effects on the physical fieldψ(t, x). As aminimum, it should be selected no smaller than
the foreseeable time step and mesh-cell size in the CFD. Note that neither Θ nor∆ depend on (t, x),
that is, they are supposed to be constant throughout the flow.  is defined such that∣∣∣∣∣G(t2, x2;)G(t1, x1;)
∣∣∣∣∣ 1 for |t1| < Θ2 , |x1i| < ∆i2 and |t2| > Θ2 , |x2i| > ∆i2 (3.245)
In other words, the function G takes negligible values outside the filter width , much smaller than
those acquired within.
In order for a filter to be applicable to turbulent flows, its kernel must depend on the difference
(t−t′, x−x′), instead of the actual space-timepoints (t, x) and (t′, x′). This requirement is not necessary
for a general filter, but it will be demanded for filters representing turbulence fields, since ψ˜(t, x) isdefined as the convolution of two fields.
A valid filter for a turbulence field ψ(t, x) is such that the integral (3.244) verifies∫
R4
G(t− t′, x− x′;)ψ(t′, x′) dt′ d3x′ ≈
∫

G(t− t′, x− x′;)ψ(t′, x′) dt′ d3x′ (3.246)

















dt′ dx′1 dx′2 dx′3 (3.247)
Condition (3.246) is a consequence of (3.245), because the integrand turns negligible outside the filter
width.
InR4 the Fourier transform and its inverse are defined as:









ψ(t, x)e−ı(ωt+κ·x) dt d3x (3.248)

















≡ κ := 2pi
λ
the spatial frequency or wavenumber, with λi the wavelength of the harmonic in the ith direction,
κ = (κ1, κ2, κ3), λ = (λ1, λ2, λ3).
The filter width  = (Θ,∆) in physical space (t, x) originates in Fourier space (ω,κ) (also called




≡ κc := 2pi
∆
(3.250)




Thefilter leaves ratherunaffected theFourier componentswithwavenumbers|κ| < |κc|and frequencies
ω < ωc for each turbulent flow field ψˆ(ω,κ), and greatly attenuates the remaining wavenumber and
frequency components.
In Fourier space (ω,κ) the definition (3.244) adopts the simple form:
ψˆ˜(ω,κ) = ψˆ(ω,κ)Gˆ(ω,κ;) (3.252)
since the Fourier transform of the convolution is the simple product of transformed functions, with
Gˆ(ω,κ;) the Fourier transform of the kernel functionG(t, x;).
Some kernel functions frequently used in the filter formalism are:
• The boxcar filter, already introduced in equations (3.100), (3.106), with its Fourier transform: 54
G(t, x;) =

0 if |t| > Θ/2 or |xi| > ∆i/2
1
24Θ∆3 if |t| = Θ/2 and |xi| = ∆i/2 (i = 1, 2, 3)
1
2nΘ∆3 if n variables on border and 4− n inside (0 ≤ n ≤ 4)
1











with∆3 := ∆1∆2∆3. The boxcar filter is related to the sinc function in Fourier space (ω,κ).
• The ideal low pass filter, given by the reciprocal of the boxcar filter, shows the sinc function in
ordinary space-time:











0 if |ω| > 2pi/Θ or |κi| > 2pi/∆i
1
24 if |ω| = 2pi/Θ and |κi| = 2pi/∆i (i = 1, 2, 3)
1
2n if n variables on border and 4− n inside (0 ≤ n ≤ 4)
1 if |ω| < 2pi/Θ and |κi| < 2pi/∆i
(3.256)
The ideal low pass filter has the convenient property of being idempotent in Fourier space (ω,κ),
that is, the n-repeated applications of the filter yields the same result as the single application:
Gˆ · Gˆ . . . · Gˆ = Gˆn = Gˆ
Unfortunately, this filter is not realisable in practice, since it carries the burden of being ideal.
54In equation (3.253) in the first case at least one variable (t, x1, x2, x3) is outside of the range defined by , in
the second case all variables are on the border |t| = Θ/2 and |xi| = ∆i/2, in the third case 0 ≤ n ≤ 4 variables are
on the border and 4 − n are inside , and in the fourth case all variables are inside , defined by |t| < Θ/2 and
|xi| < ∆i/2. In equation and (3.256) replace (t,x) for (ω,κ).
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• The Gaussian filter in space-time with its Fourier transform











































(i = 1, 2, 3)
ς0 =
ωΘ
2√γt , ςi =
κi∆i
2√γx (i = 1, 2, 3)
and γt > 0 , γx > 0 are known as the shape parameter for time and space, respectively 55. The
Gaussian filter decays so rapidly that, provided γt, γx ≥ 6, it is negligible outside the range
[−Θ,Θ]× [−∆1,∆1]× [−∆2,∆2]× [−∆3,∆3] ≡ [−Θ,Θ]× [−∆,∆] ≡ [−,]



























































Figure 3.10: Gaussian filter G(x; 1) for different values of the shape parameter.
Figure 3.10 shows the one-dimensional Gaussian filter for∆ = 1 and different values of the shape
parameter γ. Note that for γ ≥ 6 the filter is almost zero for|x| ≥ ∆, while for γ = 1 the filter
still has a relatively high value at|x| = ∆.
55 The space shape parameter is frequently taken as γx = 6, because it is the integer most approximate to 2pi.
The time shape parameter is rarely used, since most simulations are carried out in the framework of LES, where
the time filtering is seldom called for. It is also recommended to bestow the value γt = 6 to it.


























Figure 3.11: Gaussian filter G(x; ∆) for different values of the filter width ∆, γ = 6.
Figure 3.11 shows the one-dimensional Gaussian filter for γ = 6 and different values of the filter
width ∆. Note that, in any case, the filter is almost zero for|x| ≥ ∆. With ∆ ≤ 0.1 the filter gets
extremely peaky, and starts resembling the Dirac’s delta δ(x).
According to the filter approach, any flow field ψ(t, x) can be decomposed into two components
ψ(t, x) = ψ˜(t, x) + ψ′(t, x) (3.259)
It receives thenameof thefilterdecomposition. Thefiltered componentψ˜(t, x) is also called thefilteredfield or the resolved part of the physical field ψ(t, x), while the fluctuating component ψ′(t, x) is also
named the fluctuating field or the unresolved part. This nomenclature stems from LES formalism.
Again, as it was highlighted during the introduction of theReynolds decomposition (see section 3.2), the
unresolved component could be defined as ’whatever is left from the physical field after the filtered component
has been removed’. The difference now, with respect to Reynolds decomposition, being that ψ′ depends
not only on the type of filter, but also on the filter width ; that is, customisable ψ′ are feasible.
This possibility does not exist in Reynolds decomposition: the fluctuating component is linked to the
averagingmethod, and once such average is chosenψ′ is fixed. Besides, in this new contextψ′ possesses
some other different properties than it has in the statistical case. To start with, the idempotent property
is lost, ψ˜ ′ 6= 0, and it is non-zero even in an ideal case.
Note that from equations (3.244) and (3.252), the unresolved componentψ′(t, x) could be expressed as
ψ′(t, x) =
(
1−G(t, x;)) ? ψ(t, x) , ψˆ′(ω,κ) = (1− Gˆ(ω,κ;)) ψˆ(ω,κ) (3.260)
The filter decomposition brings about the possibility of obtaining Filtered Navier-Stokes Equations
(FNSE), in a similar fashion as Reynolds decomposition enacts the RANSE. The conditions demanded




(t, x) = aψ˜(t, x) + bφ˜(t, x) a, b ∈ R (3.261)
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This property is automatically fulfilled, since the integral defining the convolution is linear. Note
also that, through normalisation condition (3.242), constants are conserved in a filter operation:
a˜ = a a ∈ R






(s = t, xi) (3.262)




G(t− t′, x− x′;)ψ(t′, x′) dt′ d3x′ =
∫
R4










G(t− t′, x− x′;)∂s′ψ(t′, x′) dt′ d3x′ = ∂sψ˜ (3.263)
where the derivative ∂s enters the integral because the limits do not depend upon s, and use
has been made of ∂sG(t − t′, x − x′;) = −∂s′G(t − t′, x − x′;), and the resulting
integral has been solved by parts, and the condition (3.243) has been applied to zero the product
G(t− t′, x− x′;)ψ(t′, x′)]s′=+∞s′=−∞ = 0, for s′ = t′, x′i 56.
Note that commutationwithderivation is not satisfied if s′ is not allowed to extend to infinite, that
is, G(t− t′, x− x′;)ψ(t′, x′)]ba 6= 0 if a 6= −∞ or b 6= +∞. This formally happens when any
boundary of the flow is not at infinity, or when boundaries are not periodic. Later in this section,
it will be discussed how points (t, x) farther inside from the boundaries than a few times (Θ,∆),
render the productG(t− t′, x− x′;)ψ(t′, x′) almost zero. However, in general the condition of
commutation with derivatives is not universal with filters, and in particular is not satisfied in the
neighbourhood of flow boundaries.
For the moment, assume the flow conditions are such that the commutation of filter with derivative
applies. Next, the FNSE will be obtained under this assumption. For convenience, the conservation
56For this derivation holds the nomenclature ∂s ≡ ∂/∂s , ∂s′ ≡ ∂/∂s′, and use is being made of Fubini’s theorem,



















G(t− t′,+∞, x2 − x′2, x3 − x′3;)ψ(t′,−∞, x′2, x′3) dt′ dx′2 dx′3
and similar results for s′ = t′, x′2, x′3. Note that no integration is carried out on x′1 in these integrals.
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form of Navier-Stokes equations will be used, namely 57







together with the continuity equation
∂iui = 0 (3.266)
Every term in these equations will be filtered through convolution with a kernel G(t, x;). The flow
fields ui and p admit the filter decomposition 58
ui(t, x) = u˜i(t, x) + u′i(t, x) ≡ Ui(t, x) + u′i(t, x) (3.267)
p(t, x) = p˜(t, x) + p′(t, x) ≡ P (t, x) + p′(t, x) (3.268)
In terms of those components, the following FNSE are obtained:








∂iUi = 0 (3.270)
If gi is the gravity acceleration then g˜i = gi, since the filter operator conserves the constants. Onecannot help noticing the outstanding non-linear term uiuj˜ , wherefrom the closure problem is arisen(see below).
It is very instructive to express these equations in Fourier space, with
Uˆi(ω,κ) = Gˆ(ω,κ)uˆi(ω,κ) , Pˆ (ω,κ) = Gˆ(ω,κ)pˆ(ω,κ) (3.271)
The continuity equation (3.266) in Fourier space offers the first interesting piece of information:
κ · uˆ(ω,κ) = 0 (3.272)
The filtered version of this equation, which is (3.270) in Fourier space, adopts the form:
κ · Uˆ(ω,κ) = κ · Gˆ(ω,κ)uˆ(ω,κ) = 0 (3.273)
From equation (3.272) it is clear that, for any point (ω,κ) in Fourier space, the set of solutions uˆ(ω,κ)
to the FNSE form a subspace orthogonal to κ. Whatever the evolution of uˆ along the flow, it will be
immersed in such orthogonal space. This leads to think that uˆ(ω,κ) could be somehow expressed as
uˆ(ω,κ) = κ ∧ uˆ(ω,κ)
with uˆ(ω,κ) an arbitrary function of (ω,κ).
57The incompressible Navier-Stokes equations accept two equivalent formulations, the most frequently found in
textbooks (3.35), called the convective form, and (3.265), known as the conservation or conservative form. As
stated, both forms are equivalent for incompressible flow, since
∇ · u = 0⇒ (u · ∇)u = ∇ · (u⊗ u)
However, upon discretising the Navier-Stokes equations in CFD simulations, the results are slightly different due
to discretisation errors.
58In this section the capital letter indicates the filtered field, Ui ≡ ui˜ , P ≡ p˜.
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Even more interesting is the effect of the filter on the Fourier transformed field uˆ(ω,κ). Equation
(3.273) leads to think that, regardless of the action of the filter on the flowfield, the filtered field Uˆ(ω,κ)
will still be immersed in the subspace orthogonal to κ. Moreover, since the filtered field could also be
expressed as:
Uˆ(ω,κ) = κ ∧ Uˆ(ω,κ)
this, in turn, implies that the action of the filter is exerted only over the function uˆ(ω,κ), leaving
untouched the κ∧ portion (or, at least, the filter does not change the direction of κ ). Thus, the filter
does not change the property of the set of solutions of Navier-Stokes equations to be orthogonal to κ
for each point (ω,κ) in Fourier space and, therefore, it could be stated that this orthogonal space is
invariant under the FNSE operation.
From equation (3.269) follows the Fourier space version of the FNSE 59
ıωUˆi + ıκjûiuj˜ = −
ıκi
ρ
Pˆ − κ2νUˆi + gˆi˜ (3.274)
Should it not be for the awkward term ûiuj˜ , it would have been a relatively simple algebraic functionalequation in Fourier space. Just like in the RANSE case, the convective non-linear term produces an odd
field requesting special attention: be it 〈u′iu′j〉, uiuj˜ or ûiuj˜ , the closure problem readily manifests itselfuponmanipulation of Navier-Stokes equations.
However, in the statistical representation of turbulence the averages are Reynolds operators, which at
least have the added benefit of splitting the average of the product:
〈uiuj〉 = 〈ui〉〈uj〉+ 〈u′iu′j〉 (3.275)
leaving only the Reynolds stress term 〈u′iu′j〉 subjected to modelling, be it the Boussinesq’s hypothesis
or any other assumption. But filters are not Reynolds operators and do not enjoy such property. There
is no unique way to deal with uiuj˜ or ûiuj˜ . Actually, the response to this stalemate depends on whetherthe respondent is a Mathematician, a Physicist or an Engineer, and the order is not meant to be casual.
The most general form to express the offending term in physical space-time is obtained from the filter
decomposition (3.267):
uiuj˜ = (Ui + u′i)(Uj + u′j)˜ = UiUj˜ + Uiu
′
j˜ + Uju′i˜ + u′iu′j˜ (3.276)
because thefilter is a lineal operator. Since thefilter operator is not idempotent, no one of the four terms
in (3.276) can be expressed as separated products of Ui and u′i˜. Therefore, it is necessary to bring forththree Boussinesq-like hypothesis to account for each one of the possible types of products, UiUj˜ , Uiu′j˜and u′iu′j˜ . Last, but not least, the situation gets even worse since each term depends on the particularfilter selected. This dependence is made explicit upon re-writing the FNSE in Fourier space (gravity is
omitted)
(ıω + κ2ν)Gˆ(ω,κ)uˆi + ıκjGˆ(ω,κ)(ûiuj) = − ıκi
ρ
Gˆ(ω,κ)pˆ (3.277)
In conclusion, Ui, u′i and all possible products of both are filter-dependent and not expressible as
separated products of Ui. In a sense, the situation is like some sort of magnified closure problem,
compared to the RANS case.
59If gi is constant, like the gravity acceleration, then gˆi˜ = (2pi)4 gi δ(ω)δ(κ).
CHAPTER 3. INTRODUCTION TO TURBULENCE DESCRIPTION 141
The conventional treatment for the uiuj˜ problem is to assume it can be expressed as (see [Leo74])
uiuj˜ = τ rij + ui˜ uj˜ ≡ τ rij + UiUj (3.278)
where ρτ rij is called the residual stress tensor, and is supposed to encompass and summarise the
difference between uiuj˜ and ui˜ uj˜. According to this decomposition, the FNSE now become






− ∂jτ rij + g˜i (3.279)
The interpretation of τ rij as a function of the terms appearing in (3.276) is beyond the scope of this
Dissertation, and can be found in [Leo74] and [Sag06]. The relevant point herein is the presence of a
mathematical artefact depending, among other factors, on the unresolved components u′i, which could
be modelled in a similar fashion as the Reynolds stress tensor through a subgrid-scale viscosity νs, as
τ rij = −νs(∂iuj˜ + ∂jui˜) ≡ −νs(∂iUj + ∂jUi) (3.280)
with νs depending on u′i, u′i˜, Ui and a complicated blend of filtered products of those fields. With thehelp of the subgrid-scale viscosity νs the FNSE adopt the form




(ν + νs)(∂jUi + ∂iUj)
]
+ g˜i (3.281)
which is formally identical to the RANSE with Boussinesq’s hypothesis (3.43), although the meaning
of every quantity be different for each case, except ν and ρ, and possibly g˜i. Besides, as in the case ofthe statistical RANS approach to turbulence, the complexity of the closure problem is translated to the
knowledge of a single quantity, νs. Whether this strategy would work for actual industry applications,
depends on the ability of the practising Engineer to find an accurate enough model for νs in each
particular problem.
Remains to say thatReynolds stress tensorhas a clearerphysicalmeaning than the residual stress tensor,
which is amuchmore complicated and obscure quantity that can be decomposed into three other types
of stresses (see [Leo74] or [Sag06]). Boussinesq’s hypothesis might not be true, but it is not entirely
false either. There is nothing alike for the residual stress tensor, which to present day lacks of a similar
universally accepted hypothesis.

Note that in the limit  → 0 then u′i(t, x) → 0, and the resolved component Ui(t, x) coincides with
the physical field ui(t, x). This limit occurs in the formalism called Direct Numerical Simulation (DNS),
which leaves no unresolved portion of the flow field (always provided the mesh is fine enough). The
relevant point herein is that, by selecting, one chooses the importance of u′i relative toUi. If is small
enough then so would be u′i, and the problem of closure would be reduced to that of determining the
effect of small quantities upon large ones, which is a problemprone to have approximate solutions. This
flexibility does not exist in the strict Reynolds decomposition formalism: for a given type of average it
is not possible to have à la carte Reynolds stresses in RANSE. On the other hand, the filter formalism is
mathematically more complex, since it depends upon the chosen kernel function form, the filter width
, and the ability to bring Fourier transforms (and complex numbers) into CFD.
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The filter does not represent so a radical approach to the turbulence representation problem as the
average. Except in the case of ensemble average, 60 the statistical approach offers a mean field which
has very little information in it, and sends most of the dynamics to the fluctuating component, which
is rich in information. RANSE deal withmean fields almost devoid of Physics, and themost interesting
behaviour is carried in the fluctuating fields, for which there is no equation. Reynolds operators
routinely used in turbulence studies remove farmore information fromthephysical fields thanwouldbe
desirable. This hideout of thedynamics doesnot occurwith thefilter approach. Thefilter decomposition
is not so clear-cut as the Reynolds decomposition, it is more physically realisable and less an ideal
representation, although the residual stress tensor stands as a rather arbitrary mathematical artefact.
Filters occur spontaneously in nature, whereas averages in the Reynolds sense are seldom present.
Filters assume the turbulence phenomena to be deterministic, and do not attempt to picture the flow
quantities as random fields. In the realm of turbulence filteringmeans just removing the higher part of the
spectrum.
Since ·˜ is not aReynolds operator, its application over theNavier-Stokes equationswill not yieldRANSE.
The turbulence researcher faces a dilemma: relatively simple RANSE with little information carried in
the mean fields, or relatively complex FNSE with filtered fields richer in dynamical information.

In the derivation of the FNSE (3.269), the commutation of the filtering operator with the derivative has
been assumed . In general this is not true, as it was already proven for the case of a cumulative time
average filter in page 105, or as it could be seen in equation (3.263) for finite limits. In reference [BIL06]
it is expresslymentioned and explained the non-commutative property of derivative and filter. Thus, in
general for any turbulence field ψ(t, x)
∂sψ˜ 6= ∂sψ˜ (s = t, xi)
In the general case, the derivation of the FNSE is not possible, and it must be investigated under which
conditions could the commutation of filter and derivative be taken for granted. It is not difficult to
envisage that those conditions are related with the expected behaviour of any acceptable filter kernel
G(t− t′, x− x;), when the integration space-time variables (t′, x′) are sufficiently far away from the
filtered function space-time variables (t, x).
In order to prove that statement, it is convenient to write again the equation (3.246) with some




G(t− t′, x− x′;)ψ(t′, x′) dt′ d3x′ ≈
∫
n
















G(t− t′, x− x′;)ψ(t′, x′) dt′ dx′1 dx′2 dx′3 (3.282)
withn−α , n+α (α = 0, 1, 2, 3) real numbers, although for practical reasons they will be frequently taken as
integers, and Θ−,Θ+,∆−i ,∆+i (i = 1, 2, 3) arbitrary functions of (t, x), with the usual requirements of
60In principle, ensemble averaged fields 〈ψ(t,x)〉 could contain as much information as filtered fields ψ˜(t,x),since nothing limits beforehand the complexity of 〈ψ(t,x)〉. It is the practical impossibility of obtaining ensemble
averages what move Engineers and Physicist alike to resort to time or space averages, and the RANSE hence derived.
Unfortunately, these mean fields carry much less dynamical information than the filtered fields obtained from the
same initial data. The remarks that follow in this paragraph apply only to non-ensemble averages.
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differentiability. Note the difference between the upper and lower integral limits, and also the different
limits for each primed variable (t′, x′). It is remarked, too, that the integral limits do not contain any
primed variable (t′, x′). The integral in equation (3.282) is very approximately the filtered field ψ˜(t, x),providedG(t− t′, x− x′;) tends to zero sufficiently rapid as (t− t′, x− x′) is sufficiently larger than
the filter width.
Although the integral which defines the filter encompasses R4, in fact it could be extended only to
n ⊂ R4, given by
n :=
(




xi − n−i ∆−i , xi + n+i ∆+i
)3
withnmeaning the set of numbersn−α , n+α , because any valid filter kernelG(t, x;)would be negligible
outsiden, provided thenumberswithin the setn are sufficiently large. For the boxcar function (3.101)
this assertion is strictly true for n−α = n+α = 1, because G(t, x;) is zero outside the filter range,
and for a general filter it holds approximately for n−α , n+α & 1. The application of Leibniz’s rule of
differentiation under the integral sign, shows directly the conditions that should bemet in order for the
filter to commutewith derivative (see [Fla73]). To avoid lengthy cumbersomemathematical expressions
with factors xi−1 and xi+1 for the general i index, the derivation will only be carried out for the variable
x1, with ∂1 ≡ ∂/∂x1 and ∂1′ ≡ ∂/∂x′1. Similar results would be obtained for t, x2 and x3. Making use
also of Fubini’s theorem, the derivative of the filtered field is expressed as:



















∂1G(t− t′, x− x′;)ψ(t′, x′) dt′ dx′1 dx′2 dx′3+











G(t− t′,−n+1 ∆+1 , x2 − x′2, x3 − x′3;)
ψ(t′, x1 + n+1 ∆+1 , x′2, x′3) dt′ dx′2 dx′3−











G(t− t′, n−1 ∆−1 , x2 − x′2, x3 − x′3;)
ψ(t′, x1 − n−1 ∆−1 , x′2, x′3) dt′ dx′2 dx′3 (3.283)
The factors (1+n+1 ∂1∆+1 ) and (1−n−1 ∂1∆−1 ) can exit the integral because they donot dependonprimed
variables (t′, x′). Fromequation (3.263), and the attached footnote (3.264), and taking into account that
∂sG(t− t′, x− x′;) = −∂s′G(t− t′, x− x′;) (s = t, xi)
the second integral can be integrated by parts as 61:∫
n
∂1G(t− t′, x− x′;)ψ(t′, x′) dt′ d3x′ = −
∫
n
∂1′G(t− t′, x− x′;)ψ(t′, x′) dt′ d3x′ = (3.285)
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G(t− t′, x− x′;)∂1′ψ(t′, x′) dt′ d3x′
with the middle term equal to:



























G(t− t′, n−1 ∆−1 , x2 − x′2, x3 − x′3;)ψ(t′, x1 − n−1 ∆−1 , x′2, x′3) dt′ dx′2 dx′3
(3.286)
The last term in equation (3.285) is identical to ∂1ψ˜ .
Now, grouping together all terms of equations (3.283), (3.285) and (3.286), the following relation is
obtained for the commutation of filter and derivative:
























G(t− t′, n−1 ∆−1 , x2 − x′2, x3 − x′3;)ψ(t′, x1 − n−1 ∆−1 , x′2, x′3) d3Σ′1
(3.287)
where d3Σ′1 ≡ dt′ dx′2 dx′3 is the hypersurface element perpendicular to the X1 axis. Similar
expressions are obtained for s = t, x2 andx3. Note thehypersurface integral terms in the integrationby
parts (3.286), annihilate identically the corresponding terms following the application of Leibniz’s rule
in equation (3.283). Equation (3.287) provides a very general expression for the commutation error,
and constitutes a generalisation of similar relations obtained in references like [Sag06] or [BG05].
Therefore, the commutation between derivative ∂s and filter operator is granted provided that:
∂s∆+s = ∂s∆−s = 0 (s = t, x1, x2, x3) (3.288)
where Ω ∈ Rn is an open domain, ∂Ω its oriented boundary, dΣ an infinitesimal element of the hypersurface ∂Ω,
and nˆi the ith component of the outward unit normal vector to ∂Ω at the element dΣ. In the present case
Ω =
(




xi − n−i ∆−i , xi + n+i ∆+i
)3
dΩ = dt′ dx′1 dx′2 dx′3, nˆ1 is directed along the X1 axis, and dΣ = dt′ dx′2 dx′3 is an element of hypersurface
perpendicular to X1.
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or, alternatively, provided that 62
n+s ∆+s = −n−s ∆−s (s = t, x1, x2, x3) (3.289)
In the first case (3.288), ∆+1 = ∆+1 (t, x2, x3) and ∆−1 = ∆−1 (t, x2, x3) could be arbitrary functions as
long as they do not depend on x1 (and like assertions for s = t, x2, x3). In the second case (3.289), ∆+s
and∆−s could depend on the four variables (t, x1, x2, x3), as long as they satisfy the expressed condition.
In both cases, the annoying terms arising from the application of Leibniz’s rule of differentiation under
the integral sign vanish identically, and the derivative of the filter results in the simple expression:
∂sψ˜ = ∂sψ˜ (3.290)
In other words, any filter definedwith the integration limits as expressed in (3.282) commutes with the
derivative ∂s (s = t, xi), because the disturbing terms cancel one another identically, either if
∂tΘ+ = ∂tΘ− = 0 ⇒ Θ+ = Θ+(x1, x2, x3), Θ− = Θ−(x1, x2, x3)
∂1∆+1 = ∂1∆−1 = 0 ⇒ ∆+1 = ∆+1 (t, x2, x3), ∆−1 = ∆−1 (t, x2, x3) (3.291)
∂2∆+2 = ∂2∆−2 = 0 ⇒ ∆+2 = ∆+2 (t, x1, x3), ∆−2 = ∆−2 (t, x1, x3)
∂3∆+3 = ∂3∆−3 = 0 ⇒ ∆+3 = ∆+3 (t, x1, x2), ∆−3 = ∆−3 (t, x1, x2)
or if equation (3.289) is satisfied. This interesting result finds immediate application in the design of
LES algorithms for the solution of discretised Navier-Stokes equations. In practice, n+α and n−α need
only be small integers, since the filter kernelG(t− t′, x− x′;) drops rapidly to zero farther away than
two or three filter’s width units. Conditions (3.291) or (3.289) provide the desired assurance that the
commutation of filter and derivative can be taken for granted.

The results (3.291) or (3.289) also pave the way to the coupling of filter operators with boundary
conditions, in particular with walls and the no-slip condition. The complex problem of filtering in
bounded domains is thoroughly studied in [BIL06]
Since thefiltering throughfinite timeT was already covered in section 3.2.2, with the equivalent concept
of moving time average, the remainder of this section will be devoted to filtering in space coordinates
x. The reader interested in time filtering is also addressed to the references [Pru00], [PGGT03], [Pru08]
and [Sag06].
Figure 3.12 shows the effect of boundaries on the filtered fieldψ˜(t, x). In the case of a point like x1, whichis sufficiently far away from the boundary, the integral defining ψ˜(t, x1) extends across∆ 63 withoutinterference, and thus the integral limits do not depend on x any further than the dependence the filter




G(t; x1 − x′;∆)ψ(t, x′) d3x′
62Note that being n+s and n−s constant numbers, equation (3.289) also implies
n+s ∂s∆+s = −n−s ∂s∆−s
The requirement (3.289) is usually related with the existence of periodic boundary conditions.
63Here we return back to the previous nomenclature, with ∆+i = ∆−i = ∆i/2, being ∆i the filter width along the
axis Xi.
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G(t; x2 − x′;∆)ψ(t, x′) d3x′
where∆∩Ωmeans ’the integration is taken over the intersection of the sphere with centre in x2 and diameter∆,
and the flow domain Ω’.
Figure 3.12: Filter range for point x1 within the flow, and for point x2 close to the boundary ∂Ω.
The dependence of ∆+i and ∆−i on xi in the definition of ψ˜(t, x2) brings as a consequence that thederivative and filtering operations do not commute, that is
∂iψ˜ 6= ∂iψ˜
when the filtered field ψ˜(t, x2) is close to the boundaries. Therefore, the Navier-Stokes equations couldonly be filtered for points sufficiently far from the boundaries (see [BIL06]).
Alternatively, if the boundary conditions at the walls are periodic, with such a period that the filters’
width ∆+i and ∆−i satisfy equation (3.289), then it still would be possible to admit the filter-derivative
commutation. Note this possibility would require an exquisite coordination of boundary conditions
with filter’s width definition, which seldom occurs in practice. Thus, it seems that FNSE and nearby
walls are not an advisable combination.
Unfortunately, this is not the only thorny issue related with filters and boundaries. Another problem is
the definition of the filtered velocity fieldu˜(t, x) forwalls. Assume the point x2 in figure 3.12were exactlyat the boundary, and assume the boundary were a wall with the no-slip condition 64. Such condition
64The no-slip condition is so frequently invoked in Fluid Mechanics, that deserves some analysis regarding its
overall validity. The approach followed herein is inspired by the noteworthy paper [Gre91]. See also [Lea07].
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G(t; x2 − x′;∆) u(t, x′) d3x′ 6= 0 (3.295)
with u(t, x′) = 0, ∀x′ ∈ ∂Ω ∩ ∆ ⊂ ∆ ∩ Ω, being ∂Ω the oriented boundary surrounding the flow
domain Ω.
Therefore, one does not know beforehand the actual value of u˜ at the walls, except that for sure it is notzero. A similar result is obtained for the velocity derivative: at the wall ∂iuj˜ does not have foreseeablevalues. Dirichlet (ui˜ undefined) andNeumann (∂iuj˜ undefined) boundary conditions are not possible atthe walls, and consequently the attachedmathematical problem of solving the FNSE becomes ill-posed.
Note this situation is not shared with statistical methods based upon field averages, since the averages
mimic the no-slip behaviour of the physical velocity u(t, x) at the walls (except the spatial average
︷︸︸︷
u(t),
which is never recommended when studying bounded flows). Thus, statistical methods are routinely
used in models for bounded turbulent flows.
Thus, walls (and their neighbourhood) suffer from the combined effect of the non-commutativity
of derivative and filtering, and the ignorance of the actual values of the filtered velocity field. This
combination is the main reason why LES cannot be safely applied in the vicinity of walls, and
alternative methods should be used in such cases. Probably, the most widely employed methods are
those encompassed within the collective name of Hybrid RANS-LES Turbulence Models (HRLTM),
characterised by the use of statistical RANS methods near the walls, and LES with a suitable filter in
the rest of the flow (see [Spa00] or [FT08]). One such model will be presented in the next Chapter.
Basically there are two kinds of HRLTM:
i. Zonal Hybrid Methods. A region is defined near the wall in which the turbulent boundary layer
model is solved. The transition from the RANS near-wall region to the LES outer region is
determined explicitly in the boundary conditions established in the solver.
ii. Blended Hybrid Methods. The transition between RANS and LES regions is made smoothly,
according to algorithms defined in the solver itself.
Let Ω ⊂ R3 be the domain occupied by the flow, ∂Ω its oriented boundary and Ω = Ω ∪ ∂Ω the closure of Ω. If
Ω is a closed set then Ω = Ω. The boundary ∂Ω is assumed to be a wall, or a wall-like surface, that contain the
flow. Let u(t,x), x ∈ Ω, be the flow’s velocity field. Assume the boundary ∂Ω could be in movement, with a local
velocity given by vΩ(t, ξ), ξ ∈ ∂Ω. Finally, let nˆ(t, ξ) be the unit outward normal vector to ∂Ω at the point ξ ∈ ∂Ω.
With those definitions, the boundary condition which requires that the fluid in contact with the wall have no
relative tangential velocity, conventionally called the no-slip condition, is given by:
u(t, ξ) ∧ nˆ(t, ξ) = vΩ(t, ξ) ∧ nˆ(t, ξ) , ξ ∈ ∂Ω (3.292)
or alternatively
u(t, ξ)− [nˆ(t, ξ) · u(t, ξ)] nˆ(t, ξ) = vΩ(t, ξ)− [nˆ(t, ξ) · vΩ(t, ξ)] nˆ(t, ξ) , ξ ∈ ∂Ω (3.293)
Note that a wall at rest, vΩ(t, ξ) = 0, does not imply u(t, ξ) = 0, but rather u(t, ξ) ∧ nˆ(t, ξ) = 0 (or
u(t, ξ)− [nˆ(t, ξ) · u(t, ξ)] nˆ(t, ξ) = 0): it is only the tangential velocity that is forced to be zero.
On the other hand, a wall, or wall-like surface, is expected to be impenetrable, that is, the flow cannot have a
normal relative velocity at the wall. Thus, the no-penetration condition is another kind of boundary condition
affecting to the flow (not occurring, for instance, with porous walls), which could be written as
u(t, ξ) · nˆ(t, ξ) = vΩ(t, ξ) · nˆ(t, ξ) , ξ ∈ ∂Ω (3.294)
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In summary, the filter concept, while very useful and intuitive and in many respects closer to Physics
than averages, suffer from the following problems, among others:
• The commutation between filter and derivative ∂s is not guaranteed, unless the filter definition
satisfy the conditions specified along this section: kernel functionG(t, x;) strongly decreasing
for|x| & |∆|, and t & Θ; either ∆i should not depend on xi or equation (3.289) ...
• Determining the acceptable values of integers n+α and n−α for which the definition integrals
extended to infinity could be replaced by integrals with finite limits, as in equation (3.282). This
is related to the maximum admissible error level in the simulation.
• Selecting an appropriate filter width for each region of the flow, taking special care as the
simulation approach thewalls, where∆ ought to be chosen increasingly small. This, in turn,must
be compatible with the request of ∆i not depending on xi, or with equation (3.289).
• Upon initiating the simulation, themesh structurewill ultimately determinewhether the selected
filter could indeed be applied and attain the expected performance. For structured meshes, the
filter width along each axis is limited by the typical cell size in the corresponding direction, and
in unstructured meshes the situation is even worse. In bounded flows it is customary to define
graded meshes, with cell size increasingly smaller as the mesh approaches the wall. The filter
width must be adjusted accordingly.
• The wall boundary conditions for filtered velocities are undefined, since u˜wall = 0 is not possible,and no result exists for ∂iuj˜ either. The absence of well-defined boundary conditions bringsforward the use of RANSmodels to deal with the turbulence in the vicinity of walls. The outcome
depends on the suitability of the chosen model, based on the Boussinesq’s hypothesis.
On the other hand, one advantage of the filtering approach is that, as long as the filter is reasonably
reproduced in the measuring instruments, the results obtained from the CFD simulation could be
directly comparedwith experimental data. Filtering, that is, smoothing, is something that verynaturally
occurs in laboratory and industry alike. Filtering is a less radical solution than Reynolds decomposition
except, perhaps, when it refer to pure ensemble average. But ensemble average is hardly possible in
practice, whereas filters are routinely applied during the measurement of flow’s quantities. The FNSE
are not so neat as the RANSE, but they carrymore dynamics in the fields, at least when compared to time
averaged RANSE, which possibly be the most practised method.
3.4 Turbulence as an Additional Term to Laminar Solution
This section presents and discusses an altogether different, and perhaps also surprising, way of
considering turbulence. The approach will be fully analytical and the averaged solutions will appear
to be composed of two terms: one corresponding to the functional form of the quantity that would solve
the laminar problem, and the second representing the contribution of the turbulence to the general
average solution. That second term is generally a function of the Reynolds stress tensor for the flow
Again, in the case of a static wall the no-penetration condition implies u(t, ξ) · nˆ(t, ξ) = 0 , and it is only the
normal component that is forced to be zero. Both conditions, the no-slip and the no-penetration, are usually
enforced together at any wall. If so happens, the relative tangential and relative normal velocities must both be
simultaneously zero at the wall, a condition that leads necessarily to u(t, ξ) = 0, which is the (somewhat misleading)
no-slip condition claimed by many texts.
This Dissertation will adhere to the existing custom of associating the no-slip condition with u(t, ξ) = 0, although
frequently a call will be made to this footnote, lest not be forgotten the true meaning of such expression.
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being studied. Note this method does not make any provision for the fluctuating component of the
quantity, since it refers only to its average component.
Two cases will be considered in the next subsections, one encompassing the other:
i. The steady state case, already introduced and discussed in the brilliant and somewhat forgotten
paper of [Pai53].
ii. The general case which, to the author’s knowledge, represents a genuine original contribution of
this Dissertation to the problem of characterising analytically the turbulence.
3.4.1 Steady State Turbulence as an Additional Term to Laminar Solution
An unusual and interesting method to describe turbulence quantities is to decompose the mean
turbulent field Ψ(t, x) into two parts, the laminar and the pure turbulent ones:
Ψ(t, x) = ψL(t, x) + ΨT (t, x) (3.296)
Equation (3.296)will be called the Laminar-Turbulent Decomposition of the mean flow field Ψ, where
ψL is the laminar solution to the Navier-Stokes equations, andΨT is an additional termwhich accounts
for the mean influence of turbulence on Ψ, added to the laminar solution.
Obviously this decomposition is only useful in flows for which a laminar solution is already available.
Fortunately the steady flow of a Newtonian incompressible fluid in a pipe driven by constant pressure
gradient is one the few examples with an exact analytical solution. This case is called Hagen-Poiseuille
flow and its solution could be found in many reference textbooks (e.g. [Dur08])
Figure 3.13: Geometry of Hagen-Poiseuille flow.
To not cause confusion, the laminar flow velocity will be denoted with v, and the most common u will
be reserved for turbulent flow.


















where Π = −∂p/∂z ≥ 0 is the (minus) constant pressure gradient along the pipe,R the pipe radius, µ
the dynamic viscosity, cylindrical coordinates (r, θ, z) are used, andZ axis is coincident with the pipe’s
centreline. The maximum velocity occurs at the centreline and is given by vzmax = ΠR2/4µ.
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The laminar-turbulent decomposition that is about to be developed for the steady 65 turbulent Hagen-
Poiseuille flow is entirely based on the excellent paper presented in 1953 by Shih-I Pai, [Pai53]. The work
[FD02] arrives to a similar decomposition, although fromadifferent starting point, and applied to plane
channel flow.
The turbulent flow fields u and p admit a Reynolds decomposition given by equations (3.10) and (3.11):
u(t, x) = U(x) + u′(t, x) , p(t, x) = P (x) + p′(t, x) (3.298)
In order to endow the coming derivation with themaximum generality, it will not be established at this
point what kind of average represent the fields U and P , although the fact that a mean steady flow is
being considered hints to the use of time average as appropriate. In any case, average quantities will be
denoted by the general symbol 〈·〉 or by capital letters.
The assumptions made to obtain the announced results are not different than those expressed section
2.2:
i. The mean flow is axially symmetric, that is, ∂Ψ/∂θ = 0 for any mean flow quantity Ψ.
ii. Theflow is incompressible andNewtonian, with density anddynamic andkinematic viscositiesρ, µ
and ν, respectively.
iii. No entrance or exit effects are considered, thus the pipe is assumed to have an infinite length
−∞ < z < +∞.
iv. The mean velocity has only a non-zero component along the Z axis
U = (Ur, Uθ, Uz) = (0, 0, Uz) ≡ (0, 0, U)
(U and Uz will used interchangeably). Note that this assumption implies ur = u′r, uθ = u′θ and
u′z = uz − U .
v. Gravity effects are neglected.
vi. The statistical properties of the flow are the same at all sections of constant z 66. In particular, this
applies to the Reynolds stress tensorRij = −ρ〈u′iu′j〉which is assumed to be only function of r.
The same argumentsmentioned in section 2.3.3, plus the assumptionsmade above, lead to the following
dependence for the mean turbulence fields 67:
U = U(r) , P = P (r, z) , Rij = Rij(r) (3.299)
Just as laminar Hagen-Poiseuille flow demands a constant pressure gradient along the pipe (∂p/∂z =
const.), turbulent Hagen-Poiseuille flow requires a constant mean pressure gradient along the pipe
(−∂P/∂z = Π = const.).
65The flow is steady on average. The fluctuations need not be steady, and they cannot be so if the flow is to be
turbulent. Therefore ∂Ψ/∂t = 0 for any mean field Ψ, although ∂ψ/∂t = ∂ψ′/∂t 6= 0.
66 This is an important not straightforward assumption. It surely limits the range of solutions, but the assumption
makes sense physically, and not much ought to be lost by considering a problem which has the same statistical
properties at all sections of constant z.
67In the laminar case the same assumptions lead to p = p(z) only, because p = p(r) imply ur 6= 0 and there would
be flow motion along the radius, against the assumption. But in turbulent flow the RANSE have an additional
Reynolds stress component, thus P = P (r, z) does not imply Ur 6= 0. See further below.
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From theNavier-Stokes and continuity equations in cylindrical coordinates (see [Dur08]), the following











































































































































Note that no mention is made as to which averaging method has been used to obtain the equations












































The continuity equation is absent from this set because all of its terms are null. The second equation



































⇒ ln〈u′ru′θ〉 = −2 ln r + C ⇒ 〈u′ru′θ〉 =
C
r2
with C an integration constant. The constant is determined by the boundary condition r = R ⇒
〈u′ru′θ〉 = 0. Therefore,C = 0 and
〈u′ru′θ〉 = 0 (3.307)
and one fewer unknown for the problem. Still, there are five unknowns
Uz(r) ≡ U(r), P (r, z), 〈u′ru′z〉(r), 〈u′2r〉(r), 〈u′2θ〉(r)
CHAPTER 3. INTRODUCTION TO TURBULENCE DESCRIPTION 152
and just two equations (3.304) and (3.306).
In order to obtain additional relationships among the five dependent variables, it is convenient
to convert them into dimensionless form. Radius R is used as the reference length and thus the
dimensionless coordinates are defined as:
α = r
R
(0 ≤ α ≤ 1) , β = z
R
(3.308)






with τw the shear stress at the wall, α = 1. For the present derivation uτ is to be considered constant, as








Note that Uz = Uz(r) implies u+ = u+(α,Re+) 68, even though Re+ is constant for a given turbulent
Hagen-Poiseuille flow.
The reference pressure is taken as ρu2τ . Note that the mean pressure P only appears in the equations
behind a derivative; therefore the same results are obtained if an arbitrary constantP0 is added toP . As
the boundary conditions are to be defined at the wall, α = 1, P0 will be selected such that the pressure
boundary conditions at a given set of points of the wall is zero. Assume P0 = P (1, 0), that is, the
value taken by P at the wall points given by coordinates α = 1 and β = 0 (a circumference). Then
the dimensionless pressure is defined by:
p+ = P − P0
ρu2τ
(3.311)






































68The velocity is said to be expressed in outer variables when written in this form. See page 223
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subjected to the boundary conditions:






σ1(1, Re+) = 0 (3.319)
σ2(1, Re+) = 0 (3.320)
χ(1, Re+) = 0 (3.321)
p+(1, 0, Re+) = 0 (3.322)
Equation (3.317) is the no-slip condition (see footnote 64 in page 146), (3.318) establishes that themean
velocity has a maximum at the centreline 69, (3.319)-(3.321) determine the flow in the vicinity of the
wall to be laminar, and (3.322) sets P = P0 at the circumference defined by α = 1 and β = 0.



















whereK(β) is a function which contains the dependence of p+ on β. Since Π = −∂P/∂z = const.,
then that dependence could only be linear andK(β) = −Π+β +B, withΠ+ the dimensionless version
of Π = −∂P/∂z, andB a real constant.





















and equation (3.315) yields the solution





dα′ = −Π+β +B (3.323)
From the boundary conditions, for α = 1 and β = 0, it resultsB = 0. Thus






69 Equation (3.318) is a Neumann-type boundary condition that avoids the definition of a Dirichlet-type boundary
condition of the form
u+(0, Re+) = u+max
since u+max is not assumed to be known beforehand. Should that be the case, the Neumann condition ought to be
substituted by the Dirichlet condition.
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with the last two terms function of α andRe+ only. Equation (3.324) relates the mean pressure within
the flow with the Reynolds stress tensor, and clearly separates the dependence of p+ on α and β 70.
Besides, for the integral to converge for α→ 0 it is necessary that either:
• σ1 → 0 and σ2 → 0 not slower than α, or
• σ1 − σ2 → 0 not slower than α
Experimentally is found that σ1 and σ2 diminish upon approaching the pipe’s centreline, but they do
not vanish (see [Wil06]). Then it must be σ1 ≈ σ2 in the proximity of the axis.





























+ αχ = C























(α,Re+) + α χ(α,Re+) = C (3.325)
C is easily determined by setting α = 0. As χ and du+/dα are both bounded real numbers ∀α ∈ [0, 1],
then C = 0. Π+ could be found upon realising that, in dimensionless units, the wall-shear-stress τw
could be converted into

























plus the boundary conditions yield, upon setting α = 1 in equation (3.325), the result Π+ = 2.
70 The fact that ∂p+/∂α 6= 0 does not mean that motion exist along the radial direction, which would contradict
the assumption of motion exclusively along the Z axis. The mean radial pressure gradient is exactly compensated
with equal variation on some Reynolds stress components, and does not affect the mean velocity (see equation
(3.315)). The non-zero radial pressure gradient in turbulent pipe flow predicted by equation (3.324) has been
effectively measured and reported. See, for instance, [PES67].
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Finally, the solution for the turbulent Hagen-Poiseuille flow has been obtained:










(α,Re+) = χ(α,Re+)− α (3.328)
Note that Reynolds stress 〈u′ru′z〉 (dimensionless χ) only affects to the mean velocity, whereas the
transverse turbulent velocity intensities 〈u′2r 〉 and 〈u′2θ 〉 (dimensionless σ1 and σ2) only influence the
mean pressure. Besides, U has no effect over P and, vice versa, neither has P over U . Last, but not
least, note that Reynolds stress 〈u′ru′z〉 is proportional to the mean velocity derivative (plus the term α),
a result that seems to support the Boussinesq’s hypothesis, except that this time it has been obtained
theoretically and not presumed ad hoc.
Equations (3.327) and (3.328) have been obtained directly from the RANSE with few very reasonable
general assumptions. Therefore they must be taken very seriously, The mean quantities correspond, in
principle, to ensemble average, although they could be expressed as time averages, since all quantities
are time independent (stationary) and the ergodic hypothesis clearly applies to this case.
It is still possible to go one step beyond. Boundary condition (3.318) could be established because of the
flow’s axial symmetry. Applying that boundary condition to equation (3.328), and making α = 0, the
following result is obtained:
χ(0, Re+) = 0 (3.329)
The Reynolds stress 〈u′ru′z〉 is zero in the pipe’s centreline. This theoretical result is also confirmed







which is the expected result in dimensionless units.




























This expression for the mean velocity profile in steady state turbulent pipe flow is known as the Shih-I
Pai analytical solution, [Pai53] 71. Equation (3.330) has the form of laminar-turbulent decomposition
71Equations (3.328) and (3.330) would be written differently if another normalisation would have been chosen
for velocity, instead of uτ . For instance, in the next section the chosen reference velocity will be ν/R, for reasons




= $(α)− α2 Π
∗ (3.331)
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suggested in equation (3.296), in the form:
U(α,Re+) = vL(α) + UT (α,Re+) (3.333)
where U is the mean total velocity, vL is the laminar Hagen-Poiseuille velocity profile (see equation
(3.297)), andUT = −Re+
1∫
α
χ dα′ themean component of turbulence velocity inU . That is a remarkable
result, since it states that the difference between turbulent and laminar velocity distributions is directly
a function of the Reynolds stress. Thus, Reynolds stress alone explains the generation of the turbulent
component in the total velocity. Note that χ(α,Re+) = 0 (i.e. 〈u′ru′z〉 = 0) would reduce equation
(3.333) to the laminar velocity profile given in equation (3.297), circumstance that leads to consider the
Reynolds stress component 〈u′ru′z〉 as the most important to characterise the turbulence.

Amongst the contributions of [Pai53] stands out the analytical turbulent velocity profile that satisfies
the differential equation (3.328) plus the boundary conditions (3.317) and (3.321), thus producing an
exact solution of the RANSE. This solution is not unique, since the unknowns outnumber the available
equations, but it provides an invaluable reference with which to compare potential empirical profiles
and laboratory data. The announced solution takes the form
u+(α,Re+) = u+m
(
1 + b2α2 + b2nα2n
)
, (n ≥ 2 , n ∈ N) (3.334)
where n ≥ 2 is an integer, bn, b2n ∈ R are real numbers, and u+m is the maximum of the velocity profile
(3.330), which occurs at the pipe’s axis:






just where the laminar velocity maximum is found. Note the velocity is an even function of α, as it





χ dα ≥ 0
The function (3.334) effectively satisfies the velocity equation (3.328):
u+m
Re+






















with u∗, Π∗ and $ playing the same role as u+, Π+ and χ, respectively, in the new normalisation.
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Boundary condition (3.317) yields
α = 1⇒ u+(1, Re+) = 0⇒ 1 + b2 + b2n = 0 (3.339)
while boundary condition (3.321) and equation (3.336) lead to
α = 1⇒ χ(1, Re+) = 0⇒ b2 + ϑ+ n b2n = 0 (3.340)
Subtracting (3.339) from (3.340)
ϑ+ n b2n − 1− b2n = 0 ⇒ b2n = 1− ϑ
n− 1 (3.341)




Therefore, the analytical velocity profile fulfilling the differential equation (3.328) and the boundary
conditions (3.317) and (3.321) is given by
u+(α,Re+) = u+m
(
1 + ϑ− n
n− 1 α




, (n ≥ 2 , n ∈ N) (3.343)
The coefficients of α2 and α2n are negative as long as ϑ < n and ϑ > 1, respectively. Normally it is
requested that those coefficients be negative for the solution to be physically sound. Equation (3.343)
could also be expressed as
u+(α,Re+) = u+m
[






, (n ≥ 2 , n ∈ N) (3.344)
where the two components of the mean velocity are clearly shown:
• the laminar component corresponding to Hagen-Poiseuille flow
vL(α) = u+m(1− α2) (3.345)
• and the purely turbulent component derived from Reynolds stress










The Reynolds stress χ(α,Re+) is obtained from equation (3.337)(
ϑ− n







α2n−1 = ϑχ(α,Re+) ⇒
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Equations (3.343)/(3.344) and (3.347) constitute one of the sets of fully analytical solutions to the
problem of finding the velocity profile corresponding to a steady state turbulent Hagen-Poiseuille flow
(Pai flow) in a circular pipe 72.
Note that, sinceRe+ = uτR/ν, u+m = Um/uτ and uτ =
√









According to equation (3.297) the wall-shear stress for a laminar Hagen-Poiseuille flow whose maxi-
mum velocity were vzmax = Um, is given by







Therefore, the variable ϑ could be expressed as
ϑ = τw
τl
(ϑ ≥ 1) (3.350)
and represents the ratio of the wall-shear stress τw for a steady and fully developed turbulent flow in
a pipe, to the wall-shear stress τl of a steady laminar flow with the same maximum velocity Um, in the
same circular pipe. Clearly ϑ > 1, since the wall-shear stress is larger for turbulent flows than it is in
the laminar case.
Note that ϑ = 1 reduces equation (3.344) to the laminar case (3.297). Moreover, the Reynolds stress
(3.347) is identically zero if ϑ = 1
Figure 3.14 shows one of the turbulent analytic velocity profiles (3.343) that adjusts to the CFD
simulation to be conducted in section 4.10.1, with Re ' 1.2 × 107. This analytic velocity profile
corresponds to a maximum dimensionless velocity Um = 2.2708, and it has been obtained by setting
ϑ = 13.4 and n = 16 (n is always an integer). Figure 3.14 also shows the log-law velocity profile
corresponding to the same CFD simulation (the log-law is explained in section 4.5). The agreement
is remarkable, except near the wall, α = 1, where the log-law and CFD profiles are much steeper. The
outstanding coincidence near the wall between the CFDmodel and the log-law profiles could be due to
the fact that the CFD solver uses the log-law as awall-function to adjust the no-slip condition at thewall.
Since the solution to thedifferential equations (3.327)-(3.328) is notunique, appropriate solutionsmust
72To round things off, in reference [Pan90] is offered yet another analytical expression for the mean velocity profile
of turbulent flow in a circular pipe. That equation takes the form, using the same variables introduced so far,







with 0.15 the result of modifying slightly the squared von Karman’s constant, κ = 0.41, κ2 = 0.168 ≈ 0.15, to better
adjust to experimental data, and u+max the maximum mean velocity at the pipe’s centreline. This equation presents
a remarkable concordance with experimental data, specially for rough pipes. Unfortunately, (3.348) does not fulfil
equation (3.328) for any function χ which also satisfy the boundary condition (3.321), because du+/dα 6= Re+ at
α = 1. But this behaviour should not be so unexpected: the log-law does not satisfy it either (see equation (4.54)).
This is due to the fact that neither (3.348) nor log-law are supposed to reproduce the turbulent flow dynamics at
the very wall.
Regardless of the last remark, it seems startling that relatively simple expressions like (3.343)/(3.344) or (3.348)
be not of widespread use in Engineering applications, at least as first approximations of the actual mean velocity
profile.
























Figure 3.14: Analytic, log-law and CFD velocity profiles for turbulent Hagen-Poiseuille flow (analytic
profiles with Um = 2.2708: (1) ϑ = 13.4, n = 16 , and (2) ϑ = 36.8, n = 45 ).
always be found by selecting the adjustable parameters ϑ and n. A second example is also presented in
figure 3.14, which shows too the curve corresponding to an analytic solution given by Um = 2.2708,
ϑ = 36.8 and n = 45. In this second profile the behaviour at the wall is steeper, although the shoulder
of the curve raises above the log-law. In any case, the analytic model developed in [Pai53] is a invaluable
tool for estimating the velocity profiles and other properties of steady turbulent flows in pipes.
Figure 3.15 depicts the dimensionless analytic Reynolds stressχ(α,Re+), given by equation (3.347), for
the same sets of parameters: Um = 2.2708, ϑ = 13.4, n = 16 and Um = 2.2708, ϑ = 36.8 and n = 45.
In both casesRe ' 1.2 × 107 for the mean flow. The results show a remarkable qualitative agreement
with equivalent profiles found in [Wil06], although for much smaller Reynolds numbers. Figure 3.15
also presents the Reynolds stress corresponding to a steady state CFD simulation carried out with the
same turbulence model k − ω SSTSAS that appears in figure 3.14 (see section 4.10.1) for Re & 107.
The plot is represented in arbitrary units, since only qualitative results are relevant here. The different
behaviour of the CFDmodel respect to the analytical case for α ≡ r/R ≈ 1, indicates the difficulty for
the turbulence model to simulate the expected near-wall flow structure when the Reynolds number is
so high. The near-wall cells are calculated in the simulation through wall-functions, that yield a result
which isno longer supportedby the chosen turbulencemodel algorithmwhen it is applied to cells farther
away from the wall. Besides, the mesh employed in the CFD simulation is strongly graded near the wall
(for an explanation of these concepts see section 4.6).
































Figure 3.15: Analytic and CFD Reynolds stress profile for turbulent Hagen-Poiseuille flow (analytic with
Um = 2.2708, ϑ = 13.4, n = 16 and Um = 2.2708, ϑ = 36.8 and n = 45).
3.4.2 GeneralTransient/UnsteadyAnalyticalSolutionofRANSEforIncompressible
Pipe Flow
Last section presented an analytical solution for the turbulent steady state incompressible pipe flow,
after [Pai53], based on the Hagen-Poiseuille solution and depending directly on the components of
the Reynolds stress tensor. Both solutions share the properties of being analytical, time-independent
(correspond to steady state) and applicable to incompressible pipe flow.
In 1932 Piotr Szymanski published his work [Szy32] 73, in which he proposed the analytical solution
for the transient problem of laminar incompressible pipe flow accelerating from rest, in response to a
pressure step ∆p > 0 suddenly applied to the fluid 74. The analytical solution takes the form:







with α = r/R a dimensionless radial distance from the pipe’s centreline, γ = tν/R2 a dimensionless
time, R and L the pipe’s radius and length, ν the fluid’s kinematic viscosity, µ = ρν the dynamic
73The interested reader may consult directly the source [Szy32], or alternatively try the more straightforward and
modern approach offered by [Dur08]. Surprisingly, [Dur08] does not cite [Szy32] amongst its references.
74A distinction is made in this Dissertation between transient and unsteady flow: a transient flow tends
asymptotically to a steady state as t → ∞, either because the forces decrease their action or because the flow
adapts to the new situation. An unsteady flow is permanently time-dependent and shows no tendency to reach a
steady state with t→∞.
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viscosity; v∞ is the steady state maximum velocity at the centreline, given by
v∞ =
∆pR2
4µL ≥ 0 (3.352)
J0(x) and J1(x) are the Bessel functions of the first kind of order 0 and 1, respectively, and λn are the
roots (or zeroes) of J0(x) (J0(λn) = 0 ∀n ∈ N).
So far there exists a set of three analytical solutions for incompressible pipe flow, duly expressed in table
3.1. Themissing place corresponds to transient/unsteady turbulent pipe flow, whose General Analytical
Solution (GAS) is going to be provided herein, along the lines set by [Szy32] on one hand, and [Pai53] on
the other. The proposed solution is themost general, since it contains the laminar steady state, laminar
transient, and turbulent steady state solutions as particular cases.
PIPE FLOW Laminar Turbulent
Steady State Hagen-Poiseuille Flow [Pai53]
Transient/Unsteady Regime [Szy32] This Dissertation
Table 3.1: Complete set of analytical solutions for incompressible pipe flow.
The starting point is similar to that one studied in section 3.4.1, except that now the main quantities
depend also on t:
u(t, x) = U(t, x) + u′(t, x) , p(t, x) = P (t, x) + p′(t, x) (3.353)
The assumptions made to obtain the announced results are not very different than those expressed in
section 3.4.1:
i. The mean flow is axially symmetric, that is, ∂Ψ/∂θ = 0 for any mean flow quantity Ψ.
ii. Theflow is incompressible andNewtonian, with density anddynamic andkinematic viscositiesρ, µ
and ν, respectively.
iii. No entrance or exit effects are considered, thus the pipe is assumed to have an infinite length
−∞ < z < +∞ 75.
iv. The mean velocity has only a non-zero component along the Z axis
U = (Ur, Uθ, Uz) = (0, 0, Uz) ≡ (0, 0, U)
(U and Uz will used interchangeably). Note that this assumption implies ur = u′r, uθ = u′θ and
u′z = uz − U .
v. Gravity effects are neglected.
vi. The statistical properties of thefloware the sameat all sections of constant z (see footnote 66 inpage
150). In particular, this applies to the Reynolds stress tensor Rij = −ρ〈u′iu′j〉 which is assumed to
be only function of (t, r).
75Instead of considering the pressure gradient as a function of the total pressure drop ∆p and pipe length L,
∆p/L , as it is the case in [Szy32], herein a mean pressure gradient Π(t) = −∂P/∂z is considered to be acting on
the flow, with no reference whatsoever as to how it might be generated. Note Π(t) cannot be a function of z, see
section 2.3.3.
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It could also be assumed that the flow reach a steady state as t→∞ (transient flow). That assumption,
although true and useful in some cases, is not strictly necessary at this point, and will not be imposed.
Thus, the results obtained in this section will find application in both, transient and unsteady flows.
The mean turbulent fields have the following dependence
U = U(t, r) , P = P (t, r, z) , Rij = Rij(t, r) (3.354)













































since all other terms are zero, according to (3.354). The continuity equation is absent from this set
because all of its terms are null and is a trivial equation. In this case the averagingmethod could only be
the ensemble average, yielding RANSE à la ensemble average andReynolds stress tensor à la ensemble
average.
The second equation (3.356) is easily integrable following the same procedure used to integrate (3.305).
An identical result is obtained:
〈u′ru′θ〉 = 0 (3.358)
and one fewer unknown for the problem. Still, there are five unknowns
Uz(t, r) ≡ U(t, r), P (t, r, z), 〈u′ru′z〉(t, r), 〈u′2r〉(t, r), 〈u′2θ〉(t, r)
and just two equations (3.355) and (3.357). This fact illustrates dramatically the closure problem
attached to RANSE.
In order to obtain additional relationships among the five dependent variables, it is convenient to
convert them into dimensionless form, just as was done in section 3.4.1:
α = r
R
(0 ≤ α ≤ 1) , β = z
R
(3.359)
But now, contrary to the approach followed in section 3.4.1, care should be taken upon selecting the
reference velocity, since the friction velocity uτ is time-dependent andmight not be such a good choice.
In principle, three approaches could be developed to find out the desired equations. They summarise in
the following terms:




with no mention to the centreline or the friction velocities.
• Using the friction velocity uτ (t) as the reference velocity, despite being time-dependent. This
will allow direct comparison of results with those seen in section 3.4.1, since both use the same
reference velocity.
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• Using the maximum velocity umax(t) (that occurring at the pipe’s centreline) as the reference
velocity, despitebeingalso time-dependent. Thiswill allowdirect comparisonof resultswith those
presented in [Szy32], since both use the same reference velocity.
In this Dissertation only the first approach will be followed, since it is clear and simple enough to
illustrate the general method to obtain solutions. Advances in the other two directions are also planned
for future work, as they are considered relevant in the distribution of mean velocity profiles for many
Physics and Engineering applications.





the dimensionless mean velocity will be
u∗(γ, α) = Uz R
ν
(3.361)
With such definition, the dimensionless time is given by
γ = t ν
R2
(3.362)
being tref = R2/ν the reference time.
Following the definition of dimensionless P made in section 3.4.1, the dimensionless mean pressure is
now defined as




with pref = ρν2/R2 the reference pressure, and P0(t) = P (t, R, 0) the time-dependent reference of
mean pressure at t, r = R, z = 0, which is supposed to define the external pressure exerted on the





and does not depend on α, although p∗ does, since no mean fluid motion exists in the radial direction,
according to assumption iv in page 161.
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respectively, subjected to the following boundary and initial conditions:
BOUNDARY CONDITIONS






ς1(γ, 1) = 0 (3.371)
ς2(γ, 1) = 0 (3.372)
$(γ, 1) = 0 (3.373)
p∗(γ, 1, 0) = 0 (3.374)
INITIAL CONDITIONS
u∗(0, α) = u∗0(α) (3.375)
ς1(0, α) = ς10(α) (3.376)
ς2(0, α) = ς20(α) (3.377)
$(0, α) = $0(α) (3.378)
For the boundary conditions, equation (3.369) is the no-slip condition (see footnote 64 in page 146),
(3.370) establishes that themean velocity has amaximum at the centreline (see footnote 69 in page 153,
which applies equally well herein), (3.371)-(3.373) determine the flow in the vicinity of the wall to be
laminar, and (3.374) sets P = P0(t) at the circumference defined by α = 1 and β = 0.
For the initial conditions 76, equations (3.375)-(3.378) establish the fluid to be at a given state in γ = 0.
Note that no initial condition is defined for the mean pressure since it is directly related to the other
meanquantities (see equation (3.379)below), andno further conditions ought to be imposed thereupon
76For the transient problem being considered along this Dissertation, the initial state of the fluid is to be at rest,
u∗0(α) = 0, ς10(α) = 0, ς20(α) = 0, $0(α) = 0
with all turbulence quantities being also zero. But it is preferable to consider a general initial state, since the
homogeneous problem (see equation (3.430) below) starting from rest has a trivial null solution. Once a general
solution for the non-homogeneous problem is available, then it could be studied the case of motion suddenly started
from rest; or the case of a steady state Hagen-Poiseuille laminar flow u∗0(α) = u∗max(1 − α2) at γ = 0 which is
perturbed by the non-homogeneous source term Ξ(γ, α) (see equation (3.380)); or the case of a steady state Pai
turbulent flow u+0 (α,Re+) = Re+(1−α2)/2−Re+
∫ 1
α
χ dα′ at γ = 0 (see equation (3.330)), which is then perturbed
by a Ξ(γ, α) source term; or any other seemingly reasonable flow which could be used as an initial state in any
transient/unsteady flow experiment starting therefrom.
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77.
Equation (3.367) is formally identical to (3.324) and, therefore, could be integrated along the lines
followed to obtain (3.324) in section 3.4.1. The result is completely similar and reads
p∗(γ, α, β) = −β Π∗(γ)− ς1(γ, α) +
α∫
1
ς2(γ, α′)− ς1(γ, α′)
α′
dα′ (3.379)
As established in footnote 70 in page 154, the existence of a non-zero mean radial pressure gradient
∂p∗/∂α 6= 0 does not imply any fluid motion along the radial direction, as stated in assumption iv
of page 161, since that gradient is exactly compensated with equal variation on some Reynolds stress
components and does not affect the mean velocity (see equation (3.379)).

















= Ξ(γ, α) (3.380)
whereΞ(γ, α) represents the non-homogeneous term, since it does not contain the dependent variable
u∗(γ, α). In another context, it could be interpreted as a source term for the field u∗(γ, α).














subjected to identical boundary and initial conditions, equations (3.369)-(3.378). Once a solution for
the homogeneous problem is available, it could be attempted to find the corresponding solution for the
non-homogeneous one.
The homogeneous problem (3.381) corresponds to a linear parabolic partial differential equationwhich
couldbe solvedusing theSeparationofVariablesmethod. It is assumed thehomogeneous solutioncould
be expressed in the form:
w(γ, α) = A(α)Γ (γ) + w∞(γ, α)
with the function A(α) depending only on α, and likewise for Γ (γ) with γ, and w∞(γ, α) is a gauge
function for which there are at least three options:












77Nevertheless, a reflection is in order in the particular case of initial rest conditions. It that case the mean
pressure must satisfy p∗(0, α, β) = 0, and this condition defines the initial mean pressure P (0, r, z) to be constant
P0(0) everywhere in the pipe. This last result should come as no surprise: since the fluid is initially at rest there is
no pressure drop anywhere and the initial mean pressure does not depend on β. Besides, since gravity is neglected
(assumption v in page 161), no hydrostatic effects are to be taken into consideration, and the initial mean pressure
is also α-independent (even if gravity were not neglected, the fact that the pipe is horizontal, and relatively thin,
conveys very small differences in hydrostatic pressure along the pipe’s diameter, and thus the mean pressure would
still be α-independent.). Therefore, should the initial state be that of rest, then P (0, r, z) is constant everywhere
and equal to P0(0).
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The first one leads to w∞ = w∞(α), since w∞ does not depend on γ. The second one is fulfilled,
for instance, with
w∞(α) = k1 lnα + k2 (3.382)
being k1 and k2 real constants chosen to satisfy the boundary and initial conditions.
• w∞(γ, α) satisfies equation (3.381) without having the form w∞(γ, α) = A(α)Γ (γ). For
instance, it could be:
w∞(γ, α) = 4kγ − k(1− α2) (3.383)
• Any combination of the above.
w∞(γ, α)would be needed for those cases in which boundary and initial conditions are difficult to fulfil
with ordinary functions. Since it is of secondary importance, this term will be plainly denotedw∞ from
now on.













































Note the left-hand side of this equation depends only on γ, while the right-hand side depends solely on
α. Therefore, both sidesmust be constant, dependingneither onαnorγ. For convenience, this constant














Equation (3.384) could be split in two ordinary differential equations:
dΓ
dγ







≡ A′′ + 1
α
A′ = −λ2A (3.386)
where, adhering to the custom, the dot Γ˙ denotes derivative respect to (dimensionless) time, whereas
the primeA′ derivative respect to (dimensionless) space. Both notations, dots and primes, or d/dγ and
d/dα, respectively, will be used interchangeably in this section, upon convenience.
Equation (3.385) has a straightforward solution:
Γ (γ) = C0e−λ
2γ
with C0 a real constant that will be adjusted later to satisfy boundary and initial conditions. Note
that Γ → 0 with γ → ∞, and this behaviour might lead to think of transient solutions yielding
steady state flows as time elapses sufficiently far. However, it will be seen that this exponential decay is
compatible with unsteady, not transient, solutions, in which the time dependence would be inserted in
other functions.
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is the so-calledSturm-LiouvilleOperator for theproblemunder consideration. Andnow it is convenient
to stop along the way to briefly introduce the Sturm-Liouville methodology.
















+ q(x)φ = −λ%(x)φ (3.393)
78In this Dissertation it will only be considered the real Sturm-Liouville eigenvalue problem, with all functions
operating in R. The complex Sturm-Liouville eigenvalue problem is of interest in other fields of Physics, but not in
this context.
79 The Sturm-Liouville problem is usually presented in two different ways, which result to be equivalent except
for a normalisation constant. The first approach, which is the one used herein, is presented for example by [AM11],
and defines the Sturm-Liouville problem by equation (3.393) and the attached inner product by equation (3.395).
The second approach is used by [Mac04] and defines the Sturm-Liouville problem by the following equation
l(x)φ′′ +m(x)φ′ + n(x)φ = λφ (3.390)





with w(x) a weighting function given by the following expression (which is related to the Wronskian of any two









As remarked above, both approaches are equivalent and yield the same results except for a normalisation constant,
which happens to be p(a) :
w(x) = %(x)
p(a)
For example, [AG08] uses both approaches shown herein, on different parts of the book. Therefore the reader is
free to follow whichever approach he considers best.
To end up with this digression, some authors define the Sturm-Liouville problem on an open set (a, b), while
others use a closed set [a, b]. This really is unimportant provided the functions p(x), q(x), %(x), l(x), m(x), n(x)
and w(x) be sufficiently regular and smooth. In that case, the Hilbert space of square integrable functions on (a, b)
with weight function %(x), L2%(a, b), is equivalent to L2%[a, b], and both notations could be used interchangeably (see
[AG08]).
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for x ∈ [a, b] ⊂ R, φ = φ(x) a twice continuously differentiable real function, subjected to the general
non-trivial boundary conditions 80
a0φ(a) + a1φ′(a) = 0 , a0, a1 ∈ R
b0φ(b) + b1φ′(b) = 0 , b0, b1 ∈ R (3.394)
The real functions p(x), p′(x), q(x) and %(x) are continuous in [a, b], and p(x) > 0, %(x) > 0∀x ∈ (a, b).
A differential operator with the form given in (3.389) is guaranteed to be a self-adjoint operator (see





where %(x) is called the weight function. Besides, the Sturm-Liouville eigenvalue problem is linear: if
φ1 and φ2 are solutions of (3.393) then any linear combination a1φ1 + a2φ2 is also a solution. One is in
liberty to add any possible solution to another already determined.
TheSturm-Liouville operator is a self-adjoint operator and, as such, has eigenvalues andeigenfunctions.
The eigenvalues {λn} are guaranteed to be real, simple, countable, ordered and one of them is the
smallest, called λ1. The eigenvalues can be ordered in a strictly increasing sequence




The set of eigenvalues {λn} is numerable. For each eigenvalue λn there exists a unique eigenfunction
φn, up to a normalisation constant, which satisfies
Lφn(x) = −λn%(x)φn(x)
Besides, thenth eigenfunctionφn(x)has exactlyn−1 zeroes in the open interval (a, b) (Sturmoscillation
theorem, see [AM11]) 81. Therefore, the larger n, the more numerous andmore rapid oscillations φn has
in (a, b).
If φn and φm are eigenfunctions corresponding to eigenvalues λn and λm, respectively, with λn 6= λm,
then they are not only linearly independent but also mutually orthogonal with respect to the inner
product defined by equation (3.395)
〈φn, φm〉 = 〈φn, φn〉δnm n,m ∈ N
With a suitable normalisation constant they can easily be converted into a pair of orthonormal
eigenfunctions verifying
〈φn, φm〉 = δnm




81It could have n zeroes in the closed interval [a, b], in those cases in which b is a zero of φn. See further below.
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From now on, φn will denote eigenfunctions normalised to unity
‖ φn ‖= 〈φn, φn〉 12 = 1
The Sturm-Liouville eigenvalue problem defines a complete numerable set of eigenfunctions {φn}
which constitute an orthonormal basis of theHilbert space of square integrable functions in the interval
(a, b) with respect to the weight function %(x), calledL2%(a, b) 82 (also calledL2%(a, b) if the interval were
[a, b], see footnote 79 in page 167). In this context, completemeans that any square integrable function in
the interval (a, b), ψ(x) ∈ L2%(a, b), could be univocally expressed as a linear combination (generalised





with the inner product 〈ψ, φn〉 defined by (3.395). Or, in other words, complete means that the set of




〈 · , φn〉φn(x) (3.397)




〈ψ, φn〉φn(x) = ψ(x) (3.398)
for any function ψ(x) ∈ L2%(a, b). The series expansion (3.396) is a generalisation of the Fourier series
for periodic functions introduced in section 3.2.3, in that it applies to any function ψ(x) ∈ L2%(a, b).
If (a, b) ⊂ R is a bounded set, then equation (3.393) plus the boundary conditions is called a Regular
Sturm-Liouville problem; otherwise it receives the name of Singular Sturm-Liouville problem.

Returning back to the problem of solving the homogeneous equation associated with the GAS for
incompressible pipe flow, the equation (3.387) corresponds to a Sturm-Liouville eigenvalue problem




a = 0 (3.399)
b = 1
82A function ψ(x) defined in [a, b] ⊂ R belongs to L2%(a, b) if and only if











The functions which satisfy this condition form a normed vector space with an inner product given by 〈· , ·〉. The
normed vector space L2%(a, b) is a Hilbert space. See also footnote 35 in page 107
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a0 = 0 , a1 = 1
b0 = 1 , b1 = 0





The solutions of equation (3.387) belong to the Hilbert space L2α(0, 1), for which there exists a unique
series expansion in terms of the eigenfunctions {φn} of the Sturm-Liouville operator (3.388), which
constitute a orthogonal basis of said Hilbert space L2α(0, 1). Armed with such a powerful toolkit, it
is relatively straightforward to obtain the solution for the problem posed herein using the method of
decomposition of functions in terms of series of eigenfunctions.
The equation (3.387) could be expressed as
α2A′′ + αA′ + λ2α2A = 0 (3.401)
which is almost the Bessel equation of order p (see [Kor02])
x2y′′ + xy′ + (x2 − p2)y = 0 (3.402)
for the case p = 0. In order for (3.401) to have the form (3.402) suffices to perform the substitution of

















+ η2A = 0 (3.403)
which now is (3.402) for p = 0, whose general solution is (since p = 0 is integer, see [Kor02])
A(η) = C1J0(η) + C2Y0(η)
or
A(α) = C1J0(λα) + C2Y0(λα) (3.404)
















224262 + · · · (3.406)
with Γ(x) the Gamma function (Γ(n + 1) = n! for n ∈ N), and Y0(λα) is the Bessel function of the








sin(spi) p ∈ Z+
(3.407)













Figure 3.16: Bessel functions of the first and second kind J0(x), Y0(x), J1(x) and Y1(x). Note how
similar are Y0 and J1 as x→∞.
Note J0(x) has an absolute maximum for x = 0, J0(0) = 1. This is compatible with the mean velocity
profile being maximum at the pipe’s centreline.
The following relationships hold for Bessel functions (see [Kor02]), and are introduced herein as a
reference to be used in the coming derivations:
J−p(x) = (−1)pJp(x) (p ∈ Z+) (3.408)




Jk(x)Jp−k(y) (p ∈ Z) (3.410)





























2242628 + · · · (3.416)








Y ′0(x) = −Y1(x) (3.418)∫
xpJp−1(x) dx = xpJp(x) + C (p ∈ N) (3.419)∫
xJ0(x) dx = xJ1(x) + C (3.420)
∫
xnJ0(x) dx = xnJ1(x) + (n− 1)xn−1J0(x)−
− (n− 1)2
∫
xn−2J0(x) dx+ C (n ≥ −1, n ∈ Z) (3.421)∫
x2J0(x) dx = x2J1(x) + xJ0(x)−
∫
J0(x) dx+ C (3.422)∫
xnJ1(x) dx = −xnJ0(x) + n
∫





aJp(bx)J ′p(ax)− bJp(ax)J ′p(bx)
)
b2 − a2 (3.424)∫






















a2 − b2 (3.426)∫










a2 − b2 (3.428)
1∫
0









Note J0(x) has some remote likeliness with cosx and so does J1(x) with sin x, as one could see upon
examining their McLaurin series expansions (3.406) and (3.416). They even satisfy J ′0(x) = −J1(x),
just as cos′ x = − sin x.
A(α) must satisfy the boundary condition (3.370) for α = 0
A′(0) = C1λJ ′0(0) + C2λY ′0(0) = −C1λJ1(0)− C2λY1(0) = 0
But upon looking at figure 3.16 it is clear that Y1(0) 6= 0 and J1(0) = 0. Therefore it must beC2 = 0.
AlsoA(α) must fulfil the boundary condition (3.369) for α = 1. Thus
A(1) = C1J0(λ) = 0
and λmust be a root of J0(α). Note J0(α) has infinitely many roots, although they are not periodic like,
for instance, those of cosα. The final form of the radial componentA(α) is then given by
A(α) = C1Jo(λα)
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Therefore, the eigenfunctions of the Sturm-Liouville eigenvalue problemhave the formJ0(λα), withλ a
root (a zero) of J0(α). Those eigenfunctions have the property of completely spanning theHilbert space
L2α(0, 1), and they can be used to express any function of said space in terms of a Fourier-Bessel series.
Having an expression for Γ (γ) andA(α), the solution of the homogeneous equation has the form
w(γ, α) = CJ0(λα)e−λ
2γ + w∞ (3.430)
with C ∈ R now playing the role of C0C1, and λ a root of J0(α). Note that λ also appears in the
exponential, although in the derivation of the time equation it was not evident that λ2 were to turn
into a root of a Bessel function.
Since the homogeneous problem is fulfilled by infinitely many functions of the form (3.430), one for
each possible root λn of J0(α), n ∈ N, then the general solution of the homogeneous problem subjected
to the boundary and initial conditions established above takes the form of a so-called Fourier-Bessel
series






with e−λ2nγ the set of functions that determines the time dependence of the solution, {J0(λnα)} a set of




αJ0(λnα) J0(λmα) dα = δnm ‖ J0(λnα) ‖2 (3.432)
which constitute a basis of the Hilbert spaceL2α(0, 1), an are real constant coefficients which univocally









αw(α) J0(λnα) dα (3.433)
andw∞ is the gauge function which in general will be zero.
The roots of J0(α) (and general Jp(α) functions) verify (see [Kor02]):
i. For p > −1 the function Jp(α) has only real roots (that is, no complex roots). Therefore, λn ∈ R.
Besides, the roots of Jp(α) constitute a numerable infinite set of real numbers.
ii. All roots of Jp(α) are simple (except, perhaps, α = 0)
iii. The functions Jp(α) and Jp+k(α), k = 1, 2, 3, . . . have no common root except, perhaps, α = 0.
iv. The positive roots of Jp(α) form an increasing unbounded sequence, that is,
0 < λ1 < λ2 < λ3 < · · · < λn < . . . lim
n→∞λn =∞
v. For each n ∈ N the function J0(λnα) has exactly n − 1 roots in the open interval (0, λn),
corresponding to α ∈ (0, 1), and it has exactly n roots in the closed interval [0, λn] (see footnote
81 in page 168).
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For large n the roots λn of J0(α) are given approximately by
λn ≈ npi − pi4 (n 1, n ∈ N) (3.434)









(|x|  0, x ∈ R) (3.435)





(n 1, n ∈ N) (3.436)
Those approximate values will be useful when calculating particular cases.
According to equation (3.429), if λn is a root of J0(α) then the norm of the eigenfunction J0(λnα) is
given by:
‖ J0(λnα) ‖2= 〈J0(λnα), J0(λnα)〉 =
1∫
0













φn(α) = −λ2nφn(α) (3.438)
φn(α) =
J0(λnα)





〈φn(α), φm(α)〉 = δnm (n,m ∈ N) (3.440)
constitutes an orthonormal basis of theHilbert spaceL2α(0, 1), that is, the functional space in which the
solutions to the Sturm-Liouville eigenvalue problem are developed. Besides, the following operator acts














ψ(α) = 1ψ(α) = ψ(α) (3.441)
Thus, the general solution to the homogeneous problem adopts the form of a Fourier-Bessel series,
which in terms of the orthonormal basis {φn(α)} is given by















with wn the coefficients of the Fourier-Bessel series corresponding to {φn(α)} (differing from an in
(3.431) above only in a normalisation constant).
In order to find wn the initial condition (3.375) must be imposed. A new assumption must thus be
introduced: the function u∗0(α)which characterises the initial condition ofw(γ, α) (and also of u∗(γ, α)
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in the non-homogeneous problem) belongs toL2α(0, 1), and therefore admits an unique decomposition
in terms of the basis {φn(α)}. For γ = 0 it must then be:












If u∗0(α) has a regular expression as a Fourier-Bessel series of the eigenfunctions {φn(α)}, then the
extra term w∞ must be zero and should be removed, since the initial conditions are all contained in
u∗0(α). From now onw∞ will not be written in the equations, although its role for non-regular initial or
boundary conditions should not be forgotten.
The important point here is that the real coefficients wn are determined univocally from the initial
conditions of the problem, u∗0(α), and that this function alone defines completely the solution of the
homogeneous Sturm-Liouville problem.

For example, in the case of an initial Hagen-Poiseuille laminar flow for γ ≤ 0, with
u∗0(α) = u∗max(1− α2)
and subjected to no external forces or pressure gradient for γ > 0 (that is, all external influence is







































































Therefore, this particular example is characterised by the following two equations (in this case the term
w∞ is zero):
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and






The flow has initially, at γ = 0, the known parabolic Hagen-Poiseuille profile; then as time elapses
it looses the parabolic shape and behaves as determined by the Fourier-Bessel series with the time
dependence included on it. Finally, for sufficiently long time (formally for γ → ∞) the mean velocity
reduces everywhere to zero and the liquid reaches a state of rest.
Equations (3.446) and (3.447) offer a neat interpretation of the behaviour shown by the transient
laminar incompressible pipe flow described in [Szy32], equation (3.351), known as Szymanski flow.
At γ = 0 both terms, the parabolic profile (1 − α2) and the Fourier-Bessel series, are identical and
cancel exactly each other: therefore the liquid is initially at rest. At γ = 0 the fluid suddenly begins
to receive the constant pressure gradient, and starts to move following such stress. As time elapses,
the parabolic profile and the Fourier-Bessel series are no longer identical and the cancellation is no
longer possible: the flow shows some velocity profile which indicates its state of motion. As time grows
sufficiently (again, formally γ → ∞) the Fourier-Bessel series decreases to zero, leaving the parabolic
term as the sole contribution to the velocity profile. The flow now is fully characterised by the Hagen-
Poiseuille equation. Explaining thedynamicswith such afinedetail is themainmerit of theSzymanski’s
solution.
Incidentally, the derivationmadeherein illustrates the general procedure thatmust be followed in order
to find the coefficients for the Fourier-Bessel series corresponding to any initial condition function
u∗0(α). Moreover, the fact that formulae for
∫
αnJ0(λnα) dα exist, hints at the possibility of expanding
the function u∗0(α) in terms of McLaurin or Taylor series, truncate it in a polynomial function at the
desired level of approximation, and apply such formulae to each resulting term, all with the general
form of αn.
In general, equation (3.442) shows an exponential decay behaviour of the solution with respect to time,
given by the factor e−λ2nγ , typical of transient phenomena. Therefore, it corresponds to a transient
flow that, given enough time, will lead to steady state flow. Nothing else could be expected from the
homogeneous problem. Any unsteady, not transient, solution must have a factor of the order of eλ2nγ to
counteract the effect of the exponential decay. In the coming derivation it will be seen that is the case.

The orthonormal basis of eigenfunctions {φn(α)} could be used to decompose any function belonging
to L2α(0, 1) in terms of its components respect to that basis. In particular, by means of the Variation of
Constantsmethod, the general solution of the non-homogeneous problemmight be expressed from the
general solution of the homogeneous problem as (see [PR05])











where the set of functions {un(γ)} is defined through two different but complementary conditions:
• it must provide the fulfilment of the initial conditions (3.375)-(3.378), and
• it should satisfy the dependence on γ imposed by the non-homogeneous term
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Now it is pertinent to introduce another new assumption: Ξ(γ, α) ∈ L2α(0, 1) (just as it was supposed
above that u∗0(α) ∈ L2α(0, 1)), and thus it can be univocally decomposed in a Fourier-Bessel series of the












αΞ(γ, α)J0(λnα) dα (3.451)
83 The goal now is to express un(γ) in terms of the coefficientsΞn(γ) that define the non-homogeneous
term, using the non-homogeneous equation (3.380). After that, the initial conditions will be used to
find out the integration constants arising from such derivation.









































u˙n + λ2nun − Ξn
]
φn = 0 (3.452)
Since the eigenfunctions {φn(α)} are linearly independent, the series above is zero if and only if all of
its coefficients are zero, that is
u˙n(γ) + λ2nun(γ) = Ξn(γ) (∀ n ∈ N) (3.453)
This is a first order linear ordinary differential equation whose solution requires an integrating factor
(see [PR05]). Since λ2n is constant, the integrating factor adopts the simple form eλ
2
nγ . With the help of
















83The derivation of equation (3.451) is straightforward, having into account that {φn(α)} is an orthonormal basis
of L2α(0, 1):










since the inner product is a linear functional, and any function not depending on α is treated as a constant which
can exit the angled brackets. Actually, what is really meant by Ξ(γ, α) ∈ L2α(0, 1) is: "that part of Ξ depending on
α is square integrable in the interval (0, 1) with weight function %(α) = α".
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and integrating from 0 to γ
un(γ)eλ
2
















with un(0) = un0 ∈ R. As expected, the general unsteady solution ought to contain a factor of the order
of eλ2nγ′ , which could counteract the factor e−λ2nγ responsible for the transient behaviour.
The integration constant un0 is found upon applying the initial condition (3.375). Note that, whatever
the (bounded) value of the integrand, the integral term in equation (3.455) is zero for γ = 0. Therefore,
being u∗0(α) the initial condition for the mean velocity:
u∗(0, α) = u∗0(α) = u∞ +
∞∑
n=1




But, on the other hand, it has already been established that u∗0(α) ∈ L2α(0, 1), with an unique
decomposition in terms of the basis of eigenfuctions {φn(α)} given by (3.443) (with w∞ = 0). Thus
it could only be:
un0 = wn
with wn given by equation (3.444), a vestige of the homogeneous problem. Since the integration
constants un0 are univocally determined by wn, the term u∞ could be considered null (just as w∞
was found above to be zero if u∗0(α) has a regular enough expansion in a Fourier-Bessel series of
eigenfunctions).


































where the first term could be considered a transient component, since it decreases exponentially as γ →
∞, and the second term could be classified as unsteady, since the factors e−λ2nγ and eλ2nγ′ compensate
each other, more or less, and might not decrease to zero with γ →∞ 84.
84The same result would have been obtained if the following alternative derivation were carried out: Express
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Somemore informationcould still be squeezed fromΞn(γ). Uponsubstitutionof thenon-homogeneous
termΞ(γ, α) by its components Π∗(γ) and− 1
α











































































Note the presence of the exponential e−λ2nγ , which was already evident in the homogeneous problem (3.442). In
this alternative derivation the γ dependence of un(γ) ought to respond only to the non-homogeneous term Ξn(γ),
since the γ dependence attached to the dynamical equation itself is already contained in the exponential e−λ2nγ ,




































































nγ u˙n(γ) = Ξn(γ) ⇒ u˙n(γ) = Ξn(γ)eλ2nγ (∀ n ∈ N) (3.460)
This is a first order linear ordinary differential equation whose solution is:

































which is identical to (3.457).
















































































































= u∗t (γ, α) + u∗p(γ, α) +u∗r(γ, α)
The mean velocity profile u∗(γ, α) has three different components with the following proposed names:
• the first term corresponds to the transient response of the mean initial velocity to external
interactions, and thus will be called the IniTrans component, u∗t (γ, α),
• the second term is the unsteady response to the time-dependent mean pressure gradient, called
the PressGrad component, u∗p(γ, α), and
• the third term is the unsteady component due to the turbulent Reynolds stress, with the name of
RStress component, u∗r(γ, α).
Equation (3.469) represents themost comprehensive analyticalmeanvelocityprofile for incompressible
pipeflow. It describes the evolutionof a turbulent incompressible pipeflow froman initial state atγ = 0
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given by the initial conditions (3.375)-(3.378), which undergoes along the time the external influences
defined by Ξ(γ, α). To the author’s knowledge, it is the first time such equation has been written, and
it probably constitutes the main contribution of the present Dissertation.
It ought to be remembered that the averaging method presumed to develop the RANSE is the
most general available: the ensemble average. The equation could also describe the evolution of a
laminar incompressible pipe flow simply by setting $(γ, α) = 0, since the mean velocity equals the
instantaneous velocity when the fluctuating components are zero, a situation that is generally taken as
a definition for the laminar regime.
Note the PressGrad andRStress components are zero for γ = 0, since they determine the flow evolution
from the initial state, whereas the IniTrans component is zero for γ → ∞. The IniTrans component
also represents the initial inertia retained by the fluid, which is bound to be dissipated along the flow
evolution, and replacedby the other components. Nobehaviour is assignedbeforehand to thePressGrad
or RStress components as γ →∞.
It stems from the GAS (3.469) the direct dependence of themean velocity profile on the Reynolds stress
$(γ, α). Thus the Reynolds stress emerges as the main cause for the turbulent profile to depart from
the laminar profile. The Reynolds stress $(γ, α) can explain by itself the generation of the turbulent
component within the total velocity.
This last assertion is better understood upon acknowledging a subtle difference between the PressGrad
and RStress components. The integral in the PressGrad term has a single dependence on the index n,
given by eλ2nγ . WereΠ∗(γ′) of sufficiently slow variation, it could approximately exit the integral and the










































(see equation (3.447)). The PressGrad component is basically the Szymanski flow shown in equation
(3.351), that is, the transient parabolic laminar velocity profile, which is a particular case of the
general expression (3.469) 85. Therefore, not a very deformed velocity profile should be expected from
the PressGrad term, since the integral in γ′ does not significantly alter the relative weight of each
eigenfunctionφn in thefinal solution. Note themainmechanism theFourier-Bessel series has to change
the profile, that is, to significantly modify the dependence on α, is to assign very different relative
weights to each eigenfunction, tomodulate the share that each eigenfunction holds in the final solution,
and this is not the case with the PressGrad term, which influences more or less uniformly to every
eigenfunction.
However, in the RStress component the dependence on the index n is much stronger: each integrand
changes significantly with changing n, being ϕn + $′n very different from ϕm + $′m if n and m
are sufficiently far apart. Therefore, each eigenfunction φn has a noticeably different relative weight
85Incidentally, the above derivation shows that the Szymanski flow is in reality a PressGrad term, that is, deriving
exclusively from the pressure gradient when such gradient is constant.
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in the Fourier-Bessel series, resulting in a remarkably altered velocity profile, with a not so familiar
distribution of velocities along the radial α values. This different behaviour of the RStress term with
changing n helps to understand the statement made above: the Reynolds stress alone almost explains
the observed change in the turbulent velocity profile respect to the laminar counterpart.

It is already time to apply the GAS (3.469) to a particular case of incompressible pipe flow, which will
serve as a benchmark to assess its effectiveness. This particular example has as limiting cases the already
studied Hagen-Poiseuille, Szymanski and Pai flows. Imagine a fluid initially at rest in a pipe, filling it
completely. At γ = 0 the fluid is suddenly subjected to a constant pressure gradient Π∗ ∈ R, which
accelerates it in a transient flow until, for γ sufficiently high, it reaches a steady state with a turbulent
mean velocity profile.
By now it should be evident the main drawback of the formalism herein developed: there are more
unknowns than available equations; the old closure problem attached to the statistical description of
turbulence. Either the Reynolds stress$ is calculated somehow, or a function ought to be proposed ad
hoc. It is even possible a recursive method in which different candidate functions for Reynolds stress,
$(n), are being tested, each a bit more accurate than the preceding one, until a solution is obtained
with a sufficient approximation to the experimental or simulation results. That method makes sense
when testing successive terms in a truncated McLaurin or Taylor series that, once optimised, provides
an approximate polynomial function for $(γ, α), as accurate as desired. In any case, even with no a
priori knowledge of the Reynolds stress$, a wealth of qualitative or semi-quantitative results could be
obtained from the general mean velocity profile (3.469), as it will be shown in the next Chapter.
A reasonable starting point is to suppose a Reynolds stress similar to that given by equation (3.347) in
section 3.4.1. It could not be exactly the same because χ(α,Re+) is calculated with the friction velocity
uτ as reference velocity, whereas in this section that role has been played by ν/R. When the conversion
of reference velocity is done on the differential RANSE that would otherwise lead to u+(α,Re+) and




1 + Θ − q
q − 1 α
2 − Θ − 1
q − 1 α
2q
)
, (q ≥ 2 , q ∈ N) (3.471)
$(α,Re+) = 2u∗m
q(Θ − 1)














86In order to avoid confusion with the index n of Fourier-Bessel series, the integer n in (3.347) is replaced by
the integer q herein. Note u∗m corresponds to the maximum mean velocity for a turbulent flow profile, which is
different from the maximum velocity for a laminar profile, given by Π∗/4. Not noticing this difference at due time
has caused the author much trouble during the resolution of this example.
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From that steady state Reynolds stress the following unsteady Reynolds stress is proposed:
$(γ, α) = 2u∗m
q(Θ − 1)




Υ (γ) , (q ≥ 2 , q ∈ N) (3.473)
with Υ (γ) a function that would express the foreseeable evolution of $ with time, another degree of
freedom (and of indeterminacy) of the formalism 87 . Υ (γ) must satisfy the conditions Υ (0) = 0 and
Υ → 1 with γ → ∞, since initially the flow is at rest and after a long time it would reach the steady
state. Besides, it is convenient that theReynolds stress growthbe at a similar pace than themeanvelocity
itself, since the last fixes the Reynolds number which determines the former.
A sensible behaviour for$ is represented by the time function:
Υ (γ) = 1− e−λ2γ
with λ ∈ R+ a parameter to be fixed, but which will foreseeably be some sort of average of the first few
roots λn of J0, since they are the most significant in the Fourier-Bessel series. Note such Υ (γ) verifies
Υ (0) = 0 and Υ (∞) = 1, that is, no turbulence at the beginning and steady-state turbulence after a
long time.
With all the reasoningmade above, the Reynolds stress function considered in this problem is given by:
$(γ, α) = 2u∗m
q(Θ − 1)






, (q ≥ 2 , q ∈ N) (3.474)
Note theα-dependent part of$ belongs toL2α(0, 1) and, therefore, can be expanded in a Fourier-Bessel
series.
Θ expresses the ratio of the maximum velocity for a laminar profile, Π∗/4, to the maximum mean
velocity for a turbulent profile u∗m. Note Θ ≥ 1 for the same cross-section averaged velocity (bulk
velocity). When Θ = 1 the flow must be interpreted as laminar. The expression ’switching off the
turbulence’ and doingΘ = 1 will be considered equivalent in this text, sinceΘ = 1 ⇒ $ = 0.
NoteΘ asdefinedherein is different fromϑdefined in (3.338) and (3.350). In both cases theparameters
express the ratioof a laminarquantity to a like turbulentquantity, but the chosenquantities aredifferent
for each case.Θ andϑ share the property of being equal to 1 for laminar flow and> 1 for turbulent flow.
Equation (3.474) could be considered a simple model of turbulence, based on a polynomial expression
for the spatial coordinate and an exponential growth in time. Its main merit is to reproduce with
reasonable accuracy the expected curve for the steady state Reynolds stress: compare figure 3.15 with,
either, figure 3.17 obtained from figure 7.3 of [Pop00], or with the curve−u′v′/u2τ of figure 4.1 retrieved
from [Wil06]. The agreement is noteworthy in both cases. Should a better match be required, one
could always addmore terms to the polynomial function. Unfortunately, no information could be found
regarding the timeevolutionof thatReynolds stressprofile. Therefore, theproposedexponential growth
ought to be considered a first approximation to the actual build-up of turbulence along time, since no
benchmark seems to be available to compare with.
87Note Um, u∗m and Θ are in general time dependent in any unsteady/transient flow. But in equation (3.473) the
quantities u∗m and Θ would correspond to the steady state attained by the flow as γ →∞, if the spirit of equation
(3.347) is meant to be preserved. Possibly they would be more illustrative if written like u∗m∞ and Θ∞, but here
it is considered unnecessary since all dependence of $ on γ is concentrated in the function Υ (γ), and u∗m and Θ
could only refer to said steady state. Note also that Θ herein has a different meaning than ϑ in equations (3.338)
and (3.350). Confusing Θ with ϑ would only cause trouble during the resolution of this example.
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Figure 3.17: Profile of Reynolds stress in turbulent channel flow (y/δ = 1−α). From fig. 7.3 of [Pop00].
Said turbulence model does not present some of the features the actual phenomenon is known to
possess: intermittency, relaminarisation, continuous set of length scales, coherent structures, energy
cascade... The solution obtained in this examplewill be valid as long as theReynolds stress$(γ, α) could
be considered suitable tomodel the actual turbulence. Note$(γ, α) is the single quantity the formalism
uses to introduce the turbulence in the dynamic equations, since no other quantity plays that role. The
efficacy of the method is directly related to the intelligent choice of a Reynolds stress function.
On the other hand, themethod herein developed belongs to the realmof RANSE, that is, to the statistical
description of turbulence in its simplest form. It is not relatedwith the spectral distribution of turbulent
energy, nor with the second- or third-order correlation tensor, nor with any other similarly powerful
mathematical technique currently used in the study of turbulence. It would be unrealistic to expect
from a simple scalar field$(γ, α) a wealth of information it could by no means provide. Actually, one
would think any function satisfying the condition (3.330) in steady state (or (3.332) in the current
normalisation), which present a reasonable approximation with the expected Reynolds stress curve
shown in figure 3.17, ought to be considered, in principle, a good-enough candidate for the formalism
herein developed. Or perhaps not?
One simple example would shed some light onto this issue. The following function, proposed in a
different context by [TM05], would at first sight seem a viable steady state Reynolds stress function:
$1(α) = A
1− e(α−1)/b
1− e−1/b + A (α− 1) (3.475)
with 0 < A < 1 and b > 0, b  1, two real parameters. Note no further conditions are imposed on
$1: it is not associated with any normalisation and, in principle, it could be claimed to be expressed
either with uτ or ν/R as reference velocity, that is, it might correspond to either χ(α,Re+) in equation
(3.330) or to$(α) in (3.332). When plotted (see figure 3.18), the resulting curve is quite similar to the
expected Reynolds stress profile of figure 3.17, a reassuring sign that it might indeed be an appropriate
Reynolds stress for the problem. According to equation (3.330), to the Reynolds stress function$1(α)
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Figure 3.18: Reynolds stress and mean velocity profiles for equations (3.475) and (3.476) with A = 0.99,
b = 0.01, Re+ = 152.5 (R2, U2), and for figures 3.14 and 3.15 (R1, U1).
Figure 3.18 shows the functions$1(α) andu+1 (α,Re+) corresponding to equations (3.475) and (3.476),
respectively, for the values A = 0.99, b = 0.01 and Re+ = 152.5. Those curves are identified with the
labelsR2 andU2. Figure 3.18 also shows the Reynolds stress (3.347) andmean velocity (3.343) functions
that were already presented in figures 3.14 and 3.15 for the values Um = 2.2708, ϑ = 36.8 and n = 45,
labelled R1 and U1. Those functions R1 and U1 have already proved their good concordance with CFD
data, they are expressed in uτ normalisation, and their equivalent in ν/R normalisation is given by
(3.472) and (3.471), respectively. The agreement between both Reynolds stress curves, R1 and R2, is
exceedingly good, to the point that they seem a single curve. But the velocity profiles are very different,
having only in common the values in the vicinity of the centreline (α = 0) and near the wall (α = 1). It
seems that the very tiny differences betweenR1 andR2 become hugely amplified when translated into
U1 and U2.
On the other hand, figure 3.19 shows the same curveswithR3 andU3 corresponding to equations (3.475)
and (3.476), respectively, for the values A = 0.995, b = 0.011 and Re+ = 169. Now the agreement
88The uτ normalisation has been chosen because the resulting mean velocity profile (3.476) is meant to be
compared with that plotted in figures 3.14 and 3.15, which is expressed in the uτ normalisation. The results would
not be directly comparable should (3.476) have been expressed in the ν/R normalisation.


























Figure 3.19: Reynolds stress and mean velocity profiles for equations (3.475) and (3.476) with
A = 0.995, b = 0.011, Re+ = 169 (R3, U3), and for figures 3.14 and 3.15 (R1, U1).
among all curves is complete, a feat achieved with just small variations on the parametersA and b (Re+
is just a global scaling factor of u+1 .). The exponential function of equation (3.475) depends critically on
the parameter b: very small variations of b translate into noticeable differences in u+1 .
Thus, it would seem it is not so straightforward to find a suitable steady state Reynolds stress function
$(α), and any proposed candidate should not be taken immediately for granted. Apart from satisfying
equations (3.331) and (3.332), the only merit it must be requested to the model of turbulence is that it
provide a steady state Reynolds stress function$(α) and amean velocity profile u∗(α)which are, both,
reasonably coincident with experimental or simulation results. As a practical matter, Reynolds stress
functions with polynomial form in α would be usually preferable to other functional forms, since they
are easier to work with and they are not so critically dependent on small variations of its parameters.
The polynomial functions (3.471) and (3.472) proposed in this example present, both, a remarkable
agreementwith CFD results andwith the Lawof theWall, as it was already shown in figures 3.14 and 3.15
and the attached explanations therefrom. Therefore they ought to be considered an acceptable model
for turbulence, duly applicable to the solution that is going to be obtained in the current example.
Regarding Π∗(γ), it is taken as the Heaviside step function
Π∗(γ) =
0 if γ < 0Π∗ if γ ≥ 0 (3.477)
with Π∗ ∈ R+ a constant value.
Boundary conditions for the problemare the familiar (3.369)-(3.374), whereas the initial conditions are
easy to establish: u∗ and$ are zero at γ = 0.
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The PressGrad component has already been formulated above in an approximate way (see equation


















For γ → ∞ the PressGrad component corresponds to a laminar parabolic velocity profile with a




The RStress component is more elaborate and will require much attention. The ϕn(γ) term is given by
ϕn(γ) = 〈$
α























1− (2q − 1)α2q−2
)
(3.481)














1− (2q − 1)α2q−2
)
J0(λnα) dα (3.482)
which is very similar to that of ϕn, except for the integrand in (2q − 1)α2q−2. Actually, it is convenient














In order to calculate this integral, equations (3.420)-(3.422) are necessary. The first integral is quite






The second integral requires a recursive algorithm (J0(λn) = 0 and is thus omitted):
1∫
0

















λ2q−1n J1(λn)− (2q − 2)2
[
λ2q−3n J1(λn)− (2q − 4)2
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Putting together both integrals and extracting the common factors, the following result is obtained for


































where n!! is the double factorial defined by
n!! :=

1 if n = 0
n/2∏
i=1
2i if n = even
(n+1)/2∏
i=1
(2i− 1) if n = odd
(3.485)
Note in this example 2q − 2 is always even.
The RStress component itself is finally written as:


















(q − i− 1)!
)2
λ−2i−1n




























































where the obvious change of variables η = λ2nγ′ and η = (λ2n − λ2)γ′ have been conducted for the first
and second integrals, respectively.
89Note it is also possible to define the time dependence of ϕn + $′n in terms of 1 − e−Λ
2
nγ , with Λn a set of
real constants which would have relationship with the roots λn of the Bessel function J0. That selection of time
dependence would enable that each component of $/α + ∂$/∂α in the eigenfunctions Fourier-Bessel expansion
have a different time modulation, instead of a single common time dependence 1− e−λ2γ for all components, as it
has been considered herein. Both approaches fulfil the main equation (3.469), and their suitability is to be assessed
according to agreement with experimental or simulation data.
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With those results, the RStress component is given by 90
























Finally, the IniTrans component u∗t (γ, α) is blatantly zero, since the initial condition for velocity is
u∗0(α) = 0, and the wn coefficients of u∗t (γ, α) are obtained directly from u∗0(α) = 0 (see equations
(3.443) and (3.444)).
Nowall ingredients are ready toprovide thedesired expression for themeanvelocity profile correspond-
ing to a fluid initially at rest, which is suddenly set in motion at time γ = 0 by exerting a constant pres-
sure gradient Π∗, until the fluid reaches a turbulent steady state for γ → ∞, whose Reynolds stress is
given by (3.474). The said expression is (u∗t (γ, α) is not written for being zero):


































This general mean velocity profile satisfies three conditions:
• At γ = 0 the result is u∗(0, α) ≡ u∗0(α) = 0 (fluid at rest), since all exponentials are equal to one,
and u∗p(0, α) = 0 (see equation (3.447))
• Switching off the turbulence (Θ = 1 ⇒ $ = 0) the RStress term is zero, u∗r(γ, α) = 0, and the
solution is identical to the Szymanski flow, equation (3.351).
90Note that if instead of a single time dependence with λ, a componentwise time dependence is chosen with a Λn
for each eigenfunction (see footnote 89 in page 188), then the RStress component would take the form

























The main inconvenience of this approach is that a set of values for Λn would have to be provided ad hoc, and that
could be a challenging task if n→∞. In the particular case of Λn = λn the last term vanishes identically and the
RStress component results in a somewhat more compact form



















with the familiar λ−3n dependence seen in Szymanski’s equation (3.351).
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• For γ →∞ the result is the superposition of laminar + turbulent flow given by equation (3.471),
which is the ν/R-reference velocity version of (3.344) introduced in section 3.4.1. In effect, in the
limit γ →∞ equation (3.489) is
























On the other hand, equation (3.471) could be written in the form
u∗s(α) = u∗m
[
1− α2 + Θ − 1






with the subscript ’s’ indicating steady state, and u∗m themaximummean velocity appearing in the
expression of$ (see (3.474)). This profile corresponds to that flowherein endowedwith the name
of Pai flow.
Comparing equations (3.490) and (3.491), it remains to demonstrate that
u∗(∞, α) = u∗s(α)
so that the assertion that (3.489) has Pai flow (3.491) as a steady state limit when γ → ∞, could
be considered true. The demonstration is somewhat elaborate and only some intermediate steps
will be offered. The reader is encouraged to attempt the whole elaboration by himself.
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and ought to be compared with u∗(∞, α) in (3.490).
In turn, (3.490) is converted into:
























The q/λ3n term is decomposed into
q
λ3n





u∗(∞, α) = Π
∗
4 (1− α


























Upon close examination, it will be evident that the last term in equation (3.499) is identical to the














































Using equations (3.494) and (3.447), the last equality finally converts into a trivial one:
1− 1 = Θ(1− α2)−Θ(1− α2)
and it emerges that
u∗(∞, α) = u∗s(α)
and thus Pai flow occurs as a limiting steady state case of the general transient flow (3.489)
The general expression (3.489) contains theHagen-Poiseuille’s (3.297), the Szymanski’s (3.351) and the
Pai’s (3.344) solutions as particular cases, and it proves the claim established in table 3.1.
Note the solution (3.489) has the general form discussed on section 3.4.1 (see equation (3.296)), which
was given the name of Laminar-Turbulent Decomposition:
u∗(γ, α) = v∗L(γ, α) + u∗T (γ, α)
where v∗L is the laminar Szymanski velocity profile (the PressGrad component) and u∗T the contribution
of turbulence to the final velocity profile (the RStress component).

A last example will be presented, to further illustrate the general method herein developed. It would be
extremely convenient to find the analytical mean velocity profile for the kind of transient flow studied
on this Dissertation: a sudden very high acceleration from rest until the pressure no longer balances
the friction and the flow begins to decelerate. Unfortunately this is not possible with the formalism
unfolded herein, mainly for two reasons:
• The flow represented by the AHM is two-phase, being the pipe initially empty of liquid that
gradually fills it as the flow progresses. The general method does not contemplate a two-phase
flow.
• The source term in the AHM depends on the velocity (actually on the time integral of the bulk
velocity). Therefore it cannot be considered a non-homogeneous term of equation (3.380), since
Ξ(γ, α) does not depend on velocity u∗(γ, α).
Thus the case which, possibly, most closely resembles the AHM is that of a liquid initially at rest, filling
completely a pipe, that at γ = 0 undergoes a pressure gradient given by
Π∗(γ) =
0 if γ < 0Π∗0 + Π∗1(bγ+1)s (s ≥ 1)(b,Π∗0,Π∗1 ∈ R+) if γ ≥ 0 (3.500)
where s fixes the rate at which the pressure gradient decays with time, and b is a parameter tomodulate
the progress of time. The liquid begins to accelerate in response to the pressure gradient until, for γ
sufficiently high (formally for γ → ∞) it reaches a turbulent steady state determined by the constant
pressure gradient which is still active: Π∗0. Note Π∗ = Π∗0 + Π∗1 at γ = 0, while Π∗ → Π∗0 with γ →∞.
Figure 3.20 shows the pressure gradient evolution with time, in arbitrary dimensionless units, for the
AHMmodel corresponding to the CFDmodel which was depicted in figures 3.14 and 3.15. The resulting
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Figure 3.20: Decay of pressure gradient in pipe according to AHM and to Π∗(γ) = 0.01 + 0.03(0.001γ+1)4 .
curve has been obtained through the equations presented in section 2.4 That curve is compared with
a pressure gradient of type (3.500) with Π∗0 = 0.01, Π∗1 = 0.03, b = 0.001 and s = 4, in the same
dimensionless arbitrary units. The agreement is not perfect, but surely it is good enough to assume the
mean velocity profile that will be obtained here, would not be noticeably different from that expected
in the flow described by the corresponding AHM. The fact that b = 0.001 in equation (3.500) results
equal to the geometrical factor Gf = 0.001 of the AHM is probably a coincidence, since no relationship
is meant between both factors.
Just like in the previous case, it will be assumed that the steady state turbulent mean velocity profile is
given by equation (3.491), corresponding to Pai flow. The time dependent Reynolds stress $(γ, α) is
also assumed to take the form given by (3.474).
It is expected that the solution to this example might serve as a benchmark for the AHM and the CFD
model to be developed in the next Chapter. Although the flow corresponding to the present example is
not fully equivalent to the AHM, at least is similar enough to provide valuable information.
The procedure thatmust be followed ought to be familiar by now. First it should be noticed the IniTrans








































(bγ′ + 1)s dγ
′

The last integral will be solved next. It requires the change of variables
η = bγ′ + 1 , γ′ = η − 1
b
































The recurrence will go on indefinitely unless n is an integer, in which case it stops after a finite number
of steps. Therefore, this example will be limited to such cases in which s ∈ N, and an analytical mean


































λ2i−2n (s− i− 1)!
(s− 1)! bi−1





















nn! (x ∈ R, x 6= 0) (3.501)







 ≈ 0.577215664 · · · (3.502)
Note if s = 1 then the sum in i,
s−1∑
i=1
, is meaningless and only survives the last term involving the
exponential integral functions. It will be supposed from now on that s ≥ 2.
Thus the time integral in u∗p(γ, α) adopts the form
γ∫
0
















λ2i−2n (s− i− 1)!
(s− 1)! bi−1
1− eλ2nγ(bγ + 1)s−i
+
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 (s ≥ 2, s ∈ N) (3.503)



























 (s = 1)
For the RStress component there is no obstacle to employ the same expression that was used in the
previous example, equation (3.488). The real parameter λwould have to be adjusted accordingly.
The GAS for the case which most closely resembles the type of flow studied along this Dissertation is
thus, for s ≥ 2
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and for s = 1
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With the development made in the previous example, now it is easy to prove that these solutions yield
the turbulent steady state mean velocity profile u∗s(α), equation (3.491), when γ → ∞. The reader is
invited to do it.

To round things of, a proposal for those with interest in the study of water hammer. Imagine a steady
state turbulent flowwith amean velocity profile given by equation (3.491). Such profile is to be taken as
the initial velocity u∗0(α) for this problem: thus the IniTrans component will not be zero this time. This
initial velocity is maintained through a constant pressure gradient Π∗0 ∈ R+. For γ ≥ 0 the initially
steady state flow undergoes the following additional pressure gradient:
Π∗(γ) = −Π∗1 sin(ωγ) e−bγ (3.507)
withΠ∗1 ∈ R+ the initial amplitude of the newpressure gradient,ω ∈ R+ a high angular frequency, and
b ∈ R+ a damping parameter. Π∗1 should be chosen large enough to ensure the mean velocity changes
directionunder the influence of the sine’s first quadrant; thereforeΠ∗1  Π∗0. It could also be considered
that Π∗0 is switched off for γ > 0. After sufficiently long time (formally γ →∞) the flow reaches a state
of rest, u∗(∞, α) = 0.
The reader is invited to propose a suitable Reynolds stress function$(γ.α) for this toy model of water
hammer, and to calculate the associated mean velocity profile u∗(γ, α) derived therefrom.

Themain contributionof this section is not just thefinding of aGAS for transient/unsteady incompress-
ible turbulent pipe flow, but rather the proposal of an effective general method to solve a wide range of
problems related with pipe flow, with only the hypothesised knowledge of a mean pressure gradient
function Π∗(γ), and the assumption of a given Reynolds stress$(γ, α). Even if the request of a priori
knowledge of the Reynolds stress could be felt like a flaw, in the very worst case at least a qualitatively
correct solution could be obtained, wherefrom to extract information about the dynamical behaviour
of the velocity profiles. The method opens new possibilities too: in the event of no available full-fledged
Reynolds stress function, it would always be feasible to propose a few terms corresponding to a partial
McLaurin or Taylor series expansion thereof, whose accuracy could be selected at will by only choosing
where to truncate such series.
The solutions presented herein have, at the very least, a qualitative value, despite the fact that the
Reynolds stress has been introduced ad hoc. Even quantitatively, the actual profiles ought not to be very
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different fromwhat has been deduced herein, since the proposedReynolds stress functions adjust fairly
well to experimental data. The readers are invited to try different functional forms for the Reynolds
stress, provided they satisfy the equations (3.327),(3.328) and (3.330) in steady state (or (3.331) and
(3.332) in the current normalisation), and they match acceptably with CFD or experimental results. It
is a degree of freedom the formalism just developed allows to the researchers. Said general formalism
should be considered the main contribution of this section to the problem of analytical description of
turbulence.
3.5 Derivation of Navier-Stokes Equations fromFirst Principles
This section is devoted to show that Navier-Stokes equations, despite being non-linear and presenting
energy dissipation, can be derived from a variational Principle of Least Action (PLA), or Hamilton’s
principle, much in the same way than the equations of motion of Classical Mechanics or the dynamical
equations of Classical Field Theory.
Derivation from a variational principle is, possibly, the most fundamental formulation of the laws of
motion for a mechanical system or of the dynamical equations for a field, as the great principles of
conservation for energy, linear momentum and angular momentum stem directly and seamlessly from
primordial symmetries, manifested as invariance of the Lagrangian to time shift, space displacements
and space rotations, respectively. These results are a consequence of Noether’s theorem, which apply to
those field theories that are invariant to the fundamental symmetry groups of Physics.
For aClassicalMechanics systemwhose state is definedby a set of generalised coordinates (q1, q2, ..., qn)
andgeneralisedvelocities (q˙1, q˙2, ..., q˙n), andwhich is characterisedbyaLagrangian functionL(q1, q2, ..., qn; q˙1, q˙2, ..., q˙n; t),
orL(q, q˙, t) for short, the PLA establishes that if themechanical systemoccupies positions q(1) at instant
t1, and q(2) at t2, then the systemmoves from q(1) to q(2) such that the integral
S(q1, q2, ..., qn) =
t2∫
t1
L(q1, q2, ..., qn; q˙1, q˙2, ..., q˙n; t) dt (3.508)
has the minimum possible value. Note that q = q(t) and q˙ = q˙(t) are functions R → Rn. S
is a functional over the function space defined by q(t), the trajectories spanned by the generalised
coordinates, and is called the action of the mechanical system.
Obtaining the minimum value of the action S in function space q(t) is an extremal problem in the
formalism of variational calculus. The variation of S is denoted by δS, and the minimum value for
S implies that its variation be zero δS = 0. The variational calculus formalism yields the well-known









= 0 (i = 1...n) (3.509)
Thus the PLA is more fundamental than the Euler-Lagrange equations themselves.
The formalism just hinted for a finite set of generalised coordinates can also be applied, with some
modifications, to continuous fields ψi(t, x). Classical fields have an equivalent PLA, as it is shown
in any Classical Field Theory book (see, for example, [Bur03]). The n-dimensional field ψ(t, x) =
(ψ1, ψ2, ..., ψn) obeys dynamical equations which are also obtained from a PLA. The field ψ(t, x) plays
the role of q in the Lagrangian, but as it is a continuous function of (t, x) the Lagrangian now must
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be expressed in terms of a Langrangian density L (ψi, ∂αψi; t, x), which depends on the fields ψi
themselves and their first derivatives ∂αψi, in the form:
L(t) =
∫
L (ψi, ∂αψi; t, x) d3x (3.510)
with i = 1, 2, ..., n and α = 0, 1, 2, 3, being ∂0 ≡ ∂t. The Lagrangian thus defined in (3.510) looses its
original meaning of kinetic energy minus potential energy, and it turns into a intermediate function
of limited utility and significance, transferring its role to the Lagrangian densityL . From now on no
mention will be made to L, highlighting instead the primordial character ofL . The actionS is now a






L (ψi, ∂αψi; t, x) d3x dt (3.511)
being [t1, t2]× Ω the time-space domain which constitutes the support of the fields ψi(t, x).
The version of the PLA valid for fields establishes that the dynamics of ψi is such that the action (3.511)








= 0 (i = 1...n) (3.512)
FluidMechanics is the theory of the fields occurring in a flow and therefore it is pertinent to expect that
their dynamics be explained in terms of a variational PLA. In particular the Navier-Stokes equations
govern the behaviour of the velocity field in a Newtonian flow and they ought to be the specific form
of the Euler-Lagrange equations for an appropriate Lagrangian density. The fact that those equations
are dissipative complicates matters ostensibly, to the point that some attempts have been made to
variational principles other thanHamilton’s, which is known to be exact for non dissipative systems. In
what follows the problem of finding a Lagrangian density will be focused on incompressible Newtonian
flows.
The efforts to derive the steady incompressible Navier-Stokes equations from a variational Hamilton-
like principle dates as back as [Mil29]. Later [Ros53] and [Her54] extended the formalism to general
Newtonian incompressible flow, using a modified version of a variational principle due to Onsager,
which is also summarised in [Sci04]. A different approach was essayed by [Ece80], which involves also
the flow’s vorticity field. A full solution for the Lagrangian density, obtained through the introduction
of additional intermediate fields, is provided in [Sch14] using the novel concept of extended Lagrangian
density. Finally, [Bur03] proposes a classical Lagrangian density defined in terms of covariant and
contravariant components of the velocity field. Related to the problemoffinding the Lagrangiandensity
wherefrom to derive theNavier-Stokes equations, is the pursue of the Lagrangian density for dispersive
waves in flows, initiated by [Whi65], and extended to wave turbulence by [MPW79]. A rigorous example
for more complicated flows is found in [GG99].
By way of introduction, in order to illustrate how this formalism operates, here it will be derived
the relatively simple Navier-Stokes equations corresponding to steady incompressible Newtonian flow
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from a classical Lagrangian density. 91 The derivation follows the Lagrangian density proposed in
[Mil29]. The flow is assumed to developwith a null Lamb vector, defined as the vector product of velocity
u and vorticity ζ,
u ∧ ζ = u ∧ (∇∧ u) = 0
Lambvector is zero either ifζ = 0 (irrotationalflow)or if velocity andvorticity vectors areparallel,u ‖ ζ.
The Lamb vector is associated with the generation of eddies in turbulent flows. Many viscous flows of
interest in Engineering, including Poiseuille flow, fulfil the required condition. For more examples the
reader is referred to [JFW08]. The conditions that a flowmust satisfy in order to have a zero Lamb vector
are rigorously exposed in the excellent book [Tru54].
Being the flow steady, the time parameter is avoided in the Lagrangian density which can then be
expressed entirely in terms of space variables x. The field whose dynamics is to be determined through
the PLA is the flow’s vector velocity u. The formalism demands that u and its first derivatives ∂iu be
included inL . The proposed Lagrangian density is
L (ui, ∂jui) = uiuj∂jui +
1
ρ
ui∂ip− uigi + 2 (i, j = 1, 2, 3) (3.514)
where gi is an external force field (typically the gravity) and  is the viscous dissipation function given
by 92:
 = ν2(∂iuj + ∂jui)(∂iuj + ∂jui) (3.515)
(see equation (3.18)). The viscous dissipation function represents the rate of energy per unit mass
dissipated in the flow through viscous forces.








= 0 (i, j = 1, 2, 3) (3.516)
Besides the velocity field u is subjected to the continuity equation
∇ · u = ∂iui = 0
91 The derivation of the general time-dependent Navier-Stokes equations is quite a lengthy and complicated
process, which scarcely contributes to illustrate the method any more than the chosen example. For the interested
reader, it is offered herein the Lagrangian density that generates the complete incompressible Navier-Stokes
equations for a Newtonian fluid, in terms of the covariant ui and contravariant ui components of the velocity
vector, which must both be considered independent variables as it is customary in field theory:




ui∂0ui − ui∂0ui + uiuj∂iuj − uiuj∂iuj − uj∂i(uiuj)
]
+ µ(∂iuj)(∂iuj)− ui(ρgi − ∂ip) (3.513)
In order to obtain the desired equations, the variation of the action S should be executed with respect to the
contravariant components ui. The interested reader can request, via e-mail, the several-pages-long derivation to
the author. Use any of the addresses jgarcia@integraciones.com, fjgg@icoiig.es or f.javier.garcia.garcia@udc.es,
whichever is available. Or better still, the interested reader could try to obtain by himself the Navier-Stokes
equations from the offered Lagrangian density: after all, the difficult part of the job has been deducing such
Lagrangian density, and it is already done.
92[Hin75] defines the rate of viscous dissipation per unit mass as
 = ν(∂jui + ∂iuj)∂iuj
The difference with (3.515) is the symmetrisation of the second ∂iuj , which is compensated with the factor 1/2.
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that is, ui and ∂jui are to be treated as independent variables.
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∂l(ukul) = uk∂lul + ul∂luk = ul∂luk
∂l 0 = 0
∂l 0 = 0
∂l(ν(∂luk + ∂kul)) = ν(∂l∂luk + ∂k∂lul) = ν∂l∂luk
where use has been made of the continuity equation.
Putting together all terms above, the resulting equation is:
ul∂luk + ν∂l∂luk − uj∂juk − ui∂kui − 1
ρ
∂kp+ gk = 0
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or, changing index names,
uj∂iuj = −1
ρ
∂ip+ ν∂j∂jui + gi (3.521)
This is almost the steady Navier-Stokes equation. The awkward term uj∂iuj is not quite the convection
term uj∂jui onemight expect. However uj∂iuj = 12∂i(ujuj) and resorting to the known vector identity
1
2∇(u · u) = (u · ∇)u + u ∧ (∇∧ u) ⇔
1
2∂i(ujuj) = uj∂jui + ijk∂juk
and having into account that only flows with zero Lamb vector, u ∧ (∇∧ u) = 0, are being considered,




∂ip+ ν∂j∂jui + gi (3.522)
and it can be successfully concluded that the dynamics of a steady incompressible Newtonian flow, with
zero Lamb vector, emanates directly from the fundamental PLA for the Lagrangian density defined in
(3.514).

Faced with this result, one might well feel tempted to conclude that the real Physics lies in the
instantaneous fields u and p and not in the averaged values U and P derived therefrom. The remark
made in page 77 points to this too, and highlights the fact that the equations describing the mean flow
fields, the RANSE, cannot be directly derived from the general principles of FluidMechanics, but rather
they are result of mathematical manipulations made over the solid dynamical equations themselves.
However, [Hol05] presents a turbulence model based on averaged fields which follows directly from
a variational Hamilton-like principle. The model is called the Navier-Stokes-α (NS-α) model, and
produces a closed system of Lagrangian-averaged Navier Stokes-α (LANS-α) equations which can be
used in CFD to simulate a number of flows. This model is also described in [FHT01] and the references
cited therein. It could be argued that the Lagrangian density used to derive the LANS-α equations from
is somewhat far-fetched, or that the NS-αmodel is quite different from the more familiar RANSmodel
which so readily emerges fromNavier-Stokes equations, but this approach greatly deserves to be taken
into account as it sheds a new light into the turbulence description through averaged fields.
No further comment will be added regarding the statistical representation of turbulence except,
perhaps, to point out at the growing evidence that some important Physics might rest into it, other
than being mere mathematical tools to ease the description of an extremely complex phenomenon.
Chapter 4
3DCFDModel -ModellingwithWall Functions
4.1 Introduction to the 3DCFDModel
In Chapter 2 a 1D AHM was developed to describe the transient discharge flow, which seems to
reproduce the few instances of similar flows found in the literature. Regrettably, a Hydraulic model
cannot provide any information regarding the internal structure of the flow, and either onemust resort
to fully analytical 3Dmodels, like that of section 3.4.2, or to more conventional CFDmodels, in order to
obtain thedesired information about theflowfields. Since thefirst approach is plaguedwithdifficulties,
itwould seemsensible to beginwith the second, and thus thisChapter is devoted todevelop such 3DCFD
model for discharge flow, with the expectation of gaining knowledge and insight on the structure and
evolution of the flow fields.
However, there exist sound arguments to believe that current CFD turbulence models would have
problems to correctly simulate so a transient and accelerated flow as this. Not many instances of
Re > 107, transient, two-phase and highly accelerated internal flows are reported in the literature,
possibly because it is indeed a difficult problem. Moreover, the present research could find no data,
either experimental or analytical, with which to compare the results that might be output by such CFD
model. The only available data to contrast the CFDmodel with, appear to be those provided by the AHM,
even though they are referred to 1D quantities, rather than 3D fields. If any CFDmodel could reproduce
the bulk velocity yielded by the AHM, chances are that the flow structure deriving from such CFDmodel
correspond approximately to the actual discharge flow.
Summarising, this Chapter is devoted to develop a 3D CFD model which could reproduce the results
obtained in Chapter 2 with the 1D (AHM), while providing additional information on the distribution
of fields within the pipe that could help explain the observed flow dynamics. It will be seen that both
models produce very similar results, and predict the evolution of cross-section averaged velocities
from the very first instants of the discharge flow. Being a 3D model, it would be expected that some
details regarding the structure of the turbulence, such as themean velocity profileU(t, x), the Reynolds
stress tensorRij(t, x), the energy dissipation rate per unit mass (t, x) or the turbulence kinetic energy
per unit volume k(t, x), generically called the Turbulence Quantities (Turbulence Quantities (TQ)),
would emerge after discretise resolution of the governing equations 1 . Those mean fields are written
with the explicit full dependence of space-time variables because the flow is deeply unsteady and
1In this introductory section a number of terms and concepts will be used without prior explanation. The reader
is expected to be indulgent and patient, since all of them will be duly presented and explained in the sections to
come.
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inhomogeneous, and thus only ensemble averaged mean fields would describe adequately the mean
flow.
Since the benchmark data to compare the 3D CFDmodel with is the 1D AHM itself, and this AHM does
notprovideanydescriptionof theflowstructurewithin thepipe, the validationof theCFDdata is limited
to a coincidence of the cross-section averaged velocity for bothmodels. Unfortunately, no detailed data
of the flow’s internal structure has been found in the literature for transient Reynolds numbers over 107,
a level reached by the model from the first split-second.
The case considered herein, besides its genuine interest in Engineering, offers a challenging amount of
difficulties for a CFD solver to simulate it adequately. The only relatively easy feature of themodel is the
geometry of the problem: a long slender cylinder. Aside from this, it is by no means a trivial case: it is
a two-phase problem with a rapidly changing interface, is very unsteady, very turbulent, the boundary
conditions change with time and with the actual flow evolution, the friction forces (as important as
the pressure gradient) are a direct consequence of the velocity distribution near the wall, the effects
that high acceleration and deceleration have on the velocity profiles are far from being clear, the fast
evolutionof theTQk(t, x)and (t, x) is seldomreported in the literature... It is, indeed, a very interesting
case. And the only available model with which to compare the CFD simulations is the 1D AHM, one that
can provide no clue regarding the internal structure of the flow, other than a friction factor determined
by the Colebrook-White correlation or the equivalent Moody diagram.
The attempt to model the behaviour of a liquid suddenly released to the atmosphere, driven by the
action of an initial large pressure gradient plus an increasing wall-friction, encounters several major
difficulties:
i. The process is a transient, and a fast one, with high accelerations and decelerations alike. In order
to guarantee stability to the algorithm, and to avoid a collapse due to excess accumulated error, the
time step in the time-marching solution of the model must be very small. The Courant number 2
which grants stability is well beyond unity, in the order of 0.01. That implies long execution times
in any computer.
ii. The flow is highly turbulent, although it starts from rest. The turbulence shoots up while the liquid
barely starts progressing through the pipe’s entrance. There is an added difficulty in trying to
simulate a highly turbulent state several milliseconds after a zero velocity state. The turbulence
model needs to be very stable not to diverge when the variations in TQ are very fast. As it will be
explained later, a convenient way out of this problem is to establish initial conditions for the TQ
different from zero.
2The Courant-Friedrichs-Lewy (CFL) condition is the criterion of stability for the numerical algorithms used to
discretise the hyperbolic differential equations (see [VM07] or [FP02]). In a hyperbolic differential equation (e.g.
the wave equation) there exists a wave speed c which determines the maximum velocity at which any perturbation
can travel in space. Space points separated by ∆x could have mutual interactions provided that the time between
them is ∆t ≥ ∆x/c. In physical space-time, the domain of dependence for a given event (t, x) is made up of
all events (t′, x′) such that
∣∣x− x′∣∣ /(t − t′) ≤ c, that is, all events in the past from which any perturbation could
propagate at a velocity equal or slower than wave speed c. Upon discretisation of a hyperbolic differential equation,
the continuous set of events (t, x) is substituted by a discrete set of events (tn, xn). The differencing domain
for a given differencing scheme consists of all events (tn, xn) that such scheme uses to determine the next value of
the solution. The CFL condition establishes that any discretisation of an hyperbolic differential equation would be
stable if the time step ∆t and the space resolution ∆x are chosen so that Co ≤ 1, where Co = c∆t/∆x is called
the Courant number for the discretisation scheme. In other words, if the differencing domain at a given event
(tn, xn) is wider than its domain of dependence, then the discretisation algorithm is stable in the sense of CFL. On
the contrary, if the differencing domain at a given event (tn, xn) is narrower than its domain of dependence, then
the discretisation algorithm would be CFL unstable.
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iii. As the AHM repeatedly shows, a key aspect of the flow is the friction with the pipe’s wall, which
causes the high deceleration observed duringmost of the transient 3. Being forced to simulate that
friction with walls if the dynamics is meant to be reproduced, and noticing that the locus of the
turbulent boundary layerwherewall-friction is generated is extraordinarily thin, the computational
mesh must then contain increasingly thinner cells near the wall, in order to be able to calculate the
friction. If the nearest-wall cell were too tall, then itwouldmiss the high velocity gradient at thewall
producing the intense shear stress the AHMpredicts, and it would bemissed because an averaging
is carried out within that first cell. Therefore, the number of cells near the wall must be very high
and, correspondingly, the mesh contains great number of cells despite the simple geometry.
iv. If the mesh is to represent adequately the flow’s domain, the aspect-ratio of each cell should not be
very high. The aspect-ratio is defined as the maximum ratio among any of the cell’s dimensions:
∆x/∆y, ∆x/∆z, ∆y/∆z and their inverses. The algorithm produces poor results if a number a
cells have a very unfavourable aspect-ratio. Since the height in the radial direction is determined
by the capture of the wall-shear stress, and can only be very small, then the other cell’s dimensions
ought to be accordingly small in the vicinity of the wall, resulting again in a large number of cells
for any significant portion of a pipe.
v. Themodel represents an internal flowwithmost boundaries corresponding towalls. The proximity
of walls suffer from two added complications: it is necessary to model the development of the
turbulent boundary layer (usually through the use of wall-functions), andmethods based on a pure
filter approach (pure LES) ought to be avoided, according to the explanations offered in section 3.3.
vi. In order to lessen the entrance effect in the pipe it is necessary to model a sufficiently long pipe,
typically more than 20 diameters. This also increases the number of cells in the mesh.
vii. The actual flow to bemodelled is two-phase, inwhich there is a rapid advancement of a liquid phase
(agent FK-5-1-12) into a gaseous phase (air), plus a strong mixing of liquid with the surrounding
air, at least in the vicinity of the front/interface. This aspect was purposely omitted in previous
Chapters, since it adds a difficulty not easy to deal with in the AHM. The CFD model, on the other
hand, has this effect into account and solves a specific equation for it.
Note that very short time-step plus high number of cells implies greatly increased computational time,
specially if several differential equationsmust be discretised and solved at each time-step. In summary,
the phenomenon intended to be described herein is not geometrically difficult, but everything else is
very complex. And the complexity has mainly to do with the turbulence that develops while the fluid is
advancing through the pipe, causing an intense wall-friction that decelerates the flow. Modelling this
turbulence is perhaps the greatest challenge of the proposed CFDmodel.

The model introduced herein is based on the formalism known as Finite Volume Method (FVM), a
discretisationprocedure that solves the integral formof thegoverning equations in each cell, considered
as an elementary control volume where the continuity and Navier-Stokes equations could be applied.
The general transport equation for a field φ(t, x) being transported by a flow of density ρ(t, x) and
3Recall the acceleration stage is very short, and does not change much with varying initial conditions (see page
59). The slope of the velocity curve during the acceleration stage is roughly the same for most instances of flow
shown in Chapter 2. It is in the deceleration stage where different conditions cause significant variations in the
flow’s dynamics.
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velocity u(t, x) is given by (see [VM07])
∂t(ρφ) +∇ · (ρφu) = ∇ · (Γ∇φ) + Sφ (4.1)
where Γ is the diffusion coefficient attached to the field φ and Sφ represents its sources. The continuity
equation corresponds to the particular case in which φ = 1, Γ = 0 and Sφ = 0, while the Navier-Stokes
equations correspond to φ = ui, Γ = µ the viscosity and Sφ is the vector sum of the pressure gradient,
the specific gravity and any other agent able to set a fluid in motion. The integral form of this general
transport equation for a given control volumeΩwith boundary ∂Ω, and a time interval∆t, is written as



























Sφ dΩ dt (4.2)
with dS the normal vector to the surface element in ∂Ω.
TheFVMbeginsby considering each cell in the computationalmeshas a control volumeΩ, thenapplying
equation (4.2) to every cell in the domain, and finally approximating such integral equations with
equivalent algebraic equations, a procedure called discretisation. There is no unique way to interpret
the integral equation as an algebraic expression, and awholemathematical formalism has been devised
along the years to tackle this problem. It is beyond the scope of thisDissertation to penetrate any further
into the FVM and the reader is addressed to some excellent classical references like [FP02], [VM07] or
[Bla05].
Equations like (4.1) are said to be in Conservation or Divergence form. The name derives from the
fact that such differential equations yield integral equations which guarantee the conservation of the
transported quantity over any control volume Ω, or its balance if sources and sinks are also considered,
as it is evidentuponexamining (4.2). For incompressiblefluids (ρ = constant) the conservation formof
themomentumequation (φ = ui) is the incompressibleNavier-Stokes equationwritten in the following
manner:
∂tui + ∂j(uiuj) = −1
ρ
∂ip+ ∂j(ν∂jui) + gi (4.3)
The more familiar version of the Navier-Stokes equation is called the Advective/Convective form, or
also the standard form:
∂tui + uj∂jui = −1
ρ
∂ip+ ∂j(ν∂jui) + gi (4.4)
Both equations are identical in the analytical sense, since the continuity equation for the incompressible
fluid, ∇ · u = 0, determines that u be a zero-divergence (solenoidal) vector. They cannot be
considered identical, though, when those equations are discretised and interpreted numerically,
since the conservation of momentum is not fully implicit in the second and the discretisation errors
cumulate as the simulation progresses in the computer. [Gre91] and [Gre92] explore and explain
with great detail these interesting issues, and present a range of seemingly-equivalent forms of the
incompressible Navier-Stokes equations, and study their different behaviour from an analytical point
of view. Unfortunately, those papers do not study in detail the discretisation and numerical resolution
of the various forms of Navier-Stokes equations explored in them.
The previous argumentation extends also to other aspects of the original differential equations. For
example, a relevant issue appears with the diffusive term of (4.3)-(4.4) during its interpretation as an
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algebraic equation. In principle there are two options for formulating such term; one that enhances the
symmetric nature or the strain rate tensor
1
2∂j(ν(∂jui + ∂iuj))
and other, the unmodified familiar form
∂j(ν∂jui)
In some cases of numerical resolution the first instance leads to a better balance of the velocity
components than the second, albeit they are fully equivalent in the analytical sense.
The remarks made above are particularly important when modelling turbulent flows, since in that
case one works with RANSE rather than with pure Navier-Stokes equations, and the small numerical
deviations observed from one form of equations to another tend to cumulate in the Reynolds stress
tensor, sometimeswith noticeable effects on the algorithm’s stability. In such cases an intelligent choice
of the discretisationmethod is particularly important, since it will not only affect to the RANSE, but also
to the highly customised 4 differential equations that govern some TQ like k,  or ω.
The above comments ought to be sufficient to evince that the discretisation of differential equations is
by nomeans a straightforward operation that proceeds almost automatically. On the contrary, a careful
selection of algorithms and schemesmust be performed in order to produce an accurate simulation of a
given flow, although the guiding criteria for each possible choice is not usually explicit. Besides, even an
unaccomplished discretisation scheme would still provide a solution that might, at first sight, seem to
be a realistic simulation of the actual flow. This all contributes to the vague idea that CFD ismore a craft
than a science, when in all rigour it should be considered a branch of Mathematics, namely Numerical
Analysis. This last thought brings to an end the general reflections expressed here on CFD and the
numerical resolution of physical problems. The reader is again addressed to the mentioned references
[FP02], [VM07] or [Bla05], for further information and guidance on the various FVM discretisation
procedures of Navier-Stokes and RANSE.

In order to facilitate the comparison of results yielded by the AHM and CFD models, all data will be
dimensionless, expressed in units of the basic reference quantities seen in section 2.4.1. In other words,
the 3D CFD model is constructed dimensionless from the beginning, with the same boundary and
initial values that have been set in the AHM case. The notation and nomenclature used to denote the
dimensionless quantities are also collected in section 2.4.1.
Themain problem of the 3D CFDmodel introduced herein, is the simulation of a turbulence that grows
and diminisheswith the changing flow velocity thatwasmade explicit during the presentation of the 1D
AHM inChapter 2. In order to visualise this turbulence, it is important to realise the order ofmagnitude
of the Kolmogorovmicroscales associated therewith. The Kolmogorovmicroscales are defined in terms
of the fluid’s kinematic viscosity ν and the flow’s average rate of dissipation of turbulence kinetic energy







4The exact differential equations that describe TQ like k,  or ω are extremely complicated, with many terms
in the form of product of several strain rate components. Such equations are severely clipped ("...drastic surgery..."
paraphrasing the words of [Wil06]) before being incorporated into turbulence models. That is the concrete meaning
of the word "customised" used above. Therefore, those equations are even more dependent on the discretisation
algorithm than standard governing differential equations. [Wil06] explains in great detail these issues.














TheKolmogorovmicroscales for a typical discharge of extinguishing agent FK-5-1-12 to the atmosphere,
where Reynolds numberRe could surpass 1.2× 107 (see table 4.1), are estimated as 5
η = 1.88× 10−6 , τη = 5× 10−5 , υη = 0.0384
dimensionless length, time and velocity, respectively.
Those values provide an estimate of the limits withinwhich to define the simulation. Since wall-friction
has proven to be the main cause of failure for most standard turbulence models essayed in the 3D CFD
simulations, the near-wall cells ought to be accordingly small for the solver to grasp thewall-shear stress
generated in them. Small cells lead inevitably to small time-steps, to the point that the larger time-step
that still grants algorithm’s stability is of the order of magnitude of τη, the Kolmogorov time-scale. This
gives an idea of the sort of computing power needed to solve the 3D CFDmodel introduced herein.
Although the RANSE written in the solver correspond to the mean velocity field U(t, x), a provision is
alsomade to calculate the cross-section averaged velocity U˜(t) at each instant. Except for computational
errors, U˜(t) is not a function of z and could be safely obtained at any cross-section within the pipe. The
CFD-calculated U˜(t) will be compared with equal-time cross-section averaged velocity v˜(t) obtained
from the AHM 6, for a given set of adjustable parameters Lv, ζD and ∆f (see Chapter 2).
The CFD simulation of this flow is tantamount to the simulation of the turbulence generated within.
Since there is no geometrical complexity in the flow, all resources should be concentrated in studying
the development and structure of the turbulence, which acquires very high intensity due to equally high
Reynolds number. In order to quantify the degree of turbulence existing in a flow, it is convenient to
resort to a set of fields known by the general name of Turbulence Quantities (TQ), which provide the
most accurate picture compatible with CFD practice. The set used herein correspond to the following
quantities:
• Reynolds stress tensorRij = −ρ〈u′iu′j〉
• Specific average kinetic energy of turbulence k = 12〈u′iu′i〉
• Specific turbulent energy average dissipation rate  = ν2 (∂iUj + ∂jUi)(∂iUj + ∂jUi)
• Specific turbulence average dissipation rate ω ∼ 
k
• Turbulent eddy viscosity (Boussinesq’s hypothesis) νt ⇒ Rij = ρνt(∂iUj + ∂jUi)− 23ρkδij
• Residual stress tensor (in LES) τ rij = uiuj˜ − ui˜uj˜
• Subgrid-scale viscosity (in LES) νs ⇒ τ rij = −νs(∂iuj˜ + ∂jui˜)
5 For agent FK-5-1-12 the kinematic viscosity at 20°C is ν = 4× 10−7m2/s, while a gross average value of  is
obtained from the very CFD simulation. For a pipe of 50mm of diameter, Lref = D = 50mm, the Kolmogorov
length scale represents only η Lref ' 10−4mm, a tenth of a micrometer.
6In order to avoid confusion, U , Ui and U˜ will refer to mean velocities calculated from the 3D CFD model,
while v˜ and v˜ refer to velocities calculated with the AHM. Note the CFD velocities are always dimensionless by
construction, and it is immaterial to write U , Ui and U˜ or U, Ui and U˜, respectively.
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4.2 Brief Description of OpenFOAM
The open-source software package openFOAM has been chosen to carry out the CFD simulations in-
cluded in the scopeof thisDissertation. OpenFOAMstands forOpenFieldOperationAndManipulation,
and it is a computer code designed specifically to work with general tensor fields (scalars, vectors, ten-
sors...) in the realm of discretisation of differential equations. The OpenFOAM suite is described in
[WTJF98], [Jas96] and www.openfoam.org.
OpenFOAM is a set of libraries and applications, written in object-oriented code C++, aimed to be used
for the development of solvers and utilities for Fluid Dynamics problems, as well as other kinds of
situations which could be expressed through differential equations. Also, within the set there exist a
number of ready-made solvers and utilities that can be used for the most common instances of flows,
without implementing major changes in the code already available.
OpenFOAM is based on the discretisation technique for differential equations known as Finite Volume
Method (FVM), a technique that relies heavily on the mesh topology (see below). FVM is thoroughly
described in [VM07] or [FP02]. In order to develop the model for a flow, one must define:
i. A computational domain. Usually this is coincident with the physical domain where the flow
develops, although anumber of techniques exist (mirroring, boundary translation, cycling...) which
can simplify the computational domain respect to the physical domain. The computational domain
is expressed in a mesh or grid, composed of a number of cells of different sizes and shapes. The
geometrical centre (centroid) of each cell is called a node, and they are important because the
discretisation takes place in those nodes. Any cell is surrounded by faces. Most faces are common
to two adjacent cells, although there exist faces which belong to a single cell. Those faces are part of
the boundary of the computational domain. OpenFOAM always works with 3D meshes, although
it is possible to simulate 2D and even 1D cases by simply defining a grid with one-cell depth and/or
width.
ii. A set of fields. The fields characterise the dynamics and could adopt any tensorial form (scalar,
vector, 2nd-rank tensor, 3rd-rank tensor...). In FVM the fields are solved for the mesh nodes, even
though the CFD parlance sometimes refers to ’field values in the cells’ or ’field values in the mesh’,
meaning actually the nodes. Usually the fields are given a value at each node of the mesh, although
there are classes of fields that are only defined on surfaces or along lines.
iii. Asetofdifferential equations. FVM is a technique todiscretise and solve differential equations
at the nodes of a mesh. The equations must be written in the solver’s code. For each field there
must exist an equation establishing the form to obtain its values at the nodes. Dynamical equations,
usually in the form of partial differential equations, must also be included in the solver for themain
conserved quantities of the flow.
iv. A set of boundary and initial conditions. Let Ω be the physical domain of the flow and ∂Ω its
boundary. Mathematically the boundary conditions can be classified as (see [PR05])
• Dirichlet. For a given field ψ(t, x) , x ∈ Ω, the Dirichlet boundary condition responds to the
general form
ψ(t, ξ) = f(t, ξ) , ξ ∈ ∂Ω
for f a given piecewise continuous function defined on the boundary. The Dirichlet boundary
condition fixes the value of the field ψ at the boundary.
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:= n · ∇ψ(t, ξ) = f(t, ξ) , ξ ∈ ∂Ω
where n is the unit vector normal to the boundary ∂Ω at the point ξ ∈ ∂Ω, and f as above. The
Neumann boundary condition fixes the normal derivative of the field ψ at the boundary.




+ a(ξ)ψ(t, ξ) = f(t, ξ) , ξ ∈ ∂Ω
where a(ξ) is a continuous function defined on the boundary ∂Ω, and f as above. The Robin
boundary condition links both, the fieldψ and its normal derivative at the boundary, although
it fixes none of them.
OpenFOAM admits a wide variety of boundary conditions, most of which could be identified with
any of the three above-mentioned fundamental types, although it also admits someparticular forms
to characterise situations that might be produced in CFD.
The initial conditions for aflowfieldψ(t, x)aredefinedasψ(0, x) = f(x) , x ∈ Ω, withf apiecewise
continuous function defined in the domain.
v. A set of discretisation schemes. Discretisation schemes is the general name given to the
methods whereby the continuous differential equations will be transformed into discrete algebraic
equations, whose unknowns are the values of the fields at the mesh nodes. Being discretisation
an intrinsically non-exact method of solution, the proper selection of the discretisation scheme for
each particular case is of utmost importance to avoid the accumulation of errors during the CFD
simulation.
Just as a mesh implements the discretisation of space, and a time-marching process through time-
steps does the same with time, the discretisation schemes convert the continuous field equations
into discrete algebraic equations. The general output of a discretisation algorithm, when applied to
a differential equation, takes the following form for each time-step t (see [VM07] or [FP02]) 7:
aijψ
[t]
j = bi i, j = 1...N (4.6)
where N is the number of nodes in the mesh, aij are coefficients dependent on the geometry and
transport properties of the flow, bi are coefficients dependent on the boundary conditions or the
source terms Sφ, and ψ
[t]
j is the particular value taken by the field ψ on the jth mesh-node at the
time-step t.
The chosen discretisation scheme must satisfy two distinct needs of any numerical simulation:
accuracy and stability. Being discretisation an approximation to the original equation, accuracy
is better preserved by selecting a schemewhich retainmore than one term in the Taylor expansion.
On the other hand, stability grossly means that the errors should not accumulate in the derivative
always on the same side, that is, if a field is growing and positive errors add up in its derivative, then
7The coefficients aij are constant for a given simulation, always provided the transport properties and the mesh
do not change with time. Some CFD models require a variable mesh, for instance, when simulating a flow on a
moving domain (hydraulic machines, pistons...). In certain cases, e.g. when discretising the Laplacian of pressure,
aij could contain values of the pressure field.
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thefieldwill groweven faster until it shows an exponential behaviour. Or it could have anoscillation
pattern if the errors accumulate on the wrong side at each time-step. There are unconditionally
stable schemes, but usually they are not very accurate, and when they are, normally involve high
computingpower. Itmight alsohappen that a scheme is suitable for afield, butunstable for another,
or even that different schemes are needed for different terms of the same differential equation.
Particularly important is the right selection of the discretisation scheme for the advection term of
the Navier-Stokes equations, since this non-linear term is related to most frequent problems of
stability and convergence of anyCFDalgorithm. The advection term is also present in the equations
describing the relevant fields for the simulation of turbulence, notably in the above-introduced TQ.
A treatment of the rich variety of available discretisation schemes and their properties is beyond the
scope of this Dissertation. A detailed explanation could be found at [VM07] or [FP02]. OpenFOAM
includes in its libraries most of the schemes described in those references, and the simulation
Engineer always has the possibility to write his own.
vi. Asetofmatrix-solvingalgorithms. Thedifferential field equations that characterise themodel,
once discretised, adopt the form of colossalN ×N matrices (aij), beingN the number of nodes, a
number that could easily surpass 106 for many complicated flows. Fortunately those matrices (aij)
are almost empty, being zero the huge majority of all its components except those at the diagonal
and in the neighbourhood thereof (aij = 0 for i  j ). Such matrices with most components being
zero are called sparsematrices, and there exists a full mathematical theory dealing with them (see
[Tew73]) TheOpenFOAMsolvers arebasedon the theoryof sparsematrices, and themany ingenious
methods devised therein to solve the matrix equations with the barest minimum of operations.
There exists one such matrix for each field and for each time-step. In the case of transient
phenomena, with small time-steps in order to capture the evolution of the flow, the computing
power needed to solve the discretised model might reach astronomical levels. Therefore, selecting
the right sparse matrix solving algorithm is an integral part of the simulation process which must
be specifically addressed in the CFD code.
Equations like (4.6), with aij a sparse matrix, are generally solved through iterative algorithms:
successive values of the field ψ[t]j are inserted in (4.6) at each iteration, any of them more refined
than the previous one, until finally the sequence converges and the field values are deemed
sufficiently accurate, and the algorithm proceeds to the next time-step. Convergence is the key word
herein. To measure the convergence rate the so-called residuals are introduced.
Let (n)ψ[t]j be the field value at the node jth of the nth iteration of equation (4.6) for time-step t. In
order to ascertain whether each iteration is sufficiently accurate, the residual, or residual error, for




= aij (n)ψ[t]j − bi i, j = 1...N (4.7)
Since most equations solved in CFD correspond to the conservation of any quantity, it would be
concluded that in those cases the residuals measure the imbalance of a conserved quantity in
the control volumes represented by each cell. Every cell in the grid has its own residual values
corresponding to each of the differential equations being solved in the CFD model. As long as the
residuals are kept low after each iteration, the solution is converging.
Residuals as defined in equation (4.7) are of limited usefulness in CFD, since each one refers to
a unique node in the computational grid and some could be very low while others might appear
intolerably high.
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Note the residuals could be thought of as aN -vector {(n)r[t]ψi}, with one component per node, which
represents the overall behaviour of the mesh in a manner still to be specified. For such vector it is
possible to define aResidualsVectorNorm (Residuals VectorNorm (RVN)),written ‖(n) r[t]ψ ‖∈ R+,
which is a single positive figure that characterise the aggregate residual values at all node points in
the mesh. It is known from the theory of normed vector spaces that the definition of a norm is not
unique and, therefore, several norms could be proposed to evaluate the relative importance of the
residuals after each iteration. A convenient and very useful norm is the residual Root-Mean-Square
Error (RMSE) of the field ψ for the nth iteration given by











Note this RVN allows for some residuals that grow large to be balanced by others resulting very
small, thus somenot-well-behaved nodes in the gridwould be compensated bymost others, and the
(numerical) perturbations initiated in some area would spread to the whole domain. It is suitable
in simulations where stability is not considered to be the main problem.
It is also possible another type of normwhich only takes into account theResidualMaximumError,
that is, the largest absolute deviation produced anywhere in the nth iteration:
‖(n) r[t]ψ ‖= Nmaxi=1
∣∣∣∣(n)r[t]ψi
∣∣∣∣ ≥ 0 (4.9)
This RVN is suitable in critical simulations where stability is not guaranteed and even at a single
node could not be afforded a weak convergence of the iteration algorithm. No balancing out of
residuals is contemplated on this norm.
It is yet possible to define a dimensionless residual simply dividing each residual by a quantity of





or any other convenient choice 8. The attached RVNwould also be dimensionless.
Convergence of the iterative algorithm is strongly related with the norm of the N -vector {(n)r[t]ψi}
being sufficiently small. Let ε > 0 be the maximum admissible deviation in the algorithm, also
called the tolerance. When ‖(n) r[t]ψ ‖< ε then the iteration process is deemed to have converged,
and the algorithmproceeds to the next time-step. Convergence in the sense of the RVN (4.9)would
not tolerate that any one of the residuals, anywhere in the domain, be in absolute value larger than
ε.
TheRVN is thoroughly used inCFD to assess the quality of the simulations, and itwill bementioned
frequently in this Dissertation.
vii. Amodel of turbulence. If turbulence is expected in a flow, itmust bemodelled. This is, probably,
themost convoluted aspect of flow simulation. TheNavier-Stokes equations ought to be replaced by
the RANSE (statistical approach), or the FNSE (filtering approach), and roommust bemade for the
new set of fields stemming from the averaging or filtering process. Note the Russian matryoshka
8For instance, OpenFOAM normalises the residuals to the first one, that is, the first residual is given the value
of 1.0 and the remaining are normalised to that value.
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doll structure: it is amodel (turbulence)within anothermodel (flow), and both have their own rules.
The chosen model affects to all fields involved in the simulation, but particularly to the TQ.
Since the flow attempted to be modelled herein is very transient, the (only) right type of average
needed to describe turbulence is the ensemble average. The more familiar time average is
completely uncalled for in this case 9. Unfortunately, OpenFOAM does not have a tick-box where
one could selectwhat kindof averageonewishes. Rather, the averagingmethod is indirectly defined
bymeans of the equationwritten in the solver, and the variables it depends on. As the equationmay
be, so would be the resulting averaged field. Mathematically this approach makes sense: only the
properly averaged field will satisfy its corresponding RANSE.
Now it should be recalled the different possibilities for the RANSE, as many as averaging methods.
They will be repeated herein with their respective numbers as they were introduced in Chapter 3
• Ensemble average, equation (3.40):




δij + ν(∂jUi + ∂iUj)− 〈u′iu′j〉
]
+ 〈gi〉




















• Phase average, equation (3.91):










+ gi + pii
Writing the time averaged equation (3.68) in the CFD code is not the only way to produce a set of
time averaged flow fields. Usually there exists another method 10 to obtain them: one starts the
simulation with the full (3.40) RANSE, until the solution stabilises in time and produces a steady
state with no noticeable change in any of the fields being solved. Just by letting the solver go on
for long enough, the solution has converted itself into a steady state time average, although the
equation originally written in the solver include a time dependence. In this approach, the previous
time-steps or time-frames where the solution was not yet a steady state should be neglected, and
oneought to post-process only the last time-frame inwhich the solution is already steady-state. This
last procedure guarantees a time average even if the equation originally written in the solver be not
the one corresponding to such average because, given sufficient time, the ensemble average and the
time average converge asymptotically.
9Even the finite time average (see URANS in section 3.2.2) is unsuitable for this simulation, as the resulting
time-step is very, very short.
10The exception corresponds to the case in which the boundary conditions or the force density field gi change
with time not asymptotically during all flow.
CHAPTER 4. 3D CFD MODEL 213
The filtering approach does not pose those problems, since the filtered fields ψ˜(t, x) are normallytime and space dependent. Care must be taken, though, not to select a too long filter width∆ or
Θ: such circumstance would lead to a loss of detail in the flow dynamics, as the interesting small
structures will be blurred under the filter operator. Themain drawback of the filtering approach for
the model described in this work could be easily fathomed: an internal flow is fully surrounded by
walls and a pure LESmodel of turbulence is out of question.
Turbulence modelling in CFD is masterfully described in the like-named reference [Wil06].
OpenFOAM boasts a comprehensive selection of turbulence models already written, ready to be
used, in its libraries. Some of the turbulence models within the OpenFOAM suite will be described
further in this Chapter, specially themost successful ones, since their knowledgewill be convenient
to understand the results obtained in the simulations of the transient discharge flow.
In the general case of a time dependent flow, the development of a simulation inOpenFOAMprogresses
in a time-marching sequence. It starts assigning to each field ψ(t, x) the initial conditions defined in
the model ψ[0]i (i = 1...N) for each mesh-node, and stores their values in files within a folder named
after the initial time. The index i fully characterises each node and cell within the mesh. Those values
ψ
[0]
i are then used to calculate the new set of values ψ
[1]
i corresponding to the next time-step for every
node. These ψ[1]i values are, in turn, used to calculate the ψ
[2]
i set corresponding to the t2 time-frame,
and so continues the process until the end of the simulation.
The set of all flow fields for a given time tn is called a time-frame. tn progresses in discrete simulation
time-steps ∆t, adding it to the previous time tn−1. Since OpenFOAM admits the use of variable time-
steps∆t, it is not always possible to express a computing instant tn as tn = t0 + n∆t (n = 0, 1...). Thus
the time-frame is characterised by the actual time tn instead of the integer index n.
Every time-frame tn is kept in memory and it is used to calculate the next time-frame tn+1. Standard
time-discretisation schemes in OpenFOAM do not need time-frames earlier than past time-frame, i.e.,
tn time-frame is calculated with tn−1 time-frame only, and time-frame tn−2 is not involved. Therefore,
it is not necessary to keep in memory time-frame tn−2. 11
One in every fixed number of time-frames is stored in hard-disk, and labelled with the corresponding
time tn. Such time-frames, containing the complete set of flow fields for all mesh-nodes, are used in
the post-processing of data: calculating new fields, determining friction factors or wall-shear stresses...
Each time-frame corresponds to a picture of the flow, which can be combined with other pictures to
yield a movie. That movie constitutes the full simulation of the flow, since it contains the information
generated in CFD. Whether this movie is a faithful representation of the actual flow depends on the
ability of the simulation Engineer.
OpenFOAM uses the extraordinary post-processing software called ParaView. ParaView is an open-
source, multi-platform data analysis and visualisation application. Extensive information about
ParaView is found at www.paraview.org. Most of the figures shown in this Chapter have been obtained
with ParaView, as a result of post-processing the data generated with OpenFOAM.
11Of course, the user can create a time-discretisation scheme requiring tn−1 and tn−2 (and even further), but in
such case must also write the algorithm to keep in memory the necessary past time-frames.
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4.3 OpenFOAM’s Solver Description
The physical phenomenon previously described in Chapter 2 with the AHM will be attempted to be
reproduced in a 3D CFD simulation involving the complete tube, and the dimensionless cross-section
averaged velocity v˜(t) will be obtained for the time interval of interest. This bulk velocity curve will be
compared with that offered by the AHM. Moreover, that comparison will allow to find out a suitable
value for the otherwise undetermined degree of freedom Lv arisen in the AHM. To attain the widest
generality of results all physical quantities within the CFDmodel are also dimensionless.
The flow which is intended to be simulated herein has some of the properties which make it difficult
for CFD modelling: very high Reynolds number, extreme acceleration, wall-bounded, very unsteady,
two-phase and with variable boundary conditions. Later on, it will be shown that just two of the
acknowledged turbulence models used in industrial applications, yield predictions that approximate
those offered by the AHM.
The open-source software package OpenFOAM has been chosen to carry out the CFD simulation. A
new solver has been created within the OpenFOAM suite. It is very much based on the two-phase
incompressible flow solver interFOAM, included in the standardOpenFOAMpackage introduced above.
interFOAM is well described in [DAT12] and [Rus02], and is a CFD solver based on the so called Volume
of Fluid (VoF) method, first introduced by [NHH80] and [HN81], which defines a scalar field α(t, x) in
eachmesh-node known as theLiquidFraction. Consider a two-phase flowmade up of immiscible liquid
and gas; then the liquid fraction field α is defined by:
α(t, x) =

1 if place (t, x) is occupied by liquid
0 < α < 1 if place (t, x) is at the interface
0 if place (t, x) is occupied by gas
(4.10)
with a similar definition for any two other non-miscible phases. With such a definition, it should
be evident that α is no standard function; instead it must be included in the category of generalised
functions or distributions.
The field α(t, x)makes possible the definition of global transport properties in a two-phase flow. In the
case of a liquid-gas flowbeing considered, for example, the density and viscosity fieldswould be defined
by 12
ρ(t, x) = ρl α(t, x) + ρg(1− α(t, x))
µ(t, x) = µl α(t, x) + µg(1− α(t, x)) (4.11)
ν(t, x) = νl α(t, x) + νg(1− α(t, x))
and like expressions for any other transport property (thermal conductivity, specific heat capacity...).
Thus the global fluid properties are weighted averages of the corresponding properties of each phase.
α(t, x) is a field subjected to transport by advection, and responds to the continuity equation:
∂tα +∇ · (αu) = 0 (4.12)
which is equivalent to the conservation of phase fractionwithin theflow. In turbulent flow, the equation
(4.12) could also be expressed with themean velocityU instead of the instantaneous velocity u, beingU
12The VoF method considered herein assumes each phase as incompressible and Newtonian, thus ρl, ρg, µl, µg,
νl and νg are supposed to be constant, although the global fields ρ, µ and ν may not be so.
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the result of any of the averaging methods seen in Chapter 3
∂tα +∇ · (αU) = 0 (4.13)
Likewise, the global density defined in (4.11) satisfies also the continuity equation:
∂tρ+∇ · (ρu) = 0 (4.14)
It can be proven that the familiar continuity equation for each phase (that involving density) leads to
the continuity equation for α (4.12).
The formalism could also be applied to other flow fields like the velocity u. Assuming the velocities of
liquid ul(t, x) and gas ug(t, x) could be different, then the global velocity and the mean global velocity
are defined as
u(t, x) = ul(t, x)α(t, x) + ug(t, x)(1− α(t, x))
U(t, x) = Ul(t, x)α(t, x) + Ug(t, x)(1− α(t, x)) (4.15)
and like expressions for other flow fields 13.
interFOAM translates this VoF formalism into CFD code. For each cell completely full of liquid α = 1,
while another full of gas has α = 0. Any value in between corresponds to an interface cell in which both
phases coexist to certain degree.
Distributions like α, which have an unambiguous meaning in Continuous Mechanics, find it very
difficult to be extrapolated into CFD. The discretisation algorithms would not respect the sharp step
behaviour of fieldα, specially in turbulent flows, andwould rapidly create numerical diffusion ofα over
finite lengths, spreading the interface in a volume instead of being a warped surface. The advection
of the step distribution is plagued with computational problems in the FVM (and other discretisation
methods as well). What starts up as a razor-sharp interface between both phases ends up being
distributed among many cells, all of them having values for α different from 0 or 1, and the initially
immiscible two-phase flow results in an increasingly mixed flow that no longer represents the physical
situation being modelled. Therefore the equation (4.13) is almost impossible to satisfy in CFD and the
numerical diffusion introduces an unbearable level of continuity error that must be avoided.
The usual approach to this problem is called the interface compression 14, which is well explained in
reference [Rus02], and entails the change of equation (4.13). According to this procedure, instead of
applying toα the continuity equation (4.13), an additional somewhat artificial termmust be introduced
to avoid the interface spread, and the resulting equation that should be applied to α is the following
∂tα +∇ · (αU) +∇ · (Ur α(1− α)) = 0 (4.16)
whereUr = Ul−Ug is the relative velocitybetweenbothphases, also called the compressionvelocity, and
it corresponds to a velocity field that would compress the interface and to a large extent would prevent
it to spread. This artificially introduced compression term harnesses to a degree the trend of the CFD
to diffuse the sharp interface that should exist between both phases.
13Note in equation (4.15) that even though Ul and Ug might not be function of t or x, depending on the type of
average, the global mean velocity U(t,x) is always a function of (t,x), inheriting this dependence at least through
α(t,x).
14Compression, in the sense meant herein, has no relationship with the familiar compressible flow, caused by
considering a finite sound velocity. The flow is still assumed incompressible.
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U in equation (4.16) is represented by the weighted average considered in equation (4.15), that is, the
modified transport equation forα admits the possibility that both phases could have different velocities.
Therefore, the modified VoF model should solve both phases separately, with transport equations for
α(t, x) given by
∂tα +∇ · (αUl) = 0 (4.17)
and
∂t(1− α) +∇ · ((1− α)Ug) = 0 (4.18)
and then the model couples together at the interface the results obtained in each phase with the third
equation (4.16). This approach of the VoF model to the two-phase flow problem has the drawback
that each phase could have a (slightly) different mean velocity, a situation which could hardly been
considered very physical.
Note also that practically the compression term∇ · (Ur α(1 − α)) is only active at the interface, since
the factor α(1 − α) would be negligible outside the thin domain occupied by the interface. Thus the
compression termwould not noticeably affect the general solution forα(t, x) outside that region, while
hindering the numerical diffusion discussed above.
An interesting alternative approach to the modelling of two-phase flows is presented in [Dre83]. It is
not the one followed herein, but its reading is undoubtedly recommended.
Asmentioned at the beginning of this section, in order to simulate the discharge of extinguishing agent
into the atmosphere a new solver based on interFOAM has been developed. The new solver modifies
interFOAM to include the following characteristics of the model:
• a new field to account for the fluid volume that escapes from the pipe’s outlet at each computa-










rU(t, r) dr (4.19)
Thisfield isnecessary since a suitabledefinition for zf is not readily available inCFD, as it is instead
in the AHM,
• time-varying pressure in the vessel depending on the amount of liquid released from it, to account






of equations (2.72) and (2.76).
The new solver has been validated with some of the OpenFOAM standard cases and the results were
identical to those yielded by the original interFOAM solver. It calculates the volume of fluid that crosses
each cell, integrates it along the time, sums this volume for all cells belonging to the same cross-section
to find out the total accumulated volume ejected from the pipe’s outlet, and uses this value tomodify the
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vessel’s pressure, which is used as a boundary condition for the pressure at the inlet. Such procedure
guarantees that the CFDmodels is coincident in its dynamics with the AHM.
The computational domain has been chosen as a balance for high spatial resolution near the walls and
a moderately high number of cells which could be readily solved in very short time steps. Therefore the
tube is not long, resulting in high pressure gradients which cause large accelerations. All quantities are
assigned dimensionless values. The liquid and air properties (density, viscosity...) are equal to those
defined in the AHM.
4.4 Initial conditions for turbulence quantities
In most CFD simulations the initial conditions the flow fields must satisfy stem directly from the very
definition of the model itself. Thus velocities, pressures or temperatures usually have unmistakeable
values at the beginning of the simulation. The evolution of the flow will determine the future values of
such fields, but the initial conditions generally pose no doubts to the simulation Engineer.
But this situation, normally so clear for the main fields describing a flow, ofttimes is not so when it
is affected by turbulence. Then it is not easy to determine beforehand which initial values should be
assigned tofields like theReynolds stress tensorRij or the specific energydissipation rate , just toname
a couple of them. It is, therefore, necessary to resort to any available correlation which can provide an
estimate of the TQ for the requested flow conditions. Later on, as the CFD simulation progresses and
reaches stability, the actual values adopted by the TQ could be used as initial conditions in a second
attempt to perform the simulation with more reliable values, in a sort of recursive execution. This two-
stage (and even three-stage or more) CFD simulation of turbulent flows is quite common in practice.
The situation is evenworsewhen theflow to bemodelled starts fromrest conditions. In those cases, first
a laminar flow is generated, then transition to turbulence occurs and, finally, a turbulent flow develops
yielding, if conditions demand so, a fully developed turbulent regime. A CFD model with pretensions
of being a faithful simulation must resolve the thorny problem of transition to turbulence, or at least
attain an acceptable approximation thereof. The initiation of turbulence occurs very differently in the
laboratory as it does in a computer, being an impossible task to find out which tiny fluid parcel will be
the seed to cause the instability yielding turbulence. It is already complex enough to accurately simulate
a very high-Reynolds fully developed steady turbulent flow, so it seems that attempting to reproduce the
transition to turbulence fromrest in a split-secondwould be a task beyond the scope of thisDissertation.
The model presented in this work is such a fast transient, reaching Re ≈ 105 in less than one ms,
that if initial conditions for TQ are set to zero (the obvious choice), then they would take too long to
gain importance in the flow, contrary to what the high Reynolds number leads to think. The endeavour
of simulating turbulence with zero initial conditions usually ends in failure, because the TQ will not
acquire their final values in the simulation at the same rate as they would do in an actual laboratory
experiment. Thus in the beginning part of a zero-initial-conditions simulation there normally exists an
offset between the instantaneous Reynolds number and the corresponding calculated TQ values. This
offset tends to vanish as the transient leads to a steady state.
Therefore, the TQ must be initiated with a set of non-zero values that, after a reduced number of
tentative time-marching-steps, cancels that offset and produces a distribution of the TQ all over the
flow compatible with the results the actual TQ be expected to achieve. Or in other words, the CFDmodel
is set from the beginning with an artificial state of turbulence that is not very different from the one
expected to be attained after not many execution time-steps. Then the turbulence model’s differential
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equations for the TQ will take care that such fields adopt the expected values at each mesh-node, since
the initial values they start from are not far away from the destination state. This procedure is, in
general, more efficient than trying to numerically generate a state of turbulence from scratch. Some
useful correlations to approximate the initial values of the TQ will be deduced and explored in this
section.
Since the initial conditions are needed for TQ according to Reynolds-Averaged Simulation (RAS)
(k, , νt, ω, Rij), it is convenient to employ themost generalReynoldsdecomposition, basedonensemble
average:
uj(t, x) = 〈uj〉(t, x) + u′j(t, x) ≡ Uj(t, x) + u′j(t, x) (4.20)
and similarly for other quantities (see section 3.2).
The procedure presented herein to initiate these turbulence fields is based on the Blasius correlation
for pipe flow, and on the concept of Turbulence Intensity. The turbulence intensity along the axis j is























where U is the mean flow velocity magnitude.
Blasius offers the following correlation for the Fanning friction factor Cf (also called skin friction








where τw is the wall-shear stress andRe is the Reynolds number corresponding to the bulk 15 velocity v˜
in the pipe
Re = v˜ D
ν
(4.25)












15The bulk velocity v˜ verifies Q = Av˜, where Q is the volumetric flow, and has been called cross-section averaged
velocity in Chapter 2.
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Figure 4.1: Figure 4.29 of reference [Wil06].








Actually, for y/(D/2) > 0.4 this ratio is less than 2, that is, in the core of the pipe k andu2τ are not only of
the same order ofmagnitude, but approximately equal as well. This result can also be observed in figure
12, page 394, of [Cha00], reproduced herein as figure 4.2.






3v˜2 = α 0.0264Re
−1/4 (4.31)
The left hand side of this equation is the square of the isotropic turbulence intensity I for a pipe. Then√
2k
3v˜2 = I =
√
α 0.1625Re−1/8 (4.32)
But 1 ≤ α ≤ 2, and α = 1.5 can be assumed as an acceptable approximation. Then for turbulent pipe
flow the initial conditions for the turbulence intensity can be estimated from the following result:
I ≈ 0.2Re−1/8 (4.33)
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Figure 4.2: Figure 12, page 394 of reference [Cha00].
Turbulence intensity is an useful parameter to help estimate the TQ of a flow, since there exist
correlations based on I .
The k −  turbulence model (see section 4.10.2 and [Wil06]) establishes differential equations to
determine the quantities k and  (one equation per quantity), and then uses the calculated values of





with Cµ = 0.09 a constant of the model. This eddy viscosity is then inserted in the RANSE, adding to
the molecular viscosity in the diffusion term.







where L is called the turbulence length scale, and represents a characteristic size of the eddies
containing most of the turbulence energy, the largest ones. In this study Lwill be taken as the integral
length scale (see page 114) corresponding to the most energetic eddies 16, which for fully developed
16The integral length scale corresponds to the maximum of the turbulence energy spectrum of the flow, E(k),
expressed as a function of the wave-number k.
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turbulent pipe flow is an O(1) to O(10−1) fraction of the geometric length scale of the flow field (the
pipe diameter). Thus it will be assumed
L = 0.1D
The k−ω turbulencemodel (see section 4.10.1 and [Wil06]) sets differential equations to determine the
quantities k and ω (one equation per quantity), and then uses the calculated values of the fields k and ω





Note that this equation implies the following relationship among k,  and ω
 = Cµ ω k (4.38)
Finally, it is also convenient to provide an estimate for initial values of the Reynolds stress components.
Here it must be distinguished between diagonal components Rii and off-diagonal components Ri 6=j .
Diagonal components can be approximated to
Rii ≈ 23ρk (no sum implied)
because ρk is equal to half the (Rij)matrix’s trace. Themost important off-diagonal component for pipe
flow is Rrz. This quantity is represented in figure 4.29 of [Wil06] with the notation −u′v′ (reproduced
here as figure 4.1), or −〈u′ru′z〉 in the notation adopted herein. Leaving aside the zero value at the
wall, which is fixed by the boundary conditions, the functional form of Rrz could be approximated to
















Since the average value of r/D is 1/4, then an approximate initial value forRrz is given by






It is assumed that the diameter D and the transport properties of the fluid (density ρ and kinematic
viscosity ν) are known beforehand. Then the initial conditions for the TQ could be expressed as a
function of the estimatedRe number as follows:





















νt = 0.0134 ν Re
7
8 (4.39)












4 (no sum implied)
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The correlations (4.39) are used to fix the initial conditions values of the TQ for all internal mesh-nodes
(those not in boudaries). The boundary mesh-nodes are fixed by the boundary conditions. Then the
CFD simulation is run and, after not many execution time-steps, the TQ acquire values in the mesh-
nodes that are compatible with the Re being attained in the flow at each time-frame. For most CFD
simulations, an initial Re = 107 has been considered, since it corresponds to v˜ = 2, a bulk velocity
attained after a small number of time steps.
4.5 Near-WallModelling
As pointed out by [Geo13], without the presence ofwalls or surfaces, turbulence in the absence of density
fluctuations could not exist. The vorticity-generation effect caused by walls is fundamental to initiate
and propagate the turbulence in the flow. Turbulence is particularly concentrated in zones of the
flow where shear stress (vorticity) is significantly high. From there it spreads to the rest of the fluid,
conditioning the evolution of the physical quantities that describe the flow. Thus, the steepest changes
in velocity and other quantities occur in those vorticity-rich zones of the flow, notably near of the walls
which are important generators of vorticity. Actually the gradients are so large that very small cell sizes
must be adopted in those zones, in order to grasp the rapid changes that take place in the flow’s physical
quantities, specially the velocity.
The behaviour ofwall-bounded turbulent flows is radically different near thewalls than it is in the cross-
section’s centre. As a matter of fact, more than 50% of the total turbulent kinetic energy is produced
within the first 5% of radial distance to the wall. Therefore, the flow in this near-wall region conditions
completely the overall regime in the pipe. The influence of walls on turbulent pipe flow is masterfully
presented and explained in [Tow76]: through the use of relatively simple equations, the author reaches
the conclusion that the velocity profile in the core region of the pipe must have a more flattened form
than that corresponding to laminar flow.
Fortunately for the physical description of turbulence, the behaviour of any turbulent flow near the
walls seems to be quite independent of the flow itself, that is, it appears to be an universal property
of all (smooth) turbulent flows to a high degree of approximation. The so-called Law of the wall , or
log-law for short, describes the structure of themean velocity profile in the immediate vicinity of a wall.
Thus the CFD model must only take care that the wall-nearest cell in the mesh has its node (centroid)
located within the range of applicability of the log-law. If so happens, then the mean velocity at that
node could be calculated from an algebraic expression, instead of having to solve a differential equation
in an environment of high gradients and rapid changes.
The gradient of most turbulence fields is very significant in the near-wall region. Hence a very
fine mesh must be defined therein to fully grasp the steep variation of these quantities, with the
attached computational cost. In highRe flows such provisions are usually impractical, beyond current
computing capabilities, even for relatively simple geometries. Thus the simulation Engineer must face
the prospect of having tomodel, rather than calculate, the turbulence fields near the wall. The standard
procedure to realise that model is through the use of wall-functions. The main role of wall-functions is
to extend the no-slip boundary condition typical of walls a step further, and to create a new boundary
condition at the wall-nearest mesh node instead of the wall itself (see footnote 64 in page 146). With the
aid ofwall-functions themain turbulence fields are fixed at thosewall-nearest nodes, and can be used as
an effective boundary condition for the whole flow domain. The fixed field values at those wall-nearest
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nodes, are the best replacement to the very steep gradients existing on the wall for all turbulence fields.
Therefore, if properly set the wall-functions, there is no need to capture the gradients since they are
duly synthesised at the near-wall nodes, or so the theory claims. The main drawback about those new
boundary conditions is that one does not know, beforehand, which value they take, as it depends on the
flow’s friction velocity.
In this section the convention of using the y coordinate to designate the distance from the wall will be
followed. Therefore, y = R − r will be written throughout the section to express such distance. The
convention also establishes to call y and U the physical variables. Note that in this section U refers to
themean velocity component along the flow direction (Uz for pipe flow, sincemost of themean velocity
develops along theZ axis.). Near thewall the natural dimensionless variables in the configuration space







which, again, is thenatural scale of velocity close to thewall. Thenatural distance scale isν/uτ , called the
friction (or inner, orwall) length scale, or also thewall-unit. Both natural scales yield the inner variables:
u+ = U
uτ
, y+ = yuτ
ν
(4.41)





which is ameasure of the pipe radius expressed in the friction length scale. By the same token, other TQ




, k+ = k
u2τ
, ω+ = ων
u2τ
, + = ν
u4τ
(4.43)
As the flow description withdraws from the wall a new set of variables become more suitable for its






≡ u+∞ − u+ (4.44)
where δ = δ(z) is the boundary layer height at longitudinal coordinate z, and U∞ is the mean velocity
at the pipe’s centreline. It should be stressed that not every author uses the outer variables as defined in
equation (4.44). For instance, [MY71] or [Sch79] use y˘ = y/R as outer variable, beingR the pipe radius.
Both are identical far enough from the pipe’s inlet in fully developed flow.







as the ratio of inner to outer length scales. It is also called the localReynolds number, since it expresses
the height of the turbulent boundary layer in wall-units. Note that Re+ = δ+ for fully developed
turbulent flows at sufficient distance from the pipe’s inlet, as δ = R in such circumstances.
The turbulent boundary layer thickness δ establishes the outer region length scale, and this is expressed
in the definition of the outer variable y˘. For fully developed turbulent flow, far away from the pipe’s inlet,
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δ also represents the mean flow length scale, also known as the integral scale in the turbulence energy
wavenumber spectrum. The overlap layer (see below) is the region where the flow could be described
by either type of variables.
As it will be seen next, a major part of the complication related with wall-bounded flow is caused by
the interplay between those two independent length scales, and the distinct structures created by the
turbulence in each region is determined by its corresponding length scale, and the interaction and
transfer of energy between both types of structures is related to the different character of each length
scale: one based on the viscous friction with the wall, the other based on the boundary layer thickness
(see [Jim04]).
As it has been established above, the use of wall-functions could be avoided if themeshwere so fine near
thewall that everywhere the requirement y+ ≈ 1 be satisfied. Thus the large gradients generated by the
wall would be duly captured by the FVM algorithm. As that cannot be the case for the transient model
presented in this study, the flow’s wall-behaviour must be modelled rather than calculated. This is the
role played by the wall-functions: to simulate the steep near-wall gradients generated during the flow.
The following example illustrates the necessity of using wall-functions to properly predict the wall-
friction generated by the wall-shear stress. Assume for a moment a flow in which:
• No use is made of wall-functions.
• The mesh is not very fine near the wall.
Let y1 be the height of the first wall-near node in the mesh, and U1 the mean velocity value calculated
by the FVM solver from the no-slip boundary condition and the interpolation algorithm it use. The









because U = 0 and y = 0 at the wall.
Since the velocity gradient from y1 to y = 0 is much smaller than the actual velocity gradient existing as
y→ 0, then the wall-shear stress would be greatly underestimated. If instead of using U1 as calculated
by the solver it could be employed an U1 provided by a wall-function, then the result for the wall-shear
stress would be closer to the real one.
The introduction to thewall-functions require the knowledge of the turbulent boundary layer structure.
This is well explained in several excellent reference books ([Sch79], [Whi06], [MY71], [Cha00], [CS74],
[Hin75], [Pop00]... ), extensively and thoroughly analysed in [Cas97], and here only themain results will
be presented without proof. Although some small differences could be found in the development and
conclusions of these authors, those do not alter the general structure of the turbulent boundary layer
they present. The set of wall-functions introduced herein are found in [Wil06] and [Bre00].
• INNERREGION (y+ . 200)
The viscous (molecular) shear dominates or is not negligible in this region. Most of the energy
dissipation in the flow occurs here, and adopts the form of skin friction or wall-friction. In the
inner region is valid the inner law
u+ = f(y+) (4.47)
expressed in inner variables. The inner region is divided into the following layers and sublayers,
according to the value of y+:
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– Viscous layer (y+ < 30)
The viscous shear plays an important role here. Actually the viscosity must not be negligible
asRe→∞, if theno-slip condition is to beheld as a valid boundary condition for theRANSE
(see footnote 64 in page 146). The existence of this layer in the vicinity of a pipe’s wall could
be interpreted as if the actual turbulent flowwere contained in a stationary tubemade of the
same fluid, with viscous forces acting in the interface. The viscous layer is typically bellow
1% of the pipe’s diameter.
The viscous layer subdivides into:
* Laminar sublayer (y+ < 5)
Also called the linear sublayer, because the inner law (4.47) takes the linear form
u+ = y+ (4.48)
The following wall-functions for the TQ can be applied in this sublayer:
u+ = y+ (4.49)
k+ = C1y+
2 (4.50)
+ = C2 (4.51)
withC1 = 0.1 andC2 = 0.2 (constants for wall-function in the linear sublayer).
* Buffer layer (5 < y+ < 30)
Also called the transition region. Some authors locate this buffer layer within slightly
different limits (5 < y+ < 40, or even 5 < y+ < 70).
The wall-functions are intermediate between the ones introduced for the laminar
sublayer, and the corresponding to the logarithmic inertial layer to be seen next.
According to [SPL+99] and [NN04] the following correlation due to Spalding could be
used in this buffer layer:
y+ = u+ + e−κB
[







which is based on a power-series interpolation scheme joining the laminar sublayer
to the logarithmic inertial layer. Clearly this equation adjusts to the general form
demanded by the inner law (4.47).
– Logarithmic inertial layer (30 < y+ . 200)
Also called the inertial or log-law layer. It is characterised by a viscous shear stress less
than 1% of the Reynolds shear stress, so it can be ignored. Therefore the viscous term in
the RANSE is negligible and only the inertial term ∂〈u′v′〉/∂y from the fluctuating motion
remains (v′ is the fluctuating component of velocity normal to the wall.). In not too high
Reynolds number flows, most of the turbulent energy is generated within this layer (see
[Jim04]). The inertial layer extends until the mean convection term in RANSE begins to be
important, which happens beyond y˘ & 0.1. With a negligible viscous term and a still small
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mean convection term, the inertial term is the only one of importance in the inertial layer,
and the following approximate relationship holds:
u2τ ≈ −〈u′v′〉 (4.53)
Therefore the Reynolds shear stress is almost constant in this layer.
In the inertial layer the inner law (4.47) adopts the so-called log-law form
u+ = 1
κ
ln y+ +B (4.54)
with κ = 0.41 the von Karman’s constant, and B ≈ 5.57 the additive inner layer
scaling constant. These values are taken directly from OpenFOAM source code. Since the
OpenFOAM suite is the one used herein for 3D CFD simulations, it is deemed suitable
to adhere to those values, because later it will be evident the need to compare curves
from different sources, including OpenFOAM. Other authors offer slightly different values,
notably [ASKS07] have found κ ≈ 0.421 and B ≈ 5.6 from careful experiments carried
out at the Princeton University Superpipe Facility. The von Karman’s constant is believed
to be universal, since it depends on the properties of the logarithmic inertial layer 17. The
additive constant B is determined by means of the no-slip boundary condition at the wall
(see [Jim04]). B represents the value assigned to u+ when y+ ≈ 1 and therefore ln y+ ≈ 0.
Since equation (4.54) is accurate for y+  1 anddoes not reach to describe the viscous layer,
the value of B depends on the structure of the buffer and viscous layers and measures the
influence caused by such layers on the mean velocity profile. The values offered above are
valid only for smooth walls.
Some authors also call this layer the overlap layer, because the inner region and the outer
region have it in common.
Figure 4.3 shows the velocity profiles obtained from equation (4.54), using the constants
κ and B values implemented in OpenFOAM and those found in the paper [ASKS07], for a
friction velocity uτ = 1. The velocity peak in the pipe’s centreline is non-physical, as the
curve should be flat with value U∞ in the vicinity of that axis. The [ASKS07] values produce
a somewhat flatter velocity profile, actually around 2% smaller.
It is customary, specially in the realm of CFD applications, the use of a slightly different





E = eκB (4.56)
it is just the replacement of an additive constantB for a multiplicative oneE = 9.8.
The following wall-functions for the TQ can be applied in the inertial layer 18:
U = uτ
κ
ln y+ +B∗ = uτ
κ
ln(Ey+) (4.58)
17[NC08] discusses that the von Karman coefficient κ is not universal and exhibits dependence on the pressure
gradient and flow geometry. Should that statement be true, some aspects of turbulence theory for wall-bounded
flows would have to be questioned, and likewise for all modelling efforts carried out for such flows.
18The meaning of equations (4.58) - (4.62) in CFD is the following (see [Maj02]). Let P be the wall-near node
with height coordinate yP .






































since uτ and Cµ do not depend on position y.








∗ Finally the eddy viscosity νt in P is
νtP = uτκyP
Only the friction velocity uτ is not known beforehand and must be determined through an iterative algorithm
involving the values uτ , UP , kP , P , ωP and νtP . When the iterative process is over then the set of TQ is defined in
P and this information can be used as a makeshift boundary condition to determine the TQ in the second-wall-node,
and so on until mesh completion.
The commonly used expression for the shear stress at the wall τw, assuming the fields mentioned above are known















Note that wall-functions attempt to impose the no-slip condition through a modification of the boundary conditions,
not by changing the dynamic equations themselves (see footnote 64 in page 146).






νt = uτκy (4.62)
with B∗ = Buτ and Cµ = 0.09 a constant of the k −  turbulence model adjusted to
experimental data (see section 4.10.2).
Figure 4.4: Turbulent Boundary Layer according to [McD07].
Figure 4.5: Turbulent Boundary Layer evolution.








CHAPTER 4. 3D CFD MODEL 229
where uτ = k1/2C1/4µ is determined through an iterative algorithm that is executed any time
a boundary condition of type wall-function is declared for any TQ. The threshold value for the
laminar sublayer in OpenFOAM is
y+lam = 10.97
and corresponds to the y+ value for which the laminar and log-law velocity profiles intersect each
other. For each cell having a face declared as wall boundary, herein called near-wall node, the
solver calculates y+ and according to the result assigns the following values to the TQ of said wall-
node:
– Case y+ < y+lam . In this case the solver considers the flow as laminar for that near-wall node
andmakes
u+ = y+ , k = 0 ,  = 0 , νt = 0 , ω = 0
– Case y+ ≥ y+lam . In this case the solver considers the flow as turbulent for that near-wall
node, and with the calculated uτ = k1/2C1/4µ value makes
u+ = 1
κ








, νt = uτκy , ω =
uτ√
Cµκy
• OUTERREGION (y+ & 100)
The outer region can be defined as that part of the turbulent boundary layer where viscous shear
stress is negligible and, therefore, the viscous diffusion term can be dropped from the RANSE.
On the other hand, the turbulence shear stress is of importance since it is the mean convection
term. Besides, the flow in this region is sensitive to themean pressure gradient ∂P/∂z, and it will
appear in the equations for themean velocityU in the form of a dimensionless parameter ξ which
will be defined below.
The relevant length scale at that distance from the wall is the boundary layer thickness itself δ,
since the turbulent structures developed therein have a typical size limited by δ. The outer region
is naturally described using outer variables, as the flow fields scale with y˘ = y/δ. The scale




whichmeasures the ratio of the natural outer length scale δ to the natural inner length scale ν/uτ .
In the outer region is valid theOuter Law







beingPe themeanpressure at the pipe’s centreline, and∂Pe/∂z the localmeanpressure gradient.
The outer law is often called the velocity-defect law because u+∞ − u+ is the defect velocity or
retardation of the flow due to wall effects.
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The outer law is not always presented as it has just been done in this work. According to [Geo05],
three different formulations have been established for the velocity defect-law
U − U∞
uτ
= g(y˘, δ+, ∗) (vonKarman) (4.66)
U − U∞
U∞





g(y˘, δ+, ∗) (Zagarola& Smits) (4.68)









The von Karman formulation is most widespread, and it is the one this study herein adheres to.
It can be proven that, in any of the formulations above, the function g(y˘, δ+, ∗) is generally small
andU is almost constant in this region (U ≈ U∞). Therefore themean velocity profile in the pipe
is almost flat, except for the wall-near region where it satisfies the log-law.
Equation (4.64) is not verypractical for actualCFDapplications. Analternative equationalso valid
in the outer region is the Coles’ Law of theWake given by (see [Col56], [Jim04] or [Whi06])
u+ = 1
κ









ln y+ +B + 2Π
κ
W (y˘) (4.70)
whereW (y/δ) ≡ W (y˘) is thewake function, with values
W (0) = 0 , W (1) = 1 , 0 ≤ W (y˘) ≤ 1
andΠ is called theColes’wakeparameterwhich varies with the pressure gradient ξ. Note the law
of the wake is expressed with both, inner y+ and outer y˘ variables.
The wake functionW (y˘) represents the deviation of the mean velocity profile from the log-law
observed in the outer layer. This deviation is generally small for pipes and channels, since thewake
term 2ΠW (y˘)/κ is O(1) in such cases. Thus, the logarithmic inertial layer defined by equation
(4.54) is responsible for some 80% of the overall mean velocity difference observed across the
whole boundary layer, from 0 at the verywall toU∞ at the centreline (see [Jim04]). This percentage
increases with growing δ+.
The wake term for y˘ = 1, conventionally normalised to 2Π/κ, measures the contribution of
the outer layer flow to the mean velocity profile, just in a similar way that B in equartion (4.54)
measures the influence of the near-wall layer on said mean velocity profile (see [Jim04]). In his
paper [Col56] Coles interprets the deviation as a manifestation of a large-scale mixing process
similar to that of the flow in a wake, in that it is constrained primarily by inertia rather than by
viscosity.
[Whi06] proposes for W (y˘) a ’S’ shape curve given approximately by any or the two following
expressions:





≈ 3y˘2 − 2y˘3 (4.71)
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A considerably more sophisticated expression forW (y˘) could be found in [NC08], with special
application to pipe and channel flows. [NC08] also introduces a single composite velocity
profile for the turbulent boundary layer which is not without interest. The accuracy of those
approximations for the actualW (y˘) depends on the type of flow being considered.
The outer region comprises the following layers:
– Logarithmic overlap layer (y+ & 100, y˘ . 0.1)
The lower part of this layer is also conventionally included within the logarithmic inertial
layer, therefore it is a shared zone between the inner and the outer regions, hence the name
overlap layer. Thedistinctionbetween logarithmic inertial layer and logarithmicoverlap layer
is somewhat artificial and it is not remarked by many authors. In this layer the log-law is
quite accurate, as the main assumptions for its derivation are valid within that range.
The wall-functions corresponding to this layer are also represented by equations (4.58)-
(4.62), although the accuracy tends to diminish as the distance to the wall increases.
– Outer layer (y˘ & 0.1)
In this part of the turbulent boundary layer the mean velocity follows with reasonable
accuracy the velocity-defect law (4.64). But, contrary to the other layers, herein there is
no universality regarding the function g(y˘, ξ), whose form is derived in each case to fit
experimental data. Thus there exists no, a priori, valid function g(y˘, ξ) which could be
generally implemented in a CFD code to attend to any foreseeable turbulent flow.
Therefore, it has traditionally been considered bad practice to locate the first wall-node in
the mesh within the outer layer, since no general wall-function is available with sufficient
accuracy, because the node is too far from the wall. As a consequence, if the nearest wall-
node falls in this outer layer, it would be very difficult for the CFD model to reproduce the
wall-shear stress and skin friction measured in the actual turbulent flow.
Should the logarithmic inertial layer for the actual flow be so thin that it would be very costly
to reach it with the first wall-node, then it is possible to use the law of the wake (4.70) to
provide a mean velocity value for a wall-node seating at the outer layer. In that case any of
the approximations given by equation (4.71) could be used for the wake functionW (y˘), and
hope for it to be accurate enough. If the wall-shear stress or skin friction measured in the
actual turbulent flow do not match the simulations results, then some modifications must
be introduced in the approximations (4.71).
It should be pointed out that questions have arisen regarding the validity of the universal law of the wall
for very high Re (see [M+10], [Geo05], [Geo07]), at least in the form it has traditionally been accepted.
The value of the constants κ andB, as well as the reach of the logarithmic overlap layer, might not be as
stated in orthodox textbooks for such highRe.

Once the general structure of the turbulent boundary layer has been described, it is pertinent to explain
the general method to obtain a CFDmodel which can simulate with reasonable accuracy the wall-shear
stress attached to a highRe flow.
Themethod ofwall behaviour simulation through the use ofwall-functions, in order for it to be accurate
enough, requires that the first near-wall node be located within the buffer layer of the wall boundary
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layer, corresponding to approximately5 < y+ < 30, or in the lower logarithmic inertial layer30 < y+ .
100, give or take somewall-units, and then thewall-shear stress is determined throughequations (4.58)-
(4.62). Therefore it is important to select an appropriate y+ value, combined with the right turbulence
model.
A generalmethodwill be presentednext to calculate the correct first cell height y based on the desired y+
value. This is an important first step in anyCFD turbulence simulation, since the globalmesh resolution
will also be affected by this near-wall mesh, as well as byRe and the domain geometry. The subsequent
steps are the selection of the differencing method for each term of the RANSE and other governing
equations for theTQ (k, ,ω...), and the iterationalgorithmto solve the sparsematrices obtained through
the FVM application. But those subsequent steps will be dealt with later.
The proposed general method to find the right first wall-cell height is:
• Resolving the laminar sublayer.
This involves the full resolution of the turbulent boundary layer and is required where wall-
bounded effects are a high priority in the simulation, for instance in cases with adverse pressure
gradients, aerodynamic drag, pressure drop, skin friction, surface heat transfer... Of course, in
such cases the simulation is limited to moderateRe.
Wall adjacent grid height must be y+ = O(1) in wall-units. An appropriate low-Re turbulence
model must be selected, like Launder-Sharma k−  or the Shear Stress Transport Model (SSTM).
In that case it is not necessary to usewall functions, since the interpolation algorithmwill provide
the right value from the boundary conditions, due to the linearity reigning in this sublayer.
• Adopting a wall function grid.
Thismethod involvesmodelling the turbulent boundary layer using a log-lawwall function (4.58).
This approach is suitable for caseswherewall-bounded effects are of secondary importance, or the
flow undergoes geometry-induced separation (such as bluff bodies immersed in a stream), orRe
is so high that it is impractical to reach the laminar sublayer. Wall adjacent grid height should
ideally reside in the log-law regionwhere 30 < y+ . 100, andmost turbulencemodels are readily
applicable (e.g. SSTM or k − with scalable wall-functions).
• Height estimation.
The first wall-node of the mesh must be positioned during the pre-processing stage, before
deciding the actual mesh characteristics. Since the node is located at the centroid of the cell,
the problem is equivalent to calculate the first cell height (∆y1), because the node height is y1 =
∆y1/2. The wall-near node height in wall-units is y+1 , and it would be convenient for it to fall
within the desired range (eg. the logarithmic inertial layer). The computed flow-field will dictate
the actual y+ value which in reality will vary along the wall, as it depends on the friction velocity
uτ . In some cases, it might be necessary to locally refine the mesh in order to achieve the desired
y+ value in all regions. The procedure to calculate y1 is as follow:
i. Select a suitable value for y+1 , so that it falls within the desired layer. For example, y
+
1 = 80
for the logarithmic inertial layer.
ii. Calculate the Reynolds number Re for the flow model, based on the characteristics scales
and dimensions of the domain geometryL, on the expected free-stream or centreline mean
velocity U∞, or the bulk velocity U˜ , and, of course, on the fluid kinematic viscosity ν. The
CHAPTER 4. 3D CFD MODEL 233
characteristic length L may be taken as the pipe diameter, the channel width, the body
length, etc.
iii. Estimate thewall-shear stress τw for themodel. It neednotbeanaccurate calculation. Agood
practice is to find τw from the skin friction coefficient Cf , also called the Fanning friction
factor, such that 19
τw =
1
2 Cf ρ U˜
2 or τw =
1
2 Cf ρ U
2
∞
Cf can in turn be estimated from two empirical correlations:
– INTERNALFLOWS:Blasius correlation (4.24) for internal flows,which is repeatedhere:
Cf = 0.0791Re−1/4
– EXTERNAL FLOWS: a simplified form of Fernholz correlation is proposed for external
flows (see [Sch79]):
Cf = 0.0576Re−1/5 (4.72)
These estimates should pose no problem, sinceRe has already been obtained in the previous




iv. With the friction velocity just obtained, calculate the height of the near-wall node as y1 =
ν y+1 /uτ . The near-wall cell height should then be∆y1 = 2y1. From this cell it is then possible
to construct the rest of the mesh, probably with some grading to have refined mesh in the
vicinity of the wall.
v. If the model has a simple geometry, and the flow is not complex, this method should yield
quite accurate positions for the near-wall node, meaning that the actual y+ value obtained
from the CFD simulation be very similar to the y+1 value calculated herein. However, if the
model has a complex geometry or a complicated flow pattern, then it might be necessary to
refine the mesh in the vicinity of the wall to attain the desired y+ value. A good practice
is to input these values into the CFD model, execute the solver for a short time until the
flow reaches some stability, read the y+ values provided by the solver, and readjust themesh
accordingly. After a few such steps a good quality mesh should have been created for the
model.
The actual first wall-node height for the CFD simulation conducted in this work will be shown in
section 4.6.
The application of wall-functions to some of the most widely used turbulence models based on RANSE
is well explained in [KMID05]. It is the main method to tackle with the intense gradients generated at
the wall in turbulent flows, when employing RAS model. Since turbulence models based on FNSE (i.e.
LES models) should not be applied in the proximity of walls, being instead necessary the use of hybrid
RAS-LES models for such cases, then it must be concluded that inserting wall-functions into the code
of RASmodels is generally an acceptable method for any CFD simulation, be it RAS or LES.
19For pipe flow, it could found in the references in both forms:
τw =
1
2 Cf ρ U˜
2 and τw =
1
2 Cf ρ U
2
∞
Herein, the first one is preferred.
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
Use of wall-functions is not the only way to deal with the no-slip boundary condition in CFD. It has been
explained that wall-functions attempt to introduce some modifications in the boundary conditions, so
that they extendabit farther, to thefirstwall-node; but theydonot intend to alter thedynamic equations
themselves.
There also exists another method to insure the TQ satisfy the requested behaviour near the wall:
introducing some (artificial) changes in the dynamic transport equations that govern the TQ. These
changes take the form of so-called damping functions (see [Maj02], [Bla05] or [Wil06]). Damping
functions represent a different proposal to approach the problem of simulating the behaviour of fluids
near the walls. They will be made explicit for some turbulence models in section 4.10.
An example will serve to illustrate the rationale behind the use of damping functions, to reproduce the
high gradients attained in the viscous sublayer and the logarithmic inertial layer within the turbulent
boundary layer.
In this example attention is drawn to a couple of TQ, namely the specific average turbulence kinetic
energy k and the specific turbulent energy dissipation rate . These fields are the basis for the so-called
k− turbulencemodel. The exact dynamic transport equations for those fields are derived fromRANSE
and they present the following expression à la ensemble average (see [Hin75], [Pop00] or [Wil06], and
specially [MKM87] ).










i〉+ ν∂j∂jk − 〈u′iu′j〉∂jUi − ν〈∂ju′i ∂ju′i〉 (4.73)
∂t+ Uj∂j = −2ν
[(
〈∂ku′i ∂ku′j〉+ 〈∂iu′k ∂ju′k〉
)
∂jUi + 〈u′k∂ju′i〉∂k∂jUi+ (4.74)






















• Molecular viscous transport or molecular diffusion
ν∂j∂jk
20The terms in the  equation are too complex to have a physical meaning that could be highlighted herein.
Nevertheless, [MKM87] is recommended for a characterisation of each term.
CHAPTER 4. 3D CFD MODEL 235




On the other hand, it is known (see [Bla05] or [Maj02] ) that the asymptotic behaviour of the TQ as they
approach the wall is given by




〈u′iu′j〉 ∼ y3 (i 6= j) (y → 0) (4.75)
where y denotes, as usual, the coordinate normal to the wall.
Instead of attempting to introduce the complicated equations (4.73) and (4.74) in a CFD solver, the
proposed method aims to transform, somewhat artificially, those equations into simpler ones that still
could retain some of the dynamics of turbulence, while their solutions satisfy the limiting behaviour
shown in the expression (4.75). The modified equations make use of the Boussinesq’s hypothesis, but
what really matters here is the appearance of a new set of functions, the damping functions, which
condition the solution to provide the expected result in the viscous sublayer on the wall (see [MKM87]).
The resulting k −  turbulence model thus derived is apt for simulating low Reynolds number flows,
since the standard no-slip boundary conditions suffice to provide solutions satisfying the near-wall
profiles, with no additional hypothesis (see footnote 64 in page 146). Thus the k−modelswith damping
functions are also collectively called low-Re turbulence models.
The low-Re k − model used in this work is known as the Launder-Sharma k − model (see [LS74]),
defined by the equations:























withP the already introduced production term; Cµ, C1, C2, σk, σ are constants, and the five factors
fµ, f1, f2,D andE are collectively known as the damping functions. The damping functions depend on
Re and y, are determined empirically for each type of low-Re turbulence model (for example, Launder-
Sharma), and are meant to assure the proper limiting behaviour of k and  at the wall. The reader is
referred to [Wil06] for a full set of damping functions for the most used low-Re k − models.
Note the conspicuous difference between equations (4.73)-(4.74) on one hand, and equations (4.76)-
(4.77) on the other. This last set of equations could feasibly be programmed in a CFD code, and have the
possibility of generating turbulence fields which would serve as acceptable simulations of actual flows.
The turbulencemodelswhich use damping functionswill be calleddampened turbulencemodels in this
work.
Note also that equation (4.77) refers to ˜ while (4.76) involves the true specific turbulent energy
dissipation rate . The difference between both has been calledD, which is the value of the dissipation
rate at the wall and represents an offset for . Therefore, ˜ is the dissipation rate that occurs above the
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level attained at the wall. Is typical of dampened models to work with ˜ instead of . The term E in
equation (4.77) receives the name of explicit wall-term (see [Bla05]), and it is supposed to condition
the behaviour of ˜ near the wall.
The reader would have probably noticed the modified expression (4.79) for νt, instead of the most




The altered definition of the eddy viscosity is one of the changes introduced in the Low-Remodels that
distinguish them from the standard k−model. The Launder-Sharma k−model presents differences
respect to the standard k −  turbulence model which are beyond the scope of this section 21.
It would also have been noticed that low-Re turbulence models are hardly applicable to the transient
case which is being presented in this work, characterised by very highRe. According to what herein has
been explained, it would seem so. The main conclusion of the damping function approach to the near-
wall turbulence problem, is that with such models there is no need to use special boundary conditions,
like those represented by the wall-functions, since dampened turbulence models predict by themselves
the behaviour of the flow near the walls, with the sole use of standard no-slip boundary conditions.
The simulations carried out in this work, though, has made use of both resources: a dampened
turbulence model with wall-functions to properly simulate the friction on the walls. The dampened
modelwhich has performedbest is the Launder-Sharma k−. Although this use of the dampenedmodel
is beyond the original purpose of its authors, [LS74], the simulation has attained an acceptable quality
whose results will be presented in section 4.10.2. It seems that the combined effect of both approaches
works reasonable well in the case of transient highRe flows.

The universal law of the wall seen so far is only valid provided the duct’s walls are smooth enough.
Wall-roughness has an important influence on turbulent flow which must be duly taken into account
whenever suchconditions cannotbe ignored. Rough-wall turbulentboundary layer ismore complexand
still harbours many unanswered questions to be of straightforward application into CFD. The problem
of rough-wall boundary layer is very well presented in the like-named paper [Jim04], in [MY71] or in
[Tow76], among other classical references.
In page 225 it was mentioned that the existence of the viscous layer permits to consider the turbulent
flow within a pipe as if it were flowing through a stationary tube made of the same fluid, with viscous
forces acting in the interface. Again, this statement is true as long as the pipe is sufficiently smooth,
that is, the wall-roughness is not so high to disrupt the laminar sublayer within the viscous layer. The
remainder of this section is devoted to introduce the concepts that permit to characterise thewall-rough
flow, the models which have been developed to predict and explain its behaviour, and the translation
such models might have into CFD codes in general, and OpenFOAM in particular.
The first point to remark is that there is not a unique way to characterise roughness, since at least two
quantities could be used for that: the dimensionless effective or equivalent sand roughness ζ+s and the
roughness function ∆u+, and some authors even add a third one, the dimensionless roughness length
ζ+0 . All these quantities are going to be introduced and explained in the coming paragraphs.
21The differences are not limited to the appearance of the five damping functions, the use of ˜ instead of  and
the newly defined eddy viscosity.
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Let ζr be the average height of the roughness protrusions in the wall as measured with a micrometer,
also called the absolute roughness 22. For example, in standard Schedule-40 or Schedule-80 steel pipe,
very much used in fire extinction applications with clean agents, the typical absolute roughness is
ζr = 4.5×10−5 m (see [RH12]), while according to the AFTAManual (http://www.afta-asociacion.com/)
the galvanised steel pipe (also employed in FPE applications) has an absolute roughness of about
3.3 × 10−5 m. In the dimensionless units used herein, ζD = ζr/D = 1.125 × 10−3 and ζD = ζr/D =
8.25× 10−4, respectively, for the standard pipe (see page 59).
ζr acts like a length scale for rough-walled flows. If ζr is not negligible compared to the friction length
scale ν/uτ , then the rough character of the wall must be taken into account. The average protrusion





and is called the roughness Reynolds number. For ζ+r & 4 the buffer-layer is perturbed and some of
the features that have just been studied becomemodified by the presence of roughness. For ζr & 60 the
buffer-layer is almost absent. Therefore, in general terms ζ+r determines what the buffer-layer would be
like.
According to the value of ζ+r the regime of a turbulent flow could be divided into (see [MY71] or [Whi06])
ζ+r < 4 hydraulically smooth flow
4 ≤ ζ+r ≤ 60 transitional − rough flow (4.81)
ζ+r > 60 fully rough flow
Other authors establish the fully rough flow for ζ+r > 70, and even for ζ+r > 90, but the principle is
similar. Note that a hydraulically smooth flow corresponds roughly to that flowwhose laminar sublayer
y+ < 5 is still above the average roughness protrusions of the wall ζ+r < 4, since both y+ and ζ+r are
measured in the same wall units. It should be remarked that [Jim04] challenges the interpretation that
ζ+r < 4 imply hydraulically smooth flow.
Therefore, as the flow Reynolds number increases so does the roughness Reynolds number ζ+r and the
flow itself evolves from hydraulically smooth to transitional-rough and to fully rough, with the same
absolute wall roughness. This effect is explained in figure 4.6, where δL is the height of the laminar
sublayer corresponding to the flow’s Reynolds number, while ζr is the average height of roughness
protrusions 23. The flow will be considered hydraulically smooth as long as the wall-roughness height
22It is customary to denote by k and k+ the average roughness height and its dimensionless counterpart, and thus
can be seen in most references. In this Dissertation, though, it is preferred to reserve k for the turbulence kinetic
energy.
23In practical terms, the height of the laminar sublayer could be found through the Darcy-Weisbach friction factor


























with D the pipe’s diameter. Aided with the Moody chart it is easy to get all those values for a given flow. δL
decreases rapidly with increasing Re.
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ζ+r is smaller than the thickness of the laminar sublayer δ
+
L ≈ 5, because then it will have a negligible
influence on the viscous layer and, for extension, on the outer turbulent flow. In such conditions a
turbulent flow would be directly comparable with a laminar flow in that the pressure drop along the
pipe is a function of the properties of the fluid, the mean velocity and the diameter, with no regard to
other factors. Thus in hydraulically smooth turbulent flows, at the same Reynolds number, all fluids
appear to behave in a similar way regardless of its composition and nature, that is, they seem to share
the samemean turbulence patterns.
Figure 4.6: (a) Low Re, the pipe is considered smooth; (b) high Re, it behaves as rough.
In fully rough flow the laminar sublayer is missing, since it would be located well within the wall-
roughness, the viscous layer is almost absent and hardly deserves such name, and the near-wall flow
is constituted mostly by eddies created around each wall protrusion, which propagate into the core
flow adding intensity to the turbulent mixing. The resulting mean velocity profile does not depend on
the viscosity ν. In such conditions the pressure drop along the pipe is independent of viscosity, and
starts to depend on thewall-roughnessmeasured in terms of the equivalent sand roughness (see below),
rather than in the physical roughness height itself. The outstanding work of Nikuradse in [Nik50]
demonstrates that beyond certain point the Darcy-Weisbach friction factor f becomes independent
of Re, and only responds to variations in wall roughness. Therefore the pressure drop along the pipe
depends on wall roughness instead of the properties of the fluid.
The most ubiquitous effect of roughness in the turbulent flow is the modification of the mean velocity
profile in the vicinity of the wall, with the attached effect of changing the wall-shear stress and the skin
friction coefficient.
FromNikuradse’s experimentswith sand-roughened pipes (see [Nik50]), emerged a new velocity profile
















which is valid in theoverlap layer andouter regionof the turbulent boundary layer. It isworth remarking
that the von Karman’s constant is still valid in the case of rough walls, since it is not affected by
roughness, and that u+ is no longer a function of y+, but of y instead 24 The validity of von Karman’s
24The dependence of u+ on y was also seen in the law of the wake, equation (4.70), so it might be considered a
similar situation at first sight. But the law of the wake is only applicable to the outer layer of smooth flows, and in
equation (4.70) u+ still retains a dependence on y+. Thus the situation is not comparable.
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constant means that the velocity profile maintains the same slope, namely 1/κ, than in the smooth wall
case, and thus the resultingmeanvelocityprofile shouldbeparallel to that obtained fromequation (4.54)
or (4.70).
Equation (4.83) is considered the functional definition of the equivalent or effective sand roughness
ζs of the wall. Thus absolute roughness ζr is measured by the actual mean size of surface protrusions,
while the equivalent sand roughness ζs adopts the value which provides the best fit of expression (4.83)
with experimental data. ζs is a property of the flow, while ζr is a property of the surface texture. In
principle, they are of the same order of magnitude, but different. From ζs stems ζ+s = ζsuτ/ν, which is
used to characterise roughness. In the fully rough regime the pressure drop along the pipe, that is the
Darcy-Weisbach friction factor f , depends on ζ+s rather than onRe. Thus themeasurement of pressure
drop provides a method for quantifying the surface roughness though its effect on the turbulent flow,
yielding ζs, instead of directly measuring the surface texture, yielding ζr.
An alternative expression for u+ is given by:
u+(y) = 1
κ








Note that now u+ depends on y+ and y/δ. Actually the first three terms correspond to the law of the
wake for smooth walls (4.70), and the expression for u+ is corrected by an additional term ∆u+ called
the roughness function, which represents a downward shift in the lawof thewake equation (see [SF07]).
Note that for the logarithmic inertial layer the wake functionW (y/δ) is negligible and can be removed
from equation (4.84) even for rough walls. In that case the roughness function∆u+ represents a down
shift in the log-law for smooth walls (4.54).

















ζo = 0.033ζs (4.86)
representing the so-called roughness length. Either of these quantities ζ+s ,∆u+ or ζ+o characterises the
roughness equally well.
The effect of roughness on the mean velocity profile is limited to the inner region (see [SF07]), and
represents a shift of the curve in both axis y+ and u+, as it can be seen in figure 4.7 taken from figure
4.25, page 128 of [Ceb13], where the meaning of the offset ∆u+ is explained. The logarithmic inertial
layer still exists but, as ζ+r increases, the effective interceptB moves downward in an amount given by
∆u+, while the effective wall position begins to move outward by
∆y+ ≈ ln ζ+r (4.87)
∆u+ does not only depend on ζ+r , but also on the type and geometry of roughness in a very elaborate
way. [Whi06], [Jim04] or [Ceb13], to name just a few, offer slightly different expressions for ∆u+, like
∆u+ ≈ 1
κ
ln ζ+r − 3.5 , ∆u+ ≈
1
κ
ln(1 + 0.3ζ+r ) , ∆u+ ≈
1
κ
ln ζ+s − 3.4
and evenmore elaborate formulae also found in [Ceb13] (see equation (4.89)) Note that if ζ+r . 4 in the
first expression for∆u+ above, or ζ+s . 4 in the third one, then∆u+ < 0 and the skin friction for rough
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wall would be smaller than the corresponding for smooth wall, since u+rough in (4.84) would be greater
than u+smooth in (4.70), caeteris paribus. This appears as a surprising result, since nowhere in the Moody
diagram (see figure 2.12) has a smooth pipe a higher friction factor than a rough one for the same Re.
However, [Jim04] reports cases in which moderately rough surfaces reduce drag respect to equivalent
smooth ones.
Figure 4.7: Meaning of velocity offset ∆u+ due to rough wall (from figure 4.25 of [Ceb13]).
Figure 4.8, obtained fromfigure 3 of [SF07], shows how for hydraulically smoothflows, ζ+r < 4 (depicted
in the figure as k+s to denote our ζ+s , which although not equal to ζ+r is of the same order of magnitude),
the mean velocity profile is coincident with the log-law, except when reaching the outer region y+ &
200. As Reynolds number increases, which is to say as ζ+s increases, the downward shift appreciated
in the mean velocity profiles also increases. Such offset is a measure of the roughness function ∆u+
corresponding to each Re, although the profiles retain a similar shape because the slope 1/κ does not
change for smooth or rough walls. All curves correspond to the same absolute roughness ζr
Also, figure 4.9 taken from [SAS06] shows a similar result: the nearly parallel velocity profiles correspond
to different Reynolds numbers for a rough pipe. The vertical offset between any pair of curves is a
measure of∆u+ in equation (4.84). That is, themain effect that roughness induces on themean velocity
profile: a displacement of the outer region velocities to lower values, thus increasing friction, since
friction is directly related to themean velocity acquired by the flow. Therefore, the velocity defect in the
outer region is independent of surface roughness (see [SF07]), and the flow in the outer region is not
affected by roughness. This statement is fully consistent with Nikuradse’s results presented in [Nik50].
According to [SF07], there is strong experimental evidence about the outer-layer similarity of the
turbulence structure over smooth and rough walls. This wall similarity hypothesis (as it is known in
the literature) states that at high Re the turbulent motions for rough-wall flow are independent of the
wall roughness and viscosity outside the so-called roughness sublayer, just as they are independent of
viscosity outside the viscous layer, in the case of smooth walls. In other words, the core flow is similar
in the case of smooth and rough walls.
The roughness sublayer, a concept commonly used in boundary layer meteorology, is the region
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Figure 4.8: Mean velocity profiles for smooth (ζ+r < 4) and transitional-rough flows (from figure 3 of
[SF07]).
extending about 5 ζr from thewall, with ζr the absolute roughness height 25, just as the laminar sublayer
extends some 5 ν/uτ above the wall, being ν/uτ the natural smooth-wall length scale. In that region the
turbulence is directly influencedby the roughness length scale ζr. The roughness sublayer plays a similar
role for rough walls as the laminar sublayer does for smooth walls.
[Jim04] noted that the key parameter for thewall similarity is the quotient ζr/δ, where δ is the boundary
layer thickness. If ζr/δ < 1/50 then the effect of roughness should be confined to the inner region and
wall similarity will hold (provided the Reynolds number is high enough), that is, the outer region flow
would be similar to that corresponding to smooth walls. However, if the roughness height is not much
smaller than the boundary layer thickness (ζr/δ & 1/50), then the roughness effects on the turbulence
may extend across the entire boundary layer, and the wall similarity hypothesis would be invalid. This
possibility has profound implications on themodelling of turbulence, since some assumptions taken for
granted far away from the wall might no longer be valid. Thus two requirements must be met in order
to call for the wall similarity hypothesis: Reynolds number high enough and ratio ζr/δ small enough.
Henceforth the ratio ζr/δ will be called dynamic relative roughness 26. The model studied in this
Dissertation fulfils both requirements for the wall similarity hypothesis to be applicable: the Reynolds
number is very high (Re & 107), and the absolute roughness of typical pipes used in fire extinctionwith
25Roughness height normally means that height within which most of the protruding microscopic relieves of the
wall are contained. In figure 4.6 ζr measures properly the roughness height, since most of the relief is not higher
than ζr.
26Note that what herein is called dynamic relative roughness is different from the ratio ζD = ζr/D appearing
in the Colebrook-White formula (2.64) (D the pipe inner diameter), which is called relative roughness by many
authors. The difference, though, might not be large.
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Figure 4.9: Mean velocity profiles for a range of Re in rough-walled pipe (from [SAS06]).
clean agents (either Schedule-40, Schedule-80 or AFTA galvanised steel) is very small (ζr/δ ≈ 10−3).
Therefore, it is justified to apply standard turbulencemodels to theproblem in theCFDsimulation, since
the flow developing in the outer region is similar to that occurring in the case of smooth wall flows, for
which such turbulence models were devised.
The surface roughness in OpenFOAM, and in most CFD codes as well, is defined by means of two
quantities: the equivalent sand roughness in wall coordinates ζ+s and the roughness function ∆u+. ζ+s
determines univocally ∆u+ and vice versa. Obviously, it would be extremely difficult to simulate the
wall roughness directly in themesh 27 ; therefore the simulation Engineermust resort to wall-functions
in order to set suitable boundary conditions that characterise the CFDmodel.








withE = 9.8 and κ = 0.41. Thus OpenFOAM assumes that the shape of themean velocity profile in the
overlap layer andouter region for the roughwall is the sameone as that of the smoothwall, but displaced
27One attempt to directly introduce periodic wall-roughness as boundary conditions in a CFD model is provided
in [APV00]. Periodic wall-roughness is just a crude approximation to the actual wall-roughness of any physical wall,
but it provides a convenient first analogy to tackle the problem from a mathematical point of view. The approach
is analytical and easily generalisable to CFD codes, although the periodicity of the wall-roughness introduces some
ringing in the solution, which is only dampened if an artificial truncation is executed in the equations.
28In OpenFOAM nomenclature, ζ+s is denoted by K+s and ∆u+ by ∆B.
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by ∆u+ below it. The value of ∆u+ follows the model offered in section 4.5 of [Ceb13] (see [LABP11])
∆u+ =















ln ζ+s − 0.811
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with Cs a coefficient, called the roughness constant, which depends on the shape and distribution of




















with Cµ = 0.09 a constant of the k −  turbulence model to be introduced ahead, and k the turbulent
specific kinetic energy. Equations (4.90) and (4.91) are valid provided the first wall-node height is
y+ > 20 (that is, somewhere above roughness Reynolds number ζ+r for at least transitional-rough





ln (Ey+)− κ∆u+ − 1
)
(4.92)
When dealing with rough walls it does not make much sense to bring the nearest node very close to
the wall, since for small values of y+ the boundary conditions represented by rough-wall functions are
somewhat misleading. As a matter of fact, a simulation was carried out in OpenFOAM for the model
being studied in this Dissertation, with the turbulence model k − ω SSTSAS (see section 4.10.1) that
has proven to be successful, keeping everything as it is known to yield good results, except with the
single variationof changing theboundary conditions fromsmooth to roughwalls. Theoutcomewasvery
illustrative: despite everything else being equal, the rough-walledmodelwasunable to simulate thewall-
friction, and the acceleration did not cease to be positive until finally the executionwas halted at t = 35.
The mesh, so appropriate for the case of smooth walls, was unsuitable for a rough wall simulation.
Finally, an additional interesting proposal for the modelling of wall-roughness into CFD codes could
be found in [SCI06], later improved and generalised by [Aps07]. The authors introduce the concept of
zero-eddy-viscosity height in the mesh, and make it a function of roughness. Such height determines
the threshold of the viscosity-dominated sublayer in which the flow is hardly turbulent.
4.6 Mesh Selection
’Who owns the mesh owns the solution’: that is probably the most repeated motto a simulation Engineer
ought to hear or say along his career. Arguably itmaywell be true. Therefore no energy should be spared
to devise the best possible mesh, within computational reason, while confronting the CFD simulation
of any physical flow. With a mesh fine enough it is of lesser importance whether the discretisation
algorithm or the differentiation scheme is first or second order accurate, just to name a typical basic
modelling decision. Fortunately the current simulation has a very simple geometry, a cylindrical pipe,
and the problems are expected to arise somewhere else. Regardless, a good enoughmesh is basic for an
accurate solution to the problem.
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The geometrical mesh defined for this 3D CFD model is shown in figure 4.10, in a perspective that
illustrates the indisputable importance assigned to the near-wall flow. Figure 4.11 shows a cross-section
of it, revealinghow the cells are becoming increasingly thin as they approach thepipe’swall. The strategy
followed to design the mesh is in accordance with standard procedures in CFD modelling of turbulent
flows, such as the one described in [SC09].
Here it will be shown that thewall-nearest node of the proposedmodel is locatedwithin the applicability
range of the Law of the wall and, thus, a direct calculation of the mean velocity, and other TQ, for such
node is possible and accurate enough.
The mesh encompasses the computation domain, including its boundaries. It has two distinct
subdomains, the core flowwith cells ofmediumsize and the near-wall flowwhere cells aremuch smaller
in the radial direction, with a high aspect-ratio 29. In this near-wall subdomain the cell size is strongly
graded until it ends with the cell nearest to the wall, which is thin enough to sink within the logarithmic
layer, near the buffer layer, even for the highestRe attained in the flow. OpenFOAMwould not tolerate
cells with an extreme aspect ratio, therefore there is a strict limit set by the meshing library in this
regard. Near-wall cells have indeed a high aspect ratio, although within limits, and their width would
not tolerate any further reduction without also reducing the other dimensions, leading to still higher
computational cost. It is easily seen that the simulation does not offer difficulty regarding the geometry:
it is a simple cylindrical pipe, the second simplest internal flow geometry after the square channel. It
will be seen that difficulties arise from other aspects.
The pipe’s axis runs along Z , whileX and Y axes define the cross-section. The mesh has unit diameter
D = 1, and a length of L = 25 diameters, since a shorter length would not be completely free from
entrance effects along all tube. There are 2100× 192 = 403200 cells in the mesh -192 along the Z axis-
and it has passed the standard quality control performed by OpenFOAM, and is fit for modelling. The
twomost successful models, namely the Detached Eddy Simulation (DES) k−ω SSTSAS and RAS k− 
Launder-Sharma, have also been testedwith a refinedmesh of 4400×192 = 844800 cells, each cell with
equal radial size and half transversal size than the first mesh. The results were almost identical despite
the added resolution, thus proving themesh independence of themodel formeshes of resolution higher
than 403200 cells (see sections 4.10.1 and 4.10.2).
The domain has 3 distinct boundaries:
• the inlet, with boundary conditions defined by liquid fraction α = 1 and pressure p given by
equation (2.52);
• the outlet, with the boundary condition p = p∞, and where the cross-section averaged velocity
U˜(t) is calculated and then incorporated to the inlet pressure equation;
• and the pipe wall characterised by the no-slip boundary condition and with wall-functions acting
on thewall-nearest nodes, tomake sure they receive velocity values compatible with the Universal
Law of theWall (see footnote 64 in page 146). The wall-functions also define boundary conditions
for all TQ in the flow (k, , ω, ρu′iu′j , νt, νSGS ...).







with ∆x, ∆y and ∆z the cell dimensions along each coordinate axis. Near-wall cells in the mesh of figure 4.10 have
an aspect-ratio well in excess of 400.
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Figure 4.10: Complete mesh for the CFD model.
Special care has been taken in order to capture the logarithmic layer. The radial distance from the wall
to the nearest node is y = 1.5407· 10−4, in diameter units. Depending on the bulk velocity attained
during the flow evolution, the expected values of y+ are shown in table 4.1, calculated from the Blasius
correlation (4.24). In all cases the first node is properly set within the log-law layer (y+ . 200), not too
far from the buffer layer (5 6 y+ 6 30). Thus the wall-functions provided by OpenFOAM can be safely
used since the first node is set within specifications, and the turbulence fields values for that node are
given by the law of the wall.
It might be recalled that, according to [PPS06], the use of wall functions is based on three main
assumptions:
• The near-wall cell is located within the logarithmic inertial layer.
• The validity of the law of the wall in such circumstances, for any turbulent smooth flow.
• The establishment of a turbulent local equilibrium in the near-wall region






where the production P and dissipation of  of turbulent kinetic energy are locally equal (see
[Wil06]), and the production could be expressed in terms of the eddy viscosity νt. This assumption
is inherent to the k −  and k − ω turbulence models.
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Figure 4.11: Cross-section of the mesh for the CFD model.
As a conclusion, the use of wall-functions in the current model is called for, since the three conditions
above are met by the turbulence models used in the CFD simulations.
The execution of this CFD model in the computer is carried out through parallel processing, where
each processor takes up several slices of the cross section shown along the Z axis. There is no parallel
processing along the axes X and Y . That decomposition has proven the fastest and most suitable for
the current problem.
U˜ Re uτ y+
2.00 1.04306· 107 0.05276 42.39
2.25 1.17345· 107 0.05849 47.00
2.50 1.30383· 107 0.06414 51.54
2.75 1.43421· 107 0.06972 56.02
3.00 1.5646· 107 0.07523 60.45
Table 4.1: y+ for first wall-node for bulk velocities U˜, according to Blasius correlation (4.24).
Recall in page 207 the Kolmogorov length scale for the currentmodel was estimated at η = 1.88× 10−6,
in diameter units. Therefore the first wall-node height is only some 82 times η, a fact that hints at the
sort of resolution needed for the CFDmodel to capture that part of the turbulent boundary layer where
the wall-friction is generated. Figure 4.12 shows a sketch of the mean velocity profile near the wall, and
how the steep slope is seized within the first wall-cell. That slope is a measure of the intense gradient
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undergone by themean velocity, which is translated into a high frictionwith thewall andwith the lower
liquid layers through viscosity. Later it will be seen that even with such high spatial resolution, most
turbulence models within the OpenFOAM suite fail to simulate the wall-friction caused by the flow’s
highly accelerated motion.
Figure 4.12: The log-layer develops within the first wall-cell.
Besides, it is expected that the enhanced spatial resolution could shed some light onto the issue raised in
section 2.3.5, regarding the adequacy of Colebrook-White correlation to calculate the Darcy-Weisbach’s
friction factor f for the case of intensely accelerated internal flows. Such study anddiscussion is beyond
the scope of thisDissertation andwill be postponed to a future researchwork, including some analytical
findings on transient wall-friction attained from the general equations developed in section 3.4.2 (see
Conclusions in Chapter 5).
4.7 DiscretisationMethod andDifferencing Scheme
In the realm of CFD discretisation usually refers to the method by which a continuous boundary value
problem, comprised of partial differential equations defined in a domain with boundary conditions,
is transformed into a huge set of discrete difference algebraic equations which can be solved with
advanced matrix methods. Discretisation encompasses the following aspects:
• discretisation of space: a mesh
• discretisation of time: a marching algorithm
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• discretisation of equations themselves: conversion of partial differential equations into a set of
algebraic equations for each node in themesh. Herein the FVM is selected because OpenFOAM is
based thereof.
More specifically, within the CFD community when reference is made to discretisation often is meant
differencing scheme, or rather, the procedure to discretise the convection term of the Navier-Stokes
equations, because there lies a major issue in any flow simulation. The discretisation of the convection
term is typically a source of problems in CFD modelling, since it affects critically to the stability and
accuracy of the algorithm. This topic is beyond the scope of this Dissertation, and the reader is referred
to the classical literature: [VM07], [FP02] or [Bla05].
Upwind differencing scheme has generally been used for convective velocity, mainly because other
schemes normally turned unstable with such rapidly changing speed. The liquid movement occurs
essentially in one direction, parallel to the main cell edges, with negligible transversal components,
Peclet number Pe  1, thus the flow is overtly dominated by convection and negligible numerical
diffusion is expected. With such conditions the use of upwind differencing scheme is justified, and
one might even say called for. Besides, the two most successful CFD models, DES k − ω SSTSAS and
RAS k −  Launder-Sharma, have also been run with a more sophisticated and accurate Total Variation
Diminishing (TVD) 30 scheme based on van Leer’s flux limiter, and no significant difference has been
observed. Thus upwind has proven accurate enough for this application. It should be stressed that
upwind differencing scheme has been used not only for the momentum equation, but also for the TQ
governing equations.
More care demands the time discretisation. Since all processes happen very fast, an explicit temporal
discretisation would have required a very small time step in order to warrant a stable time-marching
algorithm, rendering it almost impossible for the application. Hence an implicit Crank-Nicolson
differencing scheme has been employed for temporal evolution, and even that has not avoided the use
of small time steps, although not so small as explicit counterparts. The Courant numbermust be kept as
low asCo ≈ 0.01 for the solver to fully grasp the extreme accelerations attained during the first instants
of the simulation. Later on, when the flow iswell within the deceleration stage, it is possible to gradually
increase such number up toCo ≈ 0.02 at the end of the simulation. The Crank-Nicolson scheme is well
described in the classical references [VM07], [FP02] or [Bla05].
Another important aspect of the simulation is the existing coupling between twofieldswhose governing
equations are very different: the mean (vector) velocity and the mean (scalar) pressure. Both fields
appear intertwined in the Navier-Stokes equations, since an excess local pressure will boost up velocity
while a local velocity reduction will increase pressure. Actually, the mutual influence could extend
spatially many diameters beyond the point where the perturbation occurs, assuming a diameter is the
natural length unit for the flow. Such mutual influence must be accounted for in the solver which
embodies the algorithm conducing to a solution for the CFD problem. Normally, this is carried out with
iterative procedures in which an initial estimate of the pressure field at each node is provided; then the
discretised Navier-Stokes equations are solved with that initial pressure field. The fields obtained are
checked with the continuity equation. Since they probably would not satisfy it with the desired level of
error, a corrector is calculated for velocity and pressure fields. The newly corrected fields are inserted
again in the discretised Navier-Stokes equations, and this iterative process goes on until the continuity
error sinks below a predefined threshold value.
30TVD schemes constitute a remarkable development in the numerical solution of hyperbolic differential equations,
and its origins and initial applications can be traced to [HL81], [Har83], [Har84] and [Swe84], among others.
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Note this algorithmuses the continuity equation to judge if the attainedvelocityfield is accurate enough,
thus revealing the relevant role awarded to that equation. The continuity error herein described is
different from the residual (4.7) introduced in section 4.2. Residuals, through the figure of merit given
by theRVN,measure the convergence rate of the iteration algorithmconducing to a solution of equation
(4.6) for a particular fieldψ. On the other hand, continuity errorsmeasure the imbalance in the coupling
of the fields mean velocity U(t, x) and mean pressure P (t, x). There are two equations, Navier-Stokes
andcontinuity, for twofields,UandP . The fact thatP donot appear explicitly in the continuity equation
does not mean it is not part of the set; both are needed to obtain both fields.
Pressure Implicit with Splitting of Operator (PISO) algorithm has been used to solve the pressure-
velocity coupling in the equations (see [Iss86] or [FP02]). Usually three full PISO-loop iterations were
sufficient to couple pressure and velocity, although each loop requires a high number of matrix-solver
iterations to achieve low residual error, again as rapid changes in velocity and pressure render the
coupling between them very awkward. Due to the low tolerance values set for the residuals, the
continuity errors also resulted very low, since even levels acceptable in other types of simulations have
proven to yield stability problems in this fast transient flow. All those circumstances put together result
in long computation time for each time step. Typically, a 403200 cells simulation run at CESGA with
24 cores elapses some 57 hours,while a 844800 cells needs some 122 hours. In a powerful eight-core
computer, the typical results are 180 hours for 403200 cells and 305 hours for a 844800 cells simulation.
Usually, a very convenient way to deal with pressure-velocity coupling in OpenFOAM is through the
so-called PIMPLE algortihm. PIMPLE is a sort of blend of PISO and Semi-ImplicitMethod for Pressure-
Linked Equations (SIMPLE), and it is much used in unsteady problems. Unfortunately, PIMPLE has
proven not suitable for this transient flow, since it tends to increase ∆t when the Courant number is
small, and that smoothens the gradients and tends to decrease noticeably the accelerations. In other
words, it introduces too much numerical diffusion. On the other hand, PISO does not exhibit that
behaviour and yields accelerations compatible with those attained with the AHM.
Multidimensional Universal Limiter with Explicit Solution (MULES) algorithm is used to solve the
equation for the liquid fraction field α which was introduced in section 4.3. MULES is a particular
instance of the general Flux-Corrected Transport (FCT) scheme, used to guarantee boundedness in the
solution of hyperbolic equations, like the one governing α given by (4.12) or (4.13). The theory behind
the FCT is very intuitively explained in [KLT12] by its own creators, and the reader is encouraged to
have a look at it. MULES is the particular implementation of FCT in OpenFOAM code. A convenient
description of the specific aspects of MULES could be found in [MD13].
4.8 Independence of the Results with Mesh, ∆t and Differencing
Schemes
The title of this section is, possibly, somewhat misleading. After all that has been discussed in past
sections, it might seem odd to even suggest that CFD results could be independent of mesh, ∆t or
differencing schemes. What have those sections done but to stress the importance of designing a proper
mesh, choosing a∆t small enough, or selecting a stable, non-diffusive andaccurate differencing scheme
for each equation written in the solver, that is, for each quantity being solved?
In the present context, independence conveys the following meaning: once a mesh, a ∆t and a set of
differencing schemes have been chosen, any moderate improvement in any of them does not deliver a
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noticeable increment in the accuracy of CFD results 31. Therefore, to claim that some results are mesh-
independent is tantamount to admit that a sort of asymptotic region has been reached, and furthermesh
refining would not provide any significant improvement in data quality. Likewise, a CFDmodel is said
to be differencing-scheme-independent if the use of any more sophisticated and supposedly more accurate
algorithm than the one selected, does not translate into a meaningfully better simulation.
Standardpractice inCFDmodelling also contemplates to check themodel has reached the threshold that
guarantee independence with respect to those key aspects. When that occur, one could be reasonably
certain to have attained a stable, robust and relatively accurate CFD model, relatively implying that the
accuracy might be determined by other factors not related to such independence.
In order to check the independence three figures of merit are typically considered, which also have a
direct relationship with convergence of algorithms:
i. Ameasure of convergence provided by a RVN. The concept of RVNwas defined in section 4.2, and is
related to the discretisation error for the conservation equation at each cell. For a simulation to have
amoderate convergence, the RVN should be kept below 10−4 (in dimensionless units). RVN< 10−5
is acceptable, while RVN< 10−6 is generally considered a proof of convergence. Those figures are
offered herein without any rigour, are part of the diffuse background knowledge associated with
CFD Engineering, and ought to be considered as general rules of thumb.
ii. Monitor points o probes. Certain nodes (probes) in the mesh are usually monitored in real time
during the computer execution of the simulation, in order to check that the behaviour of the
fields does not depart unacceptably from the expected evolution. This is particularly useful when
simulating a steady state flow, since the probes should provide approximately constant values
once the initial numerical transient fades away. Should the probes yield increasing/decreasing or
oscillating values after a relatively long execution time, there would be reason to suspect the steady
state simulation is not converging.
iii. Imbalances in domain. Let ψ be a conserved quantity. Consider the flux of ψ over the boundary
face of every cell located in the domain’s boundary. In steady state, the domain imbalance for
ψ is the sum of all such boundary fluxes (with their signs), minus the value of the sources and
sinks of ψ (with their signs) existing in the computational domain. If the algorithm is sufficiently
conservative, the sum of the boundary fluxes should equal the sources and sinks of ψ within the
domain. If the domain has no source nor sink then the boundary flux of ψ ought to be zero, and
the domain imbalance would equal its departure from zero. If there exist sources or sinks, then
the domain imbalance would equal to departure of the boundary flux from the aggregate value of
all sources/sinks, each with its sign. A relatively high domain imbalance for ψ would indicate an
algorithm which does not globally conserve it. Even if RVN is low, a high domain imbalance would
suggest that most errors tend to cumulate on the same side, thus causing a significant aggregate
value. Convergence is generally considered dubious if domain imbalance is high. Obviously, in case
of unsteady flow the time derivative of ψmust also be accounted for in the balance.
A recommended procedure to check if a model is mesh-independent is the following. It does not mean
to be rigorous but frequently is very useful:
31Moderate improvement is one which does not change the nature of the simulation being carried out. For example,
if an Engineer is modelling a flow using the methods of RAS, it would always be possible to switch to the finest
mesh demanded by DNS, but then it would be a different kind of simulation and the concept of mesh-independence
would not apply for such modification. Doubling the mesh resolution should not change much the results if a model
is already mesh-independent, but a tenfold increase would be an altogether different matter.
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• STEP 1. Start with a computational mesh which has passed the standard quality tests most CFD
codes perform. Make sure the height of the first wall-node be sufficiently low to be seated on
the logarithmic inertial layer or below, if wall-functions are to be used. Run the simulation and
verify the RVN is below 10−4, since that hints at moderate convergence. Check the probes show a
consistent behaviour (are almost constant in steady state flow), and domain imbalances are kept
below 1% for all conserved quantities. When all that is fulfilled, proceed to the next step.
• STEP 2. Refine the mesh globally, so that all cells are smaller. As a rule of thumb, the number of
cells in the domain should be some 50% higher than in the first grid. Run the simulation with the
newmesh and check the RVN is better than 10−4, domain imbalance is below 1% for all conserved
quantities, and probes behave properly. Compare the values of the probes obtained in this step
with the ones attained previously. If they are similar, within the tolerance levels, then themesh at
the previous stepwas good enough for the simulation, and the resultswould bemesh-independent.
Use the smallermesh that provide independence, since itwouldbe sufficiently accurate andwould
reduce computing time. On the other hand, if the probes at step 2 are not alike those at the
previous step, then the added resolution of the mesh is changing significantly the results and the
simulation is not yet mesh-independent. In such case, proceed to step 3.
• STEP 3. Refine the mesh further, for instance another 50%, and repeat step 2.
A similar procedure is followed in order to check the independence respect to differencing scheme. In
that case, a more sophisticated (and supposedly more accurate) differencing scheme should be used
in step 2. If the probes shed similar values, then the initial differencing scheme is accurate enough.
Otherwise, yet more sophisticated schemes have to be used until the probes yield results alike, within
tolerance. Use the less sophisticated scheme granting independence, since it would be accurate enough
and would reduce computing time.
Independence with respect to time step ∆t is usually simpler to check, since the Courant number
regulates that ∆t be within reason. In particular, OpenFOAM includes in certain solvers the ability
to fix a threshold Courant number Co, and the solver automatically adjusts ∆t to keep the calculated
Co approximately equal to the fixed Co. Therefore, with such solvers independence respect to ∆t is
equivalent to independence respect to Co: once a sufficiently small threshold Co number has been
chosen, any decrement therein will not bring noticeably better results.
The 3DCFDmodel described in thisDissertationhas reached independencewith higher figures ofmerit
than those recommended above:
• RVN is below 10−7 in all cases, because higher residuals would in general turn the solution
unstable. Even the turbulence models that have failed to simulate the wall-friction (see next
section), were executed with such a small RVN.
• The gridwith 403200nodes is accurate enough, and a refinedonewith 844800nodes didnotmake
any significant improvement.
• Upwind differencing scheme also proved accurate enough, sincemore sophisticated schemes did
not provide significantly better results.
• ∆t was chosen extremely small, of the order of Kolmogorov time scale, since Courant numbers
above 0.02 were dubious to yield accurate results. Most simulations have been run with Co ≈
0.01 ∼ 0.015. Simulations with Co . 1 were completely unstable for all turbulence models
tested.
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4.9 TurbulenceModelling
The main feature that outlines the physical phenomenon being studied in this Dissertation is the
transient character of its dynamical behaviour: everythinghappens very fast, including thedevelopment
of turbulence within the liquid. The presence of very high accelerations does not help either, since the
increments of velocity are significant fromone time-step to thenext, and are likely to beunderestimated
in the discretisation algorithms.
In order to fully grasp the flow evolution, and to avoid the CFD model’s collapse due to unstable time
marching algorithms, a very small time step ∆t must be selected. This is also limited by the Courant
number Co associated with the simulation. The simulations carried out usually do not converge for
Co > 0.05, and with some turbulence models not for Co > 0.01, values any of them much smaller
than 1, being Co < 1 the usual requirement for CFD codes to grant stability. A consequence of
this convergence criterion is quite extreme: a ∆t one order of magnitude larger than Kolmogorov
time τη = (ν/)1/2 does not warrant stability of the time marching algorithm, not being unlikely its
collapse 32. Thus, a careful consideration of the acceleration field must be envisaged in order to have
a meaningful simulation of the discharge flow. It will be shown that only two out of the twenty tested
turbulencemodels included in theOpenFOAMsuite, offer a good enough simulation of thewall-friction
that causes the flow deceleration.
One of the first studies on the structure of turbulence in accelerated pipe flow is [MKM76]. The authors
experiment on stepwise changes on the Reynolds number, typically increases from Re ≈ 3· 103 to
Re ≈ 104, and decreases from Re ≈ 2· 104 to Re ≈ 104. They report the generation of new coherent
turbulence structures associated with the transient flow changes.
[Lef88] is also another reference which considers the evolution of turbulence when a constant accel-
eration is present in a pipe flow. The PhD Thesis describes the experimental studies conducted at the
NavalUnderwater SystemCentre (NUSC)by the author. [HJ00] alsodescribes thedetailed experimental
work on pipe flow carried out by the authors, in which they study the build-up of turbulence in various
instances of accelerating flow, ranging from initialRe = 7000 to finalRe = 45200. This investigation
also considers decelerating flows, fromRe up to 45200 toRe down to 7000. The authors introduce the
so-called dimensionless ramp parameter which characterises the acceleration undergone by the flow,
and also the delay parameter to characterise the observed delay in turbulence development when ac-
celeration is present. [JC12] studies a LES model of an accelerated turbulent pipe flow, with constant
acceleration fromRe = 7000 toRe = 36000, and compares the results with the previously mentioned
paper [HJ00]. It is not very clear how the authors calculate the filtered quantities at the wall, since it is
known that LES is not very accurate in the proximity of boundaries (see section 3.3).
Along similar lines than [HJ00] progresses the work [GM04]. The authors present the experimental
results of rapidly accelerating a flow from Re ≈ 31000 to Re ≈ 82000. Attention is paid to the flow
relaminarisation caused by the acceleration. The high ramp parameter considered in the experiments
described on this paper seems to cause some turbulent structures near the wall. [GM04] hints at the
generation of velocity profile inflections with growing acceleration.
Of a different nature is the study of turbulence modelling for unsteady flows presented in [BM93]. The
authors develop a turbulence model based on the so-called Rapid Distortion Theory, and compare the
32As explained in section 4.1, Kolmogorov microscales are estimated for this problem as η = 1.88· 10−6,
τη = 5· 10−5, υη = 0.0384 in dimensionless units. Time steps around 10−5, total simulation time up to t = 100, and
403200 cells in the mesh provide the measure of the computational power required.
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simulation results with actual experimental data, with noticeable agreement. The resultant turbulent
flow is oscillatory, with frequencies below 10Hz and Reynolds number below 12 000.
[SHVO14] presents a DNS of a linearly accelerating channel flow, with Re ranging from 2818 to 7402.
The paper ismost centred on the transition to turbulence of a flow that initially is laminar-like and later
becomes fully turbulent.
[GSA+14] assesses the performance of various classic turbulence models upon simulating unsteady
flowswhere acceleration is present, some ofwhich can also be found inOpenFOAM. Thework is limited
to relatively modest constant accelerations and does not consider the case of deceleration, which has
proven to be the behaviour that most turbulence models fail to simulate, at least in this Dissertation.
The k−  Launder-Sharmamodel fares relatively well in the tests carried out in [GSA+14], and so occurs
in the case presented herein.
During the accelerating stage the friction is relatively less important than the impulsive force repre-
sented by the strong pressure gradient, that is, the diffusive term (where the friction resides) is negli-
gible. This explains that all turbulence models tested herein simulate reasonably well the acceleration
stage: the wall-friction is relatively unimportant and the potential failure of those models to reproduce
it would pass unnoticed on the simulation of the flow. With increasing bulk velocity the diffusive term
becomes important, since the velocity gradient at thewall is no longer negligible. The intensewall-shear
stress causes thedeceleration, and it is no longer irrelevant that a turbulencemodel reproducepoorly the
wall-friction. Although the pressure gradient is still high, the diffusive term is even higher and growing
in importance. Remember the pressure at the vessel decreases rapidly with each litre of liquid leaving
therefrom.
The previous remark is pertinent to understand an important point: although it seems that most
turbulence models fail to simulate the wall-friction only during the deceleration stage, the truth is
that they fail equally in reproducing the wall-friction along the acceleration stage. This last effect
goes unnoticed on the CFD results, because the lesser importance of the diffusive term during the
acceleration stage seems to boost the turbulence models’ performance, regardless of its ability to
simulate the wall-friction at that stage. In the coming pages data will be presented to conclude that
only two turbulence models, out of the twenty tested (see table 4.2), reproduce reasonably well the wall-
friction, and the rest fail to do so regardless of its partial success in simulating the acceleration stage,
since diffusion plays a minor role in such stage and any model would do equally well.

Modelling the rapid turbulence evolution is probably one of the most demanding aspects of this study,
and basically the only guide available is a match of results with those yielded by the 1D AHM. The suite
OpenFOAM offers Reynolds-Averaged Simulation (RAS), Detached Eddy Simulation (DES), LES and
DNS models. With ∆t of the order of Kolmogorov time scale, DNS and pure LES are precluded for
being very computationally expensive.
Most of the available RAS and DES turbulence models of OpenFOAM have been tested in this study, up
to twenty of them. This includes RASwith the Boussinesq’s hypothesis of eddy viscosity, RASwith Shear
Stress Transport (SST) or with Reynolds Stress Transport Method (RSTM), DES with eddy viscosity
hypothesis, and DES with SST models. Table 4.2 lists the twenty OpenFOAM turbulence models that
have been tested in the CFD simulations, the twomost successful ones shown in italics. The description
of those twenty turbulence models is beyond the scope of the present Dissertation, and the reader is
referred to the website www.openfoam.org and to the classic handbook [Wil06]. DES k − ω with SST
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and Scale Adaptive Simulation (SAS), or k − ω SSTSAS, deserves a special mention. k − ω SSTSAS is
described in [ME05] and [ME10]. k −  Launder-Sharmamodel is described in [LS74] and [BHC97].
OpenFOAM model Turbulence Model Description
SpalartAllmaras Spalart-Allmaras one-equation mixing-length
kEpsilon Standard high Re k − 
kOmega Standard high Re k − ω
LaunderSharmaKE Low Re Launder-Sharma k − 
RNGkEpsilon Renormalisation group k − 
NonlinearKEShih Non-linear Shih k − 
realizableKE Realisable k − 
LamBremhorstKE Low Re Lam-Bremhorst k − 
LienCubicKELowRe Low Re Lien cubic k − 
LienLeschzinerLowRe Low Re Lien-Leschziner k − 
kOmegaSST Shear Stress Transport k − ω
LRR Launder-Reece-Rodi Reynolds-Stress transport
LaunderGibsonRSTM Launder-Gibson RSTM with wall-reflection terms
SpalartAllmarasIDDES Spalart-Allmaras Improved Delayed DES
mixedSmagorinsky Mixed Smagorinsky scale similarity
oneEqEddy k-equation eddy-viscosity
dynOneEqEddy Dynamic k-equation eddy-viscosity
LRDDiffStress Launder-Reece-Rodi differential stress
DeardorffDiffStress Deardorff differential stress
kOmegaSSTSAS k − ω Shear-Stress-Transport Scale-Adaptive-Simulation
Table 4.2: Turbulence models tested in CFD simulations.
The Boussinesq’s hypothesis possibly deserves some further remarks. It has already been discussed,
for instance in Chapter 3 or in section 4.5, that upon deducing the RANSE some additional quantities
appear therein which were not present in the classic Navier-Stokes equations they stem from. Those
new quantities account for the fluctuating effect of the turbulence that is not smeared out by the
averaging process. Such appearance causes the so-called closure problem: there are more unknowns
than equations in RANS formalism. The new quantities constitute a tensor field, the Reynolds stress
tensor, defined by
Rij(t, x) = −ρ〈u′iu′j〉
where themost general ensemble average is considered (noteRij = Rji). Inprinciple, sixnewequations
are needed to determine the six new independent quantities that have sprouted.
Most of the classic RAS turbulence models, notably the ever-popular k − , k − ω and their offspring,
are based on a shift of the number of unknown variables causing the closure problem: instead of six
independent quantities Rij , only two are needed, in principle, to account for the fluctuating effects of
turbulence: the eddy viscosity νt and the specific average turbulence kinetic energy (per unit mass) k.
Thus the Reynolds stress tensorRij(t, x) is replaced by the scalar fields νt(t, x) and k(t, x), according to
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the following definition that constitutes the Boussinesq’s hypothesis 33




− 23ρ k δij (4.94)
with
Ui(t, x) = 〈ui(t, x)〉
the average velocity and





Now it is only necessary to provide two additional equations for the two unaccounted for variables νt
and k. It would seem that with such smart move up to four unknowns have been precluded from the
turbulence model. The exact governing equation for k is long and complicated, was already presented
in (4.73) and is repeated here for convenience (see [Wil06]) :
∂tk + Ui ∂ik = −〈u′iu′j〉 ∂jUi − ν〈∂ju′i ∂ju′i〉 −
1
ρ





and again new quantities appear in a never-ending progression: 〈u′iu′j〉, 〈p′u′i〉, 〈u′ju′iu′i〉, 〈∂ju′i ∂ju′i〉...
The traditional way out of this outward spiralling process is to stop at three additional quantities: k, νt
and 34
 = ν〈∂ju′i ∂ju′i〉 (4.95)
and propose governing equations for them which are free from foreign quantities. The only fields
admitted in those equations are Ui, k, νt and , and the only equations considered are the RANSE, the





and the conveniently modified transport equations for k and :


















withP the production term expressed only through the selected quantities
P = νt2 (∂iUj + ∂jUi)(∂iUj + ∂jUi) (4.99)
Each particular RAS turbulencemodel endows a different set of values to the constantsCµ, σk,C1,C2,
σ, and somemodels even introduce additional constants and terms, like the low-Reynolds model seen
in equations (4.76)-(4.79) of section 4.5, or some others to be presented in the coming sections.
33Some authors provide good reason to doubt about the validity of the Boussinesq’s hypothesis. See, for instance,
[Sch07] and [Cha00]. Should that be generically true, most of RAS turbulence models ought to be reformulated
and some of them even discarded.
34The expression (4.95) for  is an useful simplification.  is rigorously defined in equations (3.21) and (3.22).
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Although a detailed discussion of turbulence models is beyond the scope of this Dissertation, and the
reader is addressed to the excellent text [Wil06], it has beendeemed convenient to highlight these points
herein, if only to evidence the playing field in which most of the turbulence modelling has been, and
still is, developed. The pruning of equations and the blossoming of constants, factors and terms finds
no mathematical justification 35, and it is only supported by the (partial) agreement that such CFD
models show with experimental results, at least in some relatively simple flows. Even the Boussinesq’s
hypothesis itself is seriously questioned by an ever-growing number of researchers (see footnote 33 in
page 255). It is no novelty in the History of Science that some arbitrariness be ruefully admitted while
no acceptable theory yet exists, and that seems to be the case with turbulence modelling.

As frequently employed, RASmodels are, in principle, less suited for the simulation of transient effects,
since they normally rely on Reynolds Decomposition à la time average, which does not leave much
room for time-dependent average quantities, much less for very time-dependent ones, although it has
been reported thatURANS canhandle slowly time-varying averagefields. URANSmethods are expected
to produce acceptable results for problems with simple geometry, in which the time variation of the
mean fields develops in a frequency spectrum much smaller than that corresponding to fluctuating
components (see section 3.2.2). But such is clearly not the case of this simulation, with a transient
part already on the same order of magnitude than Kolmogorov time. Therefore, all simulations carried
out, shown in table 4.2, have considered from the beginning a Reynolds Decomposition à la ensemble
average.
Promising turbulence models like Realisable k −  or Renormalisation Group k −  did not meet the
expectations, andalso reproducedpoorly thewall-friction. Realisablek− is presented inpapers [SZL93]
and [SLS+94]. The use of Renormalisation Group techniques in turbulence modelling is discussed in
[YO86], [YOT+92], [Lam92], [SGF91] and [Cho93]. [ZO98] applies those techniques to high Reynolds
number pipe flow.
The approach of calculating directly the Reynolds stress was also followed with two of the RSTM
turbulence models listed in table 4.2. Despite the added equations and supposedly higher accuracy,
those models also could not yield a wall-friction so high as that obtained with the 1D AHM. RSTM
turbulence models are didactically described in [LW07].
Finally, HRLTMwere also tested despite the added computational cost they imply. HRLTM represent a
blend between LES andRASmethods, andwere briefly described in page 147. The LESmodelling is used
in themainflow, sufficiently apart from thewalls, whereasRAS is appliednear thewalls since, both, RAS
presents a better approximation to DNS and to experimental data, and LES is not even theoretically
feasible in the proximity of walls (see section 3.3). A first attempt was carried out with a HRLTM
technique known by the general name of ImprovedDelayedDetached Eddy Simulation (IDDES), which
is well described in [SSST08]. The turbulence model Spalart-Allmaras IDDES produced a surprising
result: the time-velocity curve obtained matches very accurately the equivalent 1D AHM, provided the
wall-frictionwere exactly onehalf of that attainedby theAHM.Thus itwould seemthat Spalart-Allmaras
IDDES underestimate the friction by a sharp factor of 2. A revision of the OpenFOAM code did not
reveal any programming error, so it would be assumed that is, indeed, the turbulence model behaviour
for rapidly accelerating flows.
A HRLTM emerged as the most successful turbulence model for the flow being considered: the already
35The foregoing statement notwithstanding, it is remarkable the mathematical approach presented in [MP94] for
the k −  turbulence model, which could be extended to other RAS models.
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mentioned DES k − ω SSTSAS. The results will be amply discussed in the next section.
4.10 Results andDiscussions
After the introduction made in the previous sections, herein will now be presented the main results
concerning the 3DCFD successfulmodels and their comparisonwith equivalent 1D AHM. Bothmodels,
1D AHM and 3D CFD, share the same geometry, boundary conditions, initial pressure and fluid
properties. The relevant dimensionless values for the problem are: initial pressure p0 = 1.04224,
diameter D = 1, pipe’s length L = 25, geometrical factor Gf = 10−3, liquid’s density ρ = 1 and
kinematic viscosity ν = 1.9174· 10−7, corresponding to typical values for fire extinction agent FK-5-1-12
(Novec-1230) 36. Besides, for the CFDmodel the following transport quantities are also relevant: surface
tension of FK-5-1-12 σ = 1.1871137· 10−7, density of air ρair = 7.582563· 10−4 and kinematic viscosity
of air νair = 6.6768045· 10−6. Note the air viscosity is more than ten times higher than FK-5-1-12’s.
A wide selection of turbulence models has been tested (see table 4.2). All simulations carried out show
an acceptable agreement with the AHM in the acceleration stage, in which the dominant force is not the
wall-friction (see discussion in page 253). But only DES k − ω SSTSAS and RAS k −  Launder-Sharma
turbulence models provide an acceptable behaviour in the deceleration stage. Most turbulence models
within the OpenFOAM suite fail to simulate the wall-friction originated in the liquid’s decelerated
motion: regardless of the adjustment made on Lv, ζD or ∆f , no analytical curve could approximate the
results yielded by the corresponding CFDmodel.
Also all tested turbulence models, without exception, fail to reproduce the transition stage, that part of
the time-velocity curve around the maximum. This stage corresponds to a major deformation in the
cross-section turbulent velocity profile within the pipe, in which some portions of the fluid still have
accelerated motions while others begin to suffer decelerations. Therefore, the shear stress reaches its
maximum value in this period and the production of turbulence also attains a peak. That turbulence
would be very difficult to simulate by any foreseeablemodel, let alone the RAS andDESmodels available
in OpenFOAM.
On the other hand, some good news: the vith assumption made in section 2.2, regarding a non-zero
pressure gradient exclusively in the wet zone, is confirmed in all CFD simulations. The pressure
is maintained approximately equal to atmospheric in the dry zone, with no noticeable longitudinal
gradient.
In this section the results obtained from the CFD simulations are presented in order of agreement with
the AHM. The equations that define the turbulence models, as they are implemented in OpenFOAM,
are obtained from [Wil06], [Cha00], [Mor10] and the OpenFOAM code itself. The symbols that will
appear in the equations shown in the next sub-sections are named after the OpenFOAM code. The
extraordinary complexity attained by somemodels, with tens of arbitrary constants, factors, quantities,
terms, uncanny functions and mathematical artefacts, reveals the lack of physical ground afflicting
much of the current modelling (see remarks posed in page 255)
4.10.1 k − ω SSTSAS
The k − ω SSTSAS turbulence model could be generically classified as a HRLTM, within the subclass of
DES. Themodel blends the k−ω SST, which is itself a RASmodel, with the concept of SAS near thewall,
36All dimensionless data are expressed in units of the basic reference quantities seen in section 2.4.1. The notation
and nomenclature used to denote the dimensionless quantities are also collected in section 2.4.1.
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and with LES in the core flow. The model is generically described in [ME05] and [ME10]
It is also classifiedasa two-equation turbulencemodel, since two turbulencefields aredirectly calculated
through their governing equations, namely k and ω. k − ω SST is a highRemodel with wall-functions:
it models turbulence in the boundary layer with standard k − ω while it switches to k −  elsewhere,
since k − ω is known to be more accurate and robust near solid boundaries. Where the mesh if fine
enough (and sufficiently far away from walls) to allow for LES to be accurate, it automatically switches
thereto;meshfine enoughmeaning that thefilterwidth (which in turndetermine theminimumresolvable
turbulence length scale) be larger than the maximum cell size.
The implementationofk−ω SSTSASmodel into theOpenFOAMcode is explained in [Lin14] and [Gra12].
OpenFOAM implements this model into the following equations 37:
∂k
∂t
+∇ · (Uk)− (∇ · U)k −∇ · (Dk,eff (F1)∇k)︸ ︷︷ ︸
Diffusion
= min(G,C1β∗kω)︸ ︷︷ ︸
Production





+∇ · (Uω)− (∇ · U)ω −∇ · (Dω,eff (F1)∇ω)︸ ︷︷ ︸
Diffusion
= 2γ(F1)S2︸ ︷︷ ︸
Production
− β(F1)ω2︸ ︷︷ ︸
Dissipation




with the following quantities and parameters:
• Effective diffusivity for k :Dk,eff (F1)
Dk,eff (F1) = ν + νSGS αk(F1) (4.102)
• Effective diffusivity for ω :Dω,eff (F1)
Dω,eff (F1) = ν + νSGS αω(F1) (4.103)







• Turbulence production : G
G = 2 νSGS SijSij =
νSGS
2 (∂iUj + ∂jUi)(∂iUj + ∂jUi) (4.105)
• Mean total strain rate squared : S2
S2 = 2(∂iUj + ∂jUi)/2 (∂iUj + ∂jUi)/2 =
1
2(∂iUj + ∂jUi)(∂iUj + ∂jUi) (4.106)




∇k · ∇ω (4.107)
37Although for incompressible flows the continuity equation reads ∇ · U = 0 and it would seem preferable to
ignore it, nevertheless OpenFOAM code solves the term ∇ · U because it is non-zero while convergence is being
achieved, and keeping it in the calculations helps the solver to improve the stability and convergence rate.
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• Additional term for Scale Adaptive Simulation : QSAS


































 κ√2S2√∇2U · ∇2U + 10−18 , CS∆

(4.112)
• Blending of constants αk1 and αk2 : αk
αk(F1) = (αk1 − αk2)F1 + αk2 (4.113)
• Blending of constants αω1 and αω2 : αω
αω(F1) = (αω1 − αω2)F1 + αω2 (4.114)
• Blending of constants β1 and β2 : β(F1)
β(F1) = (β1 − β2)F1 + β2 (4.115)
• Blending of constants γ1 and γ2 : γ(F1)
γ(F1) = (γ1 − γ2)F1 + γ2 (4.116)
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• And the constants:
a1 = 0.31 (4.117)
CS = 0.262 (4.118)
C1 = 10 (4.119)




αk1 = 0.85034 (4.122)
αk2 = 1.0 (4.123)
αω1 = 0.5 (4.124)




β1 = 0.075 (4.127)
β2 = 0.0828 (4.128)
β∗ = 0.09 (4.129)
γ1 = 0.5532 (4.130)
γ2 = 0.4403 (4.131)
∆ = max(∆x,∆y,∆z) (4.132)
κ = 0.41 (4.133)
ζ2 = 1.755 (4.134)
(∆ is the maximum linear size of a cell)

The CFD model was executed in three different configurations, with OpenFOAM version 2.3.1. The
resulting time-velocity curves are shown is figure 4.13. The features of each execution are the following:
• Label 1 indicates a mesh with 403200 cells and upwind differencing scheme for the convective
term in the equations for velocity and TQ (k, ω).
• Label 2 indicates a mesh with 844800 cells and upwind differencing scheme for the convective
term in the equations for velocity and TQ.
• Label 3 indicates a mesh with 403200 cells and TVD scheme based on van Leer’s flux limiter for
the convective term in the equation for velocity, and Self-Filtered Central Differencing (SFCD)
schemes in the convective terms of TQ.
As it can be seen, the curvesmatch one another almost perfectly, thus proving themodel’s independence
on the mesh and differencing scheme. The time interval ∆t is automatically adjusted by the solver
upon fixing the maximum acceptable Courant number Co, therefore independence respect to ∆t is
equivalent to independence respect to Co number. Upwind differencing scheme, despite being less
accurate than others, has shown to be perfectly suitable for the application. Therefore it is fully justified
its use, as it was explained above.
Figure 4.14 shows the time-velocity curve obtained from the DES k − ω SSTSASmodel simulation, and










































Figure 4.14: Velocity curves for DES simulation and AM (Lv = 7.6· 10−3, ζD = 8.75· 10−5, ∆f = 1).
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compares it with the AHM for the parameters which most closely adjust the curve:
Lv = 7.6· 10−3 ζD = 8.75· 10−5 ∆f = 1
The agreement is excellent -excluding the transition stage- indeed the best of all tested models to
simulate the turbulence within the tube and the interaction with the wall. The CFD model mimics
very accurately the dynamics predicted by the AHM, which is entirely based on first principles. The
dynamical behaviour in the transition stage is very complex to be accurately reproduced with the
available Engineering turbulence models (see remarks on page 257).
The liquid reaches the outlet at tf ≈ 10 in this CFD simulation, while tf = 9.4546 for the AHM. The
small difference could be explained by the slightly larger acceleration in the AHM, since the maximum
velocity is attained earlier in the AHM. The maximum flow velocity is reached while the pipe is not yet
completely full of liquid, and the friction starts to overcome the pressure even with some inner surface
still dry. The pipe’s relative roughness, ζD = 8.75· 10−5, is nearly equal to half the height of the first
wall-node, y = 1.5407· 10−4. In wall-units ζ+r = 31.41 at the velocity maximum, calculated from the
Blasius correlation (4.24), and the pipe can be considered transitionally rough (ζ+r < 60) for all the flow.
The CFDmodel confirms the extreme acceleration (several thousands g) undergone by the liquid in the
first few time units, as predicted by the AHM.
The table 4.3 presents themost significantflowevents for both, 3DCFDand 1DAHMmodels. The instant
at which the liquid reaches the outlet is only approximate in the 3D CFDmodel, as it is very difficult to
determine it with accuracy. On the other hand, the AHM allows the exact determination of such events.
EVENT 3D CFD AHM
t U˜ t v˜
Flow reaches maximum velocity 6.303 2.7144 4.360 2.7149
Liquid reaches outlet ≈ 10 ≈ 2.66 9.455 2.6410
Table 4.3: Comparison of flow events for 3D CFD and 1D AHM models.
Figure 4.15 shows the evolution of the liquid front as it is being discharged through the pipe, according
to the CFDmodel. Note the velocitymaximum is produced sometime between t = 6 and t = 7 (actually
themaximum is reached at t = 6.3026576with U˜max = 2.7144151). It can be appreciated that the liquid
front is gradually attaining a parabolic shape, starting from a plug-like flow at t = 1. Whether the CFD
simulation reproduce faithfully the actual evolution of the interface, is a matter that ought to be settled
experimentally. To the author’s knowledge, such rapidly evolving interface has not been reported yet in
the literature.
Some attention requires the mean acceleration reported by the CFD model. Following the convention,
the instantaneous acceleration vector field is expressed through the Reynolds decomposition as
a(t, x) = A(t, x) + a′(t, x) ≡ 〈a(t, x)〉+ a′(t, x)
while the vector modulus is
a(t, x) = A(t, x) + a′(t, x) ≡ 〈a(t, x)〉+ a′(t, x)
where angled brackets 〈·〉 denote the ensemble average, and primes the fluctuating components
resulting from the averaging process. The cross-section averaged dimensionless acceleration, or bulk
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t = 0 , U˜ = 0
t = 1 , U˜ = 2.1657943
t = 2 , U˜ = 2.4805642
t = 3 , U˜ = 2.6097401
t = 4 , U˜ = 2.6729511
t = 5 , U˜ = 2.7031571
t = 6 , U˜ = 2.7138879
t = 7 , U˜ = 2.7119119
t = 8 , U˜ = 2.7010691
t = 9 , U˜ = 2.6837756
t = 10 , U˜ = 2.6615225
Figure 4.15: Sequence of discharge of liquid in the pipe for k − ω SSTSAS model.
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acceleration, for the 1D AHM is defined by
a˜(t) = dv˜(t)dt (4.135)
with v˜(t) the dimensionless cross-section averaged velocity, or bulk velocity, defined in Chapter 2; while
for the 3D CFDmodel is
A˜(t) ≡ A˜(t) = dU˜(t)dt (4.136)
with U˜(t) ≡ U˜(t) the cross-section averaged mean velocity, or bulk velocity, introduced in section 4.1
(see also footnote 6 in page 207.).
Nominally the acceleration stage elapses from t = 0 to t = 6.3026576, when the maximum velocity
is achieved, and the deceleration stage runs for t > 6.3026576. The truth is that from t & 3 the
acceleration, although still positive, is much smaller than the values attained during the first time
unit. Nevertheless it should not be forgotten that the reference unit for acceleration is very high,
aref = 7.420082· 104 m/s2; therefore even accelerations as small as A˜ = 0.01 still correspond tomany g
(see table 2.2 of reference quantities and units in page 61).
Figure 4.16 shows the mean acceleration during the full discharge process, from t = 0 to t = 100. Since
A˜(t) decreases several orders of magnitude in few time units, the curves are displayed in two vertical
and horizontal scales:
• The left-down axis covers from t = 0 to t = 5, and positive accelerations from A˜ = 12 to A˜ = 0.
• The right-upper axis covers from t = 5 to t = 100, and positive/negative accelerations from
A˜ = 0.01 to A˜ = −0.04.
The sharp positive and negative peaks at nearly t = 10 correspond to the narrow interval in which
the interface liquid-air reaches the pipe’s outlet, and ought to be considered a minor flaw in the solver.
They could have been removed from the curves, but it has been preferred not to edit them. The solver
developed for this application calculates the cross-section averaged velocity at exactly the pipe’s end
section z = 25, and that would explain the appearance of the peaks at that position. At t = 100 the
deceleration, althoughmuch tamed, is still above 15 g.
Figure 4.17 shows the pressure distribution along the pipe’s centreline, which has been taken as the
Z axis, from z = 0 to z = L =25. The vith assumption of page 33 is confirmed in the CFD simulation
(see figure 2.10). Thus the 3D CFD model is also coincident with the AHM in this respect: the pressure
gradient develops exclusively in thewet zone of the pipe. The dry zone, where only air exists, presents no
noticeable pressure gradient 38. The longitudinal distribution of pressure is shown for the same instants
considered in figure 4.15. From t >10 the whole tube is full of liquid and the pressure gradient involves
the total length L.
The pressure gradient is constant for all instants up to t =8. At time t =9 the liquid-air interface is
very near the outlet and the coupling pressure-velocity CFD algorithmmakes the variation of pwith z to
adopt a parabolic-like behaviour (anotherminorflaw in the solver). That dependence of∂p/∂zon zmust
manifest itself onto a dependence of U˜with z as well (see remarks on page 43). This is confirmed in the
CFD simulation curves, and an example thereof is presented in figure 4.18 for instants t =9, 10, where
38That statement makes sense upon realising that air density is some 1600 times smaller than liquid density
(FK-5-1-12). Therefore, any pressure gradient in the dry zone, however small, is directly converted into air motion
with negligible inertia, thus rendering a near-zero pressure gradient therein.






































Figure 4.16: Cross-section averaged flow acceleration for k − ω SSTSAS model.
it is also evident the centreline mean velocity decreases in just one dimensionless time unit. Besides,
for t ≥6 the pressure at the liquid-air interface is below the atmospheric pressure 39. This surely be a
numerical effect introduced by interFOAM, which might have problems following such a fast-evolving
interface, and be probably related with the parabolic-like form of the liquid front seen in figure 4.15. Of
course, the results discussed herein refer only to the pipe’s centreline, being different for other points
within the pipe’s cross-section. Upon averaging through the cross-section, all those particular effects
compensate one another to produce an unique U˜(t) free from them.

The comparison between 1D AHM and 3D CFD model would not reach much further than what has
already been discussed. It is now time to see what sort of internal structure for the flow predicts the
CFD, since the AHM offers none. To this end it is convenient to compare the resulting unsteady flow
structure with that of a more familiar steady state flow. Aside from the transient CFDmodel described
along this Chapter, a parallel steady statemodel has also been prepared. The CFD steady state has every
property identical to the transient: geometry, solver, differencing schemes, turbulencemodel... Theonly
and single difference is that in the former the pressure has been set constant at the inlet throughout the
simulation. For the sake of brevity, the unsteady/transient CFD will be called the U-model, while the
other will be the S-model.
The S-model has been set so that to obtain a sufficiently high velocity, which could then be compared
39Most incompressible flow solvers within the OpenFOAM suite, including interFOAM and the specific solver
herein derived therefrom, take the atmospheric pressure as zero. Therefore, the calculated pressures are relative to
atmosphere or gauge pressures. This aspect has already been taken into account upon preparing the 3D CFD
model, since the pressures in the 1D AHM must be absolute.






















































Figure 4.18: Mean pressure and velocity along centreline at t = 9, 10, k − ω SSTSAS model.
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with a similar one in the deceleration stage, not too far from the maximum. The S-model has been run
until a steady bulk velocity has been achieved. When it was fully stabilised, to the point that it was a
rigorous steady state flow, the resulting bulk velocity was 2.03463. This S-model bulk velocity matches
almost exactly the U-model velocity corresponding to time t = 49, which happens to be 2.03465, and
differs from the S-model’s bulk velocity less than 0.001%. For the U-model, t = 49 corresponds to
the deceleration stage. The Reynolds numbers for each simulation also match to 1.06· 107 with 0.001%
accuracy.
Figure 4.19 shows the cross-sectionmean velocity profiles for theU-model at t = 49. They correspond to
positions z = 5, 12.5, 20, 24.5, so that they couldbeassessedat the entranceand fully developed regions
of the flow (the outlet is located at z = L = 25). They are labelled with ’u’. Also, the cross-section mean
velocity profiles for the S-model are shown for the same positions. They are labelled with ’s’. Finally,
figure 4.19 shows the theoretical log-law profile according to equation (4.54) (curve labelled ’Theor.’). All
curves are made up of 104 equally spaced points across the diameter (5000 across the radius); therefore
they depict the profiles quite finely, so much indeed that the first point (y = 10−4) is nearer to the
wall than the wall-nearest node in the mesh (y = 1.5407· 10−4). The unsteady profiles along the tube
superimposeoneanother almostperfectly, thus fulfilling the condition∂U/∂z = 0. This result is general
in all simulation tests carried out: the velocity profiles are z-dependent in the acceleration stage, and
virtually z-independent in the deceleration stage. The theoretical and steady state profiles match one
another almost perfectly, thus indicating that the steady-state case reproduces very well the log-law, as
might be expected. Both curves depart from theU-model profiles in the shoulders, where they are not so
abrupt, thus presenting theunsteadyprofiles a larger velocity gradient near thewall, that is, a larger skin
friction coefficient 40. Nevertheless the agreement steady-unsteady is noteworthy, having into account
that at t = 49 the unsteady bulk velocity is 2.03465, the bulk acceleration is−0.00787 (some−60 g) and
the Reynolds number is 1.06· 107.
Some remarkable sets of velocity profiles for unsteady accelerating pipe flow are those offered by
members of the Tallinn Technical University (see [Ann11], [AKSA13], and [ALSL81]). Unfortunately, such
profiles have been obtained in conditions not directly comparablewith the applicationdescribedherein,
since the pipe is initially full of liquid and the accelerations and velocities are much smaller than those
provided by either 1D AHM or 3D CFDmodel, and they would not serve as plausible benchmark for the
profiles of figure 4.19.
Figure 4.20 shows the law of the wall results for the U-model (t = 49, z = 20) and the S-model (z = 20).
Note y = R− r corresponds to the radial distance to the wall, and y+ = yuτ/ν is that distance in wall-
units. Average wall-shear stress along pipe’s wall at z = 20 for U-model is τw = 0.1024, corresponding
to an average friction velocity of uτ =
√
τw/ρ = 0.32. The average y+ in the same circumference at
z = 20 for theU-model, as calculated byOpenFOAM, results y+ = 108.8. For the S-model, the calculated
average y+ at z = 20 is y+ = 53.21 41. Since the mesh geometry is identical, it corresponds a friction
velocity of uτ = 0.1565. With those values, the law of the wall for U-model and S-model has been drawn
40This would indicate that the unsteady friction factor is larger than the steady state counterpart.
41Note OpenFOAM yields y+ values somewhat higher than Blasius correlation (4.24) for the S-model (check table
4.1), and more than double for the U-model. Possibly, this is due to how OpenFOAM calculates the wall-shear
stress:






Usually νt = 0 for y → 0, because at the laminar sublayer there is no turbulence. However, in the U-model (and
in the S-model to less extent) the laminar sublayer is so far behind the first wall-node, that the eddy viscosity νt
plays a relevant role and increases τw considerably.



















Figure 4.19: Mean velocity profiles for unsteady t = 49 (u) and steady (s) flow in k − ω SSTSAS model
for positions z = 5, 12.5, 20 and 24.5. Also theoretical log-law profile.
infigure 4.20. Unfortunately, bothCFDsimulations of the log-lawdonot appear to containmanypoints,
so the resulting curves are not very smooth. Figure 4.20 also displays the theoretical smooth-walls log-
law, equation (4.54), with κ = 0.41 andB = 5.57, which are the values adopted by OpenFOAM. Finally,
also the rough-wall profiles according to equation (4.88)which better match the U-model and S-model
are drawn. For the U-model the offset is given by ∆u+ = 16.8, whereas for the S-model is ∆u+ = 14.3.




ln y+ − 11.23 u+s =
1
κ
ln y+ − 8.73
The resultwould suggest thatOpenFOAMis considering a veryhydraulically roughflowfor bothmodels,
meaning that the wall-functions are ignoring completely the laminar sublayer, since it falls deep under
the wall roughness, or in other words, the first wall-node is too far above the laminar sublayer to even
consider it. The first remarkable outcome is that two flows with the same Reynolds number could
provide sodifferent profiles: althoughboth are reasonably parallel (at least up to y+ ≈ 900), theU-model
presents a stronger wall-shear stress, because it is distinctly displaced downwards. On the other hand,
the S-model seems to have a correct behaviour for a hydraulically fully rough flow: it follows a displaced
log-law which is itself parallel to the theoretical smooth-wall log-law. In this regard, the OpenFOAM
solver appears to yield consistent results, despite having just a few available nodes within the log-layer.
That agreement with the rough-wall log-law would explain the match of velocity profiles for S-model
and ’Theor.’ in figure 4.19.
There is a second interesting outcome. Below y+ ≈ 150 and above y+ ≈ 900 the U-model departs
noticeably from the log-law behaviour: below because the mesh has no available nodes; above because
















Figure 4.20: Law of the wall for unsteady t = 49 (u), steady (s) and theoretical (Theor.) flows in k − ω
SSTSAS model for position z = 20
the flow appears not to obey any longer the logarithmic pattern, always provided the OpenFOAM
simulation is at least qualitatively correct. The departure from the log-law is not in itself extraordinary:
most turbulent flows do that above certain value of y+ (see figures 4.8 and 4.9). The unforeseen result
is the U-model departing abruptly from its twin-Re S-model above y+ ≈ 900. Before that point,
both models were approximately parallel, only separated by an offset ∆u+ = 2.5. This different
behaviour could only be caused by the intense acceleration undergone by the U-model flow. The
observed departure of U-model from S-model above y+ ≈ 900, will aid in explaining some of the
interestingflowstructures theU-model appears to possess, whichwill be discoverednext upon studying
the TQ profiles for both flows. Note y+ = 900 corresponds to y =1.08· 10−3, and check the coming
profiles at y ≈ 10−3
Figure 4.21 shows the Reynolds stress component Rxz for the flow, in both cases of U-model for t = 49
and S-model. Logarithmic scales has been used, since otherwise details are not visible. Only the
Rxz component is presented, as the mean motion is along the Z axis. The vertical axis in figure 4.21
correspond to the radial distance to thewall y = R− r, and the log-scale starts at y = 10−4 (the distance
to the first point of the curve and almost the height of the first wall-node), and ends at y = 0.5, the
pipe’s centreline 42. A third profile obtained from the literature would have been desirable to compare
with the two shown herein. Unfortunately no turbulence profile could be found for such highRe as 107.
The profile behaviour is as expected, including Rxz = 0 at the centreline (not shown because the scale is
logarithmic). The U-model profile is some 10 times larger than the S-model’s, except when approaching
the wall. The U-model peak near the wall is over 103 times larger than the S-model’s, and that occurs at
42This configuration for the vertical axis will be maintained for figure 4.21,and is different from that used in figure
4.19.
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y ≈ 103 when the U-model departs from the S-model (see figure 4.20). In the core flow region, where
the velocity profiles are almost coincident, still is the U-model Reynolds stress 10 times larger than the
S-model’s. Roughly speaking the deceleration seems to cause 10 times more turbulence for the same
Re. That effect is greatly amplified near the wall, perhaps because the velocity profiles for U-model and

















Figure 4.21: Reynolds stress Rxz profiles for unsteady t = 49 (u) and steady (s) flow in k − ω SSTSAS
model for positions z = 5, 12.5, 20 and 24.5.
Figure 4.22 shows the profiles for the dimensionless specific turbulent kinetic energy k, in bothU-model
for t = 49 and S-model cases. Regretfully, no third curve from the literature could be found for such
highRe as 1.06· 107. The expected behaviour for k is illustrated in figure 4.1, and could be summarised
as: k = 0 at the wall (laminar sublayer, although be notmodelled), followed by a sharp increase to attain
its maximum very near the wall; then smoothly decreases up to the pipe’s centreline. This expected
behaviour is observed in both profiles, except that the log-scale does not reach to the wall (y = 0). In
the core flow region k is 10 ∼ 100 times larger for the U-model than for the S-model, despite being very
coincident the velocity profiles in such region. Close to the wall, at y . 103, that relationship increases
to 103 ∼ 104 times larger, implying that the energy contained in the turbulence is likewise larger when
the deceleration is present. There is a difference in the position of the maxima too: for the S-model the
maximum is located at y = 10−3, whereas for the U-model that occurs at y = 10−4. In the S-model the k
wall-function assigns a small value to k at the first wall-node, k ≈ 10−3, an indication that y+ was small
enough at that wall-node. In U-model the wall-node has a greater y+ because the friction velocity uτ is
larger, and thus the kwall-function assigns a large value to k in the samewall-node: k ≈ 5, almost 5· 103
times larger. There is a slight but noticeable difference in the U-model k profile for z = 5 and the rest,
probably due to entrance effects in the pipe. In the core flow region the radial gradient is much steeper
in the U-model, when compared with the S-model.

















Figure 4.22: Turbulent kinetic energy k profiles for unsteady t = 49 (u) and steady (s) flow in k − ω
SSTSAS model for positions z = 5, 12.5, 20 and 24.5.
Figure 4.23 shows the profiles for the dimensionless specific turbulent kinetic energy dissipation , for
both U-model at t = 49 and S-model, with no third curve to serve as reference. For  it is expected a
similar behaviour than that seen for k:  = 0 at the wall (laminar sublayer, although be not modelled),
whereas it reaches its maximum very near the wall; then a smooth decrease up to a minimum at the
pipe’s centreline (see figure 4.1). This is duly observed in the profiles. Within the core flow region  is
10 ∼ 100 times larger for the U-model than it is for the S-model, despite being very coincident the
velocity profiles in such region. Close to the wall (again for y . 103), that relationship increases to
103 ∼ 104 times larger, implying that the energy dissipated in the turbulence is likewise larger when
the deceleration is present. There is also a difference in the position of the maxima, just as in the case
of k: for the S-model the maximum is located at y = 10−3, whereas for the U-model that occurs at
y = 10−4. In the S-model the wall-function assigns a small value to  at the first wall-node,  ≈ 3· 10−1,
an indication that y+ was small enough at that wall-node. In U-model the wall-node has a greater y+
because the friction velocity uτ is larger, and thus the  wall-function assigns a large value to  in the
same wall-node:  ≈ 103, almost 5· 103 times larger. There is also a slight but noticeable difference in
the U-model  profile for z = 5 and the rest, possibly due to entrance effects in the pipe. In the core flow
region the radial gradient is not so steeper in the U-model, when compared with the S-model, as it was
in the k case.
Figure 4.24 shows the profiles for the dimensionless specific dissipation rate of turbulence ω, in both
U-model for t = 49 and S-model cases, again with no third curve to compare to. The already described
general behaviour is also expected for ω and thus appear in the profiles. It should be noticed that the
profiles corresponding to U-model and S-model cross at around y ≈ 10−3 (where else?). That situation
is compatible with the behaviour seen above for k and , since both are related byω ∼ /k. This time the

















Figure 4.23: Turbulent energy dissipation  profiles for unsteady t = 49 (u) and steady (s) flow in k − ω
SSTSAS model for positions z = 5, 12.5, 20 and 24.5.
maximum for S-model also occurs at y = 10−4, just like the U-model. With ω the general trend seen so
far is inverted: as r → R (y→ 0) the simulations predict some 26 timesmore dissipation rate for steady
state ω ≈ 53400, than for unsteady regime ω ≈ 2050. There is also a slight difference in the U-model ω
profile for z = 5 and the rest, probably due to entrance effects in the pipe.
Figure 4.25 shows the profiles for the dimensionlessmean vorticity ζ , for both U-model at t = 49 and S-
model. As it might be expected, the vorticity ζ increases in the radial direction as the wall is approached
from the centreline. While the S-model growths smoothly across the radius, the U-model’s ζ shoots up
around y ≈ 10−3 by a factor& 100. If vorticity preludes turbulence, onewould say thatmost turbulence
is concentrated near the wall, according to the U-model. That jump near y ≈ 10−3 shows resemblance
with the one presented by Rxz at the same position (see figure 4.21). There is nothing in the model’s
mesh geometry that could cause such jumps: the transition from coarse to fine grid occurs at y ≈ 0.25
(see figure 4.11). Thus, no other explanation could be offered but the often-mentioned departure of U-
model from S-model at y ≈ 10−3 observed in figure 4.20. It is also noteworthy that both, U-model and
S-model, profiles cross at around y ≈ 10−3, with the U-model ζ more than doubling the S-model’s as
r → R, ζu ≈ 7800 vs. ζs ≈ 3450. There is a slight but noticeable difference in the U-model ζ profile for
z = 5 and the rest, possibly due to entrance effects in pipe.

In summary, there are three types of profiles: a theoretical log-law, a set of calculated steady state, and
a set of calculated transient profiles. Strictly the same solver with the same settings and configuration
(except the boundary conditions for pressure) yields the S-model and U-model data. The S-model and
theoretical profiles are coincidentwithin0.05% infigure 4.19, andpresent consistent behaviour infigure

















Figure 4.24: Turbulence dissipation rate ω profiles for unsteady t = 49 (u) and steady (s) flow in k − ω

















Figure 4.25: Vorticity ζ profiles for unsteady t = 49 (u) and steady (s) flow in k − ω SSTSAS model for
positions z = 5, 12.5, 20 and 24.5.
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4.20. Therefore, there are reasons to believe the solver is performing well and one could, in principle,
endorse its results. Besides, the U-model is also quite coincident with the 1D AHM, another reason not
to entirely distrust the solver. One of those results shows that the U-model velocity profiles present
larger gradient near thewall than the S-model, ensuing in amodified velocity profile which differs from
the theoretical log-law. This is also confirmed by the observed departure of U-model from S-model in
the log-law at around y ≈ 10−3, figure 4.20. The difference could be explained through the very high
values attained by the TQ, Rxz, k, , ζ , beyond the departure point y ≈ 10−3 in the U-model. This
remarkable thousandfold difference in the TQ is themain clue the 3DCFDmodel furnishes to justify the
deformed unsteady velocity profiles seen in figure 4.19. It is worth a further research on the influence of
acceleration in thegenerationof turbulent structureswithin theflow,which causes theunsteady log-law
to be altered with respect to steady-state flow.
Hence, high deceleration brings forward higher values for TQ 43. This extra turbulence shapes themean
velocity profile and changes its usual form, specially near the wall where the highest velocity gradient
concentrates. Thus high deceleration appears to contribute to high velocity gradient, higher than in
steady state flows (at least in the studied cases). Despite having the same Reynolds number Re for S-
model and U-model, the turbulence intensity is much higher in the later (some 103/2 higher). Therefore
it could be concluded thatRe by itself is not sufficient to characterise the turbulence when acceleration
is present, because the sameRe yields a thousandfold higher turbulence energy for decelerating flows.
The U-model suggests a relevant role for acceleration/deceleration on the production of turbulence.
Reference [Hin75] forecasts this effect for decelerating flows, while [PBP00] describes it in detail
for accelerating flows, although for much smaller accelerations than those considered herein. It is
important to highlight the U-model achieves a high deceleration rate without any adverse pressure
gradient, contrary to what is frequently described in the literature. At no instant of the bulk-velocity
curves of figure 4.14 is ∂P/∂z > 0 in any point of the pipe. Everywhere, every time, is the gradient
∂P/∂z < 0 in the direction of the flow, and the deceleration is produced exclusively through friction.
The dimensionless acceleration parameterK = (ν/U2∞)(dU∞/dz) used in [PBP00] is hardly applicable
to pipe flow, since continuity equation implies dU∞/dz = 0 in this case. A new dimensionless number
seems to be necessary to characterise the additional turbulence production due to deceleration in the
flow. In this Dissertation the following dimensionless acceleration number is proposed




being v˜ the bulk velocity and a˜ the cross-section averaged acceleration (bulk acceleration) of the flow.
Figure 4.26 shows the curve for GF corresponding to the U-model simulation (the sharp peak around
t = 10 is not omitted).
For the interested reader, the accelerating turbulent boundary layer is discussed in [DHOJ56], [KM86],
[Lef88], [PBP00], [GM04], [PKPB07], [JC12], [HS13] and [SHVO14]. Further research is being conducted
to characterise the production of turbulence from strongly accelerated/decelerated flows. Some CFD
models are being exploited in order to provide an useful relationship linking the turbulence intensity
with the GF number for a wide spectrum of Re. Keeping the geometry simple for the moment, the
43It would be expected that high acceleration present a like effect, although this cannot be safely confirmed by
the U-model, since the acceleration stage is short, the pipe is not yet full of liquid, the influence of the liquid-air
interface on the flow cannot be neglected, the entrance effect is not entirely absent, the initial conditions for the
TQ have probably still not settled (see section 4.4) and, most important of all, the acceleration values attained in
this stage are enormous. On the other hand, the deceleration stage offers a wide range of bulk-velocity values to
work with, affected by relatively moderate decelerations.




































Figure 4.26: Dimensionless number evolution for k − ω SSTSAS model.
CFDmodels are offering very interesting andmassive data which is yet to be analysed and ordered into
structured information.
4.10.2 k −  Launder-Sharma
k −  Launder-Sharma was developed as a low Re turbulence model by Launder and Sharma [LS74].
The damping functions are inserted in the equations to account for the near-wall damping effect on
the movement. It is a two-equations RAS turbulence model because two turbulence fields are directly
calculated, namely k and , or rather ˜ as it will be seen next. It responds to the following set of equations
and parameters (the symbols are named after the OpenFOAM code):
∂k
∂t



















+ E︸ ︷︷ ︸
Dissipation
(4.140)
with the following quantities and parameters:
• Isotropic eddy dissipation rate of the turbulent kinetic energy : ˜ (subgrid dissipation rate)
˜ = −D (4.141)
• Effective diffusivity for k :Dk,eff
Dk,eff = ν + νt (4.142)
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• Effective diffusivity for  :D,eff
D,eff = ν + ανt (4.143)





• Turbulence production : G
G = 2νtSijSij =
νt
2 (∂iUj + ∂jUi)(∂iUj + ∂jUi) (4.145)
• Damping function : E (provides correct near-wall viscous sublayer behaviour)








• Damping function : f2





















• And the constants:
α = 0.76923 (4.150)
C1 = 1.44 (4.151)
C2 = 1.92 (4.152)
Cµ = 0.09 (4.153)
Originally thought for low Re flows, the Launder-Sharma k −  model normally does not need wall-
functions, and it is frequently sufficient to use only damping functions to simulate simple turbulent
flows. The CFDmodel developed herein obviously needs wall-functions, and use is made of both, wall-
functions and damping functions. It is, perhaps, this combined effect of both types of functions what
makes the model effective in grasping the wall-friction along the pipe flow.
The model was executed 6 times, each with a different configuration. They are listed in table 4.4, which
characterises the velocity curves generated by the model. Cases 1 − 4 (OpenFOAM version 2.1.0) were
run at CESGA 44. Results are shown is figure 4.27























Figure 4.27: Velocity curves for k −  Launder-Sharma model in 6 different solver executions.
Label No.cells Diff.Sch. U Diff.Sch. k −  OF ver. Cores Exec.Time
1 403200 Upwind Upwind 2.1.0 24 53 hour
2 844800 Upwind Upwind 2.1.0 24 130 hour
3 403200 TVD vanLeer SFCD 2.1.0 24 57 hour
4 844800 TVD vanLeer SFCD 2.1.0 24 122 hour
5 844800 TVD vanLeer SFCD 2.3.1 8 180 hour
6 403200 TVD vanLeer SFCD 2.4.0 8 305 hour
Table 4.4: Features of the 6 models executed in figure 4.27.
Curves 1 and 3 present a lesser friction in deceleration stage than the others, therefore the velocity in
that stage is some 10% higher. Curves 4, 5 and 6 show a lower peak than the others. Peak in 3 is between
both groups.
The results in 5 and 6 prove that the model is mesh-independent for TVD and SFCD schemes. Models
executed in OpenFOAM 2.1.0 always present a sharp notch in the velocity curve when the liquid reaches
the pipe’s outlet. However this notch is not present in OpenFOAM 2.3.1 nor in 2.4.0. This poor accuracy
in capturing the fast-evolving liquid front as it reaches the pipe’s outlet, could explain the slight mesh-
dependency shown by the models for OpenFOAM 2.1.0. As it could be seen, the curves have some
differences, specially in the deceleration stage.
Figure 4.28 shows the curve U˜ obtained from the k −  Launder-Sharma simulation. Also shows the
44The execution times of cases 1 and 3 do not appear to be compatible with those of cases 2 and 4, but those
were the actual results as measured by the execution time clock included in OpenFOAM.






















Figure 4.28: Velocity curves for k −  simulation and AHM (Lv = 1.833· 10−3, ζD = 2.0· 10−4, ∆f = 1).
AHM bulk velocity v˜ with the set of parameters which most closely adjust to the CFD results:
Lv = 1.833· 10−3 ζD = 2.0· 10−4 ∆f = 1
Note the relative roughness ζD is slightly higher than the first wall-node, yielding ζ+r = 76.88 at the
velocity maximum, and ζ+r = 55.03 at v˜ = 2.0 when the CFD and AHM curves begin to overlap,
calculated bymeans of the Blasius correlation (4.24). Therefore the flow could be considered fully rough
(ζ+r > 60 ) over the transition stagewhere the CFD and AHMagreement is poor, and transitional-rough
during most of the deceleration stage, where both curves match very well. The liquid reaches the outlet
in the AHM at tf = 8.75, whereas in the CFD simulation this happens at tf ≈ 9.5 (see table 4.5). This
difference could be explained because at the transition stage the acceleration is larger in the AHM. The
results are mesh independent and do not change significantly with other differencing schemes.
EVENT 3D CFD AHM
t U˜ t v˜
Flow reaches maximum velocity 9.07 2.9305 2.95 2.9303
Liquid reaches outlet ≈ 9.50 ≈ 2.922 8.75 2.7860
Table 4.5: Comparison of flow events for 3D CFD and 1D AHM models.
The curves corresponding to the bulk acceleration A˜ and dimensionless number GF = aD2/νU for
the k−  Launder-Sharma simulation, are shown in figures 4.29 and 4.30, respectively. The positive and
negative peaks at around t =10 are due to the liquid-air interface reaching the pipe’s outlet, as it was
remarked in page 264. The peak at around t =65 corresponds to a halt in the solver execution. Sometime
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after t =65 the computer was accidentally switched off and, upon restart of the solver at t =65, it did
not reproduce exactly the previous∆t due to stabilisation of CourantCo number. It has been preferred






































Figure 4.29: Cross-section averaged flow acceleration for k −  Launder-Sharma model.
Figure 4.31 shows the evolution of the liquid front as it is being discharged through the pipe, according
to the CFD model. Note the velocity maximum is produced sometime between t = 9 and t = 10
(actually it occurs at t = 9.0722883 with U˜max = 2.9304531 ). It can be appreciated that, according
to the simulation, the liquid front maintains a plug-like flow in every step, not achieving a parabolic-
like interface at any time. The k −  Launder-Sharma simulation differs from the k − ω SSTSAS in this
respect, since k − ω predicts a parabolic-like liquid-air interface from t & 2 (see figure 4.15).
Figure 4.32 presents the mean velocity profiles for the k −  Launder-Sharma turbulence model, both
in unsteady and steady state simulations. They will be called the U-model and S-model, respectively, in
a similar fashion to page 265. In order to elaborate those profiles, an interval has been selected within
which CFD and AHM curves were almost coincident, namely t & 50 (see figure 4.28). Then, a steady
state simulation (S-model) has been run until the output velocitywas sufficiently constant. The S-model
yields a bulk velocity of U˜ = 1.9833. The U-model reaches at t = 53 the bulk velocity U˜ = 1.9807079,
which differs only in a 0.1% with the S-model. Note t = 53 is an acceptable point for the CFD U-model,
since its bulk velocity curve is also quite coincident with the AHM’s at that instant.
Therefore, three sets of profiles are available:
S-model : Obtained for pipe positions z = 5, 12.5, 20, 24.5, with U˜ = 1.9833, and labelled ’s’ in figure 4.32.
The steady profiles match one another almost perfectly, revealing that they do not depend on z in
the deceleration stage.




































Figure 4.30: Dimensionless number evolution for k −  Launder-Sharma model.
U-model : Obtained for the samepositions at time t = 53, with U˜ = 1.9807079, and labelled ’u’ in figure 4.32.
The profilesmatch one another verywell except at z = 24.5, surely because of the outlet proximity
(at z = 20 there is also a slight mismatch).
Log-law : The theoretical log-law profile corresponding to bulk velocity U˜ = 1.9825373 is also shown, since
the AHM is developed with a friction factor f based on the Law of the wall. Labelled ’Theor.’ in
figure 4.32.
The Reynolds numbers for each simulation also match to 1.03435· 107 with 0.1% accuracy. The most
remarkable feature of figure 4.32 is the ostensible disagreement between the S-model and the log-law
theoretical profile. The departure is not limited to the curve’s shoulder, but rather extends to the whole
profile. Such lack of agreement casts doubts about the reliability of thek−Launder-Sharma turbulence
model to simulate so a high Re flow. It would be within expectations that U-model profiles differ
from theoretical log-law, according to what has been discussed about a transient friction factor being
different from Darcy-Weisbach’s. However, the disagreement between S-model and log-law reveals an
untrustworthymodel, and itwould bemeaningless to conduct an analysis of TQ (Rxz, k, ,ω, ζ ...) similar
to the one carried out in section 4.10.1. A final remark: at t = 53 the bulk acceleration predicted by the
U-model is A˜ = −0.01266 (some 96 g).
The k −  Launder-Sharma turbulence model is only partially successful in reproducing the behaviour
emerged fromthe 1DAHM: it simulates reasonablywell theHydraulics of theflow, but it cannotproperly
explain its underlyingHydrodynamics (see footnote 3 in page 3). The deformed velocity profile of the U-
modelwouldhavebeen interesting to explore, had it been theS-model sufficiently close to the theoretical
log-law. In reality, it could be concluded that only the k−ω SSTSAS turbulencemodel, out of the twenty
tested models of table 4.2, yields significant results when applied to the highly transient discharge flow
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t = 0 , U˜ = 0
t = 1 , U˜ = 2.1792834
t = 2 , U˜ = 2.5280754
t = 3 , U˜ = 2.6936492
t = 4 , U˜ = 2.7913386
t = 5 , U˜ = 2.8528503
t = 6 , U˜ = 2.8913685
t = 7 , U˜ = 2.9136986
t = 8 , U˜ = 2.9238724
t = 9 , U˜ = 2.9239857
t = 10 , U˜ = 2.6615393
Figure 4.31: Sequence of discharge of liquid in the pipe for k −  Launder-Sharma model.



















Figure 4.32: Mean velocity profiles for unsteady (u) and steady (s) flow in k−  Launder-Sharma model
for time t = 53 and positions z = 5, z = 12.5, z = 20 and z = 24.5.
considered in this Dissertation.
Chapter 5
Conclusions andResearch Program
A specialised type of flow has been considered in this Dissertation, present in FPE applications and
other Engineering fields whence a fluid is kept under pressure and could be subjected to discharge or
accidental leakage. Whenever possible, emphasis has been placed in FPE, whose Professionals would
possibly obtain the highest benefit from the offered results.
A new set of tools have been developed to approach the problem, each one comprehensibly described
along the text:
• A 1DAHM, togetherwith a computer program, to rapidly characterise the expectedflowaccording
to the conditions of the application, and which hopefully would help the practitioner Engineer in
designingmore efficient fire extinction systems. The AHMprovides detailed data of bulk velocity,
pressure, pressure drop. mass flow rate, volume, remaining mass in vessel, etc. versus time, for
as long as the discharge process elapses. It could be used for a variety of clean agents, always
provided they undergo relatively low vaporisation during the discharge.
• A 3D CFD model to obtain detailed information on the structure and evolution of the flow dur-
ing the complete discharge process. Such information includes the profiles for mean velocity,
Reynolds stress tensor, turbulent kinetic energy, turbulent energy dissipation, turbulence dissi-
pation rate, vorticity and a variety of other turbulence fields deduced therefrom. It is also possible
to study the development of the turbulent boundary layer near the wall, for any time during the
discharge flow or any cross-section along the pipe. The model permits too the extraction of Hy-
draulics information from the 3D data, such as bulk velocity or mean pressure versus time, or
mean pressure along the pipe length.
• A fully analytical general solution (GAS) for unsteady turbulent incompressible pipe flow, which
could be used to assess the validity of the velocity profiles yielded by CFD models for such
flows. The GAS depends on the choice of a well-behaved Reynolds stress function, which must
possess a functional form shown in figure 3.17. The GAS would be a remarkable tool when
performing unsteady CFD simulations not backed-up by experimental data, since it would serve
as a benchmark to assess the CFDmodel’s accuracy.
Being turbulent friction the main cause for the intense deceleration observed in the flow, modelling
turbulence has been a capital issue in this Dissertation and, thus, the description of turbulence has
occupiedmany pages thereof. A thorough presentation of the available methods for field averaging has
been developed, including their mathematical properties, the type of averages produced, the functional
form of the resulting RANSE, and the range of applicability. Averaging gives rise to the Reynolds
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decomposition of physical fields. To each averaging method corresponds an unique set of averaged
fields, a specific functional form of the RANSE, and an unique set of fluctuating fields. Each averaging
method has a scopewhich is clearly established in the text, and accuracy is only grantedwithin specified
limits. The error attached to a potential misuse of RANSE, for applications beyond the scope of the
averaging method corresponding to its functional form, has also been considered and explained.
Another method of describing turbulence, namely that based on filtered fields, has also been discussed.
The physical flowfields are decomposed into filteredfields andfluctuating or unresolvedfields, the later
having no relationship with like-named fluctuating fields of Reynolds decomposition. The key issue
here is that, in general, the operations of derivative and filtering do not commute. The FNSE have been
obtained in conditions granting commutativity, whereas a general expression has been found for the
commutation error, in those cases where it cannot be avoided. General properties of the solutions of
FNSE in Fourier space have also been examined. Usually the non-commutativity is related with the
proximity of boundaries. The HRLTM are briefly introduced as a convenient solution to the problem of
modelling turbulence through filtering in presence of boundaries.
The last, and potentiallymost important and fruitful, method for describing turbulence is the analytical
method, based on finding solutions to the actual RANSE with given boundary and initial conditions.
Due to the closure problem, the systemof RANSE is under-determined and a functionmust be provided
in order to obtain a solution. The pre-defined function is normally the Reynolds stress, which could be
obtained as the polynomial function best-fitting the experimental data. Some examples of Reynolds
stress functions are offered in the text. Relatively simple Reynolds stress functions yield mean velocity
profiles which fit incredibly well the theoretical or experimental available data. Several particular cases
have been fully calculated, and a general method to obtain solutions has been offered. Foreseeably, a
great number of qualitative and quantitative results ought to be expected from the GAS which has just
been developed. Note such GAS stems directly from the RANSE themselves, obtained through themost
general averaging method available, the ensemble average.
After explaining with care the details of the 3D CFD model, including the mesh geometry, the wall-
functions, the differencing schemes and the solver itself, the outcome of the CFD simulations has been
presented. Being the 1D AHM bulk velocity curve the only available data to compare with, after testing
up to twenty different turbulencemodels provided by the suite OpenFOAM, only two of themwere able
to reproduce the intense friction giving rise to the bulk flow deceleration observed in the AHM. The
results and 3D data of those two promisingmodels have been discussed. Two versions of each one have
been prepared: the unsteady flow for all instants of the discharge process (U-model), and a steady state
flow simulation with exactly the same conditions (S-model). Within the U-model, it has been selected
the time-frame having the same Re than the corresponding S-model. Then, a comparison has been
performed between the profiles yielded by the U-model and S-model, for identical Re. Unfortunately,
one of them provides poor agreement between the S-model and the expected theoretical results (law of
the wall), therefore it has been discarded as unreliable. That leaves just one single model, namely the
k−ω SSTSAS turbulencemodel, out of the twenty testedmodels of table 4.2, yielding significant results
when applied to the highly transient discharge flow considered in this Dissertation. This sole surviving
U-model suggests a relevant role of deceleration in the production of turbulence, particularly near the
wall. It should be noted that in this transient flow the deceleration is produced exclusively by friction,
since no adverse pressure gradient exists. This situation is scarcely studied in the literature, at least
when high decelerations are present.
The issues dealt with in this Dissertation also bring forward some new challenging and stimulating
research tasks, which could constitute a Research Program of its own:
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i. The 1DAHMshould be improved andupgraded to includepipe bending andbranching, considering
fittings like elbows, Tees, diameter-reducing couplings, middle valves, nozzles, manifolds, chokes,
etc. This will allow the design of complex pipe networks for agent’s release. Besides, the AHM
would employ a transient friction factor in its algorithm, instead of the current Colebrook-White
correlation (see point vii below).
ii. The 1D AHM could be improved too by considering the air within the pipe, ahead of the liquid’s
front, as a compressible fluid which will oppose a certain resistance to the liquid’s motion. That
would be the case in FPE applications with very narrow nozzles, in which the air is close to choking
conditions and cannot vacate the pipe fast enough. This last considerationmeans that the term p∞
in equations (2.72) and (2.76) is no longer constant, and it would have to be replaced by pair(t),
which must be found from the theory of unsteady one-dimensional flow for a compressible fluid
(see [Sha54]). In that case, the deceleration in the flow would be caused by the combined effect of
friction and an adverse pressure gradient.
iii. The 1D AHM could also consider explicitly agents with significant vaporisation while being
discharged through the pipe network. The agent’s phase diagram and equations of state for each
phase should be included in the solver. It would also be possible to interface the AHM’s solver with
existing Thermophysics software, preferably open-source.
iv. New turbulence models are being developed every year, some of them quite promising. Evaluation
of new turbulence models should continue, in order to assess its suitability in simulating rapid
transient flows with high accelerations. Hopefully, some of those new models might confirm,
or even improve with further details, the interesting and rich flow structure the k − ω SSTSAS
turbulence model has just begun to unearth.
v. The 3D CFD model ought to be endowed with solvers for temperature, heat flux, Thermophysics
quantities, species concentration, etc. Thus, the study of turbulence under acceleration would be
extended to transient heat transfer. Possibly, new phenomena related with transient accelerated
turbulent transport might emerge from such enhanced CFDmodel.
vi. New Reynolds stress functions$(γ, α) must be found, aside from those already introduced in the
text. Thiswould include piecewise continuous functions too, with one patch being derived from the
log-law, so that it could be accurately reproduced in the velocity profile (recall the log-law itself does
not fulfil the boundary conditions (3.369) and (3.373)). The new$(γ, α) would have to represent
more faithfully the actual turbulent stresses occurring in various flows. Presumably, someReynolds
stress functions would be more suitable for certain applications than others. A wider palette of
Reynolds stress functions would increase the applicability of the GAS (3.469).
vii. It is already within reach to obtain a general analytical expression for the transient friction factor,











α u∗(γ, α) dα
]2 (5.1)
There exists already an analytical expression for every factor in equation (5.1), thus, it is simply a
matter of arduous and careful mathematical craftsmanship. The solution will be offered soon in a
paper to be published. Possibly, a simplified version of ft (perhaps the first few terms of its Taylor
series expansion) could be included in the AHM solver to increase its accuracy (see point i above).
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viii. The GAS for unsteady turbulent incompressible pipe flow (3.469), could easily be modified to
include other geometries, notably the rectangular duct.
ix. TheGAS for unsteady turbulent incompressible pipe flow (3.469) has been obtained for a particular
normalisation scheme, defined by equations (3.359)-(3.364). That GAS should be upgraded to
include other normalisation strategies (see remarks in page 162). It would allow direct comparison
with other results expressed in wall-units, like u+ in the log-law layer, or normalised to centreline
velocity. This task is far from trivial, since there is great difficulty in the reference velocity being
time-dependent (uτ (t), U∞(t)).
x. A GAS for unsteady heat transfer in turbulent incompressible pipe flow is also within reach. The
development would proceed along similar lines to those followed in section 3.4.2, but applied to the
transport equation of temperature instead. That GAS would serve as a benchmark for those CFD
simulations of unsteady turbulent heat transferwithno available experimental data to be compared
with. Foreseeably, such GAS will soon be ready for publishing.
xi. Finally and most important of all: the findings of this Dissertation are still awaiting experimental
confirmation... or refutation. Current technology makes it possible to measure with accuracy
and high speed, the two main requirements for the type of flows being considered herein. In
particular, turbulence in presence of high acceleration/deceleration deserves a systematic study,
since accelerated turbulent flows appear to possess their own particular structures, not entirely
similar to those already known to exist for steady state turbulent flows. Note the decelerated
flow considered herein is not caused by an adverse pressure gradient, but rather by sheer friction
against the walls. The predicted departure of the log-law for strongly decelerated pipe flow, respect
to that observed in steady state flow of identical Reynolds number Re, seems to hint at the fact
that, perhaps, Re is not the only dimensionless number needed to characterise the turbulence
when deceleration is present (see figure 4.20). Presumably, the GAS for unsteady turbulent
incompressible pipe flow (3.469), would shed some light onto that problem for any given flow,
provided a suitable Reynolds stress function is available for it.
Anexo A
Resumen enCastellano
En el campo de la Ingeniería de Protección Contra Incendios, no es infrecuente el uso de
agentes extintores que se mantienen a alta presión en el interior de recipientes, para ser rápidamente
descargados a través de difusores dentro de espacios protegidos en caso de alarma de incendios. Este
método tan eficaz de extinción de fuegos incipientes se suele efectuar con agentes que se vaporizan
rápidamente en condiciones normales de presión y temperatura (20 °C y 1 atm), aunque en el interior
de los recipientes presurizados se encuentran en estado líquido. Se denomina flujo de descarga al
que desarrolla un líquido sometido a altas presiones aguas arriba, que avanza por una tubería que
desemboca enun ambiente de presión baja empujado por el gradiente de presiones y sin otra restricción
que la fricción con las paredes. La presente TesisDoctoral explora la dinámica de tales flujos transitorios
de descarga, suponiendo un líquido incompresible que fluye a lo largo de un tubo recto de diámetro
constante.
En el primerCapítulo se realiza una investigación acerca del Estado del Arte existente en la literatura
que trata sobre el flujo de descarga aplicado a la Ingeniería de protección contra incendios. Inicialmente
se relata la evolución histórica del uso de agentes con propiedades refrigerantes, en las aplicaciones
de extinción automática y precoz de conatos de fuego en espacios confinados, y el origen del término
agente limpio. Se explica el contenido de la técnica utilizada en este tipo de sistemas, así como
las propiedades termofísicas de los agentes extintores más comúnmente empleados. Se presentan y
comentan los trabajosde investigaciónmás relevantes sobreflujodedescargaqueexistenen la literatura
relativa a la Ingeniería de protección contra incendios, resaltando las características que más adelante
se intentarán reproducir en losmodelos que sedesarrollan enel texto. Se comprobaráque lamayorparte
de dichas investigaciones tratan al flujo de descarga como si fuese un proceso en régimen estacionario,
descartando el hecho de que el transitorio dura tanto como la propia descarga. Se explican y analizan los
mecanismos de extinción de incendios empleados por dos de los agentes limpios más frecuentemente
utilizados enaplicaciones reales, y dicha explicación se elabora sobre susdiagramaspresión-entalpía. Se
justifica que, posiblemente, no se cometa un error inasumible por suponer que la descarga de agentes
HFC a través de tubos suficientemente cortos se realice en régimen de flujo monofásico, evitando los
complejos y probablemente poco exactos modelos de descarga en régimen bifásico que actualmente se
utilizan en la industria. Se obtiene como conclusión la necesidad de desarrollar modelos analíticos y
computacionales que tengan en cuenta, desde el inicio, el carácter fuertemente transitorio del flujo de
descarga.
En el segundoCapítulo se desarrolla unmodelo hidráulico unidimensional de flujo de descarga, que
describe y explica la dinámica que acontece durante la descarga de un líquido incompresible desde
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un depósito presurizado mediante un gas ideal. El modelo asume un flujo transitorio rápido a través
de una tubería recta y abierta por un extremo. sometido a una alta aceleración rápidamente variable
con el tiempo, y sujeto exclusivamente a la acción de las fuerzas de presión y fricción, que alternan
su importancia relativa a lo largo del desarrollo del flujo. El motor del movimiento se supone que es
la expansión politrópica adiabática de un gas ideal, N2, que está encerrado en el mismo depósito que
contiene al líquido. Se asume que en el interior del depósito existe equilibrio mecánico entre el líquido
y el gas ideal, es decir, ambos comparten la misma presión en todo instante.
Se han obtenido unas ecuaciones dinámicas que deben proporcionar una solución exacta dentro de
las limitaciones, suposiciones e hipótesis del modelo hidráulico unidimensional. Estas ecuaciones
dinámicas resultan ser ecuaciones integro-diferenciales ordinarias no lineales, para las que no se ha
podido determinar una solución analítica directa. Para hacer su aplicación lo más universal posible,
se han adimensionalizado todas las magnitudes tomando como referencias la longitud, densidad y
presión. Adicionalmente, el modelo presenta tres grados de libertad que se pueden adaptar de forma
conveniente para que los resultados que predice se ajusten a los datos experimentales o de simulación
computacional. Se ha desarrollado un programa informático para resolver numéricamente el problema
de flujo unidimensional. Dicho programa incluye algoritmos bien conocidos, adecuados para una
solución punto a punto de ecuaciones diferenciales ordinarias, así como para realizar operaciones de
integración numérica.
El modelo hidráulico unidimensional se estudia exhaustivamente, incluyendo un análisis detallado
de sensibilidad respecto a cualquier magnitud o parámetro de que puedan depender las ecuaciones
dinámicas. Se muestran las curvas de velocidad frente a tiempo para una gran variedad de situaciones
de flujo de descarga, con la expectativa de que sean posteriormente reproducidas por un modelo CFD
en tres dimensiones. Una de las principales características del flujo de descarga es que, transcurridos
los instantes iniciales, el líquido pasa la mayor parte del tiempo desacelerando bajo los efectos de la
fricción. Se comprobará que este comportamiento es el que menos consiguen simular los distintos
modelos computacionales (CFD) que se han ensayado en el desarrollo del presente trabajo.
En el Capítulo tercero, debido al papel relevante desempeñado por la turbulencia en el desarrollo de
estos flujos transitorios, se propone una discusión general sobre los distintos métodos de representar
los campos turbulentos, antes de proceder a describir los modelos CFD tridimensionales desarrollados
en esta Tesis Doctoral. Se evalúa de un modo general lo complicado del movimiento turbulento,
haciendo referencia al enorme número de grados de libertad que posee, y a cómo se puede simplificar
su descripción con métodos que reduzcan significativamente dicho número. Se presenta, a modo
tentativo, un paralelismo entre una posible representación de la turbulencia, y la descripción que la
Mecánica Estadística Clásica realiza de los fenómenos termodinámicos, basada en la reducción casi
completa de los grados de libertad de los sistemas físicos.
Se discute primero el enfoque estadístico, basado en el concepto de media estadística, incluyendo
aquellas propiedades de la operación de promediado que son necesarias para originar Ecuaciones de
Navier-Stokes Promediadas según Reynolds (ENSPR) viables, a partir de su aplicación a las propias
ecuaciones de Navier-Stokes, siguiendo los conceptos de descomposición de Reynolds y operador de
Reynolds. Se presentan con gran detalle los distintos métodos disponibles de promediado para flujos
incompresibles, incluyendo sus propiedades matemáticas, la forma funcional de las ENSPR que de
ellos se derivan, y el alcance y límites dentro de los cuales permanecen válidas. Dichos métodos de
promediado son: la media de conjunto, la media general espacio-temporal, la media temporal, la
media espacial y la media de fase. Se hace hincapié en el hecho de que cada método de promediado
da lugar a un único juego de ENSPR que son exactas únicamente dentro de los límites especificados. Se
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discute la forma funcional del tensor de tensiones de Reynolds producido en cada uno de los métodos
de promediado, haciendo notar que sus valores son diferentes en cada caso, a pesar de que desempeñan
papeles análogosdedifusiónde la turbulencia en todos ellos. Se examina tambiénel error cometido al no
respetar los límites de validez de cadamétodo de promediado, y se introduce una ecuación general para
estimar dicho error, en particular cuando se utilizan métodos URANS con campos medios obtenidos
mediante promediado temporal finito, un práctica harto frecuente. Para ello, se estudian promedios
temporales que no verifican las condiciones de Reynolds, es decir, que no son operadores de Reynolds,
como son la media temporal móvil de intervalo T y la media temporal acumulada. Aunque de uso
frecuente en la literatura, estas medias temporales no originan ENSPR exactas y deben ser utilizadas
con sumo cuidado en simulación CFD. También se discute la llamada triple descomposición, en la
que las magnitudes turbulentas son expresadas como suma de tres términos: uno estacionario, otro
periódico y el último correspondiente a la fluctuación. Se resaltan algunas inexactitudes existentes en
la formulación que frecuentemente se emplea en la literatura, al tiempo que se ofrece una formulación
alternativa libre de inconsistencias matemáticas.
En segundo lugar se introduce un enfoque de descripción de la turbulencia basado en el procedimiento
de filtrado, fundado sobre la integral de convolución. Se introduce el concepto de filtro y su amplitud,
tanto en el espacio como en el tiempo, y se deducen los conceptos equivalentes en el espacio de Fourier,
definido por la frecuencia y el vector número de onda. Al aplicarse sobre campos físicos, la operación de
filtradoda lugar a camposfiltrados y camposfluctuantes, lo que constituyeundescomposición similar a
la de Reynolds para el enfoque estadístico, aunque no idéntica. Las operaciones de derivación y filtrado,
en general, no conmutan, lo que complica el desarrollo de las ecuaciones de gobierno de lasmagnitudes
filtradas. Se estudian las condiciones que garantizan la conmutación de ambas operaciones y, en esas
circunstancias, se derivan las Ecuaciones Filtradas deNavier-Stokes (EFNS), y los conceptos asociados
de tensor de tensiones residuales y viscosidad a escala sub-malla, que pueden considerarse parientes
lejanos de las magnitudes similares estudiadas durante el enfoque estadístico. También se ofrece una
expresión general para estimar el error cometido cuando dicha conmutación no está garantizada, el
llamado error de conmutación, así como el grado de exactitud previsible de las EFNS cuando se utilizan
fueran de su ámbito de aplicación. Se discute el modo de establecer las condiciones de contorno para
las EFNS, deteniéndose especialmente en el caso en que el contorno sea una pared. En esos casos, la
condición de no-deslizamiento implica una indefinición de las condiciones de contorno, que lleva a que
los métodos de filtrado no puedan ser utilizados con confianza en las proximidades de paredes sólidas.
Por último, dentro de este apartado se estudian losmétodos que combinan la aplicación demagnitudes
filtradas para el flujo principal, y magnitudes promediadas en las proximidades de las paredes.
En tercer lugar, se ha ideado un acercamiento completamente analítico al problema de describir
el campo de velocidad en un flujo turbulento, incluyendo los casos no estacionarios y transitorios.
Se repasan todas las soluciones analíticas conocidas para el flujo incompresible en tuberías: la de
Hagen-Poiseuille (ca. 1840) para flujo estacionario laminar, la de Piotr Szymanski (1932) para flujo
transitorio laminar y la de Shih-I Pai (1953) para flujo turbulento estacionario. Utilizando la operación
estadística de promedio de conjunto sobre las ecuaciones de Navier-Stokes, se obtienen las ENSPR
en forma adimensional, que se resuelven proporcionando una solución analítica general (SAG) para
el flujo incompresible no estacionario y turbulento en tuberías, cerrando así el círculo de soluciones
analíticas mencionado. Se trata de una SAG obtenida directamente a partir de Primeros Principios, y
posiblemente, sea la contribución más relevante de la presente Tesis Doctoral. La SAG está compuesta
por tres términos que corresponden a distintos generadores de momento, cuya descripción detallada
se ofrece en el texto: el término inicial que representa la inercia existente en el fluido en el instante
cero, el término de respuesta al gradiente de presiones existente y el término propiamente turbulento
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que responde a las tensiones de Reynolds. Se aplica la SAG a algunos ejemplos de flujos simples, como
ilustración del método general que debe seguirse para obtener soluciones analíticas a problemas más
complejos.
Por último, se ha realizado el ejercicio de derivar una versión estacionaria simplificada de las ecuaciones
de Navier-Stokes directamente del Principio deMínima Acción de Hamilton, uno de los fundamentos
de la Mecánica Clásica.
En el cuarto Capítulo se ha desarrollado un modelo CFD tridimensional con el fin de obtener un
conocimientodetalladode la estructura internade esteflujo transitoriodedescarga. ElmodeloCFDestá
basado en la suitede software en código abiertoOpenFOAM, basada a su vez enel formalismodelMétodo
de Volúmenes Finitos. Inicialmente se enumeran las dificultades debe afrontar el modelo CFD: debe
ser fuertemente transitorio, altamente turbulento aunque parta del reposo, está sujeto a una intensa
fricción, el flujo es interno y está completamente rodeado de paredes, se espera que la subcapa laminar
sea extraordinariamente fina por lo que será un flujo hidráulicamente rugoso, la longitud de la tubería
debe ser suficiente para reducir los efectos de entrada y, por último, en los momentos iniciales el flujo
debe ser considerado bifásico, con una interfase líquido-aire que va avanzando rápidamente conforme
progresa el transitorio. Se introduce brevemente el fundamento del método de volúmenes finitos y
la forma que adoptan las ecuaciones discretizadas de Navier-Stokes. Se hace una breve descripción
del software OpenFOAM, incluyendo los elementos principales que deben ser definidos para efectuar
cualquier simulación: una malla formada por celdas, nodos, caras y contorno, un conjunto de campos
que adoptan valores en dichos nodos y caras, el conjunto de ecuaciones diferenciales que obedecen los
campos y que es preciso discretizar, las condiciones iniciales y de contorno que se van a imponer sobre
el flujo, los esquemas de discretización y diferenciación que se van a aplicar, los métodos de resolución
de las matrices dispersas que resultan del anterior proceso de discretización y, por último, el modelo
de turbulencia que se va a considerar para el flujo. Se ha desarrollado un programa que resuelve las
ecuaciones (solver), basado en otro existente en OpenFOAM denominado interFOAM, que considera
el carácter bifásico del flujo, las condiciones de contorno cambiantes y la dependencia de éstas con el
caudal de líquido que sale por la tubería. Este solver se describe brevemente en el texto.
Se presentan con detalle las principales características del modelo CFD que se ha elaborado en esta
Tesis Doctoral. Se discute el modo en que se introducen las condiciones iniciales, sobre todo para las
magnitudes turbulentas, ofreciéndose una serie de correlaciones que permiten estimar estos valores
iniciales. En el flujo real la turbulencia se desarrolla muy rápido, aunque se espera que el modelo CFD
no sea capaz de reproducir tal generación de turbulencia. Por tanto, se seguirá una estrategia mixta:
se establecerán unos valores iniciales de los campos turbulentos no nulos, a pesar de que se parte de
condiciones de reposo. En pocos instantes el flujo alcanza tal velocidad que los valores establecidos
de turbulencia ya no son incompatibles con los que corresponden a los números de Reynolds que
se obtienen, produciéndose entonces el correcto acoplamiento entre las magnitudes turbulentas en
las celdas y las ecuaciones discretizadas que las gobiernan. Se estudian también las condiciones de
contorno, que en el caso propuesto coinciden con condiciones de modelización del flujo en las paredes.
Se describe la estructura de la capa límite turbulenta, y se proponen funcionesdepared adecuadas para
cada una de las zonas de las que se compone dicha capa límite. En concreto, se presta especial atención a
la capa inercial logarítmica, en la que se desarrolla la leyuniversal de lapared. Se hace especial hincapié
en que la primera celda de la malla debe tener su nodo central en el interior de dicha capa logarítmica,
a fin de que sea posible la aplicación de las condiciones de contorno correctas a través de la función de
pared logarítmica universal. Se ofrece un procedimiento general para estimar la altura de la primera
celda de pared, a fin de garantizar que esté situada en el interior de la capa logarítmica. También se
analizan las funciones de pared que corresponden a paredes rugosas, y el modo general de abordar este
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problema en simulación CFD.
A la vistade la informaciónobtenidaanteriormente, sedescribe condetalle el diseñode lamalla enque se
desarrolla el modelo CFD. Semuestra su estructura, sus contornos y la altura del primer nodo de pared.
Se comprueba que dicho nodo está sumergido en el interior de la capa inercial logarítmica del flujo,
incluso en las condicionesmásdesfavorables de velocidad, por lo que la aplicaciónde funciones de pared
como condiciones de contorno queda plenamente justificada. Se discuten losmétodos de discretización
y los esquemas de diferenciación que se han aplicado en el modelo CFD. Se justifica la utilización de
métodos simples e incondicionalmente estables, puesto que el potencial peaje en exactitud que podrían
implicar es completamente asumible. También se describe brevemente el algoritmo de acoplamiento
entre velocidad y presión, y cómo se resuelve este problema con un intervalo de tiempo de integración
∆tpequeñoyajustable, a pesardeque el flujo esun transitoriomuyacusado. Sediscuten las condiciones
que llevan a la independencia de los resultados del modelo con respecto a la resolución de la malla, al
intervalo ∆t de integración y a los esquemas de diferenciación. Se ofrece un procedimiento general
para comprobar esta deseada independencia.
Se presenta el complicado asunto de modelar la turbulencia que se espera en el flujo. Se han ensayado
hasta veinte de los modelos de turbulencia disponibles en OpenFOAM, realizando simulaciones de
descargas idénticas con cada uno de ellos. Como no se pudieron encontrar datos experimentales para
un flujo transitorio tan rápido, las curvas de velocidad-tiempo proporcionadas por el modelo hidráulico
unidimensional han sido la única referencia disponible para contrastar los modelos CFD. De todos los
modelos de turbulencia probados, sólo dos consiguieron reproducir la intensa fricción causante de la
gran deceleración observada en el flujo, denominados k − ω SSTSAS y k −  Launder-Sharma. Se
presentan ambos modelos y se describen las ecuaciones que lo definen y los valores de los grados de
libertad del modelo hidráulico unidimensional que mejor se ajustan a sus predicciones. De estos dos
modelos de turbulencia, el k −  Launder-Sharma da lugar a un perfil de velocidades medias cercano
a la pared que no es compatible con las predicciones de la ley de la pared, por lo que fue descartado
como poco fiable. El único modelo de turbulencia que superó todas las pruebas, el k − ω SSTSAS,
muestra un perfil de velocidades medias compatible con la ley de la pared, en su versión de flujo
completamente rugoso. Se comparan los perfiles de todas las magnitudes turbulentas de interés que
ofrece el modelo transitorio, con los correspondientes a un flujo estacionario con el mismo número de
Reynolds y el resto de condiciones idénticas. Dicho de otro modo, en el instante en que se comparan
ambos flujos únicamente se distinguen en la presencia de aceleración en uno de ellos, siendo nula para
el modelo estacionario. Además, este modelo CFD predice un papel importante para la deceleración
en la descripción de la turbulencia para flujos transitorios rápidos, ya que los valores de sus campos
turbulentos son órdenes de magnitud superiores a los que muestra un flujo idéntico estacionario. Se
deducedel análisis queel númerodeReynoldspor sí solonobastapara caracterizar la turbulenciade este
tipodeflujos, y que es preciso tener en cuenta la aceleraciónpara explicar la intensidadde la turbulencia,
en particular junto a la pared.
Finalmente, en el quinto Capítulo se presentan las conclusiones del presente estudio y se propone
un programa de investigación para continuar explorando los diversos caminos que se abren tras el
descubrimientode la SAG, incluyendo el diseñode experimentos quepudieran confirmar la interesante,
y de momento no reportada, estructura interna de la turbulencia que predice el modelo CFD para flujo
fuertemente decelerado en tuberías.
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