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Kapitel 1
Einleitung
Als John Scott Russel 1834 erstmals nachweislich ein Soliton beobachtet hat, 
konnte er sicher nicht ahnen, dass die mathematische Beschreibung dieses Phäno-
mens zur Lösung vieler weiterer Probleme beitragen könnte. Der Anwendungsbe-
reich der Solitonentheorie ist heute sehr umfangreich und deckt neben Optik und 
Quantenphysik u.a. auch die Gravitationsphysik ab. 
Letztere wurde durch Albert Einstein mit der Entdeckung der Allgemeinen 
Relativitätstheorie revolutioniert. Raum und Zeit sind fortan keine absoluten und 
trennbaren Begriﬀe mehr, sondern gehorchen als Raumzeit den Einstein’schen 
Feldgleichungen. Bereits kurz nach deren Veröﬀentlichung war es Karl Schwarz-
schild 1916 [Sch16], der die erste exakte nichttriviale Lösung gefunden hat. Diese 
beschreibt den Außenraum einer kugelsymmetrischen Massenverteilung. 
Erst 1963 gelang es Roy Patrick Kerr, eine exakte Lösung für rotieren-
de Objekte zu ﬁnden: Das Außenfeld eines rotierenden Schwarzen Lochs [Ker63]. 
Gernot Neugebauer und Reinhard Meinel konstruierten 1995 eine weitere 
exakte Lösung, die eine starr rotierende Staubscheibe beschreibt [NM95]. 
Neben den wenigen physikalisch anschaulichen Lösungen existieren weitere (vgl. 
[SKM+03]), die nicht unbedingt astrophysikalische Bedeutung haben müssen. So 
ist es Gernot Neugebauer 1979 durch die anfangs erwähnte Solitonentheo-
rie gelungen, eine ganze Klasse von Lösungen unter den Symmetrieannahmen der 
Axialsymmetrie und Stationarität zu ﬁnden (vgl. [Neu79]). Dazu wurden die Ein-
stein’schen Feldgleichungen für diese Symmetrien zur Ernst-Gleichung umfor-
muliert (vgl. [Ern68a],[Ern68b] und [KN68]). Diese erlaubte die Einführung eines 
linearen Matrixproblems (vgl. [Mai78], [BZ78], [Har78] und [Neu79]) dessen Inte-
grabilitätsbedingung gerade die Ernst-Gleichung ist. 
Deren Lösungen wurden in den letzten zwei Jahrzehnten in zahlreichen Veröf-
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fentlichungen auf physikalische Problemstellungen angewandt (vgl [MS93], [SC02], 
[BS04] und [Pap09]). In dieser Arbeit wird die Ernst-Gleichung durch Bäck-
lund-Transformationen des Minkowski-Raumes gelöst (vgl. [Neu79], insbeson-
dere [Neu80a]). Diese Lösungsklasse soll dann benutzt werden, das äußere Gravi-
tationsfeld numerisch berechneter Neutronensterne zu approximieren. Dabei wird 
eine Approximation mit wenigen (nicht mehr als zehn) konstanten Parametern 
angestrebt, die das Außenfeld bis auf eine Ungenauigkeit von wenigen Prozenten 
genau beschreiben kann. 
Notation und Konvention
Für die Rechnungen im Rahmen der Allgemeinen Relativitätstheorie laufen die 
lateinischen Indizes (i, j, k, . . . ) von Eins bis Vier. Da ausschließlich Koordinaten 
(Q, ζ, ϕ, t) vorkommen, können diese als zu den Indizes synonym gelesen werden. 
Die Signatur der Metrik ist (+,+,+,−) und es gilt G = c = 1, wobei G die 
Newton’sche Gravitationskonstante und c die Lichtgeschwindigkeit ist. 
Die in Kapitel 2.2.2 gefunden Lösungen der Vakuumfeldgleichungen werden 
als 2n-fache oder (n = j)-Bäcklund-Lösungen (j = 1, 2, . . . ) bezeichnet, damit 
die Anzahl der eingehenden Parameter sofort klar wird. Die Begriﬀe „numerische 
(AKM)-Lösung“ bzw. „numerisch berechneter Neutronenstern“ stehen für eine nu-
merische Lösung der Einstein’schen Feldgleichungen als freies Randwertproblem, 
d.h. neben dem Außenraum ist zusätzlich die Metrik im Sterninneren und die 
Gestalt der Sternoberﬂäche bekannt. 
Unter den Symmetrieannahmen Axialsymmetrie, Stationarität und Äquator-
symmetrie reicht die Betrachtung von Q und ζ im ersten Quadranten völlig aus. 
Manchmal kann es aber für eine bessere Darstellung sinnvoll sein, eine erweiterte 
(Q, ζ)-Ebene zu betrachten. Diese ergibt sich durch Spiegelung des ersten Quadran-
ten an der Äquatorebene und anschließender Rotation um ϕ = π, so dass man Q
und ζ im Intervall (−∞,∞) darstellen kann. 
In Kapitel 4 wird die Approximationsmethode als von einer Zustandsgleichung 
unabhängig bezeichnet. Damit ist folgendes gemeint: Kann man von einem Stern 
genügend Parameter (bspw. Masse M , Winkelgeschwindigkeit Ω, relative Gravtita-
tionsrotverschiebung usw.) beobachten und daraus ein Achsenpotential konstruie-
ren, erlaubt der Algorithmus die Beschreibung des Außenfeldes dieses Neutronen-
sterns ohne etwas über seinen inneren Aufbau zu wissen. Für die in dieser Arbeit 
betrachtete Approximation einer numerischen Lösung ist die Zustandsgleichung 
für die numerische Berechnung notwendig. 
Kapitel 2
Grundlagen
Dieses Kapitel dient der Untersuchung stationärer, axialsymmetrischer Vakuum-
raumzeiten, welche das äußere Gravitationsfeld der in dieser Arbeit betrachte-
ten Neutronensterne beschreiben. Dazu werden die Feldgleichungen zunächst zur 
Ernst-Gleichung zusammengefasst, die wiederum Integrabilitätsbedingung eines 
linearen Matrixproblems ist. Nach Vorstellung einer speziellen Methode zur Lö-
sung dieses Problems werden die analytischen Ausdrücke hergeleitet, die - bei ge-
schickter Wahl der eingehenden Parameter - das Außenfeld eines Neutronensterns 
approximieren können. 
2.1 Stationäre, axialsymmetrische Vakuumraum-
zeiten
In dieser Arbeit soll davon ausgegangen werden, dass das äußere Gravitationsfeld 
eines Neutronensterns am Ende seiner Entwicklung axialsymmetrisch und statio-
när ist. Man stellt sich also vor, dass nach dem Gravitationskollaps der entstande-
ne Neutronenstern einen stationären Gleichgewichtszustand eingenommen hat. In 
diesem ist Axialsymmetrie eine plausible Annahme, da Abweichungen davon bei 
Rotation des Neutronensterns zur Abstrahlung von Gravitationswellen führten. 
Der damit verbundene Energieverlust stünde im Widerspruch zu einem Endzu-
stand im Gleichgewicht. 
2.1.1 Das Linienelement 
Die in dieser Arbeit grundlegenden Annahmen der Stationarität und Axialsymme-
trie motivieren dazu, eine Zeitkoordinate t und einen Azimutwinkel ϕ einzuführen, 
7
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von denen die Metrik nicht abhängt. Kovariant lassen sich die beiden Symmetri-
en durch ein zeitartiges1 Killing-Vektorfeld ξi und ein raumartiges Killing-
Vektorfeld ηi ausdrücken. Dabei ist ξi durch 
ξiξi → −1 im räumlich Unendlichen (2.1) 
normiert und die Orbits von ηi sind geschlossen und 2π-periodisch. 
Unter diesen Annahmen2 kann das Linienelement immer in der folgenden Form 
geschrieben werden (vgl. [Lew32] und [Pap66]): 
2 −2U 2k 2ds = e e dQ2 + dζ2 +W 2dϕ2 − e2U (dt+ a dϕ) , (2.2) 
in der die Funktionen e2U , a, e2k und W nur noch von Q und ζ abhängen. 
Die Vakuum-Feldgleichung für W lautet: 
W,ee +W,ζζ = 0, (2.3) 
d.h. es lassen sich neue Koordinaten Q' = W und ζ ' einführen, in denen das Lini-
enelement die Form 
2 −2U 2k� dQ'2 2ds = e e + dζ '2 + Q'2dϕ2 − e2U (dt+ adϕ) (2.4) 
annimmt. Die Umrechnung der Koordinaten gestaltet sich am elegantesten, wenn 
man einen kleinen Umweg über die komplexen Koordinaten 
z := Q+ iζ und z¯ := Q− iζ (2.5) 
einschlägt. Betrachtet man nun eine holomorphe Transformation zu neuen, analog 
deﬁnierten Koordinaten z' und z¯' in der Form 
dF' ' ˙ ' ¯˙z = F (z) ⇒ dz = dF (z) = dz = F dz bzw. dz¯ = F dz,¯
dz
so ändert sich dabei die Gestalt des Linienelements nicht. Wegen 
dQ'2 '+ dζ '2 = dz' dz¯ = |F˙ |2dz dz¯ = |F˙ |2 dQ2 + dζ2
liefert ein Vergleich von (2.2) und (2.4): 
2k ' 2k|F˙ |−2e = e .
1In der Ergosphäre wird ξi raumartig. Jedoch existiert weiterhin eine zeitartige Linearkom-
bination aus ξi und ηi. 
2Zusätzlich muss die sog. Zirkularitätsbedingung erfüllt sein, was im Vakuum und für ideale 
Flüssigkeitskörper mit rein azimutalem Geschwindigkeitsfeld der Fall ist (vgl. [KT66]). 
� �
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Da die Koordinatentransformation zusätzlich Q' = W (Q, ζ) erfüllen soll, muss noch 
die harmonisch konjugierte Funktion ζ ' = ζ '(Q, ζ) bestimmt werden:    
∂ζ ' ∂ζ ' ∂Q' ∂Q' ∂W ∂W
ζ ' = dQ+ dζ = − dQ+ dζ = − dQ+ dζ. (2.6)
∂Q ∂ζ ∂ζ ∂Q ∂ζ ∂Q
Dieses Linienintegral ist wegen (2.3) wegunabhängig, allerdings kann der Integra-
tionsweg eingeschränkt sein (vgl. [PA08]). 
Im Folgenden werden die Striche an Q, ζ und k wieder weggelassen und es 
ist von Weyl-Koordinaten die Rede, falls das Linienelement in der Form (2.4) 
vorliegt, was - bis auf wenige Ausnahmen - in der vorliegenden Arbeit stets der 
Fall sein soll. 
Nützliche Eigenschaften der metrischen Funktionen sind: 
• einige können durch Skalarprodukte der Killing-Vektoren koordinatenun-
abhängig dargestellt werden: 
2U −2U 2Uξiξi = −e , ηiηi = Q2e und ξiηi = −ae , (2.7) 
• auf der Rotationsachse gilt: 
Q→ 0 : a→ 0 und k → 0, (2.8) 
• im räumlich Unendlichen gilt: 
Q2 + ζ2 →∞ : a→ 0, k → 0 und U → 0, (2.9) 
d.h. das Linienelement geht in das des Minkowski-Raumes in Zylinderko-
ordinaten über: 
ds2 = dQ2 + dζ2 + Q2dϕ2 − dt2. (2.10) 
2.1.2 Die Ernst-Gleichung 
Die Einstein’schen Feldgleichungen im Vakuum lauten unter den o.g. Vorausset-
zungen:3
e4UU,e
U,ee + U,ζζ + + a
2 + a2 = 0, (2.11),e ,ζQ 2Q2    
e4U e4Ua,e a,ζ
+ = 0 (2.12)
Q Q,e ,ζ
und + U2 a2 + a2 = 0. (2.13)k,ee + k,ζζ + U,e
2
,ζ +
e4U
,e ,ζ4Q2
23Es geht Diﬀerentiation vor Quadrieren, d.h. a := (a,1)
2
.,1
� �
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Anstelle der letzten Gleichung können auch die beiden folgenden stehen:4
e4U e4U2 2 a,ea,ζk,e = Q U2 − U2 − a − a und k,ζ = 2Q U,eU,ζ − . (2.14),e ,ζ ,e ,ζ4Q2 4Q2
Damit kann man nun, nach Berechnung von U und a aus den ersten beiden Feld-
gleichungen, k anschließend über ein wegunabhängiges Linienintegral bestimmen. 
Gleichung (2.12) motiviert die Einführung eines neuen Potentials b, dessen 
Integrabilitätsbedingung gerade die zweite Feldgleichung ist: 
e4U e4Ua,ζ a,e
b,e = − und b,ζ = . (2.15)
Q Q
An die Stelle von (2.12) tritt nun die Integrabilitätsbedingung für a und durch die 
Einführung des komplexen Ernst-Potentials 
f := e2U + ib (2.16) 
können die beiden gekoppelten Feldgleichungen für U und b zur Ernst-Gleichung 
f,e
(Re f) f,ee + f,ζζ + = f,e
2 + f,ζ
2 (2.17)
Q
zusammengefasst werden (vgl. [Ern68a],[Ern68b] und [KN68]). 
2.2 Die inverse Methode
Neben einigen anderen nichtlinearen partiellen Diﬀerentialgleichungen, wurde auch 
zur Ernst-Gleichung ein Lineares System gefunden, dessen Integrabilitätsbedin-
gung gerade (2.17) ist. Diesem bemerkenswerten Umstand ist es zu verdanken, 
dass diese mit analytischen Methoden so umfangreich untersucht werden kann, 
was im Folgenden kurz skizziert werden soll. 
Der Formalismus als Ganzes läuft unter dem Namen „Inverse (Streu-)Methode“, 
wobei in dieser Arbeit nur die Bäcklund-Transformationen - ihrer wenigen freien 
Parameter wegen - Anwendung ﬁnden. 
4Mit Hilfe von (2.11) und (2.12) kann aus (2.14) die Feldgleichung (2.13) hergeleitet und die 
Integrabilitätsbedingung k,1ζ = k,ζ1 überprüft werden. 
� 
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2.2.1 Das Lineare System zur Ernst-Gleichung 
In der Neugebauer’schen Formulierung (vgl. [Neu80b] und [NK83]) schreibt man 
das Lineare Problem wie folgt: �� � � �� 
Φ,z =
B
0
0
A
+ λ
0
A
B
0
Φ, (2.18a) �� � � �� 
Φ,z¯ =
A¯
0
0
B¯
+
1
λ
0
B¯
A¯
0
Φ, (2.18b) 
wobei Φ(z, z¯, λ) eine (2× 2)-Matrix ist und neben den komplexen Koordinaten z
und z¯ von einem spektralen Parameter 
K − iz¯
λ = mit K ∈ C, K = const. (2.19)
K + iz
abhängt. A und B, ebenso wie die komplex konjugierten A¯ und B¯, sind Funktionen 
von z und z¯, hängen insbesondere nicht von K oder λ ab. 
Schreibt man die Integrabilitätsbedingung Φ,zz¯ = Φ,zz¯ unter Verwendung von 
λ(λ2 − 1) λ2 − 1
λ,z = und λ,z¯ = (2.20)
2(z + z¯) 2λ(z + z¯)
auf, so erhält man ein Matrixpolynom in λ. Die Hauptdiagonale hängt nicht von 
λ ab und es lassen sich „Erste Integrale“ 
¯f,z f,z
A = und B = (2.21)
f + f¯ f + f¯
einführen, so dass die Gleichungen für die Hauptdiagonalelemente identisch erfüllt 
sind. Für die Nebendiagonalelemente müssen die Einträge für alle λ verschwinden, 
woraus 
A+ B¯ B + A¯¯ ¯A,z¯ = A(B¯ − A)− und B,z¯ = B(A¯−B)− (2.22)
2(z + z¯) 2(z + z¯)
folgt. Setzt man nun (2.21) in die verbleibenden Gleichungen (2.22) ein, so erhält 
man die Ernst-Gleichung (und ihr komplex Konjugiertes). 
Andererseits, wenn f Lösung der Ernst-Gleichung (2.17) ist, kann die Matrix 
Φ nach (2.18) durch ein wegunabhängiges Integral berechnet werden, d.h. die 
Ernst-Gleichung und das Lineare System sind äquivalent. 
Allerdings sind die Lösungsmethoden eines linearen Matrixproblems umfang-
reicher als die einer nichtlinearen partiellen Diﬀerentialgleichung (insbesondere gilt 
bei letzterer nicht, dass die Summe zweier Lösungen wieder eine Lösung darstellt). 
� �
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� �
  
� �
� 
12 KAPITEL 2. GRUNDLAGEN
Daher ist die Idee der inversen Methode nun, Φ für ﬁxierte (aber beliebige) z und 
z¯ zu diskutieren, anschließend A und B sowie letztlich f daraus zu berechnen. 
Man kann f auch direkt aus Φ berechnen, wenn letzteres in der sog. Standard-
form vorliegt. Diese zeichnet sich durch folgende Eigenschaften aus: 
Φ−1 Φ−1Φ,z = Q+ λR, Φ,z¯ = S+T/λ, (2.23a) 
ψ(λ) ψ(−λ)
Φ = , (2.23b)
χ(λ) −χ(−λ)
ψ 1/λ¯ = χ(λ) und (2.23c) 
ψ(λ = −1) = χ(λ = −1) = 1. (2.23d) 
Hierbei sind Q, R, S und T beliebige (2 × 2)-Matrizen, die nicht von λ oder K
abhängen. Nach [Neu96] ist jedes Φ in Standardform eine Lösung von (2.18). 
Insbesondere gilt für λ = 1 folgende Verbindung zwischen Φ und f : 
f = χ(λ = 1). (2.24) 
Wegen (2.23b) bis (2.23d) gilt somit: 
f¯ 1
Φ(λ = 1) = . (2.25)
f −1
Auf die entscheidende Frage, wie man nun Matrizen Φ ﬁndet, welche (2.23a) 
erfüllen, soll nun eine mögliche Antwort gegeben werden. 
2.2.2 Bäcklund-Transformationen 
Ausgehend von einer bekannten „Start-Lösung“ (seed solution) f0 der Ernst-
Gleichung (2.17) kann man über (2.25) die zugehörige „Start-Matrix“ Φ0 berech-
nen. Durch den Ansatz 
K + iz n 2n
Φ = PΦ0 mit P = µ(z,K)P˜ = Pjλj, (2.26)
K
j=0
bei dem die (2 × 2)-Koeﬃzientenmatrizen Pj des Matrixpolynoms P˜ von z und 
z¯ abhängen können, werden neue Lösungen des Linearen Systems (2.18) gesucht. 
Dabei stellt (2.26) eine sog. Bäcklund-Transformation eines Ernst-Potentials 
f0 in ein neues f dar (f0 → Φ0 → Φ→ f = χ(λ = 1)). 
Im Ansatz (2.26) werden hier nur Polynome vom Grad 2n betrachtet, damit 
die Lösung asymptotisch ﬂach ist. Mit 
q(λ) r(λ)
P˜(λ) = P0 +P1λ+P2λ
2 + · · ·+P2nλ2n = (2.27) 
s(λ) t(λ)
� �� � � �
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ist auch det P˜ ein Polynom in λ, jedoch vom Grad 4n. Der Fundamentalsatz der 
Algebra erlaubt folgende Darstellung:  
4n
Kj − i¯ z
det P˜ = p(z, z¯) (λ− λj) mit λj = und Kj = const. 
j=1
Kj + iz
Aus dem Ansatz (2.26) folgt: 
detΦ(λ) = µ2(z,K) det P˜(λ) detΦ0(λ) (2.28) 
und somit ist λj auch eine Nullstelle5 von detΦ, d.h. unter Verwendung von 
(2.23b): 
detΦ(λj) = −ψ(λj)χ(−λj)− ψ(−λj)χ(λj) = 0.
Mit der Abkürzung 
ψ(λk) χ(λk)
ak := = − (2.29)
ψ(−λk) χ(−λk)
kann man nun einen nichttrivialen Null-Eigenvektor von Φ(λk) angeben: 
ψ(λk) ψ(−λk) 1 0
= . (2.30)
χ(λk) −χ(−λk) −ak 0
Schreibt man Φ als (v1,v2) und diﬀerenziert die Eigenwertgleichung v1 = akv2
nach z bzw. z¯, so stellt man unter Verwendung des Linearen Systems (2.18) -
welches auch jeweils für die Vektoren v1 und v2 gilt - fest, dass ak = const. gilt 
(es fehlen die Terme ak,zv2 bzw. ak,z¯v2, welche nach der Produktregel eigentlich 
auftauchen müssten). 
Denkt man sich in den Ansatz (2.26) die Eigenschaft von Φ (2.23b) und die 
Struktur von P˜ (2.27) eingesetzt, so ergibt bspw. das (2, 1)-Element dieser Ma-
trixgleichung: 
χ(λ) = µ [s(λ)ψ0(λ) + t(λ)χ0(λ)] . (2.31) 
Der Übergang von λ nach −λ in dieser Gleichung ist nur in Übereinstimmung 
mit dem (2, 2)-Element zu bringen, wenn t(λ) eine gerade und s(λ) eine ungerade 
Funktion in λ ist (analoges gilt für q(λ) bzw. r(λ)). Man kann also schreiben: 
λ2n −p2n−1λ2n−1t(λ) = p0+p2λ2+ · · ·+p2n bzw. s(λ) = −p1−p3λ−· · · . (2.32) 
Setzt man nun (2.31) für λ = λk bzw. K = Kk in (2.29) ein und sortiert die 
entstandene Gleichung etwas um, so erhält man 
t(λk)− αks(λk) = 0, (2.33) 
5Man beachte, dass die λj noch von z und z¯ abhängen. 
����������
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wobei mit
t(λk) ψ0(λk)− akψ0(−λk) ψk
αk := = − =: − (2.34) 
s(λk) χ0(λk) + akχ0(−λk) χk
eine neue Bezeichnung eingeführt wurde. Mit der zusätzlichen Deﬁnition 
ψ0(λ)
µχ0(λ)
α0(λ) := −
χ0(λ)
(2.35) 
schreibt sich (2.31) nun als 
− χ(λ) + t(λ)− α0(λ)s(λ) = 0, (2.36) 
was für λ→ −1, d.h. K →∞, wegen der Normierungsbedingung (2.23d) zu 
t(−1) + s(−1) = 1 (2.37) 
führt. Mit dem Ansatz (2.32) ergeben nun die Gleichungen (2.33), (2.36) und (2.37) 
folgendes Gleichungssystem: ⎞⎛⎞⎛⎞⎛ 
χ0 1 1 1 1 . . . 1 1µχ0⎜⎜⎜⎜⎜⎜⎜⎝
⎜⎜⎜⎜⎜⎜⎜⎝
⎟⎟⎟⎟⎟⎟⎟⎠
⎟⎟⎟⎟⎟⎟⎟⎠
=
⎜⎜⎜⎜⎜⎜⎜⎝
⎟⎟⎟⎟⎟⎟⎟⎠
,
−1 1 α0λ λ2 α0λ3 . . . λ2n
0 1 α1λ1 λ
2 α1λ
3 . . . λ2n1 1 1
0
0
.
p0
p1
...
. . . . . . .. . . . . . . ... . . . . . .
0 1 α2nλ2n λ
2 α2nλ
3 . . . λ2n p2n 02n 2n 2n
welches mit der Cramer’schen Regel nach χ/µχ0 aufgelöst werden kann. Die 
hierbei entstehenden Determinanten in Zähler und Nenner können jeweils nach 
der ersten Spalte entwickelt werden und man erhält folgendes Resultat: 
A1(α0, λ)
χ(λ) = µ(z,K)χ0(λ) , (2.38)
A1(α0 = −1, λ = −1)
wobei
A1(α0, λ) :=
1 α0λ λ
2 α0λ
3 . . . λ2n
1 α1λ1 λ
2
1 α1λ
3
1 . . . λ
2n
1
. . . 
. . . 
. . . 
. . . . . . 
. . . 
1 α2nλ2n λ
2
2n α2nλ
3
2n . . . λ
2n
2n
eine Abkürzung ist. 
Über (2.23b) und (2.23c) kann man nun die komplette Matrix Φ berechnen und 
die Auswertung von (2.38) an der Stelle λ = 1 liefert das neue Ernst-Potential. 
Im Moment hängt dieses noch von der „Start-Lösung“ Φ0 bzw. f0 ab, wobei jede 
� �
����������
����������
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Matrix, die Lösung des Linearen Systems (2.18) ist bzw. jedes Ernst-Potential, 
welches die Ernst-Gleichung (2.17) löst, potentiell als solche in Frage kommt. 
Hier wird im Folgenden der ﬂache Minkowski-Raum als „Start-Lösung“ ver-
wendet, d.h. 
1 1
Φ0 = bzw. f0 = 1, (2.39)
1 −1
damit die Struktur der Lösung (2.38) möglichst einfach wird. Insbesondere sind 
hierfür wegen (2.33) alle αj = (aj − 1)/(aj + 1) Konstanten, die nicht mehr von 
λj abhängen und nach (2.35) ist α0 = −1. Somit hat ein neues Ernst-Potential, 
welches durch eine 2n-fache Bäcklund-Transformation aus f0 = 1 hervorgeht, 
folgende Form: 
B−
f = 1 (2.40)
B+1
mit 
B±1 := A1(α0 = −1, λ = =1) =
1 ±1 1 ±1 . . . 1
1 α1λ1 λ
2
1 α1λ
3
1 . . . λ
2n
1
. . . 
. . . 
. . . 
. . . . . . 
. . . 
1 α2nλ2n λ
2
2n α2nλ
3
2n . . . λ
2n
2n
und hängt neben den komplexen Konstanten αj und Kj, welche als Bäcklund-
Parameter bezeichnet werden sollen, noch von den Koordinaten z und z¯ bzw. Q
und ζ ab. 
Die neue Lösung ist dabei nicht unbedingt frei von kritischen Punkten6, auch 
wenn die Ausgangslösung die singularitätenfreie Minkowski-Metrik ist. Da (2.40) 
ein Determinantenquotient ist, sind Nullstellen der Nennerdeterminante (bei denen 
die Zählerdeterminante nicht verschwindet) typische Singularitäten. Sie werden in 
Kapitel 3.4 ausführlich untersucht. 
Weitere kritische Punkte ergeben sich an den Windungspunkten der komplexen 
Wurzelfunktionen λj. Für deren Nullstellen z0,j ergibt sich 
¯Kj − iz¯0,j = 0 ⇒ z0,j = iKj = ImKj + iReKj = Q0,j + iζ0,j (2.41) 
und für die Polstellen z∞,j folgt: 
Kj + iz∞,j = 0 ⇒ z∞,j = iKj = −ImKj + iReKj = Q∞,j + iζ∞,j. (2.42) 
6Diese sind neben echten Singularitäten auch die Windungspunkte der komplexen Wurzel-
funktionen λj (vgl. später). 
� 
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Im Fall ImKj = 0 fallen Null- und Polstelle zusammen. Sonst liegt nur eine der 
beiden Stellen im physikalisch sinnvollen Bereich Q ≥ 0. Diese kritische Stelle zj
ist also 
zj = |ImKj|+ iReKj. (2.43) 
Um die Brüche im Radikanten der komplexenWurzelfunktionen λj zu umgehen, 
werden gerne die „Abstände“ 
rj = λj(Kj + iz) = (Kj − iz¯)(Kj + iz) (2.44) 
eingeführt, in denen die Lösung (2.40) etwas anders aussieht. Um zu dem neuen 
Ausdruck (2.46) zu gelangen, sind in Zähler und Nennner einige Umformungen 
notwendig, welche kurz angedeutet werden sollen.7 Am Hilfreichsten für die Um-
formulierung ist: 
Kj − iz¯ −i(z + z¯)
λ2j − 1 = − 1 = , (2.45)Kj + iz Kj + iz
weil man so in jeder j-ten Zeile den notwendigen Faktor Kj+ iz erhält, welcher mit 
λj multipliziert rj ergibt. Die wichtigsten Schritte um von (2.40) zur Darstellung 
(2.46) zu gelangen, sind folgende: 
• Von der ungeraden u-ten Spalte (u = 3, 5, . . . , 2n + 1) wird jeweils eine ge-
eignete Linearkombination der ungeraden v-ten Spalten (v = 1, 3, . . . , u− 2) 
abgezogen, um in der ursprünglichen u-ten Spalte ein (λ2j−1)(u−1)/2 zu erzeu-
gen (j = 2, 3 . . . , 2n+1 ist hier der Zeilenindex). Die genauen Vorfaktoren der 
Linearkombination entnimmt man aus dem binomischen Lehrsatz und fängt 
der Einfachheit halber bei u = 2n + 1 an. Hat man sich bspw. schrittweise 
zu u = 5 vorgearbeitet, muss man von dieser fünften Spalte das doppelte der 
dritten abziehen und die erste Spalte dazu addieren um den gewünschten 
Eintrag zu erhalten. 
• Analog zieht man von der geraden g-ten Spalte (g = 4, 6, . . . , 2n) eine geeig-
nete Linearkombination der geraden h-ten Spalten (h = 2, 4, . . . , g − 2) ab, 
um in der ursprünglichen Spalte ein αjλj(λ2j−1)(g−2)/2 zu erzeugen. Als Zwi-
schenergebnis erhält man (das Vorzeichen = bezieht sich hierbei auf Zähler-
7Mittels vollständiger Induktion kann man die Äquivalenz der Ausdrücke auch streng bewei-
sen. 
�����������
�����������
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bzw. Nennerdeterminante - die anderen Einträge sind identisch): 
1 =1 0 0 . . . 0 0
1 α1λ1 λ21 − 1 α1λ1(λ21 − 1) . . . α1λ1(λ21 − 1)n−1 (λ21 − 1)n
... 
... 
... 
... 
. . . 
... 
... 
1 α2nλ2n λ22n − 1 α2nλ2n(λ22n − 1) . . . α2nλ2n(λ22n − 1)n−1 (λ22n − 1)n
.
• An dieser Stelle benutzt man die Hilfsformel (2.45) und multipliziert die j-te 
Zeile mit (Kj + iz)n durch und zieht aus jeweils allen u-ten Spalten ein ge-
meinsames [−i(z + z¯)](u−1)/2, sowie aus allen g-ten Spalten ein gemeinsames 
[−i(z + z¯)](g−2)/2 heraus.8
• Als nächstes werden die rj gemäß Formel (2.44) eingeführt: 
1 =1 . . . 0 0 0
(K1 + iz)n α1r1(K1 + iz)n−1 . . . K1 + iz α1r1 1
. . . 
. . . . . . 
. . . 
. . . 
. . . 
(K2n + iz)n α2nr2n(K2n + iz)n−1 . . . K2n + iz α2nr2n 1
.
• Anschließend werden in den geraden bzw. ungeraden Spalten geeignete Line-
arkombinationen gebildet. Hat man sich hier bspw. in den ungeraden Spalten 
von u = 1 bis u = 2n−1 vorgearbeitet, wird nun von der (2n−1)-ten Spalte 
nur noch das iz-fache der (2n+1)-ten Spalte abgezogen. Auf diese Weise kann 
man das explizit auftretende iz komplett aus den Determinanten eliminieren 
und aus (2.40) wird: 
f =
B−2
B+2
B±mit 2 = .
1 ±1 0 0 . . . 0
Kn1 α1r1K
n−1 Kn−1 α1r1Kn−21 1 1 . . . 1
. . . . .. .. . . . ... . . . .
Kn−1 Kn−1 Kn−2Kn α2nr2n α2nr2n . . . 12n 2n 2n 2n
(2.46) 
2.2.3 Eigenschaften der Bäcklund-Parameter 
Prinzipiell hängt die neue, durch eine 2n-fache Bäcklund-Transformation gewon-
nene Lösung (2.46) der Ernst-Gleichung (2.17) von den 4n komplexen Bäck-
lund-Parametern αj und Kj ab. Folgende Untersuchung zeigt, dass diese Kon-
stanten nicht frei wählbar sind. 
8Dies ändert den Determinantenquotienten nicht, da in Zähler und Nenner die selben Opera-
tionen durchgeführt werden. 
� � � �
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Ausgehend von Φ in der Standardform (2.23b) überzeugt man sich leicht von 
der Gültigkeit folgender Relationen: 
1 0 0 1
Φ(−λ) = Φ(λ) ⇒ detΦ(−λ) = detΦ(λ). (2.47)
0 −1 1 0
Geht man nun in Gleichung (2.28) von λ nach −λ über:9
detΦ(−λ) = µ2(z,K) det P˜(−λ) detΦ0(−λ)
folgt unter Verwendung von (2.47): 
det P˜(−λ) = det P˜(λ), (2.48) 
d.h. mit λj ist auch −λj eine Nullstelle von det P˜. Analog dazu zeigt man, dass 
wegen 
1 0 1 1 0
Φ = Φ(λ) (2.49)
λ¯ 1 0 0 −1
mit λj auch λ¯−j
1 ≡ λk eine Nullstelle von det P˜ ist. Hieraus folgt nun eine Bedin-
gung an die Konstanten: 
¯λ2kz + z¯ λ¯
2
kz¯ + z λ
−
j
2z¯ + z zλ2j
K¯k = −i = i = i = i = Kj, (2.50)
λ−2λ2 − 1 λ2 − 1 1− λ2¯ − 1i k j j
¯d.h. entweder gibt es zu einem Kj ein komplex konjugiertes Kk = Kj oder Kj ist 
reell (der Fall j = k ist ebenfalls möglich). Analog kann man aj = −a¯k und damit 
αjα¯k = 1 (2.51) 
zeigen. 
Insgesamt gibt es mit (2.50) und (2.51) also 2n komplexe Gleichungen, die die 
Anzahl der frei wählbaren komplexen Bäcklund-Parameter auf 2n einschränkt. 
Zusätzliche Bedingungen an die Bäcklund-Parameter gewinnt man aus der 
physikalisch plausiblen Annahme der Äquatorsymmetrie. Diese Annahme ist für 
Gleichgewichtsﬁguren rotierender Flüssigkeiten in der Newton’schen Theorie be-
reits streng bewiesen (s. [Lic33]) und es wird vermutet, dass dieser Sachverhalt 
auch in der Allgemeinen Relativitätstheorie gültig ist (vgl. [Lin92]). 
Reﬂexionssymmetrie heißt für die Metrik in der Form (2.2): 
gik(Q, ζ) = gik(Q,−ζ),
9Beim Übergang λ→ −λ gilt K → K (vgl. (2.19)). 
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sie gilt also insbesondere für die metrischen Funktionen e2U und a. Betrachtet man 
den Zusammenhang (2.15) zwischen b und a, so folgt b(Q, ζ) = −b(Q,−ζ), d.h. für 
das Ernst-Potential f bedeutet Äquatorsymmetrie: 
f(Q, ζ) = f(Q,−ζ). (2.52) 
Diese Symmetrie muss sich auch an den kritischen Stellen (2.43) bemerkbar ma-
chen. Um zu einem zk ein symmetrisches zj = Qj+iζj =
!
Qk−iζk = ImKk−iReKk =
ImKj + iReKj zu erhalten, muss die Bedingung 
Kk = −K¯j (2.53) 
gelten. D.h. es muss zu einem Kj ein Kk = −K¯j geben, oder Kj ist imaginär (der 
Fall j = k kann auch enthalten sein). Die Bedingung (2.53) überträgt sich auch 
auf die λj und schließlich auf die αj: 
λk = −λj(−ζ) bzw. αk = −α¯j. (2.54) 
Mit (2.53) und (2.54) kann man sich nun überzeugen, dass f bspw. in der Form 
(2.46) die Bedingung (2.52) erfüllt. 
�
ζ
z(Kj)
z(−K¯j)
z(K¯j)
z(−Kj)
ReK
ImK
Kj−K¯j
K¯j−Kj
Reα
Imα
αj
α¯−1j
−α¯j
−α−1j
1
1
(a) Kritische Punkte in der (b) Lage der zugehörigen Kj (c) Lage der zugehörigen αj
(�, ζ)-Ebene 
Abbildung 2.1: Graphische Veranschaulichung der Eigenschaften der Bäcklund-Parameter. 
Die Eigenschaften (3.2), (2.51), (2.53) und (2.54) zusammen bedeuten nun, dass 
die Bäcklund-Parameter in komplexen Vierergruppen auftreten (vgl. Abbildung 
2.1). Diese können auch entartet sein, wenn eine der Eigenschaften identisch erfüllt 
ist, d.h. bspw. kann ein Kj reell bzw. imaginär sein. Auch rein imaginäre αj oder 
αj auf dem Einheitskreis in der komplexen Zahlenebene führen zu Entartung. 
� �
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2.3 Der explizite Aufbau der Metrik aus den
Bäcklund-Parametern
In diesem Abschnitt soll erläutert werden, wie die metrischen Funktionen e2U , 
a und e2k im Linienelement (2.4) mit Hilfe der Bäcklund-Parameter explizit 
gebildet werden können. 
Ausgehend von der Bestimmungsgleichung für das Ernst-Potential (2.46) er-
gibt sich die metrische Funktion e2U einfach durch die Bildung des Realteils. Um zu 
expliziten Ausdrücken für die anderen beiden metrischen Funktionen zu gelangen, 
sind einige Rechnungen anzustellen, welche im Folgenden kurz skizziert werden 
sollen. 
2.3.1 Die metrische Funktion a
Eine Möglichkeit zur Bestimmung von a liegt darin, den Imaginärteil b des Ernst-
Potentials (2.46) sowie den Zusammenhang (2.15) bei gegebenem e2U auszuwerten. 
Allerdings gibt es einen eleganteren Weg, welcher hier kurz aufgezeigt wird. 
Man betrachte zunächst die Entwicklung von ψ und χ nach λ um die Stelle 
λ = −1: 
(λ+ 1)2
ψ(z, ¯ z)(λ+ 1) + ψ2(z, ¯ +O (λ+ 1)3 ,z, λ) = 1 + ψ1(z, ¯ z)
2
(λ+ 1)2
χ(z, ¯ z)(λ+ 1) + χ2(z, ¯ +O (λ+ 1)3 .z, λ) = 1 + χ1(z, ¯ z)
2
Da anschließend noch nach z und z¯ diﬀerenziert werden soll, ist es hilfreich sich 
zunächst die Entwicklung von λ, 1/λ und deren Ableitungen aufzuschreiben: 
λ = −1 + (λ+ 1), 1 = −1− (λ+ 1) +O (λ+ 1)2 ,
λ
λ(λ2 − 1) λ+ 1 λ2 − 1 λ+ 1
λ,z = = +O (λ+ 1)2 , λ,z¯ = = +O (λ+ 1)2 .
2(z + z¯) z + z¯ 2(z + z¯)λ z + z¯
Somit erhält man für ψ,z also: 
ψ1
ψ(z, ¯ = + (λ+ 1) +O (λ+ 1)2z, λ),z ψ1,z
z + z¯
und analog dazu 
ψ1
ψ(z, z, λ¯ ),z¯ = ψ1,z¯ + (λ+ 1) +O (λ+ 1)2
z + z¯
  � �
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sowie 
χ1
χ,z = χ1,z + (λ+ 1) +O (λ+ 1)2
z + z¯
χ1bzw. χ,z¯ = χ1,z¯ + (λ+ 1) +O (λ+ 1)2 .
z + z¯
Betrachtet man andererseits das Lineare System (2.18) für die erste Spalte: 
1ψ B λB ψ ψ A¯ A¯ ψ
= und = λ ,
χ λA A χ χ
z λ
1 B¯ B¯ χ
,z ,¯
so erkennt man neben den o.g. weitere Gleichungen für die Ableitungen von ψ und 
χ: 
ψ(z, ¯ = B [ψ(z, ¯ z, λ)] = B(ψ1 − χ1 + 1)(λ+ 1) +O (λ+ 1)2 ,z, λ),z z, λ) + λχ(z, ¯
¯ ¯ψ(z, z, λ¯ ),z¯ = A ψ(z, ¯ χ(z, ¯ = A(ψ1 − χ1 − 1)(λ+ 1) +O (λ+ 1)2 ,z, λ) + λ1 z, λ)
χ(z, ¯ = A [λψ(z, ¯ z, λ)] = A(χ1 − ψ1 + 1)(λ+ 1) +O (λ+ 1)2 ,z, λ),z z, λ) + χ(z, ¯
¯ ¯χ(z, z, λ¯ ),¯ = B λ
1 z, λ) + χ(z, ¯ = B(χ1 − ψ1 − 1)(λ+ 1) +O (λ+ 1)2z ψ(z, ¯ z, λ) .
Vergleichen der unterschiedlichen Ausdrücke und Kombination der Gleichungen 
liefert für die neu eingeführte Größe γ := χ1 − ψ1: 
e2Uγ γ ,z ib,z
γ,z + = γ(A+B) + A−B bzw. γ,z + = γ + ,e2U e2Uz + z¯ 2Q
wenn man das Lineare System für die Ernst-Gleichung betrachtet, also insbe-
sondere für A und B die Gleichungen (2.21) einsetzt. Multipliziert man nun mit 
Qe2U durch und ersetzt 1
2
= Q,z, gelangt man unter Verwendung der komplexen 
Zusammenfassung von (2.15): 
ib,z =
e4Ua,z
Q
zu: 
2U 2U 4U(γ,zQ)e2U + (γQ,z)e = γQ e ,z + a,ze .
Dies kann man nach a,z umstellen und vereinfachen: 
e2U(γQ),ze2U − γQ −2Uγa,z = e4U
,z
= Qe
,z
.
Vollkommen analog ergibt sich die Gleichung a,z¯ = Qe−2Uγ , wodurch man a,z¯
nun bis auf eine additive Konstante bestimmt hat: 
a = Qe−2U (χ1 − ψ1) + a0 mit a0 = const. (2.55) 
� �
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Diﬀerenziert man den allgemeinen Zusammenhang 
λ¯−1ψ(λ) = χ
nach λ, so ergibt sich an der Stelle λ = −1 folgende Relation für die ersten Koef-
ﬁzienten der Taylor-Entwicklung ψ1 und χ1: 
ψ1 = −χ¯1.
Damit schreibt sich a nun als 
∂χ ∂χ ∂χ
a = Qe−2U + + a0 = 2Qe−2URe + a0.
∂λ ∂λ ∂λλ=−1 λ=−1
Hier erkennt man explizit, dass a reell ist und die Konstante a0 bspw. aus dem 
Wert von a auf der Achse Q = 0 bestimmt werden kann (a verschwindet dort). 
Um den Realteil auszuwerten, empﬁehlt es sich, χ(λ) in der ursprünglichen Version 
(2.38), d.h. mit Determinanten, in denen die λ noch explizit vorkommen, zu un-
tersuchen. Für die Ableitung ∂χ(λ)/∂λ gilt es also die Produktregel zu beachten. 
Die Ableitung der Determinante ändert nur die erste Zeile, weil der Rest nicht von 
λ abhängt. Weiterhin ist sowohl der erste Faktor als auch der Quotient aus den 
Determinanten für λ = −1 jeweils gleich Eins. Somit wird 
χ1 =
∂χ
∂λ
���� 
−λ 1=
n−1 ∂−4Qλz A1(α0 = −1, λ)∂λ2Q= n
λ2z + z¯
· 1 + 1 ·
(λ2z + z¯)2 A1(α0 = −1, λ = −1)
λ=−1
∂χ
∂λ
ζ D1⇒ Re = Re n 1 + i + Re
B+1Qλ=−1
mit der Abkürzung
= .
0 −1 −2 −3 . . . −2n
1 α1λ1 λ
2
1 α1λ
3
1 . . . λ
2n
1
1 α2λ2 λ
2
2 α2λ
3
2 . . . λ
2n
2
. . . 
. . . 
. . . 
. . . . . . 
. . . 
1 α2nλ2n λ
2
2n α2nλ
3
2n . . . λ
2n
2n
∂A1(α0 = −1, λ)
D1 =
∂λ λ=−1
Nun empﬁehlt es sich, die Determinanten wieder auf die λj-freie Form zu brin-
gen. Hier werden die einzelnen Schritte nur anhand der Zählerdeterminante de-
monstriert, da die Nennerdeterminante mit der von e2U identisch ist, also das 
Ergebnis übernommen werden kann. 
In einem ersten Schritt werden wieder in den ungeraden bzw. geraden Spalten 
Linearkombinationen gebildet, um den bekannten Faktor (λ2j − 1)k zu generieren. 
� �
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Dieses Vorgehen ist nicht neu und daher interessiert eigentlich nur, was in der ers-
ten Zeile passiert. Die ersten drei Einträge bleiben unverändert, der vierte Eintrag 
wird −2 und alle höheren Einträge verschwinden. In einem ersten Zwischenschritt 
nimmt die Zählerdeterminante also die folgende Form an: 
0 −1 −2 −2 0 . . . 0
1 α1λ1 λ
2 − 1 α1λ1(λ2 − 1) (λ2 − 1)2 . . . (λ2 − 1)n1 1 1 1
. . . . . ... . . . . . . . . . . . . . 
1 α2nλ2n λ
2 − 1 α2nλ2n(λ2 − 1) (λ2 − 1)2 . . . (λ2 − 1)n2n 2n 2n 2n
k ersetzt und anschließend 
.
Nun wird wieder (λ2j − 1)k durch [−i(z + z¯)/(Kj + iz)]
aus jeder Spalte (−i(z+ z¯))k geeignet oft ausgeklammert. Hierbei entsteht im drit-
ten und vierten Eintrag der ersten Zeile jeweils 1/(iQ). Jetzt wird - bis auf die 
erste - jede Zeile mit (Kj + iz)n durchmultipliziert, so dass in der letzten Spalte 
je eine Eins stehen bleibt. Da diese Schritte wieder in Zähler- und Nennerdeter-
minante gleichermaßen durchgeführt werden, kürzen sich die Vorfaktoren weg und 
im Zähler steht nun: 
0 −1 1/(iQ) 1/(iQ) . . . 0
(K1 + iz)n α1r1(K1 + iz)n−1 (K1 + iz)n−1 α1r1(K1 + iz)n−2 . . . 1
. . . 
. . . 
. . . 
. . . . . . 
. . . 
(K2n + iz)n α2nr2n(K2n + iz)n−1 (K2n + iz)n−1 α2nr2n(K2n + iz)n−2 . . . 1
.
Anschließend werden wieder geeignete Linearkombinationen von Spalten gebildet, 
um in den ungeraden Spalten ein Kju bzw. in den geraden Spalten ein αjrjKj
g zu 
erzeugen. Auch hier ist dabei nur interessant, was in der ersten Zeile übrig bleibt. 
Der binomische Lehrsatz 
n
(Kj + iz)n =
n
Kn−kj (iz)
k = Kj
n + nKj
n−1(iz) + . . .
k
k=0
zeigt, dass von der ersten Spalte das niz-fache der dritten abgezogen werden muss, 
um auch dort das gewünschte Kjn zu erhalten. Daraus ergibt sich der erste Ein-
trag der ersten Zeile zu −nz/Q. Ebenso einfach kann man sich klarmachen, wie 
der zweite Eintrag aussehen muss, so dass die Zählerdeterminante folgendermaßen 
aussieht: 
−nz
e
−1− (n− 1) z
e
1/(iQ) 1/(iQ) . . . 0 0
Kn1 α1r1K
n−1
1 K
n−1
1 α1r1K
n−2
1 . . . α1r1 1
. . . 
. . . 
. . . 
. . . . . . 
. . . 
. . . 
Kn2n α2nr2nK
n−1
2n K
n−1
2n α2nr2nK
n−2
2n . . . α2nr2n 1
.
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Somit berechnet sich die metrische Funktion a gemäß 
2U D2(a− a0)e = 2nQ+ 2Re (2.56)
B+2
mit der Abkürzung 
D2 =
−n(Q+ iζ) −Q− (n− 1) (Q+ iζ) −i −i . . . 0
Kn1 α1r1K
n−1
1 K
n−1
1 α1r1K
n−2
1 . . . 1
Kn2 α2r2K
n−1
2 K
n−1
2 α2r2K
n−2
2 . . . 1
. . . 
. . . 
. . . 
. . . . . . 
. . . 
Kn2n α2nr2nK
n−1
2n K
n−1
2n α2nr2nK
n−2
2n . . . 1
.
2.3.2 Die metrische Funktion e2k
Um einen Ausdruck für e2k zu erhalten, der keine Integration mehr erfordert, 
schreibt man das Lineare System (2.18) bzw. 
Φ,z(λ) = (M1 + λN1)Φ(λ), Φ,z¯(λ) = M2 +
1
N2 Φ(λ) (2.57)
λ
um, indem man ein Ψ(λ) := Φ(−1)−1Φ(λ) einführt. Das Lineare System transfor-
miert sich hierbei wie folgt: 
Ψ,z j Φ(−1)−1
= −Φ(−1)−1 (M1 −N1)Φ(−1)Φ(−1)−1Φ(λ) +Φ(−1)−1 (M1 + λN1)Φ(λ)
λ+ 1
= · 2Φ(−1)−1N1Φ(−1) ·Φ(λ)
2
Φ(λ) +Φ(−1)−1Φ(λ),z'= −Φ(−1)−1Φ(−1),z  
(Φ(−1)−1),z
λ+ 1 1 1
= AΨ(λ) bzw. Ψ,z¯ = 1 + BΨ(λ). (2.58)
2 2 λ
Für dieses System kann man die Rechnungen aus [KNM91] nachvollziehen, wobei 
dafür in diesem Kapitel die Notation aus der angegebenen Arbeit verwendet wurde. 
An einigen Stellen werden hilfreiche Zwischenrechnungen eingefügt und der Bezug 
zu den bisherigen Formulierungen hergestellt. 
Man beginnt damit, aus dem neuen Linearen System (2.58) zusammen mit 
(2.20) folgende Ausdrücke herzuleiten (vgl. [BZ78]): 
1 1 ∂Ψ−1 −1A = lim λ2Ψ' (Ψ) bzw. B = − limΨ' (Ψ) mit Ψ' := . (2.59)
2Q λ→∞ 2Q λ→0 ∂λ
 � � � � �� � � � �
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� � � � � �
25 2.3. DER EXPLIZITE AUFBAU DER METRIK
Ausgehend von einer Startlösung Ψ0 kann man in bekannter Weise durch den 
Polynomansatz 
Ψ = TΨ0 mit T = q2nP2n(λ) = q˜2nP˜2n(λ) (2.60) 
eine neue Lösung generieren (vgl. Kapitel 2.2.2), wobei 
2n 2n4 1− λ2 � 
λsq2n =
j und P2n(λ) = as
λ2 − λ2jj=1 s=0
bzw. q˜2n = λ2nq2n und P˜2n(λ) = λ−2nP2n
gilt, insbesondere kann man auch Startwerte für A bzw. B ableiten: 
1 1−1 −1λ2Ψ' Ψ'A0 = lim 0 (Ψ0) bzw. B0 = − lim 0 (Ψ0) .2Q λ→∞ 2Q λ→0
Mit (2.60) berechnet sich der Ausdruck von Ψ' (Ψ)−1 zu 
'
Ψ' (Ψ)−1
q2n P−1 −1P−1= I+P2
'
n +P2nΨ0
' (Ψ0) 2n2nq2n
und mit den entsprechenden Grenzwerten der Summanden (vgl. [KNM91] Formel 
(20) und (21)) wird aus (2.59) 
1 1−1 −1 −1 −1A = a2nA0a − a2n−1a und B = a0B0a − a1a ,2n 2n 0 02Q 2Q
woraus die später hilfreichen Zusammenhänge 
−1 −1Q Tr A2 = Q Tr A20 +
1
Tr a2n−1a2n
2 − Tr A0a2na2n−1 , (2.61)4Q
sowie analog dazu 
−1 −1Q Tr B2 = Q Tr B2 +
1
Tr a1a
2 − Tr B0a a1 (2.62)0 0 04Q
folgen. 
Anschließend überzeugt man sich mit Hilfe von (2.58) und der komplexen Zu-
sammenfassung von (2.13) bzw. (2.14) davon, dass die Ableitungen der metrischen 
Funktion e2k folgendermaßen geschrieben werden kann: 
Q Q
Tr A2 = Q Tr N1
2 = k,z bzw. Tr B2 = k,z¯. (2.63)
4 4
An dieser Stelle erkennt man, dass zur Berechnung von e2k die Gleichungen (2.61) 
und (2.62) integriert werden müssen. Hierfür ist ein eleganter Weg in [KNM91] auf-
gezeigt, welcher einige algebraische Umformungen enthält. Man startet mit einer 
zu (2.30) analogen Gleichung: 
P2n(λi)Ψ0(λi)Ci = 0 (2.64) 
� �
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für die Koeﬃzientendeterminanten ak und schreibt diese in eine andere Form 
−1 (a0, a1, . . . , a2n−1)D = − (Ψ1,Ψ2, . . . ,Ψ2n) V2n (2.65)a2n
um. Dabei sind ⎞⎛⎞⎛ 
Λ1 0 . . . 0 Ψ1 . . . Ψ2n⎜⎜⎜⎜⎝
⎟⎟⎟⎟⎠ , D :=
⎜⎜⎜⎜⎝
⎟⎟⎟⎟⎠0 Λ2 . . . 0 Ψ1Λ1 . . . Ψ2nΛ2nV:= ,. . . . . . .. . . . . . .. .. . . . .
0 0 . . . Λ2n Ψ1Λ1
2n−1 . . . Ψ2nΛ2
2
n
n−1
λ2k−1 0
Λk := und Ψk := [Ψ0(λ2k−1)C2k−1,Ψ0(λ2k)C2k] .
0 λ2k
Wegen (2.58) und (2.20) erfüllt die Blockmatrix D folgende Beziehungen: 
1 1 V2 − I und (2.66)D,z A0D( + I) + NDV=
2 4Q
1 1−1 ND
V−2 − I , (2.67)D B0D + I −V,z¯ =
2 4Q
wobei ⎞⎛⎞⎛ 
A0 0 . . . 0 B0 0 . . . 0⎜⎜⎜⎜⎝
⎟⎟⎟⎟⎠ , B0 :=
⎜⎜⎜⎜⎝
⎟⎟⎟⎟⎠0 A0 . . . 0 0 B0 . . . 0A0 := ,. . .. . . ... . . . . . . . . .. . . . . .
0 0 . . . A0 0 0 . . . B0 ⎞⎛ ⎞⎛ 0 0 0 . . . 0
und N :=
⎜⎜⎜⎜⎜⎜⎜⎝
⎟⎟⎟⎟⎟⎟⎟⎠
1 0 . . . 0
0 1 0 . . . 0
0 0 21 . . . 0
. . . . . . . . . . . . . . . 
⎜⎜⎜⎜⎝
⎟⎟⎟⎟⎠0 1 . . . 0. . . . . . . . . . . . 
0 0 . . . 1
I :=
0 0 0 . . . (2n− 1)1
diagonale Blockmatrizen sind (1 ist die (2× 2)-Einheitsmatrix). Gleichung (2.66) 
führt, nach Ausnutzung der bekannten Rechenregel (ln detD),z = Tr [D,zD−1], zu 
folgendem Zwischenergebnis: 
1
Tr A0D
V 1
D−1 + A0 +
4Q
Tr ND
V2D−1 − N . (2.68)(ln detD),z =
2
Da N1 und N2 nur Elemente auf der Nebendiagonalen besitzen, verschwindet ihre 
Spur. Ebenso ist Tr A = Tr B = 0 und damit auch Tr A0 = 2n Tr A0 = 0 = Tr B0. 
Auch die Spur von N lässt sich leicht berechnen: 
2n−1
(2n− 1)2n
Tr N = Tr 1 · j = 2 · = 2n(2n− 1).
2
j=0
� � � �
� � � �� � � � � � ��� � � � � � � �  
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In einer letzten Umformulierung wird aus (2.64) folgende Blockmatrix-Gleichung: ⎞⎛⎞⎛ 
0 1 0 . . . 0 Ψ1Λ1 . . . Ψ2nΛ2n⎜⎜⎜⎜⎜⎜⎜⎝
⎟⎟⎟⎟⎟⎟⎟⎠
D =
⎜⎜⎜⎜⎜⎜⎜⎝
⎟⎟⎟⎟⎟⎟⎟⎠
(2.69)
Ψ1Λ
2
1 . . . Ψ2nΛ
2
2n0 0 1 . . . 0
. . . . . . . .. . . . . . . .. .. . . . . .
Λ2n−1Ψ1Λ21
n−1 . . . Ψ2n 2n0 0 0 . . . 1
Λ2n. . . Ψ1Λ
2n . . .x1 x2 x3 x2n 1 Ψ2n 2n
mit 
−1(x1,x2, . . . ,x2n) = −a2n (a0, a1, . . . , a2n−1) .
Die rechte Seite in (2.69) ist das Produkt D
V
und die erste Matrix wird mit
= D
V
D−1 lesen kann.R bezeichnet, so dass man Gleichung (2.69) auch als R
Die einzigen Diagonalelemente von R2 sind x2n−1 und x22n + x2n−1. Wegen des 
Zusammenhangs mit
V
gilt:
4n
2 2 −1
2n
2 −1Tr R2 = Tr
V
λ2i = Tr +2 Tr x2n−1 = Tr a −2 Tr a= x a2n−1 a2n−2 .2n 2n
i=1
Schließlich kann man alle Ausdrücke auf der rechten Seite von (2.68) durch einige 
Koeﬃzientenmatrizen aj ausdrücken: 
D−1 −1= Tr [A0R] = Tr [A0x2n] = −Tr A0aTr A0D V ,2na2n−1
2D−1 2= Tr NR2 = Tr (2n− 2)x2n−1 + (2n− 1) xTr ND V + x2n−12n
−1 −1= −(4n− 3) Tr a + (2n− 1) Tr a 22na2n−2 2na2n−1
4n− 3 4n− 2 2−1 −1= − 2 Tr a − Tr a2na2n−2 2na2n−12 4n− 3
4n
4n− 3 1 2
λ2 −1Tr ai + 2na2n−1= ,2 2
i=1
wodurch sich (2.68) letztlich zu 
1 12D−1 − N + VD−1Tr ND
4n
Tr A0D(ln detD),z + A0
V
=
4Q 2
2
λ2i + Tr a
−1
2na2n−1(4n− 3) − 4n(2n− 1) 1i=1 Tr A0a−1−= 2na2n−18Q 2
4n
8Q 4Q
i=1
4n− 3 2n(2n− 1)(2.61) Q
λ2i(Tr [A−A0]) + −= 2
4n
8Q 4Q
i=1
4n− 3 2n(2n− 1)(2.63)
= λ2i (2.70)2(k − k0),z −+
� � � �
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vereinfacht. Eine analoge Formel ﬁndet man für die Ableitung nach z¯: 
(ln detD),z¯ = 2(k − k0),z¯ − 1 λ−2 + 2n(2n− 1) , (2.71)
4n
8Q i 4Q
i=1
so dass nach Integration eine Gleichung zur Bestimmung von e2k folgt: 
4n
(λ2i − 1)1−n2(k−k0)e = const. detD Q2n(n−1) .
i=1 λ
1
2
i
4 
Erinnert man sich nun, dass mit λi auch −λi Nullstelle von detP2n(λ) ist (vgl. 
Kapitel 2.2.3), können die λi wieder wie folgt nummeriert werden: 
λ2n+j = −λj für j = 1, . . . , 2n. (2.72) 
Dadurch ändert sich das Produkt 
4n 2n 2n 2−2n
(λ2i − 1) (λ2i − 1)41−n 1−n 1−n((−λi)2 − 1)(λ2i − 1) = ±=
λi
,111
(−λi)2
i i=1 λ
2
i
2λi=1 i=1
wobei es hier auf das Vorzeichen nicht ankommt, da es ggf. von der freien Konstan-
ten absorbiert wird. Durch die Eigenschaft (2.72) kann man detD in ein Produkt 
zweier Determinanten aufspalten. Hierzu muss man wissen, wie die Einträge in der 
Blockmatrix D für λj mit j > 2n aussehen. Man erkennt sofort, dass 
λ2(k+n)−1 0 λ2k−1 0
Λk+n = = − = −Λk (2.73)
0 λ2(k+n) 0 λ2k
ist. Weiterhin benötigt man 
ψi
= Φ−1(−1)Φ0(λi)Ci = Φ−1(−1)Ψ0(λi)Ci 0 0
χi
und 
Φ−10 (−1) −ψiΨ0(λ2n+i)C2n+i = Φ−1(−1)Φ0(λ2n+i)C2n+i = .0
χiai
Somit ist der Zusammenhang zwischen Ψk+n und Ψk durch 
1 −1 0
Φ−1Ψk+n = 0 (−1) Φ0(−1)Ψk =: Ψ˜k (2.74)a2ka2k−1 0 1
gegeben. Nun kann man die Determinante der Blockmatrix D
detD =
Ψ1 . . . Ψn Ψn+1 . . . Ψ2n
Ψ1Λ1 . . . ΨnΛn Ψn+1Λn+1 . . . Ψ2nΛ2n
. . . . . . . . . . . . . . . . . . 
Λ2n−1 Λ2n−1Ψ1Λ2n−1 . . . Ψn Ψn+1Λ2n−1 . . . Ψ2n1 n n+1 2n
� �
���������������������
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vereinfachen, indem man die k-ten Spalten (k = n + 1, . . . , 2n) durch (2.73) und 
(2.74) mit den ersten Spalten in Verbindung bringt und die Deﬁnitionen der ein-
zelnen Matrizen einsetzt. Anschließend kann man durch Addition von Spalten und 
Umsortieren von Zeilen den folgenden Zusammenhang herstellen: 
detD = const.
0 0 . . . 0 −ψ1 . . . −ψ2n
0 0 . . . 0 −χ1λ1 . . . −χ2nλ2n
. . . 
. . . . . . 
. . . 
. . . . . . 
. . . 
0 0 . . . 0 −χ1λ2n−11 . . . −χ2nλ2n−12n
χ1 χ2 . . . χ2n χ1 . . . χ2n
ψ1λ1 ψ2λ2 . . . ψ2nλ2n ψ1λ1 . . . ψ2nλ2n
. . . 
. . . . . . 
. . . 
. . . . . . 
. . . 
ψ1λ
2n−1
1 ψ2λ
2n−1
2 . . . ψ2nλ
2n−1
2n ψ1λ
2n−1
1 . . . ψ2nλ
2n−1
2n
.
Dabei enthält die Konstante ein negatives Vorzeichen, wenn die Anzahl der zu ver-�2ntauschenden Zeilen ungerade ist und darüber hinaus noch j=1 detΦ−0 1(−1)/aj, 
was zu Beginn der Umformungen aus den hinteren Spalten herausgezogen wurde. 
Allerdings kann man sowohl das Vorzeichen, als auch das Produkt vor der Deter-
minante vernachlässigen, da sie nur die Integrationskonstante in e2k ändern. In der 
Determinante stehen nun vier Blöcke der Dimension 2n×2n, so dass sich ihr Wert 
aus dem Produkt der Determinanten der Nebendiagnalblöcke ergibt: 
detD = const. .
−ψ1 . . . −ψ2n
−χ1λ1 . . . −χ2nλ2n
χ1 . . . χ2n
ψ1λ1 . . . ψ2nλ2n
. . . . . .. . . . . .. .. . . .
λ2n−1−χ1λ21n−1 . . . −χ2n 2n λ2n−1ψ1λ21n−1 . . . ψ2n 2n
Nun zieht man aus jeder Spalte das erste Element heraus, also insgesamt das �2nProdukt j=1 ψjχj. Da die αj gemäß Gleichung (2.34) zu αj := −ψj/χj deﬁniert 
waren, erhält man schließlich mit 
42n
j=1
λj
λ2
2−2n
ψjχj − 1j22k = const. Q−2n+2n E1(αi)E1(1/αi),e
E1(αi) =
1 α1λ1 λ
2
1 . . . α1λ
2n−1
1
1 α2λ2 λ
2
2 . . . α2λ
2n−1
2
. . . 
. . . 
. . . . . . 
. . . 
1 α2nλ2n λ
2
2n . . . α2nλ
2n−1
2n
� �
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einen Ausdruck, den man auch in [Kra80] ﬁnden kann. Diese Gleichung wird nun 
weiter umgeformt, bis keine λj mehr vorkommen. Da sich eine der beiden Deter-
minanten aus der anderen durch αk → 1/αk ergibt, genügt es, die nötigen Schritte 
anhand bspw. der ersten aufzuzeigen. Etwaige Vorfaktoren müssen am Schluss 
lediglich zweimal berücksichtigt werden. 
Die Form der (2n × 2n)-Determinante E1(αi) lädt zu den vertrauten Umfor-
mungsschritten ein. Man 
• erzeuge (λj2 − 1)k und ersetze dies durch [−i(z + z¯)/(Kj + iz)]k, 
• ziehe aus jeder (2k − 1)-ten Spalte das [−i(z + z¯)]k−1 und aus jeder 2k-ten 
Spalte auch [−i(z+ z¯)]k−1 heraus (k = 2, . . . , n), d.h. es gibt insgesamt einen 
Vorfaktor [−i(z + z¯)]n(n−1), 
• multipliziere jede j-te Zeile mit (Kj+iz)n durch, so dass in der letzten Spalte 
αjrj übrig bleibt. 
Das Ergebnis sieht dann folgendermaßen aus: 
(−2iQ)n(n−1)
2n
(Kj + iz)n
j=1
.
(K1 + iz)n α1r1(K1 + iz)n−1 (K1 + iz)n−1 . . . α1r1
(K2 + iz)n α2r2(K2 + iz)n−1 (K2 + iz)n−1 . . . α2r2
. . . . .. . . . ... . . .
(K2n + iz)n α2nr2n(K2n + iz)n−1 (K2n + iz)n−1 . . . α2nr2n
44 
Da es hier keine Spalte mit konstanten Einträgen gibt, kann man keine Linearkom-
binationen bilden, so dass iz komplett aus den ungeraden Spalten der Determinante 
verschwindet (für die geraden Spalten funktioniert es wie bisher). Allerdings lassen 
sich die Potenzen (Kj − iz)k durch Linearkombination zu Kjk−1(Kj + iz) vereinfa-
chen, was später zur Berechnung der Integrationskonstante hilfreich ist. 
Da nun die Determinanten umgeschrieben sind, kann man den Vorfaktor weiter 
vereinfachen: 
2n 2n
ψjχj
2n
ψjχj λ
2
j − 1 2−2n (−2iQ)2n(n−1)2 2
Q−2n+2n = (−2i)2n−2n .
rj(Kj + iz)λj
(Kk + iz)2nj=1 j=1
k=1
Somit lässt sich nun e2k durch 
42n
=
j=1
rj(Kj + iz)
12(k−k0) E2(αi)E2(1/αi) (2.75)e
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mit 
E2(αi) =
Kn−1 Kn−2(K1 + iz) α1r1Kn−1 (K1 + iz) . . . α1r11 1 1
Kn−1 α2r2Kn−1 Kn−2(K2 + iz) (K2 + iz) . . . α2r22 2 2
berechnen. Das konstante Produkt
. . . . . . . . . ... . . . 
Kn−1 Kn−1 Kn−2(K2n + iz) α2nr2n (K2n + iz) . . . α2nr2n2n 2n 2n�2n
j=1 ψjχj wurde im letzten Schritt von der 
einzig verbleibenden Konstanten e2k0 absorbiert, welche sich bspw. für r → ∞
bestimmen lässt, da dort e2k → 1 geht. Wegen der Eingeschaften der Bäcklund-
Parameter (vgl. Kapitel 2.2.3) ist sowohl das Produkt der beiden Determinanten �2n
E2(αi)E2(1/αi) als auch j=1 rj(Kj + iz) reell, so dass e
2k reellwertig ist. An der 
Darstellung (2.75) erkennt man, dass die kritischen Stellen z(Kj) auch Singulari-
täten von e2k sein können. 
2.3.3 Die Bestimmung der Integrationskonstanten 
Um die Integrationskonstante a0 in (2.56) zu bestimmen, bieten sich verschiedene 
Möglichkeiten, da a sowohl auf der Rotationsachse A+ als auch im räumlich Unend-
lichen verschwindet. Betrachtet man den Determinantenquotienten D2/B+2 in der 
Äquatorebene und entwickelt die Determinante nach der ersten Zeile, so ergeben 
sich im Zähler vier und im Nenner zwei Unterdeterminanten. Da diese Determinan-
ten sich nur in einer Spalte unterscheiden, kann man sie geschickt zusammenfassen, 
d.h. im Zähler erhält man (−nQ) mal eine zusammengesetzte Determinante D−2
und (−i) mal eine andere Determinante D+2 2. Da im Nenner ebenfalls D− übrig 
bleibt, ergibt sich: 
− iD+ D+ D+D2 −nQD− 2 2Re = Re 2 = −nQ− Re i 2 = −nQ+ Im .
B+ D− D− D−2 2 2 2
Dabei ist der Minuend leicht nachzuvollziehen, da der Summand 2nQ auf der rech-
ten Seite von (2.56) kompensiert werden muss, damit die Gleichung auch für große 
Q regulär bleibt. Analysiert man nun den Quotienten aus 
D+ =2
Kn1 α1r1K
n−1
1 α1r1K
n−2
1 −Kn−11 Kn−21 . . . 1
Kn2 α2r2K
n−1
2 α2r2K
n−2
2 −Kn−12 Kn−22 . . . 1
. . . 
. . . 
. . . 
. . . . . . 
. . . 
Kn2n α2nr2nK
n−1
2n α2nr2nK
n−2
2n −Kn−12n Kn−22n . . . 1
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und
α1r1K
n−1
1 −Kn1 Kn−11 α1r1Kn−21 Kn−21 . . . 1
α2r2K
n−1
2 −Kn2 Kn−12 α2r2Kn−22 Kn−22 . . . 1
. . . 
. . . 
. . . 
. . . . . . 
. . . 
α2nr2nK
n−1
2n −Kn2n Kn−12n α2nr2nKn−22n Kn−22n . . . 1
D− =2
im Grenzfall Q → ∞, d.h. rj → ∞ und insbesondere rj = rk für alle j und k, 
so kann man aus den entsprechenden Spalten rj herausziehen. Die zusätzlichen 
Faktoren kürzen sich, da in Zähler und Nenner gleichviele rj vorkommen und 
vertauscht man in D−2 noch die erste und die zweite Spalte, so erkennt man die 
Gleichheit der beiden Determinanten ab der zweiten Spalte. Leider gibt es keine 
Vereinfachung für einen Quotienten aus Determinanten, welche sich nur in einer 
Spalte unterscheiden. Damit bleibt als Ergebnis 
D+D2Re = −nQ+ Im 
B+ D−2
mit
D± = ±
K
n−1/n
1 α1K
n−1
1 α1K
n−2
1 K
n−2
1 . . . 1
K
n−1/n
2 α2K
n−1
2 α2K
n−2
2 K
n−2
2 . . . 1
. . . 
. . . 
. . . 
. . . . . . 
. . . 
K
n−1/n
2n α2nK
n−1
2n α2nK
n−2
2n K
n−2
2n . . . 1
stehen. Jetzt lässt sich (2.56) im räumlich Unendlichen in der Äquatorebene be-
trachten und die Integrationskonstante ergibt sich zu: 
D+
a0 = −2Im 
D−
. (2.76) 
Insbesondere gilt für n = 1 (vgl. Kapitel 3.3.2): 
α2K1 − α1K2 −eiδK1 +K1e−iδ
a0 = −2Im = −2Im = −2α. (2.77)e−iδ + eiδα1 − α2
Durch die Vorarbeit im vorigen Kapitel ist die Bestimmung der Integrations-
konstanten e2k0 aus (2.75) nicht besonders schwierig. Man betrachte wieder den 
Grenzwert r → ∞ (dieses Mal nicht notwendigerweise in der Äquatorebene), so 
dass rj = rk und auch Kj+iz = Kk+iz gilt. Dann können von den Vorfaktoren des 
Determinantenprodukts die 1/rj in die geraden und 1/(Kj + iz) in die ungeraden 
Spalten hineingezogen werden. Die Anzahl der Vorfaktoren passt dabei genau zur 
Dimension der Determinanten, so dass für die Integrationskonstante 
e−2k0 = E(αi)E(1/αi) (2.78) 
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mit
Kn−11 α1K
n−1
1 K
n−2
1 . . . α1
Kn−12 α2K
n−1
2 K
n−2
2 . . . α2
. . . 
. . . 
. . . . . . 
. . . 
Kn−12n α2nK
n−1
2n K
n−2
2n . . . α2n
E(αi) =
übrig bleibt.
Insbesondere für n = 1 gilt (vgl. Kapitel 3.3.2):
e−2k0 =
1 α1
1 α2
1 1/α1
1 1/α2
=
(α2 − α1)(α1 − α2) M2 − α2
= 4 cos2 δ = 4 (2.79).
M2α1α2
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�Kapitel 3
Algorithmus
In diesem Kapitel wird nun beschrieben, wie die Bäcklund-Parameter gewählt 
werden können, damit die dargelegte exakte Lösung der Einstein’schen Vaku-
umfeldgleichungen das Außenfeld eines Neutronensterns beschreibt. Dazu wird in 
einem ersten Schritt die Bedeutung des Ernst-Potentials auf der Rotationsachse 
untersucht und anschließend ein systematischer Algorithmus präsentiert, wie man 
aus einigen wenigen bekannten Daten eines Neutronensterns eine passende analy-
tische Außenlösung berechnen kann. Am Beispiel der Kerr-Lösung wird gezeigt, 
wie diese bspw. aus der Masse M und dem Drehimpuls J rekonstruiert werden 
kann. 
3.1 Das Ernst-Potential auf der Rotationsachse
Ausgehend von den vorliegenden Symmetrieannahmen der Stationarität und Axi-
alsymmetrie, ist es nicht verwunderlich, dass die Rotationsachse eine besondere 
Rolle bei Betrachtungen der Lösungen der Ernst-Gleichung spielt. Nimmt man 
die Äquatorsymmetrie noch hinzu und interessiert sich für den Außenraum eines 
Sterns, so nimmt das Stück der Symmetrieachse eine Sonderstellung ein, welches 
sich vom Nordpol des Sterns bis ins Unendliche erstreckt. Auf diesem, im Fol-
genden mit A+ bezeichneten Abschnitt, steckt die gesamte Information über den 
Außenraum, wie bereits von Hauser und Ernst gezeigt wurde (s. [HE81]). 
Bevor nun die Struktur analysiert werden kann, welche das Ernst-Potential 
auf der Achse - ausgehend von bspw. (2.46) - annimmt, stellt sich die Frage, ob 
die 
√
λj(Q = 0, ζ) = 1 bzw. rj(Q = 0, ζ) = (Kj − ζ)2
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positiv oder negativ sind, d.h es muss etwas über die Konvention beim Wurzelzie-
hen von (2.44) bzw. den zugehörigen λj gesagt werden. 
Nachdem hierüber Klarheit herrscht, wird der angedeutete Algorithmus prä-
sentiert und anschließend die Auswirkung der Äquatorsymmetrie auf diesen dis-
kutiert. 
3.1.1 Vorzeichen beim Radizieren 
Das Vorzeichen der λj wird durch die Determinanten für χ(λ) und ψ(λ) festge-
legt (vgl. (2.38) und eine analoge Gleichung für ψ(λ), die durch die Ersetzungen 
χ0(λ)→ ψ0(λ) und αj → 1/αj, j = 0, 1, 2, . . . , 2n hervorgeht). Durch die hier vor-
liegende Beschränkung auf die Minkowski-Startlösung, sind neben den aj auch 
die αj komplexe Konstanten. Eine Festlegung des Vorzeichens der λj kann noch 
durch eine Umdeﬁnition der αj absorbiert werden, da nur Kombinationen αjλuj , u
ungerade, vorkommen. 
Unter Verwendung der in dieser Arbeit aufgeführten Determinanten stellt man 
fest, dass 
λj = 1 auf A+
gilt, d.h. die Wurzel in 
λj =
Kj − iz¯
Kj + iz
muss so gezogen werden, dass der Realteil positiv ist. 
Das bedeutet für die rj wegen 
e→0
rj = λj(Kj + iz) −→ rj(Q = 0, ζ) = Kj − ζ,
dass Re rj < 0 für ζ > ReKj ist und somit für Q2+ ζ2 > |Kj|2 die Wurzel in bspw. 
rj = (Kj − iz¯)(Kj + iz) = Q2 + (Kj − ζ)2
mit negativem Realteil gezogen werden muss. 
3.1.2 Bestimmung der Bäcklund-Parameter aus dem Ach-
senpotential 
Betrachtet man das Ernst-Potential in der Form (2.46) und geht auf die Achse 
A+, d.h. mit Q→ 0, so werden die Determinanten in Zähler und Nenner Polynome 
in ζ vom Grad n. Da auch auf A+ das Ernst-Potential für ζ → ∞ gegen Eins 
� � � �
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geht, müssen in Zähler- und Nennerpolynom die Koeﬃzienten vor der höchsten 
ζ-Potenz gleich sein und sie können o.B.d.A. gleich Eins gesetzt werden, so dass 
im Folgenden stets die Notation 
n
ζn + bjζ
j−1
j=1 Z(ζ)A+ : f(ζ) = � = (3.1)n N(ζ)
ζn + cjζj−1
j=1
gilt. 
Die Koeﬃzienten bj und cj können aus den Bäcklund-Parametern einfach 
berechnet werden: man setze in (2.46) Q = 0, mache einen Koeﬃzientenvergleich 
und teile noch durch den Koeﬃzienten vor ζn. Interessanter ist jedoch die Suche 
nach dem umgekehrten Zusammenhang, wie man also aus den Koeﬃzienten die 
Bäcklund-Parameter berechnen kann. Dass es einen solchen geben kann, liegt 
an den getroﬀenen Symmetrieannahmen und der daraus resultierenden Rolle der 
Achse A+ (vgl. [HE81]). 
Die in diesem Abschnitt präsentierten Formeln gehen auf G. Neugebauer
zurück. Sie wurden u.a. in der Diplomarbeit von F. Maucher ([Mau08]) diskutiert 
und haben bereits dabei geholfen, die Frage nach einer stationären Konﬁguration 
zweier Schwarzer Löcher negativ zu beantworten (vgl. [NH09]). 
Sei nun f(ζ) eine rationale Funktion wie in (3.1) mit beliebigen Koeﬃzien-
ten bj und cj, dann gibt es zu jedem Satz {bj, cj} genau einen Satz Bäcklund-
Parameter {Kj, αj}, so dass die 2n-fache Bäcklund-Transformation angewandt 
auf die Minkowski-Startlösung ein Ernst-Potential f(Q, ζ) generiert, welches auf 
der Achse A+ in die vorgegebene rationale Funktion (3.1) übergeht. Die Bäck-
lund-Parameter berechnen sich gemäß1
2n4 
¯ ¯ ¯Z(ζ)N¯ ζ + Z ζ N(ζ) = 2 (ζ −Kj) (3.2) 
j=1
¯ ¯ ¯ ¯N Kj Z Kjund αj = = − . (3.3)
N(Kj) Z(Kj)
Um (3.2) zu beweisen, kann man von f(Q, ζ) in der Form (2.46) ausgehen. In 
einem ersten Schritt geht man auf die Achse A+ und beachtet dabei das richtige 
1Die Funktionen Z(ζ) und N(ζ) seien hier für komplexe ζ deﬁniert. 
� �
����������
����������
����������
����������
����������
����������
38 KAPITEL 3. ALGORITHMUS
Vorzeichen der rj (vgl. Kapitel 3.1.1): 
B± 2 (Q = 0, ζ) =
1 ±1 0 0 . . . 0
Kn1 α1K
n−1
1 (K1 − ζ) Kn−11 α1Kn−21 (K1 − ζ) . . . 1
. . . 
. . . 
. . . 
. . . . . . 
. . . 
Kn2n α2nK
n−1
2n (K2n − ζ) Kn−12n α2nKn−22n (K2n − ζ) . . . 1
.
Setzt man nun ζ = Kj, so verschwinden die Einträge in den geraden Spalten der 
j-ten Zeile. Anschließend kann man Linearkombinationen der ungeraden Spalten 
bilden (das Kj-fache der (2u + 1)-ten Spalte von der (2u − 1)-ten abziehen, u =
1, . . . , n), damit in der j-ten Zeile nur noch in der (2n+1)-ten Spalte die Eins übrig 
bleibt. Jetzt entwickelt man die Determinante nach dieser Zeile (dies bringt einen 
Vorfaktor (−1)2n+1+j) und klammert aus der i-ten Zeile (i = 2, 3, . . . , 2n+ 1) den 
in allen Spalten vorkommenden Faktor (Ki−1−Kj) aus und erhält eine (2n× 2n)-
Determinante, bei der die Zeile mit Kj und αj fehlt: 
4
B± 2 (Kj) = (−1)1+j (Ki −Kj)
i =j
1 ±1 0 0 . . . 0
Kn−11 α1K
n−1
1 K
n−2
1 α1K
n−2
1 . . . α1
. . . 
. . . 
. . . 
. . . . . . 
. . . 
Kn−12n α2nK
n−1
2n K
n−2
2n α2nK
n−2
2n . . . α2n
.
An dieser Stelle bietet es sich an, die folgenden zwei Fälle zu untersuchen: 
• Kj ∈ R, j = 1, . . . , 2n, d.h. alle Kj erfüllen automatisch die Bedingung 
¯Kj = Kj und die zugehörigen αj müssen αjα¯j = 1 erfüllen (vgl. (2.50) und 
(2.51)), 
¯• Kj ∈ C\R, j = 1, . . . , 2n, d.h. zu jedem Kk gibt es ein Ku = Kk und die zu-
gehörigen αj erfüllen αuα¯k = 1 (o.B.d.A. werden die Bäcklund-Parameter 
so durchnummeriert, dass u ungerade und k = u+ 1 gilt). 
Betrachtet man nun für den ersten Fall 
B± ¯ = const.2 Kj = Kj
1 ±1 0 0 . . . 0
Kn−11 α¯1K
n−1
1 K
n−2
1 α¯1K
n−2
1 . . . α¯1
. . . 
. . . 
. . . 
. . . . . . 
. . . 
Kn−12n α¯2nK
n−1
2n K
n−2
2n α¯2nK
n−2
2n . . . α¯2n
,
multipliziert die i-te Zeile mit αi durch, setzt nun αiα¯i = 1 ein und vertauscht 
anschließend jede ungerade u-te Spalte mit der (u+1)-ten, so hat man fast B± 2 (Kj)
rekonstruiert. Der einzige Unterschied ist die erste Zeile von B− 2 (Kj). Dort ist 
� �� �
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das (1, 1)- mit dem (1, 2)-Element vertauscht, was durch Multiplikation mit (−1)
geändert werden kann, d.h. 
¯B Kj
B− B− 
Auf beiden Seiten ist in Zähler und Nenner der Koeﬃzient vor der höchsten Kj-
Potenz aufgrund des asymptotischen Verhaltens des Ernst-Potentials gleich. In 
der gekürzten Version kann man nun 
+
2
22
+
2B (Kj) (3.4)= − .
K¯j(Kj)
+
2
2
¯B Kj
B− B− 
feststellen, so dass wegen (3.4), mit beiden Nennern durchmultipliziert, (3.2) gilt. 
Den Faktor 2 auf der rechten Seite erkennt man bei einem Koeﬃzientenvergleich 
von ζ2n. 
Für den zweiten Fall verläuft der Beweis analog, wobei zusätzlich noch Zeilen 
vertauscht werden müssen. Die Kombination beider Fälle bedeutet, dass (3.2) all-
gemein für komplexe Kj gilt, so dass durch den Fundamentalsatz der Algebra die 
Existenz und Eindeutigkeit der Nullstellen garantiert ist. 
An dieser Stelle wird deutlich, dass die Kj auch mit einer Vielfachheit v > 1
auftreten können. Wegen (3.3) sind dann auch die zugehörigen αj von der sel-
2
ben Vielfachheit , was bei einem Blick auf die Determinantenquotienten (bspw. v
nicht entartet sein. 
(2.46)) dazu führt, dass v Zeilen in Zähler- und Nennerdeterminante identisch sind, 
wodurch beide verschwinden und ein Grenzfall „(0/0)v“ zu untersuchen ist. Eine 
detaillierte Untersuchung zeigt, dass auch für diesen Fall die Quotienten regulär 
sind (es ist die Regel von Bernoulli anzuwenden, wobei die αj als Funktionen der 
Kj aufzufassen sind). Da für die später relevante Approximation bisher noch keine 
Kj mehrfach aufgetreten sind, sollen in dieser Arbeit alle Bäcklund-Parameter 
Auch (3.3) kann durch Fallunterscheidung und Auswertung von (2.46) gezeigt 
werden. Hier wird ein etwas eleganterer Beweis angeführt, der darüber hinaus etwas 
mehr Einsicht in die Struktur der Bäcklund-Transformation geben soll. 
Das Lineare System (2.18) kann von rechts mit einer Eichmatrix D(K) multi-
pliziert werden. Dadurch wird aus einer Lösung Φ eine neue Lösung Φ' = ΦD(K). 
Mit Hilfe von D(K) kann (3.3) elegant bewiesen werden, so dass zunächst die Eich-
matrix für die hier angegebene Lösung (2.38) des Linearen Systems berechnet wird. 
Auf der Achse A+ faktorisiert Φ in ein Produkt von der Form: 
f¯(ζ) 1A+ : Φ(Q = 0, ζ,K) = D(K). (3.5)
f(ζ) −1
Z¯ ¯+2 Kjbzw. = −B (Kj) Z(Kj)= ¯ ¯N KjN(Kj) K¯j(Kj)
����������
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Zunächst wird nun A1(α0 = −1, λ) in die λj- und λ-freie Form gebracht. Da die 
entsprechenden Operationen wieder in Zähler und Nenner vorgenommen werden, 
kürzen sich anfallende Vorfaktoren heraus und man kann das Ergebnis prinzipiell 
aus (2.46) ablesen (nur die erste Zeile ist neu und äquivalent zu den anderen mit 
α0 = −1 und r = λ(K+ iz), allerdings muss ein (K+ iz)−n herausgezogen werden, 
welches im Nenner nicht vorkommt): 
.
Kn−1Kn −rKn−1 −rKn−2 . . . 1
Kn−1Kn α1r1Kn−1 α1r1Kn−2 . . . 11 1 1 11
A2 =
(K + iz)n . . . . . .. . . . . ... . . . .
Kn−1 Kn−1 Kn−2Kn α2nr2n α2nr2n . . . 12n 2n 2n 2n
Nun wird χ im Windungspunkt ζ = K auf der Achse A+ betrachtet: 
1 A2(ζ = K)
χ(ζ = K) = ,
KnB+2 (ζ = K)
wobei in 
(K + iz)nA2 =
Kn 0 Kn−1 0 . . . 1
Kn1 α1K
n−1
1 (K1 −K) Kn−11 α1Kn−21 (K1 −K) . . . 1
. . . 
. . . 
. . . 
. . . . . . 
. . . 
Kn2n α2nK
n−1
2n (K2n −K) Kn−12n α2nKn−22n (K2n −K) . . . 1
4 
noch von jeder j-ten Zeile (j = 2, 3, . . . , 2n) die erste abgezogen wird. Anschließend 
kann aus jeder j-ten Zeile der Faktor (Kj − K) herausgezogen werden und die 
verbleibenden Ausdrücke in den ungeraden Spalten werden zunächst mit 
Kj
n −Kn Kjn−1 −Kn−1
= Kn−1
Kj −K j +K Kj −K
umgeformt. Dabei wird iterativ vorgegangen, d.h. zunächst wird die Umformung 
in der ersten Spalte vorgenommen, dann das K-fache der dritten Spalte abge-
zogen, um anschließend die Umformung in der dritten Spalte vorzunehmen usw. 
Anschließend wird noch nach der letzten Spalte entwickelt und man erhält: 
2n
1
(Kj −K) K . (3.6)χ(ζ = K) =
B+2 (ζK
n = K)
j=1
Hierbei ist 
K =
Kn−11 α1K
n−1
1 K
n−2
1 α1K
n−2
1 . . . α1
Kn−12 α2K
n−1
2 K
n−2
2 α2K
n−2
2 . . . α2
. . . 
. . . 
. . . 
. . . . . . 
. . . 
Kn−12n α2nK
n−1
2n K
n−2
2n α2nK
n−2
2n . . . α2n
(3.7)
� � � �
� � � �
� � � �� �
� � � � � �
� � � � �� � � ��
� � � � � � � �
� � �� � � ��� � �� � � ��
41 3.1. DAS ERNST-POTENTIAL AUF DER ROTATIONSACHSE
bei genauer Betrachtung der Koeﬃzient vor ζ2n in B± 2 (Q = 0, ζ), so dass der 
Zusammenhang 
B+2 (Q = 0, ζ) = KN(ζ) bzw. B
− 
2 (Q = 0, ζ) = KZ(ζ) (3.8) 
hergestellt werden kann. Benutzt man zudem noch (3.2) für ζ = K: 
2n4 
¯ ¯ ¯Z(K)N¯ K + Z K N(K) = 2 (K −Kj),
j=1
so lässt sich χ(ζ = K) wie folgt aufschreiben: 
¯1 Z(K) ¯ K + Z¯ K N(K)N ¯
χ(ζ = K) = . (3.9)
2Kn N(K)
Eine analoge Betrachtung liefert 
¯1 Z(K) ¯ K + Z¯ K N(K)N ¯
ψ(ζ = K) = , (3.10)
2Kn ¯ ¯N K
womit schließlich aus (3.5) im Windungspunkt ζ = K die Eichmatrix D(K) be-
rechnet werden kann: 
−1
¯ ¯f K 1 ψ(K) ψ(K)
D(K) =
f(K) −1 χ(K) −χ(K)
¯ ¯ ¯ ¯1 N(K) +N K N(K)−N K
= .
¯ ¯ ¯2Kn Z(K)− Z¯ K Z(K) + Z K
Damit lassen sich nun über die Eigenwertgleichung (2.30) auf A+
¯1 1 f(ζ) 1 αk − 1 0
Φ(Q = 0, ζ, λk) = D(Kk) =−ak αk − 1 f(ζ) −1 αk + 1 0
die beiden Gleichungen 
¯ ¯N(Kk) +N K¯k (αk − 1) + N(Kk)−N K¯k (αk + 1) = 0
¯Z(Kk)− Z¯ K¯k (αk − 1) + Z(Kk) + Z¯ Kk (αk + 1) = 0
gewinnen, welche äquivalent zu (3.3) sind. 
Zusammenfassend lässt sich an dieser Stelle festhalten, dass man mit den Glei-
chungen für e2U (2.46), e2k (2.75) und a (2.56) eine exakte Lösung der Ein-
stein’schen Vakuumfeldgleichungen mit 2n frei wählbaren Bäcklund-Parame-
tern zur Verfügung hat. Die Bestimmungsgleichungen (3.2) und (3.3) stellen einen 
Zusammenhang dieser Parameter mit einem Ernst-Potential (3.1) auf der Ro-
tationsachse dar, so dass das Problem der Approximation des Außenfelds eines 
Neutronensterns nun auf das Finden eines Ernst-Potentials auf A+ zurückge-
führt wurde. 
� 
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3.1.3 Äquatorsymmetrie 
Wie in Kapitel 2.2.3 bereits diskutiert, werden in dieser Arbeit nur Neutronen-
sterne mit einer Spiegelsymmetrie bzgl. der Äquatorebene untersucht. An dieser 
Stelle sollen die Auswirkungen dieser Symmetrie auf das Ernst-Potential (3.1) 
kurz beschrieben werden. 
Wie Meinel und Neugebauer in [MN95] und Kordas in [Kor95] gezeigt 
haben, ist diese Art der Symmetrie eindeutig durch eine einfache Beziehung für 
das Ernst-Potential auf der Achse A+ charakterisiert: 
f(ζ)f(−ζ) = 1. (3.11) 
Diese Bedingung ist genau dann erfüllt, wenn N(ζ) = Z(−ζ) gilt. Im Beweis von 
Theorem 2 in [Kor95] wurde gezeigt, dass dies äquivalent zu der Bedingung 
b¯1, n gerade¯cn = −b¯n, cn−1 = bn−1, . . . , c1 = (3.12)−b¯1, n ungerade 
ist. D.h. von den 2n komplexen Koeﬃzienten bj und cj sind nur n komplexe Para-
meter frei wählbar. 
3.2 Konstruktion eines Achsenpotentials aus Neu-
tronensterndaten
Die Konstruktion eines Ernst-Potentials auf A+ aus den Daten eines Neutronen-
sterns ist der letzte und vielleicht schwierigste Schritt auf dem Weg zu einer gu-
ten Approximation. Während beim systematischen Berechnen des gesamten Au-
ßenraums durch die entsprechenden Gleichungen ((3.2), (3.3), (2.46), (2.56) und 
(2.75)) unter den hier vorliegenden Symmetrieannahmen keine Freiheit mehr be-
steht, gibt es zur Konstruktion eines Achsenpotentials keinen Königsweg. 
Hier kann man großen Wert auf das richtige asymptotische Verhalten setzen 
oder eine möglichst genaue Approximation in der Nähe der Sternoberﬂäche for-
dern, um bspw. später Lichtablenkung in der Nähe des Sterns gut untersuchen zu 
können. Es ist auch denkbar, dass man ein Achsenpotential allein aus astrophysi-
kalisch beobachtbaren Größen konstruieren kann, um Akkretionsprozesse o.ä. zu 
studieren. 
Im Folgenden werden nun einige Verfahren vorgestellt, wie man einen numerisch 
berechneten Neutronenstern unter verschiedenen Gesichtspunkten approximieren 
kann. 
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3.2.1 Konstruktion aus den Multipolmomenten 
Eine sehr naheliegende und anschauliche Methode, ein Achsenpotential zu bestim-
men, ist die Konstruktion aus den Multipolmomenten des Neutronensterns. Dazu 
betrachtet man die Reihenentwicklung von X(ζ) bei ζ =∞: 
∞
1 + f(ζ)
j=0
1− f(ζ)
mjζ
−j−1, (3.13)X(ζ) ≡ =
wobei die Koeﬃzienten mj in eineindeutiger Weise die Geroch-Hansen-Multi-
polmomente Pj bestimmen. Der explizite Zusammenhang zwischen mj und Pj ist 
bspw. in [FHP89] für j = 0, 1, . . . , 10 angegeben. Bemerkenswert ist dabei der 
Zusammenhang mi = Pi für i = 0, 1, 2, 3 und die Tatsache, dass bei Kenntnis 
der mj (j = 0, 1, . . . , k ≤ 10) das Multipolmoment Pk berechnet werden kann 
und umgekehrt. Die Einschränkung k ≤ 10 ist willkürlich2 und für die Zwecke der 
vorliegenden Arbeit nicht relevant, da eine Approximation mit wenigen Parametern 
angestrebt ist. 
Setzt man nun für f(ζ) den Ansatz (3.1) in (3.13) ein, erweitert und multipli-
ziert mit dem Nenner durch und vergleicht anschließend die Koeﬃzienten vor den 
jeweiligen ζ-Potenzen, so ergibt dies ein Gleichungssystem für die Konstanten bj
und cj (vgl. [MR98]). Dieses kann man prinzipiell nach bj und cj auﬂösen und diese 
Koeﬃzienten dann in f(ζ) einsetzen. Da die Bestimmung von f(ζ) aus (3.13) im 
wesentlichen eine Padé-Approximation ist (s. [Bak65]), wird an dieser Stelle nur 
das Ergebnis angegeben: 
Z(ζ) =
Z(ζ)
M
, mit Z(ζ) = (3.14)
n−1mjζn−1−jζn −
ζn−1 −
mn . . . m2n−1j=0
n−2
j=0 mjζ
n−2−j mn−1 . . . m2n−2
. . . . . . . ... . .
ζ −m0 m1 . . . mn
1 m0 . . . mn−1
mit dem Koeﬃzienten von ζn in Z(ζ): 
M = .
mn−1 mn . . . m2n−2
mn−2 mn−1 . . . m2n−3
. . . . . . . ... . .
m1 m2 . . . mn
m0 m1 . . . mn−1
2Prinzipiell kann nach dem Schema in [FHP89] der Zusammenhang zwischen mj und Pj für 
beliebiges j berechnet werden, auch wenn es zunehmend komplizierter wird. 
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Eine analoge Gleichung entsteht für N(ζ), wenn in der ersten Spalte von Z(ζ) das 
„−“ durch ein „+“ ersetzt wird. 
An dieser expliziten Darstellung kann man erkennen, dass (3.12) automatisch 
erfüllt ist, wenn die mj für gerade j reell und sonst rein imaginär sind, was eine 
andere Formulierung für Äquatorsymmetrie ist (vgl. [Kor95]). Eine weitere grund-
legende Eigenschaft kann aus (3.14) abgelesen werden: die Struktur des Koeﬃzi-
enten bn vor ζn−1. Dieser ergibt sich zu −m0 plus einen Determinantenquotienten, 
welcher bei Äquatorsymmetrie rein imaginär ist, so dass 
Re bn = −m0 (3.15) 
gilt. 
Es liegt mit (3.14) und der analogen Formel für N(Z) zusammen ein Ernst-
Potential vor, welches aus den Multipolmomenten des Neutronensterns abgeleitet 
werden kann.3 Dadurch wird nach Konstruktion das Verhalten im Fernfeld sehr 
gut erfasst, d.h. die zur Bestimmung von f(ζ) benutzten mj (j = 0, 1, . . . , 2n− 1) 
stimmen exakt mit den vorgegebenen überein, während für die mj (j > 2n−1) im 
Allgemeinen keine Korrelation feststellbar ist. Möchte man hingegen das Außenfeld 
eines Neutronensterns in der Nähe der Oberﬂäche studieren, bietet sich die folgende 
Vorgehensweise an. 
3.2.2 Konstruktion aus Neutronensterndaten auf der Achse 
Für die Approximation eines numerisch bereits berechneten Neutronensterns, bei 
dem bspw. auch Funktionswerte des Ernst-Potentials auf der Rotationsachse A+
vorliegen, können auch diese zur Konstruktion des Achsenpotentials herangezogen 
werden. Kennt man also an bestimmten Stützstellen ζi die zugehörigen Werte f(ζi), 
so lässt sich das Gleichungssytem 
ζn
� n j−1+ bjζi j=1 i
f(ζi) = � (3.16)n j−1ζn + cjζi j=1 i
aufstellen. Unter der Verwendung der Relation (3.12) sind n Stützstellen ausrei-
chend, um alle Koeﬃzienten zu bestimmen. 
Auf diesem Weg erhält man ein Achsenpotential in der gewünschten Form, 
welches an den Stützstellen ζi genau mit den numerisch berechneten Werten des 
3Genau genommen wird das Ernst-Potential aus den mj bestimmt. Hat man diese aus den 
Multipolmomenten Pj bestimmt, stimmt die o.g. Behauptung. Auf die Angabe der unübersicht-
lichen zu (3.14) analogen Ausdrücke in Pj wurde verzichtet. 
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Neutronensterns übereinstimmt. Hat man nun noch die Möglichkeit, Stützstellen 
in der Nähe bzw. am Nordpol des Sterns zu wählen, ist die Approximation in 
diesem Bereich nach Konstruktion sehr gut. 
In dieser Arbeit werden später Approximationen mit n = 1, 2, 3 und 4 betrach-
tet4, so dass die Wahl der Stützstellen ein wichtiger Punkt ist. Es hat sich als vor-
teilhaft erwiesen, die Approximationslösungen iterativ aufzubauen und bei n = 1
mit dem Nordpol des Sterns als Stützstelle zu beginnen, da das richtige asympto-
tische Verhalten f → 1 für ζ → ∞ bereits durch den Ansatz gewährleistet ist. 
Anschließend wird die relative Abweichung dieser Näherungslösung mit den nu-
merischen Werten an den Stützstellen berechnet und für die (n = 2)-Bäcklund-
Lösung wird die Stützstelle gewählt, an der die Abweichung am größten ist. So 
kann man prinzipiell Approximationen mit beliebig vielen Parametern angeben, 
solange genügend Stützstellen vorhanden sind. 
Das größte systematische Problem dieser Herangehensweise ist, dass die so 
konstruierte analytische Lösung die Masse M und den Drehimpuls J (und alle 
anderen Multipolmomente) des Sterns nicht gut approximieren kann. M und J
bestimmen die führenden Ordnungen der metrischen Funktionen e2U und a, so 
dass es sinnvoll ist, die in diesem Abschnitt geschilderte Methode zu erweitern. 
Wenn man neben der Übereinstimmung des Achsenpotentials an den Stütz-
stellen noch die Masse M und den Drehimplus J vorgeben möchte, ist dies nicht 
so einfach zu realisieren. Die Masse M ließe sich über (3.15) als zusätzliche Ne-
benbedingung einbauen, allerdings gibt es eine solche für den Drehimpuls J nicht. 
Um diesen dennoch vorgeben zu können, betrachtet man alle Koeﬃzienten bj und 
cj im Ernst-Potential (3.1) als Funktionen der mj (vgl. (3.14)). Dieses Mal be-
trachtet man (3.16) zur Bestimmung der mj bei festgehaltener Masse M = m0
und Drehimpuls J = −im1. Dieses Gleichungssystem ist nichtlinear und somit 
sind Existenz bzw. Eindeutigkeit der Lösung nicht garantiert. Für die Belange 
dieser Arbeit wurde das Gleichungssystem über ein mehrdimensionales Simplex-
Verfahren (vlg. [NM65]) gelöst, d.h. die mj wurden solange variiert, bis (3.16) im 
Rahmen der Genauigkeit erfüllt wurde. 
3.3 Beispiel: Die Kerr-Lösung
Das Kerr-Schwarze-Loch ist das einzige isolierte und von Vakuum umgebene, sta-
tionäre und axialsymmetrische Schwarze Loch (vgl. u.a. [Rob75], [Heu96]). Eine 
4Das Ziel ist eine Beschreibung mit möglichst wenig Parametern. 
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Möglichkeit, die Kerr-Lösung als die einzige eines entsprechenden Randwertpro-
blems zu ﬁnden, ist in [NM03] angegeben. 
An diesem einfachen Beispiel soll der Algorithmus nun demonstriert werden, 
indem aus den ersten beiden Multipolmomenten M und J die Kerr-Lösung - zu-
nächst das Ernst-Potential, später die gesamte Metrik - rekonstruiert wird. Zum 
einen ist dies eine Möglichkeit, das allgemeine Vorgehen der hier gezeigten Ap-
proximationsmethode zu skizzieren und mit der bekannten Lösung zu vergleichen. 
Andererseits entspricht sie - außer für den Fall, dass das Achsenpotential allein an 
Stützstellen ζi konstruiert wurde - immer der (n = 1)-Bäcklund-Lösung und ist 
als solche für das Kapitel 4 relevant. 
3.3.1 Das Ernst-Potential der Kerr-Lösung 
Man beginnt also mit der Konstruktion eines Achsenpotentials gemäß (3.14) für 
den Fall n = 1, d.h. Z(ζ) ist eine (2 × 2)-Determinanten und M = m0 = M . Es 
gilt: 
ζ −m0 − m1 ζ −M − iα
f(ζ) = m0 = , (3.17)
ζ +m0 − m1 ζ +M − iαm0
wobei mit α = J/M der speziﬁsche Drehimpuls eingeführt wurde. Nachdem nun 
das Ernst-Potential auf der Achse A+ gefunden wurde, gilt es gemäß (3.2) und 
(3.3) die Bäcklund-Parameter zu bestimmen. Das Polynom 
Z(ζ)N¯ ζ¯ + Z¯ ζ¯ N(ζ) = 2 ζ2 − M2 − α2
hat die beiden Nullstellen 
√ √
K1 = M2 − α2 und K2 = − M2 − α2, (3.18) 
die für J < M2 reell und für J > M2 imaginär sind. An dieser Stelle bietet sich 
eine Fallunterscheidung und eine damit einhergehende Parametrisierung an. 
Im ersten Fall J < M2 stellt die Lösung das Kerr-Schwarze-Loch dar und die 
reellen Kj werden gemäß 
π
K1 = −K2 =M cos δ, α = −M sin δ mit − < δ < 0
2
parametrisiert. In dieser Darstellung lassen sich auch einfach die zugehörigen αj
nach (3.3) berechnen: 
¯ ¯N K1 M cos δ +M − iM sin δ e−iδ + 1 −iδ iδα1 = = = = e bzw. α2 = −e .
N(K1) M cos δ +M + iM sin δ eiδ + 1
(3.19) 
� � �
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Die Gleichungen (3.18) und (3.19) zeigen, dass die Bäcklund-Parameter entartet 
sind, was bei je zwei Bedingungen (2.50) und (2.53) für die Kj bzw. (2.51) und 
(2.54) für die αj zu erwarten war. 
Nachdem nun die Bäcklund-Parameter bestimmt sind, kann man diese in 
(2.46) einsetzen und erhält: 
B± 2 =
1 ±1 0
K1 α1r1 1
K2 α2r2 1
= α1r1 − α2r2 = (K1 −K2) bzw. 
B− 2 e−iδr1 + eiδr2 + 2M cos δf(Q, ζ) = = (3.20)
B+2 e−iδr1 + eiδr2 − 2M cos δ
mit der nach Kapitel 3.1.1 gültigen Konvention r1/2 = Q2 + K1/2 − ζ 2, so dass 
im Grenzwert Q→ 0 wieder (3.17) entsteht. 
In analoger Weise kann man auch den Fall J > M2 behandeln, der als über-
extreme Kerr-Lösung bekannt und für sich allein nicht physikalisch ist, da er 
„nackte“ Singularitäten aufweist. Da in dieser Arbeit die näherungsweise Beschrei-
bung des Außenfelds von Neutronensternen untersucht wird, ist die überextreme 
Kerr-Lösung als (n = 1)-Bäcklund-Lösung durchaus interessant.5 Auch der Fall 
J = M2, also die extreme Kerr-Lösung, ist als Spezialfall in den beiden Fällen 
enthalten. Für diesen gilt das bereits in Kapitel 3.1.2 für zusammenfallende Kj
festgestellte. 
3.3.2 Die Kerr-Metrik 
Typischerweise wird die Kerr-Metrik ([Ker63]) in Boyer-Lindquist-Koordina-
ten ([BL67]) angegeben: 
2dr 2 2ds2 = Σ + dϑ2 + e−2νΔsin2 ϑ (dϕ− ω dt) − e2νdt (3.21)
Δ
mit 
Σ = r2 + α2 cos2 ϑ, Δ = r2 − 2Mr + α2,
ΔΣ 2Jr2ν 2νe = und ω = e .
(r2 + α2)2 −Δα2 sin2 ϑ ΣΔ
Der Zusammenhang zwischen den Boyer-Lindquist-Koordinaten mit den kano-
nischen Weyl-Koordinaten ist dabei durch 
√ √
Q = r2 − 2Mr + α2 sinϑ = Δsinϑ, ζ = (r −M) cosϑ, (3.22) 
5Für die Sonne gilt bspw. J ≈ M2, so dass eine erste Approximation durch die überextreme 
Kerr-Lösung gegeben sein kann. 
� �    
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r+ + r− r+ − r− 
r = +M, cosϑ = √ , r± = −r1/2 (3.23)
2 2 M2 − α2
gegeben.6 Ein Vergleich mit dem Linienelement (2.4) zeigt, dass 
2U Σ− 2Mr− g44 = e = (3.24)
Σ
gilt. Weiterhin kann man aus dem Mischterm 
2U 4αMr sin
2 ϑ 2Mrα sin2 ϑ
2g34 = −2ae = − ⇒ a = (3.25)
Σ Σ− 2Mr
ablesen. Um e2k zu bestimmen, muss man die Koordinatendiﬀerentiale umrechnen: 
√2r − 2M
dQ = √ sinϑ dr + Δcosϑ dϑ, dζ = cosϑ dr − (r − M) sinϑ dϑ,
2 Δ
(r − M)2
dQ2 = sin2 ϑ dr2 +Δcos2 ϑ dϑ2 + 2(r − M) sinϑ cosϑ dr dϑ und 
Δ
dζ2 = cos2 ϑ dr2 + (r − M)2 sin2 ϑ dϑ2 − 2(r − M) sinϑ cosϑ dr dϑ.
Ein Vergleich liefert nun 
dr2 dr22k−2Ue Δcos2 ϑ+ (r − M)2 sin2 ϑ + dϑ2 = Σ + dϑ2
Δ Δ
Σ Σ− 2Mr2k 2U⇒ e = e = . (3.26)
Δcos2 ϑ+ (r − M)2 sin2 ϑ Δ+ (M2 − α2) sin2 ϑ
Jetzt können (3.24), (3.25) und (3.26) aus (2.46), (2.56) und (2.75) hergeleitet und 
die Integrationskonstanten überprüft werden. 
Erweitern von (3.20) liefert: 
−e−iδr+ − eiδr− + 2M cos δ
f(Q, ζ) = −e−iδr+ − eiδr− − 2M cos δ
(cos δ − i sin δ)r+ + (cos δ + i sin δ)r− − 2M cos δ
=
(cos δ − i sin δ)r+ + (cos δ + i sin δ)r− + 2M cos δ
cos δ (r+ + r− − 2M)− i sin δ (r+ − r−)
=
cos δ (r+ + r− + 2M)− i sin δ (r+ − r−)
cos2 δ [(r+ + r−)2 − 4M2] + sin2 δ(r+ − r−)2 − i4M(r+ − r−) cos δ sin δ
=
cos2 δ (r+ + r− + 2M)2 + sin2 δ (r+ − r−)2
= e2U + ib
6Dabei sind die r± so gewählt, dass sie als „Abstände“, d.h. mit positivem Realteil, betrachtet 
werden können. 
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und somit kann die metrische Funktion e2U wie folgt abgelesen werden: 
2U cos
2 δ [(r+ + r−)2 − 4M2] + sin2 δ (r+ − r−)2e =
cos2 δ (r+ + r− + 2M)2 + sin2 δ (r+ − r−)2
cos2 δ [(2r − 2M)2 − 4M2] + sin2 δ cos2 ϑ 4(M2 − α2)
=
cos2 δ 4r2 + sin2 δ cos2 ϑ 4(M2 − α2)
−8Mr 2Mr 2Mr
= 1 + = 1− = 1− .
4r2 + 4 tan2 δ cos2 ϑ (M2 − α2) r2 + α2 cos2 ϑ Σ
Zur Berechnung von a gemäß (2.56) wird 
D2 =
−(Q+ iζ) −Q −i
K1 α1r1 1
K2 α2r2 1
= −(Q+ iζ)(α1r1 − α2r2) + Q(K1 − K2)− i(K1α2r2 − K2α1r1)
benötigt. Damit ist nun 
2U D2(a− a0)e = 2Q+ 2Re 
B+2
−(Q+ iζ)(α1r1 − α2r2) + Q(2K1)− i(K1α2r2 +K1α1r1)
= 2Q+ 2Re 
α1r1 − α2r2 − (2K1)
iζ(α1r1 − α2r2) + iK1(α1r1 + α2r2)
= 2Q− 2Q− 2Re
α1r1 − α2r2 − 2K1
−e−iδr+ + eiδr− + 2ζ
= 2Im ζ +M cos δ−e−iδr+ − eiδr− − 2M cos δ
−2ζ + cos δ (r+ − r−)− i sin δ (r+ + r−)
= 2M cos δ Im 
cos δ (r+ + r− + 2M)− i sin δ (r+ − r−)
2α [α2 cos2 ϑ+ r2 − Mr +Mr cos2 ϑ]
=
r2 + α2 cos2 ϑ
und es empﬁehlt sich an dieser Stelle durch e2U in der oben angegebenen Form zu 
teilen: 
2α [α2 cos2 ϑ+ r2 − Mr +Mr cos2 ϑ] r2 + α2 cos2 ϑ
a− a0 =
r2 + α2 cos2 ϑ r2 + α2 cosϑ− 2Mr
2α [r2 + α2 cos2 ϑ− Mr(1 + cos2 ϑ)]
= .
r2 + α2 cos2 ϑ− 2Mr
Bildet man hier den Grenzwert r → ∞, so ﬁndet man die Integrationskonstante 
a0 = −2α (vgl. (2.77)), welche auf die rechte Seite gebracht, nach Erweitern und 
Zusammenfassen schließlich - in Übereinstimmung mit (3.25) -
2Mrα sin2 ϑ
a =
r2 + α2 cos2 ϑ− 2Mr
� �
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ergibt. 
Schließlich kann nun die metrische Funktion e2k nach (2.75) wie folgt berechnet 
werden: 
24 K1 + iz K1 + iz r1α11 α1r12(k−k0)e =
rj(Kj + iz) K2 + iz K2 + iz r2α2r2j=1 α2
K1+iz r2 − K2+iz[(K1 + iz)α2r2 − (K2 + iz)α1r1] r1α2 α1
=
r1r2(K1 + iz)(K2 + iz)
(K1 + iz)2r22 + (K2 + iz)2r12 α2 α1= − +
r1r2(K1 + iz)(K2 + iz) α1 α2
(K1 + iz)(K2 − iz¯) + (K2 + iz)(K1 − iz¯) α2 α1
= − +
r+r− α1 α2
e2iδ + e−2iδ2K1K2 + 2zz¯
= − −e−iδeiδr+r−
−2(M2 − α2) + 2(Q2 + ζ2)
= + 2 cos 2δ
r+r− 
−2(M2 − α2) + 2 (r2 − 2Mr + α2) sin2 ϑ+ (r − M)2 cos2 ϑ
= + 2 cos 2δ1
4
((r+ + r−)2 − (r+ − r−)2)
2 r2 − 2Mr + α2 sin2 ϑ+M2 cos2 ϑ − 2(M2 − α2)
= 1 + 2− 4 sin2 δ
4
(4(r − M)2 − 4(M2 − α2) cos2 ϑ)
2 r2 − 2Mr + α2 sin2 ϑ+M2 cos2 ϑ − 2(M2 − α2) 4α2
= + 2− 
r2 − 2Mr + α2 + (M2 − α2) sin2 ϑ M2
4α2 2M2(− cos2 ϑ+ 1 + sin2 ϑ) + 4α2 sin2 ϑ
= 4− − 
2 − 2Mr + α2 + (M2 − α2) sin2 ϑM2 r
M2 sin2 ϑ4(M2 − α2)
1−=
2 − 2Mr + α2 + (M2 − α2) sin2 ϑM2 r
4(M2 − α2) Σ− 2Mr
= .
M2 Δ+ (M2 − α2) sin2 ϑ
Durch den Grenzübergang zu r →∞ kann auch hier die Integrationskonstante in 
Übereinstimmung mit (2.79) zu e2k0 = M2/ [4(M2 − α2)] bestimmt werden und 
e2k nimmt die Form (3.26) an. 
3.4 Kritische Punkte und Singularitäten
In diesem Kapitel sollen die in Abschnitt 2.2.2 angesprochenen kritischen Punkte 
und Singularitäten diskutiert werden. Insbesondere wäre ein Zusammenhang zwi-
schen den einfach zu bestimmenden kritischen Punkten zk mit den Nullstellen der 
�������
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Nennerdeterminante wünschenswert, da diese im Allgemeinen kompliziert zu be-
rechnen sind. Betrachtet wird zunächst der Fall n = 1, da hier konkrete Formeln 
zur Bestimmung der Nullstellen angegeben und eine potentielle Korrelation mit 
den zk untersucht werden kann. Anschließend wird etwas über die Existenz der 
Nullstellen ausgesagt. 
Weil eine Außenlösung des Neutronensterns keine singulären Punkte enthalten 
darf, muss untersucht werden, ob und wo solche Punkte existieren. Zum anderen 
muss etwas zum Gültigkeitsbereich der Außenlösung gesagt werden (vgl. Kapitel 
4.1.2). Stellt sich dann heraus, dass singuläre Punkte im Gültigkeitsbereich liegen, 
muss die Lösung verworfen werden. 
Für eine bessere Darstellung werden hier die Koordinaten Q und ζ im Intervall 
[−∞,∞] betrachtet7. So kann man in den Abbildungen die Schnittpunkte besser 
erkennen. 
3.4.1 Nullstellen der Nennerdeterminante für n = 1
Wie bereits im vorangegangenen Kapitel verwendet, nimmt in diesem Fall die 
Nennerdeterminante die Form 
B+2 =
1 1 0
K1 α1r1 1
K2 α2r2 1
= α1r1 − α2r2 − (K1 − K2) (3.27) 
an, d.h. für nichtentartete Kj sind die beiden Fälle reeller bzw. imaginärer Kj zu 
untersuchen. Da die Determinante im Allgemeinen komplex ist, sind die Nullstellen 
dort, wo Real- und Imaginärteil gleichzeitig verschwinden. 
a) Ein Paar reeller Kj
Sei K1 = d1 und α1 = g1 + ih1 mit d1, g1, h1 ∈ R, d.h. die Bedingungen an 
die Bäcklund-Parameter (2.50) und (2.51) sind automatisch erfüllt bzw. liefern 
2g1+h
2
1 = 1. Aufgrund der Äquatorsymmetrie (2.53) bzw. (2.54) muss K2 = −K¯1 =
−d1 und α2 = −α¯1 = −g1 + ih1 gelten. 
Für reelle Kj werden auch die zugehörigen rj = Q2 + (Kj − ζ)2 reell und 
Real- sowie Imaginärteil der Nennerdeterminante (3.27) lassen sich einfach auf 
Nullstellen untersuchen. 
7Man kann sich die Untersuchung der Nennerdeterminante als von der physikalischen Pro-
blemstellung losgelöst vorstellen. 
� �
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Mit den bisherigen Erkenntnissen vereinfacht sich der Realteil zu 
ReB+2 = g1r1 + g1r2 − 2d1 = 0.
Bringt man 2d1 auf die rechte Seite und dividiert durch g1  = 0 erhält man 
2d1
r1 + r2 =
g1
und erkennt, dass es nur Lösungen für d1/g1 < 0 gibt (r1 und r2 sind negativ). 
Mehrfaches Quadrieren liefert 
1 2 2d
2
2
(1− g1)− Q2 + ζ2 g1 − 1 = 0g1
bzw. 
Q2 ζ2 d2(1− g2) d22 1 1 2 1+ = 1 mit u = , v = . (3.28)
2 2 2 2u v g g1 1
Der Realteil verschwindet also für g12 < 1 auf einer prolaten Ellipse mit den Halb-
achsen u und v (u < v). 
Der Imaginärteil reduziert sich zu 
ImB+2 = h1r1 − h1r2 = 0,
d.h. für h1  0 lautet die Bedingung r1 = r2, welche für d1 = 0 nur durch ζ = 0=  
erfüllt werden kann. 
Der Imaginärteil verschwindet also auf der Geraden ζ = 0, so dass die Nullstel-
len der Nennerdeterminante mit den Schnittpunkten der Ellipse und der Geraden 
bei  
d1 1− g2
(Q, ζ) = (±u, 0) = ± 1 , 0 (3.29)
g1
zusammenfallen. 
b) Ein Paar imaginärer Kj
Sei K1 = ie1 und α1 = ih1 mit e1, h1 ∈ R8. Aufgrund der Bedingungen an die 
¯Bäcklund-Parameter (2.50) bzw. (2.51) muss K2 = K1 = −ie1 und α2 = 1/α¯1 =
(−ih1)−1 = i/h1 gelten. 
8Die Äquatorsymmetriebedingungen (2.53) sind identisch erfüllt und aus (2.54) folgt, dass die 
αj imaginär sein müssen. 
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Aufgrund der komplexen Kj sind auch die rj im Allgemeinen komplex. Man √ 
kann die Quadratwurzel einer komplexen Zahl Z = X + iY wie folgt berechnen 
(es gilt die Vorzeichenkonvention wie in Kapitel 3.1.1): 
√ √ √ 
Z = − 2 X2 + Y 2 +X + i · sgn(Y ) X2 + Y 2 − X . (3.30)
2
Man erkennt, dass die Realteile von r1 und r2 gleich sind, während sich der Imagi-
närteil um ein Vorzeichen unterscheidet (Der Imaginärteil des Radikanden von r1
hat stets das andere Vorzeichen als der von r2). 
Der Realteil von (3.27) ergibt 
Im r1 b1=0ReB+2 = −h1Im r1 − = 0 ⇐⇒ Im r1 = 0.b1
Vom Imaginärteil von r1 bleibt gemäß Lösungsformel (3.30) schließlich 
√ 
X2 + Y 2 − X = 0
übrig, was für Y = 0 und X ≥ 0 der Fall ist. Vergleicht man Z mit r1 erkennt 
man, dass Y = 2ζe1 ist, was bei e1 = 0 für ζ = 0 verschwindet. Die Bedingung 
X ≥ 0 übersetzt sich entsprechend zu 
ζ=0
Q2 + ζ2 − e12 = Q2 − e12 ≥ 0.
Der Realteil verschwindet also auf der Geraden g : {Q ∈ R \ (−e1, e1), ζ = 0}. 
Die Untersuchung des Imaginärteils ergibt: 
Re r1 2e1h1ImB+2 = h1Re r1 − − 2e1 = 0 ⇐⇒ Re r1 = − .h1 1− h21
Lösungen existieren, wenn die rechte Seite für gegebenes l1 und b1 negativ ist (Re rj
ist stets negativ), so führt mehrfaches Quadrieren auf 
22Q2 2ζ2 8e1h
2
1+ = 1, mit κ = . (3.31)
2e21 + κ κ (1− h21)2
Der Imaginärteil verschwindet also dieses Mal auf einer (ebenfalls prolaten) Ellipse, 
so dass die Nullstellen der Nennerdeterminante wieder mit den Schnittpunkten 
einer Ellipse mit zwei Halbgeraden bei 
(Q, ζ) = ±e1 1 + 4h
2
1 , 0 (3.32)
(1− h21)2
zusammenfallen. 
54 KAPITEL 3. ALGORITHMUS
Zusammenhang mit den kritischen Stellen
Für reelle Kj ﬁndet man z(Kj) := ζj = Kj = dj, d.h. die kritischen Stellen 
liegen auf der Rotationsachse. Man kann nun leicht ein g1 ausrechnen, so dass 
der Abstand der Nullstellen vom Koordinatenursprung mit dem der kritischen √ 
Stellen zusammenfällt: g1crit = 2/2. Für g1 > g1crit liegen die neuen potentiellen 
Singularitäten also innerhalb eines Kreises um den Ursprung mit Radius R = |Kj|. 
Allerdings wandern sie für g1 → 0 immer weiter nach außen, so dass man im 
Allgemeinen darauf achten muss, dass sie noch innerhalb des Sterns liegen. 
Ähnliches gilt für imaginäre Kj. Dort gilt z(Kj) := Qj = Im Kj = ej, d.h. 
für h1 → 0 fallen sie mit den neuen potentiellen Singularitäten zusammen. Diese 
wandern für h1 → 1 nach außen, so dass man auch hier genau darauf achten muss, 
wo die Nullstellen von (3.27) liegen. 
�
ζ
ImN=0 ReN=0
z(K1)
z(K2)
�
ζ
ReN=0 ImN=0
z(K1)z(K2)
(a) Zwei reelle Kj (b) Zwei imaginäre Kj
Abbildung 3.1: Dargestellt ist jeweils der geometrische Ort aller Punkte, an denen der Real-
bzw. Imaginärteil der Nennerdeterminante (3.27) verschwindet. Folglich beﬁn-
det sich an jedem Schnittpunkt der Graphen eine Nullstelle. 
Existenz der möglichen Nullstellen
Nachdem nun klar ist, dass es prinzipiell Nullstellen der Nennerdeterminante geben 
kann, stellt sich die Frage, ob diese unter sinnvollen physikalischen Annahmen 
existieren. 
Für den Fall n = 1 ist der allgemeine Ausdruck für das Ernst-Potential auf 
der Achse durch (vgl. Kapitel 3.3.2) 
ζ − M + iα Z(ζ)
f(ζ) = = mit M ∈ R+ und α ∈ R (3.33)
ζ +M + iα N(ζ)
������������� 
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gegeben. Hier ist sowohl die Äquatorsymmetrie (2.52) als auch die Bedingung 
(3.15) eingebaut, so dass M die Masse der Lösung darstellt und α an dieser Stelle 
ein freier reeller Parameter sei. Die Kj können aus dem Kapitel 3.3.2 übernommen 
werden: √ 
K1/2 = ± M2 − α2.
Hier beginnt wieder die Unterteilung in reelle und imaginäre Kj, je nachdem ob 
M2 größer oder kleiner α2 ist. 
Für den Fall reeller Kj, d.h. M2 > α2, berechnet man α1 gemäß√ √ 
Z¯(K¯1) M
2 − α2 − M M2 − α2 αM − α M2 − α2
α1 = − = − √ − i √ = g1 + ih1.
Z(K1) M2 − M M2 − α2 M2 − M M2 − α2
Man kann sich nun davon überzeugen, dass g12 + h12 = 1 gilt. Es stellt sich die 
Frage, ob die Bedingung d1/g1 < 0 für die Existenz der Ellipse, auf der für reelle 
Kj der Realteil der Nennerdeterminante verschwindet, erfüllt werden kann. Die 
Auswertung dieser Bedingung √ √ √ 
d1 M2 − α2(M M2 − α2 − M2) M(M2 − α2 − M M2 − α2)
= √ = √ =M
g1 M2 − α2 − M M2 − α2 M2 − α2 − M M2 − α2
ergibt, dass für M ∈ R+ keine Ellipse möglich ist. D.h., für ein Ernst-Potential 
mit positivem ersten Multipolmoment tritt die Nullstelle der Nennerdeterminante 
für reelle Kj nicht auf. 
Für den Fall imaginärer Kj, d.h. M2 < α2, berechnet man α1 gemäß√
Z¯(K¯1) i α2 − M2 − M − iα M
α1 = − = − √ = 0− i √ = ih1.
Z(K1) i α2 − M2 − M + iα α+ α2 − M2
Wie erwartet verschwindet der Realteil von α1. Die Auswertung der Existenzbe-
dingung der Ellipse liefert: √ √ 
2e1h1 2 α2 − M2M (α+ α2 − M2)2− = + √ √ =M.
1− h21 α+ α2 − M2 (α+ α2 − M2)2 − M2
Da M ∈ R+ gibt es also auch für imaginäre Kj keine Nullstellen der Nennerdeter-
minante. 
3.4.2 Nullstellen der Nennerdeterminante für n = 2
In diesem Fall nimmt die Nennerdeterminante die folgende Form an: 
1 1 0 0 0
K2 K1α1r1 K1 α1r1 11
(3.34)
α1r1−α2r2 α1r1−α4r4− 1 − 1K1−K2 K1−K4B+ K22 1= K2α2r2 K2 α2r2 = PK α3r3−α2r2 α3r3−α4r4− 1 − 1K3−K2 K3−K4K2 K3α3r3 K3 α3r3 13
K2 K4α4r4 K4 α4r4 14
2
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mit PK = (K1 − K2)(K3 − K2)(K1 − K4)(K3 − K4). (3.35) 
Auch wenn die (5 × 5)-Determinante durch geschickte Umformung auf eine 
(2× 2)-Determinante zurückgeführt werden kann9, so ändert sich das zu untersu-
chende Polynom nicht. Der Vorfaktor PK ist für reelle, imaginäre und eine kom-
plexe Vierergruppe reell, d.h. Real- bzw. Imaginärteil beider Determinanten ver-
schwinden auf identischen Kurven. Im Fall gemischter Kj (zwei reelle und zwei 
imaginäre) ist PK komplex, d.h. die Kurven, auf denen Real- und Imaginärteil 
verschwinden sind unterschiedlich, etwaige Schnittpunkte sind allerdings identisch. 
Insbesondere die Tatsachen, dass Produkte von rj auftreten und die Anzahl 
der Summanden einer Determinante mit ihrer Dimension recht schnell wächst, 
erschweren analytische Untersuchungen zu den Nullstellen. Dass es nun insgesamt 
vier mögliche Fälle gibt, die Kj so zu wählen, dass die Raumzeit die geforderten 
Symmetrien aufweist, macht die Untersuchung noch umfangreicher. Daher werden 
hier nur die Eigenschaften der Paramter bestimmt und anschließend die Kurven 
skizziert, auf denen Real- bzw. Imaginärteil verschwinden. 
Zwei Paare reeller Kj
1,20
0,60
ζ in 10−3 0,00
-0,60
-1,20
ImN=0
z(K1)
ReN=0
z(K2)
-0,80 -0,53 -0,27 0,00 0,27 0,53 0,80
� in 10−3
Abbildung 3.2: Der geometrische Ort aller Punkte, an denen der Real- bzw. Imaginärteil der 
Nennerdeterminante (3.34) verschwindet, sowie die kritischen Stellen z(Kj), 
wobei hier z(K3/4) außerhalb des dargestellten Bereichs liegen. 
9Jede ((2n+1)× (2n+1))-Determinante der Form B± lässt sich in eine (n×n)-Determinante 2
umformen. 
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Sei K1 = d1 und α1 = g1 + ih1 mit d1, g1, h1 ∈ R. Aufgrund der Äquatorsym-
metrie muss K2 = −K¯1 = −d1 und α2 = −α¯1 = −g1 + ih1 gelten. Sei weiterhin 
K3 = d3 und α3 = g3 + ih3 mit d3, g3, h3 ∈ R, so existiert auch K4 = −K¯3 = −d3
und α4 = −α¯3 = −g3 + ih3. 
Für reelle Kj werden auch die zugehörigen rj = Q2 + (ζ − Kj)2 reell. Man 
kann sich verhältnismäßig leicht klarmachen, dass der Imaginärteil auf der Geraden 
ζ = 0 verschwindet. Dort werden r1 = r2 und r3 = r4, womit in der Hauptdiago-
nalen der zweiten Determinante in Gleichung (3.34) nur reelle Größen stehen und 
die Elemente der Nebendiagonale zueinander komplex konjugiert sind. Somit ist 
die Determinante reellwertig und der Imaginärteil identisch Null. 
Auch wenn der Realteil auf einer scheinbar einfachen geometrischen Figur ver-
schwindet, ist es bisher nicht gelungen, diese zu identiﬁzieren. 
Zwei Paare imaginärer Kj
Sei K1 = ie1 und α1 = ih1 mit e1, h1 ∈ R. Aufgrund der Bedingung an die 
¯Bäcklund-Parameter muss K2 = K1 = −ie1 und α2 = 1/α¯1 = i/h1 gelten. Sei 
¯weiterhin K3 = ie3 und α3 = ih3 mit e3, h3 ∈ R, so existiert auch K4 = K3 = −ie3
und α4 = 1/α¯3 = i/h3. 
Durch die imaginären Kj sind die Radikanden der rj komplex, was dazu führt, 
dass auch die rj komplex werden. Anhand der Gleichung (3.30) kann man nach-
vollziehen, dass r1 = r¯2 bzw. r3 = r¯4 gilt. Hier kann man auch relativ einfach 
-1,00 -0,67 -0,33 0,00 0,33 0,67 1,00
� in 10−1
Abbildung 3.3: Der geometrische Ort aller Punkte, an denen der Real- bzw. Imaginärteil der 
Nennerdeterminante (3.34) verschwindet, sowie die kritischen Stellen z(Kj). 
-1,50
-0,75
0,00
0,75
1,50
z(K3) z(K1)z(K4)z(K2)
ζ in 10−3
ReN=0 ImN=0
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nachvollziehen, auf welcher Figur der Imaginärteil verschwindet. Setzt man die 
Kj, αj und rj in die letzte Determinante ein, stellt man fest, dass eine Situation 
wie im vorigen Kapitel nicht auftreten kann. Die einfachste Möglichkeit eine rein 
reellwertige Determinante zu erhalten ist, wenn die Imaginärteile der rj verschwin-
den. Dies ist jeweils auf stückweisen Geraden der Fall, so dass der Imaginärteil der 
Determinante auf der Geraden h : {Q ∈ R \ (−ej, ej), ζ = 0} mit ej = max(e1, e2)
verschwindet. 
Auf welcher Figur der Realteil verschwindet, konnte bislang nicht analytisch 
beschrieben werden. Allerdings scheint es stets so zu sein, dass die kritischen Stel-
len z(Kj) innerhalb dieser Figur liegen, so dass es immer zwei Punkte gibt, an 
denen Real- und Imaginärteil verschwinden. Diese Schnittpunkte beﬁnden sich in 
unmittelbarer Nähe von z(Kj). 
Ein Paar reeller und ein Paar imaginärer Kj
Sei K1 = d1 und α1 = g1+ ih1 mit d1, g1, h1 ∈ R. Aufgrund der Äquatorsymmetrie 
muss K2 = −K¯1 = −d1 und α2 = −α¯1 = −g1 + ih1 gelten. Sei weiterhin K3 = ie3
und α3 = ih3 mit e3, h3 ∈ R, so ist wegen der Bedingung an die Bäcklund-
¯Parameter K4 = K3 = −ie3 und α4 = 1/α¯3 = i/h3. 
-3,00 -2,00 -1,00 0,00 1,00 2,00 3,00
� in 10−5
Abbildung 3.4: Der geometrische Ort aller Punkte, an denen der Real- bzw. Imaginärteil der 
Nennerdeterminante (3.34) verschwindet, sowie die kritischen Stellen z(Kj), 
wobei hier z(K1/2) außerhalb des dargestellten Bereichs liegen. 
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Eine Vierergruppe komplexer Kj
Sei K1 = d1 + ie1 mit und α1 = g1 + ih1 mit d1, e1, g1, h1 ∈ R. Aufgrund der 
Äquatorsymmetrie muss K2 = −K¯1 = −d1+ ie1 und α2 = −α¯1 = −g1+ ih1 gelten. 
¯Wegen der Bedingung an die Bäcklund-Parameter muss es ein K3 = K1 = d1−ie1
und α3 = 1/α¯1 = 1/(g1 − ih1) geben. Kombiniert man beide Bedingungen muss 
außerdem noch ein K4 = −K1 = −d1 − ie1 mit α4 = −1/α1 = −1/(g1 + ih1)
existieren. Setzt man die αj und die Kj in die Determinante ein, so erkennt man, 
-3,00 -2,00 -1,00 0,00 1,00 2,00 3,00
� in 10−2
Abbildung 3.5: Der geometrische Ort aller Punkte, an denen der Real- bzw. Imaginärteil der 
Nennerdeterminante (3.34) verschwindet, sowie die kritischen Stellen z(Kj). 
Auf der gestrichelten Linie macht der Realteil wegen (3.30) einen Sprung. 
dass für r2 = r¯1 = r3 bzw. r4 = r1 die Elemente der Hauptdiagonalen reell und 
die Nebendiagonalelemente zueinander komplex konjugiert sind. Da dies für ζ = 0
der Fall ist, verschwindet dort der Imaginärteil der Determinante. 
Für n > 2 wird die Untersuchung noch komplizierter und Real- bzw. Imaginär-
teil der Determinanten verschwinden auf Kurven höherer Ordnung. Ein Sachver-
halt wurde dabei immer wieder beobachtet: die Nullstellen der Nennerdeterminan-
ten haben etwa den selben Abstand vom Koordinatenursprung wie die kritischen 
Stellen z(Kj). Das kann bspw. wie in Abbildung 3.3 oder 3.4 einen kleinen re-
lativen Abstand bedeuten, aber auch wie in Abbildung 3.5 die näherungsweise 
Übereinstimmung einer Koordinate. Interessiert man sich für die genaue Lage der 
Nullstellen, ist eine numerische Nullstellensuche notwendig. 
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Kapitel 4
Ergebnisse
In diesem Kapitel wird der Algorithmus zur Approximation des Außenfeldes rotie-
render Neutronensterne mit exakten Lösungen der Einstein’schen Feldgleichun-
gen angewendet. Dabei werden zunächst die metrischen Funktionen der analyti-
schen Approximation mit denen numerischer Berechnungen verglichen und Aussa-
gen zur Genauigkeit getroﬀen. Anschließend wird die Oberﬂäche des Neutronen-
sterns diskutiert und damit der Gültigkeitsbereich der approximierten Funktionen 
festgelegt. Nachdem dann das Konvergenzverhalten der Approximation untersucht 
wurde, folgt ein Vergleich physikalischer Eigenschaften des Neutronensterns. Die 
meisten Ergebnisse wurden vor Kurzem in [TFM11] veröﬀentlicht. 
4.1 Ein homogener Neutronenstern
Zur numerischen Berechnung eines Neutronensterns muss zuerst eine Zustandsglei-
chung gewählt werden, die den Zusammenhang zwischen Druck p und Energiedich-
te µ beschreibt. Da die genaue Zusammensetzung eines Neutronensterns unbekannt 
ist (vgl. [ST83]), betrachtet man an dieser Stelle eine Modell-Zustandsgleichung, so 
dass die gesuchte Funktion µ(p) möglichst einfach ist. Für die vorliegende Arbeit 
ist sie sowieso nur für die numerische Berechnung relevant, da die Approximation 
von ihr nicht abhängt. Um dies zu verdeutlichen, werden im Folgenden Neutronen-
sterne mit unterschiedlichen Modell-Zustandsgleichungen numerisch berechnet und 
approximiert. 
Die numerischen Berechnungen erfolgten mit dem, in dieser Arbeitsgruppe ent-
wickelten, AKM-Programm (s. [AKM03]). Dieses wurde um einige Funktionen er-
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weitert1, so dass inzwischen direkt nach der numerischen Berechnung des Sterns 
ein zugehöriges Achsenpotential und die Bäcklund-Parameter berechnet werden. 
4.1.1 Vergleich der metrischen Funktionen 
Als erstes Beispiel wird folgende Konﬁguration betrachtet: der Neutronenstern sei 
komplett aus Materie konstanter Energiedichte aufgebaut, habe ein Radienverhält-
nis von Polar- zu Äquatorradius von rp/re = 0.7 (dieses wird zu Vergleichszwecken 
immer in Lewis-Papapetrou-Koordinaten angegeben) und der Zentraldruck des 
Sterns sei pc = 1. 
11
e2ke2U
0 0
3 3 3 3
ζ/�e �/�e ζ/�e �/�e
0 0 0 0
(a) Der Verlauf von e2U für � = 0 . . . 3�e (b) Der Verlauf von e2k für � = 0 . . . 3�e
und ζ = 0 . . . 3�e. und ζ = 0 . . . 3�e. 
1
a
0
0 0
ζ/�e �/�e
3 3
(c) Der Verlauf von a für � = 0 . . . 3�e und 
ζ = 0 . . . 3�e. 
Abbildung 4.1: Dreidimensionale Darstellung der metrischen Funktionen in der Nähe der Ster-
noberﬂäche. 
Um einen ersten Eindruck über den Verlauf der metrischen Funktionen zu 
bekommen, wurden diese in Abbildung 4.1 dreidimensional dargestellt. Diese Form 
1Da im AKM-Programm Lewis-Papapetrou-Koordinaten verwendet werden, mussten die 
Koordinaten, wie in Kapitel 2.1.1 beschrieben, umgerechnet werden. 
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der Darstellung eignet sich, um bspw. das asymptotische Verhalten einschätzen zu 
können oder zu beurteilen, welchenWertebereich die metrischen Funktionen haben. 
In diese Abbildungen könnte man neben dem numerischen Verlauf auch die 
(n = 1)-Bäcklund-Lösung einzeichnen und würde kaum erkennen, dass es sich 
um zwei Flächen handelt. Um über die Güte der Approximation etwas aussagen 
zu können, lohnt es sich, die Funktionen in der Äquatorebene zu betrachten. Die 
Untersuchung zahlreicher Sterne hat gezeigt, dass die relative Abweichung dort 
am größten ist. Dies ist auch leicht nachvollziehbar, wird der gesamte Außenraum 
doch aus Daten auf der Rotationsachse konstruiert. 
Für quantitative Aussagen zur Genauigkeit der Approximation sind nun in 
Abbildung 4.2 neben dem Verlauf von e2U(Q, ζ = 0) die relativen Fehler der 2n-
fachen Bäcklund-Lösungen (n = 1, 2, 3, 4) zur numerischen eingezeichnet. 
n = 1 n = 2 n = 3 n = 4 AKM
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(a) Verlauf der metrischen Funktion e2U für (b) Verlauf des relativen Fehlers von e2U für 
� = �e . . . 5�e. � = �e . . . 5�e. 
Abbildung 4.2: Darstellung der metrischen Funktion e2U und des relativen Fehlers zur 2n-
fachen Bäcklund-Lösung in der Äquatorebene nahe der Sternoberﬂäche. 
Man erkennt sehr gut, dass der relative Fehler an der Sternoberﬂäche am größ-
ten ist und mit zunehmendem Abstand rasch fällt. Zudem wird durch die Hin-
zunahme von zwei weiteren Parametern, d.h. von der (n = j)- zur (n = j + 1)-
Bäcklund-Lösung, etwa eine Größenordnung an Genauigkeit gewonnen. 
In diesem Beispiel wurde das für die Approximation notwendige Achsenpotenti-
al aus numerischen Daten auf der Achse bei festgehaltener Masse und Drehimpuls 
berechnet. Für die (n = 1)-Bäcklund-Lösung sind damit bereits alle Bäck-
lund-Parameter ﬁxiert und es kann keine zusätzliche Stützstelle gewählt werden. 
In der folgenden Tabelle sind für das hier präsentierte Beispiel die Koeﬃzienten 
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des Achsenpotentials, die Bäcklund-Parameter sowie die Lage der zusätzlichen 
Stützstellen aufgeführt, um das Ergebnis reproduzieren zu können. Angegeben sind 
jeweils nur die unabhängigen Größen, da die anderen über die aus Kapitel 2.2.3 
bekannten Beziehungen daraus berechnet werden können (bspw. aus den Koeﬃzi-
enten bj können durch (3.12) die cj bestimmt werden). 
Tabelle 4.1: Tabelle der Parameter zur Konstruktion einer 2n-fachen Bäcklund-Lösung zur 
numerischen Außenlösung des angegebenen Neutronensterns. 
Approximation Koeﬃzienten Bäcklund-Parameter Stützstelle 
n = 1 b1 = −0.136− 0.104i K1 = 0.0879
α1 = −0.647− 0.762i 
n = 2 b2 = −0.136− 0.115i K1 = 0.0764 ζ = 0.132
α1 = −0.406− 0.914i 
b1 = (−0.139 + 1.62i) · 10−3 K3 = 0.0211i 
α3 = −2.42i 
n = 3 b3 = −0.136− 0.113i K1 = 0.0555i ζ = 0.194
α1 = −2.33i 
b2 = (2.03 + 1.33i) · 10−3 K3 = 0.0780
α3 = −0.505− 0.863i 
b1 = (−2.49− 1.86i) · 10−4 K5 = 0.0382i 
α5 = −0.0382i 
n = 4 b4 = −0.136− 0.124i K1 = 0.0777 ζ = 0.149
α1 = −0.296− 0.955i 
b3 = (3.43 + 2.78i) · 10−3 K3 = −0.0173
α3 = −0.315i 
b2 = (−5.89− 5.07i) · 10−4 K5 = −0.0756i 
α5 = −0.194i 
b1 = (−2.35− 6.71i) · 10−6 K7 = 0.0618i 
α7 = −0.362i 
Man erkennt auch gut, dass die Masse M = 0.136 stets der negative Realteil 
des Koeﬃzienten vor der zweithöchsten ζ-Potenz ist (vgl. (3.15)). Zudem wurde 
mit dem Polarradius ζ = 0.132 = ζp die erste Stützstelle für n = 2 gewählt, weil 
für n = 1 die relative Abweichung dort am größten war. Auch für n = 3 und n = 4
liegen die Stützstellen nahe des Nordpols. 
In Abbildung 4.3 sind auch die anderen beiden metrischen Funktionen und die 
relative Abweichung der approximierten zur numerischen Lösung angegeben. 
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(c) Verlauf der metrischen Funktion e2k für � = (d) Verlauf des relativen Fehlers von e2k für 
�e . . . 5�e. � = �e . . . 5�e. 
Abbildung 4.3: Darstellung der metrischen Funktionen a bzw. e2k und des relativen Fehlers zur 
2n-fachen Bäcklund-Lösung in der Äquatorebene nahe der Sternoberﬂäche. 
Auch hier erkennt man wieder, dass der relative Fehler mit zunehmendem Ab-
stand von der Oberﬂäche abnimmt und insgesamt durch die Hinzunahme von zwei 
weiteren Parametern etwa eine Größenordnung kleiner wird. 
Um nun die Abhängigkeit der erreichbaren Genauigkeit von der Konstruktion 
des Achsenpotentials zu demonstrieren, wurden für diesen Stern die drei Möglich-
keiten aus Kapitel 3.2 angewandt. Dabei soll 
• „multi“ die Konstruktion aus den mj, 
• „ﬁt“ die Konstruktion ausschließlich aus numerischen Werten auf der Rota-
tionsachse und 
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• „ﬁtmulti“ die Kombination bezeichnen, bei der zu den numerischen Achsen-
daten die Masse M und der Drehimpuls J festgehalten werden. 
Dass dabei für n = 1 die Approximationen „multi“ und „ﬁtmulti“ zusammenfallen, 
liegt auf der Hand. Da hier ein sehr relativistischer Neutronenstern betrachtet wird 
(vgl. Tabelle 4.2), liegen für n > 2 bei Konstruktion aus den mj bereits kritische 
Stellen außerhalb des Sterns, was zum Verwerfen der entsprechenden Lösung führt. 
Deshalb sind in Abbildung 4.4 nur für n = 1 und n = 2 die relativen Fehler der 
jeweiligen analytischen metrischen Funktion zur numerischen Lösung dargestellt. 
n = 1 „multi“ n = 1 „ﬁt“ n = 1 „ﬁtmulti“ 
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(c) Verlauf des relativen Fehlers von e2k für 
� = �e . . . 5�e. 
Abbildung 4.4: Darstellung des relativen Fehlers der 2n-fachen Bäcklund-Lösung in der 
Äquatorebene nahe der Sternoberﬂäche für verschiedene Konstruktionsmetho-
den des Achsenpotentials. 
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Man erkennt sehr gut, dass die Konstruktion aus den mj bzw. den Multipolmo-
menten des Neutronensterns für eine vorgegebene Anzahl an Parametern die beste 
Approximation sogar bis zur Sternoberﬂäche liefert. Weiterhin ist zu sehen, dass 
die „ﬁt“-Approximation die größte Abweichung an der Sternoberﬂäche aufweist und 
mit zunehmendem Abstand von dieser am schlechtesten konvergiert. Folgerichtig 
bietet die Kombination beider Methoden eine Approximation, deren Genauigkeit 
zwischen den beiden liegt. Der entscheidende Vorteil dieser „ﬁtmulti“-Methode ist 
jedoch, dass durch die Hinzunahme von Stützstellen in der Nähe des Nordpols die 
auftretenden Singularitäten in der Regel innerhalb des Sterns bleiben, wodurch 
eine Approximation mit mehreren Parametern möglich wird. 
4.1.2 Die Oberﬂäche eines Neutronensterns 
Bevor in diesem Kapitel etwas über den Gültigkeitsbereich der analytischen 2n-
fachen Bäcklund-Lösungen gesagt wird, soll die Oberﬂäche eines Neutronen-
sterns diskutiert werden. Diese ist als Grenze zwischen Außen- und Innenlösung 
eines Sterns im Rahmen dieser Arbeit besonders wichtig, da sie nicht nur darüber 
Auskunft gibt, wo die analytische Lösung gültig ist, sondern auch ob sie überhaupt 
als Approximation in Frage kommt (vgl. Kapitel 3.4). 
Da bei der numerischen Berechnung eines Neutronensterns als freies Randwert-
problem die Oberﬂäche stets ausgerechnet wird, ist bisher immer diese numerische 
Grenze angenommen worden. Diese Herangehensweise hat allerdings einen techni-
schen und einen physikalischen Nachteil: 
• Um über die numerisch berechnete Oberﬂächenfunktion ζS(Q) beurteilen zu 
können, wo die analytische Lösung gültig ist, muss eine ganze Funktion be-
reitgestellt werden. Dies steht im Widerspruch zum eigentlichen Vorhaben 
(der Approximation einer numerischen Außenlösung mit wenigen Parame-
tern), wenn die Beschreibung des Gültigkeitsbereiches mehr Parameter be-
nötigt, als die Lösung selbst. 
• Ein echtes physikalisches Problem ist die Konstanz eines Potentials auf der 
Oberﬂäche, welches im Folgenden diskutiert werden soll. 
Aus einfachen thermodynamischen Relationen bei verschwindender Tempera-
tur und der Divergenzfreiheit des Energie-Impuls-Tensors lässt sich die Gleichung 
h(p)eV = h(0)eV0 = const. (4.1) 
� � �
�
�
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herleiten (s. [MAK+08]). Hierbei ist h die speziﬁsche Enthalpie (für normale ba-
ryonische Materie gilt h(0) = 1) und e2V kann als metrisches Potential e2U , im mit 
der Winkelgeschwindigkeit Ω mitrotierenden Bezugssystem, identiﬁziert werden, 
d.h. 
2V 2U 2U −4Ue ≡ e = e (1 + Ωa)2 − Ω2Q2e . (4.2) 
Gleichung (4.1) besagt dann, dass die Flächen konstanten Druckes p mit den Flä-
chen konstanten e2V übereinstimmen. Insbesondere ist die Oberﬂäche eines Flüs-
sigkeitskörpers (und als solcher wird ein Neutronenstern modelliert) durch p = 0
deﬁniert, so dass 
2V 2V0e = e = const. (4.3) 
entlang der Oberﬂäche gilt. Um also Aussagen über die Oberﬂäche treﬀen zu kön-
nen, benötigt man das Potential e2V , d.h. bei Kenntnis der metrischen Funktionen 
e2U und a fehlt noch die Winkelgeschwindigkeit Ω. 
Die einfachste Möglichkeit ist nun, das numerisch berechnete Ω vorzugeben 
und das mitrotierende Potential e2V zu berechnen. In Abbildung 4.5 ist das so 
konstruierte e2V entlang der Oberﬂäche ζS(Q) aufgetragen und man erkennt, dass 
es nicht konstant ist. 
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Abbildung 4.5: Potential e2V und relativer Fehler als Funktion von ϑ := arctan(�/ζ) entlang 
der Oberﬂäche ζS(�). Ω wurde hier aus den numerischen Berechnungen über-
nommen 
Der Wert von e2V0 stimmt für n > 1 am Nordpol des Neutronensterns mit dem 
numerischen Wert überein. Dies liegt zum einen daran, dass das mitrotierende 
Potential e2U dort mit e2U übereinstimmt: 
e2V0 = e2U (Q = 0, ζ = ζp) = e2U(Q = 0, ζ = ζp)
� �
�
�
�
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und im dargestellten Fall die erste Stützstelle am Nordpol gewählt wurde, wo-
durch der numerische und der analytische Wert dort nach Konstruktion identisch 
sind. In der Darstellung des relativen Fehlers ist an den Peaks erkennbar, dass an 
zusätzlichen Stellen entlang der Oberﬂäche e2V = e2V0 gilt. 
Möchte man Ω nicht direkt vorgeben, besteht die Möglichkeit, um die Gleichheit 
von e2V0 am Nordpol und Äquator zu sichern, Qe vorzugeben2 und Ω gemäß 
2V0 2U −4Ue = e (1 + Ωa)2 − Ω2Q2e � (4.4)
A¨quator
zu berechnen. In der Regel hat man nach der Lösung dieser quadratischen Glei-
chung zwei Lösungen für Ω, wobei nur eine positiv ist und dem numerischen Wert 
sehr nahe kommt (vgl. die so berechneten Ω-Werte in Tabelle 4.2). 
Damit kann man nun das Potential e2V berechnen und in Abbildung 4.6 ist der 
Verlauf entlang der Oberﬂäche zu erkennen. 
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Abbildung 4.6: Potential e2V und relativer Fehler als Funktion von ϑ := arctan(�/ζ) entlang 
der Oberﬂäche ζS(�). Ω wurde hier nach (4.4) berechnet. 
Bisher wurden die zu Beginn des Kapitels beschriebenen zwei Probleme nur 
veranschlaulicht. Allerdings bietet das Potential e2V nun eine alternative Deﬁni-
tion einer Oberﬂäche, so dass es entlang dieser konstant ist und zusätzlich kei-
ne Oberﬂächenfunktion ζS(Q) benötigt wird. Man betrachte nun als Oberﬂäche 
des Neutronensterns die Kurve, auf der e2U (Q, ζ) = e2V0 gilt, d.h. man sucht die 
Schnittkurve des mitrotierenden Potentials e2U mit der Ebene e2V0 = const. In der 
folgenden Abbildung ist nun diese Schnittﬁgur dargestellt und es ist zu erkennen, 
dass sie sehr gut mit der numerischen Oberﬂächenfunktion übereinstimmt. Die 
Übereinstimmung am Äquator resultiert dabei aus dem nach (4.4) berechneten Ω. 
2Die Vorgabe von ζp und �e ist auch sinnvoll, weil sie zur Berechnung der physikalischen 
Größen in Kapitel 4.1.3 notwendig sind. 
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Abbildung 4.7: Schnittkurve e2V (�, ζ) = e2V0 im Vergleich mit der numerischen Oberﬂächen-
funktion ζS(�). Ω wurde hier nach (4.4) berechnet. 
An dieser Stelle erkennt man, dass der Neutronenstern, welcher ein Radien-
verhältnis von 0.7 (in den in [AKM03] verwendeten Koordinaten) hat, in Weyl-
Koordinaten etwa ein Verhältnis von Polar- zu Äquatorradius von 0.9 besitzt. Um 
diesen Sachverhalt noch etwas zu verdeutlichen, ist in Abbildung 4.8 die Oberﬂäche 
des Neutronensterns in Lewis-Papapetrou- und Weyl-Koordinaten dargestellt. 
Außerdem bildet ein kugelsymmetrischer Stern in Weyl-Koordinaten ein prolates 
Ellipsoid und der Horizont eines Kerr-Schwarzen-Lochs entspricht einem Stück 
auf der ζ-Achse. 
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Abbildung 4.8: Darstellung der Sternoberﬂäche in Lewis-Papapetrou- (blau) und Weyl-
Koordinaten (grün). 
Nachdem nun klar deﬁniert ist, was der Gültigkeitsbereich der Approximation
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sein soll, kann man untersuchen, ob die in Kapitel 3.4 diskutierten kritischen Stellen 
alle außerhalb dieses Bereichs liegen. In der folgenden Abbildung sind für diesen 
Neutronenstern die kritischen Stellen und Singularitäten dargestellt. 
1.00
n = 1
n = 2
n = 3
n = 4
0.00 0.25 0.50 0.75 1.00
n = 2
n = 3
n = 4
0.00 0.25 0.50 0.75 1.00
0.75 0.75
0.50
ζ
/
�
e
ζ
/
�
e
0.50
0.25 0.25
0.00 0.00
�/�e �/�e
Abbildung 4.9: Kritische Stellen (links) und Singularitäten (rechts) der 2n-fachen Bäcklund-
Lösungen. 
Alle potentiell problematischen Stellen liegen im Inneren des Sterns (dabei ist 
egal, welche der dargelegten Deﬁnitionen der Sternoberﬂäche benutzt wird). 
Ein anderer wichtiger Punkt bei der Untersuchung von Approximationen, ist 
das Konvergenzverhalten. Da bei der „multi“-Konstruktionsmethode die zur Kon-
struktion verwendeten Multipolmomente oder mj der analytischen und numeri-
schen Lösung übereinstimmen, ist eine gute Konvergenz Bestandteil der Methode.3
Konstruiert man das Achsenpotential aus numerischen Daten auf der Achse, ist 
die Konvergenz auf der Achse gesichert. In Abbildung 4.10 ist dargestellt, wie die 
metrische Funktion e2U in der Äquatorebene bei Hinzunahme mehrerer Parameter 
immer besser beschrieben werden kann. In diesem Fall wurde die „ﬁt“-Methode 
verwendet, da eine Lösung des nichtlinearen Gleichungssystems der „ﬁtmulti“-
Methode, d.h. bei festgehaltenem M und J , für so große n auch mit dem Simplex-
Verfahren nicht immer gelungen ist. Diese Abbildung wurde ausschließlich zur Un-
tersuchung der Konvergenz erstellt. Da das Ziel dieser Arbeit eine Approximation 
eines Neutronensterns mit wenigen Parametern ist, stellt die (n = 4)-Bäcklund-
Lösung in der Regel die Lösung mit den meisten Parametern dar. 
3Auch wenn es sich um eine nichtlineare Theorie handelt, ist die Anzahl übereinstimmender 
Multipolmomente ein gutes Maß für die Güte der Approximation. Beim Übergang von einer 
n-fachen zu einer (n + 1)-fachen Bäcklund-Lösung stimmen zwei weitere Multipolmomente 
überein, weswegen die letztere Lösung eine bessere Approximation der numerischen darstellt. 
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Abbildung 4.10: Relativer Fehler der metrischen Funktion e2U zwischen der 2n-fachen Bäck-
lund-Lösung und der numerischen zur Darstellung des Konvergenzverhaltens 
der „ﬁt“-Methode. 
Man erkennt in dieser Abbildung sehr gut, dass auch für noch größere n die 
metrische Funktion besser dargestellt werden kann. Allerdings gilt es zwischen hö-
herer Genauigkeit und den dafür notwendigen Parametern einen guten Mittelweg 
zu ﬁnden. Dieser ist meist bei n = 3 oder n = 4 erreicht, da dort die größten auf-
tretenden Fehler kleiner als 1 % sind. Bedenkt man die mit der Idealisierung bei 
der physikalischen Modellierung verbundenen Fehler (Wahl der Zustandsgleichung, 
Vernachlässigen von Magnetfeldern usw.), so erscheint eine genauere Approxima-
tion der numerischen Lösung wenig sinnvoll. 
4.1.3 Vergleich physikalischer Eigenschaften 
In diesem Kapitel werden für den homogenen Neutronenstern (Radienverhältnis 
rp/re = 0.7, Zentraldruck pc = 1) einige physikalische Größen berechnet, die mit 
den Werten aus [NSGE98] bzw. [AKM03] verglichen werden können. 
Der Zentraldruck pc und das Radienverhältnis rp/re bestimmen bei vorgege-
bener Zustandsgleichung in eindeutiger Weise den betrachteten Neutronenstern.4
Sie sind somit nur für die numerische Berechnung relevant. Die Winkelgeschwin-
digkeit Ω des Sterns wird, wie in Kapitel 4.1.2 beschrieben, durch Gleichung (4.4) 
am Äquator bestimmt. Masse M und Drehimpuls J sind die ersten beiden Multi-
polmomente bzw. mj, wobei die Masse auch einfach aus (3.15) berechnet werden 
kann. In diesem Fall sind für M und J keine Fehler angegeben, weil sie nach 
4Für rp/re = 1 bzw. pc = 0 benötigt man ggf. einen weiteren Parameter (vgl. Kapitel 4.4). 
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Konstruktion den numerischen Werten entsprechen. 
1/2Tabelle 4.2: Detaillierter Vergleich physikalischer Größen, wobei pc = p˜c/µ0, Ω = Ω˜/µ , M =0
1/2 1/2˜ ˜ ˜Mµ0 , Rcirc = Rcirc µ0 und J = Jµ0 durch die konstante Energiedichte µ0
normiert sind. In der Spalte „AKM“ sind die numerischen Werte dargestellt und in 
„B[n]“ jeweils die der 2n-fachenBäcklund-Lösung.ΔB[n] bezeichnet die Spalte, in 
der der relative Fehler zwischen dem jeweiligen analytischen und dem numerischen 
Wert angegeben ist. 
AKM B[1] B[2] B[3] B[4] ΔB[1] ΔB[2] ΔB[3] ΔB[4]
pc 1.00 
rp/re 0.700 
Ω 1.41 1.58 1.42 1.41 1.41 1.2e-1 7.4e-3 1.4e-3 2.9e-4 
M 0.136 0.136 0.136 0.136 0.136 
J 0.0141 0.0141 0.0141 0.0141 0.0141 
Rcirc 0.345 0.337 0.344 0.345 0.345 2.4e-2 4.6e-3 9.3e-4 1.9e-4 
Zp 1.71 1.91 1.71 1.71 1.71 1.2e-1 
Z feq -0.163 -0.295 -0.170 -0.164 -0.163 8.1e-1 4.3e-2 8.5e-3 1.8e-3 
Zb 11.4 11.7 11.1 11.3 11.3 2.6e-2 2.8e-2 5.7e-3 1.1e-3 eq
Der „wahre Umfangsradius“ Rcirc ist eine gute Vergleichsgröße, da sie nicht mehr 
vom gewählten Koordinatensystem abhängt. Sie entsteht, wenn man den Umfang 
des Neutronensterns durch 2π dividiert 
2π
1
Rcirc = gϕϕ(Q = Qe, ζ = 0) dϕ = Q2e−2U − a2e2U
2π
.
A¨quator
0
Desweiteren ist die relative Gravitationsrotverschiebung eines vom Nordpol des 
Sterns emittierten Photons (Ereignis E)5, welche von einem ruhenden Beobachter 
im Unendlichen gemessen wird (Ereignis B) durch den einfachen Zusammenhang 
gtt(B) −V0Zp = − 1 = e − 1
gtt(E)
gegeben. Für n > 1 stimmt das e2V0 der 2n-fachen Bäcklund-Lösung mit dem nu-
merischen Wert (wenigstens am Nordpol, vgl. Kapitel 4.1.2) überein, so dass in der 
i5Die Komponente des Bahndrehimpulses in Bezug auf die Symmetrieachse ηip (mit dem 
Viererimpuls pi des Photons) verschwindet für alle vom Pol eines Objekts sphäroidaler Topologie 
ausgesandten Photonen, weil η auf der Rotationsachse verschwindet. 
�  
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Tabelle für die relative Rotverschiebung in diesen Fällen keine Fehler angegeben 
sind. 
In Analogie zu den Verhältnissen für sichtbares Licht, nennt man eine Verkleine-
rung bzw. Vergrößerung der Frequenz eines Photons Rot- bzw. Blauverschiebung. 
Da von der Oberﬂäche startende Photonen das Gravitationsfeld überwinden müs-
sen und dabei Energie verlieren6, sind diese typischerweise rotverschoben. Licht, 
welches den Stern etwa am Äquator in Rotationsrichtung verlässt, kann durchaus 
auch blauverschoben sein (vgl. Z f in Tabelle 4.2). Die relative Rotverschiebung eq
am Äquator berechnet sich (vgl. Herleitung in [FIP86]) zu: 
−1 mit v := ΩQe1= v Q
2e−2U − a2e2U
Z f/peq =
−2U−(1+Ωa)ae2U/Q.
1± v Q± ae2U
A¨quator
Beim Vergleichen der Rotverschiebungen am Pol und Äquator mit [NSGE98] sei 
auch auf Fußnote 5 in [AKM02] verwiesen, wo bereits auf die Fehler in den dort 
angegebenen Formeln hingewiesen wurde. 
4.2 Ein polytroper Neutronenstern
Nachdem ein homogener Neutronenstern ausführlich untersucht wurde, sollen nun 
die umfangreichen Einsatzmöglichkeiten der Approximationsmethode demonstriert 
werden. Das AKM-Programm kann Sterne mit verschiedenen Modell-Zustandsglei-
chungen numerisch berechnen und im Folgenden sollen einige davon approximiert 
werden, um die Unabhängigkeit des Algorithmus von diesen darzustellen. 
In dieser Arbeit soll eine polytrope Zustandsgleichung (vgl. [Too65]) stets mit 
Polytropenexponent Γ = 2, d.h. 
µ = p+ p/K, mit K: Polytropenkonstante 
betrachtet werden. In [NSGE98] und [AKM03] wurde ein Beispiel mit Energiedich-
te µc = 1 und Radienverhältnis rp/re = 0.834 berechnet, so dass zu Vergleichs-
zwecken nun Stern betrachtet werden soll. Hier ist das Achsenpotential aus den 
mj konstruiert worden, um weitere Eigenschaften dieser Konstruktionsmethode 
aufzuzeigen. 
6D.h. gemäß der zeitlichen Komponente der de-Broglie-Beziehung 
i(p, E) = p = �ki = � (k, ω)
verringert sich dabei die Frequenz. 
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Zuerst wurden die metrischen Funktionen berechnet und in Abbildung 4.11 
der Verlauf sowie die relative Abweichung von den numerischen Werten in der 
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Abbildung 4.11: Metrische Funktionen e2U , e2k bzw. a und relativer Fehler für � = �e . . . 5�e
in der Äquatorebene. 
Äquatorebene dargestellt. Die (n = 4)-Bäcklund-Lösung fehlt, da aufgrund der 
Konstruktion aus den mj kritische Punkte außerhalb des Sterns auftauchten. Man 
erkennt auch die gute Konvergenz für große Abstände, welche für diese Konstruk-
tionsmethode nicht unüblich ist. Die gute Übereinstimmung bis hin zur Sterno-
berﬂäche liegt in diesem Fall auch daran, dass der Neutronenstern nicht sehr re-
lativistisch ist (im Vergleich zum Stern in Kapitel 4.1 fällt e2U am Äquator nur 
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auf etwa 0.5, während beim vorherigen Beispiel der Wert nur noch knapp positiv 
war). 
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Abbildung 4.12: Potential e2V und relativer Fehler als Funktion von ϑ := arctan(�/ζ) entlang 
der Oberﬂäche ζS(�). 
Da diese Approximationen ausschließlich aus dem Verhalten im Fernfeld ge-
wonnen wurden, stellt sich nun die Frage, wie gut die Oberﬂäche des Neutronen-
sterns beschrieben wird. Dafür ist in Abbildung 4.12 das Potential e2V entlang der 
numerisch berechneten Sternoberﬂäche aufgetragen. 
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Abbildung 4.13: Schnittkurve e2V (�, ζ) = e2V0 im Vergleich mit der numerischen Oberﬂächen-
funktion ζS(�). 
Zu sehen ist eine recht gute Approximation von e2V , wobei auch hier wieder 
durch die Hinzunahme von zwei weiteren Parametern je eine Größenordnung Ge-
nauigkeit gewonnen wird. Die Übereinstimmung von e2V am Nordpol ϑ = 0 und 
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Äquator ϑ = π/2 ist ebenso konstruktionsbedingt, wie die Abweichung dieser bei-
den Werte vom numerischen e2V0 (vgl. weiter unten). 
Auch die Deﬁnition der Oberﬂäche als Schnittkurve des analytischen Potentials 
e2V mit dem numerisch bestimmten Wert e2V0 zeigt in der folgenden Abbildung 
eine sehr gute Übereinstimmung mit der numerischen Oberﬂächenfunktion ζS(Q). 
Abschließend wurden in Tabelle 4.3 einige physikalische Größen berechnet. Da 
bei der Konstruktion aus den mj keine Stützstellen gewählt werden, stimmt e2V
am Nordpol nicht mit dem numerischen Wert überein, weswegen auch die relative 
Rotverschiebung Zp im Gegensatz zu Tabelle 4.2 jeweils berechnet werden muss 
und fehlerbehaftet ist. 
Tabelle 4.3: Detaillierter Vergleich physikalischer Größen, wobei µc = µ˜cK, Ω = Ω˜K1/2, M =
˜ ˜ ˜M/K1/2, Rcirc = Rcirc/K1/2 und J = J/K durch die Polytropenkonstante K
normiert sind. 
AKM B[1] B[2] B[3] ΔB[1] ΔB[2] ΔB[3]
µc 1.00 
rp/re 0.834 
Ω 0.400 0.425 0.400 0.401 6.1e-2 1.8e-3 2.4e-4 
M 0.161 0.161 0.161 0.161 
J 9.49e-3 9.49e-3 9.49e-3 9.49e-3 
Rcirc 0.679 0.678 0.679 0.679 2.1e-3 8.2e-5 5.8e-6 
Zp 0.458 0.467 0.458 0.458 2.0e-2 1.0e-3 8.0e-5 
Z feq -0.0601 -0.0845 -0.0594 -0.0602 4.1e-1 1.2e-2 1.6e-3 
Zbeq 1.04 1.09 1.04 1.04 4.4e-2 1.8e-3 1.8e-4 
4.3 Ein strange-quark-Stern
In diesem Kapitel soll ein linearer Zusammenhang zwischen Energiedichte und 
Druck den Aufbau des Neutronensterns modellieren. Die zugehörige Modell-Zu-
standsgleichung wird als „strange-quark “ bezeichnet und sieht im Rahmen des 
„MIT-Bag-Modells“ (vgl. u.a. [GHL+99]) folgendermaßen aus: 
µ = 3p+B, mit B : „MIT-Bag-Konstante“. 
Der hier betrachtete Neutronenstern soll einen Zentraldruck von pc = 2 und ein 
Radienverhältnis von rp/re = 0.5 besitzen, damit die in Tabelle 4.4 aufgeführten 
Werte mit [AKM03] verglichen werden können. 
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Da für dieses Beispiel das Achsenpotential ausschließlich aus numerischen Funk-
tionswerten auf der Rotationsachse bestimmt wurde, ist in Abbildung 4.14 zu er-
kennen, dass der Verlauf der metrischen Funktionen für n = 1 nicht besonders gut 
wiedergegeben wird.7 Zudem ist ersichtlich, dass der relative Fehler mit zunehmen-
dem Abstand von der Sternoberﬂäche nicht so schnell abfällt, was auch typisch für 
diese Methode ist. 
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Abbildung 4.14: Metrische Funktionen e2U , e2k bzw. a und relativer Fehler für � = �e . . . 5�e
in der Äquatorebene. 
7In führender Ordnung wird e2U von der Masse M und a durch den Drehimplus J dominiert, 
welche beide mit den numerischen Werten nicht gut übereinstimmen (vgl. Tabelle 4.4) 
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Als erste Stützstelle wurde der Nordpol des Sterns gewählt, so dass auch für 
n = 1 das Potential e2V dort mit dem numerischen Wert übereinstimmt. Nach 
Konstruktion ist damit auch der Wert von e2V am Äquator mit dem am Nordpol 
identisch, was in Abbildung 4.15 sehr gut zu erkennen ist. 
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Abbildung 4.15: Potential e2V und relativer Fehler als Funktion von ϑ := arctan(�/ζ) entlang 
der Oberﬂäche ζS(�). 
Abbildung 4.16 kann auf den ersten Blick verwirrend sein, da die Schnittkurve 
e2V0e2V (Q, ζ) = für n = 1 deutlich von der numerischen Oberﬂächenfunktion 
ζS(Q) abweicht, wobei in Abbildung 4.15 die relative Abweichung zum Äquator hin 
wieder abnimmt. 
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Abbildung 4.16: Schnittkurve e2V (�, ζ) = e2V0 im Vergleich mit der numerischen Oberﬂächen-
funktion ζS(�). 
Ein Blick auf den dreidimensionalen Verlauf der Funktion e2V (Q, ζ) löst diesen 
scheinbaren Widerspruch rasch auf. Da e2V (Q, ζ) keine monotone Funktion ist, 
kann es zwei Schnittkurven mit e2V0 geben. In diesem Beispiel ist nun die innere 
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Schnittkurve für Q > 0 keine gute Approximation der Sternoberﬂäche. Allerdings 
liegen für n = 1 die kritischen Stellen hier auf der Rotationsachse, z(Kj) < ζp ist 
gut erfüllt und Nullstellen der Nennerdeterminante gibt es nicht (vgl. Kapitel 3.4), 
so dass die (n = 1)-Bäcklund-Lösung bereits ab der inneren Schnittkurve gültig 
ist. Physikalisch sinnvoll als Außenlösung des Neutronensterns ist sie jedoch erst 
ab der numerischen Oberﬂächenfunktion oder der Schnittkurve für n > 1. 
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Abbildung 4.17: Verlauf von e2V (�, ζ) für n = 1 und e2V0 (schwarz). 
Zum Abschluss wurden auch hier wieder einige physikalische Eigenschaften 
berechnet und in der folgenden Tabelle dargestellt. 
Tabelle 4.4: Detaillierter Vergleich physikalischer Größen, wobei pc = p˜c/B, Ω = Ω˜/B1/2, M =
˜ ˜ ˜MB1/2, Rcirc = RcircB1/2 und J = JB durch die „MIT-Bag-Konstante“ B nor-
miert sind. 
AKM B[1] B[2] B[3] B[4] ΔB[1] ΔB[2] ΔB[3] ΔB[4] 
pc 2.00 
rp/re 0.500 
Ω 3.43 4.20 3.57 3.48 3.45 2.2e-1 4.0e-2 1.5e-2 4.3e-3 
M 0.0355 0.0293 0.0349 0.0354 0.0355 1.8e-1 1.6e-2 3.6e-3 8.3e-5 
J 1.10e-3 7.12e-4 1.06e-3 1.92e-3 1.10e-3 3.5e-1 4.1e-2 9.6e-3 3.3e-4 
Rcirc 0.141 0.129 0.139 0.140 0.141 8.4e-2 1.9e-2 7.8e-3 2.4e-3 
Zp 0.726 0.726 0.726 0.726 0.726 
Z f -0.302 -0.411 -0.326 -0.312 -0.305 3.6e-1 7.7e-2 3.1e-2 8.9e-3eq
Zbeq 2.28 2.17 2.24 2.26 2.27 5.0e-2 1.9e-2 9.8e-3 3.7e-3 
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4.4 Die generalisierte Schwarzschild-Klasse
Bisher wurden drei Neutronensterne, jeder als ein Beispiel für eine bestimmte 
Modell-Zustandsgleichung, sehr genau untersucht. Nun sollen alle denkbaren ho-
mogenen, polytrope und strange-quark -Sterne der verallgemeinerten Schwarz-
schild-Klasse betrachtet werden. Diese ist in [SA03] und [AFK+04] beschrieben 
und wird durch bis zu fünf Grenzkurven deﬁniert (vgl. auch [MAK+08]). Deshalb 
werden die Ergebnisse in diesem Kapitel in Abhängigkeit von drei Parametern8
dargestellt. Diese sind in der folgenden Tabelle für den Fall homogener Neutronen-
sterne aufgelistet. 
Tabelle 4.5: Grenzkurven der generalisierten Schwarzschild-Klasse für Neutronensterne ho-
mogener Energiedichte. Angegeben sind auch die Werte, die die Parameter, welche 
die jeweilige Kurve charakterisieren, annehmen können. Die Konstante p0c
zur Skalierung der entsprechenden Koordinatenachse und es ist hier p0c =
dient 
1 für 
homogene und polytrope sowie p0c = 8 für strange-quark -Sterne. 
Grenzkurve Radienverhältnis mass-shed- normierter Zentral-
rp/re Parameter β druck pc/ (p0c + pc)
Schwarzschild 1 1 0 . . . 1
Maclaurin 0.171 . . . 1 1 0 
ε+1 -Sequenz 
mass-shed -Sequenz 
pc =∞ 
0.171 . . . 0.192
0.192 . . . 0.573
0.573 . . . 1
0 . . . 1
0 
0 . . . 1
0 
0 . . . 1
1 
Ersetzt man den Wert rp/re = 0.573 durch 0.525, so erhält man die entspre-
chende Tabelle für strange-quark-Sterne. Für die polytrope Modell-Zustandsglei-
chung gibt es dagegen nur eine Newton’sche Sequenz, welche die Schwarz-
schild- und die mass-shed -Sequenz direkt verbindet. 
Ziel dieses Kapitels ist es darzustellen, wie gut ein numerisch berechneter Stern 
in der generalisierten Schwarzschild-Klasse approximiert werden kann. Dafür 
wird ein Vergleichsparameter benötigt, welcher für alle möglichen Neutronensterne 
der hier betrachteten Modell-Zustandsgleichungen die Güte der Approximation gut 
beschreibt. Die relative Abweichung der metrischen Funktion e2U am Äquator hat 
sich als brauchbar herausgestellt. Sie beschreibt, wo die Abweichung welchen Wert 
8Die generalisierten Schwarzschild-Klasse ist eine zweiparametrige Lösungsschar, allerdings 
ermöglicht nur die Verwendung von drei Parametern die Darstellung ggf. aller fünf Grenzkurven. 
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hat (in der Regel ist dies auch das Maximum). Zum Vergleich zweier Sterne ist dies 
wesentlich relevanter als die Kenntnis eines globalen Maximums an irgendeinem 
Ort. Auch das Aufsummieren der quadratischen Abweichung im gesamten Außen-
raum - selbst bei stärkerer Wichtung in der Nähe der Sternoberﬂäche - gibt keine 
Information darüber, wie gut die Approximation an einem bestimmten Punkt ist. 
Nicht zuletzt geht e2U am Äquator in einige der physikalischen Größen, welche in 
den Tabellen des vorangegangen Kapitels aufgeführt sind, ein. 
Das triﬀt auch auf die metrische Funktion a zu. Allerdings wurde bei der Be-
rechnung der gesamten verallgemeinerten Schwarzschild-Klasse die „ﬁt“-Metho-
de verwendet, so dass a nach Konstruktion nicht besonders gut approximiert wird. 
Die „ﬁt“-Methode wurde hierbei benutzt, weil sie numerisch am stabilsten ist (ei-
ne Lösung des nichtlinearen Gleichungssystems der „ﬁtmulti“-Methode zu ﬁnden, 
kann sehr zeitaufwändig sein). Außerdem sind die kritschen Stellen im Gegensatz 
zur Konstuktion aus den mj am Häuﬁgsten innerhalb des Sterns. 
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Abbildung 4.18: Relative Abweichung der 2n-fachen Bäcklund-Lösung von der numerisch be-
rechneten in der gesamten generalisierten Schwarzschild-Klasse. Der Äqua-
tor der Sterne links der gepunkteten Linie beﬁnden sich in einer Ergosphäre. 
Der Beispielstern aus Kapitel 4.1 ist durch * markiert. 
In Abbildung 4.18 steht jeder Punkt der Fläche für einen Neutronenstern in 
der generalisierten Schwarzschild-Klasse. Die relative Abweichung wird durch 
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die Farbe9 dargestellt, wobei eine gute Approximation durch grün bis rot (ent-
sprechend wenige Prozent und darunter) und eine schlechte durch blau (entspricht 
zehn Prozent und mehr) zu erkennen ist. Generell ist wieder zu sehen, dass mit 
wachsender Anzahl der Bäcklund-Parameter die Approximation genauer wird. 
Die gepunktete Linie teilt die Klasse in Sterne deren Äquator in bzw. außerhalb 
einer Ergosphäre liegen. Für n = 2 und n = 3 sieht man, allein anhand des rela-
tiven Fehlers, für welche Sterne im abgebildeten Parameterraum der Äquator in 
einer Ergosphäre liegt. Ist die Grenze der Ergosphäre - dort gilt e2U = 0 - in der 
Nähe des Äquators, so wächst der relative Fehler an, was in der Abbildung 4.18 
durch den blauen Streifen erkennbar ist. 
In Abbildung 4.19 ist die generalisierte Schwarzschild-Klasse für strange-
quark -Sterne dargestellt. Hier erkennt man sehr gut, wie die ganze Klasse mit 
zunehmender Anzahl an Bäcklund-Parametern immer besser beschrieben wer-
den kann. Für keinen der berechneten Sterne lag der Äquator innerhalb einer 
Ergosphäre. 
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Abbildung 4.19: Relative Abweichung der 2n-fachen Bäcklund-Lösung von der numerisch be-
rechneten in der gesamten generalisierten Schwarzschild-Klasse. Der Bei-
spielstern aus Kapitel 4.3 ist durch * markiert. 
9Fehler kleiner als 0.003 wurden ebenfalls mit rot und Fehler größer 1 mit blau dargestellt, 
da eine Approximationsgüte im einstelligen Prozentbereich angestebt ist und eine Erweiterung 
des Wertebereichs die Aussagekraft der Abbildung nicht erhöht. 
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Die Schwarzschild-Sequenz ist bereits für n = 1 prinzipiell exakt beschreib-
bar, da sie bspw. durch die Masse M eindeutig charakterisiert ist. Mit der „ﬁt“-
Methode wird die Approximation für steigendes n besser, weil die Masse des 
Neutronensterns so immer besser bestimmt wird (vgl. Tabelle 4.4). 
Abschließend ist in Abbildung 4.20 die generalisierte Schwarzschild-Klasse 
für polytrope Sterne mit Polytropenexponent Γ = 2 dargestellt. In Analogie zu 
den bisherigen Abbildungen in diesem Kapitel wurden auch hier die Neutronen-
sterne in Abhängigkeit von drei Parametern dargestellt. Da diese Klasse mit n = 3
bereits sehr gut approximiert werden kann, wurde der Farbbereich erweitert, damit 
zwischen n = 3 und n = 4 noch ein Unterschied zu erkennen ist. 
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Abbildung 4.20: Relative Abweichung der 2n-fachen Bäcklund-Lösung von der numerisch 
berechneten in der gesamten generalisierten Schwarzschild-Klasse.Der Bei-
spielstern aus Kapitel 4.2 ist durch * markiert. 
Der in dieser Arbeit präsentierte Algorithmus kann auf die gesamte genera-
lisierte Schwarzschild-Klasse für die betrachteten Modell-Zustandsgleichungen 
angewendet werden. Es werden Genauigkeiten im einstelligen Prozentbereich er-
reicht, wenn man - abhängig von Zustandsgleichung und Lage des Sterns in der 
Klasse - die entsprechende 2n-fache Bäcklund-Lösung (n ≤ 4) zur Beschreibung 
heranzieht. 
Zusammenfassung und Ausblick
In der vorliegenden Dissertation wurde ein Verfahren zur analytischen Approxi-
mation des Außenfeldes rotierender Neutronensterne durch exakte Lösungen der 
Einstein’schen Vakuumfeldgleichungen präsentiert. Dazu wurden diese Feldglei-
chungen für die physikalisch sinnvollen Symmetrieannahmen der Axialsymmetrie 
und Stationarität auf die Ernst-Gleichung zurückgeführt. Diese nichtlineare par-
tielle Diﬀerentialgleichung wurde anschließend als Integrabilitätsbedingung eines 
Linearen Matrixproblems identiﬁziert. Für dieses gibt es eine Reihe von Lösun-
gen, wobei in dieser Arbeit nur Bäcklund-Lösungen der einfachen Minkowski-
Startlösung betrachtet werden, damit die Lösungen der Vakuumfeldgleichungen 
eine möglicht einfache Form annehmen, d.h. neben den Koordinaten nur noch von 
konstanten Bäcklund-Parametern abhängen. 
Nachdem die Bedeutung des Ernst-Potentials auf der Rotationsachse hervor-
gehoben wurde, ist die Methode zur Approximation des Außenfeldes beschrieben 
worden. Anhand der Kerr-Lösung wurde der Algorithmus veranschaulicht. An-
schließend ist die analytische Außenlösung auf potentielle Singularitäten unter-
sucht worden. 
Bei der Approximation numerisch berechneter Neutronensterne im letzten Ka-
pitel hat man zunächst einen Eindruck über die metrischen Funktionen und die 
Genauigkeit ihrer Approximation in der Äquatorebene erhalten. Dann wurde die 
Oberﬂäche des Sterns ausführlich untersucht und dadurch der Gültigkeitsbereich 
der 2n-fachen Bäcklund-Lösungen deﬁniert. Nach dem Konvergenzverhalten der 
Approximationsmethode wurde die generalisierte Schwarzschild-Klasse für drei 
Modell-Zustandsgleichungen untersucht. 
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Um die Singularitäten der analytischen Außenlösung besser kontrollieren zu 
können, ist es denkbar, Bäcklund-Transformationen auf andere Startlösungen 
anzuwenden, die bereits kritische Stellen innerhalb eines klar deﬁnierten Gebiets 
aufweisen. Allerdings sind dann die Bäcklund-Parameter αi im Allgemeinen kei-
ne Konstanten mehr (an ihre Stelle treten die ai) und die analytische Lösung ist 
nicht mehr möglichst einfach. Auch eine prinzipiell mögliche Anwendung auf rela-
tivistische Ringe wird durch die kritischen Stellen sehr stark eingeschränkt. Denn 
selbst wenn diese innerhalb des Rings liegen, also nicht Bestandteil der Außenlö-
sung sind, können metrische Funktionen unstetig sein (vgl. Abbildung 3.5). 
Da die Ausdrücke für die Metrik im Außenraum exakte Lösungen der Ein-
stein’schen Feldgleichungen sind, können damit relativistische Eﬀekte, wie bspw. 
die Akkretion von Materie, analytisch untersucht werden. So sind zum Beispiel 
Geodäten analytisch10 oder mit geringem numerischen Aufwand berechnenbar. 
10In der Äquatorebene sind bspw. lichtartige Geodäten vollständig integrabel (vgl. [Cha92]). 
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