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Abstract
There are two well-known ways of describing elements of the rotation group SO(m). First,
according to the Cartan-Dieudonné theorem, every rotation matrix can be written as an even
number of reflections. And second, they can also be expressed as the exponential of some
anti-symmetric matrix.
In this paper, we study similar descriptions of a group of rotations SO0 in the superspace
setting. This group can be seen as the action of the functor of points of the orthosymplectic
supergroup OSp(m|2n) on a Grassmann algebra. While still being connected, the group
SO0 is thus no longer compact. As a consequence, it cannot be fully described by just
one action of the exponential map on its Lie algebra. Instead, we obtain an Iwasawa-type
decomposition for this group in terms of three exponentials acting on three direct summands
of the corresponding Lie algebra of supermatrices.
At the same time, SO0 strictly contains the group generated by super-vector reflections.
Therefore, its Lie algebra is isomorphic to a certain extension of the algebra of superbivectors.
This means that the Spin group in this setting has to be seen as the group generated by the
exponentials of the so-called extended superbivectors in order to cover SO0. We also study
the actions of this Spin group on supervectors and provide a proper subset of it that is a
double cover of SO0. Finally, we show that every fractional Fourier transform in n bosonic
dimensions can be seen as an element of this spin group.
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1 Introduction
Supermanifolds and in particular superspaces play an important rôle in contemporary theoretical physics,
e.g. in the particle theory of supersymmetry, supergravity or superstring theories, etc. Superspaces are
equipped with both a set of commuting co-ordinates and a set of anti-commuting co-ordinates. From
the mathematical point of view, they have been studied using algebraic and geometrical methods. Some
pioneering references in the development of analysis on superspace are [2, 15, 24, 25, 26]. For more
modern treatments we address the reader to [4, 14, 27, 31]. More recently, harmonic and Clifford analysis
have been extended to superspace by introducing some important differential operators (such as Dirac
and Laplace operators) and by studying special functions and orthogonal polynomials related to these
operators, see e.g. [3, 6, 7, 8, 9, 10].
In classical harmonic and Clifford analysis in Rm, the most important invariance group is the set of
rotations SO(m), i.e. the connected group of m ×m real matrices leaving invariant the Euclidean inner
product 〈x, y〉 = − 12
(
xy + yx
)
=
∑m
j=1 xjyj , x, y ∈ Rm. Every rotation in SO(m) can be written as the
exponential of some anti-symmetric matrix and vice versa, each one of such exponentials is a rotation in
Rm. The Lie algebra of SO(m) is given by the set so(m) of anti-symmetric matrices.
On the other hand, the group SO(m) can also be described by means of the spin group Spin(m) :={∏2k
j=1 wj : k ∈ N, wj ∈ Sm−1
}
, where Sm−1 = {w ∈ Rm : w2 = −1} denotes the unit sphere in Rm. The
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relation between Spin(m) and SO(m) is easily seen through the Lie group representation h : Spin(m)→
SO(m)
h(s)[x] = sxs, s ∈ Spin(m), x ∈ Rm,
which describes the action of every element of SO(m) in terms of Clifford multiplication. It esily follows
from the above representation that Spin(m) constitutes a double cover of SO(m). Such a description of the
spin group follows from the Cartan-Dieudonné theorem which states that every orthogonal transformation
in an m-dimensional symmetric bilinear space can be written as the composition of at most m reflections.
Basic references for this setting are [13, 19].
In this paper we study the similar situation in the framework of Clifford analysis in superspace,
where the Cartan-Dieudonné theorem is no longer valid. The main goal is to properly define a spin group
as a set of elements describing every super-rotation through Clifford multiplication. To that end, we
consider linear actions on supervector variables using both commuting and anti-commuting coefficients
in a Grassmann algebra Λ(f1, . . . , fN ). This makes it possible to study the group of supermatrices leaving
the inner product invariant and to define in a proper way the spin group in this case. It is worth noticing
that the superstructures are absorbed by the Grassmann algebras leading to classical Lie groups and Lie
algebras instead of supergroups or superalgebras.
Finite dimensional Grassmann algebras are the most simple coefficient algebras to consider if one
wants to study linear actions mixing bosonic and fermionic variables. Moreover, the use of this coefficient
algebra is already rich enough for the purposes of Clifford analysis. Indeed, in [12] it was shown that this
group theoretical approach using Grassmann coefficients offers a new way of describing the osp(m|2n)-
invariance of the super Dirac operator (see also [5]). This approach also leads to new insights in the study
of linear actions (supermatrices) on supervectors. For example, the rotation group is no longer compact
and it strictly contains the subgroup generated by an even number of supervector reflections (see Sections
4 and 5).
In a more algebraic geometric approach, one can generalize these groups by using the language
categories. For example, one can define the group SO0 of superrotations via the functor of A-points that
maps the category R-Salg of real commutative superalgebras to the category Grp of groups as follows
R-Salg→ Grp : A 7→ SO0(A), A ∈ R-Salg.
Here, SO0(A) denotes the group of (m|2n)-supermatrices satisfying the defining conditions of SO0 (see
Section 4.2) but with entries in the superalgebra A. This functor can be proved to be representable since
superrotations are solutions of some set (super) polynomial equations (see e.g. [4, Chpt. 11] and [1] for
other examples of representations of affine supergroups). In fact, this functor is isomorphic to the functor
of points of the orthosymplectic supergroup OSp(m|2n). However, the representability of the functor
associated to the Spin group defined in this paper (see Section 5) seems to be more difficult to prove. We
shall address this problem in future work.
The paper is organized as follows. We start with some preliminaries on Grassmann algebras, Grass-
mann envelopes and supermatrices in Section 2. In particular, we carefully recall the notion of an
exponential map for Grassmann numbers and supermatrices as elements of finite dimensional associative
algebras. In Section 3 we briefly describe the Clifford setting in superspace leading to the introduction of
the Lie algebra of superbivectors. An extension of this algebra plays an important rôle in the description
of the spin group in this setting. The use of the exponential map in such an extension necessitates the
introduction of the corresponding tensor algebra. Section 4 is devoted to the study of the invariance of
the “inner product” of supervectors. There, we study several groups of supermatrices and in particular,
the group of superrotations SO0 and its Lie algebra so0, which combine both orthogonal and symplectic
structures. We prove that every superrotation can be uniquely decomposed as the product of three ex-
ponentials acting in some special subspaces of so0. Finally, in section 5 we study the problem of defining
the spin group in this setting and its differences with the classical case. We show that the compositions
of even numbers of vector reflections are not enough to fully describe SO0 since they only show an or-
thogonal structure and do not include the symplectic part of SO0. Next we propose an alternative, by
defining the spin group through the exponential of extended superbivectors and show that they indeed
cover the whole set of superrotations. In particular, we explicitly describe a subset Ξ which is a double
covering of SO0 and contains in particular every fractional Fourier transform.
2
2 Preliminaries
In this section we provide some preliminaries on the Grassmann algebra of coefficients that is going to
be used to define linear actions on supervector variables. The definitions and properties contained in this
section are well known material and can be found for example in [2, 4, 14, 31]. We provide this summary
to increase the readability of this manuscript.
2.1 Grassmann algebras and Grassmann envelopes
Let ΛN be the Grassmann algebra of order N ∈ N over the field K (K = R or C) with canonical
generators f1, . . . , fN which are subject to the multiplication rules fjfk + fkfj = 0 implying in particular
that f2j = 0. A basis for ΛN consists of elements of the form f∅ = 1, fA = fj1 · · · fjk for A = {j1, . . . , jk}
(1 ≤ j1 < . . . < jk ≤ N). Hence an arbitrary element a ∈ ΛN has the form a =
∑
A⊂{1,...,N} aAfA with
aA ∈ K. We define the space of homogeneous elements of degree k by Λ(k)N = spanK{fA : |A| = k}, where
in particular Λ(k)N = {0} for k > N . It then easily follows that ΛN =
⊕N
k=0 Λ
(k)
N and Λ
(k)
N Λ
(`)
N ⊂ Λ(k+`)N .
The projection of ΛN on its k-homogeneous part is denoted by [·]k : ΛN → Λ(k)N , i.e. [a]k =∑
|A|=k aAfA. In particular we denote [a]0 = a∅ =: a0. It is well-known that ΛN shows a natural
Z2-grading. In fact, defining Λ(ev)N =
⊕
k≥0 Λ
(2k)
N and Λ
(odd)
N =
⊕
k≥0 Λ
(2k+1)
N as the spaces of homoge-
neous even and odd elements respectively, we obtain the superalgebra structure ΛN = Λ
(ev)
N ⊕Λ(odd)N . We
recall that ΛN is graded commutative in the sense that
vw = wv, vw` = w`v, v`w` = −w`v`, v, w ∈ Λ(ev)N , v`, w` ∈ Λ(odd)N .
Every a ∈ ΛN may be written as the sum a = a0 + a of a number a0 := a∅ ∈ K and a nilpotent element
a =
∑
|A|≤1 aAfA (in particular a
N+1 = 0). The elements a0, a are called the body and the nilpotent
part of a ∈ ΛN , respectively. The subalgebra of all nilpotent elements is denoted by Λ+N :=
⊕N
k=1 Λ
(k)
N .
It is easily seen that the projection [·]0 : ΛN → K is an algebra homomorphism, i.e. [ab]0 = a0b0 for
a, b ∈ ΛN . In particular the following property holds.
Lemma 1. Let a ∈ ΛN such that a2 ∈ K \ {0}. Then a ∈ K.
The algebra ΛN is a K-vector space of dimension 2N . As every finite dimensional K-vector space,
ΛN becomes a Banach space with the introduction of an arbitrary norm, all norms being equivalent. In
particular, the norm ‖ · ‖Λ defined on ΛN by ‖a‖Λ =
∑
A⊂{1,...,N} |aA| satisfies
‖ab‖Λ ≤ ‖a‖Λ‖b‖Λ, for every a, b ∈ ΛN .
The exponential of a ∈ ΛN , denoted by ea or exp(a), is defined by the power series
ea =
∞∑
j=0
aj
j!
.
This series converges for every a ∈ ΛN and defines a continuous function in ΛN .
Now consider the graded vector space Kp,q with standard homogeneous basis e1, . . . , ep, e`1, . . . , e`q, i.e.
Kp,q = Kp,0 ⊕K0,q where {e1, . . . , ep} is a basis for Kp,0 and {e`1, . . . , e`q} is a basis for K0,q. Elements in
Kp,0 are called even homogeneous elements while elements in K0,q are called odd homogeneous elements.
In [2, p. 91], the Grassmann envelope Kp,q(ΛN ) was defined as the set of Grassmann supervectors
w = w + w` =
p∑
j=1
wjej +
q∑
j=1
w`j e`j , where wj ∈ Λ(ev)N , w`j ∈ Λ(odd)N . (1)
Remark 2.1. The Grassmann envelope of a general graded K-vector space V = V0 ⊕ V1 is similarly
defined as
V (ΛN ) = (V ⊗ ΛN )0 =
(
Λ
(ev)
N ⊗ V0
)
⊕
(
Λ
(odd)
N ⊗ V1
)
.
3
The set Kp,q(ΛN ) is a K-vector space of dimension 2N−1(p+q), inheriting the Z2-grading of Kp,q, i.e.
Kp,q(ΛN ) = Kp,0(ΛN )⊕K0,q(ΛN ),
where Kp,0(ΛN ) denotes the subspace of vectors of the form (1) with w`j = 0, and K0,q(ΛN ) denotes the
subspace of vectors of the form (1) with wj = 0. The subspaces Kp,0(ΛN ) and K0,q(ΛN ) are called the
Grassmann envelopes of Kp,0 and K0,q, respectively.
In Kp,q(ΛN ), there exists a subspace which is naturally isomorphic to Kp,0. It consists of vectors (1) of
the form w =
∑m
j=1 wjej with wj ∈ K. The map [·]0 : Kp,q(ΛN )→ Kp,0 defined by [w]0 =
∑p
j=1 [wj ]0 ej
will be useful.
The standard basis of Kp,q can be represented by the columns ej = (0, . . . , 1, . . . , 0)T (1 on the j-th
place from the left) and e`j = (0, . . . , 1, . . . , 0)
T (1 on the (p + j)-th place from the left). In this basis,
elements of Kp,q(ΛN ) take the form w = (w1, . . . , wp, w`1, . . . , w`q)T .
2.2 Supermatrices
The Z2-grading of Kp,q yields the Z2-grading of the space End (Kp,q) of endomorphisms on Kp,q. When
seen as a Lie superalgebra, this space is denoted by gl(p|q)(K). The super Lie bracket on gl(p|q)(K) is
given by [X,Y ] = XY − (−1)|X||Y |Y X where X,Y ∈ gl(p|q)(K) are homogeneous elements, i.e. elements
in the even or in the odd subalgebra. Here the grading function |X| is defined as 0 if X is even and 1 if
X is odd.
It is easily seen that the Grassmann envelope of any Lie subsuperalgebra of gl(p|q)(K) is a classical Lie
algebra. The Grassmann envelope of gl(p|q)(K) is denoted by Mat(p|q)(ΛN ). Elements in Mat(p|q)(ΛN )
are called supermatrices and are of the form
M =
(
A B`
C` D
)
=
(
A 0
0 D
)
+
(
0 B`
C` 0
)
(2)
where A is a p × p matrix with entries in Λ(ev)N , B` is a p × q matrix with entries in Λ(odd)N , C` is a q × p
matrix with entries in Λ(odd)N , and D is a q × q matrix with entries in Λ(ev)N . Let Mat(p|q)(Λ(k)N ) be the
space of homogeneous supermatrices of degree k. These subspaces define a grading in Mat(p|q)(ΛN ) by
Mat(p|q)(ΛN ) =
⊕N
k=0 Mat(p|q)(Λ(k)N ) and Mat(p|q)(Λ(k)N ) Mat(p|q)(Λ(`)N ) ⊂ Mat(p|q)(Λ(k+`)N ).
Every supermatrix M can be written as the sum of a body matrix M0 ∈ Mat(p|q)(Λ(0)N ) and a
nilpotent elementM∈Mat(p|q)(Λ+N ) :=
⊕N
k=1 Mat(p|q)(Λ(k)N ). We also define the algebra homomorphism
[·]0 : Mat(p|q)(ΛN )→ Mat(p|q)(Λ(0)N ) as the projection:
M =
(
A B`
C` D
)
−→
(
A0 0
0 D0
)
= M0 = [M ]0
where A0 and D0 are the body projections of A and D on Kp×p and Kq×q respectively. We recall that
Mat(p|q)(Λ(0)N ) is equal to the even subalgebra of gl(p|q)(K). Given a set of supermatrices S we define
[S]0 = {[M ]0 : M ∈ S}.
Let GL(p|q)(ΛN ) be the Lie group of all invertible elements of Mat(p|q)(ΛN ). A supermatrix M ∈
Mat(p|q)(ΛN ) of the form (2) is invertible if and only if the blocks A and D are invertible (or equivalently,
A0 and D0 are invertible), see e.g. [2]. The inverse of every M ∈ GL(p|q)(ΛN ) is given by
M−1 =
( (
A−B`D−1C )`−1 −A−1B`(D − C`A−1B )`−1
−D−1C`(A−B`D−1C )`−1 (D − C`A−1B )`−1
)
. (3)
The supertranspose of M ∈ Mat(p|q)(ΛN ) is defined by MST =
(
AT C`T
−B`T DT
)
, where ·T denotes
the usual matrix transpose. It easily follows that (ML)ST = LSTMST .
The supertrace is defined as the map str : Mat(p|q)(ΛN ) → Λ(ev)N given by str(M) = tr(A) − tr(D).
It follows that str(ML) = str(LM) for any pair M,L ∈ Mat(p|q)(ΛN ).
4
The superdeterminant or Berezinian is a function from GL(p|q)(ΛN ) to Λ(ev)N defined by
sdet(M) = det
(
A−B`D−1C )`det(D)−1 = det (D − C`A−1B )`−1det(A).
In particular, one has that sdet(ML) = sdet(M) sdet(L) and sdet
(
MST
)
= sdet(M).
In the vector space Mat(p|q)(ΛN ) we introduce the norm ‖M‖ =
∑p+q
j,k=1 ‖mj,k‖Λ, where mj,k ∈ ΛN
(j, k = 1, . . . , p+ q) are the entries of M ∈ Mat(p|q)(ΛN ). As was the case in ΛN , also this norm satisfies
the inequality ‖ML‖ ≤ ‖M‖‖L‖ for every pairM,L ∈ Mat(p|q)(ΛN ), leading to the absolute convergence
of the series
exp(M) =
∞∑
j=0
M j
j!
and hence, the continuity of the exponential map in Mat(p|q)(ΛN ). The supertranspose, the supertrace
and the superdeterminant are also continuous maps. In particular, one has that (see e.g. [2])
sdet
(
eM
)
= estr(M), M ∈ Mat(p|q)(ΛN ). (4)
Moreover, etM (t ∈ R) is a smooth curve with ddtetM = MetM = etMM and ddtetM
∣∣
t=0
= M .
The logarithm for a supermatrix M ∈ Mat(p|q)(ΛN ) is defined by ln(M) =
∑∞
j=1(−1)j+1 (M−Ip+q)
j
j
wherever it converges. This series onverges and yields a continuous function near Ip+q.
Proposition 1. In Mat(p|q)(ΛN ), let U be a neighbourhood of Ip+q on which ln is defined and let V
be a neighbourhood of 0 such that exp(V ) := {eM : M ∈ V } ⊂ U . Then eln(M) = M , ∀M ∈ U , and
ln(eL) = L, ∀L ∈ V .
The exponential of a nilpotent matrix M ∈ Mat(p|q)(Λ+N ) reduces to a finite sum, yielding the
bijective mapping
exp : Mat(p|q)(Λ+N )→ Ip+q + Mat(p|q)(Λ+N )
with inverse
ln : Ip+q + Mat(p|q)(Λ+N )→ Mat(p|q)(Λ+N ),
since also the second expansion only has a finite number of non-zero terms, whence problems of conver-
gence do not arise. We recall that a supermatrix M belongs to GL(p|q)(ΛN ) if and only if its body M0
has an inverse. Then M = M0(Ip+q +M−10 M) = M0 exp(L), for some unique L ∈ Mat(p|q)(Λ+N ).
3 The algebra Am,2n ⊗ ΛN
3.1 The Clifford setting in superspace
In order to set up the Clifford analysis framework in superspace, take p = m, q = 2n (m,n ∈ N)
and K = R. The canonical homogeneous basis e1, . . . , em, e`1, . . . , e`2n of Rm,2n can be endowed with an
orthogonal and a symplectic structure by the multiplication rules
ejek + ekej = −2δj,k, ej e`k + e`kej = 0, e`j e`k − e`ke`j = gj,k, (5)
where the symplectic form gj,k is defined by
g2j,2k = g2j−1,2k−1 = 0, g2j−1,2k = −g2k,2j−1 = δj,k, j, k = 1, . . . , n.
Following these relations, elements in Rm,2n generate an infinite dimensional algebra denoted by Cm,2n.
The definition of the Clifford supervector variable follows from a representation of the so-called radial
algebra, see e.g. [8, 11, 28, 30]. Given a set S = {x, y, . . .} of ` > 1 abstract vector variables we define the
radial algebra R(S) as the associative algebra over R freely generated by S and subject to the defining
axiom
(A1) [{x, y}, z] = 0 for any x, y, z ∈ S,
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where {a, b} = ab+ ba and [a, b] = ab− ba. A radial algebra representation is an algebra homomorphism
Ψ : R(S)→ A from R(S) into an algebra A. The term representation also refers to the range Ψ(R(S)) ⊂ A
of that mapping. The easiest and most important example of radial algebra representation is the algebra
generated by standard Clifford vector variables. In that way, R(S) describes the main algebraic properties
of the Clifford function theory. For a detailed study on radial algebras and its representations we refer
the reader to [8, 11, 28, 30].
The representation of the radial algebra in superspace is defined by the mapping
x 7→ x = x+ x` =
m∑
j=1
xjej +
2n∑
j=1
x`j e`j , x ∈ S, (6)
between S and the set of independent supervector variables S = {x : x ∈ S}. For each x ∈ S we
consider in (6) m bosonic (commuting) variables x1, . . . , xm and 2n fermionic (anti-commuting) variables
x`1, . . . , x`2n. The projections x =
∑m
j=1 xjej and x` =
∑2n
j=1 x`j e`j are called the bosonic and fermionic
vector variables, respectively.
Let us define the sets V AR and V AR`of bosonic and fermionic variables
V AR =
⋃
x∈S
{x1, . . . , xm}, V AR`=
⋃
x∈S
{x`1, . . . , x`2n} (7)
respectively, where the sets {x1, . . . , xm} and {x`1, . . . , x`2n} correspond to the coordinates of the bosonic
and the fermionic vector variables associated to each x ∈ S through the correspondences (6). In this way,
V AR contains m` bosonic variables and V AR` contains 2n` fermionic variables. They give rise to the
algebra of super-polynomials V = AlgR{V AR∪V AR }` which is extended to the algebra of Clifford-valued
super-polynomials
Am,2n = V ⊗ Cm,2n,
where the elements of V commute with the elements of Cm,2n.
The algebra V clearly is Z2-graded. Indeed, V = V0 ⊕ V1 where V0 consists of all commuting super-
polynomials and V1 consists of all anti-commuting super-polynomials in V. It is easily seen that the
fundamental axiom of the radial algebra is fulfilled in this representation since for every pair x,y ∈ S
〈x,y〉 := −1
2
{x,y} =
m∑
j=1
xjyj − 1
2
n∑
j=1
(x`2j−1y`2j − x`2j y`2j−1) ∈ V0. (8)
The above definition 〈x,y〉 will be used as generalized inner product. As mentioned before, one of
the goals of this paper is to study the invariance under linear transformations of this inner product of
supervector variables. In order to study linear actions on the algebra Am,2n = V⊗Cm,2n we must consider
a suitable set of coefficients. Observe that the field of numbers K = R or C is too limited for that aim
since it does not lead to any interaction between even and odd elements. For instance, multiplication
by real or complex numbers leaves the decomposition V = V0 ⊕ V1 of the algebra of super-polynomials
invariant.
The study of linear actions on Am,2n requires of a set including both commuting and anti-commuting
elements. In this paper we consider the most simple set of such coefficients, i.e. the Grassmann algebra
ΛN generated by odd independent elements f1 . . . , fN . This leads to the Z2-graded algebra of super-
polynomials with Grassmann coefficients V ⊗ΛN , generated over R by the set of m` commuting variables
V AR and the set of independent 2n`+N anti-commuting symbols V AR`∪ {f1, . . . , fN}. In general we
consider the algebra
Am,2n ⊗ ΛN = V ⊗ ΛN ⊗ Cm,2n,
of super-polynomials with coefficients in ΛN ⊗ Cm,2n. Here elements of V ⊗ ΛN commute with elements
in Cm,2n.
In the set of coefficients ΛN⊗Cm,2n one has a radial algebra representation by considering supervectors
w ∈ Rm,2n(ΛN ), i.e.
w = w + w` =
m∑
j=1
wjej +
2n∑
j=1
w`j e`j , wj ∈ Λ(ev)N , w`j ∈ Λ(odd)N ,
6
where clearly the basis elements e1, . . . , em, e`1, . . . , e`2n of Rm,2n have to satisfy to the multiplication rules
(5). Indeed, the anti-commutator of two constant supervectors w,v ∈ Rm,2n(ΛN ) clearly is a central
element in ΛN ⊗ Cm,2n, i.e. {w,v} = 2
∑m
j=1 wjvj +
∑n
j=1(w`2j−1v`2j − w`2j v`2j−1) ∈ Λ(ev)N .
The subalgebra generated by the Grassmann envelope Rm,2n(ΛN ) of constant supervectors is called
the radial algebra embedded in ΛN ⊗ Cm,2n. This algebra is denoted by Rm|2n(ΛN ). Observe that
Rm|2n(ΛN ) is a finite dimensional vector space since it is generated by the set
{fAej : A ⊂ {1, . . . , N}, |A| even , j = 1, . . . ,m} ∪ {fAe`j : A ⊂ {1, . . . , N}, |A| odd , j = 1, . . . , 2n} ,
and there is a finite number of possible products amongst these generators.
Every element in ΛN⊗Cm,2n can be written as a finite sum of terms of the form aej1 · · · ejk e`α11 · · · e`α2n2n
where a ∈ ΛN , 1 ≤ j1 ≤ . . . ≤ jk ≤ m and (α1, . . . , α2n) ∈ (N ∪ {0})2n is a multi-index. In this algebra
we consider the corresponding generalization of the projection [·]0 which now goes from ΛN ⊗ Cm,2n to
Cm,2n and is defined by [aej1 · · · ejk e`α11 · · · e`α2n2n ]0 = [a]0ej1 · · · ejk e`α11 · · · e`α2n2n .
We now can define linear actions on supervector variables x ∈ S by means of supermatrices M ∈
Mat(m|2n)(ΛN ). We recall that the basis elements e1, . . . , em, e`1, . . . , e`2n can be written as column
vectors. Then, by writing the x = x+ x` ∈ S in its column representation we obtain,
Mx =
(
A B`
C` D
)(
x
x`
)
=
(
Ax+B`x`
C`x+Dx`
)
. (9)
This action produces a new supervector variable Mx = (y1, . . . , ym, y`1, . . . , y`2n)T where the yj are even
elements of V ⊗ ΛN while the y`j are odd ones. It is clear that (Mx)T = xTMST .
3.2 Superbivectors
Superbivectors in ΛN⊗Cm,2n play a very important rôle when studying the invariance of the inner product
(8). Following the radial algebra approach, the space of bivectors is generated by the wedge product of
supervectors of Rm,2n(ΛN ), i.e.
w∧v = 1
2
[w,v] =
∑
1≤j<k≤m
(wjvk−wkvj)ejek+
∑
1≤j≤m
1≤k≤2n
(wj v`k− w`kvj)ej e`k+
∑
1≤j≤k≤2n
(w`j v`k+ w`kv`j) e`j e`k,
where e`j e`k = 12{e`j , e`k}. Hence, the space R(2)m|2n(ΛN ) of superbivectors consists of elements of the form
B =
∑
1≤j<k≤m
bj,k ejek +
∑
1≤j≤m
1≤k≤2n
b`j,k ej e`k +
∑
1≤j≤k≤2n
Bj,k e`j  e`k, (10)
where bj,k ∈ Λ(ev)N , b`j,k ∈ Λ(odd)N and Bj,k ∈ Λ(ev)N ∩Λ+N . Observe that the coefficients Bj,k are commuting
but nilpotent since they are generated by elements of the form w`j v`k + w`kv`j that belong to Λ+N . This
constitutes an important limitation for the space of superbivectors because it means that R(2)m|2n(ΛN )
does not allow for any other structure than the orthogonal one. In fact, the real projection [B]0 of every
superbivector B is just the classical Clifford bivector:
[B]0 =
∑
1≤j<k≤m
[bj,k]0 ejek ∈ R(2)0,m.
Hence it is necessary to introduce an extension R(2)Em|2n(ΛN ) of R
(2)
m|2n(ΛN ) containing elements B of the
form (10) but with Bj,k ∈ Λ(ev)N . This extension enables us to consider two different structures in the
same element B: the orthogonal and the symplectic one. In fact, in this case we have
[B]0 =
∑
1≤j<k≤m
[bj,k]0 ejek +
∑
1≤j≤k≤2n
[Bj,k]0 e`j  e`k.
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Remark 3.1. Observe that R(2)m|2n(ΛN ) and R
(2)E
m|2n(ΛN ) are finite dimensional real vector subspaces of
ΛN ⊗ Cm,2n with
dimR(2)m|2n(ΛN ) = 2
N−1m(m− 1)
2
+ 2N−1 2mn+
(
2N−1 − 1) n(2n+ 1),
dimR(2)Em|2n(ΛN ) = 2
N−1m(m− 1)
2
+ 2N−1 2mn+ 2N−1 n(2n+ 1).
The extension R(2)Em|2n(ΛN ) of the superbivector space clearly lies outside the radial algebra Rm|2n(ΛN ),
and its elements generate an infinite dimensional algebra. Elements in R(2)Em|2n(ΛN ) are called extended
superbivectors. Both superbivectors and extended superbivectors preserve several properties of classical
Clifford bivectors.
Proposition 2. The space R(2)Em|2n(ΛN ) is a Lie algebra. In addition, R
(2)
m|2n(ΛN ) is a Lie subalgebra of
R(2)Em|2n(ΛN ).
Proof.
We only need to check that the Lie bracket defined by the commutator in the associative algebra Am,2n⊗
ΛN is an internal binary operation in R(2)Em|2n(ΛN ) and R
(2)
m|2n(ΛN ). Direct computation shows that for
a, b ∈ Λ(ev)N and a`, b` ∈ Λ(odd)N we get:
[aejek, beres] = ab (2δj,s erek − 2δs,k erej + 2δr,j ekes − 2δr,k ejes),
[aejek, b`er e`s] = ab` (2δr,j eke`s − 2δr,k ej e`s),
[aejek, be`r  e`s] = 0,
[a`ej e`k, b`er e`s] = a`b` (2δr,j e`k  e`s + (1− δj,r)gs,k ejer),
[a`ej e`k, be`r  e`s] = a`b (gk,s ej e`r + gk,r ej e`s),
[ae`j  e`k, be`r  e`s] = ab (gj,s e`r  e`k + gk,s e`r  e`j + gj,r e`k  e`s + gk,r e`j  e`s).

It is well known from the radial algebra framework that the commutator of a bivector with a vector
always yields a linear combination of vectors with coefficients in the scalar subalgebra. Indeed, for the
abstract vector variables x, y, z ∈ S we obtain
[x ∧ y, z] = 1
2
[[x, y], z] =
1
2
[2xy − {x, y}, z] = [xy, z] = {y, z}x− {x, z}y.
This property can be easily generalized to R(2)Em|2n(ΛN ) by straightforward computation. In particular, the
following results hold.
Proposition 3. Let x ∈ S be a supervector variable, let {b1, . . . , b2N−1} be a basis for Λ(ev)N and let
{b`1, . . . , b`2N−1} be a basis for Λ(odd)N . Then,
[br ejek, x] = 2br (xjek − xkej), [br e`2j  e`2k, x] = −br (x`2j−1e`2k + x`2k−1e`2j),
[b`r ej e`2k−1, x] = b`r (2xj e`2k−1 + x`2kej), [br e`2j−1  e`2k−1, x] = br (x`2j e`2k−1 + x`2ke`2j−1),
[b`r ej e`2k, x] = b`r (2xj e`2k − x`2k−1ej), [br e`2j−1  e`2k, x] = br (x`2j e`2k − x`2k−1e`2j−1).
Clearly, the above computations remain valid when replacing x by a fixed supervector w ∈ Rm,2n(ΛN ).
3.3 Tensor algebra and exponential map
Since ΛN ⊗ Cm,2n is infinite dimensional, the definition of the exponential map by means of a power
series is not as straightforward as it was for the algebras ΛN or Mat(p|q)(ΛN ). A correct definition of
the exponential map in ΛN ⊗ Cm,2n requires the introduction of the tensor algebra. More details about
the general theory of tensor algebras can be found in several basic references, see e.g. [16, 23, 32].
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Let V be the R-vector space with basis BV = {f1, . . . , fN , e1, . . . , em, e`1, . . . , e`2n} and let T (V ) be
its tensor algebra. This is T (V ) =
⊕∞
j=0 T
j(V ) where T j(V ) = spanR{v1 ⊗ · · · ⊗ vj : v` ∈ BV } is the
j-fold tensor product of V with itself. Then ΛN ⊗ Cm,2n can be seen as a subalgebra of T (V )/I where
I ⊂ T (V ) is the two-sided ideal generated by the elements:
fj ⊗ fk + fk ⊗ fj , fj ⊗ ek − ek ⊗ fj , fj ⊗ e`k − e`k ⊗ fj ,
ej ⊗ ek + ek ⊗ ej + 2δj,k, ej ⊗ e`k + e`k ⊗ ej , e`j ⊗ e`k − e`k ⊗ e`j − gj,k.
Indeed, T (V )/I is isomorphic to the extension of ΛN⊗Cm,2n which also contains infinite sums of arbitrary
terms of the form aej1 · · · ejk e`α11 · · · e`α2n2n where a ∈ ΛN , 1 ≤ j1 ≤ . . . ≤ jk ≤ m and (α1, . . . , α2n) ∈
(N ∪ {0})2n is a multi-index.
The exponential map exp(x) = ex =
∑∞
j=0
xj
j! is known to be well defined in the tensor algebra T (V ),
see e.g. [16], whence it also is well defined in T (V )/I. This approach to the exponential map will be
enough for the purposes of this paper. For a more detailed treatment on non flat supermanifolds, we
refer the reader to [18]. The following mapping properties hold
exp : ΛN ⊗ Cm,2n → T (V )/I, exp : Rm|2n(ΛN )→ Rm|2n(ΛN ).
The first statement directly follows from the definition of T (V )/I, while the second one can be ob-
tained following the standard procedure established for ΛN and Mat(p|q)(ΛN ), since the radial algebra
Rm|2n(ΛN ) ⊂ ΛN ⊗ Cm,2n is finite dimensional.
4 The orthosymplectic structure in Rm,2n(ΛN)
4.1 Invariance of the inner product
The inner product (8) can be easily written as
〈x,y〉 = xTQy
in terms of the supermatrix Q =
(
Im 0
0 − 12Ω2n
)
, where Ω2n = diag
(
0 1
−1 0
)
. In order to find all
supermatrices M ∈ Mat(m|2n)(ΛN ) leaving the inner product 〈·, ·〉 invariant, we observe that
〈Mx,My〉 = 〈x,y〉 ⇐⇒ (Mx)T QMy = xTQy ⇐⇒ xT (MSTQM −Q)y = 0,
whence the desired set is given by
O0 = O0(m|2n)(ΛN ) =
{
M ∈ Mat(m|2n)(ΛN ) : MSTQM −Q = 0
}
,
Remark 4.1. It is clear that elements in the above set of supermatrices also leave the same bilinear
form in Rm,2n(ΛN ) invariant, i.e. − 12{Mw,Mv} = − 12{w,v}, for M ∈ O0 and w,v ∈ Rm,2n(ΛN ). In
general, every property that holds for supermatrix actions on supervector variables x ∈ S also holds for
the same actions on fixed supervectors w ∈ Rm,2n(ΛN ).
Theorem 1. The following statements hold:
(i) O0(m|2n)(ΛN ) ⊂ GL(m|2n)(ΛN ).
(ii) O0(m|2n)(ΛN ) is a group under the usual matrix multiplication.
(iii) O0(m|2n)(ΛN ) is a closed subgroup of GL(m|2n)(ΛN ).
Summarizing, O0(m|2n)(ΛN ) is a Lie group.
Proof.
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(i) For every M ∈ O0(m|2n)(ΛN ) we have[
MST
]
0
Q[M ]0 −Q = [M ]T0 Q[M ]0 −Q = 0, where [M ]0 =
(
A0 0
0 D0
)
.
This can be rewritten in terms of the real blocks A0 and D0 as AT0 A0 = Im and DT0 Ω2nD0 = Ω2n,
implying that A0 and D0 are invertible matrices. Thus M is invertible.
(ii) It suffices to prove that matrix inversion and matrix multiplication are internal operations in
O0(m|2n)(ΛN ). Both properties follow by straightforward computation.
(iii) Let {Mj}j∈N ⊂ O0(m|2n)(ΛN ) be a sequence that converges to a supermatrixM ∈ Mat(m|2n)(ΛN ).
Since algebraic operations are continuous in the space Mat(m|2n)(ΛN ) we have
MSTQM −Q = lim
j→∞
MSTj QMj −Q = 0,
which proves the statement. 
Proposition 4. The following statements hold:
(i) A supermatrix M ∈ Mat(m|2n)(ΛN ) of the form (2) belongs to O0 if and only if
ATA− 12C`TΩ2nC` = Im,
ATB`− 12C`TΩ2nD = 0,
B`TB`+ 12D
TΩ2nD =
1
2Ω2n.
(11)
(ii) sdet(M) = ±1 for every M ∈ O0.
(iii) [O0]0 = O(m)× SpΩ(2n).
Remark 4.2. As usual, O(m) is the classical orthogonal group in dimension m and SpΩ(2n) is the
symplectic group associated to the antisymmetric matrix Ω2n, i.e. SpΩ(2n) = {D0 ∈ R2n×2n : DT0 Ω2nD0 =
Ω2n}.
Proof.
(i) The relation MSTQM = Q can be written in terms of A,B`, C`, D as:(
ATA− 12C`TΩ2nC` ATB`− 12C`TΩ2nD−B`TA− 12DTΩ2nC` −B`TB`− 12DTΩ2nD
)
=
(
Im 0
0 − 12Ω2n
)
.
(ii) The relation MSTQM = Q implies that sdet(M)2 sdet(Q) = sdet(Q), whence sdet(M)2 = 1. The
statement then follows from Lemma 1.
(iii) See the proof of Theorem 1 (i). 
4.2 Group of superrotations SO0.
As in the classical way, we now can introduce the set of superrotations by
SO0 = SO0(m|2n)(ΛN ) = {M ∈ O0 : sdet(M) = 1}.
This is easily seen to be a Lie subgroup of O0 with real projection equal to SO(m) × SpΩ(2n), where
SO(m) ⊂ O(m) is the special orthogonal group in dimension m. In fact, the conditions MSTQM = Q
and sdet(M) = 1 imply that MT0 QM0 = Q and sdet(M0) = 1, whence
M0 =
(
A0 0
0 D0
)
with AT0 A0 = Im, DT0 Ω2nD0 = Ω2n and det(A0) = det(D0). But D0 ∈ SpΩ(2n) implies det(D0) = 1,
yielding det(A0) = 1 and A0 ∈ SO(m).
The following proposition states that, as in the classical case, SO0 is connected and in consequence,
it is the identity component of O0.
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Proposition 5. SO0 is a connected Lie group.
Proof.
Since the real projection SO(m) × SpΩ(2n) of SO0 is a connected group, it suffices to prove that for
every M ∈ SO0 there exist a continuous path inside SO0 connecting M with its real projection M0. To
that end, let us write M =
∑N
j=0[M ]j , where [M ]j is the projection of M on Mat(m|2n)(Λ(j)N ) for each
j = 0, 1, . . . , N . Then, observe that
MSTQM = Q ⇐⇒
 N∑
j=0
[
MST
]
j
Q
 N∑
j=0
[M ]j
 = Q ⇐⇒ N∑
k=0
 k∑
j=0
[
MST
]
j
Q[M ]k−j
 = Q
⇐⇒ MT0 QM0 = Q, and
k∑
j=0
[
MST
]
j
Q[M ]k−j = 0, k = 1, . . . , N.
Let us now take the path M(t) =
∑N
j=0 t
j [M ]j . For t ∈ [0, 1] this is a continuous path with M(0) = M0
and M(1) = M . In addition, M(t)T0 QM(t)0 = MT0 QM0 = Q and for every k = 1, . . . , N we have,
k∑
j=0
[
M(t)ST
]
j
Q[M(t)]k−j = tk
k∑
j=0
[
MST
]
j
Q[M ]k−j = 0.
Hence, M(t)STQM(t) = Q, t ∈ [0, 1]. Finally, observe that sdet(M(t)) = 1 for every t ∈ [0, 1], since
sdet(M(t)0) = sdet(M0) = 1. 
We will now investigate the corresponding Lie algebras of O0 and SO0.
Theorem 2.
(i) The Lie algebra so0 = so0(m|2n)(ΛN ) of O0 coincides with the Lie algebra of SO0 and is given by
the space of all "super anti-symmetric" supermatrices
so0 = {X ∈ Mat(m|2n)(ΛN ) : XSTQ+QX = 0}.
(ii) A supermatrix X ∈ Mat(m|2n)(ΛN ) of the form (2) belongs to so0 if and only if
AT +A = 0,
B`− 12C`TΩ2n = 0,
DTΩ2n + Ω2nD = 0.
(12)
(iii) [so0]0 = so(m)⊕ spΩ(2n).
Remark 4.3. As usual, so(m) = {A0 ∈ Rm×m : AT0 + A0 = 0} is the special orthogonal Lie algebra in
dimension m and spΩ(2n) = {D0 ∈ R2n×2n : DT0 Ω2n + Ω2nD0 = 0} is the symplectic Lie algebra defined
through the antisymmetric matrix Ω2n.
Proof.
(i) If X ∈ Mat(m|2n)(ΛN ) is in the Lie algebra of O0 then etX ∈ O0 for every t ∈ R, i.e. etXSTQetX −
Q = 0. Differentiating at t = 0 we obtain XSTQ + QX = 0. On the other hand, if X ∈
Mat(m|2n)(ΛN ) satisfies XSTQ + QX = 0, then XST = −QXQ−1. Computing the exponential
of tXST we obtain
etX
ST
=
∞∑
j=0
(
Q(−tX)Q−1)j
j!
= Qe−tXQ−1,
which implies that etX
ST
QetX −Q = 0, i.e. etX ∈ O0. Then so0 is the Lie algebra of O0.
From (4) it easily follows that the Lie algebra of SO0 is given by
{X ∈ Mat(m|2n)(ΛN ) : XSTQ+QX = 0, str(X) = 0}.
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But XSTQ+QX = 0 implies str(X) = 0. In fact, the condition XST = −QXQ−1 implies
str(XST ) = − str(QXQ−1) = − str(X),
yielding str(X) = str(XST ) = − str(X) and str(X) = 0. Hence, the Lie algebra of SO0 is so0.
(ii) Observe that the relation XSTQ+QX = 0 can be written in terms of A,B`, C`, D as follows:(
AT +A − 12C`TΩ2n +B`−B`T − 12Ω2nC` − 12DTΩ2n − 12Ω2nD
)
= 0.
(iii) Let X =
(
A B`
C` D
)
∈ so0, then X0 = [X]0 =
(
A0 0
0 D0
)
satisfies XST0 Q+QX0 = 0. Using (ii)
we obtain AT0 +A0 = 0 and DT0 Ω2n+Ω2nD0 = 0 which implies that A0 ∈ so(m) and D0 ∈ spΩ(2n).

Remark 4.4. The group SO0 is isomorphic to the group obtained by the action of the functor of points of
OSp(m|2n) on ΛN . We will explicitly describe this isomorphism in terms of the corresponding Lie alge-
bras. Indeed, the Lie algebra so0 constitutes a Grassmann envelope of the orthosymplectic Lie superalgebra
osp(m|2n). Here we define osp(m|2n), in accordance with [5], as the subsuperalgebra of gl(m|2n)(R) given
by,
osp(m|2n) := {X ∈ gl(m|2n)(R) : XSTG+GX = 0}, with G =
(
Im 0
0 J2n
)
J2n =
(
0 In
−In 0
)
.
It suffices to note that so0 is the Grassmann envelope of
so0(m|2n)(R) := {X ∈ gl(m|2n)(R) : XSTQ+QX = 0},
which is isomorphic to osp(m|2n). In order to explicitly find this isomorphism we first need the matrix
R =

1 0 · · · 0 0 0 · · · 0
0 0 · · · 0 1 0 · · · 0
0 1 · · · 0 0 0 · · · 0
0 0 · · · 0 0 1 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · 0 0 0 · · · 0
0 0 · · · 1 0 0 · · · 1

∈ O(2n),
which satisfies RTJ2nR = Ω2n. Then the mapping Φ : so0(m|2n)(R)→ osp(m|2n), given by
Φ(X) = R−1XR, with R =
(
Im 0
0 i
√
2RT
)
,
is easily seen to be a Lie superalgebra isomorphism. Indeed, the matrix R is such that RSTQR = G. As
a consequence, for every X ∈ so0(m|2n)(R) one has that
Φ(X)STG+GΦ(X) = RSTXST
(
R−1
)ST
G+GR−1XR = RST
(
XSTQ+QX
)
R = 0.
The use of Grassmann envelopes allows to study particular aspects of the theory of Lie superalgebras in
terms of classical Lie algebras and Lie groups. The osp(m|2n)-invariance of the super Dirac operator ∂X
used in [5] has been obtained in [12] in terms of the invariance of ∂x under the action of the Grassmann
envelope so0 (or equivalently, under the action of the group SO0).
The connectedness of SO0 allows to write any of its elements as a finite product of exponentials of super-
matrices in so0, see [20, p. 71]. In the classical case, a single exponential suffices for such a description
since SO(m) is compact and in consequence exp : so(m)→ SO(m) is surjective, see Corollary 11.10 [20,
p. 314]. This property, however, does not hold in the group of superrotations SO0, since the exponential
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map from spΩ(2n) to the non-compact Lie group SpΩ(2n) ∼= {Im} × SpΩ(2n) ⊂ SO0 is not surjective,
whence not every element in SO0 can be written as a single exponential of a supermatrix in so0. Neverthe-
less, it is possible to find a decomposition for elements of SO0 in terms of a fixed number of exponentials
of so0 elements.
Every supermatrix M ∈ SO0 has a unique decomposition M = M0 + M = M0(Im+2n + L) where
M0 is its real projection, M ∈ Mat(m|2n)(Λ+N ) its nilpotent projection and L = M−10 M. We will now
separately study the decompositions for M0 ∈ SO(m)× SpΩ(2n) and Im+2n + L ∈ SO0.
First considerM0 ∈ SO(m)×SpΩ(2n). We already mentioned that exp : so(m)→ SO(m) is surjective,
while exp : spΩ(2n)→ SpΩ(2n) is not. However, it can be proven that
SpΩ(2n) = exp(spΩ(2n)) · exp(spΩ(2n)),
invoking the following polar decomposition for real algebraic Lie groups, see Proposition 4.3.3 in [21].
Proposition 6. Let G ⊂ GL(p) be an algebraic Lie group such that G = GT and let g be its Lie algebra.
Then every A ∈ G can be uniquely written as A = ReX , R ∈ G ∩O(p), X ∈ g ∩ Sym(p), where Sym(p)
is the subspace of all symmetric matrices in Rp×p.
Remark 4.5. A subgroup G ⊂ GL(p) is called algebraic if there exists a family {pj}j∈Υ of real polynomials
pj(M) = pj(m11,m12, . . . ,mpp) ∈ R[m11, . . . ,mpp]
in the entries of the matrix M ∈ Rp×p such that G = {M ∈ GL(p) : pj(M) = 0, ∀j ∈ Υ}. See [21, p. 73]
for more details. Obviously, the groups O(m), SO(m), SpΩ(2n) are algebraic Lie groups.
Taking p = 2n and G = SpΩ(2n) in the above proposition we get that every symplectic matrix D0 can
be uniquely written as D0 = R0eZ0 with R0 ∈ SpΩ(2n) ∩ O(2n) and Z0 ∈ spΩ(2n) ∩ Sym(2n). But the
group SpΩ(2n) ∩ O(2n) is isomorphic to the unitary group U(n) =
{
L0 ∈ Cn×n :
(
LT0
)c
L0 = In
}
which
is connected and compact. Then the exponential map from the Lie algebra spΩ(2n) ∩ so(2n) ∼= u(n) is
surjective on SpΩ(2n)∩O(2n) where u(n) =
{
L0 ∈ Cn×n :
(
LT0
)c
+ L0 = 0
}
is the unitary Lie algebra in
dimension n. This means that D0 ∈ SpΩ(2n) can be written as D0 = eY0eZ0 with Y0 ∈ spΩ(2n) ∩ so(2n)
and Z0 ∈ spΩ(2n) ∩ Sym(2n). Hence, the supermatrix M0 ∈ SO(m)× SpΩ(2n) can be decomposed as
M0 =
(
eX0 0
0 eY0eZ0
)
=
(
eX0 0
0 eY0
)(
Im 0
0 eZ0
)
= eXeY ,
whereX =
(
X0 0
0 Y0
)
∈ so(m)×[spΩ(2n)∩so(2n)] and Y =
(
0 0
0 Z0
)
∈ {0m}×[spΩ(2n)∩Sym(2n)].
Now consider the element Im+2n + L ∈ SO0. As shown at the end of Section 2, the function
exp : Mat(m|2n)(Λ+N ) → Im+2n + Mat(m|2n)(Λ+N ) is a bijection with the logarithmic function as its
inverse. Then the supermatrix Z = ln(Im+2n + L) satisfies eZ = Im+2n + L and is nilpotent. Those
properties suffice for proving that Z ∈ so0. From now on we will denote the set so0 ∩Mat(m|2n)(Λ+N ) of
nilpotent elements of so0 by so0(m|2n)(Λ+N ).
Proposition 7. Let Z ∈ Mat(m|2n)(Λ+N ) such that eZ ∈ SO0. Then Z ∈ so0.
Proof.
Since eZ ∈ SO0, it is clear that etZ ∈ SO0 for every t ∈ Z. Let us prove that the same property holds
for every t ∈ R. The expression etZSTQetZ −Q can be written as the following polynomial in the real
variable t.
P (t) = etZ
ST
QetZ −Q =
 N∑
j=0
tj(ZST )j
j!
Q[ N∑
k=0
tkZk
k!
]
−Q
=
N∑
k=1
k∑
j=0
tj(ZST )j
j!
Q
tk−jZk−j
(k − j)! =
N∑
k=1
tk
k!
 k∑
j=0
(
k
j
)
(ZST )jQZk−j
 = N∑
k=1
tk
k!
Pk(Z),
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where Pk(Z) =
∑k
j=0
(
k
j
)
(ZST )jQZk−j . If P (t) is not identically zero, i.e. not all the Pk(Z) are 0, we
can take k0 ∈ {1, 2, . . . , N} to be the largest subindex for which Pk0(Z) 6= 0. Then,
lim
t→∞
1
tk0
P (t) =
Pk0(Z)
k0!
6= 0,
contradicting that P (Z) = {0}. So P (t) identically vanishes, yielding etZ ∈ SO0 for every t ∈ R. 
In this way, we have proven the following result.
Theorem 3. Every supermatrix in SO0 can be written as
M = eXeY eZ, with

X ∈ so(m)× [spΩ(2n) ∩ so(2n)],
Y ∈ {0m} × [spΩ(2n) ∩ Sym(2n)],
Z ∈ so0(m|2n)(Λ+N ).
Moreover, the elements Y and Z are unique.
4.3 Relation with superbivectors.
Theorem 2 allows to compute the dimension of so0 as a real vector space.
Corollary 1. The dimension of the real Lie algebra so0 is 2N−1
(
m(m−1)
2 + 2mn+ n(2n+ 1)
)
.
Proof.
Since so0 is the direct sum of the corresponding subspaces of block components A,B`, C`andD respectively,
it suffices to compute the dimension of each one of them. According to Theorem 2 (iii) we have:
V1 =
{(
A 0
0 0
)
: AT = −A, A ∈
(
Λ
(ev)
N
)m×m} ∼= Λ(ev)N ⊗ so(m),
V2 =
{(
0 12C
`TΩ2n
C` 0
)
: C`∈
(
Λ
(odd)
N
)2n×m} ∼= Λ(odd)N ⊗ R2n×m,
V3 =
{(
0 0
0 D
)
: DTΩ2n + Ω2nD = 0, D ∈
(
Λ
(ev)
N
)2n×2n} ∼= Λ(ev)N ⊗ spΩ(2n).
This leads to dimV1 = 2N−1
m(m−1)
2 , dimV2 = 2
N−1m2n and dimV3 = 2N−1n(2n+ 1). 
Comparing this result with the one in Remark 3.1 we obtain that dimR(2)Em|2n(ΛN ) = dim so0. This
means that both vector spaces are isomorphic. This isomorphism also holds on the Lie algebra level.
Following the classical Clifford approach, the commutator [B,x], with B ∈ R(2)Em|2n(ΛN ) and x ∈ S, should
be the key for the Lie algebra isomorphism. Proposition 3 shows that this commutator defines a linear
action on the supervector variable x ∈ S that can be represented by a supermatrix in Mat(m|2n)(ΛN ),
see (9).
Lemma 2. The map φ : R(2)Em|2n(ΛN )→ Mat(m|2n)(ΛN ) defined by
φ(B)x = [B,x] B ∈ R(2)Em|2n(ΛN ), x ∈ S, (13)
takes values in so0. In particular, if we consider {b1, . . . , b2N−1} and {b`1, . . . , b`2N−1} to be the canonical
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basis of Λ(ev)N and Λ
(odd)
N respectively, we obtain the following basis for so0.
φ(brejek) = 2br
(
Ek,j − Ej,k 0
0 0
)
, 1 ≤ r ≤ 2N−1, 1 ≤ j < k ≤ m,
φ(b`r ej e`2k−1) = b`r
(
0 Ej,2k
2E2k−1,j 0
)
, 1 ≤ r ≤ 2N−1, 1 ≤ j ≤ m, 1 ≤ k ≤ n,
φ(b`r ej e`2k) = b`r
(
0 −Ej,2k−1
2E2k,j 0
)
, 1 ≤ r ≤ 2N−1, 1 ≤ j ≤ m, 1 ≤ k ≤ n,
φ(br e`2j  e`2k) = −br
(
0 0
0 E2j,2k−1 + E2k,2j−1
)
, 1 ≤ r ≤ 2N−1, 1 ≤ j ≤ k ≤ n,
φ(br e`2j−1  e`2k−1) = br
(
0 0
0 E2j−1,2k + E2k−1,2j
)
, 1 ≤ r ≤ 2N−1, 1 ≤ j ≤ k ≤ n,
φ(br e`2j−1  e`2k) = br
(
0 0
0 E2k,2j − E2j−1,2k−1
)
, 1 ≤ r ≤ 2N−1, 1 ≤ j ≤ k ≤ n,
φ(br e`2j  e`2k−1) = br
(
0 0
0 E2j,2k − E2k−1,2j−1
)
, 1 ≤ r ≤ 2N−1, 1 ≤ j < k ≤ n,
where Ej,k denotes the matrix in which only the element on the crossing of the j-th row and the k-th
column equals 1 and all the other entries are zero. The order of Ej,k should be deduced from the context.
Proof.
The above equalities can be directly obtained from Proposition 3, whence we should only check that all
supermatrices obtained above form a basis for so0. The matrices Ej,k satisfy the relations
ETj,k = Ek,j , Ej,2k−1J2n = Ej,2k, Ej,2kJ2n = −Ej,2k−1, J2nE2j,k = E2j−1,k, J2nE2j−1,k = −E2j,k.
Then
• for φ(brejek) we have A = 2br (Ek,j − Ej,k), B` = 0, C` = 0 and D = 0, whence
AT = 2br (Ej,k − Ek,j) = −A;
• for φ(b`r ej e`2k−1) we have A = 0, B` = b`rEj,2k, C` = 2b`rE2k−1,j and D = 0, whence
1
2
C`TΩ2n = b`rEj,2k−1Ω2n = b`rEj,2k = B`;
• for φ(b`r ej e`2k) we have A = 0, B` = −b`rEj,2k−1, C` = 2b`rE2k,j and D = 0, whence
1
2
C`TΩ2n = b`rEj,2kΩ2n = −b`rEj,2k−1 = B`;
• for φ(br e`2j  e`2k) we have A = 0, B` = 0, C` = 0 and D = −br (E2j,2k−1 + E2k,2j−1), whence
DTΩ2n + Ω2nD = −br (E2k−1,2jΩ2n + E2j−1,2kΩ2n + Ω2nE2j,2k−1 + Ω2nE2k,2j−1)
= −br (−E2k−1,2j−1 − E2j−1,2k−1 + E2j−1,2k−1 + E2k−1,2j−1) = 0;
• for φ(br e`2j−1  e`2k−1) we have A = 0, B` = 0, C` = 0 and D = br (E2j−1,2k + E2k−1,2j), whence
DTΩ2n + Ω2nD = br (E2k,2j−1Ω2n + E2j,2k−1Ω2n + Ω2nE2j−1,2k + Ω2nE2k−1,2j)
= br (E2k,2j + E2j,2k − E2j,2k − E2k,2j) = 0;
• for φ(br e`2j−1  e`2k) we have A = 0, B` = 0, C` = 0 and D = br (E2k,2j − E2j−1,2k−1), whence
DTΩ2n + Ω2nD = br (E2j,2kΩ2n − E2k−1,2j−1Ω2n + Ω2nE2k,2j − Ω2nE2j−1,2k−1)
= br (−E2j,2k−1 − E2k−1,2j + E2k−1,2j + E2j,2k−1) = 0.
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The above computations show that all supermatrices obtained belong to so0. Direct verification shows
that they form a set of 2N−1m(m−1)2 + 2
N−1 2mn+ 2N−1 n(2n+ 1) linearly independent elements, i.e. a
basis of so0. 
Theorem 4. The map φ : R(2)Em|2n(ΛN )→ so0 defined in (13) is a Lie algebra isomorphism.
Proof.
From Lemma 2 it follows that φ is a vector space isomorphism. In addition, due to the Jacobi identity
in the associative algebra Am,2n ⊗ ΛN we have for all B1, B2 ∈ R(2)Em|2n(ΛN ) and x ∈ S that
[φ(B1), φ(B2)]x = [B1, [B2,x]] + [B2, [x, B1]] = [[B1, B2] ,x] = φ ([B1, B2])x,
yielding [φ(B1), φ(B2)] = φ ([B1, B2]), i.e., φ is a Lie algebra isomorphism. 
Remark 4.6. In virtue of Remark 4.4, the algebra R(2)Em|2n(ΛN ) is a Grassmann envelope of osp(m|2n).
5 The Spin group associated to SO0
So far we have seen that the Lie algebra so0 of the Lie group of superrotations SO0 has a realization in
ΛN ⊗ Cm,2n as the Lie algebra of extended superbivectors. In this section, we discuss the proper way
of defining the corresponding realization of SO0 in T (V )/I, i.e., the analogue of the Spin group in this
framework.
5.1 Supervector reflections
The group of linear transformations generated by the supervector reflections was briefly introduced in
[29] using the notion of the unit sphere in Rm,2n(ΛN ) defined as S(m|2n)(ΛN ) = {w ∈ Rm,2n(ΛN ) : w2 =
−1}. The reflection associated to the supervector w ∈ S(m|2n)(ΛN ) is defined by the linear action on
supervector variables
ψ(w)[x] = wxw, x ∈ S. (14)
It is known from the radial algebra setting that ψ(w)[x] yields a new supervector variable. Indeed, for
x, y ∈ S one has yxy = {x, y}y − y2x = {x, y}y + x. Every supervector reflection can be represented by
a supermatrix in Mat(m|2n)(ΛN ).
Lemma 3. Let w = w+ w` =
∑m
j=1 wjej +
∑2n
j=1 w`j e`j ∈ S(m|2n)(ΛN ). Then, the linear transformation
(14) can be represented by a supermatrix
ψ(w) =
(
A(w) B`(w)
C`(w) D(w)
)
∈ Mat(m|2n)(ΛN )
with A(w) = −2DwEm×mDw + Im, B`(w) = DwEm×2nDw` Ω2n, C`(w) = −2Dw`E2n×mDw, and finally
D(w) = Dw`E2n×2nDw` Ω2n + I2n, where
Dw =
w1 . . .
wm
 , Dw` =
w`1 . . .
w`2n
 , Ep×q =
1 1 . . . 1... ... . . . ...
1 1 . . . 1
 ∈ Rp×q.
Proof.
Observe that ψ(w)[x] = wxw = {x,w}w + x = ∑mk=1 ykek +∑2nk=1 y`ke`k, where
yk = −2
 m∑
j=1
wjwkxj
+ xk + n∑
j=1
w`2j−1wkx`2j − w`2jwkx`2j−1,
y`k = −2
 m∑
j=1
wjw`kxj
+ x`k + n∑
j=1
−w`2j−1w`kx`2j + w`2jw`kx`2j−1.
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Then, ψ(w)x =
(
A(w) B`(w)
C`(w) D(w)
)(
x
x`
)
where,
A(w) = −2

w21 w2w1 . . . wmw1
w1w2 w
2
2 . . . wmw2
...
...
. . .
...
w1wm w2wm . . . w
2
m
+ Im = −2DwEm×mDw + Im,
B`(w) =

−w`2w1 w`1w1 . . . −w`2nw1 w`2n−1w1
−w`2w2 w`1w2 . . . −w`2nw2 w`2n−1w2
...
...
. . .
...
...
−w`2wm w`1wm . . . −w`2nwm w`2n−1wm
 = DwEm×2nDw` J2n,
C`(w) = −2

w1w`1 w2w`1 . . . wmw`1
w1w`2 w2w`2 . . . wmw`2
...
...
. . .
...
w1w`2n w2w`2n . . . wmw`2n
 = −2Dw`E2n×mDw,
D(w) =

w`2w`1 −w`1w`1 . . . w`2nw`1 −w`2n−1w`1
w`2w`2 −w`1w`2 . . . w`2nw`2 −w`2n−1w`2
...
...
. . .
...
...
w`2w`2n −w`1w`2n . . . w`2nw`2n −w`2n−1w`2n
+ I2n = Dw`E2n×2nDw` J2n + I2n.

Algebraic operations with the matrices A(w), B`(w), C`(w), D(w) are easy since
Ep×mD2wEm×q =
 m∑
j=1
w2j
Ep×q, Ep×2nDw`J2nDw`E2n×q = 2
 n∑
j=1
w`2j−1w`2j
Ep×q. (15)
Proposition 8. Let w ∈ S(m|2n)(ΛN ). Then ψ(w) ∈ O0 and sdet (ψ(w)) = −1.
Proof.
In order to prove that ψ(w) ∈ O0 it suffices to prove that A(w), B`(w), C`(w), D(w) satisfy (11). This
can be easily done using (15) and the identity −1 = w2 = −∑mj=1 w2j +∑nj=1 w`2j−1w`2j . In fact, we have
A(w)TA(w) = 4DwEm×mD2wEm×mDw − 4DwEm×mDw + Im
= 4
 m∑
j=1
w2j
DwEm×mDw − 4DwEm×mDw + Im,
and C`(w)TΩ2nC`(w) = 4DwEm×2nDw`Ω2nDw`E2n×mDw = 8
(∑n
j=1 w`2j−1w`2j
)
DwEm×mDw. Then,
A(w)TA(w)− 12C`(w)TΩ2nC`(w) = 4
[∑m
j=1 w
2
j − 1−
∑n
j=1 w`2j−1w`2j
]
DwEm×mDw + Im = Im. Also,
A(w)TB`(w) = −2DwEm×mD2wEm×2nDw`Ω2n +DwEm×2nDw` Ω2n
= −2
 m∑
j=1
w2j
DwEm×2nDw`Ω2n +DwEm×2nDw` Ω2n,
and
C`(w)TΩ2nD(w) = −2DwEm×2nDw`Ω2nDw`E2n×2nDw`Ω2n − 2DwEm×2nDw`Ω2n
= −4
 n∑
j=1
w`2j−1w`2j
DwEm×2nDw`Ω2n − 2DwEm×2nDw`Ω2n.
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Hence, A(w)TB`(w) − 12C`(w)TΩ2nD(w) = 2
[
−∑mj=1 w2j + 1 +∑nj=1 w`2j−1w`2j]DwEm×2nDw`Ω2n = 0.
In the same way we have
B`(w)TB`(w) = −Ω2nDw`E2n×mD2wEm×2nDw`Ω2n = −
 m∑
j=1
w2j
Ω2nDw`E2n×2nDw`Ω2n,
and
D(w)TΩ2nD(w) = Ω2nDw`E2n×2nDw`Ω2nDw`E2n×2nDw`Ω2n + 2Ω2nDw`E2n×2nDw`Ω2n + Ω2n
= 2
 n∑
j=1
w`2j−1w`2j + 1
Ω2nDw`E2n×2nDw`Ω2n + Ω2n,
whence
B`(w)TB`(w)+
1
2
DT (w)Ω2nD(w)=
− m∑
j=1
w2j +1+
n∑
j=1
w`2j−1w`2j
Ω2nDw`E2n×2nDw`Ω2n + 1
2
Ω2n =
1
2
Ω2n.
Then, A(w), B`(w), C`(w), D(w) satisfy (11) and in consequence, ψ(w) ∈ O0. To prove that sdet(ψ(w)) =
−1, first observe that ψ(w) = ψ(w)−1 since ψ(w)◦ψ(w)[x] = wwxww = x. Hence, due to (3) we obtain
A(w) =
(
A(w)−B`(w)D(w)−1C`(w))−1 , yielding
sdet(ψ(w)) =
det
[
A(w)−B`(w)D(w)−1C`(w)]
det[D(w)]
=
1
det[A(w)] det[D(w)]
.
We will compute det[D(w)] using the formula det[D(w)] = exp(tr lnD(w)) and the fact that D(w)− I2n
is a nilpotent matrix. Observe that
lnD(w) =
∞∑
j=1
(−1)j+1 (D(w)− I2n)
j
j
=
∞∑
j=1
(−1)j+1
(
Dw`E2n×2nDw` Ω2n
)j
j
.
It follows from (15) that
(
Dw`E2n×2nDw` Ω2n
)j
= 2j−1
(∑n
j=1 w`2j−1w`2j
)j−1
Dw`E2n×2nDw` Ω2n. Then,
lnD(w) =
 ∞∑
j=1
(−1)j+1
2j−1
(∑n
j=1 w`2j−1w`2j
)j−1
j
Dw`E2n×2nDw` Ω2n
and in consequence,
tr lnD(w) = −
∞∑
j=1
(−1)j+1
2j
(∑n
j=1 w`2j−1w`2j
)j
j
= − ln
1 + 2 n∑
j=1
w`2j−1w`2j
 .
Hence det(D(w)) =
(
1 + 2
∑n
j=1 w`2j−1w`2j
)−1
. Similar computations yield det(A(w)) = 1 − 2
m∑
j=1
w2j ,
which finally shows that sdet(ψ(w)) = −1. 
We can now define the bosonic Pin group in this setting as
Pinb(m|2n)(ΛN ) = {w1 · · ·wk : wj ∈ S(m|2n)(ΛN ), k ∈ N},
and extend the map ψ to a Lie group homomorphism ψ : Pinb(m|2n)(ΛN )→ O0 by
ψ(w1 · · ·wk)[x] = w1 · · ·wk xwk · · ·w1 = ψ(w1) ◦ · · · ◦ ψ(wk)[x].
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It is clearly seen that the restriction of ψ to the bosonic spin group, defined as
Spinb(m|2n)(ΛN ) = {w1 · · ·w2k : wj ∈ S(m|2n)(ΛN ), k ∈ N},
takes values in the subgroup SO0 ⊂ O0.
In the classical case, the Pin group and the Spin group are double coverings of the groups O(m) and
SO(m) respectively. A natural question in this setting is whether Pinb(m|2n)(ΛN ) and Spinb(m|2n)(ΛN )
cover the groups O0 and SO0. The answer to this question is negative and the main reason for this is
that the real projection of every vector w ∈ S(m|2n)(ΛN ) is in the unitary sphere Sm−1 of Rm, i.e.,
[w]0 =
m∑
j=1
[wj ]0ej and [w]20 = −1.
Then, the real projection of ψ (Pinb(m|2n)(ΛN )) is just O(m), while [O0]0 = O(m) × SpΩ(2n). This
means that these bosonic versions of Pin and Spin do not describe the symplectic parts of O0 and SO0.
This phenomenon is due to the natural structure of supervectors: their real projections belong to a space
with an orthogonal structure while the symplectic structure plays no rôle. Up to a nilpotent vector, they
are classical Clifford vectors, whence it is impossible to generate by this approach the real symplectic
geometry that is also present in the structure of O0 and SO0. That is why we have chosen the name
of "bosonic" Pin and "bosonic" Spin groups. This also explains why we had to extend the space of
superbivectors in Section 3.2. The ordinary superbivectors in ΛN ⊗Cm,2n are generated over Λ(ev)N by the
wedge product of supervectors. Then, they can only describe so(m) and not spΩ(2n) and in consequence,
they do not cover so0.
As in the classical setting (see [17]), it is possible to obtain the following result that shows, from
another point of view, that Pinb(m|2n)(ΛN ) cannot completely describe O0.
Proposition 9. The Lie algebra of Pinb(m|2n)(ΛN ) is included in R(2)m|2n(ΛN ).
Proof.
Let γ(t) = w1(t) · · ·wk(t) be a path in Pinb(m|2n)(ΛN ) with wj(t) ∈ S(m|2n)(ΛN ) for every t ∈ R and
γ(0) = 1. The tangent to γ at t = 0 is dγdt
∣∣
t=0
=
∑k
j=1w1(0) · · ·w′j(0) · · ·wk(0). We will show that each
summand of dγdt
∣∣
t=0
belongs to R(2)m|2n(ΛN ).
For j = 1 we have w′1(0)w2(0) · · ·wk(0) = −w′1(0)w1(0). But w1(t)w1(t) ≡ −1 implies
{w′1(0),w1(0)} = w′1(0)w1(0) +w1(0)w′1(0) = 0.
Then w′1(0)w1(0) =
1
2{w′1(0),w1(0)}+w′1(0) ∧w1(0) = w′1(0) ∧w1(0) ∈ R(2)m|2n(ΛN ). For j = 2,
w1(0)w
′
2(0) · · ·wk(0) = w1(0)w′2(0)w2(0)w1(0) = − [w1(0)w′2(0)w1(0)] [w1(0)w2(0)w1(0)]
= −ψ(w1(0))[w′2(0)] ψ(w1(0))[w2(0)].
But ψ(w1(0)) ∈ O0 preserves the inner product (see remark 4.1), so
w1(0)w
′
2(0) · · ·wk(0) = ψ(w1(0))[w′2(0)] ∧ ψ(w1(0))[w2(0)] ∈ R(2)m|2n(ΛN ).
We can proceed similarly for every j = 3, . . . , k. 
5.2 A proper definition for the group Spin(m|2n)(ΛN)
The above approach shows that the radial algebra setting does not contain a suitable realization of SO0 in
the Clifford superspace framework. Observe that the Clifford representation of so0 given by R(2)Em|2n(ΛN )
lies outside of the radial algebra Rm|2n(ΛN ), which suggests that something similar should happen with
the corresponding Lie group SO0. In this case, a proper definition for the Spin group would be generated
by the exponentials (in general contained in T (V )/I) of all elements in R(2)Em|2n(ΛN ), i.e.
Spin(m|2n)(ΛN ) :=
{
eB1 · · · eBk : B1, . . . , Bk ∈ R(2)Em|2n(ΛN ), k ∈ N
}
,
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and the action of this group on supervector variables x ∈ S is given by the group homomorphism
h : Spin(m|2n)(ΛN )→ SO0 defined by
h(eB)[x] = eBxe−B , B ∈ R(2)Em|2n(ΛN ), x ∈ S. (16)
In fact, for every extended superbivector B, h(eB) maps supervector variables into new supervector vari-
ables and admits a supermatrix representation in Mat(m|2n)(ΛN ) belonging to SO0. This is summarized
below.
Proposition 10. Let B ∈ R(2)Em|2n(ΛN ). Then, h(eB)[x] = eφ(B)x for every x ∈ S.
Proof.
In the associative algebra Am,2n ⊗ ΛN , the identity [B, [B . . . [B,x] . . .]]︸ ︷︷ ︸
k
=
k∑
j=0
(
k
j
)
Bjx(−B)k−j holds.
Then,
h(eB)[x] = eBxe−B =
( ∞∑
k=0
Bk
k!
)
x
( ∞∑
k=0
(−B)k
k!
)
=
∞∑
k=0
 k∑
j=0
Bj
j!
x
(−B)k−j
(k − j)!

=
∞∑
k=0
1
k!
 k∑
j=0
(
k
j
)
Bjx(−B)k−j
 = ∞∑
k=0
1
k!
[B, [B . . . [B,x] . . .]]︸ ︷︷ ︸
k
=
∞∑
k=0
φ(B)kx
k!
= eφ(B)x.

Remark 5.1. Proposition 10 means that the Lie algebra isomorphism φ : R(2)Em|2n(ΛN )→ so0 is the deriva-
tive at the origin (or infinitesimal representation) of the Lie group homomorphism h : Spin(m|2n)(ΛN )→
SO0, i.e.,
etφ(B) = h(etB) ∀t ∈ R, B ∈ R(2)Em|2n(ΛN ). (17)
On account of the connectedness of SO0 it can be shown that the group Spin(m|2n)(ΛN ) is a reali-
zation of SO0 in T (V )/I through the representation h.
Theorem 5. For every M ∈ SO0 there exists an element s ∈ Spin(m|2n)(ΛN ) such that h(s) = M .
Proof.
Since SO0 is a connected Lie group (Proposition 5), for every supermatrixM ∈ SO0 there existX1, . . . , Xk ∈
so0 such that eX1 · · · eXk = M , see Corollary 3.47 in [20]. Taking B1, . . . , Bk ∈ R(2)Em|2n(ΛN ) such that
φ(Bj) = Xj , j = 1, . . . , k, we obtain
Mx = eX1 · · · eXk x = eφ(B1) · · · eφ(Bk) x = h(eB1) ◦ · · · ◦ h(eBk)[x] = h(eB1 · · · eBk)[x].
Then, s = eB1 · · · eBk ∈ Spin(m|2n)(ΛN ) satisfies h(s) = M . 
The decomposition of SO0 given in Theorem 3 provides the exact number of exponentials of extended
superbivectors to be considered in Spin(m|2n)(ΛN ) in order to cover the whole group SO0. If we consider
the subspaces Ξ1,Ξ2,Ξ3 of R(2)Em|2n(ΛN ) given by
Ξ1 = φ
−1(so(m)× [spΩ(2n) ∩ so(2n)]), dim Ξ1 = m(m− 1)2 + n2,
Ξ2 = φ
−1({0m} × [spΩ(2n) ∩ Sym(2n)]), dim Ξ2 = n2 + n, (18)
Ξ3 = φ
−1(so0(m|2n)(Λ+N )) dim Ξ3 = dim so0 − m(m− 1)2 − n(2n+ 1),
we get the decomposition R(2)Em|2n(ΛN ) = Ξ1 ⊕ Ξ2 ⊕ Ξ3, leading to the subset
Ξ = exp(Ξ1) exp(Ξ2) exp(Ξ3) ⊂ Spin(m|2n)(ΛN ),
which suffices for describing SO0. Indeed, from Theorem 3 it follows that the restriction h : Ξ → SO0
is surjective. We now investigate the explicit form of the superbivectors in each of the subspaces Ξ1, Ξ2
and Ξ3.
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Proposition 11. The following statements hold.
(i) A basis for Ξ1 is

ejek, 1 ≤ j < k ≤ m,
e`2j−1  e`2k−1 + e`2j  e`2k, 1 ≤ j ≤ k ≤ n,
e`2j−1  e`2k − e`2j  e`2k−1, 1 ≤ j < k ≤ n.
(ii) A basis for Ξ2 is:

e`2j−1  e`2j , 1 ≤ j ≤ n,
e`2j−1  e`2k−1 − e`2j  e`2k, 1 ≤ j ≤ k ≤ n,
e`2j−1  e`2k + e`2j  e`2k−1, 1 ≤ j < k ≤ n.
(iii) Ξ3 consists of all elements of the form (10) with bj,k, Bj,k ∈ Λ(ev)N ∩ Λ+N and b`j,k ∈ Λ(odd)N .
Proof.
We first recall that a basis for the Lie algebra spΩ(2n) is given by the elements
Aj,k := E2j,2k−1 + E2k,2j−1, 1 ≤ j ≤ k ≤ n Bj,k := E2j−1,2k + E2k−1,2j , 1 ≤ j ≤ k ≤ n,
Cj,k := E2k,2j − E2j−1,2k−1, 1 ≤ j ≤ k ≤ n, Dj,k := E2j,2k − E2k−1,2j−1, 1 ≤ j < k ≤ n,
where the matrices Ej,k ∈ Rn×n are defined as in Lemma 2. It holds that ATj,k = Bj,k for 1 ≤ j ≤ k ≤ n,
CTj,k = Dj,k for 1 ≤ j < k ≤ n and CTj,j = Cj,j for 1 ≤ j ≤ n. Hence, for every D0 ∈ spΩ(2n) we have
D0 =
∑
1≤j≤k≤n
(aj,kAj,k + bj,kBj,k + cj,kCj,k) +
∑
1≤j<k≤n
dj,kDj,k,
DT0 =
∑
1≤j≤k≤n
(aj,kBj,k + bj,kAj,k) +
∑
1≤j<k≤n
(cj,kDj,k + dj,kCj,k) +
n∑
j=1
cj,jCj,j ,
where aj,k, bj,k, cj,k, dj,k ∈ R.
(i) From the previous equalities we get that DT0 = −D0 if and only if
D0 =
∑
1≤j≤k≤n
aj,k (Aj,k −Bj,k) +
∑
1≤j<k≤n
cj,k (Cj,k −Dj,k) .
Then, a basis for spΩ(2n)∩ so(2n) is {Aj,k−Bj,k : 1 ≤ j ≤ k ≤ n}∪ {Cj,k−Dj,k : 1 ≤ j < k ≤ n}.
The remainder of the proof directly follows from Lemma 2.
(ii) In this case we have that DT0 = D0 if and only if
D0 =
∑
1≤j≤k≤n
aj,k (Aj,k +Bj,k) +
∑
1≤j<k≤n
cj,k (Cj,k +Dj,k) +
n∑
j=1
cj,jCj,j ,
whence a basis for spΩ(2n) ∩ Sym(2n) is
{Aj,k +Bj,k : 1 ≤ j ≤ k ≤ n} ∪ {Cj,j : 1 ≤ j ≤ n} ∪ {Cj,k +Dj,k : 1 ≤ j < k ≤ n}.
The remainder of the proof directly follows from Lemma 2.
iii) This trivially follows from Lemma 2. 
5.3 Spin covering of the group SO0
It is a natural question in this setting whether the spin group still is a double covering of the group
of rotations, as it is in classical Clifford analysis. In other words, we will investigate how many times
Ξ ⊂ Spin(m|2n)(ΛN ) covers SO0, or more precisely, we will determine the cardinality of the set {s ∈ Ξ :
h(s) = M} given a certain fixed element M ∈ SO0.
From Proposition 10 we have that the representation h of an element s = eB1eB2eB3 ∈ Ξ, Bj ∈ Ξj ,
has the form h(s) = eφ(B1)eφ(B2)eφ(B3). Following the decomposition M = eXeY eZ given in Theorem
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3 for M ∈ SO0, we get that h(s) = M if and only if eφ(B1) = eX , B2 = φ−1(Y ) and B3 = φ−1(Z).
Then, the cardinality of {s ∈ Ξ : h(s) = M} only depends on the number of extended superbivectors
B1 ∈ Ξ1 that satisfy eφ(B1) = eX . It reduces our analysis to finding the kernel of the restriction
h|exp(Ξ1) : exp(Ξ1) → SO(m) × [SpΩ(2n) ∩ SO(2n)] of the Lie group homomorphism h to exp(Ξ1). This
kernel is given by kerh|exp(Ξ1) = {eB : eφ(B) = Im+2n, B ∈ Ξ1}.
We recall, from Proposition 11, that B ∈ Ξ1 may be written as B = Bo + Bs where Bo ∈ R(2)0,m is
a classical real bivector and Bs ∈ φ−1 ({0m} × [spΩ(2n) ∩ so(2n)]). The components Bo, Bs commute
and in consequence, eB = eBoeBs . Consider the projections φo and φs of φ over the algebra of classical
bivectors R(2)0,m and over the algebra φ−1 ({0m} × [spΩ(2n) ∩ so(2n)]) respectively, i.e.
φo : R(2)0,m → so(m), φs : φ−1 ({0m} × [spΩ(2n) ∩ so(2n)])→ spΩ(2n) ∩ so(2n),
where φ(B) =
(
φo(Bo) 0
0 φs(Bs)
)
for B ∈ Ξ1. Or equivalently,{
φo(Bo)[x] = [Bo, x],
φs(Bs)[x`] = [Bs, x`] ,
x = x+ x` ∈ S.
Hence eφ(B) = Im+2n if and only if eφo(Bo) = Im and eφs(Bs) = I2n. For the first condition, we know
from classical Clifford analysis that Spin(m) = {eB : B ∈ R(2)0,m} is a double covering of SO(m) and in
consequence eφo(Bo) = Im implies eB0 = ±1. Let us now compute all possible values for eBs for which
eφs(Bs) = I2n. To that end, we need the following linear algebra result.
Proposition 12. Every matrix D0 ∈ so(2n) ∩ spΩ(2n) can be written in the form D0 = RΣRT where
R ∈ SO(2n) ∩ SpΩ(2n) and
Σ =

0 θ1
−θ1 0
. . .
0 θn
−θn 0
 , θj ∈ R, j = 1, . . . , n. (19)
Proof.
The map Ψ(D0) = 12QD0
(
QT
)c, where
Q =

1 i 0 0 . . . 0 0
0 0 1 i . . . 0 0
...
...
...
...
. . .
...
...
0 0 0 0 . . . 1 i
 ∈ Cn×2n,
is a Lie group isomorphism between SO(2n) ∩ SpΩ(2n) and U(n). It is easily proven that Ψ is its own
infinitesimal representation on the Lie algebra level, and in consequence, a Lie algebra isomorphism
between so(2n) ∩ spΩ(2n) and u(n). The inverse of Ψ is given by Ψ−1(L) = 12
[(
QT
)c
LQ+QT LcQc
]
.
For every D0 ∈ so(2n) ∩ spΩ(2n), let us consider the skew-Hermitian matrix L = Ψ(D0) ∈ u(n). It is
known that every skew-Hermitian matrix is unitarily diagonalizable and all its eigenvalues are purely
imaginary, see [22]. Hence, L = Ψ(D0) can be written as L = UD
(
UT
)c where U ∈ U(n) and D =
diag(−iθ1, . . . ,−iθn), θj ∈ R. Then, D0 = Ψ−1(L) = RΣRT where R = Ψ−1(U) ∈ SO(2n) ∩ SpΩ(2n)
and Σ = Ψ−1(D) has the form (19). 
Since φs(Bs) ∈ so(2n) ∩ spΩ(2n), we have φs(Bs) = RΣRT as in the previous proposition. Hence,
eφs(Bs) = ReΣRT where eΣ is the block-diagonal matrix
eΣ = diag(eθ1Ω2 , . . . , eθnΩ2) with eθjΩ2 = cos θjI2 + sin θjΩ2.
Hence eφs(Bs) = I2n if and only if eΣ = I2n, which is seen to be equivalent to θj = 2kjpi, kj ∈ Z
(j = 1, . . . , n), or to
Σ =
n∑
j=1
2kjpi (E2j−1,2j − E2j,2j−1) , kj ∈ Z (j = 1, . . . , n).
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Now, SO(2n) ∩ SpΩ(2n) being connected and compact, there exists BR ∈ φ−1(so(2n) ∩ spΩ(2n)) such
that R = eφ(BR). We recall that the h-action leaves any multivector structure invariant, in particular,
h[eB ]
(
R(2)Em|2n(ΛN )
)
⊂ R(2)Em|2n(ΛN ) for every B ∈ R(2)Em|2n(ΛN ). Then, using the fact that φ is the derivative
at the origin of h, we get that the extended superbivector h(eBR)[φ−1(Σ)] = eBRφ−1(Σ)e−BR is such that
φ
(
eBRφ−1(Σ)e−BR
)
= eφ(BR)Σe−φ(BR) = RΣRT = φ(Bs),
implying that Bs = eBRφ−1(Σ)e−BR . Then, in order to compute eBs = eBR eφ
−1(Σ) e−BR , we first have
to compute eφ
−1(Σ). Following the correspondences given in Lemma 2 we get
φ−1(Σ) =
n∑
j=1
2kjpi φ
−1 (E2j−1,2j − E2j,2j−1) =
n∑
j=1
kjpi
(
e` 22j−1 + e`
2
2j
)
and, in consequence
eφ
−1(Σ) = exp
 n∑
j=1
kjpi
(
e` 22j−1 + e`
2
2j
) = n∏
j=1
exp
[
kjpi
(
e` 22j−1 + e`
2
2j
)]
. (20)
Let us compute exp
[
pi
(
e` 22j−1 + e`
2
2j
)]
, j ∈ {1, . . . , n}. Consider a = e`2j−1 − ie`2j and b = e`2j−1 + ie`2j
where i is the usual imaginary unit in C. It is clear that ab = e` 22j−1+e`
2
2j+i(e`2j−1e`2j−e`2j e`2j−1) = e` 22j−1+
e` 22j + i and [a,b] = 2i which is a commuting element. Then, exp
[
pi
(
e` 22j−1 + e`
2
2j
)]
= exp (pi ab− ipi) =
− exp (pi ab). In order to compute exp (pi ab) we first prove the following results.
Lemma 4. For every k ∈ N the following relations hold.
(i)
[
bk,a
]
= −2ik bk−1, (ii) akbkab = ak+1bk+1 − 2ik akbk.
Proof.
(i) We proceed by induction. For k = 1 we get [b,a] = −2i which obviously is true. Now assume that
(i) is true for k ≥ 1, then for k + 1 we get
bk+1a = b
(
bka
)
= babk − 2ik bk = (ab− 2i)bk − 2ik bk = abk+1 − 2i(k + 1)bk.
(ii) From (i) we get akbkab = ak
(
abk − 2ik bk−1)b = ak+1bk+1 − 2ik akbk. 
Lemma 5. For every k ∈ N it holds that (ab)k = ∑kj=1(−2i)k−j S(k, j)ajbj , where S(n, j) is the Stirling
number of the second kind corresponding to k and j.
Remark 5.2. The Stirling number of the second kind S(k, j) is the number of ways of partitioning a set
of k elements into j non empty subsets. We recall the following properties of the Stirling numbers,
S(k, 1) = S(k, k) = 1, S(k + 1, j + 1) = S(k, j) + (j + 1)S(k, j + 1),
∞∑
k=j
S(k, j)
xk
k!
=
(ex − 1)j
j!
.
Proof of Lemma 5.
We proceed by induction. For k = 1 the statement clearly is true. Now assume it to be true for k ≥ 1.
Using Lemma 4, we have for k + 1 that
(ab)k+1 =
k∑
j=1
(−2i)k−j S(k, j)ajbjab =
k∑
j=1
(−2i)k−j S(k, j)aj+1bj+1 + (−2i)k+1−jj S(k, j)ajbj
= (−2i)kab+
k−1∑
j=1
(−2i)k−j [S(k, j) + (j + 1)S(k, j + 1)]aj+1bj+1
+ ak+1bk+1
=
k+1∑
j=1
(−2i)k+1−j S(k + 1, j)ajbj ,
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which proves the lemma. 
Then we obtain
epiab =
∞∑
k=0
pik
k!
(ab)k = 1 +
∞∑
k=1
k∑
j=1
pik
k!
(−2i)k−j S(k, j)ajbj
= 1 +
∞∑
j=1
∞∑
k=j
pik
k!
(−2i)k−j S(k, j)ajbj = 1 +
∞∑
j=1
(−2i)−j
 ∞∑
k=j
(−2pii)k
k!
S(k, j)
ajbj
= 1 +
∞∑
j=1
(−2i)−j
(
e−2pii − 1)j
j!
ajbj = 1,
from which we conclude that exp
[
pi
(
e` 22j−1 + e`
2
2j
)]
= − exp (pi ab) = −1.
Remark 5.3. Within the algebra C0,2n = AlgR{e`1, . . . , e`2n} the elements e`2j−1, e`2j may be identified
with the operators e
pi
4 i∂aj , e
−pi4 iaj respectively, the aj’s being real variables. Indeed, these identifications
immediately lead to the Weyl algebra defining relations
e
pi
4 i∂aj e
−pi4 iak − e−pi4 iak epi4 i∂aj = ∂ajak − ak∂aj = δj,k. (21)
Hence e` 22j−1 + e`
2
2j may be identified with the harmonic oscillator i
(
∂2aj − a2j
)
and in consequence, the
element exp
[
pi
(
e` 22j−1 + e`
2
2j
)]
corresponds to exp
[
pii
(
∂2aj − a2j
)]
. We recall that the classical Fourier
transform in one variable can be written as an operator exponential
F [f ] = exp
(pi
4
i
)
exp
(pi
4
i
(
∂2aj − a2j
))
[f ].
Hence, exp
[
pii
(
∂2aj − a2j
)]
= −F4 = −id, where id denotes the identity operator.
Going back to (20) we have eφ
−1(Σ) =
∏n
j=1 exp
[
pi
(
e` 22j−1 + e`
2
2j
)]kj
= (−1)
∑
kj , whence eBs = ±1. Then,
for B = Bo +Bs ∈ Ξ1 such that eφ(B) = Im+2n, we have eB = eBoeBs = ±1, i.e. kerh|exp(Ξ1) = {−1, 1}.
In this way, we have proven the following result.
Theorem 6. The set Ξ = exp(Ξ1) exp(Ξ2) exp(Ξ3) is a double covering of SO0.
Remark 5.4. As shown before, every extended superbivector of the form B =
∑n
j=1
θj
2 pi
(
e` 22j−1 + e`
2
2j
)
,
θj ∈ R, belongs to Ξ1. Then, through the identifications (21) we can see all operators
exp
 n∑
j=1
θj
2
pii(∂2aj − a2j )
 = n∏
j=1
exp
[
θj
pi
2
i(∂2aj − a2j )
]
=
n∏
j=1
exp
(
−θj pi
2
i
)
F2θjaj ,
as elements of the Spin group in superspace. Here, F2θjaj denotes the one-dimensional fractional Fourier
transform of order 2θj in the variable aj.
6 Conclusions
In this paper we have shown that supervector reflections are not enough to describe the set of linear
transformations leaving the inner product invariant. This constitutes a very important difference with
the classical case in which the algebra of bivectors x ∧ y is isomorphic to the special orthogonal algebra
so(m). Such a property is no longer fulfilled in this setting. The real projection of the algebra of
superbivectors R(2)m|2n(ΛN ) does not include the symplectic algebra structure which is present in the Lie
algebra of supermatrices so0, corresponding to the group of super rotations.
That fact has an major impact on the definition of the Spin group in this setting. The set of
elements defined through the multiplication of an even number of unit vectors in Rm,2n(ΛN ) does not
24
suffice for describing Spin(m|2n)(ΛN ). A suitable alternative, in this case, is to define the (super) spin
elements as products of exponentials of extended superbivectors. Such an extension of the Lie algebra
of superbivectors contains, through the corresponding identifications, harmonic oscillators. This way, we
obtain the Spin group as a cover of the set of superrotations SO0 through the usual representation h. In
addition, every fractional Fourier transform can be identified with a spin element.
In the related paper [12] , we have already proven the invariance of the (super) Dirac operator ∂x
under the corresponding actions of this Spin group.We have also studied there the invariance of the
Hermitian system under the action of the corresponding Spin subgroup.
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