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Abstract 
 Nanocrystalline materials have been shown to exhibit superior properties 
compared to coarse-grained materials. Ni-W in particular shows potential in the 
electronics, microfabrication technology, automobile, and aerospace industries. 
Research in the nanocrystalline field has in part been driven by an increasing demand 
for materials to withstand high temperatures without compromising performance. 
However, studies on heat-treated Ni-W are limited. Furthermore, additional fracture 
data is needed if these materials are to be used for structural applications. 
 Ni-W films were electrodeposited in a highly controlled sulfate-citrate bath. 
Direct current and reverse pulse plating yielded alloys with wide ranging 
composition, i.e. Ni−3 to 21 at.% W. Films were heat treated in a controlled reducing 
atmosphere at 437°C, 728°C, and 1019°C for 24 hours. Isothermal heat treatments at 
728°C were conducted for 1, 4, 12, and 24 hours. 
The microstructure was characterized using TEM and STEM. Films exhibited 
a variety of different microstructures with grain sizes ranging from ~9 μm in diameter 
down to the nanocrystalline and amorphous limit. Typically, the grain size decreased 
with increasing W concentration. With the exception of Ni−21 at.%, the 
microstructure was a single-phase Ni(W) solid solution of FCC structure. Ni−21 
at.% W was nominally amorphous in the as-deposited condition and slightly more 
crystalline at 437°C. At 728°C, Ni6W6C, elemental W, and Ni4W second phases 
precipitated, and at 1019°C, the microstructure was a mixture of Ni(W) and 
elemental W. The origin of the carbides was traced to carbon contamination. Because 
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the processing was so meticulously controlled, however, evidence of carbides 
suggests carbon contamination may be hard to avoid, thus the Ni-W-C ternary phase 
diagram may be better suited, at least under practical circumstances.  
The fracture behavior was examined with in-situ microcantilever deflection 
testing. Linear elastic fracture mechanics was used, but non-negligible plasticity 
prompted elastic-plastic fracture mechanics as well. Fracture toughness 
quantification of micro-scale elastic-plastic metals is a developing field. Thus, many 
complexities were encountered while developing a framework for testing and 
analysis. Periodic partial unloading was implemented along with J-integral analysis. 
As-deposited Ni−21 at.% W exhibited the most plastic yielding and thus highest 
fracture toughness. The fracture toughness decreased significantly at 437°C and was 
comparable at 728°C. The hardness, however, increased significantly at 437°C but 
decreased at 728°C. Thus, there appears to be no benefit to annealing to such high 
temperatures. For microstructural optimization purposes, one may want to consider 
the trade-off between the increased hardness and deteriorating toughness at 437°C. 
The biggest strengthening contributions to the hardness were the grain size and 
second phases, with solid solution strengthening being negligible. 
This study aimed to investigate the microstructure and fracture behavior of 
Ni-W alloys and to establish structure-property relationships necessary for the 
successful exploitation of these materials. A novel fracture analysis was conducted, 
progressing the field of micro-mechanical testing of elastic-plastic materials. 
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1 Chapter 1: Introduction and Background 
1.1 Nanocrystalline Materials 
Nanocrystalline materials have attracted a noticeable degree of scientific 
interest throughout the last 30 years. Nanocrystalline materials are polycrystalline 
materials with grain sizes up to ~100 nm. Compared to their coarse-grained 
counterparts, nanocrystalline materials often exhibit superior strength/hardness, 
thermal stability, electrical, and soft magnetic properties, as well as increased 
corrosion resistance [1,2]. They show great potential in current and future 
applications in which the above improvements in property and/or a fine grain 
structure are required for better performance. This emerging field has invoked 
extensive investigations into structure-property relationships that have begun to 
elucidate the unique characteristics of nanocrystalline materials and how they can be 
exploited for better material design. 
 The major difference between nanocrystalline and microcrystaline materials 
is the volume fraction of intercrystalline regions, as shown in Figure 1-1. In 
nanocrystalline materials, a much higher percentage (50% or more) of atoms are 
situated at the grain boundaries. Atoms are arranged in a perfect lattice in the 
crystalline regions, thus creating a structure with very low energy. The surrounding 
disordered regions at which all the misfit is accommodated and concentrated have 
structures that are far from equilibrium. The strain created at these regions promotes 
a high driving force for crystalline growth, i.e. grain growth. Thus, one of the 
outstanding challenges associated with nanocrystalline materials has been 
maintaining the nanoscale integrity in the face of increasing temperature and/or 
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pressure. Certain metals have even been shown to coarsen at temperatures as low as 
ambient. For example, nanocrystalline Pd coarsens to around 50 nm in just one day 
at room temperature [3] and nanocrystalline Cu at temperatures as low as 75 °C [4]. 
Nominally pure Fe [5] and Ni [6] are additional metals that exhibit grain growth at 
low homologous temperatures. 
 The foregoing discussion on microstructural inconsistencies between 
nanocrystalline and microcrystalline materials can be used to explain the discrepancy 
in properties. The grain size, in particular, has been shown to strongly affect the 
strength/hardness of a material through the Hall-Petch relationship, which states [1]: 
 
𝜎𝑦 = 𝜎0 +
𝑘
√𝑑
  (Eq. 1-1) 
 
where σY is the yield strength (or hardness), σ0 is the frictional stress required to move 
dislocations, d is the grain size, and k is a materials constant. At small grain sizes, 
more grain boundaries—created by the increased free volume—are available to 
hamper the movement of dislocations, thereby increasing the strength. However, for 
some materials, there exists a point at which the strength/hardness deviates from 
Hall-Petch and begins to decrease with further grain refinement [7–16]. The onset of 
this deviation, appropriately named inverse Hall-Petch behavior of Hall-Petch 
breakdown, has been experimentally shown to occur between a grain size of 5 and 
10 nm in Ni-W alloys [17–21]. 
Inverse Hall-Petch behavior has been the subject of many studies, and while 
the exact physics are still debated, it is widely accepted that the anomalous 
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strength/hardness is due at least in part to the shift to different deformation 
mechanisms. There appears to be a transition from dislocation-dominated processes 
to grain boundary-dominated processes at smaller grain sizes, at which dislocation 
sources in the grain interiors are scarce [12,22–26]. Atomistic simulations provide 
supporting evidence for three grain size regimes, each in which a different 
deformation mechanism is active. For grain sizes larger than 1 μm, unit dislocations 
and work hardening control plastic deformation. For the smallest grain sizes, i.e. less 
than 10 nm, grain boundary-related processes are responsible. For intermediate grain 
sizes, however, the mechanisms are less well understood but suggested to involve 
grain boundaries as sources for dislocations [27,28]. Thus, with decreasing grain 
size, what we know to be traditional dislocation behavior gives way to mechanisms 
involving the coordinated movement of groups of grains, such as grain boundary 
sliding and grain rotation. 
One may imagine a point at which the grains become so small—and the free 
volume so substantial—that we start to blur the line between crystalline and 
amorphous phase regimes. In fact, two alloys presented in this study (as-deposited 
Ni−21 at.% W and annealed at 437°C) were predominantly amorphous. The 
deformation of amorphous metals has been shown to occur by mechanisms involving 
yet additional processes. 
 
1.2 Ni-W Alloys 
The material chosen for this work was Ni-W. Ni-W has emerged as a promising 
class of alloys with potential in a variety of different applications. Perhaps the most 
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prominent one is in the area of coatings and thin/thick films. Coatings are applied to 
improve the surfaces of bulk materials without changing their underlying properties. 
A well-known example is the nitriding and carbonitriding of steel parts in order to 
increase the hardness and reduce wear [29]. Because of its high strength and 
hardness, Ni-W is being evaluated as protective coatings (primarily in the electronics 
and automotive industries), as well as replacements for pure Ni and Ni-based 
components in LIGA (German acronym for lithography, electroplating, and 
molding) processes [30–37]. The alloy’s good wear and corrosion resistance also 
make it an alternative for the hard chromium coatings that have provoked concerns 
about health and environmental hazards [38]. Finally, Ni-W’s excellent thermal 
stability—especially compared to nanocrystalline Ni—make it an attractive 
candidate for high-temperature coatings, such as those used for turbine blades [30]. 
The binary phase diagram for Ni-W is displayed in Figure 1-2 [39]. As shown, 
W exhibits a large solid solubility limit of 12.5 at.% W in Ni at room temperature. 
At around 20 at.% W, the Ni4W, NiW, and NiW2 intermetallics are stable up to a 
temperature of ~1060°C, above which there exists a two-phase region of Ni(W) solid 
solution and elemental W. It should be noted that for upcoming discussions the solid 
solution phase and binary system will be denoted as Ni(W) and Ni-W, respectively. 
The prominent works on electrodeposited Ni-W include that of Detor and Schuh 
[19,40], who demonstrated that the alloy’s grain size can be tailored by using 
different current waveforms during deposition. Using forward (cathodic) direct 
current and reverse pulse plating, the authors produced alloys with wide-ranging 
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composition and grain size. The grain size decreased monotonically with increasing 
W concentration, as shown in Figure 1-3. This observation corroborated prior studies 
[41,42] and is grounded in the widely speculated belief that W segregates to the grain 
boundaries and inhibits grain growth. The ability to access such diverse 
microstructures offers new opportunities for understanding structure-property 
relationships in Ni-W. 
 Research in the nanocrystalline field has in part been driven by an increasing 
demand for materials that can withstand high temperatures during service without a 
detriment to performance. However, exposure to elevated temperatures can 
compromise the microstructural and mechanical integrity of the materials by way of 
grain growth and second phase precipitation. Allahyarzadeh et al. [43] recently 
presented an overview on electrodeposited Ni-W and projected that a promising area 
of research would be the study of the mechanical properties of suitable heat-treated 
alloys. Despite this, thus far, studies examining Ni-W’s response to heat treatment 
are rather limited [33,36,37,42,44–46]. A better understanding of the microstructures 
and mechanical properties at elevated temperatures is needed in order to evaluate Ni-
W as a candidate for high temperature applications. 
 
1.3 Electrodeposition Processing 
A persistent challenge regarding the synthesis of nanocrystalline materials is 
in developing the processing methods necessary for the cost-effective manufacture 
of bulk quantities. If this were to be achieved, nanocrystalline materials would 
become substantially more versatile in applications. However, the existing 
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processing methods limit the amount of mass that can be produced. The methods can 
be classified as “top-down” processes and “bottom-up” processes. Top-down 
processes entail starting with a bulk solid and achieving a nanostructure via structural 
decomposition such as ball milling [47], the end product of which is a powder. 
Bottom-up processes include methods like inert gas condensation followed by 
compaction [48]. However, this two-step process is not as practical as one-step 
processes like electrodeposition [49]. Electrodeposition does not require a 
consolidation step and can supply films that are fully dense. It has long been used to 
produce metals on the nanoscale and is now being used for commercial purposes. 
The alloys in this study were processed by electrodeposition. 
Electrodeposition of Ni-W has been discussed at length in prior studies [50–
53]. Table 1-1 shows a brief summary of the deposition conditions, cathodic current 
efficiencies, deposition rates, and other data gathered from different studies on 
electrodeposited Ni-W. Three electrolytes are typically used to produce Ni-W alloys: 
Watts baths [54–56], sulfamate-citrate electrolytes [53,57–59], and sulfate-citrate 
electrolytes [60–62]. The latter sulfate-citrate electrolyte developed by Yamasaki et 
al. [63] is the most common and was the bath used in this study. Other baths include 
ones containing gluconate, glycine, triethanolamine, etc. and have been shown to 
affect the cathodic current efficiency, W concentration, and mechanical properties, 
among others [64–67]. Tungsten cannot fully reduce in aqueous solutions and must 
form complexes and be co-deposited with iron-group ligands in the bath. This is 
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termed induced co-deposition [68]. Weil summed up the local processes occurring 
during deposition at the cathode surface succinctly [69]: 
 
The first step in the electrodeposition process it the migration of ions 
in the plating solution to the surface where they are to be deposited. 
The ions are surrounded by ligands. At the surface, the positively 
charged ions and the electrons that they are to receive to become 
atoms form a capacitor called the Helmholtz double layer. On 
passing through the double layer, the ions shed part of their ligands, 
receive their electrons and become adatoms. Adatoms diffuse on the 
surface of the deposit until they find suitable incorporation sites. The 
ions also may cross the double layer opposite a suitable site and 
become directly incorporated. 
 
The mechanism of deposition for Ni-W has been extensively investigated in prior 
studies [52,70–83]. Figure 1-4 illustrates two proposed mechanisms. In general, via 
the mechanisms suggested by Refs. [72–74], intermediate species in the form of 
absorbed oxides or complexes on the cathode surface result in the deposition of Ni-
W, whereas, via the mechanisms suggested by Refs. [52,77,80–83], complexes of 
various types are responsible for the deposition. 
A signature of the electrodeposition process is the competitive nucleation and 
growth of structures that coarsen along the direction of film deposition, leading to a 
nodular morphology on the surface, as shown in Figure 1-5 [84]. These structures 
are frequently observed in electrodeposited nanocrystalline metals [85–91] and have 
been reported for Ni-W alloys as well [60,30,33,84,46]. Nodules in microcrystalline 
metals may represent a single grain [92,93], but nodules in nanocrystalline metals 
can be several orders of magnitude larger than individual grains [84,85], as shown in 
the schematic in Figure 1-6. Thus, they are sometimes referred to as “colonies” of 
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grains. The formation of the colonies has been attributed to the adsorption of foreign 
species at the cathode surface. During adsorption, the impurity atoms get trapped at 
the colony boundaries and subsequently slow down the growth of the colonies by 
impeding the transport of adions. This may be the reason why nanostructured metals 
produced by electrodeposition are so brittle [29]. Thus, although properties like the 
yield strength and hardness may be dictated by the grain size, mesoscale features like 
grain colonies may greatly affect other properties like the toughness/ductility, 
corrosion resistance, and wear characteristics. Mesotexture was found in some of the 
current alloys and will be discussed in more detail in the upcoming chapters in 
relevance to the fracture surface observations (see Section 5.8). 
The task of learning how to successfully produce films via electrodeposition 
in this study has revealed many complexities involved with the process. 
Electrodeposition has long been thought of as a black art, but this becomes less the 
case when deposition is conducted under extreme control. The bath chemistry, pH, 
stirring rate, and current waveform have all been shown to significantly affect the 
resulting deposit. Thus, to produce consistent films with as few impurities as possible 
in the current work, all the above parameters were monitored (see Chapter 2). 
Additional processing details necessary for replicating the procedure are also 
provided. Meticulous care was taken in preparation for and during the deposition 
process, so we believe that the resulting films are of utmost integrity. As discussed 
in Chapter 3, carbide impurities were detected but are believed to be unavoidable and 
thus inevitable under all practical circumstances. 
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1.4 Fracture Toughness 
It is critical that nanocrystalline materials slated for structural applications 
demonstrate material robustness, i.e. high strength in combination with sufficient 
toughness [94] . The suitability of these materials will depend strongly on their ability 
to resist fracture in the presence of existing defects. Often, grain refinement leads to 
improved strength, as is the case for Ni-W, but not without a corresponding reduction 
in ductility. In spite of having a desirable combination of properties, Ni-W has a 
certain brittleness [51,95]. This brittleness, if not mitigated, could lead to pre-mature 
failure of parts during service. Therefore, it is important to complement mechanical 
property investigations with a fracture analysis.  
Nanocrystalline metals processed by electrodeposition are more suitable for 
small-scale mechanical testing as opposed to conventional bulk mechanical testing 
due to their limited thickness and volume. Fracture data obtained from the latter are 
extensive, but those generated from miniaturized systems are rather limited due to 
difficulties associated with sample fabrication. As such, small-scale mechanical 
testing is not as prevalent and established, and the associated fracture analyses do not 
come without their complexities. For Ni-W, several mechanical property studies 
exist, but those pertaining to fracture are very few [34,35,37,84,96,97]. 
Microcantilever deflection testing is one method for quantifying the fracture 
toughness and has proven to be a valid approach. In fact, a variety of different 
materials have been studied with this method [98–111]. In this study, we use 
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microcantilever deflection tests to provide insight into the fracture behavior of Ni-W 
and into how it is correlated to the microstructure.  
Armstrong et al. [34,35] were the first to quantify the fracture toughness of 
Ni-W. Microcantilevers with nominal dimensions of 60 × 20 μm × 14 μm were 
fabricated from as-deposited Ni−12.7 at.% W films using UV lithography, followed 
by FIB machining of the notch, or pre-crack. The microstructure consisted of needle-
like grains oriented in the direction of film growth that were several microns in length 
and approximately 100 nm in width, surrounded by a matrix of 20-nm grains. The 
representative load-displacement plot for these samples is shown in Figure 1-7. The 
load and displacement increase linearly all the way up until fracture. Linear elastic 
fracture mechanics approximated fracture toughness values ranging from 1.49 to 
5.14 MPa√m. The authors suggested that the large scatter was due to porosity, which 
was evident in SEM images. Pores on the order of micrometers in diameter were 
found near the film surface but with unknown distribution. A large pore at the edge 
of the FIB-milled notch could have increased the local stress enough to initiate 
fracture at a lower load than would be without the pore. 
Cao et al. [97] studied the fracture toughness of as-deposited Ni−23 at.% W 
and samples annealed at 300°C and 700°C for 4 hours. As shown in Figure 1-8a-c, 
the as-deposited and 300°C alloys were nominally amorphous; the microstructures 
exhibited layers of varying contrast parallel to the film surface. Transmission 
electron micrographs in the current study in the same orientation (not provided) 
conveyed similar features, which are believed to be associated with the subtle 
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chemical variations that result from non-uniform deposition. The as-deposited 
microstructure also revealed vertically-oriented colonies with a width of 100 or 200 
nm defined by the changing curvature of the deposition layers. The boundaries of the 
colonies were well-defined, continuous, and found to be populated with oxides. The 
300°C microstructure exhibited similar features, but the colony boundaries were less 
defined, spaced closer together, and had more of a branched nature. In both alloys, 
the fracture behavior was dictated by the oxide-populated colony boundaries, which 
facilitated failure by acting as preferential crack paths, as shown by the undulating 
features in Figure 1-8d and vertical features in Figure 1-8e. Interestingly, the same 
oxides may have improved the thermal stability at 700°C because they were located 
at the grain boundaries and because the average grain size was smaller than that in 
the corresponding oxide-free alloy generated in this study (see Section 3.2) [112]. 
The 700°C microstructure was fully crystalline with nano-size grains and Ni4W and 
Ni6W6C second phases embedded in a Ni(W) matrix, as shown in Figure 1-8c. The 
black arrows point to the oxides, and the white circle is drawn around a Ni6W6C 
precipitate. The sample failed intergranularly, and a carbide precipitate was seen to 
be sheared through, as indicated in the image. All alloys exhibited linear elastic 
loading behavior, and the fracture toughness was determined to be 2.15, 1.96, and 
2.52 MPa√m for the as-deposited, 300°C, and 700°C alloy, respectively. These 
measurements are associated with considerably less scatter than Armstrong’s, which 
may be a result of using smaller beams (thereby avoiding large internal flaws) and 
deeper notches. The authors’ experience with shallower notches that fail to satisfy 
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ASTM recommendations (see Section 5.9.1) was that they lead to significantly more 
scatter. 
In both of the two studies, the microstructure was textured in the direction of 
film growth. Considering that the crack plane was oriented in the same direction, it 
was not unexpected that the colony boundaries would dictate the fracture behavior 
on the basis that they were structurally weak. In this study, this failure mode was 
intentionally avoided by orienting the crack plane in the opposite direction: parallel 
to the film surface. This was done in an effort to induce failure in a different direction 
without having to eliminate the microstructural texture. By avoiding easy crack 
paths, other fracture mechanisms could be explored and potentially activated. This 
would show the intrinsic effect of additional microstructural features on the fracture 
behavior. 
Cao and Armstrong’s work mark the extent to which the fracture toughness 
of Ni-W has been quantified. Thus, much is left to be learned in the way of relevant 
data. Additional fracture data can serve as a basis for material comparison, selection, 
and quality assurance [113]. 
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Figure 1-1: Computed atomic structure of a typical nanocrystalline material 
showing black atoms in the crystalline regions and white atoms at the grain 
boundaries [1] 
 
 
 
Figure 1-2: Experimental Ni-W binary phase diagram [39] 
16 
 
  
Figure 1-3: Experimental grain size as a function of composition in Ni-W alloys 
[19,40] 
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Table 1-1: Brief summary of Ni-W deposition conditions, deposition rates, 
efficiencies, and related data [43] 
 
 
 
 
 
Figure 1-4: Schematic of various proposed mechanisms of Ni-W deposition [43] 
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Figure 1-5: SEM micrograph of the film surface of as-deposited Ni−21 at.% W 
showing the characteristic nodular morphology 
 
 
 
 
Figure 1-6: Schematic of mesoscale colonies, each of which are comprised of 
several individual grains [90] 
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Figure 1-7: Representative load-displacement record for a Ni-12.7 at.% W 
microcantilever (the fracture event is marked) [35] 
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Figure 1-8: STEM-HAADF micrographs with SADP insets of Ni-23 at.% W in the 
(a) as-deposited condition and heat treated at (b) 300°C for 4 hours and (c) 700°C 
for 4 hours and corresponding microcantilever fracture surfaces in (b-f) [97] 
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2 Chapter 2: Experimental Procedure 
The following chapter provides details about the electrodeposition processing, 
heat treatment, and analytical tools used. The experimental procedure used to 
conduct hardness testing and the fracture-mechanical analysis will be discussed in 
Chapter 4 and 5, respectively, along with the relevant data. 
 
2.1 Electrodeposition Processing 
2.1.1 Electrolyte 
Table 2-1 shows the bath chemistry and the associated amounts used in this 
study, and Figure 2-1 shows the bath set-up. The submerged metal frame represents 
the fixture to which the substrate is attached. The red and black cables, which are 
attached to a current meter and power supply (not pictured) bring current to the bath 
via contact with the fixture. The highly soluble nickel sulfate salt makes the bath 
blue. Nickel sulfate and sodium tungstate are the sources of the Ni and tungstate 
(tungsten) ions. Trisodium citrate is added to increase cathodic current efficiency and 
form complexes with the Ni and tungstate ions. For this reason, sulfate-citrate 
electrolytes are also commonly referred to as ammonium-citrate electrolytes. Finally, 
sodium bromide is added to increase the conductivity and reduce the likelihood of 
cracks forming on the film surface [114]. The bath salts were added in the order listed 
in Table 2-1 to a 1-L beaker full of 700 mL of DI water at once and subsequently 
stirred with the slow application of heat on the magnetic stirrer hot plate. No problem 
was encountered getting the salts to fully dissolve. In fact, an aqueous solution was 
achieved shortly after the desired bath temperature was reached. 
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2.1.2 Effect of Different Plating Parameters 
pH 
 For Ni-W, the pH has been shown to have a dramatic effect on the properties 
of the film. The extent of this influence depends mainly on the bath chemistry and 
plating parameters. In sulfate-citrate baths with equal amounts of Ni and tungstate 
ions, the resulting W concentration and the cathodic current efficiency both increased 
with increasing pH from 7 to 9 but decreased with a further increase in pH to 10, as 
shown in Figure 2-2 [115]. Younes et al. [77] explained more technically with a 
chemical analysis how the pH affects the alloy composition. In general, variations in 
pH affect the formation and concentration of certain complexes in the bath, which in 
turn affect the alloy composition. Figure 2-2 shows that the W concentration peaked 
at a pH of 8.0. 
A pH of 8.0 was selected for the current experiments with the intent to 
produce films with the highest possible W concentration, concurrent with lower W 
concentrations by way of reverse pulse plating. Immediately after the bath was 
assembled, the pH was measured (Hanna Instruments, Inc.) to be between 8.0 and 
8.2. At each consecutive hour, the pH was adjusted to 8.0 with the addition of 50 
vol.% ammonium hydroxide (NH4OH). There was no need to lower the pH in this 
study because the pH—if not already at 8.0—decreased to 8.0 rather quickly and 
continued to decrease throughout plating. Typically, the pH decreased 0.2-0.5 pH 
every hour. If one finds it necessary to lower the pH, 10 vol.% hydrochloric acid 
(HCl) should be used over sulfuric acid (H2SO4) to prevent sulfur contamination. 
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Temperature 
 The bath temperature has been shown to affect the cathodic current 
efficiency, W concentration, and most importantly, microstructure. Higher bath 
temperatures generally lead to higher W concentrations and therefore finer grain 
structures and at times, amorphous character [21,50–52,63,116]. For example, 
Somekawa et al. [117] compared the microstructure and mechanical properties of 
alloys annealed at 75°C and 80°C and found that the films deposited at 80°C were 
amorphous while those deposited at 75°C were of mixed amorphous-nanocrystalline 
character. Due to the differences in the microstructure, the 75°C films exhibited 
higher Young’s modulus and hardness and, unlike the 80°C films, a strong 
dependence on strain rate during nanoindentation. Different bath temperatures, 
therefore, may not only yield different microstructures but also lead to changes in the 
mechanical properties.  Bath temperatures below 60°C have little effect on the W 
concentration [30]. 
In the present study, the bath temperature was maintained at 75°C for all the 
alloys. This temperature was selected to again produce films with the highest W 
concentration. Higher temperatures may have compromised the film quality (e.g. 
cracking). An separate probe was inserted into the bath and interfaced with recording 
software for more accurate temperature measurements. 
 
Stirring Rate 
 The stirring rate of the bath has been shown to directly affect alloy 
composition by altering the thickness of the diffusion layer and the concentration of 
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complexing agents in the diffusion layer at the cathode surface [118]. Increasing the 
stirring rate decreases the thickness of the hydrodynamic boundary layer. Younes 
and Gileadi [53] showed that the mass transfer rate also increases with increasing 
stirring rate, thus yielding higher W concentrations. A stirring rate of 300 RPM was 
used in this study in keeping with the majority of the literature. However, 
experiments were also conducted at 65 and 150 RPM to judge the impact on the 
incorporation of foreign species (See Section 6.2). 
  
Current Waveform 
Of the plating parameters discussed thus far, perhaps the most influential on 
the resultant properties is the current waveform. Reverse pulse plating is an effective 
method for controlling the composition—and thus microstructure and properties—
of Ni-W alloys. It can also produce higher quality, more uniform films [119]. For 
example, it is likely that cracking is caused by residual tensile stresses that result 
from the incorporation of hydrogen during deposition [31]. During the anodic “off” 
period, hydrogen gets removed from the deposit, thus creating a smoother surface. 
In this study, alloys ranging from 3 to 21 at.% W were produced. Figure 2-3 
presents schematics of the two types of waveforms, and Figure 2-4 shows the details 
of each waveform along with the resulting compositions. A forward (cathodic) 
current density of 0.2 A/cm2 in direct current mode resulted in a composition of 21 
at.% W. For the lower W concentrations, a current density of 0.2 A/cm2 was applied 
for 20 ms in conjunction with a periodic reverse (anodic) pulse of varying magnitude 
for 3 ms. The higher the amplitude of reverse pulse, the more the electroactive W 
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atoms get preferentially stripped from the cathode surface and the lower the resulting 
W concentration. It is unclear why this relationship is reversed for the 3 and 5 at.% 
W alloys, for which a lower amplitude of reverse pulse resulted in a lower W 
concentration. 
 
2.1.3 Additional Processing Details 
As-rolled Cu foils (99.99% purity) of size 1 × 1 × 0.5 cm2 (Goodfellow Corp.) 
were cleaned via ultrasonication in acetone for 15 minutes, followed by a DI water 
and ethanol rinse, and dried with nitrogen. Immediately prior to submersion in the 
bath, the substrates were plasma cleaned for five minutes to remove organics and 
activated with 10 vol.% hydrochloric acid (HCl) for 10 seconds to remove 
contamination and the passive layer. The anode was pure platinum mesh and was 
placed a distance of 15 mm away from the cathode. 
Figure 2-5 shows an example of what the cathodic end of the fixture looks 
like following deposition. The area surrounding the substrate acts as a “sacrificial” 
zone; the film in this area has a curled morphology due to residual stresses. The film 
on the substrate, however, is smooth. The two horizontal lines on the film are water 
marks and not a result of inhomogeneous plating. After deposition, the substrates 
were detached from the fixture, rinsed with DI water, and sectioned into nine pieces. 
To remove the sacrificial Ni-W, a solution containing 100 mL sulfuric acid (H2SO4) 
and 5 mL hydrogen peroxide (H2O2) was used to preferentially dissolve the Ni-W 
and leave the stainless steel fixture undisturbed. The entire fixture was cleaned via 
ultrasonication in DI water for 15 minutes to get rid of residual salts from the bath, 
26 
 
followed by ultrasonication in acetone for 15 minutes, rinsed with DI water and 
ethanol, and dried with nitrogen. To prevent the Cu from diffusing into the Ni-W 
during heat treatment, films were separated from the substrates by immersion in a 
solution containing CrO3 (250g/L) and H2SO4 (15cm
3/L) [50], a slow process that 
took days and sometimes over a week to complete. Using an ultrasonicator for this 
purpose would speed up the process. Once separated, films were cleaned via 
ultrasonication in three fresh batches of DI water for 15 minutes each to remove 
residual chromium, rinsed with ethanol, and dried with nitrogen. It should be noted 
that there was only one incidence of chromium in the samples as evidenced by 
electron microscopy. 
Depending on the desired composition, films were plated for various 
durations. shows the alloy compositions along with corresponding experimental 
details (i.e. plating duration, film thickness, and accrued mass). Higher W 
concentrations required less time to accrue mass. The plating efficiency declined 
over time, i.e. films accrued less and less mass over time for the same bath. In a 
separate experiment, five films were plated from the same bath. The experimental 
conditions for the first and fifth samples were identical, but there was a ~12-hour gap 
in between. The compositions of the samples, however, were the same. This 
demonstrated that the same bath could be used to plate multiple samples. 
As shown, the procedure above required extensive cleaning. One of the goals 
was to produce samples with as few impurities as possible. As such, extreme care 
had to be taken at all stages of the experimental process. For example, the alligator 
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clips providing current to the fixture were replaced after a day’s worth of plating. 
Water vapor from the bath would cause the clips to become rusty, and the subsequent 
condensation of liquid from the clips back into the bath would have introduced 
impurities like oxides. Carbon-fiber tip tweezers were used during handling so as to 
not scratch the films and substrates. 
 
2.1.4 Residual Stresses 
 Residual stresses occur due to mechanisms operative in films or at the film-
substrate interface during thermal and mechanical processing and can strongly affect 
mechanical-related phenomena such as hardness, fatigue, fracture, corrosion, and 
wear [120]. Aside from the thermal mis-match between the film and substrate, a 
possible source of stress in electrodeposited films is the co-deposition of hydrogen 
[121]. The current density (and efficiency) and different types of complexing agents 
have also been shown to have an influence [31,122,123]. 
The literature reports high residual tensile stresses in Ni-W films following 
deposition [31]. Huang et al. [122–124] made attempts to lower the stress by 
incorporating various stress-reducing agents (e.g. organic imides) into sulfamate 
baths. In the current study, however, additional additives, especially organic 
compounds, were avoided to limit impurity contamination. 
The amount of residual stress in the Ni-W films was determined using a 
generalized form of the well-known substrate curvature technique [125]. This is 
based on the Stoney formula, of which nearly all experimental determinations of film 
stress are variations [126]. The Stoney formula, given as: 
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relates the film stress to the substrate curvature under the assumption that the film is 
much thinner than the substrate. By measurement of the film curvature before 
deposition, Rpost, and after deposition, Rpre, of a substrate with Young’s modulus Es, 
thickness ds, and Poisson’s ratio νs, the stress in a thin film of thickness df can be 
calculated. The curvature radii, Rpost and Rpre are expressed as a function of the 
maximum deflection hmax of the substrate of length L. 
The curvature of the substrate was measured with a Tencor Alpha Step 200 
contact profilometer (located in the Lehigh University physics department). Because 
copper is malleable and can be easily deformed during handling, thereby affecting 
the stress measurement, silica substrates (MTI Corp.) were used instead. The silica 
substrates had dimensions of 10 mm × 10 mm × 0.7 mm and were coated with indium 
tin oxide (ITO) to provide an electrically conductive surface on which to deposit Ni-
W. Three samples were plated using different current waveforms, but Figure 2-7 
shows the stress profile pre- and post-deposition of the sample plated with a forward 
current density of 0.2 A/cm2 in direct current mode and a periodic reverse current 
density of -0.15 A/cm2. Twenty minutes of plating accrued a 2-μm thick film in a 
solution with pH 7.5. Figure 2-7 shows the curvature of the film over a distance of 
7.5 mm. Application of Eqs. 2-1a and b suggests an average stress of 1.7 GPa. The 
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highest stress encountered by Mizushima et al. [31] in their Ni-W films was 0.153 
MPa, but the experimental conditions were quite different from ours. They also used 
Cu substrates. Had copper substrates been used in this study, the stress may have 
been much lower because copper would have been able to better accommodate the 
stress build-up. The stress in Ni-W films has also been shown to decrease with 
increasing film thickness [31], which may be another reason we calculated such a 
high stress. Because ITO-coated silica is not a practical substrate and was only used 
for testing purposes, the stress calculated herein is only an indication as to how much 
Ni-W films can develop residual stresses. 
A noteworthy observation is the particular curvature of the film in Figure 2-7. 
The film is oriented with convexity toward the anode. This implies a compressive—
not tensile—stress in the deposit. Figure 2-8 illustrates the sequence of events leading 
to each stress state. Therefore, the film had a tendency to expand but was constrained 
by the underlying substrate, thereby putting it in a state of compressive stress. This 
is to be expected because based solely on thermal effects, the coefficient of thermal 
expansion for silica is significantly lower than that of Ni and W. Had Cu substrates 
been used, the film would have likely been in a state of tensile stress, as the 
coefficient of thermal expansion of Cu is higher than that of Ni and W. 
 
2.2 Heat Treatment 
 Films were prepared for heat treatment after substrate-film separation (see 
Section 2.3). Free-standing films were annealed in an MTI GSL-1500X horizontal 
tube furnace with flowing N2−5% H2 (between 90 and 100 cc/min) at 437°C, 728°C, 
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and 1091°C for 24 hours. These samples will be referred to as the “isochronal” series 
of samples henceforth. Ni−21 at.% W was additionally annealed for 1 hour, 4 hours, 
and 12 hours  at 728°C to investigate the nucleation and growth of the Ni4W second 
phase. These samples will be referred to as the “isothermal” series of samples 
henceforth. A ramp rate of 7°C/min. was used, and samples were quenched in air. 
Figure 2-9 shows that the films were positioned in alumina boats on an alumina 
platform for easier maneuvering in and out of the quartz tube. The alumina parts were 
cleaned in aqua regia prior to heat treatment. 
 
2.3 Microstructural Characterization 
2.3.1 Metallographic Preparation 
 After heat treatment, the films were metallographically prepared. The free-
standing films were clamped between two Ni-70 plates approximately 10 × 10 × 1 
mm in dimension in a metal spring mounting clip to facilitate mounting and 
subsequently polishing of the film cross-section. Nickel plates were chosen to keep 
consistent with the Ni-W chemistry. The films were mounted in epoxy and cycled 
under vacuum to eliminate porosity. Once cured, the edges were beveled by hand, 
and the samples were ground and polishing with a Mager Scientific Saphir 550 
automatic Grinder/Polisher using standard metallographic procedures. Grinding 
began with 400-grit silicon carbide paper. The last polishing step was 0.25 μm 
diamond before the samples were placed in a Buehler VibroMet 2 vibratory polisher 
with a 50-nm diamond slurry until no scratches were visible in the light optical 
microscope using dark field. It is important to avoid colloidal silica as the final 
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polishing step because it etches the grain boundaries and may ultimately affect the 
mechanical properties. All samples were coated with iridium for four seconds to 
improve the conductivity for electron microanalysis. 
 
2.3.2 Determining the Chemical Composition 
 Wavelength dispersive spectroscopy with full automation featuring Probe for 
EPMA software was conducted on polished cross-sections in a JEOL JXA-8900R 
SuperProbe for chemical compositional analysis. The instrument was equipped with 
a silicon drift detector and three spectrometers. Lithium fluoride analyzer crystals 
were used to detect lines from the K shell for Ni and L shell for W. Instead of pure 
Ni and pure W standards, a polished Ni−7 at.% W sputtering target was used for 
calibration. Analytical conditions were an accelerating voltage of 12 kV, a beam 
current of 20 nA, and a spot size of 5 μm. Ten measurements were averaged to 
determine the composition. 
 
2.3.3 Focused Ion Beam Microscopy 
 An FEI Scios DualBeam focused ion beam/scanning electron microscope 
(FIB-SEM) was used to prepare samples for transmission electron microscopy 
(TEM). Foils were fabricated from film cross-sections using in-situ lift-out [85] and 
subsequently treated with low-energy Ar in a Fischione 1040 NanoMill operated at 
900 eV to remove the surface damage induced by the Ga ion beam in the FIB [127]. 
Milling in the FIB was performed at an accelerating voltage of 30 kV for the majority 
of the sample fabrication and 5 kV for final polishing [128]. The milling sequence 
was developed to generate samples with thicknesses on the range of the 
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microstructural feature size, which was at times as low as 10 nm, in order to avoid 
overlapping effects, maximize image resolution, and improve analytical sensitivity. 
Appendix A details the milling procedure used for TEM sample fabrication. 
The FIB was also used to determine the average grain size of select samples 
(see Section 2.3.5).  
 
2.3.4 (Scanning) Transmission Electron Microscopy 
Transmission electron microscopy samples shared the same plane as the film 
surface and the crack plane. Selected area diffraction patterns (SADP), bright field 
(BF), and dark field (DF) images were recorded with a JEOL JEM-200FX TEM 
equipped with a lanthanum hexaboride (LaB6) thermionic gun at an operating voltage 
of 200 kV. The SADP were used for phase identification, and the BF and DF images 
were used for grain size quantification and observation of the microstructural phases. 
Additional annular BF and high-angle annular dark field (HAADF) images were 
recorded with a JEOL JEM-ARM200CF scanning transmission electron microscope 
(STEM) equipped with a cold field emission gun and a CEOS CESCOR spherical 
aberration corrector. Samples were stripped of organics in an SPI plasma cleaner 
prior to insertion into the microscope. Beam showers were used to remove carbon 
build-up during imaging. Christopher Marvel from Lehigh University conducted the 
microscopy. 
 
2.3.5 Grain Size Quantification 
 The average grain size of each alloy was determined via two methods. For 
grain sizes larger than 100 nm, the FIB was used to apply ion-channeling contrast 
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(iCC), a process by which scanning with the Ga beam reveals the morphology of the 
grains [48,49]. Samples were etched with an accelerating voltage of 30 kV, a beam 
current of 1 nA, and imaged at 50 pA. The images were analyzed with Adobe 
Photoshop by manually tracing the grain boundaries. Although time consuming, 
direct imaging and manual tracing generated the most accurate grain size 
measurements. 
For grain sizes that could not be resolved with iCC, the TEM was used for 
quantification. ImageJ was used to measure the areas of individual grains revealed 
by DF imaging [129]. Equivalent spherical diameters were derived from the 
measured areas. Both of the above methods were used to quantify the grain size and 
plot distributions. Measurements were based on 95% certainty via Student’s t-test. 
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Summary 
 This chapter provides processing details about the electrodeposition, heat 
treatment, and analytical details about the microstructural characterization. As 
shown, there are several experimental parameters to be monitored and controlled. 
Slight differences in the parameters across different studies could lead to alloys with 
completely different microstructures and properties. 
 
1. Ni-W alloys were electrodeposited in a sulfate-citrate electrolyte using nickel 
sulfate and sodium tungstate as the sources of Ni and tungstate ions, 
respectively. 
2. The deposition was meticulously controlled by monitoring several 
parameters, and extreme care was taken to keep the system as clean as 
possible. Slight differences in the parameters across different studies could 
lead to alloys with completely different microstructures and properties. 
3. Both direct current and forward (cathodic) current with the application of a 
periodic reverse (anodic) pulse were used to produce films with wide-ranging 
composition, i.e. Ni−3 to 21 at.% W. 
4. Residual stresses were measured on ITO-coated silica substrates and 
calculated to be 1.7 GPa. The residual stress on Cu substrates is estimated to 
be much less, however, and because films were separated from the substrates 
prior to annealing, there should be minimal effects from residual stress. 
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5. Free-standing films were heat-treated in flowing N2−5% H2 and prepared 
using standard metallographic procedures. 
6. The chemical composition was determined by wavelength dispersive 
spectroscopy in an electron probe microanalysis instrument. 
7. The FIB was used to fabricate specimens for (S)TEM. 
8. Selected area diffraction patterns were used for phase identification. Bright 
field and DF images were used for grain size quantification and phase 
observation. Similar analyses were performed in the STEM using annular BF 
and HAADF images. 
9. The grain size was quantified using iCC in the FIB, following by manual 
tracing of the grains. The TEM was used to quantify smaller grains that the 
FIB could not resolve. 
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Table 2-1: Bath chemistry used to electroplate the Ni-W alloys 
 
 
 
 
 
Figure 2-1: Bath set-up for Ni-W electrodeposition 
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Table 2-2: Effect of pH on the cathodic current efficiency and alloy composition 
[115] 
 
 
 
 
 
Figure 2-2: Effect of pH on the alloy composition showing a peak in W concentration 
at a pH of 8.0 [77] 
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Figure 2-3: Current waveforms used during electrodeposition [40] 
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Figure 2-4: Current waveform details and corresponding alloy compositions 
 
 
 
 
 
Figure 2-5: Cathodic end of the fixture following deposition 
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Alloy Plating Duration 
Film Thickness 
(μm) 
Accrued Mass 
(mg) 
Ni−3 at.% W 4 hours 44 60 
Ni−5 at.% W 4 hours 48 52 
Ni−12 at.% W 2.5 hours 20 28 
Ni−15 at.% W 3.5 hours 38 47 
Ni−17 at.% W 2.5 hours 30 35 
Ni−21 at.% W 2 hours 46 63 
Figure 2-6: Alloy compositions along with corresponding processing details and 
film specifications 
 
 
 
 
 
Figure 2-7: Substrate curvature before and after electrodeposition 
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Figure 2-8: Schematic of the sequence of events leading to a (a) residual tensile 
stress and (b) residual compressive stress in the film 
 
 
 
 
 
Figure 2-9: Positioning of free-standing films in the furnace for heat treatment  
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3 Chapter 3: Microstructural Characterization 
3.1 Phase Identification 
For Ni−3 to 17 at.% W, the microstructure was single phase Ni(W) solid 
solution of FCC structure of varying grain sizes in the as-deposited condition and at 
the different annealing temperatures. Section 1.2 discussed the Ni-W binary phase 
diagram (Figure 1-2)  and noted that W exhibits a solid solubility in Ni up to 12.5 
at.% W at room temperature. The presence of solid solution in alloys in excess of 
12.5 at.% W, therefore suggests that the solid solution is supersaturated and thus in 
a metastable state. It is well known that driven processing methods like 
electrodeposition often result in non-equilibrium microstructures. 
Although the microstructure of Ni−3 to 17 at.% W is nondescript, that of 
Ni−21 at.% W provokes more interpretation. Figure 3-1 shows STEM-HAADF 
images (in the plane parallel to the film surface) of the microstructural evolution of 
the isochronal Ni−21 at.% W samples (24-hour anneal) with SADP insets. The as-
deposited microstructure in Figure 3-1a was nominally amorphous, as evidenced by 
the diffuse rings in the diffraction pattern, with scattered 5 ± 0.2-nm Ni(W) 
crystallites. The dark curved lines indicate structural and/or chemical differences. 
Lower magnification images revealed that these regions correspond to the boundaries 
of clusters, or “colonies,” of grains (see Section 1.3). Similarly, the 437°C sample in 
Figure 3-1b also had a colony structure. The 437°C sample was also of mixed 
amorphous and crystalline character but was overall more crystalline based on TEM 
and STEM observations. The crystallites were 8 ± 0.2 nm in diameter. Both the as-
deposited alloy and the 437°C alloy were single phase Ni(W) of FCC structure, 
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indicating that they are in a non-equilibrium state, just like Ni−3 to 17 at.% W. 
Lower magnification images of Figure 3-1a and b will be presented in Section 5.8 
and further discussed in relation to the fracture behavior. 
At 728°C, the microstructure exhibited full crystallinity and second phase 
precipitation of Ni6W6C, elemental W, and Ni4W, as shown in Figure 3-1c. The 
second phases are surrounded by a matrix of Ni(W). Finally, at 1019°C, the grains 
coarsened significantly, and Ni6W6C gave way to rather large W precipitates, as 
shown in Figure 3-1d. 
 
3.1.1 Second Phase Precipitation of Ni6W6C and Elemental W 
 The detection of Ni6W6C suggests carbon contamination and has several 
implications. According to the binary phase diagram, an alloy with 21 at.% W at 
728°C is located in the Ni4W−NiW two-phase regime. Thus, one should expect a 
mixture of Ni4W and NiW, but instead, Ni6W6C was found in place of NiW. Atomic 
resolution imaging, electron diffraction, and  energy dispersive spectroscopy using 
STEM all confirmed the existence of Ni6W6C over NiW [97]. For example, Figure 
3-2 shows STEM-HAADF images of Ni6W6C in the three major zone axes. The 
experimental images in Figure 3-2a-c agree well with the simulated structures in 
Figure 3-2d-f derived from VESTA, a 3-D visualization software for structural 
models. In the simulated structures, the dark gray, light gray, and red atomic columns 
correspond to Ni, W, and C, respectively. 
 This is not the first time Ni6W6C has been detected in Ni-W alloys [130–132]. 
Cury et al. [131] showed via arc-melted samples that the literature’s reporting of 
44 
 
NiW is incorrect, and that what was assumed to be NiW is actually is actually 
Ni6W6C. The NiW2 phase that precipitates at 66 at.% W on the binary phase diagram 
was also suggested to be Ni2W4C instead. Cury made the point that NiW and NiW2 
had only been identified in diffusion couples, sintered materials, and thin films, i.e. 
samples with interfaces that easily come into contact with the atmosphere, thus 
leading to contamination. Furthermore, because the carbon containing and non-
carbon containing phases have the same metallic stoichiometry, it is not surprising 
that NiW would be identified wrongly in place of Ni6W6C. In fact, the peaks in a 
simulated x-ray diffraction pattern of Ni6W6C exhibit the same positions and 
intensities as those of NiW. The correct identification of Ni6W6C is critical because 
it affects further analyses concerning, for example, mechanical behavior. 
 The detection of Ni6W6C motivated further investigation into the phase 
stability of Ni-W alloys via a theoretical analysis. Ni-W-C ternary phase diagrams 
exist but are limited and do not correspond to the temperatures used in this study 
[133–135]. For this reason, we asked Dr. Michael Widom and his students Qin Gao 
and Sanxi Yao (Carnegie Mellon University) to generate isothermal sections at 
temperatures similar to those used in this study using first-principles density 
functional theory (DFT). Figure 3-3 shows the calculated ternary phase diagram for 
Ni-W-C at 700°C, which is close to the 728°C temperature used in this study. The 
diagram shows that once the W concentration reaches 20 at.%, even the slightest 
amount of carbon will bring the system into the three-phase regime consisting of 
Ni4W, Ni6W6C, and elemental W. Thus, the calculation agrees very well with 
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experiment. One thing the calculation did not predict, however, is the presence of 
Ni(W) at 700°C. The experimental detection of Ni(W) is again likely due to non-
equilibrium effects. Thus, with prolonged annealing, more and more of Ni(W) may 
have transformed into Ni4W (see Section 3.1.2). At 1019°C, the microstructure was 
reduced to a mixture of Ni(W) and elemental W, in agreement with the binary phase 
diagram. In fact, the W precipitates were so large that nanoindentation on the 
individual phases could be conducted (see Section 4.4). 
 One possible source of the carbon contamination is the trisodium citrate 
(Na3C6H5O7 ⋅ 2H2O) bath salt; however, it cannot be simply eliminated because it 
forms complexes with the Ni and tungstate ions in the bath. This is further discussed 
in Section 6.2. The amount of carbon in the films was also quantified (along with 
other impurities) using instrumental gas analysis; the results are discussed in Section 
6.2. 
 
3.1.2 Ni4W Phase 
 In addition to Ni6W6C and elemental W, Ni4W was also detected at 728°C. 
Ni4W is evidence of long-range chemical ordering in Ni-W alloys and has a crystal 
structure of type D1a in the form of an ordered Ni(W) solid solution. Ni4W has been 
investigated with electron diffraction [136–143] and field-ion microscopy, [144,145] 
and six different crystallographic orientations have been discovered in the Ni(W) 
lattice [145]. In the literature, individual Ni4W precipitates have been referred to as 
“domains,” and each domain has been shown to adopt a specific crystallographic 
orientation, or “variant.”  
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Two such variants were detected in this study. Figure 3-4 shows the 
microstructural evolution of Ni−21 at.% having undergone heat treatments at 728°C 
for 1, 4, 12, and 24 hours. The STEM-HAADF images in the top row show areas of 
periodically arranged W columns (bright regions) which together make up the Ni4W 
domains. However, taking the Fast Fourier Transform (FFT) of the images, as shown 
in the bottom row, greatly improves the visibility of the domains. Blue and orange 
coloring was assigned to each variant to make them even more distinguishable. The 
black regions represent Ni(W). After annealing for 1 hour, the domains exist in a sea 
of Ni(W) and are approximately 3-5 nm in diameter. After 4 hours, the domains take 
on a bimodal size distribution; some have grown to be rather large and some are still 
on the order of 5 nm. After 12 hours of annealing, the domains fully impinge, but 
still exhibit a bimodal distribution. Finally, after annealing for 24 hours, single 
variants take over entire Ni(W) grains. 
The micrographs in Figure 3-4 are not representative of the entire sample, 
however, because Ni4W did not form in every grain. Experimental evidence from the 
literature showed that Ni-rich ordered phases like Ni4W nucleated at/near interfaces 
such as grain boundaries and surfaces [146–151]. This is in agreement with the 
present study because the Ni4W domains at grain boundaries were observed to be not 
only coherent with the Ni(W) phase but also larger than those in the grain interior. 
For example, Figure 3-5 shows a pair of unfiltered and filtered STEM-HAADF 
images in which two Ni4W domains on the grain boundary were larger than those 
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located elsewhere. If the domains nucleated at the grain boundary, they may have 
had more time to grow, thereby making them larger. 
 The detection of Ni4W may affect analyses concerning thermal stability and 
mechanical behavior. Chemical ordering itself has been shown to reduce grain 
boundary mobility. For example, Bansal et al. [152] reported a strong correlation 
between chemical ordering and grain boundary mobility in Fe3Si and Fe2.7Mn0.3Si 
alloys prepared by mechanical attrition. Their data, shown in Figure 3-6, show that 
grain growth is fastest in the disordered, as-milled alloys and much slower in alloys 
with a strong tendency for chemical ordering. In addition, because Ni4W may have 
nucleated at the grain boundaries, another mechanism by which it could retard grain 
growth is Zener drag. Several studies have surmised that coherent precipitates at 
grain boundaries exert a pinning pressure that counteracts the driving force for grain 
growth [153–155]. The above suggestion that Ni4W participates in grain size 
stabilization opens up the related question of how it affects the mechanical behavior. 
Carbides, oxides, and nitrides—along with other brittle intermetallics—at grain 
boundaries may adversely affect the toughness and ductility, but more research is 
necessary to substantiate the current understanding [156]. Nanoindentation hardness 
testing was conducted on the isothermal samples to gauge the effect of the increasing 
fraction of Ni4W, but the results were inconclusive (see Section 4.3 for further 
discussion). 
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3.2 Grain Size 
 Table 3-1 summarizes the grain sizes of the isochronal samples, and Figure 
3-7 shows the graphical representation. The as-deposited grain size for the most part 
decreases with increasing W concentration (a relationship that was introduced in 
Section 1.2). As-deposited Ni−3 and 5 at.% W were not nanocrystalline but instead 
ultrafine-grained. For the other alloys, however, the as-deposited grain size was 15 
nm or smaller; Ni−21 at.% W was nominally amorphous (see Section 3.1). After 
annealing at 437°C, an insignificant change in the grain size was detected. In fact, all 
the samples that were nanocrystalline to begin with remained nanocrystalline. Thus, 
low-temperature annealing did not lead to obvious changes in the microstructure, i.e. 
with respect to the grain size or grain size distribution, in agreement with Refs. 
[157,158]. At 728°C, however, Ni−3 and 5 at.% W became microcrystalline and the 
other alloys became ultrafine-grained. Interestingly, Ni−21 at.% W exhibited the 
smallest grain size even with the onset of second phase precipitation. At 1019°C, the 
remaining alloys became microcrystalline. 
 Table 3-2 summarizes the grain sizes of the isothermal samples. These heat 
treatments were performed primarily to monitor the evolution of Ni4W nucleation 
and growth. Ni(W), Ni6W6C, and elemental W increased in size with increasing time 
according to parabolic grain growth laws. Thus, because the grain growth followed 
an Arrhenius dependence, it is unclear if Ni4W had a role in inhibiting the grain 
growth.  
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3.3 Summary 
 This chapter discusses the microstructural characterization of the Ni-W alloys 
with respect to phase identification and grain size quantification. One of the 
challenges is generating an accurate account of the microstructure in the first place. 
STEM imagining and analysis was an indispensable tool in this respect. It is also 
important to speculate and further investigate the results’ implications. 
 
1. The microstructure of Ni−3 to 17 at.% W was single phase Ni(W) of FCC 
structure in the as-deposited and heat-treated conditions. The grain size 
decreased with increasing W concentration. 
2. As-deposited Ni-21 at.% W presented a nominally amorphous microstructure 
with 5-nm crystallites. After 24 hours of annealing at 437°C, the 
microstructure became more crystalline with 8-nm crystallites but was still 
partially amorphous. At 728°C, after full crystallization, the alloy became 
ultrafine-grained, and the microstructure precipitated Ni6W6C, elemental W, 
and Ni4W second phases. Finally at 1019°C, the alloy became 
microcrystalline, and only elemental W was present in a matrix of Ni(W). 
3. The detection of Ni6W6C suggests two things. First, NiW and NiW2 on the 
binary phase diagram are likely to be the Ni6W6C and Ni2W4C, respectively, 
impurity phases. Second, given the highly controlled nature of the 
electrodeposition processing, carbon contamination may be inevitable; thus, 
it may be better suited to consider the Ni-W-C ternary phase diagram, at least 
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under all practical circumstances. The discovery of carbides affects thermal 
stability and mechanical behavior analyses. 
4. Ni4W is an ordered solid solution phase that was found to nucleate 
inhomogeneously (not in every grain) presumably on the grain boundaries. 
The discovery of Ni4W also affects thermal stability and mechanical 
analyses. 
5. The grain size of the alloys for the most part decreased with increasing W 
concentration. Second phase precipitation still maintained the smallest grain 
size in Ni-21 at.% W at 728°C. 
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Figure 3-1: STEM-HAADF micrographs of Ni−21 at.% W in the (a) as-deposited 
condition and annealed at (b) 437°C (c) 728°C and (d) 1019°C for 24 hours 
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Figure 3-2: STEM-HAADF images of Ni6W6C oriented to the (a) [100], (b) [110], 
and (c) [111] zone axes and (d-f) the corresponding simulated structures using 
VESTA software [159] 
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Figure 3-3: Ni-W-C ternary phase diagram at 700°C developed with density 
functional theory  
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Figure 3-4: (a-d) Unfiltered and (e-h) filtered STEM-HAADF micrographs showing 
the microstructural evolution of Ni4W after annealing for 1 hour, 4 hours, 12 hours, 
and 24 hours. The blue and orange regions in e-h represent two variants of Ni4W 
 
 
 
 
 
Figure 3-5: (a) Unfiltered and (b) filtered STEM-HAADF micrographs showing the 
location of the Ni4W domains in relation to a grain boundary after annealing for 1 
hour 
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Figure 3-6: Grain boundary mobility as a function of short-range ordering in Fe3Si 
and Fe2.7Mn0.3Si alloys in the as-milled condition and after annealing for various 
temperatures and times [152] 
 
 
 
 
Alloy 
As-deposited 
(nm) 
437°C 
24 hours (nm) 
728°C 
24 hours (nm) 
1019°C 
24 hours (nm) 
Ni−3 at.% W 243 ± 28  3293 ± 91 8750 ± 799 
Ni−5 at.% W 376 ± 46 822 ± 194 1774 ± 52  
Ni−12 at.% W 14 ± 1 42 ± 4 552 ± 12 4236 ± 216 
Ni−15 at.% W 16 ± 1 29 ± 2 483 ± 9 4769 ± 217 
Ni−17 at.% W 15 ± 1 17 ± 1 478 ± 14 4391 ± 290 
Ni−21 at.% W 5 ± 0.2 8 ± 0.3 386 ± 52 2481 ± 120 
Table 3-1: Grain size data for Ni−3, 5, 12, 15, 17, and 21 at.% W annealed at the 
specified temperatures for 24 hours 
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Figure 3-7: Grain size data for Ni−3, 5, 12, 15, 17, and 21 at.% W alloys annealed 
at various temperatures for 24 hours 
 
 
  
  
Alloy Grain Size (nm) 
As-deposited 
Nominally amorphous, 5 
± 0.2 nm crystallites 
728°C, 1 hour 122 ± 11 
728°C, 4 hours 163 ± 20 nm 
728°C, 12 hours 262 ± 19 nm 
728°C, 24 hours 388 ± 72 nm 
Table 3-2: Grain size data for Ni−21 at.% W in the as-deposited condition and  
annealed at 728°C for the specified times. The grain size of the 24-hour sample is 
slightly different from that of the corresponding isochronal sample because the grain 
size was measured again. 
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4 Chapter 4: Hardness Characterization 
The following presents a characterization of the microhardness and 
nanoindentation of the Ni-W alloys. This data will be further discussed in relation to 
the microstructure and fracture properties in Chapter 5. 
 
4.1 Microhardness 
The hardness of a material is a vital metric with which to evaluate the 
mechanical properties. Mechanical characterization of the Ni-W alloys began with 
Vicker’s hardness testing. Compared to other methods, microhardness testing is one 
of the more straight-forward ones to conduct. For this reason, the overall mechanical 
behavior of the alloys could be captured quickly. Microhardness testing was chosen 
over nanoindentation at first because larger indents could be made. Larger indents 
meant more of the microstructure could be sampled, thus generating an “average” 
hardness value even for the alloys with inhomogeneous microstructures, i.e. the 
Ni−21 at.% W alloys with second phases. This was, however, not the case for the 
microcrystalline alloys (including Ni−21 at.% W at 1019 °C) because the grain size 
was simply too large in comparison to the dimensions of the indent, as discussed 
below. 
Indents were performed on polished cross-sections using a LECO LM248AT. 
A 5-g load (the lowest offered by the instrument) produced indents that were small 
enough to avoid deformation interference from the surrounding media (the film 
surface and epoxy). Higher loads—thereby generating larger indents—probably 
could have been used, but we wanted to avoid deformation interference as much as 
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we could. Ten measurements were averaged for each sample. The indent dimensions 
were measured from SEM images taken in a HITACHI SE/N 4300. The samples 
annealed at 437°C experienced noticeable pile-up, as shown in  
Figure 4-1, which was not accounted for. Thus, it is likely that those 
measurements were overestimations, but the general trend should still prevail. Table 
4-1 displays the hardness data with standard deviation for the isochronal samples, 
and Figure 4-2 shows the graphical representation. This hardness data was used in 
conjunction with the grain size data of Ni−3 to 17 at.% W in Table 3-1 to generate 
the Hall-Petch relation for Ni-W alloys, as shown in Figure 4-3. Ni−21 at.% W was 
not used because the alloys were either amorphous or contained second phases. The 
blue data points in Figure 4-3 represent where the as-deposited and 437°C Ni−21 
at.% W samples would be situated, had they not contained amorphous phase. These 
samples exhibit inverse Hall-Petch behavior because the hardness decreased with a 
decrease in crystallite size. A rough approximation of the corresponding grain size 
at the breakdown point agrees with the grain size (i.e. 5-10 nm) that is typically 
reported in the literature for electrodeposited Ni-W [20,51]. A linear fit through the 
red data generates the Hall-Petch equation: 
 
σ𝐻𝑃 = 17.5𝑑
−1/2 + 2.1  (Eq. 4-1) 
 
where σHP is the hardness (or yield strength), and d is the grain size. The exact 
mechanism of Hall-Petch scaling is unknown, but a number of possibilities have been 
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discussed, including textural changes, diffusional creep, triple junction related 
processes, formation and pile-up of dislocation networks, etc. [24,160,161]. 
Eq. 4-1 can be used to analyze the likely contribution of grain coarsening and 
grain size-related mechanical behavior of the alloys in this study. Figure 4-4 displays 
the strengthening contribution arising from Hall-Petch, solid solution, and second 
phase effects for the isochronal samples. Using the standard Fleischer model for 
substitutional solid solution strengthening based on elastic dislocation-solute 
interactions [162,163] and following the analysis conducted by Schuh et al. [164] on 
Ni-W, the solid solution strengthening contribution of W in Ni in this study does not 
exceed 93 MPa for 21 at.% of W and only decreases at lower and lower W 
concentrations. Thus, when compared to the intrinsic hardness of Ni (i.e. 800 MPa) 
or the total measured hardness of the alloys in this study, the solid solution 
strengthening contribution is negligible. This effect becomes even more pronounced 
on the nanoscale, when the hardness of Ni-W can reach upwards of 10 GPa, as shown 
in Figure 4-3. It should be noted that in the Ni−21 at.% W alloys, the Ni(W) solid 
solution matrix composition was assumed to be the same as the global composition 
measured from wavelength dispersive spectroscopy. It is likely that the solid solution 
composition is actually lower due to W-containing second phases and possible W 
segregation; however, as mentioned, the strengthening contribution is so minimal 
even at the highest W concentration that this assumption would not alter the 
conclusions. 
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Figure 4-4 also displays the strengthening contribution arising from second 
phase precipitates for Ni−21 at.% W annealed at 728°C and 1019°C. This 
strengthening contribution was deduced by subtracting the grain size and solid 
solution contributions from the total measured hardness, and is shown by the pink 
hatched regions. There have been several reports in the literature suggesting that the 
decline in hardness for Ni-W alloys around temperatures like 728°C is due to grain 
growth and second phase precipitation, but explanations regarding the exact 
contributions of each to the mechanical properties are lacking. Introducing 
precipitates to the microstructure has been shown to improve mechanical properties 
like the hardness and fracture toughness of conventional-grained materials, and the 
suggested mechanisms usually involve dislocations. Although the effects on 
nanostructured materials are less well understood, it seems here that this is at least 
possible and that the second phases may play a positive role in establishing the 
hardness. If this were the case, it might be possible to develop an optimum 
microstructure with second phases in the presence of a nanocrystalline grain 
structure; however, it is likely that second phases will not precipitate without 
simultaneously inducing grain growth. The effects of precipitates on the mechanical 
properties are further discussed in the introduction of Chapter 5. 
The hardness of as-deposited Ni−3 and 5 at.% W was around 350 HV, 
whereas that of the samples with a more W crowded around 600 HV. This can be 
explained by the difference in grain size. The grain size of Ni−12 to 21 at.% W was 
all below 15 nm, and that of Ni−3 and 5 at.% W was above 240 nm (see Section 
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3.2). We reported previously that the grain size decreased with increasing W 
concentration. The decreasing grain size is most likely why the hardness increases 
with increasing W concentration. Analysis using Eq. 4-1 suggests that as-deposited 
Ni−3 to 17 at.% W obeyed Hall-Petch scaling, but Ni−21 at.% W did not. 
Understandably, the latter alloy exhibited a hardness significantly below that which 
would be predicted by Hall-Petch because the it exists in the breakdown regime and 
also contains amorphous phase, thus inducing other effects. 
With the exception of Ni−5 at.% W, all alloys increased in hardness after 
annealing at 437°C. This was not unexpected because there have been countless 
reports of annealing-induced strengthening in the literature [44,45,158,165–171]. A 
number of studies cite excess dislocations, misfit regions, and/or excess free volume 
in as-deposited nanocrystalline metals [165,172,173]. During low-temperature 
annealing, many have suggested that a more equilibrated state is reached by the 
mechanism of “grain boundary relaxation.” Grain boundary relaxation is the process 
by which thermal effects promote the annihilation of defects (without a measurable 
change in grain size) and a more equilibrated grain boundary structure [158]. Wang 
et al. [169] suggested that more equilibrated grain boundaries do not dislocate as 
easily, thus improving the strength [167]. The mechanical behavior, therefore, 
depends not only on the grain size but also the state of the grain boundaries. This is 
a possible explanation for the hardness behavior at 437°C of the current alloys. The 
phenomenon of grain boundary relaxation is elucidated further in the following 
examples. 
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Jang and Atzmon [165] evaluated the possibility of grain boundary relaxation 
in nanocrystalline Fe produced by mechanical attrition. High resolution TEM images 
revealed that lattice planes that were once disconnected in the as-milled condition 
were continuous in the annealed conditions. After annealing, the lattice planes at the 
grain boundary took on more equilibrated structures, and the misfit was 
accommodated by regularly-spaced dislocations. Lattice connectivity at the grain 
boundary was associated with stronger atomic bonds. The authors quickly mentioned 
that there may be other competing processes, for example involving impurities, but 
did not elaborate on the associated mechanisms. Chang et al. [166] argued that the 
increase in hardness in electrodeposited Ni-P was a result of grain boundary 
relaxation, phosphorus segregation, and the reduction of defects in grain interiors. In 
the as-deposited condition, the lattices in grain interior were distorted, and 
dislocations could be easily seen. High-resolution TEM imaging confirmed that the 
grain boundaries were heavily disordered and even occasionally amorphous-like. 
This grain boundary condition, combined with a high density of dislocation sources 
in the grain interior, suggested that grain boundaries had a low resistance to slip, 
thereby reducing the flow stress, or strength. After annealing, however, there were 
fewer defects, and a well-defined equiaxed grain structure with relaxed boundaries 
developed. The number of dislocation sources in the grain interiors decreased; in 
turn, a higher flow stress was needed to emit dislocations from the grain boundaries. 
There was also excess P at the grain boundaries as opposed to the grain interiors after 
annealing, thus implicating another possibility for the reason behind the increase in 
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hardness. Evidence for grain boundary relaxation in the above studies was generated 
by direct microscopic imaging, but more indirect methods like calorimetry have also 
been used [157,174–177]. 
Rupert and Schuh [158] examined Ni-W alloys by further exploring the 
kinetics and grain size dependence of the aforementioned phenomenon. Figure 4-5 
presents Vicker’s hardness data as a function of annealing time for three different 
annealing temperatures. In all three cases, the hardness increases linearly with time 
until it reaches a maximum value, after which it plateaus with further annealing. The 
rate of hardening and the maximum value depended on the annealing temperature, 
with higher temperatures promoting faster and more pronounced hardening. The 
authors speculated that at least two thermally activated processes were responsible: 
one controlling the kinetics of the linear strengthening regime and one limiting the 
maximum hardness that could be reached. Rapid diffusion along triple junctions was 
used to explain the linear strengthening behavior, and the temperature-dependent 
activation of certain relaxation processes was used to explain the limitation on the 
maximum hardness. For the latter, some processes may not be energetically 
accessible at lower temperatures and only active at higher temperatures, thereby 
raising the maximum limit. 
A closer examination using STEM imaging is needed to verify grain 
boundary relaxation in the current alloys, so we can only speculate at this point. 
Aside from grain boundary relaxation, other possibilities include the transport of 
impurities like carbon, which is ostensibly present in these alloys due to evidence of 
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carbides. For example, carbon segregation could be used to explain the interesting 
hardness behavior in Figure 4-5. If carbon segregation somehow improves the ability 
of the grain boundaries to hinder dislocation motion, it could increase the strength. 
Perhaps carbon segregation, like grain boundary relaxation, increases with annealing 
time and reaches a plateau at a certain point. Physically, the point at which it reaches 
the plateau may correspond to the point at which the grain boundaries get saturated 
with carbon. In addition to carbon, the transport of hydrogen during annealing could 
also have an effect on the hardness. Hydrogen atoms get adsorbed and incorporated 
at the cathode surface during deposition. They gather as H2 bubbles in voids or 
vacancies and can have deleterious effects on the mechanical properties. With heat 
treatment, however, hydrogen advances to the film surface and escapes as hydrogen 
gas [121]. Thus, the mechanical properties may improve with increasing annealing 
temperature and time, just as they did in Rupert and Schuh’s study, as more hydrogen 
leaves the system. The above discussion on annealing-induced strengthening may be 
indicative of a promising area of research, in which valuable information regarding 
the mechanisms and how they can be exploited can be gained. 
Returning to the current discussion regarding microhardness data, according 
to Figure 4-2, the hardness decreased at 728°C in comparison to 437°C. In contrast 
to annealing at 437°C, annealing at 728°C generated no significant change in the 
hardness as compared to the as-deposited hardness. Presumably, during the ramp-up 
to 437°C, both alloys experienced the same annealing effects, so the difference in 
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hardness between the 437°C sample and 728°C sample can be viewed as a loss for 
the 728°C sample. 
Not all of the alloys in this study could be analyzed with Hall-Petch because, 
as mentioned previously, the grain size was simply too large in comparison to the 
indentation size. The measured hardness, therefore, did not reflect an average value. 
For example, Figure 4-6 shows indentations from Ni−21 at.% W annealed at (a) 
728°C and (b) 1019°C for 24 hours. Both indentations were around 3.5 μm in width, 
but the grain size of the former alloy was 386 nm, and that of the latter was an order 
of magnitude larger at 2481 nm. Therefore, whereas multiple Ni(W) grains and 
second-phase precipitates (bright regions) could be sampled in the former alloy, only 
one or two were sampled in the latter. The grain size contribution, and thus second 
phase contribution, of Ni−21 at.% W annealed at 1019°C in Figure 4-4, therefore, 
may not be the most accurate representation. The W precipitate in Figure 4-6b takes 
up almost half the entire indent; thus, the hardness may depend strongly on the 
positioning of the indents, especially since W precipitates were shown to have a 
higher hardness than Ni(W) (see Section 4.4). In fact, the W precipitates were so 
large that nanoindentation could be conducted on the individual phases (see Section 
4.4). 
As desired, microhardness testing presented a general overview of the 
mechanical behavior of these alloys. Ni−21 at.% W exhibited the highest hardness 
and thus was pursued with further mechanical testing, as discussed in Sections 4.2-
4.4 and Chapter 5. 
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4.2 High-load Nanoindentation 
In addition to microhardness testing, high-load nanoindentation was 
conducted to yield Young’s modulus values. Young’s modulus values were needed 
to parametrize the elastic constants of the cantilever beams in the finite element 
model (see Section 5.6.3). High-load nanoindentation was conducted at the Army 
Research Lab (Aberdeen Proving Ground, MD) under the guidance of Drs. Chad 
Hornbuckle and Jonathan Ligda. Indentation depths in the range of 1.0-1.5 μm, 
corresponding to indentation widths in the range of 4.3-6.4 μm, and loads in the range 
120-320 mN were used. The large indents, much like those in microhardness testing, 
were intended to represent the alloy on the whole, but because microhardness testing 
does not yield Young’s modulus values, nanoindentation had to be used. 
A total of 6 indents were performed using a Berkovich tip on the polished 
cross-sections of the isochronal Ni−21 at.% W samples. The hardness was 
determined via the Oliver-Pharr method [178]. The results, however, were 
inconclusive because they were accompanied by high variability, due in part to a 
significant amount of mechanical drift. It was difficult to perform more indents due 
to spatial limitations. 
 
4.3 Automated Nanoindentation 
A second attempt was made at determining the Young’s modulus by using 
automated nanoindentation. Automated nanoindentation was a feature of the 
instrument designed to perform a large array of indents at a relatively fast pace. A 
total of 600-1000 indents were performed using a Berkovich tip on both the 
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isochronal and isothermal Ni−21 at.% W sets of samples. The large number of 
indents ensured statistical soundness, especially for the samples with microstructural 
inhomogeneity. Shallower indentation depths are more compatible with this 
technique, so indents were only displaced to about 110 nm, which corresponded to 
indent widths of 460 nm. Previous instrumented (nano)indentation conducted with 
the help of Drs. Gang Feng and Di Zhang at Villanova University using continuous 
stiffness measurements (CSM) on a different set of Ni-W alloys revealed that the 
Young’s modulus decreases with increasing indentation depth up to around 100 or 
150 nm, after which it plateaus with further penetration. Because 110 nm is within 
this range, we postulate that the Young’s modulus was not affected, at least 
significantly, by the shallower depths required for automated indentation. Similarly, 
the hardness decreased with increasing indentation depth, however to a depth of 
around 250 nm. Because 110 nm is much lower than 250 nm, it is possible that the 
hardness values generated herein represent upper bounds. In fact, comparison to the 
literature seemed to support this, as shown below. Here, because the indents were so 
small, there was more scatter in the data as microstructural phases were targeted on 
a more individual level. More scatter, however, does not necessarily mean the 
average values are any less accurate. Because of the sheer number of indents that 
were performed, we could still presumably generate Young’s modulus values that 
were representative of the whole alloy. 
The average Young’s modulus and hardness of the isochronal samples are 
displayed in Table 4-2 and a graphical representation in Figure 4-7a with standard 
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deviation. Compared to the hardness of Ni−21 at.% W in Figure 4-2, that in Figure 
4-7a follows the same trend. The hardness increases after annealing at 437°C, then 
decreases to an intermediate value at 728°C, and then it finally decreases to the 
lowest value yet at 1019°C. The as-deposited hardness was 10.4 GPa, which is 
approximately 3 GPa higher than literature values for alloys with similar composition 
[21,33]. For example, Giga et al. reported a hardness of 6.9 GPa for nominally 
amorphous Ni−19.6 at.% W, and Sunwang et al. reported a hardness of 7.0 GPa for 
Ni−22 at.% W with a grain size of 3 nm. The higher hardness values in this study 
are most likely due to size effects, i.e. indentation depth effects. In addition, the 
discrepancy in data may also be attributed to the small proximity with which indents 
were spaced, a situation in which subsequent indents would be affected by the plastic 
field of previous indents. It is for these reasons that the hardness determined by 
microhardness testing may have been more reliable than those determined by 
automated indentation. As mentioned previously, the microhardness results agreed 
well with the literature. 
Fortunately, the Young’s modulus was of primary interest in the automated 
indentation tests. As shown in Table 4-2, the as-deposited modulus was 204 GPa, 
increased to 246 and 292 GPa at 437°C and 728°C, respectively, and decreased 
slightly to 279 GPa at 1019°C. These modulus values were used to define the 
material of the cantilever beams in the finite element model (see Section 5.6.3). 
Typically, the modulus is relatively insensitive to microstructural changes since it is 
a measurement of the interatomic forces that vary with the type of bonding. Thus, 
69 
 
because the microstructure underwent such drastic evolution with heat treatment for 
the current samples, the discrepancy in modulus could have to do with different 
phases having different modulus. The increasing scatter with heat treatment 
temperature could be used to support this and is a reflection of the increasing 
inhomogeneity of the microstructure. Because the modulus of elemental Ni is around 
200 GPa [179], one may question the rather high modulus values in Table 4-2. The 
modulus of elemental W is around 411 GPa [180]. The highest modulus based on the 
isostrain model for, for example, the 1019°C alloy is 224 GPa, and yet the measured 
value was 279 GPa. Thus, the inhomogeneity of the microstructure cannot fully 
account for the large discrepancy in modulus. Other effects must have contributed. 
However, the experimental results (see Section 5.6.3) corroborated the results of the 
finite element analysis for which these modulus values were used. Thus, there 
appears to be validity in the modulus measurements. 
The results of the isothermal Ni−21 at.% W samples are displayed in Figure 
4-7b. The hardness does not follow a particular trend. Instead, it starts out at 10.4 
GPa, increases to 12.5 GPa after 1 hour, decreases after 4 and 12 hours, and increases 
again to 12.3 GPa after 24 hours. These values are again higher than those in the 
literature for reasons mentioned above. It is unclear why the hardness fluctuates so 
significantly with increased annealing time. A possible explanation is that grain 
boundary relaxation takes place relatively quickly and causes the hardness to 
increase within an hour, despite the large jump in grain size from partially amorphous 
with 5-nm crystallites to fully crystalline with 122 nm grains (see Table 3-2). Then, 
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further grain coarsening causes the hardness to decline after 4 hours and 12 hours. 
The final increase in hardness after 24 hours, however, seems peculiar. We remind 
the reader that these hardness measurements were generated from rather small 
indentations (460 nm in width), so unlike the microhardness indents, each indent here 
sampled different volume fractions of each phase not only across different alloys but 
also within the same alloy. Thus, size effects may still remain an issue. Conclusions 
should be held off until more reliable results can be generated from using deeper 
indentation depths and farther-spaced indents. 
 
4.4 Nanoindentation of Individual Phases 
A unique advantage of instrumented indentation is the ability to position 
indents with high spatial resolution. The mechanical properties of small volumes can 
therefore be quantified. Ni−21 at.% W annealed at 1019°C had elemental W 
precipitates around 2 μm in size within a matrix of Ni(W) grains that were 2.5 μm in 
diameter. It was therefore feasible to gather hardness data from the individual W 
precipitates. 
Tests were conducted using a cube corner tip on polished cross-sections at 
loads of 2600 μN, which yielded average displacements of 185 nm for Ni(W) and 
170 nm for W. The load schedule was set to run with a 5-second ramp-up, 2-second 
dwell, and 5-second ramp-down. A total of 18 and 16 indents were performed on 
Ni(W) and W, respectively. Figure 4-8 shows SEM images of the sample post-
indentation, and Figure 4-9 shows the quantitative data with standard deviation. The 
hardness of Ni(W) was 9.8 GPa, whereas that of W was 10.5 GPa, making the W 
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precipitates 0.7 GPa harder than Ni(W). Although the precipitates are relatively 
large, deformation interference from the surrounding Ni(W) matrix was unavoiable. 
In addition, because the cross-section was only a 2-D projection of the 
microstructure, it was unknown what phases lay beneath the surface. As such, 
deformation interference from microstructural features below the surface was also 
likely. This means that the difference in hardness between Ni(W) and W should in 
reality be larger and the errors smaller. The hardness may have also been a function 
of the indentation depth, since the displacements were shallower than 250 nm (see 
Section 4.3). Indenting to depths as high as 250 nm, however, would have 
exacerbated the deformation interference. Therefore, the current results should only 
be interpreted relative to each other. 
Data about the mechanical behavior of individual phases can elucidate how 
they behave individually and in synergy with the rest of the microstructure. This 
information can be used to develop models with which to predict the mechanical 
properties. For example, as a first approximation, the “rule of mixtures” can be used 
to determine the Young’s modulus of a composite [181]. For a dual-phase 
microstructure like that of the current alloy, the global Young’s modulus can be 
determined by implementing the volume fractions of individual phases along with 
their respective modulus into the classic rule of mixtures equation. Thus, the value 
of determining the intrinsic strength of phases lies in the subsequent conclusions that 
can be made regarding the mechanical behavior. Elements that promote favorable 
behavior can be exploited in generation of an optimum microstructure.  
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4.5 Summary 
 This chapter discusses a mechanical characterization of the Ni-W alloys in 
regards to hardness testing. 
 
1. With the exception of the Ni−21 at.% W alloys, Vicker’s microhardness data 
showed that the alloys had a general tendency to obey Hall-Petch scaling. 
2. The alloys exhibited annealing-induced strengthening at 437°C, which may 
be due to grain boundary relaxation and/or impurity contamination effects. 
3. The hardness decrease at 728°C can be seen as a loss. There was a 
pronounced second phase strengthening contribution at 728°C and 1019°C 
for Ni−21 at.% W. 
4. The hardness from automated nanoindentation followed the same trend as 
that from microhardness testing. The values, however, represented upper 
bounds. The Young’s modulus from automated nanoindentation was used to 
define the elastic constants of the cantilever in the finite element model (see 
Section 5.6.3). 
5. The hardness of the isothermal Ni−21 at.% W samples did not follow any 
particular trend; thus, the results are inconclusive. 
6. The hardness of the individual W precipitates was 0.7 GPa higher than that 
of Ni(W). This value is likely to be larger without deformation interference.  
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Figure 4-1: Impressions from Vicker’s hardness testing showing noticeable pile-up 
in (a) Ni−3 at.% W, (b Ni−5 at.% W, (c) Ni−12 at.% W, (d), Ni−17 at.% W, and 
(e) Ni−21 at.% W annealed at 437°C for 24 hours 
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Alloy 
As-deposited 
(HV) 
437°C 
24 hours 
(HV) 
728°C 
24 hours 
(HV) 
1019°C 
24 hours 
(HV) 
Ni−3 at.% W 354 ± 11 656 ± 33 194 ± 8 192 ± 11 
Ni−5 at.% W 367 ± 12 306 ± 7 215 ± 6 164 ± 15 
Ni−12 at.% W 604 ± 19 611 ± 9 360 ± 19 291 ±13 
Ni−15 at.% W 604 ± 19 821 ± 19 391 ± 19 304 ± 15 
Ni−17 at.% W 621 ± 21 737 ± 4 378 ± 10 266 ± 16 
Ni−21 at.% W 633 ± 26 1005 ± 25 683 ± 19 388 ± 39 
Table 4-1: Vicker’s hardness data for as-deposited Ni−3 to 21 at.% W and 
annealed at 437°C, 728°C, and 1019°C for 24 hours 
 
 
 
 
 
Figure 4-2: Vicker’s hardness behavior of Ni−3 to 21 at.% W annealed at 437°C, 
728°C, and 1019°C for 24 hours 
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Figure 4-3: Hall-Petch plot for Ni-W 
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Figure 4-4: Grain size strengthening contribution (unless otherwise noted) of the 
isochronal samples 
 
 
 
 
 
Figure 4-5: Vicker’s hardness behavior as a function of time at (a) 150°C, (b) 
225°C, and (c) 300°C [158] 
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Figure 4-6: Microhardness indentations of Ni−21 at.% W annealed at (a) 728°C and 
(b) 1019°C showing the relationship between the microstructural inhomogeneity and 
indent size 
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Ni−21 at.% W As-deposited 
437°C 
24 hours 
728°C 
24 hours 
1019°C 
24 hours 
Young’s 
Modulus (GPa) 
204 ± 17 246 ± 23 292 ± 32 279 ± 47 
Hardness (GPa) 10.5 ± 0.7 13.6 ± 2.5 12.3 ± 1 9.0 ± 1.5 
Table 4-2: Young’s modulus and hardness of as-deposited Ni−21 at.% W and 
annealed 437°C, 728°C, and 1019°C for 24 hours using automated nanoindentation 
(the isochronal samples) 
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Figure 4-7: Automated nanoindentation data showing Young’s modulus and 
hardness of (a) as-deposited Ni−21 at.% W and annealed at 437°C, 728°C, and 
1019°C for 24 hours (the isochronal samples) and (b) as-deposited Ni−21 at.% W 
and annealed at 728°C for 1 hour, 4 hours, 12 hours, and 24 hours (the isothermal 
samples) 
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Figure 4-8: Nano-indentations on the (a) Ni(W) matrix and (b) elemental W 
precipitate in the Ni−21 at.% W alloy annealed at 1019°C for 24 hours 
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Figure 4-9: Nanoindentation hardness of the Ni(W) solid solution matrix in 
comparison to the elemental W precipitates 
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5 Chapter 5: Fracture-mechanical Characterization 
It was of interest to explore fracture phenomenon in as-deposited and 
annealed Ni−21 at.% W. This was because Ni−21 at.% W, in contrast to the other 
alloys, revealed a diverse spectrum of microstructures after different heat treatments.  
The prior work of Cao et al. [97] on electrodeposited Ni-W was discussed in 
Section 1.4. Because the current alloys did not contain the oxides evidenced in their 
study, thus yielding completely different microstructures, different mechanical 
behavior was expected. The effect of Ni6W6C, elemental W, and Ni4W on the 
fracture behavior also drew curiosity. For coarse-grained materials, introducing 
precipitates to the matrix has been shown to improve the hardness, fracture 
toughness, fracture strength, tensile strength, and elongation to failure [182], and the 
suggested mechanisms usually involve the precipitates acting as obstacles to 
dislocation slip. Literature on the effects of nano-size precipitates on the strength of 
structural materials are confined to microcrystalline matrices [29]. For example, Zhu 
et al. examined how varying amounts of SiC affected the mechanical properties of 
microcrystalline ZrBr2 and found that the fracture toughness of ZrB2-SiC composites 
was significantly higher than that of monolithic ZrB2. Crack deflection and crack 
bridging were observed near the SiC particles, as shown in Figure 5-1. These 
mechanisms cause energy dissipation during fracture, which leads to an enhanced 
fracture toughness [183,184]. Cast stainless steels with nano-scale carbide 
precipitates have been shown to have exceptional strength and creep resistance  up 
to operating temperatures of 800°C [185]. 
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Although dislocation activity in fine-grained materials is not well understood, 
many studies have shown that particles in nanocrystalline matrices can be beneficial 
as well. Improvements in hardness, yield strength, and tensile strength have been 
documented [186–191], as well as improvements in ductility and toughness 
[186,189]. For example, Zimmerman et al. [186] reported that the fracture surface of 
Ni-SiC nano-composite revealed a typical fibrous cup-and-cone morphology, 
whereas that of monolithic nanocrystalline Ni with similar grain size revealed 
cleavage facets typical of brittle failure. This is in contrast to Koch et al. [156], who 
in their overview on structural nanocrystalline materials briefly remarked that 
carbides, oxides, and nitrides—along with other brittle intermetallics—may 
adversely affect the ductility and toughness. The authors did, however, acknowledge 
that more work was needed to substantiate the claim (or any claim for that matter). 
Determining the role of the second phases in the current alloys on the 
mechanical behavior would greatly aid in the successful exploitation of Ni-W. 
However, the fracture behavior of the alloys devoid of second phases were equally 
worthy of investigation for the purpose of establishing structure-property 
relationships. This chapter presents a fracture analysis of the isochronal Ni−21 at.% 
W alloys. 
 
5.1 Microcantilever Beam Fabrication 
A detailed procedure on how to fabricate the cantilever beams is provided in 
Appendix B: Microcantilever Beam Fabrication Procedure. A summary and 
explanation will be given here. Micro-sized notched beams were fabricated by FIB-
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milling using an accelerating voltage of 30 kV. They were positioned at a near-edge 
region of the polished cross-section, as shown in Figure 5-2, so as to minimize the 
amount of bulk material that had to be removed. This was also done to facilitate 
milling of the under-side of the beams. 
The beams were milled to nominal dimensions of 3 μm × 3 μm × 15 μm 
(aspect ratio W:B:L=1:1:5), as shown in Figure 5-3a viewed from the top of the beam 
and Figure 5-3b viewed from the side in the area of the notch. These dimensions 
were identical to those established by Cao et al. [97].  The dimension L is the distance 
from the notch to the loading point. The dimension a in Figure 5-3b represents the 
absolute value of the notch depth but will be conveyed henceforth as the ratio 
𝑎
𝑊
, e.g. 
0.4W. A starting current of 30 nA was used to remove the bulk material, followed 
by progressively lower currents. The as-deposited and 437°C samples were final 
cleaned with milling currents of 500 pA, but the 728°C and 1019°C samples were 
final cleaned with 300 pA because the different sputtering rates for the second phases 
caused non-uniform milling. 
Finite element analysis (FEA) had to be conducted in order to establish the 
relationship between the beam compliance and the crack length (discussed in detail 
in Section 5.6.3). This entailed building models with different notch depths, namely 
0.3W-0.7W in increments of 0.1W. Similar notch depths were tested experimentally 
with the as-deposited sample to evaluate the validity of the model. To determine the 
milling specifications, i.e. currents, times, and pattern dimensions, for the desired 
notch depths, cracks were milled into bulk material in the vicinity of the beams and 
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their depths subsequently measured from cross-sectional slices. The milling 
procedure was adjusted accordingly to yield the desired lengths. Milling for every 
notch ended with the same milling step (10 pA, 10 minutes) so that they would have 
the same notch tip radii. 
Once the finite element model was verified (see Section 5.6.3), we started 
fabricating the beams that were actually going to be used in the fracture analysis. All 
beams were fabricated with the same notch milling procedure to keep the test 
parameters as consistent as possible. The procedure for milling a 0.4W notch in the 
as-deposited sample was used, but due to slight variations in the sputtering rates for 
each alloy, the resulting notch ranged between 0.4W and 0.5W. It was important, 
therefore, to measure the notch depth prior to every test. Sometimes, the resulting 
notch depth would deviate significantly, in which case the beams were scrapped and 
not factored into the analysis. Ultimately, the notch depth was shown to not affect 
the fracture toughness. 
The notches were milled from the top of the beams, as this created smaller 
notch tip radii and therefore sharper notches [103] as opposed to milling from the 
side. Beams were milled to have a nominal width of B=3 μm, as stated above, but 
the notch was milled with a length of 3.6 μm in the B direction when the beam width 
was B=4 μm. This left 200 nm of material on either side. This was done to prevent 
the ends of the notch from milling faster on the edges of the beam. The 200-nm of 
material was milled away with a final cleaning step to reveal a uniformly deep notch. 
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5.1.1 FIB-induced Artifacts 
One point of contention with small-scale testing at the FIB workstation is the 
possibility of damage induced by the Ga ion beam. Higher surface-to-volume ratios 
associated with smaller samples increases the likelihood that ion bombardment and 
implantation will affect the mechanical properties [192]. Detailed investigations on 
semiconductor materials, especially Si, involving TEM [193–198] and Monte Carlo 
simulation [196,198–200] reported an amorphous layer several 10s of nanometers 
thick depending on the kinetic energy, incidence angle, and milling geometry. 
Kiener et al. [192] investigated the Ga ion damage of polycrystalline copper 
under various milling conditions using conventional TEM and Auger electron 
spectroscopy. Figure 5-4 shows the concentration-depth profiles of ion implantation 
for various milling currents at an accelerating voltage of 30 kV. The penetration did 
not exceed 20 nm at a current of 500 pA and 2 nm at 50 pA. It is likely that these 
values are even lower for Ni-W considering its strength. For notched beams, the 
deformation activity in the plastic zone ahead of the notch tip governs the fracture 
behavior. Because the notches in the current study were final milled with a current 
of 10 pA, there should be negligible damage from the Ga ions. Kiener’s findings 
suggest that FIB-induced artifacts only have a defining effect on the mechanical 
properties when the systems tested are in the sub-micron regime. 
 
5.2 Testing Procedure 
Fracture toughness testing was conducted using a Hysitron PI 85 
PicoIndenter, pictured in Figure 5-5. The system was loaded inside an SEM for in-
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situ testing. In-situ SEM testing permits direct observation of crack initiation and 
propagation. However, the crack growth in this study was not monitored by direct 
observation due to poor image resolution. The resolution could not be improved, 
however, because multiple frames per second were needed to capture incremental 
steps in the fracture process. An alternative method will be discussed in Section 5.5. 
A total of 3 beams were tested for each alloy. 
 
5.2.1 Indentation Tip 
In prior works, Berkovich [201] and cube corner [202] tips have been used to 
conduct similar tests. These tips were used for various reasons. First, it is easier to 
position tips with a pointed end and thus avoid problems associated with off-center 
placement. Second, the indentations left behind by sharp tips are more visible and 
make it easier to measure the bending length L from the point of contact to the notch. 
Ast et al. [203] used a wedge-type indenter, stating that the rounded end reduced 
indentation into the beam surface and limited the deformation to only elastic effects. 
As such, the authors found it unnecessary to conduct a contact stiffness correction 
(see Section 5.4). It was for this reason that a cono-spherical tip with a 1-μm radius 
of curvature was used in this study. It became apparent, however that a contact 
stiffness correction need still be applied. Despite the bluntness of the cono-spherical 
tip, no difficulty was encountered positioning the tip on the desired loading point, 
especially with the help of FIB-milled markers (shown in Figure 5-3a). Therefore, 
all beams underwent pure bending free of any torque, which was made further 
evident by top-down images of the beams post-fracture, as shown in Figure 5-6. 
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5.2.2 Load-controlled Testing 
Tests were conducted with load-control under quasi-static conditions: 
multiple load-unload cycles were implemented with a sequence of incremental 
increases of 25 μN (starting at a load of 50 μN) followed by partial unloads. For peak 
loads of 50 μN to 225 μN, the beams were unloaded to 25 μN. For peak loads of 250 
μN and above, the beams were unloaded to 200 μN below the peak load. Thus, the 
lower loads were accompanied by fewer data points in the unload portions. An 
example of the load-time schedule is given in Figure 5-7. Following the procedure 
established by Cao et al. [97], a loading rate of 5 μN/s was used. The long durations 
associated with such a slow loading rate, however, exacerbated the extent to which 
thermal drift affected the test. Thermal drift under these circumstances significantly 
changed the moment arm of the beam and therefore compromised the validity of the 
load-displacement data. Typically, artifacts from thermal drift can be eliminated by 
applying a drift correction with the Hysitron software. Once the test is started, the 
Hysitron software first measures the drift over the span of a couple minutes, then 
presumably converts that to a drift rate with which to apply to the upcoming test. 
This only makes sense if the drift rate is constant during the calibration and the test. 
However, we observed that the drift rate decreases over time. Thus for tests much 
longer than 2 minutes, the drift correction applied by the software would have been 
insufficient. For this reason, the loading rate was increased to 150 μN/s so that tests 
would be limited to around 2 minutes, and the load-displacement measurements 
would consequently be minimally affected by thermal drift. Prior studies on 
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cantilever beams reported that the loading rate did not have a noticeable effect on the 
mechanical behavior [204,203]. Therefore, a relatively fast loading rate of 150 μN/s 
still reflected the intrinsic behavior of the beams. Attempts at—and the associated 
implications of—conducting tests under displacement-control are discussed in 
Section 5.9.2. 
 
5.3 Fracture Toughness Quantification Methodology 
The fracture characterization provided herein aimed not only to elucidate the 
fracture behavior of Ni-W alloys but also to develop an effective framework with 
which to test and analyze micro-sized (elastic-plastic) samples. To accomplish this, 
there must be a discussion on the experimental methodology for quantification.  
 
5.3.1 Linear Elastic Fracture Mechanics 
In notched specimens, most of the deformation activity is confined to the 
crack tip because it acts as a stress concentrator. The deformation behavior of 
materials determines which fracture mechanics parameter should be used for 
characterization and can be classified under three categories: linear elastic, non-
linear elastic, and elastic-plastic. Fracture is defined by the associated micro-
mechanism(s) and is usually described as being ductile or brittle. Linear elastic 
samples, i.e. brittle samples, often exhibit cleavage facets and/or evidence of ductile 
micro-void processes. The stress intensity factor, K, proposed by Irwin [205] predicts 
the stress state (the intensity of the elastic field) in the plastic/damage zone ahead of 
the crack tip with the application of a load. The K factor establishes a failure criterion 
for brittle materials; once K reaches a critical value, known as the fracture toughness 
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KIC, fracture occurs. Macroscopically, the sample demonstrates crack initiation at a 
discrete point, corresponding to a sudden drop in load and followed by rapid unstable 
fracture. Thus, the fracture toughness is defined by the energy required to initiate—
not extend—the crack and is measured as a point value. 
Constraints on the crack tip are a function of sample size, thickness, and 
configuration and can greatly affect the toughness. Higher constraints result in higher 
stresses and less yielding at the crack tip, making samples more brittle and less 
ductile. Lower constraints have the opposite effect. For this reason, and to promote 
a database of comparable, constraint-independent results, standards for fracture 
toughness testing have been developed with a list of recommended restrictions, 
including but not limited to the crack depth to width ratio (
a
W
), remaining ligament to 
thickness ratio (
W−a
B
), and minimum specimen size. The present discussion includes 
references to those established by the American Society for Testing and Materials 
(ASTM). Currently, ASTM standards for fracture toughness testing (ASTM E399 
[206] and E1820 [113]) exist only for conventional large-scale testing of bulk 
specimens, in which the minimum specimen size is in the millimeter regime. Because 
testing was conducted on a much smaller scale in this study, not all recommendations 
could be met (see Section 5.9.1). As such, the measurements given henceforth are 
conditional values and will be given with the subscript “Q.”  
The critical stress intensity factor KI is only a material property when it is 
geometry-independent. To be geometry-independent, KI must be determined under 
plane-strain conditions. Plane-strain conditions prevail when the size of the plastic 
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zone is small in relation to the thickness B. When the size of the plastic zone is large, 
plane-stress conditions prevail, and the constraint at the crack tip relaxes, which 
lowers the stress triaxiality and results in a higher toughness [207]. This toughness 
decreases with increasing thickness B until it reaches a plateau. The KI corresponding 
to the onset of this plateau is the plane-strain fracture toughness, or KIC. ASTM E399 
was developed for plane-strain conditions to ensure that the reported toughness 
corresponds to the lower bound of KI. Fracture toughness based on plane-strain 
conditions, as opposed to plane-stress conditions, therefore, are more conservative 
and may be better suited for safety considerations in engineering design. According 
to ASTM E399, a valid KIC is only generated when the following specimen size 
restrictions are met: 
 
a, B, (W − a) ≥ 2.5 (
KI
σY
)
2
  (Eq. 5-1) 
 
Thus, the plastic zone must be a small fraction of the specimen dimensions in order 
for the measured properties to maintain size-independency.   
The conditional plane strain fracture toughness, or KIQ, of single-edged 
notched cantilever beams can be expressed as the following [208,209]: 
 
KIQ =
6PL
W2B
√πa f(
a
W
)  (Eq. 5-2) 
 
where P is the applied load, L, W, and B are again beam dimensions, a is the crack 
length, and f(
𝑎
𝑊
) is a dimensionless term describing the geometry of the beam. Figure 
5-8 shows an example of a typical bend test before and after fracture and all the 
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associated variables that go into Eq. 5-2. All beam dimensions were measured prior 
to testing. 
The 
6𝑃𝐿
𝑊2𝐵
√πa portion of Eq. 5-2 does not apply to a specific beam geometry 
and can thus be used for specimen dimensions with any aspect ratio. The geometry 
function f(
𝑎
𝑊
), however, depends on 
𝑎
𝑊
 for a specific aspect ratio. The standard 
specimen for bend testing in ASTM E399 and E1820 is a single edge-notched beam 
loaded in three-point bending. According to the standards, f(
𝑎
𝑊
) for a beam that 
satisfies the notch depth restriction of 0.45<
𝑎
𝑊
<0.55 is as follows: 
 
𝑓 (
𝑎
𝑊
) =
3 (
𝑎
𝑊)
1
2
[1.99 − (
𝑎
𝑊) (1 −
𝑎
𝑊) (2.15 − 3.93 (
𝑎
𝑊) + 2.7 (
𝑎
𝑊)
2
)]
2 (1 + 2
𝑎
𝑊) (1 −
𝑎
𝑊)
3
2
 
 
(Eq. 5-3) 
 
ASTM, however, does not supply the same information for cantilever geometries. 
Thus, we had to generate our own f(
𝑎
𝑊
) expression. This was accomplished by Yuwei 
(Fiona) Cui from Lehigh University by using finite element software. 3-D models 
were built in ANSYS Mechanical APDL and processed in FRAC3D. FRAC3D is a 
software developed by past researchers at Lehigh University [210] specifically to 
solve fracture-mechanical problems with the benefits of enriched elements. This is 
achieved by using the correct asymptotic crack tip stress field for direct computation 
of the stress intensity factors. FRAC3D was chosen over commercial codes like 
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ANSYS and ABAQUS because it is better at dealing with singularity and mesh 
refinement issues. By the above method, f(
𝑎
𝑊
) was determined to be: 
 
𝑓 (
𝑎
𝑊
) = 1.55 − 6.61 (
𝑎
𝑊
) + 38.52 (
𝑎
𝑊
)
2
− 91.07 (
𝑎
𝑊
)
3
+ 83.04 (
𝑎
𝑊
)
4
  
 
 (Eq. 5-4) 
 
The above equation is valid for cantilever geometries with notch depths in the range 
0.2-0.5W. Similar procedures were been followed by Wurster et al. [211], Matoy et 
al. [98], and Maio and Roberts (pentagon cross-section) [106] to determine the 
polynomial function of the shape factor valid for a specific aspect ratio. 
Because inherent errors in FIB fabrication generate beams that vary slightly 
in dimension from sample to sample, concerns regarding the dimensional effect on 
f(
𝑎
𝑊
) have been raised. Iqbal et al. [103], however, showed via FEA that a slightly 
varying 
𝐵
𝑊
 has no effect on f(
𝑎
𝑊
) and thus the fracture toughness. Figure 5-9 shows 
the calculated geometry functions for 
𝐵
𝑊
=0.6 and 0.8 as a function of different crack 
lengths, and the curves virtually overlap. In addition, Ahmad [212] also revealed via 
FEA that when 
𝑎
𝑊
, 
𝐵
𝑊
, and L are varied, all other things being equal, the absolute value 
of the stress intensity factor and applied load change, but the ratio between the two, 
and thus the geometry function, remain the same. The results of this work suggest 
not only that slight deviations in dimension may not affect the fracture toughness, 
but also that there is a certain amount of freedom associated with choosing an aspect 
ratio with which to fabricate beams. Despite this, extreme care was taken in this study 
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to precision mill the beams to an aspect ratio of 1:1:5. There was negligible error in 
the beam dimensions, so the results should not be affected by dimensional artifacts 
induced by the FIB. 
 
5.3.2 Non-linear and Elastic-plastic Fracture Mechanics 
The foregoing approach is only applicable to metals that exhibit 
predominantly linear elastic deformation behavior, i.e. the stress intensity factor is 
only applicable to brittle materials. Thus far, we have not considered plastic effects; 
yet, most metals fail with a certain amount of ductility, in which case K factor theory 
becomes invalid, and non-linear fracture mechanics must be alternatively applied. In 
this case, linear elastic fracture mechanics would underestimate the fracture 
toughness. For materials that exhibit non-negligible but only minimal plasticity at 
the crack tip, simple corrections to linear elastic fracture mechanics are available 
[213–215]. As the material becomes more and more inelastic, however, the K factor 
becomes increasingly inaccurate in characterizing the stress state in the plastic zone, 
and one must use other fracture parameters. Other parameters include the J-integral, 
crack tip opening displacement (CTOD), and crack-tip opening angle (CTOA). 
Of the three parameters, here we use the J-integral. The J-integral was 
proposed by Rice [216] to extend the available fracture mechanics beyond linear 
elastic phenomenology. The J-integral is defined as: 
 
J = ∮ (wdy − Ti
∂ui
∂x
ds)
𝚪
  (Eq. 5-5) 
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where Γ is an arbitrary path around the crack tip, as shown in Figure 5-10, w is the 
strain energy density, Ti are components of the traction vector, ui are the components 
of the displacement vector, ds is the length increment along the contour, x and y are 
the rectangular coordinates with y taken to be the direction normal to the crack line 
and the origin at the crack tip. The strain energy density is defined as: 
 
w = ∫ σijd
εij
0
εij  (Eq. 5-6) 
 
where σij and εij are the stress and strain tensors, respectively. The traction is a stress 
vector normal to the contour, and its components are given by: 
 
Ti = σijnj (Eq. 5-7) 
 
where nj are the components of the unit vector normal to Γ. 
Rice showed that the J-integral is independent of the path of integration 
around the crack tip and is thus called a path-independent integral. In essence, the J-
integral is a more general version of the elastic strain energy release rate G, which is 
uniquely related to the K factor, in non-linear materials. In fact, for the special case 
of a linear elastic material, J=G. One can apply the line integral definition and 
measure the J-integral by attaching an array of strain gages in a path around the crack 
tip. However, the instrumentation required for this is highly cumbersome, and the 
numerical analyses are not straight-forward [217]. The most feasible way to calculate 
J is via J-R curves, also known as R-curves or crack resistance curves. J-R curves 
can be generated by conducting single-specimen or multi-specimen tests. Here we 
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use single-specimen tests. The most common single-specimen test, proposed by 
Clarke et. al [218], requires monitoring crack initiation and propagation. This entails 
implementing a sequence of incremental load-partial unload cycles (introduced in 
Section 5.2.2), as shown in the schematic in Figure 5-11. The slopes of the unload 
data are equivalent to the stiffness—or inverse compliance—of the beam and thus 
are an indication as to the extent of crack growth. As shown by the schematic, linear 
elastic loading is followed by plastic yielding, and the slopes (solid lines) of the 
unloading data in those two regimes remain the same with repeated cycles. When the 
crack initiates or damage occurs, the slopes (dashed lines) begin to decrease, which 
means the beam becomes less stiff and more compliant. Section 5.5 discusses the 
details involved with measuring the compliance. Thus, one can indirectly monitor 
the crack length by directly monitoring the beam compliance. The relationship 
between the two, however, must be established and is discussed in Section 5.6.3. 
In this set-up, the only way the crack length can be directly monitored is by 
optical measurements from the side of the beam (Figure 5-3). Considering the small 
lengths scales, however, accurate measurements can only be attained if the load 
function is held constant long enough to take a high-resolution image. Multiple hold 
segments, however, would prolong the test and thus increase the likelihood of 
thermal drift effects. 
Regardless of the method for monitoring crack growth, a corresponding J 
value must be determined for each crack length measurement. To calculate J, ASTM 
E1820 distinguishes an elastic component and a plastic component: 
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J = Jel + Jpl  (Eq. 5-8) 
 
in which the elastic component Jel can be regarded as the elastic strain energy release 
rate G and directly calculated from the K factor, as shown below: 
 
Jel =
KIQ
2(1−ν2)
E
  (Eq. 5-9) 
 
where ν is Poisson’s ratio and E is Young’s modulus. The separation of the elastic 
and plastic components means that the J-integral can, in principal, be used to 
determine the fracture toughness of linear elastic—or predominantly linear elastic—
materials. The concurrent elastic and plastic terms in Eq. 5-8 is intended to improve 
the accuracy of J for materials in which there is negligible plasticity. Given that Ni-
21 at.% W in the current study ranged from being linear elastic to elastic-plastic, the 
J-integral provided measurements that were more consistent and available for direct 
comparison. 
As mentioned above, the J-integral had to be calculated incrementally 
throughout the test. The most logical time to update the J value was after each unload, 
since the crack length was also updated then. The plastic component of J 
corresponding to the ith unload is given as [113]:  
 
Ji
pl
= Ji−1
pl
+ [
η(Ai
pl
− Ai−1
pl
)
B(W − ai−1)
] [1 − γ (
ai − ai−1
bi−1
)] 
 
(Eq. 5-10) 
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where Apl is the plastic area under the load-displacement record, as shown in Figure 
5-12a, B, W, and b are beam dimensions, and ai−ai-1 is the change in crack length. 
The quantity b is equivalent to W−a0, where a0 is the starting crack length. The η and 
γ quantities are constants that are replaced with 1.9 and 0.9, respectively, when the 
load-line displacement is used to measure Apl. 
Here we use the load-line displacement—as approximated by the movement 
of the indentation tip—to measure Apl. The quantity 𝐴𝑖
𝑝𝑙 − 𝐴𝑖−1
𝑝𝑙
 is the increment in 
plastic area between unloads, which can be understood physically by plotting the 
incremental peak loads with the corresponding plastic displacement, as shown in the 
schematic in Figure 5-12b. The plastic displacements are obtained by drawing a line 
with the same slope as the original elastic loading slope from the peak load to the x-
axis, at which the intersection marks the plastic displacement associated with that 
peak load, as shown in Figure 5-12a. Red dots and arrows have been added to Figure 
5-12b illustrate how the plastic displacement progresses quantitatively in the linear 
elastic regime at the beginning of the test. In the linear elastic regime, the beam 
should experience full recovery upon unloading, which means that the load-
displacement record should be traced back to the origin; the plastic displacement 
would consequently remain at zero. Mathematically, 𝐴𝑖
𝑝𝑙
 can be calculated as 
follows:  
Ai
pl
= Ai−1
pl
+ (νi
pl
− νi−1
pl
) (
Pi+Pi−1
2
)  (Eq. 5-11) 
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where ν and P were defined previously and are Poisson’s ratio and the load, 
respectively. Thus, the increment in plastic area is calculated from the increment in 
plastic displacement multiplied by the average of the new and old load.  
 The quantity Ji
pl
, therefore, is calculated by taking the existing J, or Ji−1
pl
, and 
modifying it with an increment that accounts for the growing crack. Thus, Ji
pl
 
represents the total crack growth-corrected plastic component of J at the ith load. The 
quantity Ji
pl
 gets plotted as a function of the corresponding incremental crack growth 
Δa (change in crack length per cycle) to generate the J-R curve. Figure 5-13 shows a 
typical J-R curve for ductile metals and how the critical value of J, or JQ, is deduced. 
According to ASTM E1820, JQ is derived from the region of qualified data on the J-
R curve. Any data falling outside this region is considered to be invalid. This region 
is bound by the coordinate axes and the Jmax and Δamax limits. The maximum J-
integral capacity for a specimen is given by the smaller of the following: 
 
Jmax =
b0σY
10
  (Eq. 5-12a) 
 
Jmax =
BσY
10
  (Eq. 5-12b) 
 
where b0 is again W−a0, and σY, defined previously, is the yield strength. The 
maximum crack extension capacity is given as: 
 
Δamax = 0.25b0  (Eq. 5-13) 
 
Both values get added to the J-R curve along with additional lines, discussed below, 
to deduce JQ. First, the construction line is calculated and plotted in accordance with: 
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J = MσYΔa  (Eq. 5-14) 
 
where σY is the flow stress, and M=2, as specified by ASTM E1820, or a larger 
number, depending on the fit of the initial crack blunting data. Second, an exclusion 
line parallel to the construction line and intersecting the abscissa at 0.15 mm and 1.5 
mm gets drawn. The data falling inside these parallel lines, marked by the yellow 
region in Figure 5-13, capped by Jmax is considered acceptable. The slopes of the 
construction and exclusion lines correspond approximately to the component of 
crack extension due to crack blunting, as opposed to stable crack growth or ductile 
tearing. The data falling in the region between the 0.15-mm and 1.5-mm exclusion 
lines are subsequently fit using a method of least squares to a power-law regression 
of the form: 
 
lnJ = lnC1 + C2ln (
Δa
𝑘
)  (Eq. 5-15) 
 
where k=1.0 mm. The intersection of this curve with a 0.2-mm offset line parallel to 
the exclusion lines procures JQ. At this point, if all other criteria are met, JQ is valid 
as long as it meets several other requirements as outlined in ASTM E1820, most 
important of which is the specimen size requirements, which is as follows: 
 
b0, B =
10JQ
σY
  (Eq. 5-16) 
 
Satisfying the above requirement qualifies JQ as a geometry-independent fracture 
parameter over the range of single-edge bend specimen sizes allowed by ASTM 
E1820. In this respect, JQ is often denoted as JIC. 
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Lastly, the plane-strain fracture toughness, KIC, is calculated from JIC via the 
following equation: 
 
KIQ = √JIC
E
1−ν2
  (Eq. 5-17) 
 
It is important to reiterate that the above method for determining the fracture 
toughness was designed for large-scale testing of bulk specimens. Many of the 
ASTM restrictions are inapplicable to the miniaturized set-up in this study. 
Therefore, some restrictions could not be met (see Section 5.9.1). ASTM E1820 can 
nonetheless be used for reference as we discuss more appropriate methods with 
which to quantify the fracture toughness. 
 
5.4 Load-displacement Data 
As mentioned, in order to monitor the crack length throughout the test, the 
beam compliance had to be measured from partial unloads. Prior to measuring the 
compliance, however, the load-displacement data had to be adjusted with a contact 
stiffness correction. The contact stiffness correction was conducted following a 
procedure developed by Kupka and Lilleodden [201] to account for the increasing 
stiffness of the beam at the loading point. 
While the load, P, is measured directly, the displacement, hraw, is the sum of 
the deflection of the beam, ω, and the indentation depth into the beam, hind, as shown 
in Figure 5-14a. Figure 5-14b shows a schematic illustrating the correction to be 
applied for a test with a single load-unload cycle. During loading, the indentation 
depth into the beam, hind(P), can be approximated by the indentation depth associated 
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with a standard indentation into bulk material at the same load. Thus, a reference 
curve must be obtained for each alloy from indentations into the bulk material at 
loads up to the maximum load used in the deflection tests. The deflection of the beam 
alone, barring indentation into its surface, can be expressed as: 
 
𝜔𝑙𝑜𝑎𝑑𝑖𝑛𝑔(P) = ℎ𝑟𝑎𝑤(𝑃) − ℎ𝑖𝑛𝑑(𝑃)  (Eq. 5-18) 
 
The above correction can only be applied to the loading data, however. A different 
correction must be applied to the unloading and reloading data due to partial elastic 
recovery of the indent. In order to accomplish this, the indentation depth must be 
decomposed into a plastic component, hpl, and an elastic component, hel as such: 
 
ℎ𝑖𝑛𝑑 = ℎ𝑝𝑙 + ℎ𝑒𝑙  (Eq. 5-19) 
 
During the unloading and reloading, the indentation depth induced by plastic effects 
remains constant while that induced by elastic effects varies. The correction of the 
deflection during unloading and reloading is given by: 
 
𝜔𝑢𝑛/𝑟𝑒𝑙𝑜𝑎𝑑𝑖𝑛𝑔(P) = ℎ𝑟𝑎𝑤(𝑃) − ℎ𝑝𝑙(𝑃𝑚𝑎𝑥,𝑖) − ℎ𝑒𝑙(𝑃)  (Eq. 5-20) 
 
where the plastic indentation depth at the last maximum is calculated as: 
 
ℎ𝑝𝑙(𝑃𝑚𝑎𝑥,𝑖) = ℎ𝑖𝑛𝑑(𝑃𝑚𝑎𝑥,𝑖) − ℎ𝑒𝑙(𝑃𝑚𝑎𝑥,𝑖)  (Eq. 5-21) 
 
In order to calculate the elastic indentation depth, hel(P), the elastic indentation 
stiffness, S, as a function of the applied load must be established from either multiple 
partial unloads or continuous stiffness measurements. Here we use multiple partial 
unloads since we are already using this method to quantify the fracture toughness. 
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Unlike the indentations into the cantilever beams, those into the bulk material 
presented unloading curves that appeared to be linear throughout their entirety. As 
such, the data extending from the peak load to the minimum load was used toward 
measuring the slope. Figure 5-15 shows the progression of the stiffness with 
increased loading. Due to the scatter, which is most noticeable toward the end of the 
test, the data was fit with a power law relation. The new fitted stiffness was used to 
calculate the elastic indentation depth as follows: 
 
ℎ𝑒𝑙(𝑃) =
𝑃
𝑆(𝑃𝑚𝑎𝑥,𝑖)
  (Eq. 5-22) 
 
The actual stiffness of the beam can then be calculated from the slope, 
𝑑𝑃
𝑑𝜔
, of the 
corrected unloading data. Correcting the load-displacement data is important even in 
the absence of plastic deformation at the loading point. This is because the variation 
in elastic indentation depth, especially at low depths where hind<100 nm, cannot be 
neglected. Without considering hel, the slopes of the unloading data would be smaller 
than associated with the beam alone, leading to inaccurate stiffness measurements. 
Figure 5-16 demonstrates the contact stiffness correction for the one of the as-
deposited samples, with the blue and red curves representing the raw and corrected, 
respectively, data. 
Figure 5-17 shows representative corrected load-displacement curves for Ni-
as-deposited Ni−21 at.% W as-deposited and annealed at 437°C and 728°C. A 
fracture analysis on the 1019°C alloy will not be provided because the grains were 
so large in comparison to the specimen dimensions that no meaningful data as it 
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pertains to the collective behavior of the alloy could be gained. Only one or two 
grains would have been sampled. For the as-deposited and 437°C samples, the 
loading behavior was largely linear elastic, as shown by the dashed lines drawn to 
match the initial slope of each curve. However, a small degree of plastic yielding 
manifested toward the end of the test, moreso in the 728°C sample than the 437°C 
sample. The as-deposited sample also exhibited linear elastic behavior at first, but 
the plastic deformation toward the end of the test was more pronounced than for the 
other two samples. Another feature worth noting is that the elastic loading slopes 
agreed with the Young’s modulus data in Table 4-2 and Figure 4-7a, in that both 
values increased with increasing annealing temperature. This is to be expected 
because the elastic bending of the cantilever and the Young’s modulus as derived 
from nanoindentation both depend on and are reflections of the strength of the 
interatomic bonds. 
 
5.5 Measuring the Unloading Compliance 
While both the unloading and reloading data can be used to monitor the crack 
length, here the unloading data was used. Conventionally, the upper portion of the 
unloading curve is used to deduce the slope. This is because unloading data has been 
observed to be non-linear. In fact, Oliver and Pharr [178] conducted instrumented 
indentation on a wide range of materials and concluded that unloading curves were 
rarely, if ever linear. Rather, unloading data was better characterized by a power law 
relation [178,219]. With continuous stiffness measurements, the authors found that 
the unloading stiffness changed immediately and continuously as the tip was 
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withdrawn, as would be expected from constant changes in contact area. Physically, 
the unloading curves were slightly concave up over their entire span. 
Given that the unloading data is non-linear, stiffness measurements from the 
entirety of the unloading curve represent only an average value. This shortcoming 
highlights one of the major benefits of using continuous stiffness measurements for 
determining the unloading slope. This capability, however, was not an available 
option in the current instrumentation, so slopes had to be averaged over the initial 
range of unloading data. 
 
5.5.1 Influence of Creep 
One drawback of measuring the slope from the upper portion of the unloading 
curve was the presence of creep at higher loads. Once the peak load was reached, the 
displacement—instead of decreasing with decreasing load—sometimes continued to 
increase for a short period of time. Physically, this meant that once the peak load was 
reached, the beam continued to deflect downward. In doing so, the tip presumably 
traveled downward with it slightly to maintain a specific load set by the loading rate 
before creep subsided and both the beam and probe started to travel upward again. 
Figure 5-18 shows an extreme case in one of the as-deposited samples. As shown, 
the maximum load reached was around 1300 μN, at which the corresponding 
displacement was ~1725 nm. When the beam started to unload, however, the 
displacement continued to increase up to almost 1900 nm, as shown by the red data 
points, when the load started to decrease. In this particular example, creep occurred 
over the course of 0.25 seconds or so. 
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To confirm that the region of red data points was dictated by creep, an 
instrumented indentation test was conducted, except this time, instead of 
implementing partial unloads, incrementally increasing loads were followed by a 5-
second hold period to induce creep. The load-time schedule for such a test is 
displayed in Figure 5-19a. The same loading rate of 150 μN/s was used, and the load 
was increased in increments of 50 μN. To determine the creep rate, the change in 
displacement immediately before and after the hold segment was divided by the time 
of the hold segment. Once the creep rates were determined for the test, they were 
plotted against the corresponding peak loads at which the holds occurred, as shown 
in Figure 5-19b. The creep rate increased exponentially with increasing load. 
Because creep worsens under the influence of higher stresses, it makes sense that the 
creep rate increased as the beam was loaded to higher and higher forces. This test 
confirmed that the aforementioned anomaly in the load-displacement data was 
attributed to creep. 
 A script was written in Microsoft Excel using the Visual Basic for 
Applications programming language to automate the task of measuring the 
compliance. The macro measured the slope starting with the coordinates 
corresponding to the maximum displacement after the peak load was reached (to 
eliminate the effects of creep as much as possible) and ending with the coordinates a 
quarter of the way down based not on distance but the number of data points. Figure 
5-20a shows how the compliance typically behaved using this method. The red and 
blue curves correspond to individual samples with notch depths of 0.3W and 0.4W, 
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respectively. As shown, the compliance fluctuated quite significantly. Assuming that 
the crack propagates once a high enough load is reached, the beam should become 
more and more compliant. This contradicts what we see in Figure 5-20a, however, 
because the compliance stayed constant throughout the test (despite the fluctuation) 
and decreased at the very end. 
Thus, the compliance measurements may have still been skewed by creep 
effects, even though the slope was taken from data following the “creep-affected 
zone.” Instead of using the upper portion then, we measured the compliance from the 
lower half. The resulting compliance behaved with much less fluctuation and was 
observed to increase throughout the test, as shown in Figure 5-20b. Between the two 
methods, the compliance differed by only about 0.05 nm/μN or less, but the latter 
method yielded compliance behavior that agrees more intuitively with what is 
expected to be going on at the crack tip. Although compliance behavior for samples 
with notch depths of 0.3 and 0.4W were presented, we reiterate that only beams close 
to 0.4W were considered for comparative fracture analysis. Nevertheless, the 
behavior of the 0.3W sample shows that only absolute values of the compliance are 
affected by the notch depth; the trends (and fracture toughness) stay the same. 
 
5.6 Appropriating the Compliance for J-R Curves 
5.6.1 Peak Anomaly 
A ubiquitous attribute of the compliance curves was the peaks at the 
beginning of the test, shown by the single-ended arrows in Figure 5-20b. We 
expected, however, for the compliance to stay constant in this region since the load-
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displacement data revealed linear elastic loading behavior. A peak in the compliance 
data would mean that the crack physically opened up and then stitched itself back 
together, which seems unlikely for the given material. In fact, the compliance should 
remain constant during plastic deformation as well and up to the point of crack 
initiation. For this reason, these peaks were considered to be anomalous and an 
incorrect portrayal of the activity at the crack tip. 
We hypothesized that the peaks could have been a result of a process such as 
that associated with generating a fatigue crack, whereby the notch sharpens with 
repeated cycles. In this case, the beginning of the constant compliance region would 
mark the point at which the crack was done sharpening and ready to propagate. To 
test this, a beam was fabricated with a notch depth of ≈0.4W and subjected to 
multiple partial unloads up to 275 μN, which corresponded to the onset of the 
constant compliance region. It was then unloaded entirely, the tip repositioned, and 
subjected to a second round of multiple partial unloading following the same load-
time schedule until fracture. If the peaks in the compliance plot were due to said 
crack sharpening effects, then perhaps they would have been removed if the crack 
was given a chance to sharpen in the first set of multiple partial unloads. However, 
this was not the case, as shown in the new compliance plot in Figure 5-20b, because 
the peak remained. In the expanded view of Figure 5-21a, it is interesting that the 
compliance of the first unload (50 μN) is significantly higher than the rest, indicating 
that there may be additional anomalies associated with the interaction between the 
tip and the beam at the beginning of the test when the two first come into contact. 
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The presence of the peak, therefore, may not be fully—if at all—due to crack 
sharpening effects. 
We also hypothesized that the compliance measurements had more scatter at 
the lower loads than the higher loads. It is possible that the indentation tip was only 
starting to establish proper contact with the beam at the beginning of the test, thus 
generating more scatter and resulting in the peak. With higher and higher loads, the 
tip pressed down on the beam with more force, and the increased friction may have 
made for a more stable contact. To test this, 10 load-unload cycles were repeated 
each at 75 μN, 500 μN, 1000 μN, and 1500 μN, whereby the intrinsic scatter within 
the same load and across different loads could be evaluated. Figure 5-22a shows how 
the compliance changed with repeated cycles at each load. The compliance values at 
75 μN appeared to generally decrease over time, but those at the other loads remained 
relatively constant. Figure 5-22b shows the average compliance with standard 
deviation. The largest scatter accompanied the 75-μN load and decreased with 
increasing load. Both plots show that the compliance was significantly higher at 75 
μN, decreased at ~500 μN, and then increased with increasing load. The results of 
this test confirmed that we get consistently high compliance measurements with 
repeated loading at lower loads (red data points) and that they are associated with 
more scatter. This could in part be used to explain the anomalous peak, but other 
effects must be responsible for the ubiquitous nature of the peak. Another contributor 
may have been the poor statistics with which the compliance was measured at low 
loads, being that there are fewer data points in the unloading curves (see Section 
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5.3.2). At higher loads, the compliance does increase with increasing load, and based 
on the error in Figure 5-22b, the scatter in Figure 5-20b is considered to be inherent 
to the system and caused either by the resolution of the instrument and/or method of 
measurement. 
 
5.6.2 Curve Fitting 
As seen in Figure 5-20b, a small region of relatively constant compliance 
marked by the double-ended arrows immediately follows the peaks. Therefore, for 
the purpose of facilitating analysis, we assumed that the compliance in the flat region 
corresponded to linear elastic loading and was thus the initial compliance of the 
beam. Knowing this, the peak anomaly was accounted for by truncating the data up 
to, but not including, the lowest compliance value. 
The fluctuating compliance, however, which as established above is a result 
of scatter caused by random error, had to be accommodated with a fit to the data. 
This is because fluctuations in the compliance translate into fluctuations in the crack 
length, which would cause Δa (the x-axis of J-R curves) to oscillate between positive 
and negative values. Thus, only positive values of Δa can contribute toward 
generating the J-R curve. Once the data was truncated, the rest of the curve was fit 
with a quadratic relation. The fitted compliance value at the lowest load was then 
extended to the beginning of the test, and that value was set to be the new compliance 
corresponding to linear elastic loading. The step-by-step process is demonstrated in 
Figure 5-23 on one of the as-deposited samples with a notch depth of 0.4W. 
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5.6.3 Load-line Compliance Calibration 
To relate the beam compliance to the crack length, a finite element model 
with dimensions identical to those used in experiment and notch depths ranging from 
0.3 to 0.7W (in increments of 0.1W) was built and processed for each alloy using 
Abaqus FEA software. The views from the side and top of the beam can be seen in 
Figure 5-24a and b, respectively. Because the compliance was a function of only 
elastic effects, only elastic constants were needed to define the material in the model. 
The Poisson’s ratio was set to that of nickel (ν=0.31), and the Young’s modulus was 
entered in accordance with the values in Table 4-2 determined by experimental 
nanoindentation (see Section 4.3). 
Notch tip radii ranging from 10 nm to 30 nm were measured experimentally, 
the median of those values, i.e. 20 nm, was implemented into the model. The global 
seed size was set to 0.5, but to make the calculation more accurate, a finer (local) 
seed size of 0.01 was assigned to the notch tip area. To make the calculation more 
efficient, two remeshing rules were programmed with a von Mises stress error 
indicator: one for the notch tip area and one for the rest of the beam. If the error were 
greater than 1%, the mesh would refine, and if the error were less than 1%, the mesh 
would coarsen. The elements in the notch tip area, however, were restricted from 
coarsening. The second iteration resulted in ~260,000 elements and an error of <2% 
for both remeshing rules. This was considered acceptable for the current purposes, 
so relevant data was gathered at that point. 
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The radius of the loading point was set to 0.5 μm. All beams were loaded to 
10 μN, which was uniformly distributed as if the load came from a flat punch. The 
displacement of the beam was determined by averaging the shift in z-direction of 9 
unique nodal positions on lying on a line traversing through the center of the loading 
point, as shown by the yellow lines in Figure 5-25. The beam sides highlighted in 
red show the location of the boundary conditions. The 10-μN load was chosen 
arbitrarily; any load would have been appropriate because the beam was only allowed 
to deform elastically. However, a low load such as 10 μN prevented significant 
deformation at the loading point. The compliance was calculated by dividing the 
displacement of the unique nodal positions by the load (10 μN). 
 The calculated compliance is shown in Figure 5-26 intersecting the dashed 
grid lines for each alloy as a function of the notch depth. The data followed a 
polynomial regression; the fitted equations corresponding to the as-deposited, 437°C, 
and 728°C alloys are below, respectively: 
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(Eq. 5-23c) 
 
113 
 
ASTM E1820 provides a similar expression from which to relate the compliance to 
the crack length for three-point bend geometries. Thus, the above equations are 
applicable to beams loaded in cantilever bend. 
Next, the as-deposited sample was tested experimentally with similar notch 
depths to evaluate the validity of the model and determine whether or not a correction 
factor was needed. Different FIB-milling procedures resulted in notch depths of 0.30, 
0.41, 0.51, and 0.58W. The same procedure as that demonstrated in Figure 5-23 for 
fitting the compliance was followed, and the initial compliance is plotted as free-
standing gray data points in Figure 5-26. As shown, the experimental values agree 
well with the simulated ones, thereby demonstrating that the model was parametrized 
correctly. 
As mentioned previously, the beams that were actually going to be used in 
the fracture analysis were fabricated with notch milling procedure to keep the test 
parameters as consistent as possible. Those samples are shown as free-standing half-
filled in data points in Figure 5-26. For the as-deposited samples, the notch depths 
were close to 0.4W, but due to slight variations in the sputtering rates for each alloy, 
the notch depths ranged between 0.4 and 0.5W for the 437°C and 728°C samples. 
The compliance values of these samples also agreed well with the simulated ones, 
with a few of them falling very close to the polynomial regression. Because the 
experimental compliance values agreed so well with the simulated ones, the 
expressions generated from FEA, i.e. Eqs. 5-23a,b, and c, were used to correlate the 
experimental compliance to the crack length. 
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5.7 Deducing JQ 
The standard method for procuring JQ, the provisional value of J, according to 
ASTM E1820 was outlined in Section 5.3.2. The method required identifying the J 
value corresponding to the intersection of a power-law regression fit to the 
experimental data and a 0.2-mm offset line drawn parallel to the exclusion lines with 
slope 2σY. This derivation of JQ, however, certainly cannot be applied here due to the 
smaller length scale. If the specimen fails by cleavage without significant stable crack 
extension, like the samples in this study, JQ can be taken to be a single-point value 
corresponding to instability, or JQ, instability. ASTM E1820, however, does not provide 
sufficiently detailed criteria specifying what constitutes “significant” stable crack 
extension.  
A report [220] dated 1979 written by the then-working committee for the 
current ASTM standard, however, specifies in more detail the steps necessary to 
procure JQ given different load-displacement behavior. According to the document, 
if a cleavage instability occurs at some point during the test, the amount of stable 
crack growth up to the point of cleavage must be compared to JQ, instability divided by 
the yield strength σY, as follows:  
 
𝐽𝑄,𝑖𝑛𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦
σ𝑌
  (Eq. 5-24) 
 
If the amount of stable crack growth is less than Eq. 5-24, then JQ is taken to be 
JQ,instability. In this case, stable crack growth is so minimal that JQ, instability lies close to 
the blunting line; thus, JQ, instability is not significantly different from that which would 
be determined from the intersection method described previously. If the opposite is 
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true and the stable crack growth prior to instability is greater than twice the apparent 
crack growth as defined by the blunting line, that is: 
 
𝑎𝑡𝑜𝑡𝑎𝑙 𝑠𝑡𝑎𝑏𝑙𝑒 𝑐𝑟𝑎𝑐𝑘 𝑔𝑟𝑜𝑤𝑡ℎ >  
𝐽𝑄,𝑖𝑛𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦
σ𝑌
  (Eq. 5-25) 
 
then the intersection method must be used to deduce JQ. It should be noted that the 
crack growth corresponding to the term to the left of the inequality is measured from 
fractographic evidence (e.g. using SEM), while the apparent crack growth is based 
on quantitative data acquired from indirect measurements of the crack length using 
the elastic compliance method. 
It becomes clear from Eq. 5-25 that the yield strength of the material needs 
to be known. Currently, no macro-scale yield strength values exist for 
electrodeposited Ni-W. The yield strength of the as-deposited alloy was determined 
from an instrumented spherical indentation loading curve following an inverse 
approach proposed by Cao and Lu [221]. Cao and Lu used dimensional analysis and 
finite element computation of 24 different combinations of elastic-plastic properties 
which included most engineering metals: Poisson’s ratio=0.3, Young’s modulus=10-
210 GPa, σY=30-2000 MPa, and the strain hardening exponent n=0.0-0.5. Numerical 
verifications performed on four typical engineering metals demonstrated the 
effectiveness of the analytical framework. Unlike dual indenter algorithms in which 
two indenters with different tip apex angles are used, in the present method, based 
on a single spherical indenter, σY and n can be uniquely determined using indentation 
loads at two different displacements together with the known reduced modulus 
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values. The reduced modulus for the as-deposited alloy was calculated to be 188.3 
GPa given the Young’s modulus value of 204 GPa (Table 4-2). Indentations under 
displacement-control resulted in loads of 1500 and 2800 μN with corresponding 
displacements of 66 and 87 nm, respectively. Wolfram Mathematica was used with 
the help of Yan Wang (Lehigh University) to compute the solutions. Three real 
solutions were returned by the calculation: 489, 576, and 749 MPa. Considering that 
the yield strength of electrodeposited Ni with grain size 53 nm was measured to be 
710 MPa [222] and that the yield strength of W is around 950 MPa, we took 749 
MPa to be the true solution and thus representative yield strength of the as-deposited 
alloy. 
To determine the slope of the blunting line in this study, a linear fit was 
applied to the data ranging from that corresponding to the first positive increment in 
crack length to that just prior to a noticeable change in slope (usually two or three 
data points before the last one). Using the yield strength value of 749 MPa, the slope 
of the blunting line was calculated to be M × σY, where M was an order of magnitude 
larger than 2. It is unclear if the ASTM standard specifies “twice the apparent crack 
growth” in the above criterion because it assumes M to be 2 or for different reasons 
related to the development of the criterion and not the slope of the J-R curve. Given 
this ambiguity, in addition to the slight uncertainty with measuring the stable crack 
growth fractographically as well as with using an indirect method to determine the 
yield strength, the critical J value in the current study was deduced using the method 
which assigns JQ, instability to JQ (the “maximum J” method) and in keeping with the 
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spirit of the ASTM standard, the intercept method as well. However, for the intercept 
method, there was insufficient data to develop an R-curve and/or apply a good fit 
with power-law regression (ASTM E1820 specifies that the correlation coefficient 
be no less than 0.96), even in the best of cases. The lack of data points is due in part 
to limited plastic yielding in the samples and is also related to the use of load-control 
over displacement-control testing (see Section 5.9.2). Thus, the already established 
linear fit to the blunting line was used in combination with another linear fit to the 
remaining data in the stable crack growth region. It may be worthwhile to mention 
again that the cut-off for the data considered to be part of the blunting line and that 
considered to be part of stable crack growth was determined relatively arbitrarily and 
selected to be only where we felt there to be a noticeable slope change. An example 
of both methods in shown in Figure 5-27. The overall conclusions regarding the 
behavior of these alloys, at least in a practical sense, however, are the same 
irrespective of the method used. Ast et al. [203] conducted similar tests and also used 
both methods to determine the fracture toughness. For their Ni-Al cantilevers of 
similar dimensions in the “soft” orientation, minimal crack growth (~100 nm) was 
revealed by the fracture surface and suggested by the compliance data, so JQ was 
deduced via the maximum J method. For their cantilevers in the “hard” orientation, 
pronounced stable crack growth was observed, so the intersection method was used 
by application of the two linear functions. 
The J-R curves for each alloy are displayed in Figure 5-28. In accordance with 
the unchanging compliance at the beginning of the test, the increasing J at Δa=0 
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reflects only the elastic contribution associated with the increasing load of each cycle. 
Once a certain threshold in load was reached, the first positive increment in crack 
length was large in comparison to those that followed. This increment was 6 nm or 
less for most samples but rather large at ~25 and 160 nm as shown by the black and 
blue curves in Figure 5-28a and c, respectively. 
The crack then underwent blunting, causing J to rise quickly with only small 
increments in Δa. This continued until the last two or three cycles, which were 
accompanied by a change in slope. This is particularly noticeable in, for example, 
the blue and red curves in Figure 5-28a and d, respectively, but much less noticeable 
in the others, unless the x-axis expanded and fit to the data. 
 
5.8 Fracture Surface and Fracture Toughness  
The extent of plasticity conveyed by the load-displacement behavior is 
corroborated by images of the fracture surfaces in Figure 5-29. The crack planes were 
oriented parallel to the film surface and therefore matched the orientation of the 
STEM-HAADF micrographs in Figure 3-1. The average KIQ values according to the 
two methods of JQ derivation are displayed in Table 5-1 with a graphical 
representation in Figure 5-30. The corresponding microhardness is shown again in 
Figure 5-30b for convenience of discussion. The fracture toughness determined by 
the maximum J method always exceeded that determined by the intersection method, 
as expected. 
Figure 5-29a shows the fracture surface of the as-deposited sample. The beam 
is still largely intact, and material can be seen bridging the crack faces. The bridging 
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material obscured much of the partially-open crack face, but the portion that is visible 
is made up of highly-deformed peaks. These cannot be the same undulating ridges in 
Cao’s as-deposited sample (see Figure 1-8d), because the crack plane in this study 
was oriented parallel, not perpendicular, to the film surface, and there were no oxides 
available to weaken the mesoscale structure by inducing easy crack paths. In 
addition, in Cao’s work, the protruding ridges were matched with depressed valleys 
on the opposing crack face, whereas in the current study, many of the peaks bridge 
the two faces. 
This evidence of crack tip plasticity is consistent with the load-displacement 
behavior in Figure 5-17 that revealed noticeable non-linearity prior to failure. Despite 
this, the plastic region is limited (compared to more ductile metals) due to minimal 
work hardening as a result of the predominantly amorphous microstructure. The 
maximum J method returned an average KIQ value of 8.9 ± 0.4 MPa√m, while the 
intersection method returned a slightly lower value of 7.7 ± 0.4 MPa√m. The 
combination of crack tip plasticity and limited work hardening invoked fracture 
toughness values that are high with respect to most ceramics and silicate glasses but 
low compared to typical structural alloys and fully nanocrystalline metals. For 
example, single-crystal silicon has a toughness of approximately 0.9 MPa√m [223], 
alumina approximately 4 MPa√m [224], conventional Ni and W alloys up to 100 
MPa [225,226], and fully nanocrystalline Ni has been reported to exceed 50 MPa√m 
in miniaturized systems [227]. 
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The as-deposited alloy was nominally amorphous with scattered 5-nm Ni(W) 
crystallites. We briefly mentioned in Section 3.1 that lower magnification 
micrographs of the as-deposited and 437°C alloys in Figure 3-1a and b, respectively, 
revealed mesotexture. Figure 5-31 shows the lower magnification image for the as-
deposited sample in which features several orders of magnitude larger than the grain 
size can be seen. The microstructure is defined by regions of darker contrast that 
almost seem to take on a soap bubble-like morphology. The “bubbles” correspond to 
grain colonies, and their size is slightly less than 200 nm in diameter on average, as 
illustrated by the white arrows. Upon closer examination, however, there are smaller 
colonies, one of which is pointed out by the black arrows, within each of the larger 
ones. The smaller colonies are around 50-75 nm in diameter and are believed to 
contain the 5-nm crystallites. Thus, there is evidence for two different length scales 
of colonies, each in which finer features can be detected. Section 1.3 discussed the 
ubiquitous nature of colony structures in electrodeposited nanocrystalline metals and 
in Ni-W alloys as well. Of the referenced studies, only one detected two colony 
length scales: Li and al. [89] found nanocrystalline Ni-Co deposits to have clusters 
varying from 5 to 30 μm, each containing several smaller clusters ≤10 μm. 
There is no evidence, however, of these characteristic features on the fracture 
surface. Thus, the amorphous phase may have dictated the fracture behavior, as we 
saw no weakening of the microstructure by the colony boundaries. This was in stark 
contrast to the 437°C alloy, as discussed below. 
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The microstructure of the 437°C alloy was partially amorphous with 8-nm 
Ni(W) crystallites. At lower magnifications, two length scales of colonies could also 
be seen. Figure 5-32a shows the lower magnification image with colonies that are 
slightly larger on average, as shown by the black arrows, than those in the as-
deposited alloy. The white arrows point to a sub-colony. Figure 5-32c shows a higher 
magnification image with sub-colonies that are also slightly larger at 50-100 nm in 
diameter, as shown by the white arrows. The crystallites in Figure 5-32c are 
represented by the dark circular regions, which exist in a sea of brighter contrast 
corresponding to the amorphous material. 
There is no clear evidence of two length scales in the Ni-W literature like 
there was in this study. For nanocrystalline electrodeposits in general, colonies are 
usually reported to be microns or 10s of microns in size; this, in combination with 
the lack of evidence for two length scales in Ni-W may stem from limitations with 
the availability of analytical tools. Figure 5-32b and d show BF versions of the 
HAADF images in Figure 5-32a and c, respectively. It may be that the detection of 
both sub-micron and nano-scale colonies in this study is owed to the technology of 
STEM imaging because, as shown, the colony boundaries are much less visible in 
the BF images and could easily be overlooked. If conventional TEM were used, 
which is often the case in the literature, it is likely that the boundaries may not be 
visible at all. Therefore, it is likely that a hierarchy of colony length scales exists in 
several of the prior works; it is just not being detected. With that said, reports of 
colonies on the order of 200 nm are not absent in the literature [87,91], even for Ni-
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W [33]. Sunwang et al. [33] examined Ni-22 at.% W alloys, and the nodules on the 
film surface appeared to be 100-300 nm in diameter. 
The fracture surface of the 437°C sample can now be better scrutinized with 
the above understanding of the microstructure. The fracture surfaces of the 437°C 
and 728°C samples, shown in Figure 5-29b and c, are in sharp contrast to that of the 
as-deposited sample. Both samples underwent full fracture, leaving the crack faces 
fully exposed. The toughness decreased to around 6 MPa√m after annealing at 437°C 
and did not change much after annealing at 728°C. The 437°C alloy, which had a 
microstructure almost identical to that of the as-deposited alloy nonetheless exhibited 
different fracture behavior and a much lower toughness. There was a region spanning 
the width of the beam immediately below the FIB-milled notch and above the fast 
fracture region marked by the white horizontal lines in Figure 5-29b. This region 
corresponded to the total crack growth, i.e. resulting from crack blunting and stable 
crack growth. In the 437°C sample in Figure 5-29b, the region was about 300 nm in 
height but was comprised of two bands. The upper band, which was around 200 nm 
in height, contained numerous convex features that were around 100 nm in size. The 
convex features in the lower band, which was around 100 nm in height, were not 
clearly visible as discrete features, although they may have merged to create the 
greater roughness. The features on both bands were entirely different in shape and 
extent from those on the more ductile fracture surface of the as-deposited sample. 
Most samples exhibited only one band, so the sample in Figure 5-29b is not truly 
representative of the alloy.  
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Regarding the peculiar occurrence of the two-banded structure though, there 
was a “jog” in the corresponding load-displacement record that could be used for 
explanation. At a load of about 550 μN, the data shifted to the right (i.e. the beam 
displaced downward) in the middle of reloading to the next peak load. Quantitatively, 
however, the compliance data indicates that this occurred after a crack extension of 
only about 20 nm, and yet the upper band was measured to be exactly an order of 
magnitude larger. In addition, the total change in compliance for the sample would 
suggest a total crack extension of only about 100 nm, not 300 nm as observed 
fractographically. Thus, the quantitative data cannot fully account for the crack 
growth that was directly measured from the fracture surface in this particular sample.  
More samples need to be tested and the dangling half of the beam detached 
to get a face-on view of the fracture surface before drawing further conclusions that 
relate the quantitative data to the physical data. It should be noted that this banded 
region exists in the 728°C sample in Figure 5-29c as well. It was not, however, as 
visible in the as-deposited sample due to the obstructed view, but we presume it exists 
in all the samples. While the incremental—and cumulative—changes in compliance 
and thus crack length of the Ni-W alloys are exceptionally small, as shown by the 
nanometer length scale of the x-axis in the compliance plots, we believe the 
experimental data still reflected the true behavior of the alloys. 
The features in the banded structure are noticeably different than those in the 
fast fracture region. The fast fracture surface of the 437°C sample is fairly flat and 
uniform, with a network of dimpled structures that were measured to be 75 nm in 
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diameter on average, which is similar in dimension to the ~50-100 nm colonies in 
the STEM-HAADF image. The surface features resonate strongly with those 
associated with microvoid coalescence, a microscopically ductile fracture 
mechanism. Because the size of the dimples match well with that of the colonies, the 
existence of the microvoids is suggested to be related to the development of the 
colonies. A prior study [96] on as-deposited Ni-12 at.% W using tensile testing 
reported a fully crystalline microstructure with 8-nm grains and a dimpled fracture 
surface much like the one here, despite brittle fracture and low elongation to failure 
(<1%). The size of the dimples ranged between 20 and 200 nm in diameter and was 
about 2.5-25 times the grain size. Higher magnification SEM images revealed sub-
structures within each dimple with a characteristic dimension similar to that of the 
grain size. A high-resolution TEM image taken in the immediate vicinity of the 
fracture surface presented a long curved band of linear defects (e.g. dislocations, 
stacking faults, twins) running along grain boundaries. This led the authors to suggest 
grain boundary sliding as the primary deformation mechanism, by which grain 
boundaries undergo sliding to different extents depending on their character, and the 
crack path is not defined by the boundaries of individual grains but by the boundaries 
of clusters of grains. 
The dimpled fracture surfaced described above is not unique to Ni-W but in 
fact commonly observed—and presumably an innate quality—of nanocrystalline 
metals [228–230]. Due to the fine length scale of nanocrystalline metals, dislocation 
activity and other microstructural defects are limited in grain interiors; thus, plastic 
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deformation is accommodated and controlled by grain boundaries. Molecular 
dynamics simulations [228] have shown that certain grain boundaries in 
nanocrystalline metals are more resistant to sliding than others. Yielding was 
suggested to occur by the cooperative movement of less resistant high-angle 
boundaries in forming local shear planes. These shear planes align with neighboring 
ones and aggregate around clusters of grains with lower misorientation and  
boundaries that are more resistant to sliding. Thus, when fracture occurs, this 
translates into the dimpled structure we see on the fracture surface. It is important to 
note that the above two studies were conducted on fully crystalline metals. 
Nonetheless, we suggest that the colony boundaries in the 437°C alloy may have had 
a similar role as the shear planes described above, promoting sliding along 
microstructurally-determined paths. Perhaps the amorphous regions in the alloy only 
helped to facilitate the formation of the shear planes. More work involving STEM 
imaging would be needed to verify this, however. 
The failure mechanism by way of dimpled rupture in this study may be related 
to the presence of colonies but seems to be distinct from that reported by Ruan and 
Schuh [84] who electrodeposited similar alloys and observed 5-μm colonies from the 
fracture surfaces after macroscopic bending of free-standing films. Fracture closely 
followed the colony boundaries not only on the surface of the film but through the 
thickness, thus suggesting that the boundaries may have some intrinsic quality that 
renders them favorable crack paths for a crack that initiated on the surface. In 
combination with Auger electron spectroscopy, chemically-etched polished samples 
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in the plane of the film surface presented compelling evidence that the boundaries 
differed structurally and chemically in that they were ~1.5 times richer in W than the 
interiors. In the current study, the intensity difference in the STEM-HAADF 
micrographs, however, would suggest that the colony boundaries are instead 
deficient in W and possibly enriched in light elements like carbon, oxygen, and 
hydrogen. Hydrogen, for example, has commonly been suggested to be adsorbed 
during deposition and subsequently affect the mechanical properties and corrosion 
resistance. In fact, Cizek et al. [90] even said that in the extreme case, the mechanical 
behavior of electrodeposited films may be as sensitive to large colony structures as 
thin sheets are to grains with dimensions close to the same size. The supposition that 
foreign species are in excess at the colony boundaries finds support in literature 
reports that have suggested the same thing [69,87]. In addition to foreign species, the 
boundaries may also have have a higher concentration of Ni compared to the interior. 
In Ruan and Schuh’s study, the colonies were oriented perpendicular to the 
axis of maximum tensile stress, i.e. parallel to the crack plane, which is perpendicular 
to the orientation studied here. While the crystallites and colony boundaries in the 
current 437°C samples may have induced microscopically-ductile fracture rather 
than easy crack paths, it is clear that they did not provide significant extrinsic 
toughening through mechanisms like crack deflection as sometimes happens when 
weak boundaries are oriented perpendicular to the direction of crack propagation 
[231]. The reduction in the amount of amorphous phase after annealing at 437°C 
indicates that there was a corresponding reduction in microstructural homogeneity. 
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Thus, the formation of local sites for crack initiation without the development of 
ameliorating mechanisms for crack arrest could be primarily to blame for the decline 
in fracture toughness. It should be noted that micron size colonies may suggest yet 
another length scale of colonies. The TEM samples in this study, however, were too 
small to capture micron size colonies. We do not dispute that they may exist in the 
current Ni-W alloys. 
For the 728°C sample, a much rougher topology can be seen, as shown in 
Figure 5-29c, but the surface is fairly uniform much like it was in the 437°C sample. 
The band of stable crack growth is again visible, although there appear to be fewer 
features as compared to the as-deposited sample. The fast fracture region strongly 
resembles that of intergranular failure, much like the 700°C sample in Cao’s study 
(see Figure 1-8f). The faceted features are similar in size to the grain size (~390 nm), 
and the opposing crack face (not pictured) exhibits matching hills and valleys, as 
expected for intergranular fracture. Backscatter electron imaging was used to 
distinguish the Ni6W6C and elemental W precipitates from the matrix grains, as 
shown. The areas with brighter intensity represent the precipitates, which are circled 
in white in the main image. The precipitates appear to have stayed intact after 
fracture, which indicates that they may have some crack deflection properties. This 
is further supported by matching cavities on the opposing crack face. This was in 
contrast to the Ni6W6C precipitates in Cao’s study. Although only one was 
discernable from the provided fractography (see Figure 1-8f), it was seen to be 
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sheared through. Thus, the authors concluded that the carbides did not affect the 
fracture path in any noticeable fashion (they did not detect elemental W precipitates). 
In Section 4.1, we reported that the difference in hardness between 437°C 
and 728°C can be seen as a loss. However, because the hardness did not decrease as 
much as it would have due to Hall-Petch effects alone, other microstructural features 
could be in play. For example, the second phase precipitates could be keeping the 
hardness above which would be due to the grain size alone. If this is the case, it is 
not unlikely that they could be affecting the fracture behavior as well. especially 
since they have already been seen to have some crack deflection properties. The 
728°C fracture toughness was comparable to the 437°C one but significantly lower 
than the as-deposited. The decline in toughness at 728°C as compared to the as-
deposited, in combination with the unimpressive hardness, suggests that there may 
be no mechanical benefit to annealing to such a high temperature. 
 
5.9 J-integral Suitability 
It becomes clear from the fracture-mechanical analysis that all alloys exhibited 
some degree of plastic yielding, thereby necessitating analysis via J-integral 
interpretation. The fracture toughness of the as-deposited and 728°C samples would 
have been underestimated by 25% and that for the 437°C sample by 15% had only 
linear elastic fracture mechanics been considered. Not surprisingly, the more brittle 
alloys would be less affected than the more plastic ones. 
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5.9.1 Unmet ASTM Requirements 
The analytical framework developed herein, however, fails to comply with 
ASTM E1820 in a number of ways aside from the obvious fact that the sample size 
is significantly smaller and the fact that none of the specimens recommended by 
ASTM have a cantilever geometry. ASTM E1820 also gives lower bounds for the 
specimen dimensions as follows: 
 
𝐵, 𝑏0 >
10𝐽𝑄
σ𝑌
  (Eq. 5-26) 
 
Even given the smallest JQ value (240 N/m) measured for the as-deposited alloy and 
the yield strength of 749 MPa as indicated in this study, the right side of Eq. 5-26 
was calculated to be 3.2 μm. Thus, the dimension B≈3 um is close to meeting the 
requirement, but the initial ligament size b0≈1.8 μm is not. 
In addition to the aforementioned restrictions, the specimens must also be 
fatigue pre-cracked to generate atomistically sharp notches. This can be done with 
cyclic loading, but on the micron scale, the introduction of a fatigue pre-crack is 
challenging at best given the fast rates with which fatigue cracks propagate, thus 
making their lengths difficult to control [232]. Others [209,233,234] have used a far-
field cyclic compression method, in which crack arrest occurs when the crack tip 
reaches the maximum plane stress plastic zone size for the compressive load. The 
nanoindentation instrument used herein, however, did not have this capability, and 
thus, all pre-cracks were introduced by way of FIB-milling down to very low ion 
currents of 10 pA. In fact, the majority of the literature relies on FIB milling to 
fabricate notches. Refs. [98,106,235] report crack tip radii on the order of 10 nm 
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using milling currents of 1 pA to 50 pA. Here, notch tip radii were measured to range 
between 10 nm and 30 nm. 
Wurster et al. [202] examined the semi-brittle fracture behavior of both FIB-
cracked and naturally-cracked microcantilevers of single-crystal W and reported no 
qualitative difference in the fracture behavior between the two sets of samples 
according to the load-displacement data. The authors suggested that FIB-cracked 
samples could be expected to deliver equivalent fracture toughness values to 
naturally-cracked samples of the same geometry. It should be noted, however, that 
the crack in the naturally-cracked specimens did not propagate in the plane of the 
notch but instead at an inclined angle. Therefore, testing did not fulfill mode I loading 
conditions, but mixed-mode analyses were not further performed to procure a true 
mode I fracture toughness. Testing of naturally-cracked cantilevers was not within 
the scope of this dissertation, so the effect of using FIB-cracked samples in 
replacement of fatigue-cracked ones remains unknown. With the advent of better 
imaging resolution and precision milling in this study, however, we hope that the 
notch tip radii as a result of FIB-milling is not far off from that which would be 
created with fatigue cracking. 
 
5.9.2 Limitations with Load-Control Testing 
ASTM E1820 also recommends loading specimens under displacement-
control. Thus far, only load-controlled tests have been presented. As mentioned 
previously, there was a scarcity of data in the stable crack growth region of the J-R 
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curve for the majority of the samples caused in part by conducting tests under load-
control instead of displacement-control. Thus, the intersection method of deducing 
JQ was adjusted by fitting the stable crack growth data with a linear function instead 
of a power-law regression. When the beams started to deform plastically, constant 
load increments yielded non-linearly increasing increments in displacement, so it 
was difficult to collect a plethora of data in the stable crack growth region of higher 
J and Δa values. Significant creep (see Section 5.5.1) at the higher loads even during 
unloading led to additional strain, thereby accelerating failure and exacerbating the 
problem of having too few data points. 
To evaluate whether more plastic behavior could be accessed under 
displacement-control, the same multiple partial unload test was conducted using a 
cono-spherical tip on an as-deposited sample with a notch depth of 0.53W in 
increments of 50 nm and with a loading rate of 100 nm/s. The resulting load-
displacement data also had to be corrected for the increasing contact stiffness of the 
beam at the loading point. However, such a correction could not be applied because 
the equivalent test that needed to be conducted on bulk material was unsuccessful, 
as shown in Figure 5-33. It was necessary that the test used to generate this reference 
curve also be conducted under displacement-control and with the same load-time 
schedule as the bend test. The previous reference curve generated by load-controlled 
testing could not be used because the quantitative values of the peak loads and 
displacements did not sync. This was attributed to the fast loading rate of 100 nm/s, 
which may be over the limit of what the cono-spherical tip and/or instrument can 
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handle as far as properly indenting into bulk material. Another reason may be that 
the instrument operates via an inherent load-control mechanism, not displacement-
control. Kupka and Lilleodden [201] successfully applied the correction to tests with 
loads as high as 1.5 mN but with a much slower loading rate of 5 nm/s. A high rate 
such as 100 nm/s had to be used for the current tests to eliminate the effects of thermal 
drift, however. 
Nevertheless, the uncorrected (raw) load-displacement record associated with 
the beam can still be scrutinized and is displayed in Figure 5-34 in comparison to a 
load-controlled sample with a notch depth of 0.4W instead of 0.5W. The discrepancy 
in load between the two samples is attributed to the difference in starting notch depth. 
As shown, displacement-controlled testing administers many more load-unload 
cycles after the maximum load is reached and up to the maximum displacement 
allowed by the instrument (5000 nm), thus confirming that more stable crack growth 
would occur. The corresponding compliance behavior is displayed in Figure 5-35. 
The same anomalous peak can be seen at the beginning of the test, but the total 
change in compliance is about 10 times that under load-controlled testing, a simple 
result of there being more unloading curves from which to measure the slope. 
Actually, it is likely that the beam failed prematurely and that the test would have 
extended beyond the 5000-nm displacement capacity of the instrument. The 
compliance, despite being measured over a wider range, still behaved with much 
fluctuation, so the issue of having to apply a fit to generate sensible Δa data for the 
J-R curve still remains. 
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The compliance behavior in this test looks a bit different from that in the load-
controlled test, however. In this test, although the compliance increases over time, it 
does so to a lesser extent toward the end of the test, where it almost seems to flatten 
out. Because there was uncertainty with how the data should be fit, displacement-
controlled tests were not further pursued in the current study but should be revisited 
(see Section 6.2). Load-control tests were thus more feasible. In fact, it should be 
noted that this was not the first time that the fracture toughness was quantified using 
only a few data points in the stable crack growth region. Wurster et al. tested micro-
sized single crystal W specimens under displacement-control, and as shown in Figure 
5-36, deduced JQ via the intercept method using as little as six total measurements, 
three of which resided in the stable crack growth region. 
While the incremental—and cumulative—changes in the compliance and 
crack length of the Ni-W alloys in this study are extremely small, as shown by the 
nanometer length scale of the x-axes in Figure 5-23, we believe the experimental data 
still reflected the true nature of the alloys. 
 
5.10 Size Effects 
Size effects associated with small-scale mechanical testing have been an area 
of concern for decades [236]. Mechanical properties, especially the yield strength 
and flow stress, have been shown to change as the specimen size transitions from the 
millimeter regime to the micrometer regime. For example, Uchic et al. [237] 
examined single crystals of three different metals using micro-compression testing 
and found that small sample dimensions artificially limited the length scales 
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available for plastic processes, thus demonstrating the importance of defining both 
the external dimensions and internal structure (e.g. grain size) in characterizing the 
strength of a material at the micron scale. Perhaps the most compelling experimental 
evidence for size dependency was provided by Fleck et al. [238], who compared 
measurements from tensile and torsion testing and observed an increase in the 
torsional resistance of copper wires with a reduction in wire diameter. Motz et al. 
[108] found an even more pronounced effect for micro-sized cantilevers. The authors 
reported an increase in flow stress with decreasing cantilever thickness, which was 
explained by a combination of two processes: a decrease in available dislocation 
sources and dislocation pile-up at the neutral axis of the beam. Stolken and Evans 
[239] reported increasing bending resistance of Ni foils as the foil thickness was 
reduced from 50 to 12.5 μm. The foregoing studies suggest that mechanical 
properties may not transfer from the macro-regime to the micro-regime. There are, 
however, also reports [202] of a lack of size dependency. For example, Iqbal et al. 
[103] reported microcantilever fracture toughness values in good agreement with 
macro-scale values from four-point bend testing.  
The results of micro-mechanical studies are frequently compared to those 
acquired from bulk testing [108,237]. To our knowledge, no fracture toughness data 
of the conventional type is available for Ni-W. Thus, it is difficult to say what size 
effects, if any, exist. Wurster et al. [202] suggested accompanying micro-fracture 
experiments with micro-tensile tests of the same samples subjected to the same 
processing and fabrication method. Yield strength values acquired by the latter would 
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be especially useful in determining with more accuracy whether to use the maximum 
J or intersection method and the specimen size restrictions. 
Because the Ni-W alloys in this study are predominantly brittle in character 
and/or lack work hardening, the plastic zone in front of the crack tip is believed to 
be small in comparison to ligament length. Thus, given what we have, there is no 
strong indication of a size effect. 
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5.11 Summary 
A fracture analysis on the isochronal Ni-21 at.% W alloys (excluding 1019°C) 
was conducted to elucidate structure-property relationships and determine the 
influence of the second phases. This chapter discusses how the microcantilevers were 
prepared, the testing and analysis procedure, the suitability of the J-integral for the 
current purposes, and implications of small-scale testing over bulk testing. 
 
1. The fracture toughness of the isochronal Ni-21 at.% W alloys was determined 
using elastic-plastic fracture mechanics and J-integral interpretation. The 
quantity JQ was deduced by both the maximum J  and intersection method. 
2. Tests with multiple partial unloads were conducted under load-control on 
FIB-fabricated cantilever beams, and the load-displacement data was 
corrected for the increasing contact stiffness at the loading point. 
3. The beam compliance was measured by taking the inverse slope of the unload 
data and the overall behavior was fit to account for the fluctuating data and 
to generate appropriate Δa values for the J-R curves. 
4. Finite element analysis was used to develop the geometry function 
appropriate for cantilever beams and to establish the relationship between the 
beam compliance and crack length. 
5. The as-deposited alloy exhibited the most plastic yielding. The mesoscale 
colonies did not appear to affect the fracture process. 
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6. The 437°C fracture surface was macroscopically brittle but microscopically 
ductile. The features had a characteristic dimension similar to the sub-
colonies seen in the micrograph, which are believed to be structurally and 
chemically different from the interiors. The fracture is suggested to have 
occurred by the formation of shear planes around cooperatively moving 
clusters of grains. 
7. The 728°C fracture surface was associated with much rougher topology and 
appears to be intergranular. The Ni6W6C and W precipitates stayed intact and 
may thus have some crack deflection properties. 
8. The as-deposited alloy exhibited the highest fracture toughness. The values 
at 437°C and 728°C are much lower but comparable to each other. There 
appears to be no benefit of annealing to high temperatures like 728°C because 
of the decrease in both the hardness and fracture toughness. Regarding 
microstructural optimization, there is a trade-off between the improvement in 
hardness and the deterioration in fracture toughness after annealing at 437°C. 
9. The displacement-controlled test administered more data in the stable crack 
growth regime, but we think that load-controlled testing and the analytical 
techniques used herein still revealed the true nature of the alloys. 
 
138 
 
 
Figure 5-1: SEM micrograph showing crack deflection and crack bridging near SiC 
particles in ZrB2 [240] 
 
 
 
 
 
Figure 5-2: SEM micrograph showing the placement of the beam at a near-edge 
region of the film cross-section 
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Figure 5-3: SEM micrographs showing the (a) top-down view of the beam (b) side 
profile of a FIB-milled notch 
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Figure 5-4: Auger electron spectroscopy depth profiles showing the influence of the 
milling current on the resulting Ga ion concentration profile [192] 
 
 
 
 
 
Figure 5-5: Image of Hysitron PI 85 PicoIndenter instrument used for the 
microcantilever deflection tests 
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Figure 5-6: Top-down view of beam post-fracture showing evidence of pure 
bending and lack of torque 
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Figure 5-7: Example of load-time schedule used for the microcantilever deflection 
tests 
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Figure 5-8: SEM micrographs of the test set-up showing the geometric dimensions 
and placement of the indenter tip (a) before and (b) after fracture 
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Figure 5-9: Calculated geometry functions for notch depths of 0.6W and 0.8W 
showing a lack of dimensional effect [103] 
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Figure 5-10: An arbitrary contour around a crack tip used in the definition of the J-
integral [177] 
 
 
 
 
 
Figure 5-11: Schematic of a load-displacement record from a microcantilever 
deflection test showing how the unloading compliance is affected by the different 
deformation stages [201] 
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Figure 5-12: (a) Plastic area under a load-displacement record and (b) illustration of 
the increment in plastic area used to calculate the plastic component of the J-
integral [113] 
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Figure 5-13: Typical J-R curve with the addition of construction lines and Jmax and 
Δamax limits as recommended by ASTM E1820 showing data that qualifies as 
acceptable (yellow region) for deducing JQ [113] 
 
 
 
 
 
Figure 5-14: Schematics of (a) the decomposition of the raw displacement, hraw, 
into the actual deflection of the cantilever, ω, and the indentation into the beam, hind 
and (b) an example of the contact stiffness correction for a single load-unload cycle 
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Figure 5-15: Stiffness data obtained from multiple partial unloads into bulk 
material used for contact stiffness correction (not to be confused with J-R curves) 
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Figure 5-16: Demonstration of the contact stiffness correction 
 
 
 
 
 
Figure 5-17: Representative load-displacement records for each alloy 
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Figure 5-18: Load-displacement curve showing evidence of creep in the upper 
portion of the unloading data (in red) 
 
 
 
 
Figure 5-19: (a) Load-time schedule used for the creep test and (b) creep rate versus 
peak load plot 
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Figure 5-20: Compliance behavior of two beams with different notch depths (a) 
using the upper portion of unloading curve showing anomalous peaks and (b) using 
the lower half of the unloading curve 
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Figure 5-21: Compliance behavior as a result of a second round of multiple partial 
unload in the (a) expanded and (b) zoomed-in views 
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Figure 5-22: Compliance as a function of (a) cycle number and (b) peak 
displacement for testing the amount of scatter within each load and with different 
loads 
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Figure 5-23: (a) Step 1, (b) Step 2, (c) Step 3, and (d) Step 4 of the process of 
fitting the compliance to be suited for J-R curves 
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Figure 5-24: (a) Side view and (b) top view of finite element analysis model of a 
beam with a notch depth of 0.4W 
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Figure 5-25: Finite element model after a second iteration of manual adaptive 
remeshing showing yellow unique nodal positions and red boundary conditions 
 
 
  
157 
 
 
Figure 5-26: FEA-simulated and experimental compliance for various starting 
notch depths for each alloy  
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Figure 5-27: Example of the (a) intersection method and (b) maximum J method for 
deducing JQ 
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Figure 5-28: Crack resistance curves (J-R curves) for the (a) as-deposited alloy, (b) 
437°C alloy with a condensed x-axis, (c) same 437°C alloy with an expanded x-
axis, and (d) 728°C alloy  
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(See caption below.) 
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Figure 5-29: SEM micrographs of the fracture surfaces of the (a) as-deposited, (b) 
437°C, (c) 728°C alloys. The inset of (c) is a back-scatter electron micrograph of 
the same fracture surface used to identify the Ni6W6C and elemental W 
precipitates. The circular features on the surface of the beam in (a) are platinum-
deposited markers intended for digital image correlation analysis. 
 
 
 
 
Alloy Maximum J Method (MPa√m) Intersection Method (MPa√m) 
As-deposited 8.9 ± 0.4 7.7 ± 0.4 
437°C 6.5 ± 0.1 5.8 ± 0.2 
728°C 6.3 ± 0.6 5.11 ± 0.3 
Table 5-1: Average fracture toughness values using both methods of JQ derivation 
for each alloy 
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Figure 5-30: (a) Fracture toughness deduced by both methods of JQ derivation and 
(b) corresponding microhardness data (presented earlier in Table 4-2 and Figure 
4-6) 
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Figure 5-31: STEM-HAADF micrograph of the as-deposited alloy showing 
mesotexture 
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Figure 5-32: (a and c) STEM-HAADF micrographs at lower and higher 
magnification, respectively and (b and d) corresponding STEM-BF micrographs at 
lower and higher magnification, respectively, of the 437°C alloy. The grain 
colonies are not as evident with BF imaging as they are with HAADF imaging. 
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Figure 5-33: Load-displacement record of an unsuccessful indentation test into bulk 
material conducted to supply a reference curve for the contact stiffness correction 
of displacement-controlled tests 
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Figure 5-34: Uncorrected (raw) load-displacement records for the as-deposited alloy 
using load- and displacement-control 
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Figure 5-35: Compliance behavior under displacement-control 
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Figure 5-36: J-R curve developed with the unloading compliance method for 
micro-sized W single crystal notched cantilevers [202]  
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6 Chapter 6: Future Work 
6.1 Fracture Analysis of Additional Ni-W Alloys 
Future work concerning this dissertation includes conducting a fracture analysis 
on the remaining alloys, particularly the isothermal series of samples, i.e. as-
deposited Ni−21 at. % W and annealed at 728°C for 1, 4, 12, and 24 hours. Since 
there was no correlation between the hardness behavior and annealing time (see 
Figure 4-7), it would be interesting to see if the fracture toughness exhibits similar 
behavior. As shown in Figure 6-1, the sample annealed for 1 hour contained a much 
higher concentration of precipitates compared to that annealed for 24 hours. Thus, 
although the grain size is different between the two samples, we may be better able 
to capture the fracture behavior of the precipitates if they exist in higher 
concentration in the fracture plane. To deconvolute the effects of grain size and 
second phases, further investigation could involve annealing Ni−21 at.% W to 
temperatures prior to the onset of second phase precipitation for times long enough 
to generate grain sizes equivalent to those of samples with second phases. In that 
way, samples with and without second phases with similar grain sizes can be 
evaluated.  
Besides this obvious option of examining samples we already have, two other 
areas of promising research include improving the analytical framework for fracture 
toughness quantification and taking a microstructural engineering approach to 
adjusting the amount of carbon available for carbide formation, as discussed below. 
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6.2 Improving the Analytical Framework 
As expected, the compliance of the beams and thus crack growth had a 
general tendency to increase throughout the test. But because they did so with 
significant fluctuation, a fit had to be applied in order to generate positive Δa values 
for the J-R curves. The extent of data manipulation may be more than desired, so we 
recommend exploring other fracture parameters (e.g. CTOD and CTOA) and beam 
dimensions/geometries that may better resolve the subtle changes in compliance. For 
example, fixed-fixed beams with straight or chevron-shaped notches have been 
reported to offer more controllable crack growth, even in brittle materials [242–244]. 
Cyclic loading makes it possible to collect multiple measurements due to small, 
stable, and measurable increases in crack length. The symmetric geometry also 
eliminates the mixed-mode fracture that accompanies single-ended cantilever 
bending. 
To induce more stable crack growth, we encourage future measurements on 
this scale to be conducted under displacement-control. As shown previously (see 
Section 5.9.2), the test conducted under displacement-control presented much more 
stable crack growth prior to failure. Perhaps a slower loading rate than that currently 
used for the displacement-controlled test (100 nm/s) but fast enough to alleviate 
difficulties with thermal drift would facilitate the contact stiffness correction that 
needs to be applied. Although it is clear that displacement-controlled tests provide 
many more data points in the stable crack growth regime, it is uncertain how much 
JQ would change. It is possible that it would not change much considering the fact 
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that it is taken at an intersection and not at a point along the J-R curve. Presumably, 
displacement-controlled tests would yield lower JQ values than those presented here, 
but being that fracture toughness values determined by the J-R curves of bend-type 
specimens have been observed to be conservative with respect to those from tensile 
loading configurations [113], the values reported herein should not be thought of as 
overestimations and thus do not compromise the practical applicability of the results. 
In addition, conducting tests with continuous stiffness measurements would 
complement the present data. Continuous stiffness measurements are ideal, as they 
convey the beam stiffness at each data point along the unload curve, thus eliminating 
the uncertainty of where to take the slope. Kupka and Lilleodden [201] measured the 
stiffness by partial unloads as well as continuous stiffness measurements and 
reported that the stiffness from reloading segments deviated from the mean value of 
the continuous stiffness measurements by less than 5%. This showed that the 
methods were equivalent for measuring the beam stiffness. Thus, we do not 
anticipate that continuous stiffness measurements would yield significantly different 
compliance values.  
 
6.3 Tuning the Impurity Concentration 
The evidence of carbides at 728°C given the meticulously controlled 
experimental set-up and processing suggests that carbon contamination may be hard 
to avoid. The Ni6W6C and elemental W precipitates were shown to improve the 
microhardness of the Ni-W beyond which would be expected from Hall-Petch effects 
alone (see Section 4.1). Thus, it may be interesting to try to tune the impurity 
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concentration in an effort to exploit the carbides for mechanical property 
improvement. Once a better understanding of how the alloys behave in the presence 
of carbides is gained, the microstructure can be better engineered. 
This can be achieved in two ways: by adjusting the parameters of deposition 
or by adjusting the heat treatment. The former was explored in this study. Preliminary 
evidence suggests that the concentration of carbon and oxygen can change depending 
on the bath stirring rate and applied current waveform with which the films are 
deposited. The hypothesis behind changing the stirring rate was that the faster the 
bath is stirred, the thinner the hydrodynamic boundary layer at the cathode surface 
and the fewer the impurities that get incorporated. Regarding the current waveform, 
we were interested in whether or not using different waveforms to produce different 
chemical compositions inherently affected the impurity concentration. A total of 15 
films were electroplated with stirring rates of 60 (the lowest allowed by the magnetic 
stirrer hot plate), 150, and 300 RPM and current densities of 0.2 A/cm2 under direct 
current, 0.2 A/cm2 forward (cathodic) current for 20 ms with a periodic reverse pulse 
of -0.1 A/cm2 for 3 ms, and 0.2 A/cm2 forward current for 20 ms with a periodic 
reverse pulst of -0.2 A/cm2. The former set of samples plated with different stirring 
rates were all applied with a 0.2 A/cm2 direct current waveform, and the latter were 
plated with a stirring rate of 300 RPM. 
Films were sent to Evans Analytical Group Inc. (Liverpool, NY) for 
instrumental gas analysis. Instrumental gas analysis was deemed the most suitable 
method for chemical analysis because of its capability to measure PPM levels of gas-
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forming elements from a very small volume of material. A high-temperature furnace 
was used to rapidly heat the samples, in the process converting gas-forming elements 
into volatile forms for separation and subsequent measurement. Carbon and sulfur 
were measured based on combustion and infrared detection. Sulfur contamination 
was of interest because sulfur segregation was to blame for the abnormal grain 
growth of nanocrystalline Ni in one study [245]. The film was placed in a ceramic 
crucible in a high-frequency induction furnace. The analytical method was based on 
the complete oxidation of the of the sample by combustion in a chamber above 
2000°C filled of oxygen plasma. The combustion of the sample released various 
gasses, which were measured by four infrared detectors. The analysis of SO2 
determined the sulfur content, and the analysis of CO and CO2 determined the carbon 
content. Oxygen levels were also tested for because oxygen contamination has been 
shown to advantageously hinder the grain growth of nanocrystalline Ni-W, thus 
improving the thermal stability [97,112]. Oxygen was measured using inert gas 
fusion or solid carrier gas heat extraction. The sample was placed in a graphite 
crucible and inserted into a furnace where it was held between two electrodes. After 
purging with inert gas (He or Ar), a high current was passed through the crucible, 
increasing the temperature above 2500°C. Gases that formed (e.g. CO, CO2, N2, and 
H2) were released into a flowing inert gas stream, which was directed to the 
appropriate detector: infrared for oxygen measured as CO. Instrument calibration 
was performed using known reference materials. 
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Because of the high variability in results (15-20%), EAG recommended that 
we provide at least 30 mg of each film for three tests to be conducted with 10 mg 
each. Because carbon and sulfur are tested together, a total of only 60 mg was needed 
for each film. Although 60 mg may not seem like a lot, low deposition rates are 
encountered with electrodeposition, so no more than the recommended bare 
minimum was provided for analysis. The results for carbon and oxygen are displayed 
in Figure 6-2. Negligible amounts of sulfur were detected; most samples contained 
less than 10 PPM. From a first approximation, the carbon levels decrease and 
increase with increasing stirring rate and increasing amplitude of reverse pulse 
current, respectively, and the oxygen levels increase with increasing stirring rate. 
Thus, it appears that adjustments to the experimental processing does in fact 
influence the resulting impurity concentration. However, as shown by the error bars 
(or lack of), the measurements are met with such large error that the analysis would 
have benefited from more material mass for better statistics. In fact, the reason why 
most of the measurements do not have error bars is because one of the three tests 
under each condition were unsuccessful, thus the data in the plots represent an 
average of only two values. In addition to the stirring rate and current waveform, 
other parameters like the bath temperature can also be considered in future 
investigations into altering the impurity concentration. 
An alternative method to control the amount of carbon and oxygen is by 
regulating the amount of trisodium citrate (Na3C6H5O7 ⋅ 2H2O). This chemical is the 
only organic compound in the bath; therefore, it is likely the major source of carbon 
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and oxygen contamination. Unfortunately, as shown by Ref. [63], changing the 
amount of citrate also changes the resulting alloy composition because the citrate 
forms complexes with the Ni and tungstate ions.  Thus, processing adjustments, 
especially when it concerns the bath chemistry, will often induce competing effects, 
a situation in which it is difficult to target just one facet of the characteristics that 
govern the alloy. Successful analysis in this respect would likely involve extensive 
experimental testing and characterization but can potentially provide rather useful 
insight into how the impurity concentration affects the microstructure and 
mechanical properties by way of microstructural optimization. 
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Figure 6-1: STEM-BF micrographs of Ni−21 at.% W annealed at 728°C for (a) 1 
hour and (b) 24 hours showing the difference in second phase concentration (black 
regions)  
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Figure 6-2: Carbon and oxygen impurity concentration under varying (a) bath stirring 
rates and (b) current waveforms. DC=”direct current, FP=“forward pulse,” 
RP=“reverse pulse.” 
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7 Chapter 7: Conclusion and Final Remarks 
The objectives of this project were to conduct a mechanical evaluation of 
electrodeposited Ni-W alloys via hardness testing and fracture toughness testing and 
to relate the associated data to the microstructure as evidenced by TEM and STEM. 
We also developed a framework for quantifying the fracture toughness of elastic-
plastic metals with microcantilever geometries using the J-integral. The most 
important conclusions are outlined below: 
 
1. Film deposition was meticulously controlled and extreme care was taken to 
keep the system as clean as possible. Even so, Ni6W6C was detected in Ni−21 
at.% W annealed at 728°C, thus revealing that carbon contamination may be 
hard to avoid. Ni-W should therefore be considered in the presence of carbon, 
at least under all practical circumstances. 
2. Ni−21 at.% W was the most thermally stable even after second phase 
precipitation at 728°C. It also exhibited the highest hardness at all annealing 
temperatures. 
3. The increase in harness for Ni−21 at.% W at 437°C suggests processes like 
grain boundary relaxation and/or the rearrangement of impurity atoms are in 
effect. The subsequent decrease at 728°C, along with the unimpressive 
fracture toughness, indicate that there may be no benefit to annealing to high 
temperatures. The decrease was not due solely to Hall-Petch effects, 
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however, so the second phases may have played a positive role in establishing 
the hardness. 
4. As-deposited Ni−21 at.% W exhibited the most plastic yielding and thus 
highest toughness. There was evidence for crack tip plasticity on the fracture 
surface but no indication of the mesoscale colonies seen in the microstructure. 
5. Ni−21 at.% W annealed at 437°C exhibited the lowest fracture toughness and 
predominantly brittle character. The dimpled features on the fracture surface 
had a characteristic dimension similar to that of the mesoscale colonies. 
Failure may have occurred by the aggregation of shear planes around clusters 
of grains via mechanisms like grain boundary sliding. The drop in fracture 
toughness at 437°C may have been related to the reduction in microstructural 
homogeneity; the formation of local sites for crack initiation without the 
development of ameliorating mechanisms for crack arrest could be primarily 
to blame. 
6. Ni−21 at.% W annealed at 728°C exhibited intergranular failure, and the 
second phase precipitates appeared to have stayed intact. The fracture 
toughness did not change significantly from 437°C even though the 
microstructure evolved significantly. Thus, microstructural features other 
than the grain size may be detrimental to the fracture toughness (but 
beneficial to the hardness). 
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Knowledge about the fracture behavior is crucial for determining where materials 
are optimal and for predicting the performance and lifetime of parts, especially when 
the service temperatures and conditions under which they are expected to operate 
become increasingly demanding. Studies on heat-treated Ni-W are limited, and even 
fewer have assessed fracture due to the difficulties involved with small-scale sample 
fabrication and testing. Based on the mechanical analysis, we recommend annealing 
to below 437°C to take advantage of the increasing hardness but to mitigate the 
drawback of the decreasing fracture toughness. It also appears that the second phases 
at 728°C had a positive impact on the fracture toughness. Beyond the practical 
considerations, this study aimed to establish structure-property relationships using 
novel micro-mechanical methods and a robust characterization of the microstructure. 
Since novel analytical techniques were used to for mechanical characterization, this 
study also contributed to improving the existing methods of fracture toughness 
quantification of elastic-plastic materials on the micron scale. 
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8 Appendix A: Transmission Electron Microscopy 
Sample Preparation Procedure 
The procedure below was developed by Christopher Marvel (Lehigh University) 
and outlines the steps taken to fabricate the TEM samples in the FIB. (Scanning) 
transmission electron microscopy required that the samples be as thin as the diameter 
of the average grain size. Corresponding beam currents are shown in parenthesis. 
Milling was conducted using an accelerating voltage of 30 kV, unless otherwise 
noted. 
 
1. Deposit a 15 µm × 2 µm × 50 nm Pt bar with the electron beam (e-beam) to 
minimize ion beam (i-beam) damage from the i-beam Pt deposition. (2 kV, 
6nA) 
2. Deposit a 15 µm × 2 µm × 2 μm Pt layer with the i-beam on top of the existing 
Pt bar to protect the sample from the following milling steps and redeposition. 
(300 pA) 
3. Mill a 25 µm × 8 µm × 8 μm trench with a rectangular pattern on both sides 
of the Pt. Approximate 2 μm of space between the Pt and the trench to avoid 
milling the Pt. (30 nA) 
4. Start refining the thickness of the FIB sample by cleaning the sides at a tilt of 
±3° to account for re-deposition at the bottom of the trench. Continue doing 
this until the FIB sample is 1-2 μm in thickness. (7 nA) 
5. Tilt to 0°, and mill around the bottom of the sample in the shape of the letter 
u, leaving a 1-μm thick post on the left side of the sample. (3 nA) 
6. Insert the Omniprobe needle and weld the needle to the right side of the 
sample using Pt deposition. (50 pA) 
7. Remove the post (the part that is still connected to the bulk sample), and 
remove the sample from the trench by carefully moving the needle. (1 nA) 
8. Move the stage to the Omniprobe Mo grid. Mill a “landing zone” on the right 
side of the grid to smooth out the surface and thus facilitate the adherence of 
the sample upon attachment. (60 nA) 
9. Bring in the needle with the attached sample, and weld the sample to the grid 
with Pt deposition. (100 pA) 
10. Mill a rectangular pattern between the needle and the sample to detach the 
two. (1 nA) 
11. Using alternating tilts of ±3°, final thin the sample to roughly 750 nm in 
thickness. (1 nA) 
12. Repeat Step 11 using alternating tilts of ±2° to roughly 300 nm in thickness. 
(300 pA) 
13. Follow with alternating tilts of ±1.5° to roughly 150 nm in thickness. (100 
pA) 
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14. Final polish the sample using broad beam milling to a thickness of <100 nm 
to remove the damage incurred by milling with 30 kV. (5kV, 48 pA) 
15. Use the NanoMill to remove the amorphized surface layer induced by the 
FIB. (900 eV, 150 pA) 
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9 Appendix B: Microcantilever Beam Fabrication 
Procedure 
The following procedure was used to construct the cantilever beams. After the 
mounted sample was polished, it had to be further sectioned (via grinding) to be 
approximately 1 × 1 cm2 in dimension so that it would be small enough to superglue 
onto a 12.5 mm-diameter pin stub in the PI 85 PicoIndenter instrument. In the 
sectioning process, the side of the mount parallel to the polished side was polished 
further to reduce the thickness to around 1 cm or less (the thinner the better). It was 
essential to make sure both sides were perfectly parallel so that the nanoindentation 
probe would come in with a force normal to the surface of the beam. One side of the 
mount was polished until the surface came into a 90° contact with one end of the 
film. Thus, when viewed from the originally polished side, the edge was oriented 90° 
to the plane of the film, and when viewed from the side of the mount, the newly 
polished surface was oriented 90° to the bottom side as well. This procedure ensured 
that the two cross-sections of the film was located at and edge of the sample so as to 
minimize the amount of bulk material that had to be removed with FIB milling. All 
milling was conducted using an accelerating voltage of 30 kV for the ion beam. 
 
1. Mount the pin stub with the superglued sample onto a 38° pin stub holder 
(Ted Pella, Inc.), and make sure the edge containing the sample (the edge of 
interest) is horizontal and facing up. 
2. Turn the electron beam (e-beam) on, and align the edge of interest to be 
perfectly horizontal and facing down in the image. Set the eucentric height. 
3. Tilt to 14°, and turn the ion beam (i-beam) on. Make sure the edge of interest 
is perfectly horizontal and facing down in the image. If not, make sure scan 
rotation is set to 0°, and subsequently make any necessary rotational 
adjustments. 
4. Tilt to 16°, and start milling with an ion current of 30 nA with a rectangular 
pattern with dimensions 25 μm × 5 μm 2.5 μmb (measure 25 μm from the 
right edge of the sample). This step is to ensure a 90° angle between the top 
surface of the film and the side of the mount. Continue doing this until you 
achieve a 90° angle and a depth of at least 15 μm. 
5. Tilt to 12°. Measure 6.5 μm from the milled edge of the sample, and mill a 
trench with the same rectangular dimensions as Step 4 with a current of 30 
nA. 
6. Repeat Steps 4 and 5 with progressively decreasing currents of 3 nA and 1 
nA until you reach a beam thickness of 4 μm when measured at 14° tilt. 
7. At 14° tilt, measure 22 μm from the left side of the beam, and mill a rectangle 
using 3 nA with x-y dimensions of 3 μm × 5 μm. Repeat with 500 nA at a 
distance 21 μm from the left side of the beam so that the beam is 21 μm in 
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length at the end. Set the z-dimension to 10 μm, but mill until the depth 
reaches about 15 μm. 
8. Save the stage position (Position 1). Tilt to 0°, and rotate the scan 180°. Make 
any additional adjustments to the scan rotation to align the top edge to be 
horizontal. Make additional adjustments to the tilt to achieve a perfectly edge 
on view, then tilt 2° in the negative direction to account for beam broadening. 
Save the stage position (Position 2). 
9. Steps 9-11 are clarified in Figure 9-1. Measure 3 μm from the top of the beam, 
then measure 15 μm from the ride side of the beam at a distance 3 μm from 
the top. Thus, the “unposted” end of the beam if 15 μm in length. Measure 13 
μm below the 3 μm mark, and place a rectangular pattern from that point to a 
point 9 μm from the top and 15 μm from the right side of the beam at a 
distance 3 μm from the top. Mill this rectangle with 15 nA and a z dimension 
of 10 μm until the 4 μm-thickness of the beam is milled through. Use the e-
beam to get a different viewing angle and check the progress of the milling. 
10. Use a current of 3 nA, and repeat Step 9 by milling the bottom of the beam 
up to a point about 4 μm from the top. 
11. Use a current of 500 pA, and repeat Step 10 up to a point 3 μm from the top 
of the beam. 
12. Return to Position 1 to construct the notch. Disable the stage movement so 
you don’t mill unintended material due to accidental stage movement or beam 
shift. Measure 12 μm from the right side of the beam, and place a line pattern 
with x-y dimensions of 500 pm × 3.6 μm. Keep the 12 μm measurement 
marker on the image for reference (due to stage drift). Make sure the line 
pattern is centered on the beam, and start milling in 30-second increments 
with a current of 50 pA. Monitor the stage drift by inspecting the movement 
of the right end of the measurement marker with respect to the ride side of 
the beam. If the marker moves away, account for the stage drift by replacing 
the marker in alignment with the right side of the beam, and move the lien 
pattern back to the left end of the marker. This meticulous accounting for the 
stage drift is essential in order to ensure the notch is being milled in the same 
spot every time and becomes sharp. If the stage drift is negligible, you can 
increase the milling time increment to 1 minute or more based on your own 
judgement. Keep a record of the total milling time, and stop when you reach 
10 minutes. 
13. Repeat Step 12 using a current of 10 pA and x-dimension of 50 pm for the 
line pattern. Stop at 10 minutes. This notch milling procedure yields a notch 
that is 0.4W-0.5W (1.2-1.5 μm) in depth for Ni-W, but different materials 
will require different milling times and perhaps different milling currents and 
dimensions. 
14. Tilt to 16°, and mill 300 nm of the beam using 500 pA. 
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15. Repeat Step 14 at 12° tilt. Your beam should now be 3.4 μm in thickness at 
14° tilt. 
16. Return to Position 2, and mill the beam to 3um in height to get rid of the re-
deposition from prior milling steps. 
17. Return to Position 1, and repeat Steps 14 and 15 using a current of either 300 
or 500 pA depending on your material. Make sure you beam is exactly 3 μm 
in B dimension. 
18. Measure 3 μm from the right side of the beam, and place markers using 10 
pA to indicate the loading position. It only takes a few seconds to generate 
visible markers. 
19. Measure the length L (the distance from the notch to the markers) by taking 
a high-resolution image with the i-beam using a current of 10 pA. 
20. Tilt to ~52° until the beam can be viewed perfectly edge-on. Take a high-
resolution image using 50 pA and 5 kV to measure the notch depth. 
At any point during the above steps in which stage and scan rotational adjustments 
need to be made, make sure to use an i-beam current of 10 pA so as to not damage 
the specimen with unnecessary ion implantation. The entire process takes 2-2.5 hours 
barring any problems with the instrument or sample fabrication. 
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Figure 9-1: SEM image of side edge-on view of beam showing individual milling 
steps and corresponding dimensions for the rectangular patterns. This image was 
taken with the beam being edge-on, but the milling should be performed at a 2° tilt 
from the edge-on condition, as described in the procedure.  
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