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A CLASS OF GENERALIZED GAMMA FUNCTIONS
JEAN-PAUL JURZAK
Abstract. In this paper, we study the holomorphic function defined by the infinite
product Γa,r(s) =
∏
n≥0(1 +
1
a+nr
)s (1 + s
a+nr
)−1 which generalize Euler’s definition
in the sense that Γ(s) =
Γ1,1(s)
s
. We obtain analogues of the Gauss multiplication
formula, complement formula for functions Γa,r(s).
Laboratoire Gevrey de Mathe´matique Physique, Universite´ de Bourgogne,
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1. Introduction
Analogues of the gamma function Γ(s) have been proposed and studied by L.Bendersky
[1], E.L.Post[3], S.Ramanujan [4] and other authors such as F.H.Jackson which intro-
duces a q-gamma function defined as an infinite product.
Euler’s original definition of Γ(s) is
Γ(s) =
1
s
∏
n∈N∗
(1 + 1
n
)s
(1 + s
n
)
(1.1)
and many representations of Γ(s) as integrals involving classical functions can be found
in classical manuals (see [2] for example).
Our paper differs from previous approachs and study a modified gamma function
discribed by formula Γa,r(s) =
∏
n≥0(1+
1
a+nr )
s (1+ s
a+nr )
−1 closed to Euler’s definition.
However, no simple integral formula (involving classical functions distinct from Euler
gamma function) has been obtained as an alternative description of the function Γa,r(s).
The paper is organized as follows: main properties of Γa,r(s) are summed in propo-
sition 3.2 and proofs of results of this section are concentrated in section 4. Section 2
states few properties of infinite products defined by formula 2.1.
2. Preliminaries
For a real sequence A = (an)n≥0 such that 1 +
1
an
> 0 for all n, we formally put
ΓA(s) =
∏
n≥0
(1 + 1
an
)s
(1 + s
an
)
(2.1)
Clearly ΓA(0) = ΓA(1) = 1.
Definition 2.1. Let A = (ai)i∈I be a subset of R. For α ∈ C∗ and n ∈ Z, we define
A
α
= (ai
α
)i∈I ; A+ α = (ai + α)i∈I ; A
n = (ani )i∈I
Proposition 2.2. We assume that Σ∞n=1
1
a2n
< +∞. One has the following properties:
1. The function ΓA(s) is defined and meromorphic on C with poles only at s = −an
for n ∈ N and never vanishes on C− (−A).
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2. For α ∈ R∗ and s ∈ C− (−A
α
), one has:
ΓA(α s) = ΓA(α)
s Γ A
α
(s)(2.2)
3. Assuming an 6= ±1 for all n, one has, for s ∈ C− (±A)
ΓA(s) = µ
s−s2
A
Γ−A(s)
Γ−A2(s
2)
(2.3)
with µA =
∏
n≥0(1− 1a2n ).
In this context, the strictly positive real number e−γA =
∏
n≥0(1 +
1
an
)e−
1
an is well
defined and one has, for s ∈ C− (−A):
Γ′A(s)
ΓA(s)
= −γA +Σ∞n=0
s
an(an + s)
(2.4)
Choosing A = N∗, we get Γ(s) = 1
s
ΓN∗(s) with γA equal to the Euler constant γ.
Proof:
Putting Jn = N ∩ [0, n] for n ∈ N, one has, for s ∈ R:
∏
k∈Jn
(1 + 1
ak
)s
(1 + s
ak
)
=
∏
k∈Jn
(
(1 + 1
ak
) e
− 1
ak
)s
∏
k∈Jn
(1 + s
ak
)e
− s
ak
(2.5)
The sequence of entire functions s → ∏k∈Jn(1 + sak )e−
s
ak is uniformly convergent (as
n → +∞) on compact sets of C to the entire function s → ∏n∈N∗(1 + sak )e−
s
ak which
vanishes only at points s satisfying (1 + s
ak
)e
− s
ak = 0, ie for s ∈ A. Clearly
∏
k∈Jn
(
(1 +
1
ak
) e
− 1
ak
)s → e−γAs
as n tends to +∞, uniformly for s in a compact set of C. Thus, formula 2.1 defines a
meromorphic function on C with poles only at s = −ak for n ≥ 0, as a quotient of two
entire functions.
For formula 2.2, omitting terms of the form e
± 1
ak , it suffice to prove the equality for
s ∈ R+∗ and formula holds for a general s ∈ C − (−A
α
) by analytic continuation. One
has, for α ∈ R+∗
ΓA(α s)
ΓA(α)s
= limn→∞
∏
k∈Jn
(1 + 1
ak
)αs
(1 + αs
ak
)
[ ∏
k∈Jn
(1 + α
ak
)
(1 + 1
ak
)α
]s
= limn→∞
∏
k∈Jn
(1 + α
ak
)s
(1 + αs
ak
)
= Γ A
α
(s)
For formula 2.3, one has:
ΓA(s) =
∏
n≥0
(1 + 1
an
)s
(1 + s
an
)
=
∏
n≥0
(1− 1
a2n
)s
(1− 1
an
)s
(1− s
an
)
(1− s2
a2n
)
=
∏
n≥0
(1− 1
a2n
)s
2
(1− 1
an
)s
(1− s
an
)
(1− s2
a2n
)
(1− 1
a2n
)s
(1− 1
a2n
)s2
= µs−s
2
A
Γ−A(s)
Γ−A2(s
2)
We note the
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Proposition 2.3. The functional equation satisfied by the Riemann zeta function is:
Γ2N∗(s) ζ(s)
2s s
=
Γ2N∗(1− s) ζ(1− s)
21−s (1− s)(2.6)
This equality is the starting point of this work.
Proof:
Since Γ(12) =
√
pi, the functional equation takes the form
Γ( s2 ) ζ(s)
Γ(12 )
s
=
Γ(1−s2 ) ζ(1− s)
Γ(12)
1−s
hence, from Γ(s) = 1
s
ΓN∗(s)
ΓN∗(
s
2) ζ(s)
2s s ΓN∗(
1
2)
s
=
ΓN∗(
1−s
2 ) ζ(1− s)
21−s (1− s) ΓN∗(12)1−s
Taking A = N∗ and α = 12 in formula 2.2 gives
ΓN∗(
s
2)
ΓN∗(
1
2 )
s
= Γ2N∗(s)
A direct substitution imply formula 2.6.
3. Properties of Γa,r functions
Let A = (a + nr)n≥0 = a + rN be an arithmetical sequence with reason r > 0 and
first element a > 0 (or with reason r < 0 and first element a < −1). We define
Γa,r(s) =
∏
n≥0
(1 + 1
a+nr )
s
(1 + s
a+nr )
(3.1)
This formula is closed to Euler’s definition 1.1 of gamma function expressed as an
infinite product. The Γa,r function is expressed by 3.6 in a non-natural way in terms of
the well-known Γ function in order to obtain shorter proofs of some properties of Γa,r
functions. Some properties of Γa,r are more natural from explicit formula 3.1. We note
that Γ(s) = 1
s
Γ1,1(s) and formula 2.6 becomes
Γ2,2(s) ζ(s)
2s s
=
Γ2,2(1− s) ζ(1− s)
21−s (1− s)(3.2)
Following section 2, we put
sina,r(s) =
∏
n≥0
(1− s
2
(a+ nr)2
) =
1
Γa,r(s)Γa,r(−s)(3.3)
e−γa,r =
∏
n≥0
(1 +
1
a+ nr
)e−
1
a+nr
Lemma 3.1. Let Ψ(s) = Γ
′(s)
Γ(s) . One has, for s ∈ C− A:
sina,r(s) =
Γ2(a
r
)
Γ(a
r
+ s
r
) Γ(a
r
− s
r
)
(3.4)
e−γa,r =
Γ(a
r
)
Γ(a
r
+ 1
r
)
e
1
r
Ψ(a
r
)(3.5)
4 JEAN-PAUL JURZAK
Γa,r(s) =
1
Γ(a
r
)
Γ(
s+ a
r
)
Γ(a
r
)s
Γ(a
r
+ 1
r
)s
(3.6)
Proposition 3.2. The function Γa,r(s) has the following properties
1. For s ∈ C− A
Γa,r(s + r) = α
r s+ a
r
Γa,r(s)(3.7)
with α =
Γ(a
r
)
Γ(a
r
+ 1
r
)
.
2. Complement’s formula
Γa,r(s)Γa,r(r − s) = (1− s
a
)
Γa,r(r)
sina,r(s)
(3.8)
3. Duplication formula
(22s)
1
r Γa,r(s) Γa,r(s+
r
2
) =
Γa,r(
r
2 )
Γa,r(a)
Γa,r(2s + a)(3.9)
with
Γa,r(
r
2)
Γa,r(a)
=
√
pi
2
2a
r
−1
Γ(a
r
+ 1
r
)a−
r
2
Γ(a
r
)1+a−
r
2
4. Multiplication formula
n
ns
r
k=n−1∏
k=0
Γa,r(s+ k
r
n
) =
Γa,r(
r
n
) · · ·Γa,r(krn ) · · ·Γa,r( (n−1)rn )
Γa,r((n − 1)a) Γa,r(ns+ (n− 1)a)
with
Γa,r(
r
n
) · · ·Γa,r(krn ) · · ·Γa,r( (n−1)rn )
Γa,r((n − 1)a) =
(2pi)
n−1
2
n
na
r
− 1
2
Γ(a
r
+ 1
r
)(n−1)(a−
r
2
)
Γ(a
r
)(n−1)(a+1−
r
2
)
(3.10)
Thus, the triple formula may be written as
Γa,r(3s+ 2a) = Cte 3
3s
r Γa,r(s) Γa,r(s+
r
3
) Γa,r(s+
2r
3
)
with
Cte =
3
3a
r
− 1
2√
2pi
Γ(a
r
)2+2a−r
Γ(a
r
+ 1
r
)2a−r
=
Γa,r(2a)
Γa,r(
r
3 )Γa,r(
2r
3 )
We put Ψa,r(s) =
Γ′a,r(s)
Γa,r(s)
. One has, for s ∈ C− (a+ rN):
Ψa,r(s) =
1
r
Ψ(
s+ a
r
) + ln Γ(
a
r
)− ln Γ(a
r
+
1
r
)
Ψa,r(s+ r)−Ψa,r(s) = 1
s+ a
Various properties are
Proposition 3.3. Let β(·, ·) be the usual beta function. We assume a > 0 and r > 0.
With obvious notations, one has:
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1. For n ∈ N∗
Γa,r(s) = Γa,nr(s) Γa+r,nr(s) · · ·Γa+kr,nr(s) · · ·Γa+(n−1)r,nr(s)(3.11)
and
Γa,nr(s)
Γa+kr,nr(s)
=
β(s+a
nr
; k
n
)
β( a
nr
; k
n
)
β( a
nr
; k
n
)s
β(a+1
nr
; k
n
)s
=
β( s
nr
; a+kr
nr
)
β( s
nr
; a
nr
)
β( a
nr
; 1
nr
)s
β(a+kr
nr
; 1
nr
)s
2. For suitable s and h, one has
Γa−h,r(s+ h) = C q
s Γa,r(s)(3.12)
with
C = Γ(
a
r
)
Γ(a−h
r
)h−1
Γ(a−h
r
+ 1
r
)h
and q =
β(a−h
r
; 1
r
)
β(a
r
; 1
r
)
=
β(a+1
r
; −h
r
)
β(a
r
; −h
r
)
3. One has
Γa,r(s) =
1
Γ(a
r
)
Γa,r(r)
s
r
(a
r
)
s
r
Γ(
s
r
+
a
r
)(3.13)
When a = r, the function Γa,a(s) becomes
Γa,a(s) =
∏
n∈N∗
(1 + 1
an
)s
(1 + s
an
)
(3.14)
with properties
sina,a(s) = a
sin(pi s
a
)
pi s
(3.15)
e−γa,a =def
∏
n∈N∗
(1 +
1
an
)e−
1
an =
e−
γ
a
Γ(1 + 1
a
)
γ Euler constant(3.16)
Γa,a(s) =
Γ(1 + s
a
)
Γ(1 + 1
a
)s
(3.17)
Γa,a(s+ a) =
1
Γ(1 + 1
a
)a
s+ a
a
Γa,a(s)(3.18)
Γa,a(s)Γa,a(a− s) = 1
Γ(1 + 1
a
)a
(1− s
a
)
pi s
a
sin(pi s
a
)
(3.19)
Γa,a(
a
b
s) = Γa,a(
a
b
)s Γb,b(s)(3.20)
Ψa,a(s) =
1
a
Ψ(1 +
s
a
)− ln Γ(1 + 1
a
)(3.21)
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Proposition 3.4. For λ 6= 0
sina,r(s) = sinλa,λr(λs) = sin a
r
,1(
s
r
)(3.22)
sina,r(s + r)
( s
r
− a
r
+ 1)
= − sina,r(s)
( s
r
+ a
r
)
(3.23)
sina,r(s +
r
2)
( s
r
− a
r
+ 12)
= − Γ
2(a
r
)
Γ2(a
r
+ 12)
sina+ r
2
,r(s)(3.24)
sina− r
2
,r(s) = (1−
s2
(a− r2)2
) sina+ r
2
,r(s)(3.25)
For n ∈ N∗
sina,r(ns) = sin a
n
,r(s) sin a
n
+ r
n
,r(s) · · · sin a
n
+ kr
n
,r(s) · · · sin a
n
+ (n−1)r
n
,r
(s)(3.26)
Taking n = 2 in formula 3.26, we find
sina,r(2s) = sina
2
,r(s) sin a
2
+ r
2
,r(s)(3.27)
Classical descriptions of sin(s) and cos(s) as infinite product are equivalent to
sin(pi s)
pi s
= sin1,1(s) et cos(pi s) = sin 1
2
,1(s)
with the following properties
sin 1
2
,1(s) = pi(s+
1
2
) sin1,1(s+
1
2
)
sin 1
2
,1(s + 1) = −sin 1
2
,1(s)
due to cos(pi s) = sin(pi s+pi2 ) and periodicity of cos(s). And sin(2pis) = 2 sin(pis) cos(pis)
expresses as
sin1,1(2s) = sin1,1(s) sin 1
2
,1(s) = pi(s+
1
2
) sin1,1(s) sin1,1(s+
1
2
)
which agree with formulas 3.27 and 3.24 choosing a = 1 and r = 1.
4. Proofs
Proof of lemma 3.1:
One has from [2] formula 8.364
∏
n≥0
(1 +
w
a+ nr
) e−
w
a+nr =
Γ(a
r
)
Γ(a
r
+ w
r
)
e
w
r
Ψ(a
r
)
hence w = 1 gives formula 3.5. Choosing w = ±s gives formula 3.4. For s ∈ R
Γa,r(s) =
∏
n≥0
[
(1 + 1
a+nr ) e
− 1
a+nr
]s
(1 + s
a+nr ) e
− s
a+nr
=
Γ(a
r
)s
Γ(a
r
+ 1
r
)s
e
s
r
Ψ(a
r
)
Γ(a
r
)
Γ(a
r
+ s
r
) e
s
r
Ψ(a
r
)
thus, by analytic continuation and proposition 2.2
Γa,r(s) =
Γ(a
r
)s
Γ(a
r
+ 1
r
)s
Γ(a
r
)
Γ(a
r
+ s
r
)
=
Γ(a
r
+ s
r
)
Γ(a
r
)
Γ(a
r
)s
Γ(a
r
+ 1
r
)s
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Proof of proposition 3.2:
Let α =
Γ(a
r
)
Γ(a
r
+ 1
r
)
. One has:
Γa,r(s)
Γa,r(s+ r)
=
1
αr
Γ(s+a
r
)
Γ(s+r+a
r
)
=
1
αr
Γ(s+a
r
)
s+a
r
Γ(s+a
r
)
=
1
αr
r
s+ a
For complement formula 3.8, with Jn = N ∩ [0, n] for n ∈ N, one has, for s ∈ R:
Γa,r(s)Γa,r(r − s) = limn→∞
∏
k∈Jn
1
1 + s
a+kr
(1 + 1
a+kr )
r
(1 + r−s
a+kr )
At fixed n, the denominator is(
(1+
s
a
)
(a+ r + s)
(a+ r)
(a+ 2r + s)
(a+ 2r)
· · · (a+ nr + s)
(a+ nr)
)(
(a+ r − s)
a
(a+ 2r − s)
(a+ r)
· · · (a+ (n+ 1)r − s)
(a+ nr)
)
= (1+
s
a
)
[(
(a+ r)2 − s2
(a+ r)2
)(
(a+ 2r)2 − s2
(a+ 2r)2
)
· · ·
(
(a+ nr)2 − s2
(a+ nr)2
)]
(a+ (n+ 1)r − s)
a
=
1
(1− s
a
)
[
(1− s
2
a2
)(1− s
2
(a+ r)2
)(1− s
2
(a+ 2r)2
) · · · (1− s
2
(a+ nr)2
)
]
(a+ (n+ 1)r − s)
a
Thus
Γa,r(s)Γa,r(r − s) = limn→∞ (1− s
a
)
a
(a+ (n+ 1)r − s)
∏
k∈Jn
(1 + 1
a+kr )
r
(1− s2
(a+kr)2
)
One has ∏
k∈Jn
(1 +
1
a+ kr
)r =
∏
k∈Jn
(
(1 +
1
a+ kr
)e−
1
a+kr
)r
e
∑
k∈Jn
r
a+kr
∑
k∈Jn
r
a+ kr
= Ψ(1 + n+
a
r
)−Ψ(a
r
)
Clearly, as n→ +∞ ∏
k∈Jn
(1− s
2
(a+ kr)2
) → sina,r(s)
∏
k∈Jn
(
(1 +
1
a+ kr
)e−
1
a+kr
)r
→ e−r γa,r
Ψ(1 + n+
a
r
) = ln(1 + n+
a
r
)− 1
2(1 + n+ a
r
)
+O
( 1
n2
)
hence
Γa,r(s)Γa,r(r − s) = (1− s
a
)
e−r γa,r
sina,r(s)
e−Ψ(
a
r
) limn→∞
∏
k∈Jn
1
(1 + (n+1)r−s
a
) e− Ψ(1+n+
a
r
)
But∏
k∈Jn
(1+
(n+ 1)r − s
a
) e− Ψ(1+n+
a
r
) = (1+
(n + 1)r − s
a
) e− ln(1+n+
a
r
)+ 1
2n
+O
(
1
n2
)
→ r
a
thus
Γa,r(s)Γa,r(r − s) = r
a
(1− s
a
)
e−r γa,r
sina,r(s)
e−Ψ(
a
r
)
and s = 0 gives
Γa,r(r) =
r
a
e−r γa,re−Ψ(
a
r
)
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showing 3.8 for s ∈ R, hence for s ∈ C− (a+ rN) by analytic continuation.
We prove multiplication formula. Putting x = s+a
r
and using formula 3.6, one has
k=n−1∏
k=0
Γa,r(s+ k
r
n
) =
k=n−1∏
k=0
1
Γ(a
r
)
Γ(
s+ a
r
+
k
n
)
Γ(a
r
)s+
kr
n
Γ(a
r
+ 1
r
)s+
kr
n
=
1
Γ(a
r
)n
Γ(x)Γ(x+ 1
n
) · · ·Γ(x+ k
n
) · · ·Γ(x+ n−1
n
) Γ(a
r
)ns+
(n−1)r
2
Γ(a
r
+ 1
r
)ns+
(n−1)r
2
From Gauss formula
Γ(nx) = (2pi)
1−n
2 nnx−
1
2
k=n−1∏
k=0
Γ(x+
k
n
)
and
Γa,r(ns+ (n− 1)a)
Γ(a
r
+ 1
r
)(a+s)n−a
Γ(a
r
)(a+s)n−a−1
= Γ(nx)
we get that
k=n−1∏
k=0
Γa,r(s+ k
r
n
) =
Γ(a
r
)an−n+a+1+
(n−1)r
2
(2pi)
1−n
2 nnx−
1
2 Γ(a
r
+ 1
r
)a−na+
(n−1)r
2
Γa,r(ns+ (n− 1)a)
thus
(2pi)
1−n
2 n
ns
r n
na
r
− 1
2
k=n−1∏
k=0
Γa,r(s+ k
r
n
) =
Γ(a
r
+ 1
r
)a−na+
(n−1)r
2
Γ(a
r
)an−n+a+1+
(n−1)r
2
Γa,r(ns+ (n − 1)a)
which agree with 3.10. Taking n = 2, we get formula 3.9.
Proof of proposition 3.3:
We prove 1) of proposition 3.3. Formula 3.11 follows from formula 3.1. From formula
3.6, one has
Γa,nr(s)
Γa+kr,nr(s)
=
Γ(a+kr
nr
)
Γ( a
nr
)
Γ(s+a
nr
)
Γ(s+a+kr
nr
)
Γ( a
nr
)s
Γ(a+kr
nr
)s
Γ(a+kr+1
nr
)s
Γ(a+1
nr
)s
Multiplying by Γ( k
n
) or by Γ( s
nr
), one has:
Γ(a+kr
nr
)
Γ( a
nr
)
Γ(s+a
nr
)
Γ(s+a+kr
nr
)
=
β(s+a
nr
; k
n
)
β( a
nr
; k
n
)
=
β( s
nr
; a+kr
nr
)
β( s
nr
; a
nr
)
In the same way
Γ( a
nr
)s
Γ(a+kr
nr
)s
Γ(a+kr+1
nr
)s
Γ(a+1
nr
)s
=
β( a
nr
; k
n
)s
β(a+1
nr
; k
n
)s
=
β( a
nr
; 1
nr
)s
β(a+kr
nr
; 1
nr
)s
For 2), one has
Γa−h,r(s+ h)
Γa,r(s)
= C
[
Γ(a
r
+ 1
r
)
Γ(a
r
)
Γ(a−h
r
)
Γ(a−h
r
+ 1
r
)
]s
with
C = Γ(
a
r
)
Γ(a−h
r
)h−1
Γ(a−h
r
+ 1
r
)h
A CLASS OF GENERALIZED GAMMA FUNCTIONS 9
With a similar method, we get formula 3.12.
For 2), let A be the sequence {a+ nr}n≥0. From 2.2 with α = r, we obtain
Γa,r(r s) = Γa,r(r)
s Γ a
r
,1(s)
From formula 3.6
Γ a
r
,1(s) =
1
Γ(a
r
)
Γ(s+
a
r
)
Γ(a
r
)s
Γ(a
r
+ 1)s
=
1
(a
r
)sΓ(a
r
)
Γ(s+
a
r
)
thus
Γa,r(r s) =
Γa,r(r)
s
Γ(a
r
) (a
r
)s
Γ(s+
a
r
)
which is formula 3.13.
Proof of proposition 3.4:
One clearly has, for λ ∈ R∗, from formula 3.4
sina,r(s) =
Γ2(a
r
)
Γ(a
r
+ s
r
) Γ(a
r
− s
r
)
=
Γ2(λa
λr
)
Γ(λa
λr
+ λs
λr
) Γ(λa
λr
− λs
λr
)
= sinλa,λr(λs)(4.1)
Taking λ = 1
r
, we get formula 3.22.
For formula 3.23, one has
sina,r(s+ r) =
Γ2(a
r
)
Γ(a
r
+ s
r
+ 1) Γ(a
r
− s
r
− 1) =
(a
r
− s
r
− 1)
(a
r
+ s
r
)
Γ2(a
r
)
Γ(a
r
+ s
r
) Γ(a
r
− s
r
)
hence
sina,r(s+ r) = −
( s
r
− a
r
+ 1)
( s
r
+ a
r
)
sina,r(s)
From formula 3.4, we obtain
sina+ r
2
,r(s) =
Γ2(a
r
+ 12)
Γ(a
r
+ s
r
+ 12) Γ(
a
r
− s
r
+ 12)
thus
sina,r(s+
r
2
) =
Γ2(a
r
)
Γ(a
r
+ s
r
+ 12 ) Γ(
a
r
− s
r
− 12)
=
(a
r
− s
r
− 12) Γ2(ar )
Γ(a
r
+ s
r
+ 12 ) Γ(
a
r
− s
r
+ 12)
proving so formula 3.24.
Formula 3.25 follows directly from definition 3.3.
Using formula 3.11, we obtain
sina,r(s) = sina,nr(s) sina+r,nr(s) · · · sina+kr,nr(s) · · · sina+(n−1)r,nr(s)(4.2)
Replacing s by ns and applying formula 3.22 with λ = 1
n
, we obtain formula 3.26.
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