GPUs have benefited many ML algorithms. However, we observe that the performance of existing Latent Dirichlet Allocation(LDA) solutions on GPUs are not satisfying. We present CuLDA_CGS, an efficient approach to accelerate large-scale LDA problems. We delicately design workload partition and synchronization mechanism to exploit multiple GPUs. We also optimize the algorithm from the sampling algorithm, parallelization, and data compression perspectives. Experiment evaluations show that compared with the state-of-the-art LDA solutions, CuLDA_CGS outperforms them by a large margin (up to 7.3X) on a single GPU.
Introduction
LDA is an efficient solution for topic model. The input is a collection of documents which is composed of D documents. Each document is a group of tokens. The output of LDA model is a document-topic matrix θ D×K , where θ d,k represents the number of words of topic k in document d and a topic-word matrix ϕ K ×V , where ϕ k,v represents the number of occurrences of word v of topic k in all documents.
There exists several solutions to train matrices (model) θ and ϕ. In this paper, we adopt the Collapsed Gibbs Sampling (CGS) algorithm [2, 5] . CGS iteratively picks up one token from the corpus and reassigns a new topic for this token following the multinomial possibility distribution:
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Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Where α and β ara ML parameters. We observe that LDA is intrinsically easy to parallelize. And #Flops/Byte metric of LDA sampling algorithm is 0.27. That is to say, the performance bottleneck is the memory bandwidth. Hence, GPU is a good candidate for accelerating LDA. However, there are still many challenges when designing an efficient GPU solution. First, to achieve the optimal performance, we need to design extremely light-weight workload scheduling and sampling algorithms for GPUs. Second, the original model update algorithm is irregular and we have to transform the algorithm to improve its performance. Third, scaling to large-scale data set and multiple GPUs is not a trivial task. Also, synchronization overhead becomes critical for multiple GPUs. If the synchronization between CPUs and GPUs is not well-optimized, it will hurt the overall performance.
We observe that previous GPU-based LDA solutions fail to solve the above challenges and the achieved performance is not satisfying. To it, we present CuLDA_CGS, an efficient and scalable LDA solution on GPUs. Our design goal is to solve large-scale LDA problems with one single machine and achieve comparable or even better performance than distributed systems. To this, we not only focus on the single-GPU performance, but also the multi-GPU scalability.
System Design
Sync φ Figure 1 . The design overview of CuLDA_CGS.
Workload partition. To scale to multiple GPUs, we first partition the workloads. Basically, there are two workload partition policies, partition-by-document and partition-byword [3] . For the partition-by-document policy, θ D×K is spatially partitioned while ϕ K ×V equals to the summation of all replicas. Therefore, after the sampling, we only need to synchronize each replica of ϕ K ×V . For the partition-by-word policy, we only need to synchronize the replicas of θ D×K . Consider D is often several orders of magnitude greater than V , synchronize θ D×K is more expensive than ϕ V ×K . Therefore, we choose the partition-by-document approach. Workload scheduling. Figure 1 shows the design overview of CuLDA_CGS. At each iteration, the chunks are scheduled to GPUs in a round-robin manner. For applications that can not entirely fit into GPU's device memory, we partition the data into small chunks and schedule several chunks to one GPU at one time. Then the scheduled chunks are processed in a pipeline manner to minimize the data transfer overhead.
Sampler Design. Our sampler is based on the sparsityaware sampling [5] . We set each 32 threads(one warp) to sample one token and set thread block size as 32. The tokens are distributed in a doc-first manner. That is, tokens in one document are allocated to one thread block. To avoid longtail effect, large documents are allocated to multiple thread blocks. Warps in one thread block use shared memory to reuse data. We also rely on the cache performance model [4] to determine which data to access and bypass the L1 data cache. In addition, we compress the use low precision, e.g. short and half float, to improve the memory efficiency.
Model Update. Model ϕ is a dense matrix, we use the intrinsic atomic instructions to update it. Atomically update of ϕ is very fast due to good locality. Updating θ is more complex. We first generate a dense array for the document, which corresponds to a line in θ . We use the atomic functions in this step. We generate a document-word map to index all tokens in the same document to improve the data locality. In the second step, the dense array is transformed into CSR format using parallel prefix sum computation. After updating the model, the ϕ replicas on different GPUs are aggregated.
Experiment Results
We run CuLDA_CGS on all three platforms(Titan X, Pascal P100, Volta V100) and collect the #Tokens/sec metric for each iteration. Figure 2 shows the performance results. WarpLDA [1] is state-of-the-art CPU-based solution. On average, CuLDA_CGS achieves 1.28X speedup on the Pascal platform and 4.03X speedup on the Volta platform. Therefore, CuLDA_CGS can enjoy the increasing hardware capability and achieve higher sampling speed. The Volta GPU is equipped with an even higher 900GB/s bandwidth and 80 processors. Therefore, the Volta GPU achieves the highest sampling speed. In conclusion, CuLDA_CGS is able to scale to different GPU architectures and we believe it can be scaled to future GPUs as well. We also compare CuLDA_CGS with SaberLDA [3] , which is the most-recent GPU-based solution. As reported in their paper [3] , SaberLDA achieves 120M tokens/sec for NYTimes data set on a GTX 1080 GPU. In comparison, CuLDA_CGS achieves 173.6M tokens/sec on a Titan X GPU. Note that GTX 1080 is more powerful as it is equipped with more hardware resources and higher clock frequency. Thus, CuLDA_CGS is more powerful than SaberLDA. In addition, CuLDA_CGS is scalable to multiple GPUs while SaberLDA lacks multiple GPUs support. We evaluate CuLDA_CGS's scalability on the Pascal GPUs using PubMed data set. Compared with one GPU, CuLDA_CGS achieves 1.93X and 2.99X speedup when using two and four GPUs, respectively.
Conclustion
CuLDA_CGS is an efficient and scalable solution to largescale LDA problems. Compared with existing LDA solutions, CuLDA_CGS shows significant performance advantage. To the best of our knowledge, it's the first LDA solution that supports multiple GPUs.
