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Tail Risk Dynamics in Stock Returns: Links to the





We propose a new time-varying peaks over threshold model to study tail risk dynamics
in equity markets: the laws of motion for the parameters are dened through the score-based
approach. We apply the model to daily returns from U.S. size-sorted decile stock portfolios
and show that large rms tail risk increases during recessions more than small rms tail
risk. Our results are consistent with the granular hypothesis of aggregate uctuations and
we quantify the impact of large rms tail risk shocks on the economy. A measure of tail
connectedness is proposed: evidence from international equity markets shows that tail con-
nectedness increases during periods of turmoil.
JEL classication: C22, E32, G10, G15.
Keywords: Time-Varying Tail Risk, Score-Based Model, Stock Returns, Uncertainty,
Tail Connectedness.
This work was carried out when I was Franco Modigliani Research Fellow in Economics and Finance at EIEF;
it was not carried out at the Bank of England. The views in this paper are mine and do not reect those of the Bank
of England. I am indebted to Andrew Harvey for several invaluable suggestions. I thank Davide Delle Monache
and Ivan Petrella for introducing me to score-based models; and Hashem Pesaran for hosting me at CAFE, USC,
and for providing me with some of the data. I am grateful to Simone Emiliozzi, Domenico Giannone, Luigi
Guiso, Marco Lippi, Dale Rosenthal, Emiliano Santoro, Lucio Sarno, David Veredas, Xin Zhang and participants
to the "Skewness, Heavy Tails, Market Crashes and Dynamics" conference in Cambridge, the EIEF lunch seminar
and the "Sixth Italian Congress of Econometrics and Empirical Economics (ICEEE-6th)" in Salerno for helpful
comments and suggestions. I thank three referees, an associate editor, and the department editor (Lauren Cohen)
for the insightful comments. Errors and omissions are my own responsibility. Financial support from Associazione
Borsisti Marco Fanno and UniCredit & University Foundation is gratefully acknowledged.
1
 Electronic copy available at: https://ssrn.com/abstract=2517198 
1 Introduction
Financial risk measurement is central for portfolio risk minimization and for monitoring sta-
bility in nancial markets. A voluminous literature provides econometric tools to measure risk
during tranquil times (see Andersen et al. (2013) and references therein). Financial returns are
conditionally fat-tailed (Bollerslev (1987)) and risk measures valid during tranquil periods may
not be informative in turbulent times: these are periods when large positive or negative real-
izations of nancial returns are more likely to occur and it becomes important to estimate the
probability of these extreme returns. This leads to the concept of tail risk : measuring tail risk
can be di¢ cult in practice since the conditional distribution of nancial returns during periods
of distress may not be appropriately described under standard parametric assumptions. This
paper provides a threefold contribution to the literature on tail risk measurement in nancial
markets: it develops a novel econometric model to quantify tail risk; it studies the links to the
macroeconomy; and it proposes a measure of tail connectedness across di¤erent markets.
A powerful tool to measure tail risk is extreme value theory (EVT) (Embrechts et al. (1997)),
which approximates the distribution of random variables along the lower and upper tails. EVT
has been used in empirical nance to measure tail risk from the unconditional distribution of
returns. Koedijk et al. (1990) and Hols and de Vries (1991) apply the power law to exchange
rate returns, while Jansen and de Vries (1991) focus on the stock market. Akgiray and Booth
(1988), Longin and Solnik (2001) and Poon et al. (2004) employ the peaks over threshold (POT)
of Picklands (1975) and Davison and Smith (1990) to model the distribution of extreme returns
in equity markets: the building block of the POT is the generalized Pareto distribution (GPD).
Estimation of the tails of the unconditional distribution of returns is informative under the
maintained assumption of random sampling: the data generating processes of nancial returns
however exhibit structural breaks and time-varying dynamics such as volatility clustering, which
create non-stationarities that lead to model misspecication if neglected (Kearns and Pagan
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(1997), Diebold et al. (1998) and Chavez-Demoulin and Davison (2012)). Quintos et al. (2001)
build formal tests to detect structural breaks, which Werner and Upper (2002) and Galbraith
and Zernov (2004) use to analyze Bund futures returns and U.S. equity returns, respectively.
There exist two strategies to account for non-stationarities when modelling extremes (Chavez-
Demoulin and Davison (2012)). The rst uses the original data to parameterize and estimate
non-stationarities, and then ts EVT models for stationary series to the resulting residuals.
McNeil and Frey (2000) apply a time-varying volatility model to nancial returns and then use
the static POT: volatility models assume that extreme returns have the same conditional distri-
bution as the rest of the returns and model misspecication may persist (Engle and Manganelli
(2004)). The second strategy ts an EVT model robust to non-stationarities to the original
data. Chavez-Demoulin et al. (2014) use Bayesian methods to build a nonparametric POT
model with regime switches driven by a Poisson process. Allen et al. (2012), Kelly (2014) and
Kelly and Jiang (2014) propose an alternative and very interesting route: they build dynamic
measures of tail risk by devising panel approaches that exploit both the time series and the
cross-sectional dimensions of the available data.
We opt for the second strategy and propose a novel EVT model robust to non-stationarities.
As in Chavez-Demoulin et al. (2014), this paper relies on pure time series methods and builds a
dynamic POT model. Rather than working with Bayesian statistics, we model the time-varying
parameters using the frequentist approach. Cox (1981) distinguishes between two classes of mod-
els with dynamic parameters: observation-driven and parameter-driven models. In the former,
the laws of motion for the parameters are in terms of functions of observable variables: popular
examples are the ARCH model by Engle (1982), the GARCH by Bollerslev (1986; 1987), the
autoregressive conditional density by Hansen (1994), and the recent score-based autoregressive
models by Creal et al. (2012) and Harvey (2013). In parameter-driven models, the parameters
are stochastic processes with an error component: examples are stochastic volatility models
(Shephard (2005)). Wagner (2005) combines the power law and the parameter-driven approach
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to dynamically estimate the tail index. We follow the observation-driven approach and apply
the data-driven score-based principle of Creal et al. (2012) and Harvey (2013): the result is an
unobserved components model (Harvey (1989; 2013)); and observation-driven unobserved com-
ponent models have successfully studied the links between the conditional distribution of asset
returns and the macroeconomic environment (see Engle et al. (2013) and references therein).
To the best of our knowledge, this approach is new to the literature on tail risk measurement:
it is the rst, as well as the methodological contribution of the paper. Our model improves
also with respect to the quantile regression framework of Engle and Manganelli (2004): the
observable innovation for the time-varying quantiles is a priori specied and not data-driven.
We apply the model to uncover the links between tail risk and the macroeconomy: this sec-
ond contribution places our work within a growing literature (Allen et al. (2012), Kelly (2014),
Kelly and Jiang (2014), and Giglio et al. (2015)), and it complements studies on the linkages
between volatility and the macroeconomy (see Andersen et al. (2013) and Engle et al. (2013)
and the references therein). Using returns on U.S. decile-sorted equity portfolios, we show that
tail risk is countercyclical and that its correlation with the business cycle increases in rm size:
large rms uncertainty then is more sensitive to the business cycle than small rms uncertainty.
To the very best of our knowledge, this provides an original contribution to the literature on
micro uncertainty, which has shown that rm-level uncertainty is countercyclical (Bloom (2014)
and Bloom et al. (2014)): we make one further step and document that the dynamics of rm-
level uncertainty over the business cycle depend on rm size. Using an identication strategy
based on the time series, we show that our ndings are consistent with Gabaix (2011) granular
hypothesis of uctuations: the distribution of rms is highly fat-tailed, the central limit theorem
does not apply and idiosyncratic shocks to large rms drive aggregate uctuations. We quan-
tify the e¤ects of large rms tail risk shocks on the economy: this contributes to the empirical
literature on measuring the e¤ects of uncertainty shocks (Bloom (2009), Kelly and Jiang (2014)
and Jurado et al. (2015)) by taking into account Gabaix (2011) granular hypothesis.
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Finally, we build a measure of connectedness amongst the tails of the conditional distribution
of returns: to the very best of our knowledge, this is new to the literature and provides an
additional measure of risk. Our work relates to studies that look at risk concentration along
the cross-sectional dimension using either returns or volatilities as risk drivers (Billio et al.
(2012) and Diebold and Yilmaz (2014)). We monitor global equity markets and show that tail
connectedness increases during periods of turmoil: this resembles the results in Diebold and
Yilmaz (2009) with respect to volatility connectedness and suggests that diversication over
international markets may not hedge against tail risk. Tail connectedness cannot be measured
using the panel approach of Allen et al. (2012), Kelly (2014) and Kelly and Jiang (2014), as
this exploits the entire cross-section of returns to estimate tail risk.
2 Modelling the Conditional Distribution of Extreme Returns
2.1 Conditional Distribution of Extreme Returns
Let fRtgTt=1 be the time sequence of random returns on a portfolio of risky assets, where T
denotes the size of the available sample. Following common practice in the literature, extreme
returns are dened in terms of exceedances with respect to a xed threshold value  (Chavez-
Demoulin et al. (2014)): we refer to the events Rt <  and Rt >  as to negative and positive
exceedances, respectively. The choice of  is important and it is carefully discussed in Section
2.3.1 below. For expositional purposes, we focus on positive exceedances: analogous results
hold for negative exceedances by an argument of symmetry. Let Ft (rt jFt 1 ) be the conditional
cumulative distribution function of Rt, where Ft denotes the information set available at period
t: we let Ft (rt jFt 1 ) generally be time-varying; we also assume it is absolutely continuous and
positive everywhere on the real line for all t, so that an underlying probability density function
for Rt exists at each point in time. For a given quantile qt of the conditional distribution of Rt,
it follows that Pr (Rt  qt jFt 1 ) = Ft (qt jFt 1 ); the event Rt >  is then assigned a conditional
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probability pt = Pr (Rt >  jFt 1 ) = 1   Ft ( jFt 1 ). Since we focus on positive exceedances,
we work under the maintained assumption  > 0.
Let the conditional cumulative distribution function of positive exceedances over  be
F t (rt jFt 1 ) = Pr ( < Rt  rt jRt > ;Ft 1 ) =
Ft (rt jFt 1 )  Ft ( jFt 1 )
1  Ft ( jFt 1 )
; 0 <   rt;
which is unknown without distributional assumptions on the sequence of returns fRtgTt=1,
namely without assumptions about the analytical expression for Ft (rt jFt 1 ). An approxi-
mation for F t (rt jFt 1 ) is available under the POT of Picklands (1975) and Davison and Smith
(1990): following Balkema and De Haan (1974) and Picklands (1975), the GPD is the only non-
degenerate distribution that approximates that of exceedances as the threshold  approaches
the upper bound of the conditional distribution of Rt. As in Harvey (2013), we write the
conditional cumulative distribution function of the GPD for Rt >  as1






; rt > ;  > 0; &t > 0; t > 0 : (1)
both the shape parameter &t and the scale parameter t are time-varying, so that G

t (rt jFt 1 )
is time-dependent. The following uniform convergence result as applied to F t (rt jFt 1 ) holds





jF t (rt jFt 1 ) G

t (rt jFt 1 )j = 0: (2)
The shape of Gt (rt jFt 1 ) depends on &t and t (see Smith (1985), Davison and Smith (1990)
and Ledford and Tawn (1996) for technical details). The scale parameter t > 0 depends on the
threshold . The parameter &t is independent of  and determines the shape of the upper tail
of the conditional distribution of returns: the assumption &t > 0 follows from the fact that the
1See Harvey (2013), Section 5:3:5.
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distribution of returns is heavy-tailed and obeys the power law (e.g., student-t distribution as
in Bollerslev (1987)). The limiting case &t !1 leads to an exponentially declining tail and the
function pt = Pr (Rt >  jFt 1 ) monotonically decreases in &t: lower values for &t are associated
to higher tail risk. We refer to &t as to the shape parameter or the tail index. The aim is to
characterize the dynamic properties of &t, a su¢ cient statistic for tail risk.
The conditional cumulative distribution function of the GPD in (1) applies only to realiza-
tions of Rt above . We wish to have a sequence f&tgTt=1 for all t to measure tail risk over the
entire sample space of Rt. Since the POT is only informative about the distribution of Rt above
, we treat realizations of Rt below  as censored at  (Davison and Smith (1990), Ledford and
Tawn (1996) and Longin and Solnik (2001)). Dene Yt = max (Rt   ; 0), with corresponding
conditional cumulative distribution function Pr (Yt  yt jFt 1 ) = Ht (yt jFt 1 ): for yt = 0 it
follows that Ht (yt jFt 1 ) = 1  pt; and from (1), for yt > 0 we obtain the approximation






; yt > 0; &t > 0; t > 0:
Let I () denote the indicator function; the conditional distribution function of Yt then is








; &t > 0; t > 0 : (3)
a realization yt > 0 tells the model that the exceedance is drawn from the continuous GPD;
when yt = 0 we only know that the return does not belong to the tail.
The function Ht (yt jFt 1 ) in (3) requires information about pt = Pr (Rt >  jFt 1 ). The
heavy-tailed conditional distribution of returns belongs to the maximum domain of attraction
of the Fréchet distribution (see Embrechts et al. (1997)): we then approximate pt as a power
law multiplied by a time-varying function Lt (qt) slowly varying at innity. Formally,
Pr (Rt > qt jFt 1 ) = Lt (qt) q &tt ; limqt!+1
Lt (cqt)
Lt (qt)
= 1; qt > 0; &t > 0; c > 0: (4)
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; qt > 0; &t > 0: (5)
From (4) and (5) it follows that





;  > 0; &t > 0 : (6)
the parameterization of Lt (qt) in (5) ensures that pt in (6) lies within the unit interval and it is
a probability measure for all  > 0; pt is monotonically decreasing in  and &t, and it satises
lim!0 pt = 1, lim!+1 pt = 0, lim&t!0 pt = 1 and lim&t!+1 pt = 0.
From (3) and (6), the cumulative distribution function Ht (yt jFt 1 ) of Yt becomes

















 &t# ;  > 0; &t > 0; t > 0:
(7)
The formula in (7) combines two models from EVT: the POT for the conditional cumulative
distribution function of exceedances; and the power law for the conditional probability of an
exceedance. The model is a dynamic censored regression, the dynamic Tobit being an example
of (see Hahn and Kuersteiner (2010) and references therein): compared to the dynamic Tobit, we
replace the distributional assumption imposed on the underlying continuous dependent variable
with an approximation for the conditional distribution of positive exceedances dictated by EVT.
2.2 Time-Varying Parameters
We resort to the observation-driven approach and apply the score-based mechanism of Creal
et al. (2012) and Harvey (2013). The law of motion for &t > 0 is specied in terms of an
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autoregressive process in exponential form as (see Harvey (2013))
ln &t = 0 + 1 ln &t 1 + 2ut 1 : (8)
0, 1 and 2 are scalar parameters; ln &t 1 introduces the autoregressive component; and the
update ut 1 requires 2 6= 0 for identication purposes (unless 1 is a priori known to be zero)
and it is discussed more into details below.
Unlike the tail index, the scale t > 0 enters the conditional distribution function in (7) only
when a positive exceedance occurs (i.e., when yt > 0) and we do not observe it over the entire
sample period t = 1; : : : ; T : this potentially complicates modelling the dynamics of t. At the
same time, if volatility clustering is not accounted for, movements in the tail will be confounded
with movements in the scale due to model misspecication (see Harvey (2013), pp. 198  203).
We generalize Chavez-Demoulin et al. (2005) and model t > 0 in exponential form as
lnt = '0 + '1 ln &t 1 + '2ut 1; (9)
where '0, '1 and '2 are scalar parameters: in writing (9) we implicitly assume that the com-
ponents that determine the dynamics in &t also drive the law of motion for t. The model in
(9) is more general than what suggested in Chavez-Demoulin et al. (2005), who assume that
the realized exceedance is the only driver of the scale parameter (i.e., '1 = 0 and ut = yt): the
estimation results in Sections 3.2 and 4.1 show that the tail index provides valuable information
for understanding the time-varying properties of the scale parameter; and ut is more generally
data-driven, as further discussed below. Unlike McNeil and Frey (2000) and Poon et al. (2004),
we do not apply GARCH-type models to the data to account for volatility clustering and then
t a static POT model: this strategy assumes that extreme returns follow the same distribution
as the rest of the returns (Engle and Manganelli (2004)).
The key component in the law of motion for &t in (8) is the updating mechanism ut: this is
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known given Ft under the observation-driven approach. We model ut through the data-driven
score-based mechanism of Creal et al. (2012) and Harvey (2013): this relates the innovation ut
to the score of the underlying likelihood function, which is a known quantity given Ft. Formally,
from (7) let ht (Yt jFt 1 ) be the density function of Yt, namely

















 &t 1# ;  > 0; &t > 0; t > 0 :
(10)









@ ln [ht (yt jFt 1 )]
@ ln &t
;
where (see Appendix A for details) the realized score with respect to ln &t is
@ ln [ht (yt jFt 1 )]
@ ln &t
























3775 ln  11 + 
&t ; (11)
and the formula for the information quantity E





is in Appendix A.
Notice that (8) and (9) jointly form a bivariate dynamic system with zero restrictions. There
are several theoretical and empirical arguments supporting the dynamic score-based updating
mechanism. Creal et al. (2012) point out that the score improves the local t of the model
in terms of likelihood contribution at time t given the value of the time-varying parameters at
t  1: the score mechanism updates the parameters at time t  1 to more likely values at time
t by taking the steepest ascent step in the direction of the score at t   1. The score therefore
provides a natural updating mechanism, as it links the dynamics of the parameters to the
likelihood of observing the realized data sample. Creal et al. (2012) further show that this new
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class of models nests a variety of popular specications such as the GARCH (Bollerslev (1986))
and the ACD (Engle and Russell (1998)). Blasques et al. (2014) prove that the score method
is information theoretic optimal, in the sense that the parameter updates always reduce the
local Kullback-Leibler divergence between the true conditional density and the model implied
conditional density. Harvey (2013) relates the dynamic score-based update to the unobserved
components described in Harvey (1989): this makes the model we propose suitable to study
the connections between tail risk and the macroeconomic environment; and it links our work to
several contributions that advocate component models to look at volatility dynamics (see Engle
et al. (2013) and references therein).
2.3 Estimation and Inference
2.3.1 Threshold Value
As in Quintos et al. (2001), Chavez-Demoulin and Embrechts (2004), and Chavez-Demoulin et
al. (2014), we keep  in (7) xed over the entire sample and set it equal to a prespecied quantile
of the empirical distribution of returns (see Section 2.1). The choice of  creates a trade-o¤
between model misspecication and estimation noise, which leads to a trade-o¤between bias and
e¢ ciency. A low  makes many observations with yt > 0 available to estimate the parameters
of Ht (yt jFt 1 ); at the same time, the GPD may provide a poor approximation to the true
unknown underlying distribution. A high  is consistent with the theoretical limiting result
in (2); however, only few exceedances become available. The literature has proposed rigorous
methods to select  (see Scarrot and MacDonald (2012)). We follow Chavez-Demoulin and
Embrechts (2004) and Chavez-Demoulin et al. (2014), and a priori set  such that 10% of the
realized returns are classied as exceedances: Chavez-Demoulin and Embrechts (2004) show that
small variations in  lead to little variation in parameter estimates. A line of future research
would be to choose the threshold by extending to our dynamic setting the method Clauset et
al. (2009) propose for a static framework: this requires minimizing above the threshold the
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distance between the actual distribution of the data and the one implied by the model.
2.3.2 Maximum Likelihood Estimation
Let  = (0; 1; 2; '0; '1; '2)
0 denote the vector of parameters that characterize the laws of
motion for &t and t in (8) and (9), respectively: from the observation-driven approach, the
conditional distribution of Yt given the information set Ft 1 is known up to . Score-based
models can be estimated by maximum likelihood (Creal et al. (2012) and Harvey (2013)): we
then suitably extend the maximum likelihood estimator discussed in Smith (1985) and Davison
and Smith (1990). From (7), the likelihood contribution from the realization Yt = yt is



















# ;  > 0; &t > 0; t > 0 :
the maximum likelihood estimator ̂ for the true vector of parameters  solves ̂ = argmax L (),
where L () =
QT
t=1 ht (yt jFt 1 ) is the likelihood function. In the static case, Smith (1985) pro-
vides su¢ cient conditions for the maximum likelihood estimator of the GPD to be consistent,
asymptotically normally distributed and e¢ cient. In the dynamic set up we consider, we pro-
ceed as in Creal et al. (2012) and conjecture that under appropriate regularity conditions ̂ is














3 Results from the U.S. Stock Market
3.1 Data
We use daily observations from the Center for Research in Security Prices (CRSP) and consider
two sets of data: the value-weighted price index for NYSE, AMEX, and NASDAQ; and the price
indices for size-sorted decile portfolios. From each index value, we construct the realized return
rt as the percentage continuously compounded return. The sample period begins in January
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1954 and ends in December 2012, a total of 14851 daily observations: the long time series of
available data allows to conduct inference on extreme returns, which we dene by setting the
threshold  as discussed in Section 2.3.1. We gain information about market wide tail risk
from the returns on the value-weighted portfolio. Decile-sorted portfolios let us study tail risk
dynamics across di¤erent rm sizes: Decile 1 and Decile 10 portfolios correspond to the smallest
(i.e., small caps) and the largest rms (i.e., large caps), respectively, and rm size monotonically
increases from the former to the latter. Decile sorted portfolios allow us to interpret tail risk
dynamics through the lens of Gabaix (2011) granular hypothesis of uctuations.
Table 1 about here
Table 1 shows that returns from the value-weighted index and from the large caps portfolio
have similar features. The portfolio mean decreases in market size, and the rst four decile
portfolios have lower standard deviation than the remaining six: the portfolios from the two
sets of smaller rms are optimal in a mean-variance sense. All portfolio returns exhibit negative
skewness and excess kurtosis: the null hypothesis of Gaussianity is always rejected.
3.2 Estimation Results
We perform the empirical analysis in Ox 7:1 (Doornik (2012)): the maximization algorithm
is implemented with starting values &1 and 1 equal to the estimates from the static model
obtained by setting 1 = 2 = 0 and '1 = '2 = 0 in (8) and (9), respectively. Table 2 collects
estimation results of the model in (7), (8) and (9) for negative and positive exceedances.
Table 2 about here
The results for negative exceedances (see Panel A) show that 1 is statistically signicant at
any conventional level: it is very close to unity, meaning that tail risk is highly persistent both
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at market level and across rm size, a result analogous to what found for returns volatility (see
Andersen et al. (2003) and references therein); 1, and therefore the degree of persistence, is
increasing in rm size. Analogous results apply to positive exceedances (see Panel B), where
the persistence of the tail index is more pronounced than it is for negative exceedances. The
parameter 2 is always greater than zero for both negative and positive exceedances: this
resembles the empirical ndings in the GARCH literature and strengthens the analogy between
the two classes of models. Overall, the shape parameter displays rich dynamics across all
rm sizes and along both tails of the conditional distribution of returns. The behavior of the
scale parameter is asymmetric and linked to rm size. In the case of negative exceedances,
the Wald statistic Wald'1='2=0 shows that the joint null hypothesis '1 = '2 = 0 is rejected
only by Decile 10 and value-weighted portfolios: only large rms display statistically signicant
dynamics, which are then induced also on the market portfolio. As for positive exceedances,
Deciles 1, 2 and 3 portfolios exhibit the strongest time-varying behavior.
Table 3 about here
We provide insights on the unconditional distribution of estimated daily tail indices in Table
3, where we report descriptive statistics for negative and positive exceedances, and correlations
between the two for each equity portfolio. The sample period is 1955   2012, a total of 14600
observations: we exclude estimates from 1954 to 1955 to minimize the e¤ects induced by the
starting values chosen in the estimation algorithm previously discussed. The descriptive sta-
tistics for negative exceedances (see Panel A) show that sample mean, standard deviation and
median of &t all decrease with rm size: on average and median terms, tail risk is higher for
larger rms than it is for smaller ones; and the volatility of tail risk decreases in rm size. The
average value of the shape parameter exhibits substantial variation across rm size and falls
between 3:549 (Decile 10) and 4:447 (Decile 2): these resemble values from studies that esti-
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mate static models using daily stock market returns and nd that the tail index approximately
ranges between 3 and 4:5 (Jansen and de Vries (1991) and Gabaix et al. (2003)). The empirical
distribution of shape parameters is negatively skewed across all portfolios and the degree of
skewness diminishes with rm size. Analogous qualitative results hold for positive exceedances
(see Panel B). On the quantitative side, the average value of the shape parameter is higher
for negative exceedances in the case of Deciles 1 to 4 and Decile 10, whereas it is higher for
positive exceedances for Deciles 5 to 9; and the empirical distribution of the shape parameters
is more negatively skewed in the case of negative exceedances across all portfolios. Finally, the
correlation in daily shape parameters between negative and positive exceedances is positive and
monotonically increasing in rm size (see Panel C).
Figure 1 plots the sequences of daily shape parameters estimated over the sample period
1955  2012 for both negative and positive exceedances: to highlight the main features, we con-
centrate on value-weighted, small caps (i.e., Decile 1) and large caps (i.e., Decile 10) portfolios.
Figure 1 about here
Consistently with the results in Table 2, the sequence of tail indices for negative exceedances
from large caps is more persistent than the one from small caps and it is similar to that from
the value-weighted portfolio; it also shows a more pronounced cyclical behavior associated to
stronger countercyclical tail risk. Analogous considerations hold for positive exceedances, where
the series are more persistent than the counterparts from negative exceedances. The graphical
analysis suggests that large rms tail risk may be related to the business cycle more than small
rms tail risk: we provide stronger evidence of this in Section 3.3.
Figure 1 shows that the sequences of tail indices for small caps have upper bounds approx-
imately equal to 5 and 4:75 for negative and positive exceedances, respectively. These bounds
are understood through equation (11), which decomposes the score into two parts: one relates
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to exceedance observations and depends on the exceedance yt, the tail index &t and the scale
parameter t; the second pertains to non-exceedance observations and it is a function of the
shape parameter &t only. Exceedance observations lead to higher variation in the sequence of tail
indices than non-exceedance counterparts: the higher the number of consecutive exceedances,
the more pronounced the variation in &t; conversely, &t becomes close to a constant value during
periods of clustered non-exceedances. In our data, exceedances in small rms returns are more
clustered than exceedances in large rms returns: the shape parameter for small rms displays
a more pronounced tendency to remain close to a constant value, which puts a oor to the level
of tail risk; by equation (11), convergence to this oor occurs because ut > 0 when yt = 0, which
ensures a positive e¤ect induced by the update on &t since the estimates of 2 are positive.
3.3 Links to the Macroeconomy
3.3.1 Non-Causal Analysis
Following Andersen et al. (2003), Kelly (2014) and Kelly and Jiang (2014), we treat the se-
quences of estimated shape parameters as the object of interest: this allows us to disregard es-
timation noise and the related econometric issues. We relate the sequences of shape parameters
for negative and positive exceedances to key macroeconomic indicators tracking business cycle
dynamics and macroeconomic uncertainty. We employ macroeconomic indicators at monthly
frequency and aggregate daily sequences into monthly values by computing monthly medians:
Kelly (2014) calculates averages within the month; unlike moments, quantiles are robust to
outliers and the median is likely to provide more accurate information about the central ten-
dency of the monthly distribution of tail indices (Kim and White (2004)); quantiles are also
equivariant under monotone transformations and we can map monthly medians of tail indices
into monthly medians of conditional probabilities of exceedances (see Section 3.3.3).
We consider several macroeconomic indicators. The rst one is the recession dummy (RD),
which takes unit value during recessions dened according to the NBER classication and
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it is otherwise equal to zero. Returns volatility is countercyclical (Schwert (1989)) and for
each individual index we consider two measures of volatility: monthly realized volatility (RV),
computed as the square root of the sum of squared daily returns within the month (Schwert
(1989)); and the monthly long-run market volatility measure (LRV) proposed in Mele (2007).
For each portfolio, we compute RV and LRV from the corresponding sequence of returns: this
allows us to study the comovement between volatility and tail risk. Following Stock and Watson
(2014), we consider ve coincident indicators: industrial production (IP), nonfarm employment
(EMP), real manufacturing and wholesale-retail trade sales (MT), real personal income less
transfers (PIX) and the index published monthly by The Conference Board (TCB)2; we compute
log-di¤erences for IP (IP), EMP (EMP), MT (MT), PIX (PIX) and TCB (TCB);
other conditions being equal, an increase in IP, EMP, MT, PIX or TCB signals an
improvement in the underlying macroeconomic conditions. Finally, we analyze the linkages with
macroeconomic uncertainty through the measures U(h) proposed in Jurado et al. (2015) for
horizons h = 1; 3; 12: these are dened as the common variation in the unforecastable component
of a large number of economic indicators3. The indicators RD, RV, LRV, U(1), U(3) and U(12)
are countercyclical; IP, EMP, MT, PIX or TCB are cyclical.
Table 4 about here
Table 4 collects results from correlation analysis, as suggested in Andersen et al. (2013) and
in line with Kelly (2014). Due to data availability, correlations with macroeconomic indicators
are computed using di¤erent sample periods: 1955 : 01  2012 : 12 for RD, RV and LRV; 1960 :
01   2010 : 06 for IP, EMP, MT, PIX and TCB; and 1961 : 01   2011 : 11 for U(1),
U(3) and U(12). Starting from negative exceedances (see Panel A), tail risk is countercyclical.
2We thank Mark Watson for making the dataset available online at
http://www.princeton.edu/~mwatson/publi.html .
3We thank Sydney Ludvigson for making the dataset available online at
http://www.econ.nyu.edu/user/ludvigsons/jlndata.zip
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Negative correlations arise across all portfolios with RD, the volatility measures RV and LRV,
and the uncertainty measures U(1), U(3) and U(12): higher tail risk in equity markets is
associated with recessionary periods, higher volatility and higher macroeconomic uncertainty.
We observe positive correlations with IP, EMP, MT, PIX and TCB: higher tail risk is
associated with a deterioration of macroeconomic fundamentals. Over all investment portfolios,
tail risk is most highly correlated with the volatility measures RV and LRV; it is also strongly
correlated with the macroeconomic uncertainty measures proposed in Jurado et al. (2015).
Similar results hold for positive exceedances (see Panel B).
As a nal and most important result, Table 4 shows that the correlation between the se-
quences of tail indices and business cycle macroeconomic indicators (i.e., RD, IP, EMP,
MT, PIX, TCB, U(1), U(3) and U(12)) is monotonically stronger in rm size along both
tails of the conditional distribution of returns. This is in line with the fact that the correlation in
the shape parameters between negative and positive exceedances increases in rm size, as shown
in Panel C of Table 3 (see Section 3.2). To the very best of our knowledge, the empirical fact
we document is new to the literature and deserves further explanation. Since we estimate our
model on stock returns, negative and positive tail estimates are informative about the growth
rates distribution of the underlying rms: our tail risk estimates then proxy micro uncertainty
in relation to rm size. We therefore relate to an important literature measuring micro uncer-
tainty (see Bloom (2014)). At rm level, Bloom et al. (2014) document a signicant increase in
the interquartile range of sales growth and stock returns during contractionary periods: this is
equivalent to saying that the percentiles of the cross-sectional distribution of sales growth and
stock returns widen during recessions. The results in Bloom et al. (2014) relate to quantiles in
both the left and the right hand-side of the conditional distribution of growth rates and stock
returns: the distribution of growth rates at rm level then widens during recessions.
We di¤er from existing studies and contribute to the literature in the following way. We
show that negative and positive tail risk of large rms increases more during recessions than tail
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risk of small rms: since we use a xed threshold as discussed in Section 2.3.1, an equivalent
interpretation is that the quantiles of the cross-sectional distribution of large rms widen during
recessions more than the quantiles of the cross-sectional distribution of small rms; in other
words, the distribution of large rms widens during recessions as compared to expansionary
periods more than the distribution of small rms. Our ndings di¤er from those in Bloom et al.
(2014) in that we document that the dynamics of the cross-sectional distribution of rms over
the business cycle depend on rm size: Bloom et al. (2014) show that rm-level uncertainty
increases during recessions; we make one further step and show that uncertainty of large rms
raises during recessions more than uncertainty of small rms.
3.3.2 Causal Analysis 1: Tail Risk and the Granular Hypothesis of Fluctuations
Table 4 shows that the correlation between tail indices and the business cycle increases in rm
size (see discussion in Section 3.3.1): to the very best of our knowledge, this empirical fact
has not been previously documented; it represents an important contribution of our paper and
deserves further discussion. We argue that this nding is in line with Gabaix (2011) granular
hypothesis of aggregate uctuations: since the distribution of rms is highly fat-tailed, the
central limit theorem does not apply and idiosyncratic shocks to large rms generate sizeable
aggregate e¤ects. Gabaix (2011) shows that idiosyncratic volatility of the largest 100 rms in
the United States is responsible for approximately one-third of aggregate volatility. Carvalho
and Gabaix (2013) argue that the granular volatility explains the Great Moderation and its
undoing. The quantitative results in Carvalho and Grassi (2015) further support the granular
hypothesis. We consider the potentially asymmetric e¤ects of large rms negative and positive
tail risk as opposed to those induced by volatility, which is a measure of symmetric dispersion.
In order to link the non-causal results in Table 4 to the granular hypothesis, we run a causal
analysis that tackles the following two issues.
Carvalho and Gabaix (2013) show that a granular economy with idiosyncratic shocks and de-
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mand linkages allows for a one factor representation that explains comovement in microeconomic-
level variables. Under this common factor representation, large rms with a higher loading than
small rms would be more sensitive to the common factor: compared to the granular hypothesis,
the relationship of causality would be reversed. We assess the direction of causality between
tail shocks to large rms and tail shocks to the economy through an identication strategy
based on the time series (see Gabaix (2011), footnote 17) and resort to the notion of Granger
causality: under the granular hypothesis, tail shocks to large rms Granger cause tail shocks to
the economy, whereas the converse is not be true.
The second issue pertains to the causal impact on the economy of negative tail shocks in
relation to positive tail shocks. The non-causal results in Table 4 show that large rms negative
and positive tail risk increases during recessions. However, the granular hypothesis implies that
only negative tail shocks lead recessionary periods. A testable implication then is that only
negative tail shocks Granger cause tail shocks to the economy.
We consider usual mean regressions together with quantile regressions (Koenker and Bassett
(1978)). The sample period is 1960 : 01   2010 : 06. In the former case, we regress monthly
median values of shape parameters for large caps (i.e., Decile 10 rms) for negative and positive
exceedances on their lagged values and the lagged value of IP: the models are informative
about the causal e¤ect of IP (and therefore of the economy) on the tails of the distribution
of large rms stock returns. We further construct regressions for the quantiles  = 0:20; 0:80
(see Giglio et al. (2015)) for the conditional distribution of IP, with the same predictors as in
the regressions against the mean: the models tell us whether tail shocks to large rms Granger
cause tail shocks to the economy. The Granger causality analysis in Table 5 shows that IP
has no predictive power for tail risk on either side of the conditional distribution of large rms
returns4. On the other hand, tail risk of large rms Granger causes the lower and upper tails
4Due to the high persistence in the dependent variable, the two equations for large caps have very high R2:
we run inference with respect to IP and the resulting Granger causality remains valid (Sims et al. (1990)).
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of the conditional distribution of IP with the expected sign: a decrease in negative tail risk
anticipates a rightward shift in the conditional distribution of IP and then an improvement
in the underlying conditions; and positive tail risk has no predictive power for the economy, a
result in line with the literature (Allen et al. (2012) and Giglio et al. (2015)).
Table 5 about here
From our identication strategy we feel comfortable to safely conclude that Gabaix (2011)
granular origin of uctuations is consistent with the monotonic increase in rm size of the
correlation between tail risk and the business cycle documented in Table 4. Tail risk Granger
causes the underlying economy and the converse is not true. Further, only negative tail risk
has predictive power for the economy: the positive correlation between positive tail risk and
recessionary periods is due to the positive correlation between negative and positive tail risk
documented in Panel C of Table 3, and it is not driven by any underlying causal e¤ect.
3.3.3 Causal Analysis 2: Tail Risk, Micro Uncertainty and the Macroeconomy
We now run a second causal analysis and assess the macroeconomic impact of tail risk by
estimating impulse response functions from a vector autoregressive (VAR) model similar to
those constructed in Bloom (2009), Kelly and Jiang (2014) and Jurado et al. (2015). Our tail
risk measures are informative about rm level shocks dispersion and therefore relate to micro
uncertainty (Bloom (2014) and Bloom et al. (2014)): we then quantify the macroeconomic
impact of micro uncertainty as measured by large rms tail risk.
We modify Kelly and Jiang (2014) VAR specication, which incorporates tail risk, to ac-
count for the granular hypothesis. The results in Table 5 show that large rms negative tail risk
Granger causes large rms positive tail risk, whereas the converse is not true: we sequentially
include large rms negative and positive monthly median tail probabilities, which are obtained
21
from the underlying shape parameters through the equivariance property of quantiles; an in-
crease in these probabilities denotes an increase in tail risk. Including large rms tail risk as the
rst elements of the VAR is consistent with the quantitative analysis in Carvalho and Grassi
(2015): within their theoretical model, they look at the impact of negative shocks to the largest
rm productivity on the economy5. We then add a measure of macro uncertainty to control for
the aggregate economy: there now exist several measures of macro uncertainty (Bloom (2014));
we opt for monthly realized volatility from the value-weighted price index for NYSE, AMEX and
NASDAQ, as it is comparable to our measures of tail risk (see Kelly and Jiang (2014), footnote
32). We nally include the Federal Funds Rate, log average hourly earnings, log consumer price
index, hours, log employment and log industrial production6. We estimate the VAR over the
period 1961 : 03  2011 : 12 and select two lags as suggested by the BIC criterion.
Figure 2 about here
Figure 2 plots percentage changes in employment and industrial production induced by a
one-standard deviation shock to negative and positive large rms tail risk, as well as percentage
changes in the same variables due to a one-standard deviation shock to market realized volatility;
the gure also reports 90% bootstrap coverage areas. A shock to negative tail risk induces
a statistically signicant reduction in employment, which reaches 0:2% after approximately
18 months, followed by a slow recovery; a shock to positive tail risk does not produce any
statistically signicant e¤ect on employment. Similar results apply to industrial production:
shocks to negative tail risk induce a reduction of 0:2% after approximately one year, whereas
shocks to positive tail risk are not signicant. These results are consistent with those in Table
5: negative tail risk leads the economy, whereas positive tail risk does not have any causal
5See Carvalho and Grassi (2015), Section 5:2:3.
6Average hourly earnings, hours and employment are calculated for the manufacturing sector as in Bloom
(2009).
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e¤ect. Shocks to macro uncertainty, as measured by realized volatility, produce milder e¤ects on
employment and industrial production than shocks to negative tail risk. Shocks to tail risk then
determine more extreme scenarios than shocks to volatility, which measures dispersion about
the conditional mean: this is aligned with a strand of literature that stresses the importance of
heavy-tailed shocks in asset pricing (see Gabaix (2012) and references therein); it implies that
large rms negative tail risk shocks induce sizable e¤ects on the economy.
As in Kelly and Jiang (2014), we nd that shocks to negative tail risk have similar e¤ects on
employment and industrial production. We provide two additional contributions. We document
the asymmetric response to shocks to negative and positive tail risk: this resembles previous
results on the e¤ects of systemic risk on the macroeconomy (Allen et al. (2012) and Giglio et
al. (2015)). We quantify the impact of uncertainty shocks through the lens of Gabaix (2011)
granular hypothesis by focusing on large rms only.
4 Evidence from International Stock Markets
4.1 Results
We use daily data from the MSCI indices and consider the G7 countries, namely Canada,
France, Germany, Italy, Japan, the United Kingdom and the U.S.. We take the perspective
of an unhedged U.S. investor and express all indices in U.S. dollars. From each index value,
we construct the realized return rt as the percentage continuously compounded return. The
sample period begins in January 1975 and nishes in December 2012. We account for holidays by
deleting observations from trading days for which at least one market has a return identically
equal to zero: we end up with 9318 daily data points; and we dene negative and positive
exceedances as in Section 2.3.1. Table 6 shows that all returns exhibit negative skewness and
excess kurtosis, and the null hypothesis of Gaussianity is always rejected at any conventional
level; it also shows that the correlation between equity returns in G7 countries exhibits a great
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deal of variation, ranging between 0:059 (Japan and the U.S.) and 0:734 (France and Germany).
Table 6 about here
Table 7 about here
We collect estimation results in Table 7. The results for negative exceedances (see Panel
A) show that 1 is statistically signicant at any conventional level in all markets; it is very
close to unity and falls between 0:981 (France) and 0:990 (Canada and the U.S.). Analogous
results apply to positive exceedances (see Panel B): 1 ranges between 0:990 (France) and 0:996
(Canada). The parameter 2 is also positive across all markets and along both tails. Results
from international markets conrm that tail risk is highly persistent over both sides of the
conditional distribution of returns, and that persistency is more pronounced along the right
tail. The shape parameter in international markets therefore displays analogous features as the
tail index in the U.S. (see Table 2). The Wald statistic Wald'1='2=0 for the joint null hypothesis
'1 = '2 = 0 shows that the dynamics in the scale parameter are more evident for negative
than for positive exceedances. We provide further insights about the empirical distribution of
the estimated sequences of shape parameters in Table 8.
Table 8 about here
The sample period is 1976 2012, a total of 9093 observations: we exclude estimates from 1975 to
1976 to minimize the e¤ects induced by the starting values in the estimation algorithm discussed
in Section 3. In the case of negative exceedances (see Panel A), the descriptive statistics show
that the sample mean falls between 2:483 (Italy) and 3:228 (the U.S.) and that the empirical
distribution is negatively skewed across all international portfolios; pairwise correlations are
sizeable, ranging from 0:313 (Japan and the U.K.) to 0:757 (France and Germany). Analogous
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results hold for positive exceedances (see Panel B): exceptions are the empirical distributions for
Germany, Japan and the United Kingdom, which are positively rather than negatively skewed.
4.2 Tail Connectedness
Given a set of risky assets, connectedness is measured with respect to the underlying metric
and risk drivers: Kritzman et al. (2011) and Billio et al. (2012) apply principal components
analysis to nancial returns; Diebold and Yilmaz (2014) build several measures from variance
decompositions to study realized volatilities. We build a measure of connectedness amongst the
tails of the conditional distribution of returns: the tail index is a su¢ cient statistic for tail risk
and we measure connectedness amongst the sequences of tail indices. We treat the estimated
shape parameters as the direct object of interest (see Section 3.3). Let &̂t be the N  1 vector
of estimated shape parameters from N portfolios of assets: we track the sequence f&̂tgTt=1 and
quantify connectedness using principal components as in Kritzman et al. (2011) and Billio et
al. (2012). Let ̂ = T 1
PT
t=1 (&̂t   &) (&̂t   &)
0 be the N N sample covariance matrix of &̂t,
where & = T 1
PT
t=1 &̂t is the sample mean of &̂t. Our measure of tail connectedness is the ratio
between the maximum eigenvalue of ̂ and the sum of all eigenvalues of ̂: it lies within the
unit interval by construction; it monotonically increases in connectedness among the elements
of &̂t, as the rst principal component explains a higher portion of the variance of &̂t. The
measure quanties the degree of cross-sectional dependence in tail risk amongst di¤erent assets.
International equity markets have di¤erent opening times and a synchronization issue arises.
This does not pose any problem at the estimation stage in Section 4.1, as our model for tail risk
is univariate. We now take a multivariate perspective and the synchronization problem has to
be addressed. Poon et al. (2004) argue that the U.S. market drives all international markets; it
is also the last one to close on any given day. Movements in the tails of U.S. returns are likely to
drive movements in the tails of returns in international markets. We follow Poon et al. (2004)
and use the previous days U.S. tail index in building our measure of connectedness.
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Figure 3 about here
Figure 3 plots tail connectedness measures estimated over 100 day rolling-sample windows
for negative and positive exceedances. Both series exhibit cyclical behavior and high degree
of time variation: the maximum eigenvalue explains between approximately 30% and almost
100% of the variation in tail risk; the two series have correlation equal to 0:489. The maximum
eigenvalue captures most of the total variation during episodes of turmoil in nancial markets
such as: the 1987 stock market crash; the 1998 LTCM crisis; the dot-com bubble burst in early
2000s; the peak in 2005 followed by the Federal Reserve intervention that led to raised interest
rates; and the recent nancial crisis. Our results resemble those in Diebold and Yilmaz (2009)
and suggest that diversication in global equity markets may not hedge against tail risk.
Finally, we uncover the drivers of global markets tail connectedness. We aggregate daily
sequences by computing monthly medians of daily observations (see Section 3.3). We regress
the resulting monthly series (expressed in percentage terms) of connectedness measures for
negative and positive exceedances on a constant (CNT), the lagged values of both of them
(CDN and CDP for negative and positive exceedances, respectively) and the lagged values of
the following macroeconomic indicators: the average country-level realized volatility (VOL),
which proxies global volatility (Gourio et al. (2013)); the G7 industrial production growth rate
(GWT), measured as the percentage log-di¤erence in seasonally adjusted industrial production;
the G7 ination rate (INF), measured as the percentage log-di¤erence in CPI; and U.S. indica-
tors, namely treasury bill rate (TBL), long-term yield (LTY), default yield spread (DFY) and
unemployment rate (UNP). The sample period is 1976  2011, a total of 432 observations; the
indicators are in line with those considered in Kelly (2014) and those tracked in the nancial
industry to measure macroeconomic risk.
Table 9 about here
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Table 9 collects the results. Global tail connectedness has a strongly signicant autoregressive
component in both negative and positive exceedances. Volatility has a sizeable e¤ect: joint
extreme events are more likely to occur during periods of turmoil in nancial markets (see
Figure 3). Finally, negative exceedances connectedness Granger causes positive exceedances
connectedness, whereas the converse is not true: this resembles the result in the mean regressions
in Table 5 in relation to the causality between large rms negative and positive tail risk.
5 Concluding Remarks
This paper builds a novel dynamic peaks over threshold model with score-based time-varying
parameters. We look at the linkages between tail risk and the macroeconomy: we show that
large rms tail risk is more sensitive to the business cycle than small rms tail risk, which
constitutes an original contribution to the literature on rm-level uncertainty (Bloom (2014)
and Bloom et al. (2014)); we provide evidence that this nding is consistent with Gabaix
(2011) granular hypothesis of aggregate uctuations; we quantify the e¤ect of large rms tail
risk shocks on the economy. Finally, we introduce the concept of tail connectedness and show
that in global equity markets tail connectedness increases during periods of turmoil.
A Updating Mechanism of Shape Parameter
Given the low of motion for &t in (8), let t = ln &t , &t = exp (t): from (10), we have
ln [ht (yt jFt 1 )] = I (yt = 0) ln [h0t (yt jFt 1 )] + I (yt > 0) ln [h1t (yt jFt 1 )] ;
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and (11) follows. As for the information quantity,
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and the following analytical expression for the information quantity is easily obtained
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