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Abstract--In the present work we examine Isaacs' geometric method for the construction ot" the barrier 
surface in differential games. We are thus led, in a natural way, to a new (geometric) second-order 
necessary condition that a valid barrier surface must satisfy. This helps us, on the one hand, to clarify 
the appearance of a previously discovered qualitatively new type of barrier surface when the problem 
parameters enter a certain region of the parameter space, and, on the other hand, our systematic analysis 
also helps us to identify new interesting regions in parameter space where the barrier surface qualitatively 
differs from previously observed patterns. 
1. INTRODUCTION AND PROBLEM STATEMENT 
We consider pursuit-evasion differential games where we denote the pursuer by P and the evader 
by E. The relative motion of the craft they represent evolves on an n-dimensional manifold M. 
The dynamics (or rather, the kinematics) is modelled by the first-order autonomous differential 
system 
,¢c=f(x,u,t';p), x(O)=xo~M, O<~t <~r. (1) 
Here, x(t) ~ M, t ~ O, is the state vector, and u ~ f2p, v ~f2v, are the control variables of P and E 
respectively; f2p and f~E are the control constraint sets of P and E respectively. In addition, p ~ ~m 
is a parameter vector that, for example, is indicative of the relative speed, the relative manoeu- 
verability, etc., of the players P and E. An n-dimensional target set T ~ M is also specified. We 
designate its n - 1 dimensional boundary by 
J-  ~ ~T. (2) 
The instant of termination ~ of the differential game is then determined by x(T) 6 Y.  
In the present paper we are mainly interested in the qualitative "game of kind" (in Isaacs' 
terminology). Thus, our approach is toward the delineation of the capture zone where P's aim is 
to devise and implement a capture feedback strategy that guarantees termination--namely 
33 > 0s.t. x(~)e.Y---irrespective of E's strategy. Specifically, we here address the problem of 
constructing the closed n - 1 dimensional surface .~ that delimits P's capture zone; thus, the surface 
encloses the region (of initial state) in the state space departing from which states P's capture 
strategy guarantees termination on ,Y-, irrespective of E's action. Conversely, for initial states 
outside the capture zone there exists an E-strategy such that the target manifold J -  will always 
be avoided, irrespective of P's action. The separating surface ~ is the barrier surface in Isaacs' 
terminology. In fact, the barrier surface ;8 is not always closed--in which case (of an open ,~) 
evasion is impossible (if P does not err) and the capture zone is then M - T. Also in this case the 
barrier surface is important, for, apart from signalling "global" capturability, it constitutes a
surface of discontinuity in the minimax time-to-go value function in the minimax time differential 
game and it also indicates that a pursuer swerve manoeuver is called for. Our analysis (and 
construction) of ~ also applies in the case where ~ is open. 
The paper is organized as follows. In Section 2 we carefully outline Isaacs' geometric method 
for the construction o f~,  as expounded in [1, Chap. 8.5], and we highlight certain important points. 
This is a prelude to Section 3 where further geometric considerations aturally lead to an additional 
new second-order necessary condition. It is important to emphasize that the (geometric) approach 
in Sections 2 and 3 is divorced from optimality considerations and, in fact, is exclusively concerned 
with equations (1) and (2) in the problem statement. The analysis of ~ in Section 3 then affords 
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us the possibility to investigate, in Sections 4 and 5, the parameter (p)-dependence of M in the 
special cases of the Homicidal  Chauffeur differential game (see Refs [2] and [3]) and the Game of 
Two Cars [4]. Thus, we are able, in Section 4, to clarify the mechanism that brings about the 
"non-classical" barrier in the Homicidal  Chauffeur differential game that was identified by Merz 
in his fundamental  work [2] (see also [3]) in the parameter  domain not previously explored by 
Isaacs. Our explanation is less ad hoc in nature, and we maintain that the "non-classical" situation 
in the Homicidal  Chauffeur differential game is in fact generic. Our systematic analysis in 
Section 5 of of the parameter-dependence of the barrier surface in the Game of Two Cars helps 
us to identify new, interesting regions in the parameter space where the barrier surface qualitatively 
differs from previously observed patterns. Our exploration here is rather tentative, and much still 
needs to be done in this respect. Concluding remarks are made in Section 6. 
2. ISAACS" CONSTRUCTION OF THE BARRIER 
Our point of departure is a point x ~ ~ where the surface ,~, locally viewed as a function of 
n - l(local) coordinates, is differentiable,t Let n(x) be the inward pointing vector normal to ,~ at x; 
n(x) points toward the target set T, that is, it extends into the capture zone. The following kinematic 
invariance argument yields the main equation 
maxmin(n(x ) ,  . f (x ,u , r :p )~=0 (3) 
H F 
for the surface ~ (which separates the escape and capture zones). If we represent the surface ,~ ~ M 
in the explicit form 
x, = to(xj, x~ . . . . .  x,, ~), 
then 
n(x) = [grad(to), - 11 = f~?to (?to (?to 1~. (4) 
\c~x~ ' ~x~ . . . . .  c~x,, , J 
Inserting equation (4) into equation (3) yields a first-order partial differential equation for the 
unknown function to (which specifies our surface :~), namely: 
[ " '~(x ,  . . . . . .  ,,, , ) f (x,u,vp) 1, (5) 0=maxmin  - f , (x ,u, t ,p)+ y, ? , 
u 1' 1=: I 
where 
x = [x,, x~ . . . . .  x,, ,, to (x, . . . . . .  ~,, , )]. 
This approach is advocated in Refs [6]-[8]. In Isaacs' approach the method of characteristics i
directly applied to equation (3), and it yields the adjoint equations 
f i j= - , :~n i& ,¢ i  0~<t~<r ,  .i I ~ n. (6) 
Now, equation (6) must be solved together with equation (1), where the (extremal) controls u and 
v in equations (1) and (6) are determined by equation (3). The surface .~ will thus be described 
by the paths x(t) generated by equation (1) when governed by the above extremal controls. Note 
that the partials of the function to in equation (5) and the components of the vector n in Isaacs" 
approach are related by 
c~to (xj . . . . .  x,, ~) 
- ni[x I . . . . . .  x,, i, to(xl . . . . . .  ¥,, ,)] 
for all i=1 ,2  . . . . . .  n -1 .  
In either approach we must in addition specify the initial condition. Geometrical ly speaking, wc 
want to pass our surface ~ through a given "curve" L c M that is yet to be specified. Here, L is 
IThe theory applicable to "'curves" of non-differentiability of the surface .~ has been developed by Bernhard [5]. 
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a (sufficiently smooth) n - 2 dimensional manifold. Indeed, for n >t 3 the specified "curve" L then 
uniquely determines the direction of  the vector n(x) for all x eL - - -wh ich  vector constitutes the 
"initial condit ion" of  the differential system (6) in Isaacs' approach. This is so, provided that the 
"curve" L is nowhere tangent o a characteristic, I f on some interval the "curve" L is tangent o 
a characteristic, namely if some segment of  the "curve" L is a characteristic, we then forfeit the 
uniqueness of  the surface that passes through the said segment of L. Now in our problem the 
characteristics are the paths x(t )  generated by equation (1) when governed by the extremal controls. 
Hence, this difficulty arises if a segment of  the candidate "curve" L is itself an extremal trajectory 
of  system (1). We shall indeed return to this possibility in the sequel. Also note that in lsaacs" 
method the differential systems (1) and (6) [taking into consideration equation (3)] must then be 
integrated in a retrograde fashion, starting out from L; this point will also be discussed further 
in the sequel. 
We next give our attention to the case where ~ meets T t  so that we can look for the "'curve" 
L c T. We also confine our attention to natural barriers, as opposed to artificial barriers where the 
game is modified and it is stipulated that termination occurs by x reaching a specified subset of 
the target T (see, for example, the two-target model employed in [6]). Now, the following two cases 
can arise. Either 
(i) ~ meets :Y- on the usable part of  3-; then :~ must meet ,Y- on the boundary of  the usable 
part (BUP) of  ,Y-, and the "curve" L then corresponds to the BUP, which is characterized by 
L = BUP = [x Ix ~ .Y--, max min (nr(x),  f (x ,  u, v :p) )  = 0], (7) 
u t 
where at (x)  is the inward pointing normal to .Y- at x; or 
(ii) ~ meets J -  on the non-usable part of  Y .  
We must also consider the following two possibilities: Either 
(a) The "curve" L (which, we recall, lies in J - )  is not an extremal trajectory of  the system (1). 
Then 
n(x) = nr(x) for all x e L, (8) 
and ~ is therefore tangent to Y along L; or 
(b) The "curve" L is an extremal trajectory of  the system (1). Then the surface ~ passing through 
L is not uniquely determined and, in addition, .~ is not necessarily tangent to .Y~ (along L). 
Finally, recall that it is essential that the extremal trajectories of  system (1) "flow'" toward the 
"curve" L---because this kinematic property of  the extremal trajectories affords us the possibility 
to integrate the differential system (1) in a retrograde direction, thereby making it possible to 
generate the surface ~.  Indeed, we must be aware of  the following alternative situations: either this 
desired state of  affair applies, i.e. 
(1) The extremal trajectories of  the system (1) "'flow" toward L, or 
(2) Extremal trajectories of  the system (1) exit from a segment of  the "curve" L c /~ N ,~. 
In the latter situation, the part of  ~ of the barrier surface adjacent o this part of  the "curve" L 
will be formed by' extremal trajectories "emanat ing" (in a retrograde sense) from a "Universal 
Curve" (UC); the (L) segment in question is then determined by /~£~ N 3-. Also note that case 
(i) automatically falls into situation (1) (although the converse is not true). Thus, situation (2) can 
only arise in case (ii), namely situation (2) can only arise in the non-usable part of  ,<. 
Note that a composite L could consist of  parts of  the BUP [case (i)] and also parts that lie in 
the non-usable part of  :#~ [case (ii)]. In addition, possibilities (a) and (b) can arise. Finally, we must 
tLoosely speaking, we here confine our attention to the barrier surface ,8~ that is "'close" to 7". i.e. it emanates from 
T. This does not preclude the possibility thai there exists an additional closed barrier surface .'-& that is exterior 
to .8~ and that meets neither T nor .a,0~. If :~'~ is open, then the capture zone is delineated by ,8_~, whereas .~ merely 
signals the presence of a swerve manoeuver; if ,~ is closed then the region enclosed by :~ that contains 7" is the 
capture zone and the outer region of M between :~ and :8: is a stalemate region that E cannot leave; yet P cannot 
there enforce capture either. 
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take into account the possible onset of  a situation of  type (I) or (2). We remark here that many 
"classical" solutions of  lsaacs fall into category [(i), (a), (1)]. Indeed, so far, we have delineated 
L in the exclusive case (i) (where L = BUP), thereby making it possible to embark on the 
construction of  ~ if the possibility (a) applies so that (8) holds. Yet, interestingly enough, although 
the BUP always exists, the case (i) where L = BUP does not always apply, that is the ensuing 
surface ~ that is based (in its entirety) on L = BUP is not always valid. Then, L or parts ol" L 
do not coincide with the BUP or with parts of  the BUP and the case (ii) and the situation (1 ) with 
the possibility (b), or case (ii) and the situation (2) arise. The necessary conditions in Section 3 help 
us establish the onset of  this state of  affairs. 
3. A NEW NECESSARY CONDIT ION 
Our geometric insight so far, concerning the surface ,~, is encapsulated in equation (3): 
everything else follows directly from equation (3). 
We now employ an additional geometric consideration that is connected to the surface .~'s 
property of  separating the capture and evasion zones in M and that is also connected to the 
definition of  capture (at time t = r). The separation property implies that for an initial state .¥,, c .~. 
E's optimal play causes the system trajectory x(t)  to remain on ,# for all 0 ~< t < r and .v(r) ~_- L. 
Then, x( t )~T tbr all 0 ~< t < z. In addition, there must exist an c > 0, and there must exist an E 
strategy such that x( t )~T for all r < t ~< z + c, irrespective of  P's action; indeed, this requirement 
is complementary to the definition of  capture in differential games, which calls for x(r)  ~ 7 and 
the existence of an c > 0 and a P strategy such that x(t)  a Tfor all z < t ~< r + ~. This requirement 
then implies that for x0 E ,~ escape is possible and that ,~ is not part of  the capture zone.+ Indeed, 
Isaacs was aware of  this condition, and he states in [I, p. 215]: " It  (.~) is the union of  paths whose 
directions are shown by arrows which meet T tangentially at the BUP and, as must be true gem'rallv. 
/i'om the usable side." 
We formalize the above considerations. Thus, for n >~ 3, the "usable part" of L (tAPE) is 
determined by 
UPL = {xlx eL ,  {[nr(x) × I (x) l , f [x ,  f i(x),V(x);p]}} 4 0. (9) 
where I(x) is the tangent vector to L at x and [see equation (3)]: 
i}(x) = arg max {n(x), f (x ,  u, r ;p )}  
u ~ ~p 
F(x) = argmin (n(x), f (x ,  u, v;p)},  x eL .  (10) 
Furthermore, the "boundary of  the usable part" of  L (BUPL) is then 
BUPL = Ix Ix e L, ([nT(x) x I (x)l , f[x, Yl(x),V(x);p]} = 0}. (11) 
Note that the dimension of  UPL (eL )  is n-2,  and the "points" BUPL are n 3 dimensional 
manifolds. Thus, given a candidate L, the surface ~ will be attached to Z, T along UPL. In particular, 
if we initially consider L = BUP, then the condition (9) delineates the relevant part of the BUP 
(namely UPL) along which a part of  ~ will be attached to J- .  This part of  the classical BUP is 
delimited by the BUPL points given by equation (11). Then, an additional part of  ,~ will meet .7 
along a new "curve"/~, c ,Y- (which is yet to be determined) merging into the original L at the BUPL 
"'points". Furthermore, recall that in equation (10) the vector n(x) is given by equation (8), 
provided that the possibility (a) applies [i.e. the segment of  the "curve" L under consideration is
not an extremal trajectory of  the system (1)]. 
Finally, the above second-order condition (9) applies to the part of  M described by paths of  the 
(extremal) system (1) that approach T from the outside [i.e. equation (9) applies in the situation 
"f-E's (evasion) strategy in the evasion zone is contingent upon the above property of ~. Thus, in the evasion zone E 
plays a barrier strategy, where the barrier .~' in question is a fictitious barrier associated with a slightly augmented 
target set. (Thus ,~ is then in the interior of the state space region enclosed by M, and therefore :~' lies in the evasion 
zone.) 
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(1)]. Hence, equation (9) applies, provided that 
(nr(x),f[x, ~(x), V(x);p]) >~ 0 for all x e UPL. 
Since, in addition, E can barely escape on L, the following must also hold: 
{nr(x),f[x,h(x),~(x);p])<~O for a l l xeUPL ;  
hence, equations (12) and (13) yield 
{nr(x),f[x, ~(x), ~(x);p])  = 0 for all x ~ UPL. 
(12) 
(13) 
(14) 
Equation (14) is a generalization of the classical BUP equation (7) in situation (l); in other words, 
equation (14) applies in the non-usable part of J .  Equation (14) is indeed a new condition, distinct 
from equation (7), i f fnr(x) ~ n(x). This, in turn, implies that for equation (14) to constitute a new 
condition [i.e. for nr(X) ~ n(x)] the possibility (b) must apply, i,e. the "curve" L must constitute 
an extremal trajectory of the system (1). Conversely, if it all points x in some segment of the "curve" 
L where equation (14) holds we have nr(x)#n(x), then equation (3) yields the vector 
/[x, h(x), ~:(x);p] [which constitutes the right-hand side of the (extremal) system (1)] tangent o 
the above-mentioned segment of L c~ f~ ~-. Hence, this segment of L constitutes an extremal 
trajectory of the system (1). 
Note that if the segment of the "curve" L = BUP under consideration is not an extremal 
trajectory of the system (I), then equations (10), (8) and (9) imply that condition (14) holds. Hence, 
in the classical configuration (i), (a) [and (1)] only condition (9) [see also equations (10) and (8)] 
needs to be verified, and we can disregard equation (12). Also, recall that in the classical 
configuration ,~ is tangent o J-. Thus, whereas the definition of capture in differential games leads 
to the delineation of the all-important usable part of the tangent and of the BUP, our present 
condition (9) further delimits a "usable part" of L that in case (ii) is determined by equation (14) 
and. in particular, of the BUP in the classical case (i) where L = BUP. It is from this point of view 
that the present condition is of "second-order". 
In case (ii) and in the situation (1) when the possibility (b) necessarily arises, a further 
(second-order) necessary condition is concerned with the direction of the "flow" along the "curve" 
L in the target manifold .Y-. Thus, this "flow" must terminate at the BUPL points. In the present 
configuration equation (14) must hold. In addition, :~ is not necessarily tangent to ,Y. This 
configuration corresponds to Isaacs' Envelope Barrier. 
Finally, recall that condition (9) does not apply in the situation (2) [where equation (12), and 
theretk~re also equation (14), do not hold]. This type of barrier patch emanates from a "Universal 
Curve" (UC) and it arises in the "Game of Two Cars" [4] in a certain range of the parameter p. 
We summarize the above deliberations, for n >~ 3: 
case (i) ~ situation (1) 
situation (2) ~ case (ii) 
case (ii) and situation (1 )~ possibility (b). 
Remark 
In the situation (2) possibility (a) applies except in the tentative case of what should be named 
a Reversed Envelope Barrier, which arises from ,Y-. 
In the configuration [(!), (a), (i)] we need verify condition (9). There ~ is tangent o J .  
In the configuration [(i), (b), (ii)] we need verify condition (14) and an additional second-order 
condition concerning the termination of the "'flow" L at the points BUPL. The ensuing (envelope) 
barrier is not necessarily tangent o J .  
In the configuration [(2), (ii), (a), or (b)] conditions (3) and (14) do not apply. ,~ emanates from 
a UC and, in addition, .~ is not necessarily tangent o ,Y- (along L). This type of barrier is depicted 
in [4, Fig. 8]. 
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Fig. I. The state space in the Homicidal Chauffeur differential game. 
4. THE PARAMETER DEPENDENCE OF THE BARRIER MODE 
IN THE HOMIC IDAL  CHAUFFEUR D IFFERENTIAL  GAME 
The Homicidal Chauffeur differential game evolves in M = ~2. Obviously, in the special case 
1l = 2 the situation (2) cannot arise, and therefore quation (12) must hold; this in turn implies that 
equation (14) holds at the point d f3 3-. In addition, equation (3) must also hold at the point 
.~ (~ ,<. Furthermore, since the situation (2) cannot arise, we also know that the condition (9) 
cannot hold at the point M 71 j :  in the special case n = 2, condition (9) boils down to 
l( 0 ') ) - I  0 n r [ (X) ' f (x ) 'h (x ) 'F (x ) ;P ]  <,0. (15) 
Hence, our analysis in Section 3 yields the following result in the special case n = 2: 
The point x g ~ ~ ~,  where the barrier is attached to the target manifold, and the barrier 
normal at 2, n(2), will be determined by equations (3), (14) and (10), subject to condition (15) being 
satisfied. We shall see that condition (15) will directly guarantee the solvability of  the system of 
equations (3), (14) and (10) and, in addition, it will then determine the parameter dependence of 
the barrier mode [i.e. it will choose between cases (i) and (ii), and it will choose possibility (a) or 
(b) as a function of  the problem parameter p]. 
Thus, in the Homicidal Chauffeur differential game the equation of  motion (1) are 
.? = -~yu + sin 0 
O= - ~ + c~xu + cos O, 
and the P and E controls are 
u6f2p= [ -1 ,1 ]  and v=06T ~+ respectively. 
> 1 is the "'speed ratio", i.e. it is the ratio of  the speed of the pursuer and the speed of the evader. 
The target manifold ,¢- is a circle of  radius r centered at the origin. Thus, the problem parameters 
are the speed ratio a > l and the capture radius r > 0. The parametrization of  ,Y- is indicated in 
the Fig. l, namely x = r sin ¢p, y = I" cos ¢p. Hence, the point ~ where d meets .Y- is determined by 
7p. 0 < 7p < ~ and ~ = (r sin c-p, r cos ~p). Then obviously, nr(.X) = ( - l, - co t  ~). Note that we here 
confine our attention to the right-hand side barrier .~. In addition, with some hindsight, we set 
n=( -1 , -n , ) ,  n,>lO, 
and we define 0 ~< ~ < ~z/2, 
& cotg tn,; 
note that n,(.2)~> 0 implies that 0 ~< ~p ~< ~/2. 
Equations (3) and (10) yield 
1 fo r0<Yp <~ 
D(.~-; n, ) = -1  for" r~ > 7p :> ~, 
f(.~; n,.) = 0(~) = ~, (16) 
+We denote the unit circle b}, T k. 
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and therefore 
0=cos~+rs in (~- -~p) - - -  
0=cos~- - rs in (¢ - -Yp) - - -  
1 
fo r0<?p <~ 
~x 
1 
for ~ <~ ~<n 
E 
0=cos~- - !  for ~=~.  (t7) 
Equation (14) then yields 
and the condition (15) becomes 
0 = ~ cos  r~ - cos (~ - ~) ,  (18)  
1 
rfi - sin Cp - - sin(~ - Cp) ~< 0. (19) 
Thus, we solve equations (17) and (18) in the two unknowns 7p and ~. The solution Cp, ~ must 
satisfy condition (19). 
The BUP is here given by ~ = cos -~ 1/a. We first investigate the case (ii) where L is in the 
non-usable part of 3--, and we therefore confine our attention to cos ~ 1/c~ < ~ ~< n/2. With some 
hindsight we focus on fi = i, that is 0 < ~ < ~ so that the first of  equation (17) applies. Then, by 
combining equations (17) and (18), we obtain 
-cos~ +~2cos  2cp =1.  (20) 
Equation (18) yields 
- -  COS 
tg ~ - 
sin ~ 
and therefore 
1 sin 2 
c°s27p-- I+tg2~ ~2+1_2~cos~"  (21) 
Combining equations (20) and (21), we obtain 
(1  - ~ cos  ~)2 (1 - ~cos  ~)2 
r2~2 ~2 + i - 2~ cos ~ ' 
since in view of our previous assumptions cos ' 1,/~ < ~5 < ~, i.e. 
1 
cos ~ < - ,  (22) 
so that a cos ~ - 1 ¢- 0, we thus obtain 
a2 + 1 - -  ~2r2  
cos ~ - (23) 
2" 
Furthermore, comparing equations (22) and (23), we conclude that the problem parameters ~and 
r must satisfy 
1 
r 2 + ~ > I.  (24) 
In addition, recall that by definition, 0 ~< ¢ < n/2, and therefore cos ~ > 0. Equation (23) then 
yields the additional parameter  constraint 
1 
r :<  1 +~; t  
t l f  we relax our  requi rement  n, >~ 0 and  instead let 0 ~< ~ < n, then the above parameter  constra int  becomes the less 
str ingent const ra int  r < I + 1/cc 
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hence, in order for the solution (23) to be valid, the problem parameters ~ and r must satisfy 
Then, equations (21) and (23) yield 
and hence 
I 1 
1 - - .<r  ~< 1+ . (25)  
0{- ~, 
1 
cos ~ = sin 4, (26) 
&r 
sin(-P=~/l-- ~ "(l--c°s24)=X/~4+l+~4r4-2°~2-2°:2r2+2°t4r2"~r- 4~4r 2 
thus 
The first of equation (17) yields 
~2+~2r2 I 
sin ~ -- 2~2r (27) 
I 
sin(~ ~p) = - cos ~. (28) 
If  we now insert our solution, [namely if we insert equations (28), (23) and (27)] into the left-handed 
side of equation (19), we find that the parameter  constraint (24) is necessary and sufficient for the 
condition (19) to hold. 
Finally, for our solution to be consistent we must also verify that, indeed, ~ < 4. This is so if 
cos ~ > cos ~, i.e. the following must hold: 
l /4  l )2 ~2_F [ ~2r2 
2r ~/:~: (1+ ~ ;.2 > 
so that 4(1 ) 
:[a > I+- - -~- r3  :~_ 2 +r :  
Let a & 1":~2, x & r z. Then the above inequality is 
x ~-x2(a  +2)+x( l  -a  2 )+a( l  -a  2 )<0,  
where {see equation (25)] x is confined to 
1 - -a  <x  < I +a .  
The situation is illustrated in Fig. 2. 
We thus conclude that our solution (23), (27) is consistent. Hence, the solution of the first of  
equations (17) and (18) is given by equations (23) and (27) iff condition (24) holds. Then gp ¢ 4 
(in fact, gO < (-), and therefore :',6' is not tangent to .Y- at 7p, in other words, possibility (b) there 
applies. However, for n = 2 possibility (b) necessarily implies that the point .£-D.~ is an 
equil ibrium point, namely 
f[.v, ~(x), ~:(.v): p] = 0. 
This is indeed consistent with (23) and (27) being the solution of the system of equations (3) and 
(14) [the precursors of equations (I 7) and (18) respectively] in the "generic" or non-singular case 
where n :~ n~. Hence, the "'non-classical'" parameter domain (24) first explored by Merz [2], in fact 
corresponds to the situation where the parameter I? in equations (3) and (14) affords a non-singular 
solution of equations (3) and (14). It is interesting to note that the possibility of an equilibrium 
situation has been anticipated by lsaacs [1, 13. 215], where it is stated: "for such points (on the BUP) 
when each player exerts his optimal endeavor x moves  (ifat all) tangentially to J " .  Thus, in the 
present paper it has been shown how this state of affairs arose in the process of systematically 
analysing the various possible barrier modes. 
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Fig. 2. The cubic polynomial inequality. 
There is also the possibility of deriving an additional solution of the system of two equations 
consisting of the first of equations (17) and (18) such that the said solution satisfies condition (19). 
This solution mode corresponds to the singular solution of the (parameter-dependent) precursor 
system (3), (14) when n = nr. This mode prevails [i.e. condition (19) is satisfied by the singular 
solution], provided that the problem parameters are in the complementary "classic" domain 
(studied by Isaacs) 
! 
-~ + r 2 ~< 1. (29) 
Indeed, the Ansatz 
7p = ~ (30) 
(which, geometrically speaking, implies that ~ is tangent o ,~- at the point ~ N ,Y-, i.e. n = n~) 
yields the sol.ution 
I 
=cos i_ (31) 
Hence, we again have the classical case (i) where ~ is attached to J~ at the BUP. If we now insert 
the solution (30), (131) into equation (19), we obtain the parameter range (29). 
Note that the classical (and easy) solution (30), (31) of equations (17) and (18) [i.e. equations 
(3) and (14)] can be derived technically without due attention being given to the problem 
parameters; thus, it is our second-order condition (19) [or rather, its precursors (15) and (9)] that 
signals a warning. 
In the literature (in [2] [4] and in [9, p. 358]) the qualitative problem of constructing the barrier 
surface is addressed by tacitly considering the auxiliary optimization problem of maximizing and 
minimizing the miss distance at the instant of termination. The instant of termination is determined 
by the terminal condition that specifies the closing speed zero at termination. The optimization 
problem is then augmented to include the additional (second-order) equirement that the second 
derivative of the range be non-negative at the intent of termination. This second-order condition 
is indeed equivalent to our condition (9) in the special case of the Homicidal Chauffeur differential 
game, in the classical situation where .~ is attached to ,~- at the BUP. However, one must then 
be cognizant of the various barrier modes discussed in Section 2 in order to anticipate the 
"non-classical" barrier in the parameter ange (24), where the condition concerning the non- 
negativity of the second derivative of the range does not play a significant role (since it is 
automatically satisfied and it is independent of the problem parameters ct and r). Thus, it is in the 
parameter range (24) where the theory encapsulated in equations (17) (19) is brought to bear on 
our problem in a generic way; in addition, we have shown that equations (17) (19) also apply in 
the classical parameter range (29) where a singular situation develops. 
Indeed, our approach to the construction of the barrier is purely geometrical and is divorced 
from optimality considerations. This point will be amplified further in our discussion in Section 5 
of the barrier surface in the related Game of Two Cars. 
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5. AN INVEST IGAT ION INTO THE PARAMETER DEPENDENCE 
OF THE BARRIER IN THE GAME OF TWO CARS 
The Game of Two Cars evolves in M = N2 x T j, and in [8] it is shown how to imbed M in 
R ~ - {the y-axis}). The equations of  motion are similar to the equations of  motion in the Homicidal 
Chauffeur game, namely: 
_'~ = - ~)'u + s in  O 
.f' = -- :~ + ~xu + cos  O 
O = - u + fly. 
Here. the E control variable, v ef~e = [ -  1, 1] and 
[ , ]A  IRe  
R E " 
where R~ and Re are the minimal turning radii of  P and E respectively. The target set Tin ~ - {the 
y-axis}, is the torus T 2 with radii r and kr  + c respectively; here 1 > ~ > 0 and k e ~ - {0, 1 } are 
fixed (yet arbitrary) numbers olely employed in our pictorial (i.e. geometric) representation of the 
state space. Thus, the problem parameter vector is p = (~, r, fl), where a > 1, r > 0 and fl > 0. 
We now employ the Cartesian parametrization of.~-, (r sin go, r cos q, 0), since it suffices for the 
purpose of  a local analysis on T. We only consider the right-hand side barrier surface. Then 
where 
and 
n = ( -  1, -n~.  -n,,). 
7r 
n,=cot~,  0<~ <~ 
nr = ( -  1, - co t  go, 0). 
Equation (3) yields, on L, 
1 u [ ~r go n0J (n , / (x ,u , t , ;p ) )=~cot{ -  cos (0 -{ )+ Ls~-nn { .s in ({ -  )+  - 
and equation (10)gives 
~r 
= 1 for - -  • sin(~ - go) + n~j > 0 
sin ~. 
and 
Hence, equation (3) yields 
0 = ~ cot ~ - 
Equation (14) gives 
= sign(n0). 
. - ,  cos(0 - ~ ) + ~  s in (g  - go)+n,~- f l ln ,  I; 
sm C sm ¢ 
/~11o. / , ,  
1 
0 = ~ cot go - sin ~ cos(0 - go) 
and hence, for ~ > I, the right-hand side BUP is given by the continuous line 
:~ - cos 0 
tg go - 0 ~< 0 < 2zr. (32)  
sin 0 
The BUP for the Game of Two Cars and for ~ > 1 is illustrated in Fig. 3. 
We now proceed with the investigation of  condition (9). The tangent to the BUP is the vector 
( d0 d0 ago go ) I=  rcosgo-~, - rs ingo=_ ,  1 , 
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P 
( ~  - COS O , 0 ~ - O-,2~r tg ~ = o SIN 8 
Fig. 3. The target set in the Cartesian space (x, v 0). 
where 
do  1 - c( cos 0 
dO 1 .-t- ~2 - -  2c~ cos 0" 
Thus, the vector 
I a nl . : '<l- -  - co t~p, l ,  sinq~ dO = -cot~o, l ,  sin~0 l+-~-2-~cos0  " 
Hence, on the BUP, our condit ion (9) reads: 
cos q~ 
- - -  (1 + ~: - 2~ cos 0) 2 + r[~x 3 q- ~ - 1 + ~(1 - 27)cos 0] +/3r(1 - ~ cos 0) ~< 0 
sin 0 
for 0<~0~<cos ~1 ~1 2n (where ~ I) - ,2 r r -cos -  - ~<0< = (33) 
and 
COS(p ( l  4- ~2 --  2~X COS 0)2 q- r [~3 q- Ot - -  1 +c~(1 -2~)cosO] - f l r (1  -c t  cos0)  ~< 0 
sin 0 
for 2n cos ~ 1 ~1 - ->0>1cos  - (whereF=- l ) .  
Inserting equation (32) into equat ion (33) then yields 
for 0~<0~cos  ~_,l 2n -cos  
i I -<~O<~2n" 
- -  sin ~p(1 q- ~¢2 --  2~ COS 0)2 -+- (~ --  COS 0)[~3 q- ~ - -  ! - (2~ - 1)0¢ cos0  - /3 (~ cos0  - 1)] ~<0. 
Hence, we must inspect the term 
g(~cos0;~, f l )&  ~3+~_ l_~(2~_ l )cos0_ /3 (~cos0_ l )  
=~3+~ _ 1 +/3 - -~ cos 0(2~ -- 1 +/3),  
and we must also recall that 1 ~< ~ cos 0 ~< ~. Now, g(~ cos 0;~,/3)  > 0 iff 
~3+~ _ I +/3  
cos  0 < 
2~- - l+f l  
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Since, a lways 
~3+~ _ 1 +f l  
(for ~ > 1), > 1, 
2 :~-1  +f l  
we conc lude that  g(~ cos O; :~, fl) can become non-pos i t ive  in the range I ~< ~ cos 0 ~ ~ iff 
~3+~ _ 1 +[ t  
<gL 
2~- l+f l  
that  is iff 
Hence, if fl ~< ~(~ - 1) + 1' then for all 
040  ~cos  t I 
3~ 
the fo l lowing must  hold:  
sin ~0 
f l>a(~- l )+ I. 
and 2n-cos  ~ 1 -~<O-G<2n 
(1 +~2- -2 :~cos0)  2 
r ~< ; (34) 
- - cosO ~3+~ _ 1 -- :~(2:~ -- I )cos 0 - f lC~ cosO-  I) 
if, however,  fl > ~(~ - 1 )+ 1, then the above  inequal i ty  in r must  hold in a restr icted 0 range, 
i.e. it must  hold for all 
cos t 1 c~3+~z- - l+f l~<0~<cos  ~ 1 
2~- -  l + f l  
and 
2n-cos  ~1 ~<O~<2n cos 
c~ :~ 2c~ - l + fl 
Simi lar ly ,  insert ing equat ion  (32) into equat ion  (33) yields for 
COS 
1 I 
l _  d0d2~_cos  ~-- 
1 
r 
Here.  the express ion 
g(:~ cos 0; :~, fl) a . :~+ ~ _ (fl + I ) -  :~ cos 012c~ - (/t + 1)] 
Now,  assume fl < 2.:¢ - I. Then g(a  cos 0; ~, fl) > 0 ill" 
- - s in~( l+a2-2acosO)  2+(~-cosO) [~ ~+~-  I - (2 : - l )acosO- f l (1 -~cosO) ]~<O.  
A lways  (for :e > 1), 
:~ cos 0 < . . . . .  . 
2~ ( f i+  I) 
2:~ (1 +/ / )  
Thus, g(:~ cos 0; ~, fl) can become non-pos i t ive  iff 
~. '+~ - (1+1; )  
<1,  
2~ - ( I  +f l )  
which is impossible if :~ > I. Hencc, wc conclude: 
I f  fl < 2~ -- 1, then for all 
1 I 
cos ~ ~<0 ~2n-cos  ) 
and :z cos 0 ~< 1. 
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the fo l lowing must  hold: 
sin ~0 (I + :~2 _ 2c~ cos 0) 2 
r ~< (35) 
:~ - cos 0 :~3 + ~ _ 1 - :~(2~ - l ) cos0  - fl(1 - ~ cos 0)" 
If, however,  /3 > 2~ - I, then g(:~ cos 0; ~, fl) = c~ 3 + ~ - (/3 + I) + a cos 0[(/3 + I ) -  2a]. Now,  
g(~ cos O; ~, fl) > 0 iff 
~+:~- ( f l  + 1) 
,~ cos 0 > 
( f l+  I ) -2~ 
- 1 ~< ~ cos 0 ~< 1, and  since always (for :~ > 1), 
~+~ - ( / /+  l) 
- -  < l ,  
(/3 + 1) -  2~ 
we see that g(~ cos 0, c~, fl) can become non-pos i t ive  in the range - 1 ~< ~ cos 0 ~< - 1, iff 
that is, iff 
Hence, if 
~+a-( f l+ l )  
(fi + 1) - 2~ 
> - - l ,  
and 
~3 -I- 3~ -2  
/3> 
2 
then equation (35) must  apply in the restricted O-ranges: 
cos ' 1 1/3 + 1 -~-~ -~<0 ~<2~-cos  ~ 
c~ ~ /3+1-2~ ' 
cos ' 1 - ( /3+1)  -~<0~<~+cos  L I~+~ 
:~ :~ f l+  I -2~ 
Moreover ,  
and therefore for /3 > c~3+ :~ - 1, equat ion  (35) must  apply in the 0-range 
cos ] 1 -- -- -~<0~<2x-cos  ,1 /3+1 ~s 
:~ c~ /3+1-2cc  
If, however,  (:~3 + 3~)/2 < fi + I < :~ + ~, if 
c~3 + 3~ -2  
</3 <~3+~-1 ,  
2 
i f f~3+~-( /3+1)<0 
i f  0~3 -~- 0~ - ( /3  --~ 1)>0. 
~+3~ 
2 
for :~ > 1, 
IL on the other hand,  
~3 + 3c~ -2  
2~-1</3< 
2 
then equations (35~ must hold in the whole 0-range 
cos ,1 1 <~0<~27r-cos ' -  
Also, note that the fl range is non-empty because for ~ > 1, always 
~ + 3c~ -2  
2 :~-1  <- -  
2 
~ + 3c~ -2  
fi > - -  (>1 for ~ >1) .  
2 
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Table  I 
B-range Range of applicability of equation (34) 
fl ~< ~t(:t I )+ I  
fl > ,x(c( - I )+  I 
O~O~cos  , I ,  2n- -cos  ' l  ~<O~<2rc 
and 
' (~ '+:~- I+ [']1 2n-cos  ~ ~<O<~2rt - cos  ' 
0c 2~ I + fl ,] 
Table 2 
B-range Range of applicability of equation (35) 
c~ + 3c~ -2  I I B~ - -  cos ~ ~<0~<2x cos 
:x~+3~x 2<[1_< ~ _ I I ) )  . . . . .  ~zt '+: t  1 cos ' ~<0~<~+cos ' ( l : tx~! [ !  + 
2 :~ \:~ /I + I 2~ 
o~+at I<B cos ~1 ~( IB+I  ~ ' - :x ' ]  - ~<° '<2~-c°s  \ i  B+{:5: ,  / 
then equation (35) must apply in the 0-range 
,1 - (f l  + l )  
COS ~0 ~<7"~q--COS I 10C3q' -~ 
~ f l+ l  -2~ 
If fl =2ct -- 1, then g(~,[3) =~3+~ _ ( f l  + 1) = ¢t3+ ~ -2~ = ct~- z~ >0 for ~ > I .  Hence, if 
fl = 2e - 1, then equation (35) must apply for 
cos ~1 1 -~<0 ~2~r-cos  ' -  
0{ 0{ 
Finally, recall that in equation (34) and (35), q) and 0 are related by equation (32). The above 
deliberations are summarized in Tables 1 and 2. 
Now, note that for all 
~3 + 3~t - -2  
:x > 1, > 0c(c~ - 1 )+ 1. 
2 
Hence, Tables I and 2 can be merged into Table 3. 
Table 3 
B-range O-range of equation (34) 0-range of equation (35) 
fl~<:t(:~ I )+ l  0~<0~<cos , I ,  2rr cos '1 ~<O~<2r~ 
c(3+3~ - 2 / (1 : (~+~ 1 +B~_< 0 I 
~l~ t )+ l<#~ ~ cos \~ 2~ZI+B /'~ ~<cos ' 
= 3t 
and 
:~ \:~ 2~- I+B / 
~+3~ 2 (1~+~ I+B) I 
2= <B~<~+~- I  cos I \~ 2 : tZ I  + B /~<(t~cos  ~:~ 
and 
(! ,~'-~ 7 t+/!] 2;t cos ~140~<2~-cos  ~\ct 2:t I +B ] 
B>:~+:~ 1 cos ~ 2~ I+f l  ) :~ 
and 
I (I :t' + :~ I+/ / '  / 
2x cos ~ ~0 ~<2~z cos 
cos  j I ~<0-~2~ co~, j I 
Y 
cos  i I ~<0 ~2~ cos  i I 
:~ , +l  2x , 
COt~ 
\ y p + I - 2:~ 
Construction of the barrier surface in differential games 61 
Remark 
Equation (33) also applies in the special case of the Homicidal Chauffeur differential game where 
the "'control variable" is /3 ~ [R ~. Indeed, by choosing I/~l sufficiently large, we can make the 
left-hand side of equation (33) negative for all 0 ~< 0 < 2~r, except at 
0=cos  ~1 0=2~- -cos  ~1 
3~ 3( 
Now, if we insert into equation (33) the above-mentioned O, we obtain: 
Now, in view of equation (32), 
cos 
~2 
Hence, 
and we have recovered equation (29). 
Equation (32) yields 
hence  
s in  ~p - 
- - (C~ 2 -1) - '+r (~-~)~<0.  
1 
COS q) ----- .  
X/ 1 r~< 1 , 52 
- cos 0 
x /~+ 1 -2c~ cos0 
sin q) 1 
(36) 
- cosO x/~/~ 5+1-25cos0  
Thus, if we insert equation (36) into equations (34) and (35) and if we define x ~ :~ cos 0, we obtain 
(1 + ~2 _ 2x)3~2 
r ~ x >~ 1 (37) 
~3+~ _ 1 +/~ -x (2~ -1  +/~) '  
and 
(I -t-" 52 -- 2X) 3/2 
r ~a3+~ _ 1 --f lx(2~ -- 1 - - /~) '  x ~< [ (38) 
respectively, where the upper bound of the variable x in equation (37) and the lower bound of the 
variable x in equation (38) is specified in Table 3 as a function of the problem parameter [L 
We now immediately conclude that the important BUP point 
(qo = cos ' l  0=cos  '~)  
where the UC meets the BUP (that obviously corresponds to x = 1 and that is always in the 
x -domain  specified by Table 3) is on the barrier surface iff 
r~< 1 ~2" 
In general, we must look for the min imum ofx  on the right-hand sides of equations (37) and (38), 
in the entire x -domains  specified by Table 3. This, in turn, will yield the maximal value of the 
parameter  , ~(~,/~), such that the whole barrier surface emanates from the BUP and a classical 
barrier (similar to the one depicted in Fig. 9.23 on pp. 243 of[ l ])  exists. Thus, we differentiate the 
right-hand sides of equations (37) and (38), and we obtain that the sign of the derivative is 
determined by 
x[2~ + (I~ - l ) ]  - [~(~ + I )  + {2 - ~2)( ,~ _ l ) ]  
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r(~,;a,B) 
~ (37) 
i 
[ RIGHT BOUNDARY POINT OF THE x-DOM/~N 
i ~_,~'GIVEN IN TABLE 3 
0 ~ e 
LEF] BouNDARY POINT 
OF THE x- DOMAIN 
GIVEN IN TABLE 3 
Fig. 4. The .v-dependence of r (x ;  :t, fl). 
and 
x[2~ - (fl + 1 ) ] -  [~(~2 + 1) -  (2 -  ~e)(f l  + 1)] 
respectively. The sign of  the derivative of  equat ion  (38) at x = 1 is thus 
2c~ - c~(~ -~ + I) + (1 -- cd)(f l  + 1) = - (~- ' -  l ) ( f i  + 1 + c~) < 0. 
Hence, the r ight -hand side of  equat ion  (38) atta ins its min imum on the boundary  points of  the 
x -domain .  The s i tuat ion is i l lustrated in Fig. 4. Next, the sign of  the derivative of equat ion  (37) 
of  x = 1 is 
2~ + (fl - -1 )  -- ~(~" + l) -- (2 -- ~e)(f l  -- I) = (~ 2 -1) ( f l - l -~) .  
Thus,  the sign of  the derivat ive of equat ion  (37) at x = 1 is determined by the term fl - I - ~. 
Hence, if fl > ~ + 1 then the min imum of  r(x; ~, fl) (=?)  is atta ined at x = I 
or at the boundary  points  of  the x -domain .  Thus,  if c~ ~> 2 [so that ~ + I ~ c~(:~ - I) + 1] and if 
c~ + 1 < [] ~< 3((~ - 1) + 1 (so that the endpo ints  of  the x- interva ls  that are given by Table 3 are 
c~ and - :~) then 
? = min r (x :  ~, fl) 
[J' = min 1 e2, 
= min 1 
0~ 2 '  
Now note that 
hence we look at 
Now, for [J > 3( + 1, 
(because 3 :c ' -2a  + 1 > 0). 
(i + c~ 2 - 2~) ~2 (1 + c~ 2 + 2ct) 3~ 7 
1 1 - -a  1 _ i J 
(c~ - 1) 2 (~ + 1) 2 ] 
~2_a+l_ f l ,  ~2+:~_ l_ f l J "  
(3( + 1) 2 (c~ + I) 2 3( + 1 x~- -  l 
~2- t -~ - - ( l  - - f l )>o~(o~ -t- l) 3( 
=ra in  1 3(2':t2 ~7( f i -1 )  " 
(c~-l) ~ ~/~2_1 (~ __ ])2 < _ _  < _ 
~2_ :~ + fl _ 1 ~2 :~ 
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Hence, we have the following: 
Proposition 1 
For ~ ~> 2 and for ~ + I </3 ~ ~(~ - 1) + 1, there is a classical barrier surface iff 
(z~ - I )  2 
r ~<~(:</3) : (39)  
[] 
If fl < ~ + 1 and ~ ~> 2 [so that fl < ~ + 1 ~ ~(~ - 1) + I], then the minimum of the function 
r(x; ~,/3) (which we recall, is defined on the x-domain specified by Table 3, namely on -~ ~< x ~< ~ ) 
is attained at x = ~ or at x = -~ or at the internal minimum point x*, I ~ x* ~ ~, where 
x* = °~('~2 + I) + (2 -- 9c2)(/3 -- I) 
2~ +(/3  - 1) 
Thus, it all depends on the position of  x* relative to the interval [1, ~]. Indeed, 
~(~ - 1) 
x*~<~ iff / 3 - 1 > - -  and x*>l  iff ~>/3-1 ,  
z¢+2 
which is indeed the case. In addition, 
(:~ - 1) 
:~>~- -  for all :~>1;  
~+2 
hence, for 
l+ : t  ~<f l<:~+l ,  
~+2 
~=min  e- '+ , :~- ( l+ /3) ' c~ 3+~+(/3  
[1+~2- -2~(~2+1)+(2- -~t2) ( /3 - -1 ) , ]  33~-~ ~- f i - -~  
:~3+~ +(/3 _ 1 )_  ~(~2 + 1)_  (2_  ~2)(fl _ 1) 
+ ~:-2 ~(~-" + 2~-~- (-/3 -- 1) I) + (2- ~2 (/3 -I)] 32 } 
- -  1 ) - -  [2~ + (/3 - 1)] ~(~2 + 1) + (2 - ~2) ( /3  _ I) 2~ + (fl - l) 
3 /3(/3 - 1)(~ 2 -  l) 
If  however, 
/3<~ +1,  
~+2 
then the minimum is attained at x = ~ and 
T = 
(~ - I )2 
~(:~ - 1 )+/3 -  1 
We thus summarize our findings for /3 <~ ~ + 1 in the following: 
Proposition 2 
For ~ ~> 2 and for 
1+~ /3<~+1 ~+~< 
3 /3(/3 - I ) (~  -~- 13 
~(~' /3 ) -2~ +/3 - I ~/ ~-~7+?/~t i) ' 
(40) 
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i£ however, 
then 
~>2 and f l< :~- - -7+l ,  
(~ I) ~ 
~(~ - l )+h '  + 1 
75 
We refrain from continuing our investigation of?(~, [I) into the parameter domain I < :~ <I.- 2, 
nor do we continue our investigation of the three remaining fi-ranges indicated in Table 3. 
However, the function ?(~,/3) is indeed instrumental in the construction of the barrier surface in 
the Game of Two Cars. Thus, if the capture radius 
r > F(z< 1]), 
we must solve the following two inequalities in x (recall that x = ~ cos 0) 
(1 +:~e 2xf: 
r~< l~<.v~<~ 
~(:~: + I )+( f i  - 1) - _v [2~ +( [ t  - l)]" 
and 
(1 + :~: - 2.v)3 :
r~< :~<x~<l :  
:~(~2 + 1) - ( / ]  + 1) -  x[2:~ - ( [ t  + 1)]" 
it helps here to recall that the right-hand sides of the above equations are unimodal in x in their 
respective domains (see, for example, Fig. 4). Then, the part of L = :~ ~ .,¢ that coincides with a 
segment of the BUP corresponds to the 0-range where the above inequalities are satisfied. Now. 
it turns out that in the part of L that corresponds to case (ii) situation (2) applies, as is illustrated 
in Fig. 8 of[4]. Hence, the part of the barrier surface adjoining the said part of L emanates (in 
a retrograde sense) from an UC. 
Concerning the UC in the Game of Two Cars, we note the following connection to the related 
Homicidal Chauffeur differential game discussed in Section 4. The evader control z' is singular along 
the UC; v enters the Hamiltonian in the Game of Two Cars in the form n,. z'. Hence, z" is singular 
iff n , -0 .  Now, for no = 0, the Hamiltonian in the Game of Two Cars corresponds to the 
Hamiltonian in the Homicidal Chauffeur differential game. In addition, the BUP in the Game of 
Two Cars is determined by 
(nT, f(X, U, ;', p) )  = 0, 
where nT.= (--1, --cotq~, 0); we again do not consider the differential equation for 0. Hence, we 
are led to consider the equations (17)-(19) of the Homicidal Chauffeur differential game. Similar 
to the situation in the Homicidal Chauffeur differential game, these equations in turn yield the 
(non-classical) point (r sin q3cq, r cos %q, ~) on the BUP where the UC meets Tand where qZ, q and 
are given by equations (27) and (23) respectively, provided that the state of affairs arises (also 
in the Game of Two Cars) where condition (24) holds. 
Note, however, that the situation can arise where the part of :~ that corresponds to [case (ii), 
situation (2)] emanates (in a retrograde sense) from a classical UC, i.e. on UC that terminates at 
the point 
r . , , COS 
on the BUP. This state of affairs arises in the interesting situation where 
Hc~, fi) < r ~< -~ (42) 
3{2" 
Indeed, 
~(~, [~) < ~2 
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Fig. 5. The geometric meaning of condition (9), 
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if the hypotheses of Propositions 1 and 2 hold. In both cases, the UC is the system trajectory that 
results when the controls u = 1 and v = 0 are applied. 
Concerning the part of ~ that corresponds to [case (ii), situation (2)], we remark the following. 
This part of ~ emanates from the UC (and not from the BUP). Furthermore, the segment of the 
curve L c 5~ where this part of ,¢2 meets ~- is then the locus of the points of penetration of .Y of 
the retrograde trajectories that emanate from the UC. In addition, we remark that it is claimed in [4] 
that for 0 < ~ "the extremal trajectories enter the BUP from inside the capture circle". In htct, it 
so happens that our second-order condition (9) is violated. Indeed, T is then approached from the 
outside by trajectories that meet the BUP on 3- tangentially, but from the wrong direction, as is 
illustrated in Fig. 5(a); this then violates our second-order condition (9), and we must then reject 
that part of L that corresponds to this segment of the BUP. Thus, our second-order condition (9) 
demands that the BUP be crossed in an outbound direction, as is illustrated in Fig. 5(b) for only 
then does it pay for E to stick to the barrier surface ~,  knowing that eventually evasion will be 
possible at the BUP. Obviously, this will not be the case in the situation illustrated in Fig. 5(a). 
The nature of the extremal flow field near the UC on the part of ~ that corresponds to [case 
(ii), situation (2)] and that is depicted in Fig. 5 in Ref. [4] warrants a closer investigation of the 
stability (and therefore the realizability) of the synthesis. Thus, we first consider the (y. O) 
cross-section of ~ near the UC, which is depicted in Fig, 6(a)-(c). It is obvious that the situation 
illustrated in Figure 6a cannot arise; this follows from the construction of .~. The situation 
illustrated in Fig. 6(b) is unstable, for a small overshoot in the control v of E causes the system 
trajectory to penetrate ~ and to enter the capture zone. Proposition 1 in [7] ascertains that in the 
classical situation (where L = BUP), ~ is continuously differentiable along the UC and. in fact. 
if the surface ,~ is given in the form y = y(x,  0), then @/80 = 0 along the UC: this situation is 
illustrated in Fig. 6(c). Indeed, the condition 
c~), uc 0 (43) 
is a necessary condition for stability. Furthermore, if the necessary condition tbr stability (43) 
holds, we must next turn to the projection onto the (x, 0) plane of the part of ,~ near the UC. 
Then, to first-order, the action is in a plane. The extremal flow field on ~ is illustrated in Fig. 7(a) 
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Fig. 7. The (x, 0) projection of .# near the UC. 
and (b). Hence, we realize that the stability, of the "flow field" in the non-classical situation (b) 
requires that the second-order necessary condition holds: 
), ~< 6; (44) 
loosely speaking, small overshoots in E's control v will then result in a chattering slide down the 
UC toward the BUP. 
Finally, some attention must be given to the dispersal line DL. In the classical case it is attached 
to J- at the point 
( ~/ I ~'r 2n_cos  ~! ) r 1 -5 ,  
This is certainly not so if 
r> 1 ~2' 
We here refrain from elaborating on this point. 
6. CONCLUDING REMARKS 
In the present paper we have examined in detail Isaacs' geometric approach to the construction 
of the barrier surface, as expounded in Section 8.5 on pp. 214-222 of[l]. This led, in a natural 
way, to a new geometric second-order necessary condition (9) that a valid barrier surface must 
satisfy. This condition was shown to be responsible for the onset of the non-classical barrier modes 
in the Homicidal Chauffeur differential game and in the Game of Two Cars, provided that the 
problem parameters enter a specific parameter domain. Thus, we are now able to explain 
systematically a previously observed phenomenon that was treated in the literature in a somewhat 
ad hoc manner. Furthermore, our systematic analysis of the parameter dependence of the barrier 
surface in the Game of Two Cars helps us to identify many new interesting regions in the parameter 
space (~, r,/3) where the barrier surface qualitatively differs from previously observed patterns; see 
for example, Propositions 1and 2 in Section 6 and equation (42). Our analysis o far was meant 
to illustrate this method; however, a parametric analysis of the different modes of the barrier in 
the Game of Two Cars is far from complete, and much work still needs to be done in this respect. 
We also remark that the geometric methods of the paper directly apply to the synthesis of the 
surface that encloses the region of controllability in (the special case of) optimal control problems. 
Furthermore, these geometric methods also apply to the solution of quantitative differential games 
and optimal control problems; indeed, the same methods (and necessary conditions) are directly 
applicable to the construction of the isocost surfaces in Mayer-type problems (as is illustrated 
in [8]). 
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