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Abstract
Let R be a local Gorenstein ring with infinite residue field of arbitrary characteristic. Let I be an R-ideal
with g = ht I > 0, analytic spread , and let J be a minimal reduction of I . We further assume that I
satisfies G and depthR/Ij  dimR/I − j + 1 for 1  j   − g. The question we are interested in is
whether core(I ) = Jn+1 :∑b∈I (J, b)n for n  0. In the case of analytic spread Polini and Ulrich show
that this is true with even weaker assumptions [C. Polini, B. Ulrich, A formula for the core of an ideal,
Math. Ann. 331 (2005) 487–503, Theorem 3.4]. We give a negative answer to this question for higher
analytic spreads and suggest a formula for the core of such ideals.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout let R be a Noetherian ring. If R is a Noetherian local ring with maximal ideal
m then we denote the residue field of R by k = R/m. Let I be an R-ideal. In order to study
an ideal I , Northcott and Rees introduced the notion of a reduction of an ideal. A reduction in
general is a simplification of the ideal itself. Recall that a reduction of an ideal I is a subideal J
such that In+1 = JIn, for some nonnegative integer n [14]. This condition is equivalent to I
being integral over J . Moreover, reductions preserve a number of properties of the ideal and
thus it is customary to shift the attention from the ideal to its reductions. In the case that R is
a Noetherian local ring we may consider minimal reductions, which are minimal with respect
to inclusion. Northcott and Rees prove that if the residue field k of R is infinite then minimal
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F(I ) :=⊕i0 I i/mI i = R/m⊕ I/mI ⊕ · · · ⊕ I i/mI i ⊕ · · · of I [14]. In particular this shows
that minimal reductions are not unique. Recall that the analytic spread of I , (I ), is the Krull
dimension of the special fiber ring F(I ), i.e.,  = (I ) = dimF(I ). If k is infinite Northcott and
Rees also show that for any minimal reduction J of I one has μ(J ) = (I ), where μ(J ) denotes
the minimal number of generators of J [14].
In order to counteract the lack of uniqueness of minimal reductions Rees and Sally con-
sider the intersection over all (minimal) reductions, namely the core of the ideal [17]. Then
core(I ) =⋂J J , where J is a (minimal) reduction of I . The core arises naturally in the con-
text of Briançon–Skoda kind of theorems. If R is a regular local ring of dimension d and I is
an R-ideal, then the Briançon–Skoda theorem states that I d ⊂ J , for every reduction J of I ,
or equivalently I d ⊂ core(I ), where ‘−’ denotes the integral closure of the corresponding ideal.
Huneke and Swanson [8] showed a connection between the work of Lipman [12] on the adjoint
of an ideal and the core. The core is a priori an infinite intersection. Hence there is significant
difficulty in computing this ideal. The question of finding explicit formulas that compute the core
has been addressed in the work of Corso, Huneke, Hyry, Polini, Smith, Swanson, Trung, Ulrich
and Vitulli [2,3,8–11,15,16]. Moreover, Hyry and Smith have discovered a connection with a
conjecture by Kawamata on the nonvanishing of sections of line bundles [11].
In this paper we are primarily interested in a formula for the core of an ideal shown by Polini
and Ulrich which states:
Theorem 1.1. (See [15, Theorem 4.5].) Let R be a local Gorenstein ring with infinite residue
field k, let I be an R-ideal with g = ht I > 0 and  = (I ), and let J be a minimal reduction
of I with reduction number r . Assume I satisfies G and depthR/Ij  dimR/I − j + 1 for
1 j   − g, and either chark = 0 or chark > r −  + g. Then
core(I ) = Jn+1 : In
for every nmax{r −  + g,0}.
The goal will be clear once it is understood how the formula in Theorem 1.1 arises. In general
Polini and Ulrich show that:
Theorem 1.2. (See [15, Remark 4.8].) Let R be a local Gorenstein ring with infinite residue field,
let I be an R-ideal with g = ht I > 0 and  = (I ), and let J be a minimal reduction of I with
reduction number r . Assume I satisfies G and depthR/Ij  dimR/I −j +1 for 1 j  −g.
Then
Jn+1 : In ⊂ core(I ) ⊂ Jn+1 :
∑
b∈I
(J, b)n (1.1)
for every nmax{r −  + g,0}.
These inclusions hold in any characteristic. The condition on the characteristic of the residue
field in Theorem 1.1 implies that the two bounds for the core in Eq. (1.1) coincide. This gives the
formula in Theorem 1.1.
When the analytic spread of I is one, Polini and Ulrich also show the following:
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residue field, let I be an R-ideal with (I ) = ht I = 1, and let J be a minimal reduction of I .
Then for n  0
core(I ) = J n+1 :
∑
b∈I
(J, b)n.
Notice that Theorem 1.3 holds in any characteristic. In the same paper Polini and Ulrich also
exhibit a class of examples where (I ) = 1 and core(I ) = Jn+1 : In [15, Example 4.9]. Thus a
natural question arises:
Question 1.4. Under the same assumptions as in Theorem 1.1, except for the condition on the
characteristic of k, is core(I ) = Jn+1 :∑b∈I (J, b)n for some n  0?
The purpose of this paper is to answer Question 1.4. In order to answer this question we first
seek to better understand the ideal Jn+1 :∑b∈I (J, b)n. One of the difficulties lies in computing∑
b∈I (J, b)n. We devote Section 2 to understanding this ideal. In Theorem 2.4 we give an explicit
algorithm for computing this ideal. Once we are able to compute it we are interested in the
behavior of the ideal Jn+1 :∑b∈I (J, b)n, which we address in Section 3. In Section 4 we finally
answer Question 1.4.
Before we proceed any further we need to explain some of the conditions that are used in
Theorem 1.1 and throughout this paper. Let R be a Noetherian ring, I an R-ideal and s an integer.
We say that I satisfies Gs if μ(Ip)  dimRp for every p ∈ V (I) with dimRp  s − 1. If R is
a Noetherian local ring of dimension d and m is the maximal ideal of R, then any m-primary
ideal satisfies Gd . An additional technical condition that is connected with the study of the core
is the assumption depthR/Ij  dimR/I − j + 1 for 1 j   − g, where g is the height of I
and  is the analytic spread of I .
Let R be a local Gorenstein ring with maximal ideal m and infinite residue field and let I
be an R-ideal with height g and analytic spread . Then I satisfies G and depthR/Ij 
dimR/I − j + 1 for 1 j   − g in the following cases:
(a) I is m-primary, or more generally I is equimultiple which means  = g.
(b) I is a one-dimensional generic complete intersection ideal, or more generally I is a generic
complete intersection Cohen–Macaulay ideal with  g + 1 [1, p. 259].
In the presence of the G property the depth condition on the powers of I as above is satisfied
if I is perfect of height 2, or if I is perfect Gorenstein of height 3, or more generally if I is in the
linkage class of a complete intersection ideal (licci) [7, Theorem 1.11].
An interesting invariant of an ideal I is the reduction number of I . The reduction number of I
with respect to J is the integer rJ (I ) = min{n | In+1 = JIn}, where J is a reduction of I . The re-
duction number of I , r(I ), is defined to be min{rJ (I ) | J minimal reduction of I }. The reduction
number of I is connected with the study of blowup algebras and their Cohen–Macaulayness.
2. The ideal Kn
Let R be a Noetherian local ring with infinite residue field and let I be an R-ideal. Let J be
a minimal reduction of I . As a starting point of our work we first seek to better understand the
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∑
b∈I (J, b)n as it is connected with the core of I by work of Polini and Ulrich [15]. Our
first goal is to find an efficient way to compute this ideal. We start investigating such an ideal in
a general setting.
Definition 2.1. Let R be a Noetherian ring and let J ⊂ I be R-ideals. Let n be a positive integer.
We denote by Kn(J, I ) the R-ideal
∑
b∈I (J, b)n and by Ln(J, I ) the R-ideal Jn+1 : Kn(J, I ).
When the ideal I is understood we will denote these ideals by Kn(J ) and Ln(J ), respectively. If
in addition the ideal J is understood then we will use Kn and Ln, respectively.
The following lemma gives an explicit description of a (not necessarily minimal) generating
set for Kn(J, I ).
Lemma 2.2. Let R be a Noetherian local ring with infinite residue field. Let T be an algebra over
R and let J ⊂ I be T -ideals. Assume that J = (f1, . . . , ft ) and I = (J, ft+1, . . . , fm). Then
Kn(J, I ) =
({
m−1∏
j=t+1
(
n −∑j−1i=1 νi
νj
)
f
ν1
1 · · ·f νmm
})
,
where ν1, ν2, . . . , νm range over all nonnegative integers with ν1 + ν2 + · · · + νm = n.
Proof. Let k denote the residue field of R. Let A be the ideal ({∏m−1j=t+1( n−∑j−1i=1 νiνj )f ν11 · · ·f νmm }),
where ν1 + ν2 + · · · + νm = n.
We first show that Kn = Kn(J, I ) ⊂ A. It suffices to check that the generators of Kn(J, I ) are
in A. Let f be such a generator. We may assume that f is of the form f ν11 · · ·f νtt yn−s , where
ν1 + · · · + νt = s, 0 s  n, and y =∑mi=t+1 figi , with gi ∈ T for t + 1 i m. Then
f = f ν11 · · ·f νtt (ft+1gt+1 + · · · + fmgm)n−s
=
∑
ν
βνf
ν1
1 · · ·f νtt f νt+1t+1 · · ·f νmm gνt+1t+1 · · ·gνmm ,
where
(a) ν = (νt+1, . . . , νm);
(b) νt+1 + · · · + νm = n − s and ν1 + · · · + νt = s, and
(c) βν =∏m−1j=t+1( n−∑j−1i=1 νiνj ).
Hence clearly f ∈ A and Kn ⊂ A. It remains to show that A ⊂ Kn.
Fix ν1, . . . , νt . Let N = n −∑ti=1νi . As above write βν =∏m−1j=t+1( n−∑j−1i=1 νiνj ), where ν =
(νt+1, . . . , νm) and νt+1 + · · · + νm = N . We prove that
βνf
ν1
1 · · ·f νmm ∈ Kn(J ).
Let M1, . . . ,MD be the monomials of degree N in the variables Xt+1, . . . ,Xm. Then the
elements βνf ν1 · · ·f νmm become βif ν1 · · ·f νtt Mi(f ), where f = (ft+1, . . . , fm) and 1 i D.1 1
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distinct, where α = (αt+1, . . . , αm). Since the residue field k is infinite it is possible to choose
such elements. Then for 0 eD − 1 we have
Kn  f ν11 · · ·f νtt
(
m∑
j=t+1
αejfj
)N
= f ν11 · · ·f νtt
D∑
i=1
βi
(
Mi(α)
)e
Mi(f ). (2.1)
Let B denote the D × D matrix whose (j, i) entry is (Mi(α))j−1 and let C denote the
D × 1 matrix whose ith entry βif ν11 · · ·f νtt is Mi(f ). The entries of BC are in Kn according
to Eq. (2.1). Notice that B is a Vandermonde matrix and hence the determinant of it is the prod-
uct of the differences of all Mi(α). By the choice of α these differences have nonzero images
in k, and therefore are units in R and thus in T . This implies that detB is a unit and hence B is
invertible. Therefore the entries of C are in Kn. 
Definition 2.3. Let R be a Noetherian local ring with infinite residue field k. Let I = (f1, . . . , fm)
be an R-ideal and let t be a fixed positive integer. We say that b1, . . . , bt are t general elements
in I if there exists a dense open subset U of Atmk such that for 1 i  t and 1 j m we have
that bi =∑mj=1λijfj , where λ = [λij ]ij ∈ AtmR and λ ∈ U vary in U , where λ is the image of λ
in Atmk .
The ideal J is called a general minimal reduction of I if J is a reduction of I generated
by (I ) general elements in I .
Theorem 2.4. Let R be a Noetherian local ring with infinite residue field. Let J ⊂ I be R-ideals.
Let n be a positive integer and Kn =∑b∈I (J, b)n. For a fixed integer t let b1, . . . , bt+1 be t + 1
general elements in I . Set Cj =∑ji=1(J, bi)n for 1 j  t + 1. Assume that Ct = Ct+1. Then
Kn =
t∑
i=1
(J, bi)
n = Ct .
Proof. Assume that J = (f1, . . . , fs) and I = (f1, . . . , fs, fs+1, . . . , fm). Let k denote the
residue field of R. Clearly Ct =∑ti=1(J, bi)n ⊂ Kn. Notice that there exists a positive integer
t ′ > t such that Kn =∑b∈I (J, b)n =∑t ′i=1(J, yi)n for some yi ∈ I .
We consider the natural projection maps πj : At ′mk → A(t+1)mk where:
(a) t + 1 j  t ′;
(b) πj ((a1, . . . , at , at+1, . . . , aj , . . . , at ′)) = (a1, . . . , at , aj ), and
(c) ai ∈ Amk .
Let λ = [λij ]i,j ∈ A(t+1)mR and let λ denote the image of λ in A(t+1)mk . By our assumption there
exists a dense open subset U ⊂ A(t+1)mk such that Ct+1 =
∑t+1
i=1(J, bi)n =
∑t
i=1(J, bi)n = Ct ,
where bi =∑mj=1λijfj for 1 i  t +1 and λ ∈ U . Notice that V =⋂t ′j=t+1 π−1j (U) is a dense
open subset in At ′mk . For 1 i  t ′ let bi =
∑m
j=1 λijfj , where λ ∈ V . By the construction of V
one has that Ct ′ = Ct . So it suffices to show that Kn = Ct ′ .
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λ0ij ∈ R, and write λ0 = [λ0ij ]i,j and X = [Xij ]i,j . Consider the T -ideal K˜n =∑t ′
i=1(JT ,
∑m
j=1 Xijfj )n and the R-homomorphisms πλ : T → R that send X to λ, where
λ ∈ At ′mR . Notice that πλ0(K˜n) = Kn. Therefore we have
KnT ⊂ K˜n +
(
X − λ0), (2.2)
and
K˜n ⊂ Kn(JT , IT ) = KnT , (2.3)
where the last equality holds by Lemma 2.2.
Write mλ for the maximal ideals (m,X−λ) of T . Localizing Eq. (2.3) at these maximal ideals
gives
(K˜n)mλ ⊂ KnTmλ ,
and combining this with Eq. (2.2) yields
KnTm
λ0
= (K˜n)m
λ0
+ (X − λ0)∩ KnTm
λ0
. (2.4)
Since X − λ0 is a regular sequence on Tm
λ0
/KnTm
λ0
, Eq. (2.4) becomes
KnTm
λ0
= (K˜n)m
λ0
+ (X − λ0)KnTm
λ0
and thus
KnTm
λ0
= (K˜n)m
λ0
(2.5)
by Nakayama’s lemma.
Equation (2.5) allows us to conclude that Mm
λ0
= 0 for the T -module M = K˜n+KnT
K˜n
. Hence
mλ0 /∈ Supp(M) and thus there exists a dense open set U ⊂ Amt ′k such that Mmλ = 0 for all λ ∈ U ,
where λ ∈ Amt ′R and λ denotes the image of λ in Amt
′
k . Therefore
(K˜n)mλ+KnTmλ
(K˜n)mλ
= 0 for all λ ∈ U .
In other words, for all λ ∈ U we have (K˜n)mλ + KnTmλ = (K˜n)mλ . Let ρλ : Tmλ → R be the R-
homomorphism that sends X to λ. Then the above equation yields ρλ((K˜n)m
λ
+ KnTmλ) =
ρλ((K˜n)mλ) for all λ ∈ U . Hence πλ(K˜n) + Kn = πλ(K˜n) for all λ ∈ U . As πλ(K˜n) ⊂ Kn we
conclude that Kn = πλ(K˜n) = Ct ′ for all λ in a suitable dense open subset of At ′mk . 
Remark 2.5. Notice that Theorem 2.4 provides an algorithm for computing the ideal Kn for any
positive integer n. We apply this algorithm in computations using the computer algebra program
Macaulay 2 [4] in Section 4.
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In light of the algorithm given in Theorem 2.4 we are now able to compute the ideals
Ln = Ln(J ) = Jn+1 :∑b∈I (J, b)n. Recall that our goal is to determine whether core(I ) = Ln
for n  0 (Question 1.4). However, determining what n  0 means is another challenge of its
own. If core(I ) = Ln for some n then in principle there is still a possibility that core(I ) = Lm
for m > n. We need to determine how one can effectively decide when core(I ) = Ln for all n > 0.
In this section we will prove that the ideals Ln stabilize past a computable integer (Theorem 3.4).
This integer is related to the reduction number of a certain ideal. We begin our exploration by
determining the reduction numbers of the ideals (J, b), where b is a general element in I and J
is a reduction of I .
Definition 3.1. Let R be a Noetherian local ring. Let I be an R-ideal and J a reduction of I . As-
sume I = (f1, . . . , fm) and write T = R[X1, . . . ,Xm], where X1, . . . ,Xm are variables over R.
Let K˜ = (J,∑mj=1Xjfj ). We define the integer s to be rJTmT (K˜mT ).
Notice that since J is a reduction of I it follows that JT is a reduction of IT . Hence a =∑m
j=1 Xjfj ∈ IT is integral over JT and thus JT is a reduction of K˜ .
Lemma 3.2. Let R be a Noetherian local ring with infinite residue field. Let I be an R-ideal
and J a reduction of I . Let s be the integer as in Definition 3.1. If b is a general element in I ,
then rJ ((J, b)) s.
Proof. Let k denote the residue field of R. Let M˜ = K˜s+1/J K˜s , X = [X1, . . . ,Xm], and
λ = [λ1, . . . , λm] ∈ AmR . Write mλ for the maximal ideals (m,X − λ) of T and consider the
R-homomorphisms πλ : T → R that send X to λ.
From the choice of s we have that M˜mT = 0 and hence mT /∈ Supp(M˜). Thus there exists a
dense open subset U ⊂ Amk such that M˜mλ = 0 for every λ ∈ U , where λ denotes the image of λ
in Amk . Therefore for all λ ∈ U
K˜s+1mλ =
(
J K˜s
)
mλ
. (3.1)
In addition we consider the evaluation maps ρλ : Tmλ → R that send X to λ. Then for every λ ∈ U
we have ρλ(K˜s+1mλ ) = ρλ((J K˜s)mλ) according to Eq. (3.1). In other words (J, b)s+1 = J (J, b)s ,
whenever b =∑mj=1λjfj , λ = [λ1, . . . , λm], and λ ∈ U . Thus rJ ((J, b)) s. 
The integer s is in general difficult to compute. However if the ideal I is m-primary then the
following proposition gives a way to compute this integer.
Proposition 3.3. Let R be a Noetherian local ring that is an epimorphic image of a Cohen–
Macaulay ring. Let m be the maximal ideal of R and assume that k = R/m is infinite. Let I be
an m-primary ideal and J a reduction of I . Then rJ ((J, b)) = s, where b is a general element
in I .
Proof. According to Lemma 3.2 we have that JTmT is a reduction of K˜mT and rJ ((J, b)) s.
Following the notation in the proof of Lemma 3.2 we write mλ for the maximal ideals (m,X−λ)
of T , X = [X1, . . . ,Xm], and λ = [λ1, . . . , λm] ∈ Am. Let k denote the residue field of R.R
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Macaulay. By the openness of the Cohen–Macaulay locus [13, Theorem 24.5] there exists a
dense open subset U in Amk such that (T /K˜s)mλ is Cohen–Macaulay for all λ ∈ U , where λ
denotes the image of λ in Amk . Write bλ =
∑m
j=1 λjfj for λ ∈ U and let W = {b | b =
bλ for some λ ∈ AmR such that λ ∈ U}.
Suppose that (J, b)s = J (J, b)s−1 for some b ∈ W . Notice that
√
K˜s = mT and thus
dim(T /K˜s)mλ = m. Note that
(T /K˜s )mλ
(X−λ)  R/(J, b)s is an Artinian ring since I is m-primary.
In addition (T /K˜s)mλ is a Cohen–Macaulay ring of dimension m and the sequence X − λ con-
sists of m elements in mλ. Hence X − λ is a regular sequence on (T /K˜s)mλ . Consider the
R-homomorphisms ρλ : Tmλ → R that send X to λ. Then since (J, b)s = J (J, b)s−1 we have
ρλ(K˜
s
mλ
) = ρλ((J K˜s−1)mλ). Thus
K˜smλ =
(
J K˜s−1
)
mλ
+ (X − λ) ∩ K˜smλ
= (J K˜s−1)
mλ
+ (X − λ)K˜smλ ,
where the last equality holds since X − λ is a regular sequence on (T /K˜s)mλ .
Finally by Nakayama’s lemma K˜smλ = (J K˜s−1)mλ and therefore K˜smT = (J K˜s−1)mT , which
is a contradiction. 
The following theorem makes an effective use of the integer s as in Definition 3.1.
Theorem 3.4. Let R be a local Gorenstein ring with infinite residue field k. Let I be an R-ideal
with g = ht I > 0 and  = (I ), and let J be a minimal reduction of I . Assume that I satisfies
G and depthR/Ij  dimR/I − j + 1 for 1  j   − g. For every positive integer n write
Ln = Ln(J, I ) = Jn+1 : Kn(J, I ). Then
Ln = Ls
for every n s, where s is as in Definition 3.1.
Proof. Let n be a fixed positive integer such that n s. By Theorem 2.4 and by Lemma 3.3 there
exists a positive integer t such that Kn =∑ti=1(J, bi)n, where b1, . . . , bt are general elements
in I , and rJ ((J, bi))  s for all 1  i  t . For simplicity we denote (J, bi) by Ji and Kn(J )
by Kn since J is fixed. Notice that for all 1  i  t we have that J s+1i = JJ si according to
Lemma 3.2. Then
Kn =
t∑
i=1
Jni =
t∑
i=1
Jn−sJ si = Jn−s
t∑
i=1
J si ⊂ Jn−sKs.
In general Jn−sKs ⊂ Kn and thus
Jn−sKs = Kn. (3.2)
In conclusion
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= (Jn+1 : Jn−s) : Ks
(1)= J s+1 : Ks = Ls,
where (1) holds since the associated graded ring, grJ (R), of J is Cohen–Macaulay [6, Theo-
rem 9.1] and htJ > 0 (cf. [15, Remark 4.3]). 
4. Examples
Finally we arrive at our goal. We are now ready to answer Question 1.4 with the next example
using the results from the previous sections and the computer algebra program Macaulay 2 [4].
Example 4.1. Let R = k[x, y, z](x,y,z)/(z3), where k is an infinite field of characteristic 2. Con-
sider the R-ideal I = (x2, y2, xz, yz). Then
(a) R is a 2-dimensional local Gorenstein ring with maximal ideal m= (x, y, z)R;
(b) I is an m-primary ideal;
(c) g = ht I = 2,  = (I ) = 2, r = r(I ) = 2, and r −  + g = 2.
We claim that
Jn+1 : In  core(I )  Jn+1 :
∑
b∈I
(J, b)n
for any general minimal reduction J of I and any positive integer n.
The computation of core(I ) with Macaulay 2 [4] is done using general minimal reductions
as in [2, Theorem 4.5]. That is, core(I ) =⋂γ (I )i=1 Ji , where J1, . . . , Jγ (I) are general minimal
reductions. The sequence of ideals {Jn+1 : In}n∈N is a decreasing sequence and it stabilizes for
nmax{rJ (I ) − (I ) + g,0} = 2, according to [15, Corollary 2.3]. Also, Jn+1 : In ⊂ core(I )
for nmax{rJ (I )− (I )+ g,0} = 2, according to Theorem 1.2. Hence it is enough to consider
Jn+1 : In for n 2. Using Macaulay 2 [4] it is easy to check that core(I ) = Jn+1 : In for n 2,
where J is a general minimal reduction of I . Therefore
core(I ) = Jn+1 : In
for any general minimal reduction J of I and every positive integer n.
Notice that Theorem 2.4 provides an algorithm for computing the ideals Kn for any positive
integer n. Once we obtain these ideals we can compute Ln(J ) = Jn+1 : Kn(J ). By Proposi-
tion 3.3 we have that s = rJ ((J, b)), where b is a general element in I . In this case s = 2. By
Theorem 3.4 we have that the sequence of the ideals Ln(J ) stabilizes after s steps. We then check
that core(I ) = Ln(J ) for n s = 2 and therefore conclude that
core(I ) = Ln(J )
for all positive integers n and any general minimal reduction J of I .
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of generating sets obtained using Macaulay 2 [4]. Note that the monomial ideal J = (x2, y2) is a
minimal reduction of I . Then core(I ) = (x2z2, y2z2, x4, y4, x3yz, xy3z, x2y2z, x2y3, x3y2) and
L2(J ) = (x2y2, y2z2, x4, y4, x3yz, xy3z, x2y2). Clearly x2y2 ∈ L2(J ) and x2y2 /∈ core(I ).
The question still remains: what is core(I )? According to [2, Theorem 4.5] in order to com-
pute the core of an ideal I we only need to consider a finite intersection of general minimal
reductions. Let γ (I) be the number of reductions required in this intersection. Polini and Ul-
rich prove that the core is always contained in the ideals Ln(J ) for every n and any minimal
reduction J of I [15, Theorem 4.4]. On the other hand Ln(J ) ⊂ J for every n and every ideal J .
Combining these results we have
core(I ) ⊂
γ (I )⋂
i=1
Ln(Ji) ⊂
γ (I )⋂
i=1
Ji = core(I ),
where J1, . . . , Jγ (I) are general minimal reductions of I . Therefore
core(I ) =
γ (I )⋂
i=1
Ln(Ji),
where J1, . . . , Jγ (I) are general minimal reductions of I . In practice though it seems one can do
much better. We test this in Example 4.1 using Macaulay 2 [4]:
Example 4.2. In the case of Example 4.1 we have that for any positive integer n s = 2
core(I ) = Ln(J ) but core(I ) =
2⋂
j=1
Ln(Jj ),
where J,J1, and J2 are general minimal reductions of I , and s is as in Definition 3.1.
Remark 4.3. Notice that in the above example,  = 2 and γ (I)  0. Using Macaulay 2 [4] we
were able to construct a series of examples that support the following conjecture for the core of
an ideal in arbitrary characteristic.
Conjecture 4.4. Let R be a local Gorenstein ring with infinite residue field, let I be an R-ideal
with g = ht I > 0 and  = (I ). Assume I satisfies G and depthR/Ij  dimR/I − j + 1 for
1 j   − g. Let s be as in Definition 3.1. Then for any integer n s
core(I ) =
⋂
j=1
Ln(Jj ),
where J1, . . . , J are general minimal reductions of I .
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one (Theorem 1.3). Notice that Conjecture 4.4 implies that we need to intersect fewer of the
ideals Ln(J ), since in general (I )  γ (I). The following examples support this conjecture.
Example 4.5. Let R = k[x, y, z](x,y,z)/(z5), where k is an infinite field of characteristic 2. Con-
sider the R-ideal I = (xy2z2 + y5, xyz3, x4y + x5, x3yz). Then
(a) R is a 2-dimensional local Gorenstein ring with maximal ideal m= (x, y, z)R;
(b) I is an m-primary ideal;
(c) g = ht I = 2,  = (I ) = 2, r = r(I ) = 4, and r −  + g = 4.
Using the same methods as in Example 4.1 we compute core(I ) and the ideals Jn+1 : In and
Ln(J ) for all n s = 4, where s is as in Definition 3.1. We conclude that
Jn+1 : In  core(I )  Ln(J ),
for any general minimal reduction J of I and any positive integer n. Nevertheless for all n 4
core(I ) =
2⋂
j=1
Ln(Jj ),
where J1, J2 are general minimal reductions of I . This is consistent with Conjecture 4.4.
Since r −  + g = 4 we may repeat the same computations with k an infinite field of charac-
teristic 3. Using Macaulay 2 [4] we obtain Kn = In for n 4 and thus
core(I ) = Jn+1 : In = Ln(J ),
for any minimal reduction J of I and n 4. Notice that this does not contradict Conjecture 4.4.
In both Examples 4.1 and 4.5 the analytic spread is 2. We now consider an example where the
analytic spread is 3.
Example 4.6. Let R = k[x, y, z,w](x,y,z,w)/(w3), where k is an infinite field of characteristic 2.
Consider the R-ideal I = (x5, x2y2w + z5, xy2w2 + x2z2w,xyz2w + y5, y2z2w). Then
(a) R is a 3-dimensional local Gorenstein ring with maximal ideal m= (x, y, z,w)R;
(b) I is an m-primary ideal;
(c) g = ht I = 3,  = (I ) = 3, r = r(I ) = 2, and r −  + g = 2.
We again use the same methods as in Example 4.1 to compute core(I ) and the ideals Jn+1 : In
and Ln(J ) for all n s = 2, where s is as in Definition 3.1. We conclude that
Jn+1 : In  core(I )  Ln(J )
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core(I ) =
2⋂
i=1
Ln(Ji) but core(I ) =
3⋂
i=1
Ln(Ji),
where J1, J2, J3 are general minimal reductions of I . Thus this example provides yet more evi-
dence for the truth of Conjecture 4.4.
In the case of analytic spread 4 we exhibit the following example. The computations become
quite difficult for higher analytic spreads.
Example 4.7. Let R = k[x, y, z,w, t](x,y,z,w,t)/(w3), where k is an infinite field of characteris-
tic 2. Consider the R-ideal I = (x5, x2y2w + z5, xt2w2 + x2z2w,xyt2w + y5, yz2wt, t5). Then
(a) R is a 4-dimensional local Gorenstein ring with maximal ideal m= (x, y, z,w, t)R;
(b) I is an m-primary ideal;
(c) g = ht I = 4,  = (I ) = 4, r = r(I ) = 2, and r −  + g = 2.
Once again we use the same methods as in Example 4.1 to compute core(I ) and the ideals
Jn+1 : In and Ln(J ) for all n s = 2, where s is as in Definition 3.1. We conclude that
Jn+1 : In  core(I )  Ln(J )
for any general minimal reduction J of I and any positive integer n. Nevertheless for all n 2
core(I ) =
2⋂
i=1
Ln(Ji), core(I ) =
3⋂
i=1
Ln(Ji), but core(I ) =
4⋂
i=1
Ln(Ji),
where J1, J2, J3, J4 are general minimal reductions of I . Again the validity of Conjecture 4.4 is
supported by this example.
In all the previous examples the rings that we considered were nonreduced. The next example
is set in a regular local ring.
Example 4.8. (See [5].) Let R = k[x, y](x,y), where k is an infinite perfect field. Let I =
(x2y8, y9, x5y3, x4y4, x6). Then
(a) R is a 2-dimensional regular local ring with maximal ideal m= (x, y)R;
(b) I is an m-primary ideal;
(c) g = ht I = 2,  = (I ) = 2, r = r(I ) = 2, and r −  + g = 2.
Once again following the same ideas as before we conclude that for all n s = 2
core(I ) = Ln(J ) and core(I ) =
2⋂
j=1
Ln(Jj ),
where J , J1, and J2 are general minimal reductions of I and s is as in Definition 3.1.
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