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1. INTRODUCTION 
The aim of this paper is to obtain a result on the pointwise convergence 
of multiple Fourier series in the presence of discontinuties of a simple kind. 
This result was motivated by a problem in numerical integration, to be 
explained in the final section. The result will be used there (see in particular 
Theorem 6.4) to extend the theory of so-called “lattice rules” for multiple 
integration. 
Let L#R’) denote the space of measurable functions on R” that are 
1-periodrc in each variable, and for which 
j If(x)/ dx = s,’ +. s,’ If(x,, . . . . x,)1 dx, . . . dx, < co. 
(Unless stated otherwise, all integrals will be over the closed unit cube 
H= {XE R” : O<xji 1, 1 <j<sj.) We shall assume that the elements of 
Li (R’) have well defined point values f(x) for all x E IF!“. 
Given f E Lj (RY), the Fourier series off is 
(1.1) 
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where m=(m ,,..., m,), mx=m,x,+ ... +m,x,, and 
f(m) = /f(x) ec2n’m- dx. 
The Nth square partial Fourier sum is 
S,f(x) = 1 f(m) eZnimr, 
Iml <N 
where NE E+, and Im( <N signifies (m,l, . . . . Jm,( d N. It is readily seen that 
where 
~~~~~ = 2 
k= -N 
e2n;kt =sin “if,“,: ’ ) ‘, 
the Nth Dirichlet kernel. 
Our concern is with the limit of S,f(x) as N -+ co, at a point x at which 
f may be discontinuous. In 1937 Cesari [2] and Tonelli [9] established, 
for s = 2, conditions under which S,f(x) converges to the mean of the four 
limiting values off as x is approached from each of the open quadrants 
with edges parallel to the coordinate axes, assuming those limits exist. That 
is, they established conditions under which 
SNf(X,, x2) 
+f(x, - 0, x2 + 0) +f(x, - 0, x2-0)]. (1.2) 
These conditions were expressed in terms of integrals of one-dimensional 
variation. These results were generalised to s = 3 by Cesari [3], and then 
to all s > 2 by Chen [4]. Here we seek a condition for convergence, again 
valid for all S, that is easier to apply. 
For notational convenience, we consider only convergence at x = 0. Then 
with f * defined by 
f*(xl> . . . . x,)=Cft+x,, .'., +x,), (1.3) 
the sum being taken over the 2” possible sign combinations, our main 
result, Theorem 4.2, asserts that 
S.&(O) + 2~” !it+nof*(c, . . . . E) as N-cc, (1.4) 
provided that f is suitably well behaved near the boundary of H. A sufficient 
409/169/l-10 
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condition, employing a notion of one-sided smoothness at the boundary, is 
introduced in Section 5. The one-dimensional version of Theorem 4.2 is the 
familiar result that 
&f(O) + 4 Fyo Cf(4 +f( -41 asN-,co 
if f has right-hand and left-hand limits at 0 and if Dini’s test (see below) 
holds at 0. 
1.1. Localization. One major complication with multiple Fourier series 
when compared with the one-dimensional case is the lack of a localization 
principle. Roughly speaking, localization for one-dimensional Fourier series 
means that the behavior of such a series at a point (or set) depends only 
on the values of the function in a neighborhood of that point (or set). For 
example, Dini’s test (described below) for convergence at 0 of the Fourier 
series of an integrable f only requires hypotheses in an arbitrarily small 
neighborhood of 0. 
Nothing like this is possible for s > 2. For example, Igari [5] showed 
that there exists a continuous function in Lj (BY), s > 2, which is zero in a 
neighborhood of 0 and yet is such that 
lim;up S&O) = co. 
Further refinements of this result are contained in Price and Shepp [6]. 
The surveys by Ash [ 1 ] and Zhizhiashvili [lo] and the references given 
there contain further information on multiple Fourier series and the 
localization property. 
The lack of a localization principle makes it inevitable that our 
conditions on f~ L;(W) for s > 1 are not merely conditions on f in a 
neighborhood of the origin. Rather, they are conditions in a neighborhood 
of the boundary of H. 
1.2. Dinis Test. Dini’s test for one-dimensional Fourier series 
(Zygmund [ 11, Chap. II, (6.1)]) asserts that S&(O) + b if 
I 
s Ifb)+f(-x)-24 dx< oc) 
0 X 
for some S > 0. Our analysis for the case s > 1 will be based on a generalisa- 
tion of Dini’s test, Theorem 3.1 below. 
To motivate the definitions that follow, it is convenient to rewrite Dini’s 
test as: if there exists ge L;(R) such that g =f on (0, 1) and such that 
s d Ig(x)+g(-x)--do)I dx< o. 0 X (1.6) 
for some 6 > 0, then S,f (0) + g(0). 
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2. PRELIMINARY DEFINITIONS 
2.1. Auxiliary Functions. The following definitions describe multi- 
dimensional generalisations of the integrand in (1.6). Given g E Li(R”), we 
define g* by (1.3), and then define functions gi, glk, . . . . g, .~ of 1, 2, . . . . s 
variables respectively by 
g, txj) = 
g*(o, . ..) 0, x/, 0, . ..) 0) -g*(o) 
> for 1 <j d s, 
-x/ 
g*( . ..) 0, XI, 0, . ..) 0, Xk, 0, . ..) -g*( . ..) 0, x,, 0, .,.) 0, 0, 0, . ..) 
gjk txj3 'k) = 
-g*( . ..) 0, o,o, . ..) O,Xk, 0, . ..)+g*(O) 
xjxk 
for 1 <j < k <s, and so on, until 
g*(x)-g*(x ,,..., x,-,,O)- “. 
g1 . . . ..@I = 
+g*(xl )...) x,-,,O,O)+ ... +(-l)“g*(o) 
XI “‘X, 
(We are not concerned with the values of these functions when the 
denominators are zero.) These functions are divided-difference analogues of 
mixed first derivatives of g* at 0. We shall need the following identity, 
which is related to Taylor’s theorem taken to first order in each variable: 
g*(x) -g*(o) = 
~xjgj(xj)+J~kxjXkgjk~xj?xk)+ ... fXlX2*.*Xsgl- .r(X). (2.1) 
J 
2.2. The Set 9. We shall subsequently establish convergence of S,f(O) 
for all f in a certain set 9, which is a multidimensional analogue of the 
class of functions satisfying Dini’s test. 
Let 2 denote the interval (0, l/2) and H” the interior of the unit cube H. 
Then 9 is the set of functions f E L~(F-8”) for which there exists g E L;(W) 
such thatf=g on H", and 
gjE L’(Z) 1 Qjds, 
gjk E L’ (I21 for 1 <j<k<s, 
. . . . . . . 
g,...,EL’(Z”), 
where gj, gjk, . . . . are as defined above. 
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2.3. Remark. In view of the periodicity, membership of 9 imposes con- 
ditions on fin a neighborhood of the boundary of H. We shall see later (in 
Section 5) some reasonably natural conditions which ensure membership of 
9. The following theorem, the key result of the paper, is a direct analogue 
of Dini’s test. 
3. A DINI-LIKE CONVERGENCE THEOREM 
3.1. THEOREM. Let f E 9. Then 
where g is as in the definition of 9. 
Proof: Since each D, is even and all the functions are l-periodic in 
each variable, 
W(O)-gW=f (f(x)-g(O))D,(x,)...D,(x,)dx 
= 
I I 
. . . (f*(x)-g*(O))D,(x,)..‘D,(x,)dx. (3.1) 
I I 
Now for XE(O, l/2]” we have, from (2.1) 
f*(x) -g*(o) =g*(x) -g*(o) 
=C Xjgj(xj) + C XjXkgjktXj9 xk) + ..’ 
i j-ck 
+x,x2 ..*x,g,....(x). 
After splitting the integral (3.1) into the various pieces according to this 
decomposition, we see by the generalised Riemann-Lebesgue lemma 
(Zygmund [I 1, Chap. XVII]) that each of the separate integrals converges 
to zero. For example, 
f 5 ... X,X~~,~(X,,X~)DN(X~)...DN(X,)~X I I 
=2-x+2 
ss 
g,,(x*, x2) i I 
& & sin(742N+ 1) xi) 
1 2 
x sin(zc(2l\r+ 1) x2) dx, dx2, 
which converges to zero because g,, E L’(I*). i 
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4. ONE-SIDED CONTINUITY OFF 
In this section we give a sufficient condition for the identity 
g(0) = 2-” E’_“. f*(&, .,.) E), (4.1) 
for f~ 9. In essence the condition is that f be one-sidedly continuous in a 
neighborhood of 0. When coupled with Theorem 3.1 above this allows us 
to state, as Theorem 4.2, a condition under which S,f(O) converges to the 
right-hand side of (4.1). This is the main result of this section. 
4.1. THEOREM. Suppose thnt f E 9, and that, for some open ball B cen- 
tered at 0, f * is continuous on H” n B and has a continuous extension to 
aH n S. If g is as in the definition of 9, then (4.1) is valid. 
ProoJ We denote by F* the continuous function on aH n B defined by 
F*(x)= lim f*(x’), XEaHnB. (4.2) 
.x’:ud; B 
For simplicity we restrict ourselves to s= 3, and write (x,, x2, x3)= 
(x, y, z). Let S satisfying 0 < 6 < l/2 be such that (0, ~5)~ c B. Throughout 
the proof E,, E,, . . . denote measurable sets in J= (0,6), each with measure 
6. Because f E $9, we have g,, E L’( J*), and so there exists E, for which 
x I-+ %,3(X, z) = g*(x, 0, z) - g*a 0, z) 
X 
-RI (x) (4.3) 
is integrable on J for z E E, . Since g i E L’ (J) we have 
Xk-+ 
g*tx, 0, z) -g*(O, 0, 2) 
EL’(J) for z E E,. (4.4) 
X 
A similar argument starting with giz3 shows the existence of E, for which 
(4 Y) * zg,,, (x3 Y, z) 
g*tx, Y> 2) - g*(& 0, 2) -g*a y, z) + g*to, 0, z) = 
XY 
-g,*b, Y) 
is integrable on J* for z E E2. Since g12 is integrable on J2, so is the first 
quotient. Thus there exists E3 for which 
Xl-+ 
g*tx, Y, 2) -g*tx, 0, z) -g*co, YI z) +g*co, 0, z) 
X 
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is integrable on J for y E E3, ZE E,. Coupling this with (4.4) leads to 
XW 
g*c% Y, z) -g*(o, Y, 2) 
X 
EL’(J) 
for yEE,,zeE,=E,nE,. 
Now g*(x, y, z) =f*(x, y, z) for (x, y, z) E H”, thus g* is continuous on 
H” n B and has a continuous extension to dHn B. In particular, g*(x, y, z) 
with y E E3 and z E E4 must have a limit as x + 0. From (4.5) that limit 
must be g*(O, y, z), since otherwise a contradiction is easily obtained. Thus 
we have, using also (4.2), 
g*to, y, z) = p. g*cG Y, z) = ;yo f*(& Y, 2) 
= f-*(0, Y, z) foryEEj,zEEq. (4.6) 
Next we show that the analogous property extends to the edge x = y = 0, 
z E J, and thence to the origin. Since g,, E L’( J’), there exists E5 such that 
Y H ZtT,,(Y, z) = 
g*v4 Y, z) -g*a 0, 2) --g2bNLL(J) for ZE E,, 
Y 
and hence 
Y++ 
g*vk Y, z) -g*a 0, z) EL’(J) for ZEE,. 
Y 
(4.7) 
For z E E4 we see from (4.6) that g*(O, y, z) is equal almost everywhere to 
a continuous function of y, namely P*(O, y, z). Thus (4.6) and (4.7) give 
g*(o, 0, zj =fflo F*(O, y, z) = F*(O, 0, z) 
for zeE6=E4nE,. (4.8) 
Finally, since 
z H g&) = g*(oY 07 z) -g*(o) E L’(J) 9 
Z 
(4.8) gives 
g*(o) = Ff-lo F*(O, 0, z) = F*(O), 
which implies (4.1). 1 
From this theorem and Theorem 3.1 we obtain our main result: 
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4.2. THEOREM. Suppose that f~9, and that, for some open ball B 
centered at 0, f * is continuous on H” n B and has a continuous extension to 
i3H n B. Then 
S,f(O) 3 2-” !?of*(E, . . . . E) as N-co. 
5. ONE-SIDED SMOOTHNESS 
Our aim in this section is to give sufficient conditions for membership 
of 9 in terms of one-sided partial derivatives off at the boundary 8H. 
Once this is done, convergence of S,f(O) follows from Theorem 4.2. The 
main result is Theorem 5.3. Again for notational simplicity we restrict 
ourselves to s = 3, the higher-dimensional analogues being obvious. 
5.1. DEFINITION. Let f~ LA(W); f is said to have one-sided smoothness 
at the boundary aH of H if 
(i) there exists an open set V with PC H” such that fis continuous 
on H”\V, 
(ii) the restriction offto H”\V has a continuous extension to aH (we 
denote this new function on H by j’); 
(iii) (a) at least one of the six mixed partial derivatives a3f/ax ay az, 
a3f/ay ax do, etc., exists in some region Ui, = {(x, y, z) : 0 < x, y, z < k), 
where k > 0, and is continuous at (0, 0,O); and similarly for the seven 
remaining corner points of H; 
(iii) (b) for each 0 <z < 1 at least one of the mixed partial derivatives 
a’f/ax 8y, 8’fl~Yy ax exists in some region U2 = ((x, y, z) : 0 G x, y <k}, 
where k = k(z) > 0, and is continuous at (0, 0, z); and similarly for the 
analogous partial derivatives along the remaining eleven edges of H; and 
(iii) (c) for each 0 < y, z < 1, the partial derivative 8j;la.x exists in some 
region U, = {(x, y, z) : 0 <x < k}, where k = k(y, z) > 0, and is continuous 
at (0, y, z); and similarly for the partial derivatives on the remaining five 
faces of H. 
A word of explanation is in order here. When considering the existence of 
the above partial derivatives on the boundary of the various regions, we 
ask only for the corresponding one-sided limits. For example, a require- 
ment of (iii) (b) is that for each 0 <z d 1 (and assuming we are dealing 
with a*j/ax dy), the double limit 
lim lim f(f(x + s, Y + 6 z) -m + 37 Y, 2) -.k Y + 4 z) +fcx, y, z) 
s f st 
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exists as s, t+O when O<x, y<k; as S-PO, t-+0+ when O<x<k, y=O; 
as s+O+, t-+0 when x=0, O<y<k; and as s, t-+0+ when x,y=O. 
Denoting this limit by a’J”lax ay in all cases, a further requirement is that 
lim a23 
x,y--ro+ 
ax(x’Yd)=~ f a23 (0 0, z). 
Finally, (iii) (b) asks that similar conditions hold at each of the other edges 
of H. 
Before stating the next lemma, it is convenient o introduce the following 
notation corresponding to a function f with one-sided smoothness at the 
boundary JH. For each y, z E [O, 11, define A ,,Y,Z on [O, 1 ] by 
A 1,y.z (xl =3(x, YY z) -3a Y, 2); 
for each ZE [0, 11, define A,,, on [0, l] x [0, l] by 
A2.z(.T Y) =3(x, Y9 z) -3a Y, 2) -Ax, O,z) +3Kz 0, z); 
and finally define A, on [O, 1 ] x [O, l] x [O, l] by 
A,(& Y, z) =3(x, YY z) -3Pv y, z) -3(x, 0, z) -3(x, Y, 0) 
+3a 0, z) +3v4 Y, 0) +3tf(x, 070) -3a 0, 0). 
We also define the analogous functions on the remaining faces, edges, and 
corners of H. 
5.2. LEMMA. Let f E Lj(lR3) have one-sided smoothness aH. Then 
exists for each 0 < y, z < 1, and similarly for the remaining faces; 
xJ~o+ A2,Ax, YYXY 
exists for each 0 < z < 1, and similarly for the remaining edges; and 
Jfso+ A,kY, Z)/XYZ ,,'.- 
exists, and similarly for the remaining corners. 
Proof For notational convenience, we denote f by f: We start with the 
proof of the existence of the third limit. 
Assume that d3f/az ay ax is the partial derivative referred to in condition 
(iii) (a). Given 0 <b, c < k, define c1 on [0, k) by 
a(a) =f(a, b, c) -f(a, ho) -f(a, 0, cl +f(a, 0, 0). 
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Then A, (a, 6, c) = a(u) - a(O). Fix a, b, c E (0, k). Now a is differentiable on 
(0, a) and continuous on [0, a], so that by the mean value theorem (MVT) 
there exists a, = uo(u, b, c) E (0, a) with 
Since 
A,(u, b, c)=ucd(ao). 
a’(uo) = (Wx)(f(ao, b, c) -f(ao, b, 0)) - (Wx)(f(ao, 0, c) -f(a,, 0, O)), 
another application of the MVT gives the existence of boE (0,b) with 
A,(a, b, c) = 4d2/ay ax)(f(a,, b,, c) -f(u,, b,, 0)). 
A final application of the same theorem gives the existence of c,, E (0, c) 
with 
A,(a, b, c)=ubc & boy ho> co). 
Hence for each point (a, b, c) E (0, I?)~ we have proved the existence of 
(uo, bo, cc,) with 0 < a, < a, 0 -=c b, < b, 0 < c0 < c such that 
A,(4 b, cl 
ubc = ax (~0, bo, co). 
By virtue of the continuity of this final partial derivative at (0, 0, 0), we 
obtain the required limit. 
Now suppose that d*f/ay ax is the partial derivative referred to in 
5.1 (iii) (b). The analogous conclusion is that for all z E [0, 1) and 
a, b E (0, k) there exist a,, b. with 0 < a, < a, 0 < b, < b such that 
Az,,(U, b) a2f 
ub = ay (~0, bov 2). (5.1) 
The required limit follows from the continuity of the partial derivative at 
(0, 0, 2). 
Finally, from 5.1 (iii) (c) the MVT shows that for all y, z E [0, 11 and 
a E (0, k) there exists a, E (0, a) such that 
A 
1,-w(a) = -g (a,, y, z), 
U 
and the required conclusion follows. 1 
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The main result of this section, Theorem 5.3 below, requires a slightly 
stronger property than one-sided smoothness. Once more we make the 
restriction that s = 3. A function f E Lj (0%“) is said to have uniform one- 
sided smoothness at the boundary 8H of H if it satisfies the following 
condition in addition to the conditions of Definition 5.1: 
(iv) In condition (iii) (b), min{k(z): 0 <z ,< 1) > 0, and the derivative 
a2Jax ay (or a2J/ay ax) satisfies the property that for all E > 0 there exists 
6 > 0 such that 
w Tj&(X’YJFax 3 a2f (0 0,z) <& 
for 0 < z < 1 and 0 < x, y < 6, and similarly for the remaining edges. Also, 
in condition (iii) (c), min{ k(y, z): 0 < y, z < 1 } > 0, and af/ax has the 
property that for all E > 0 there exists S > 0 such that 
af a.7 ~(x’YJ)--&o,y,z) <E
for 0 < y, z < 1 and 0 < x < 6, and similarly for the remaining faces. 
Under the assumption of uniform one-sided smoothness, the identities 
(5.1) and (5.2) can be used to strengthen the first two conclusions of 
Lemma 5.2. They become: for each E > 0 there exists S > 0 so that 
A’S~z(x~-~(o,y, z)I <& 
X 
for y, z E [O, 1 ] and 0 < x < 6 (and similarly for the remaining faces); and 
for each E > 0 there exists 6 > 0 so that 
A,,, k Y) w 
XY 
--&-&0’0,4 <E (5.4) 
for z E [0, 1 ] and 0 c x, y < 6 (and similarly for the remaining edges). 
5.3. THEOREM. Assume that f E Lj (IF) has uniform one-sided smoothness 
at the boundary of H. Then f E 9, and 
s,f(O)-2-'fi_mof*(&,...,&) as N-,cO. 
ProoJ All that is required is to show that f E 9, since Theorem 4.2 can 
then be applied. As for the present we are only working within the cube H, 
we denote J by f: 
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First notice that there exist 6,, K, > 0 such that 
if(x, Y, z) -f&t y, z)l G K, x for O<x<6,, Ody, z< 1. (5.51 
(This follows directly from (5.3) since @j/ax is continuous, and hence 
bounded, on ((0, y, z): 0 < y, z < 1 }.) Similarly there exist h2, K,, 6,, 
K, > 0 such that 
Ifc? Y> z) -f(x, 0, z)l d K,Y OdyGzj*, 06x, zb I, (5.6) 
If(x, Y> 2) -m, Y, ON G KG forOdz<h3, O<x,ydl. (5.7) 
We now assert the existence of h4, K4 > 0 such that 
Ifb, Y, 2) -f(x, 0, z) -f(O, y, z) +./IO, 0, z)l < Km 
for O<x,y<~?~, O<zf 1. (5.8) 
(Just as (5.5) follows from (5.3), so the stated inequality follows from 
(5.4)) Similarly, there exist a,, KS, a,, K6 > 0 such that 
If(x, Y> 2) -l-(x, Y, 0) -m, y, z) +f(O, y, ON < Ksxz 
for O<x,z<6,, O<yd 1, (5.9) 
If(x, Y, 2) -f(x, Y, 0) -f(x, 0,~) +.f(x, 0, ON < K,yz 
for O<y,z<6,, O<x< 1. (5.10) 
Finally, use of the existence of the third limit in Lemma 5.2 establishes 
the existence of a,, K, > 0 such that 
Ifk Y1 z) -f(x, Y, 0) -f(x, 0, z) -f(O, y, z) +f(x, 0,O) +f(o, y, 0) 
+f(O, 0: 2) -S(O, 0,O)l d K,xyz forOgx,y,z<S,. (5.11) 
Let 6 = minis,, . . . . 6,). Denote by J the integral 
J=J km, Y, 2) -fk y, 0) - . ‘. +m, 090) + . . . -f(O, 0, 011 dx dy dz 
H XYZ 
Write J as J = J, + J2 + . . . f J8, where each J, is formed by restricting the 
integrand to the regions 
J, : 0 < x, y, z < 6, 
J,:O<x,y<6<z~l, and similarly for J, , J,, 
J,:O<x<6<y,z<l, and similarly for J,, J,, 
J,:6<x,y,z<l. 
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For each j, denote the region corresponding to Jj by Hi. Using (5.11), 
J, < 03. For Jz, apply (5.8) to get 
J&i 5 If(x, Y, z) -fk 0, z) -f(O, Y, z) +f(O, 0, z)l dx dy dz 
Hz XY 
+f I 
If(X> YP 0) -f(x, 030) -f(O, Yt 0) +f(O, 0, 011 dx dy dz 
Hz XY 
+~(1-6)K,<co. 
Similarly, J3, J4 < co by the use of (5.9) and (5.10). 
Turning to Jg, application of (5.5) gives 
J& s IfcG YY z) -f(Q Y> z)l dx dy dz ff5 X 
+g 
Ifk Y, 0) -f(O, YT 011 dx dy dz 
HS X 
+-$/ 
If(x, 0, z) -f(O, 0, z)l 
H5 X 
dx dy dz 
If(x, 030) -f(Q 0, 011 dx dy dz 
X 
Similarly, from (5.6) and (5.7), J6, J, < co. Finally, J, < co since f is 
integrable on H and (xyz) - ’ is bounded on H,. Hence 
J< co. (5.12) 
The last step is to define g E Lj ( R3) by g =f on H”, and by a suitable 
limiting process on 8H. Specifically, for (x, y, z) E dH we set 
the sum being taken over the 8 possible sign combinations. For example, 
m 090) = $ CS(O,O, 0)+3Cf(l, 090) + ... +3(L 1, 111, 
‘!a, 0, 0) = t C3k 090) +3@, LO) +3(x, 0, 1) +3(x, 1,1 )I, 
g(x, YT 0) = f C3h Y, 0) +3(x, y, 1 )I, 
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for x, y E (0, 1 ), where we now revert to the notation f for the extension of 
f to the boundary of I-I. It is then easily seen that for all (x, y, z) E I-Z we 
have 
g*(x,y,z)=f(x,y,z)+~(l-x,y,z)+f(x,l-y,z)+~~f(l-x,1-Y~~) 
+f(x, y, 1 - 2) +J’( 1 -x, y, 1 -z) +.f(x, 1 -Y, 1 -z) 
+f(l -x, 1 -y, l-z). 
Since g* restricted to H is a sum of 8 functions each of which has uniform 
one-sided smoothness at aH, that g,,, E L’(Z3) follows from the finiteness 
of the above integral J and the 7 analogous integrals obtained by replacing 
f(x, Y, 2) by f(l -x, y, z), etc. 
Similar steps show that g,2,g13,g23 EL’(Z*) and that g,, g,, g, E L’(Z). 
Hence f~ 9. The other conditions of Theorem 4.2 are evidently satisfied, 
thus the result follows. 1 
6. LATTICE RULES FOR MULTIPLE INTEGRATION 
We consider the numerical approximation of 
IF= F(x)dx s (6.1) 
over the closed unit cube H, with FE C(H), the set of continuous functions 
on H, by a “lattice rule.” The notion of a lattice rule, described below, was 
introduced in [7,8] for functions F which have a smooth periodic exten- 
sion. Theorem 6.2 and 6.4 below extend the class of admissible functions F. 
Before describing the approximation, we re-express the integral (6.1) in 
terms of a periodic function f~ LL ( IRS), defined by 
f(x) = F(x), XEH’, (6.2) 
f(x) =f(x + z), XEW, zeZS, x+zcH0,(6.3) 
f(x) = 2 -s ti_mo Cf(x* * e, . . . . x, + E), XEaH, (6.4) 
with the sum taken over the 2” possible sign combinations. From the first 
of these follows 
ZF=Zf. (6.5 1 
Note that the values off are easily computed; for example, for s = 3 we 
have 
l-(0,0,0) = $ CW, (40) + F(1, 0,O) + F(0, 1,0) + F(0, 0, 1) 
+F(l, LO)+F(LO, l)+F(O, 1, l)+F(i, 1, l)], 
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f(X,o,o)=$ [F(x,O,o)+F(x, l,O)+F(x,O, l)+F(x, 1, l)] for XE(O, l), 
fk Y, 0) = $ CF( -GY,O)+W,Y, 111 for x,y~(O, 11, 
f(x, Y, z) = W, Y, z) for x, Y, z E (0, 1). 
In words, f on aH is the mean of the values of F at points on opposite 
faces. 
A lattice rule for the numerical integration of the periodic function f is 
an equal-weight quadrature rule of the form 
n-1 
QLS = t c fb’j’), (6.6) 
j=O 
where 
{x(O), . ..) x(-l)} =Ln [O, l)“, 
and L is an “integration lattice”; that is, L is a lattice in R” (i.e., a discrete 
subset of R” which is a group under addition) which also contains Z” as a 
subset. 
6.1. The Case of Absolute Convergence. For an f with an absolutely 
convergent Fourier series, the following result for the error in the lattice 
rule is already known: 
THEOREM [S]. Suppose f E L;(W) has an absolutely convergent Fourier 
series (1.1). Then 
&f-V= 1 Ad. 
rnE L*\{o) 
Here Ll is the dual lattice of L, defined by 
L’={mEW:mxEZ VxEL}. 
It is a subset of Z” because L 3 Z”. 
Since absolute convergence implies uniform convergence of the Fourier 
series, the absolute convergence hypothesis in Theorem 6.1 implies 
f E C(W). Thus we must abandon that hypothesis if we are to handle the 
case of a discontinuous f introduced at the start of this section. In its place 
we shall impose alternative conditions which ensure pointwise convergence, 
in an appropriate sense, of the Fourier series off: In the preceding sections 
the convergence has been studied only at 0, thus it is convenient o express 
the alternative conditions in terms of the translates f, off defined by 
f,(Y) =f(y +x)7 x, yew. (6.7) 
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6.2. THEOREM. Let FE C(H), and define f~ Lk (KY) by (6.2)-(6.4). 
Suppose that for each x E [w” the translate f, defined by (6.7) satisfies the 
hypotheses of Theorem 4.2. (The radius of B is allowed to depend on x.) Then 
QLf-If= lim 
N-s ma&) P(m). (6.8) 1 , 
lml <N 
Proof. Theorem 4.2 applied to fy gives the conclusion, expressed in 
terms off, that 
S,f(x)-+2-“!i_mo xf(x,kc, . . . . x,+6) as N-+ a. 
Since the property (6.4) holds for all x E R” (note that f is continuous in 
H”), we deduce 
S,f(x) +f(x) as N+ 00 VXE:W. (6.9) 
Thus we obtain 
= lim No 53 , F Nf(m) QL(eZnimx). 
In< 
By Theorem 1 of [8] we have 
thus 
and the result follows on observing that f(O) = Z’ q 
6.3. Remark. The key to the proof is that the pointwise convergence 
property (6.9) holds for all x, including points of discontinuity. 
The following result is weaker but more easily understood. 
6.4. THEOREM. Suppose that FE C(H), and that all the mixed partial 
derivatives of the form 
a'F 
axi, . . . ax,,' 1 < i, < i, < . . < i, < s, 1 6 t < s, 
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are continuous on H, where partial derivatives on the boundary aH are 
defined in the appropriate one-sided sense. Then with f defined by (6.2t(6.4), 
Proof First note that the function f. = f has uniform one-sided smooth- 
ness at the boundary of H (see Section 5). For general values of x the 
translate IV does not have one-sided smoothness at the boundary of H, 
because f; is not continuous on H: for example, it has discontinuities on 
the hyperplanes yi= -xi, i= 1, . . . . s, if -XE H”. However, because fx 
is well behaved on each of the closed rectangular solids bounded by 
these hyperplanes and aH, a modification of Theorem 5.3, in which the 
hypotheses are allowed to be satisfied only in an appropriate piecewise 
sense, can be used to establish that f, E 9. (We omit the details.) Since the 
hypotheses of Theorem 4.2 are satisfied, the result now follows from 
Theorem 6.2. m 
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