Special software has been developed to calculate the intensity-scattering-angle dependence. Powder diffraction patterns are obtained in a diffractometer with a two-dimensional area detector. The detector used is a planar proportional chamber with fast delay lines. The optimum sample geometry for both the transmission and reflection method is considered. The application of the method for powders and for the investigation of phase transitions in liquid crystals is illustrated.
I. Introduction
Axial symmetry of a diffraction pattern about the primary beam is a specific feature inherent in quite a number of problems of X-ray diffractometry. These include phase analysis of polycrystals and structure studies of polycrystalline and amorphous materials. In these cases, an X-ray experiment reduces to obtaining the dependence of intensity versus the scattering angle [I(20) ]. Simultaneous recording of a diffraction pattern followed by transformation of a two-dimensional pattern to a one-dimensional one is a highly efficient method of data collection that affords a high rate of measurement with required statistical accuracy. This method allows one to speed up registration of a diffraction pattern by three to four orders of magnitude in comparison with sequential measurements in a diffractometer with a single-scanning detector and by one and a half to two orders in comparison with a linear one. The mode of concurrent measurements is vital if the rate of performing an experiment is a limiting parameter, as is the case, for instance, when studying weakly scattering samples and phase transitions and also in investigations involving a large body of information. In addition, averaging intensity over large parts of a diffraction pattern decreases fluctuations due to coarse grain and texture of samples. It was not until recently that practical implementation of the method of simultaneous measurements became possible, with the advent of X-ray area detectors with large numbers of pixels, high space and time resolution and a wide dynamical range. It is obvious that the method of transforming (¢) 1994 International Union of Crystallography Printed in Great Britain all rights reserved a two-dimensional count histogram to a onedimensional function should be chosen in accordance with the design of the detector and the geometry used.
Geometrical (integral) and differential (pixel size) nonlinearity, nonuniformity of efficiency in different points of the detector and angular resolution must be taken into account when developing the method under consideration. The main problems to be solved are as follows:
(i) Determination of the incident beam and sample coordinates relative to the detector for the most accurate calculation of the scattering angle for a particular pixel.
(ii) Application of some data-reduction procedure to the raw two-dimensional data. The raw data comprise a large number of points, the same as the number of pixels; moreover, each point involves considerable counting-statistical fluctuations, which make it difficult to directly treat the data later on. This procedure must allow for the specific features of the detector and geometry used to keep up maximum angular resolution. Cernik et al. (1992) used a TV area detector and the image-plate system to register the diffraction patterns obtained with synchrotron radiation; Shimomura et al. (1992) and Piltz et al. (1992) also used the imageplate system for their work. In the first study, the incident beam was directed perpendicular to the detector plane. The centre of the powder rings was adjusted by taking a histogram cut through the assumed centre of the rings and this step was repeated several times. Finally, a circular integration routine moved along the diameter of the rings depositing the intensities into an array and at the same time sampling the radius of the point. Once the intensities along one diameter had been determined, the process was repeated along another diameter. The total pattern was then built up out of small angular sections. In the work of Shimomura et al. (1992) , the incident beam was also perpendicular to the detector plane, with special corrections introduced to allow for its possible deviation from the perpendicular. Two integration methods were used to obtain the profile. The first one was an interpolation method. Polar grids were set around the beam centre. The intensity at each grid point was interpolated from data at 9 × 9 pixels around the grid point. The diffraction profile was obtained by integrating the intensity along the azimuthal direction at each radial step. The second one was a histogram method, i.e. intensities in each pixel were plotted as a function of the distance from the incident-beam position, or of the 20 angle. This plot was segmented with an appropriate interval and the intensities in each segment were averaged. The method, which also can be called a histogram one, was used in the work of Piltz et al. (1992) . The incident beam was not necessarily perpendicular to the detector. At the beginning, approximate incident-beam coordinates were used to partition the image-plate data into sectors and the pixels within each sector were rebinned in terms of the distance in pixels from the point with these coordinates. The algorithm used varies the unknown parameters until the data rebinned in terms of 20 are maximally sharp. To calculate I(20), it was natural to make the only segmentation of the diffraction pattern with sufficiently small step size A(20) to obtain averaged intensities in each segment.
In this work, we used the reference powder method to refine the incident-beam coordinates. The criterion for validity of the parameters was the minimum of the sum of the squared differences between the reference and measured centres of gravity of the Bragg peaks. We used the histogram method in our calculation and proposed to make the additional 20 divisions to represent the /(20) dependence similar to that obtained in a conventional diffractometer with a singlescanning detector, where the detector angular step is approximately 1/5 of the detector-slit angular size. This is useful if the Bragg peak width is comparable with or even less than the pixel angular size (Popov, Sulyanov & Kheiker, 1992a) . The main features of the transmission and reflection geometries and also the optimum sample geometry are considered.
The geometry is almost unchanged in a diffractometer with a two-dimensional area detector even after replacement of the samples under study, whereas the image plate is removed from the holder for reading in a scanner, which makes it necessary to refine the incident-beam coordinates for each pattern measured. The count histogram is transferred directly to the computer memory during a time that is three orders of magnitude less than the time required for reading in an image-plate scanner. These are the advantages of this system in comparison with those used in the cited works involving an image plate.
The test experiments were carried out in the diffractometer based on a planar proportional chamber with fast delay lines. The number of pixels was 256 × 256, linear resolution was 1.3 x 1.3 mm and the count rate was up to 250 kHz (Zanevsky et ai., 1993) . A conventional sealed X-ray tube was used (Cu K0~ radiation, 40 kV, 30 mA, graphite monochromator and pinhole collimator). This approach can be used for diffractomers with other types of two-dimensional area detectors. All calculations were performed with an IBM PC/AT computer.
Determination of the detector and incident-beam installation parameters
The diffractometer used allows preliminary determination of the coordinates (X o, Zo) and the length R o (in pixels) of the perpendicular drawn from the sample to the detector plane by measuring the coordinates of the incident beam when the X-ray source is rotated about the vertical axis Fand inclined about horizontal axis /t ( Fig. 1 ) (Popov, Sulyanov & Kheiker, 1992b) . During powder investigations, we usually use only Y rotation of the incident beam. In this case, Zo is known and ~ --0. Using the central equatorial part of the detector, several pixels wide, as a linear detector (in this case, the geometrical non-linearity error is allowed for with the best accuracy) and obtaining a pattern from a power with well known lattice spaces, we refine the X o, F o, R o installation parameters by solving the following set of simultaneous equations by the least-squares method:
where X i is the centre of gravity of the ith peak, which was calculated with the integral and differential nonlinearity errors allowed for by the method described by Popov et al. (1992b) , 20i is the reference scattering angle and N is the number of Bragg peaks.
The data-reduction procedure
We subdivide the volume between the two diffraction cones ( Fig. 1 ) with half-opening angles 20mi n and 20ma x into M volumes confined between M + 1 co-axial cones, so that the difference between the half-opening angles of the neighbouring cones equals the step of (20) dependence obtained by averaging intensities in the pixels with the same number will be similar to the dependence obtained in a conventional diffractometer, in which the detector moves in steps comparable with the detector-slit angular size. Such averaging over narrow segments was used in the studies by Shimomura et al. (1992) and Piltz et al. (1992) , where the Bragg peak width exceeded the pixel size (by a factor of 4, in the first work). We can increase the number of points in the resulting I(20) function N-fold if we make the specified divisions N times (N -~ 5), each time incrementing the initial angle to be measured from by a value of A (20) 
. N], followed by averaging the intensities. This is similar to a point-by-point recording in a conventional diffractometer with a single-scanning detector if the detector step is N times less than the slit angular size. This procedure is useful if the Bragg-peak widths are determined mainly by the pixel size.
Let us consider the model experiment. Suppose the detector consists of square pixels, i.e. if we shift a very thin beam in the X or Z direction, the response function of the pixel will be described by the same rectangles. The incident beam is directed perpendicular to the detector and the diffraction cone is assumed to be very thin. In this case, the intensity, recorded in the pixels, is proportional to the lengths of the arcs of the circle that result from the intersection of the cone with the detector plane. These arcs fall within the squares corresponding to the pixels. Fig. 2 shows the dependences calculated for M = 100, 200, 400 and 800 [A(20) = 0.28, 0.14, 0.07 and 0.03 °] and N = 10. Increasing M from 400 to 800 in practice does not lead to a decrease in the peak width, whereas the number of pixels, over which the intensity is averaged, is reduced by a factor of two. In practice, M should be chosen after accurate determination of the geometrical parameters by the reference powder method (see §6 below). Note that in Fig. 2 the peak full width at half-maximum (FWHM) for M > 400 approximately equals the pixel angular size (0.19~).
Corrections for nonlinearity and reducing intensities in pixels to a common scale
The following corrections were introduced to allow for the specific features of the detector and geometry:
(1) The correction for the geometrical nonlinearity.
The accuracy of determining the pixel coordinates along X and Z is 0.3 mm on average.
(2) The correction for the differential nonlinearity. The root-mean-square deviation is 0.6%.
(3) The correction for the nonuniformity of efficiency. The root-mean-square deviation of the intensity, when the incident beam is rotated and inclined, i.e. over the whole detector surface, is 0.6% (Popov, Sulyanov & Kheiker, 1992b) .
(4) The correction for the solid angle. To reduce the intensity in a pixel with the y angle between the diffracted beam and the perpendicular to the detector plane to the intensity in a pixel with 7 = 0, we introduced the 1/COS 3 )' multiplier.
(5) The correction for polarization. A certain multiplier was introduced for each pixel to allow for polarization of the incident beam. The formulas and notations from the work by Kahn et al. (1982) were used. We assumed n = 1 for our graphite monochromator to calculate the quantity ~ = cos" 20~.
Choosing the optimum geometry

The transmission geometry
For transmission studies, a sample is usually made into a ball, a cylinder or a foil (a powder is put on a base, which is sufficiently transparent to X-rays). When a two-dimensional area detector is used, it is desirable to estimate the maximum vertical and horizontal size of the sample (along the Z and X directions) that does not cause a substantial loss in resolution. If f is the projection size of the source target along Z (or X), F is the sample size and r is the target-sample distance (see Fig. 3 ), the angular divergence of the beam irradiating the sample is Assuming that a is small in (1) and 20 < 90 °, we can obtain, from the condition AZ1 < AZ2, the estimation 2~ < KA(20), where i.e. the greater R o and Yo, the greater the sample size along the Z direction. If Yo = 45°, (X-Xo)--(Z -Zo) = 150 mm, s = 250 mm and Ro = 400 mm, we obtain K = 1.0; if R o --1000 mm, K --3.5.
Similarly, if the sample is a foil, which is set perpendicular to the incident beam, we have the following estimation for the beam divergence in the horizontal plane:
This value is close to 1 and for the above parameters it amounts to K = 0.7 and K --0.9, respectively.
The reflection geometry
The Bragg-Brentano parafocusing geometry is generally used in equatorial powder diffractometers to study flat samples by 0-20 scanning. In this geometry, the absorption factor A = 1/(2p), where p is the linear absorption coefficient, is independent of the 0 angle. If IPl is the angle between the incident beam and the sample plane and ~P2 is the angle between the diffracted beam and the sample plane, the absorption factor is calculated by the formula
Contrary to the transmission method, there is an essential disadvantage concerned with defocusing, which is inherent in the reflection method for any arrangement of a stationary sample and a flat detector relative to the incident beam with angular divergence. In this case, one can choose the optimum geometry just for a given angular range 20mi,,-20max-One must also allow for the significant errors in measuring the 20 angles if qJl and I//2 angles are small. These errors can be caused both by deviation of the flat surface from the focusing circle and by possible misalignment between the sample and the vertical axis of the goniometer (see, for example, Bish & Post, 1989) . Examine the geometry on the base of the focusing circle ( Fig. 4) with radius Po =-s/(2 sin ~k), where s is the sample-point-source distance. The angle of horizontal divergence of the beam, which irradiates a strip area on the sample, is 2cc Let us choose the coordinate axes x and y, as is shown in Fig. 4 (the x axis is perpendicular to the sample plane). The detector plane is located at the angle fl to the x axis and crosses the circle at a point with the coordinates Y~ = Po sin ~, x~ = Po cos ~. The diffracted beam must focus at a point with the coordinates y,p = Po sin tp, x~, = Po cos tp, where tp = 2(20-~k). The rays 1 and 2, reflected from the edges of the strip, cross the detector at the two points:
XI, 2 = [yq, -y~ + cotan (q~/2 _+ ~)x~, + tan flx~]
x [cotan (q~/2 _+ ~) + tan fl] -If a beam is inclined to the detector plane, its measured width increases (Zanevsky et al., 1993) . To estimate the width, we must add the A z term to the corresponding formula
AX = A~ + A 2 ~-IXI -Xzl/cos fl + d tan T,
where d is the thickness of the working gas volume and 7 = I fl + qJ-201 is the angle between the diffracted beam and the perpendicular to the detector plane. The angular size of the reflection will be z~ = AX cos 2 7/R o, where Ro = (Po -xO sin fl + y, cos fl is the sample-detector distance. We can estimate the fl, g and ¢ angles, which provide the maximum of A for any 20 in the range 20m,,-20m~x, by numerical methods. In particular, this task becomes much simpler if both R o and the (Xo, Zo) Yo = (fl + ~'), are varied. The angular width A and its two components A ~ and A z, which are caused, respectively, by the defocusing and inclined incidence, are plotted against the scattering angle in Fig. 5 .
It can be seen that A t is small in comparison with
A 2 •
Experimental results
To test the technique, we used the AI20 3 NIST (1992) standard reference material N676 (a = 4.7592, c = 12.9918 ,~), fine-grain (2-3 l.tm) cubic ZrC (a = 4.6983 A) and the Y3AI2(AIO4)3 garnet powder (a = 12.008 ,~). A graphite monochromator was used to eliminate the Cu Kfl component from the incident beam. For the large sample-detector distances (Ro = 700 and 1000 mm), we used a helium buffer to decrease absorption in the air.
Detector-position refinement and data-reduction procedure
We obtained a two-dimensional pattern from ZrC as a reference powder in the transmission mode. The range 20=25-65 ° was simultaneously recorded with Yo = 45° and Ro = 400 mm. To refine the X o, Yo and R o installation parameters, we calculated centres of gravity Xi of the first four Bragg peaks, using the equatorial part of the chamber (1-2 pixels up and down from Z = Zo) as a linear detector. We took different sizes of the rectangular windows containing parts of the Debye rings for the calculation. The largest difference between the calculated values of Xi was not more than 0.05 pixels (0.01°).
After refining the installation parameters, we calculated the/(20) dependence. M varied from 120 to 390 and N = 10 (see §3); i.e. the functions obtained involved from 1200 to 3900 points. Fig. 6 shows the plot of the FWHM of the 111 line (20 = 33 °) against calculation allows one to discern a weak peak over the background.
the interval of averaging the intensities (division interval) A(20). If
The accuracy of the Bra99-angle determination
We used the garnet as a reference powder in the transmission mode to refine the detector position (R o = 1000 mm; fo = 33 and 45°). Then we obtained patterns from AIEO 3 and from ZrC in the same geometry. The reference and observed scattering angles (calculated centres of gravity after background subtraction) are presented in Table 1 . The deviation exceeding 0.01 ° occurs only for a weak reflection 022 from AI20 3 .
The smaller the sample-detector distance, the lower the accuracy of the Bragg-angle determination. If R o = 400 mm, the maximum deviation observed for a strong reflection is A(20) = 0.02 °. 
The intensity measurement
We used garnet as a reference powder in the reflection geometry with Ro = 700 mm. Then, we obtained patterns from AI20 3 and after calculating the I(20) dependence we obtained integrated intensities of reflections for this material by summing intensities at each step under the peak after background subtraction. The reference and observed values and statistical error a are presented in Table 2 . Two exposures of 20 s each were used. The ffl angle was chosen constant, as the intensities were obtained in the same scale for both patterns. The maximum observed deviation of centres of gravity from reference values was A(20) = 0.013 °. It can be seen that our data are in agreement with the reference values to within 2%. Fig. 8 illustrates the sensitivity of our method with Ro = 400 mm. It presents in two different scales a part of the/(20) dependence for the Ba4Tm3F17 compound [space group R3 was determined from single-crystal study by Dudka, Genkina, Maximov & Sobolev (1994) ; a = 11.015, c = 20.305 A, (Von Kieser & Greis, 1980) ]. This compound has a superstructure that manifests itself by the appearance of additional weaker reflections in the pattern. The exposure was 10 rain. We used the reflection geometry with a small grazing angle (~k~ = 2°), i.e. with a strong defocusing, especially for large Bragg angles. The 20 range from 5 to 40 ° was available simultaneously. The 015 line of superstructure, with the integrated intensity of 0.1% of that of the 122 line, is clearly discernible over the background. Von Kieser & Greis used the Guinier method to obtain the diffraction pattern from this compound in a Jagodzinski camera. The 015 line was not discovered by this method.
The angular resolution and peak profile
As already noted, the angular resolution with Ro = 400 mm was 0.29 °. We can improve the angular resolution by increasing the sample-detector distance or using only the central part of the chamber, where the effects of inclined incidence are not so essential.
In this case, the exposure time grows and the available scattering-angle range reduces. For example, the FWHM of the 111 line of ZrC decreased to 0.19 ° at Ro = 600 mm (20 = 31-60°). Fig. 9 where l(20i)ob,~ and l(20i)i,, are observed and interpolated intensities, was 1.8%. This FWHM (0.14-0.15 ° ) was the same in the 18-41 ° range of 20 angles. It should be noted that the inclination of the detector plane to the diffracted beam generates some asymmetry of the diffraction profile because the response function in this case is asymmetric. Nevertheless, this effect does not substantially affect the peak symmetry for the incident angles considered. The resolution becomes worse with the increase of the incidence angle, i.e. the peaks in the central part of the I(20) function should have better resolution. All peaks are obtained by averaging the whole curve passing through different parts of the detector surface. So, for all peaks the resolution does not differ substantially within the whole I(20) dependence, especially for the large sample-detector distance. We suppose that the symmetry distortions of the peaks, caused by the integral nonlinearity of the detector, are comparable with the inclined incidence effects. The peak fitting for the reflection geometry is not so simple to perform because of the defocusing. Nevertheless, the reflection geometry can be used when the divergence of the incident beam is small. It can also be used in some applications with substantial divergence when the peaks can be analysed in specific ranges of the Bragg angles. This is useful, for example, in phase analysis.
To estimate the peak widths of the reflections presented in Table 2 , a Pearson VII function was used. The worst FWHM for the ~1 peak was 0.23 ~' . The R error was not worse than 3%. through the region of large Bragg angles. This pattern corresponds to the A ~ X' phase transition. The section is shown in Fig. l l(d) . Each point of the dependence is the pixel intensity with the abovedescribed corrections allowed for. The pixels are confined in a strip between two parallel lines, which are +_ 1 pixel apart from the central line. This central line crosses the projection of the incident beam. The beginning of the peak separation, which is visualized in Fig. 1 l(b) , is practically not discernible in Fig. 1 l(d) .
Concluding remarks
The method of calculating the intensity-scatteringangle dependence I(20) from the X-ray patterns recorded in the diffractometer with a two-dimensional area detector has been tested. Both the transmission and reflection geometries were used. The detector was a planar proportional chamber with fast delay lines. The test experiments were carried out with the reference powders. With the pixel angular width 0.08 ~ (FWHM, perpendicular incidence), the FWHM of the Z, p, ixels
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1,50 .100 6.5. The study of phase transitions in liquid crystals Z, I The technique described was also used to study phase transitions of a mixture of thermotropic liquid crystals (70% PC1 and 30% PC2) (Blinov, Lobko, Ostrovskii, Sulyanov & Tournilhac 1993) . The diffrac-2oo~ tion pattern of the mixture in the smectic A phase at T = 360 K is shown in Fig. 10(a) . Fig. 10(b) shows the diffraction pattern from the same sample in the smectic X' phase at T = 333 K. The intensity distribution in the region of the large scattering angles is de-,50 termined by a liquid-like packing of molecules in smectic layers. The dependence in Fig. l l(a) corresponds to the A phase, that in Fig. ll(c) to the X' phase and that in Fig. l l(b) to the A,-.X' phase ,0o transition. The peaks observed are diffuse and their FWHMs are much larger than the angular resolution. The experimental dependences are interpolated by a sum of Lorentzians. To demonstrate the advantages of our method, we passed a section of the pattern Bragg peak in the transmission geometry was 0.15 ° (Cu K~, 20 = 18°). The differences between the measured and reference centres of gravity of the Bragg peaks were not larger than A(20)= 0.01 °. The intensities of the A120 3 standard reference material obtained in the reflection geometry did not differ from the reference values by more than 2%. The estimation of the maximum sample size for the transmission and reflection geometries was carried out. The method of choosing the optimum reflection geometry was proposed and the examples of calculating the installation parameters were presented.
The technique was also applied to the study of phase transitions in liquid crystals.
