In this paper we study the Hilbert function HR of one-dimensional semigroup rings R = k [[S]]. For some classes of semigroups, by means of the notion of support of the elements in S, we give conditions on the generators of S in order to have decreasing HR. When the embedding dimension v and the multiplicity e verify v + 3 ≤ e ≤ v + 4, the decrease of HR gives explicit description of the Apéry set of S. In particular for e = v + 3, we classify the semigroups with e = 13 and HR decreasing, further we show that HR is non-decreasing if e < 12. Finally we deduce that HR is non-decreasing for every Gorenstein semigroup ring with e ≤ v + 4. 
Introduction.
Given a local noetherian ring (R, m, k) and the associated graded ring G = ⊕ n≥0 m n /m n+1 , a classical hard topic in commutative algebra is the study of the Hilbert function H R of G, defined as H R (n) = dim k m n /m n+1 : when R is the local ring of a k-scheme X at a point P , H R gives important geometric information. If depth(G) is large enough, this function can be computed by means of the Hilbert function of a lower dimensional ring, but in general G is not Cohen-Macaulay, even if R has this property.
For a Cohen-Macaulay one-dimensional local ring R, it is well known that H R is a non decreasing function when G is Cohen-Macaulay, but we can have depth(G) = 0 and in this case H R can be decreasing, i.e. H R (n) < H R (n−1) for some n (see, for example [8] , [10] , [11] ). This fact cannot happen if R verifies either v ≤ 3, or v ≤ e ≤ v + 2, where e and v denote respectively the multiplicity and the embedding dimension of R ( see [6] , [7] , [16] ).
If R = k[ [S] ] is a semigroup ring, many authors proved that H R is non-decreasing in several cases: • S is generated by an almost arithmetic sequence (if the sequence is arithmetic, then G is Cohen-Macaulay) [17] , [13] • S belongs to particular subclasses of four-generated semigroups, which are symmetric [1] , or which have Buchsbaum tangent cone [3] • S is balanced [12] , [3] • S is obtained by techniques of gluing numerical semigroups [2] , [9] • S satisfies certain conditions on particular subsets of S (see below) [5, Theorem 2.3, Corollary 2.4, Corollary 2.11] . If e ≥ v + 3, the function H R can be decreasing, as shown in several examples: the first one (with e = v + 3) is in [14] (here recalled in Example 1.6). When G is not Cohen-Macaulay, a useful method to describe H R can be found in some recent papers (see [12] , [3] , [5] ): it is based on the study of certain subsets of S, called D k and C k , (k ∈ N).
The aim of this paper is the study of semigroup rings R = k[ [S] ] with H R decreasing. To this goal we introduce and use the notion of support of the elements in S (1.3.4); by means of this tool we first develop a technical analysis of the subsets D k , C k in Section 2. Through this machinery, under suitable assumptions on the Apéry set of S, we prove (Section 3) necessary conditions on S in order to have decreasing Hilbert function, see (3.4) , (3.6) . In Section 4 we apply these results to the semigroups with v ∈ {e − 3, e − 4}.
For v = e − 3 we show that the decrease of H R is characterised by a particular structure of the sets C 2 , D 2 , C 3 and that H R does not decrease for e ≤ 12, see (4.2), (4.3); in particular, for e = 13, we identify precisely the semigroups with H R decreasing, see (4.6) and examples (4.7). In case v = e − 4 we obtain analogous informations on the structure of C 2 , C 3 , D 2 , D 3 , see (4.9) and (4.10) .
Such methods allow to construct various examples of semigroup rings with decreasing H R , see, for example (3.2), (3.7) where e − 7 ≤ v ≤ e − 3; in particular example (3.7.1) describes a semigroup whose Hilbert function decreases at two different levels. The examples have been performed by using the program CoCoA together with FreeMat and Excel.
As a consequence of some of the above facts, one can see that the semigroups S with |C 2 | = 3 and |C 3 ∩Apéry set| ≤ 1 cannot be symmetric. It follows that every Gorenstein ring k[ [S] ] with v ≥ e − 4 has non-decreasing Hilbert function (4.11) . This result is a partial answer to the conjecture settled by M.E. Rossi [15, Problem 4.9 ] that a Gorenstein 1-dimensional local ring has non-decreasing Hilbert function.
Preliminaries.
We breafly recall the definition of the Hilbert function for local rings. Let (R, m, k) be a noetherian local d-dimensional ring, the associated graded ring of R with respect to m is G := n≥0 m n /m n+1 : the Hilbert function H R : G −→ N of R is defined by H R (n) = dim k (m n /m n+1 ). This function is called non-decreasing if H R (n − 1) ≤ H R (n) for each n ∈ N and decreasing if there exists ℓ ∈ N such that H R (ℓ − 1) > H R (ℓ), we say H R decreasing at level ℓ.
1.1
Let R be a one-dimensional Cohen-Macaulay local ring and assume k = R/m infinite. Then there exists a superficial element x ∈ m, of degree 1, (i.e. such that xm n = m n+1 for n >> 0).
It is well-known that
• G is Cohen-Macaulay ⇐⇒ the image x * of x in G is a non-zero divisor.
• If G is Cohen-Macaulay, then H R is non-decreasing.
We begin by setting the notation of the paper and by recalling some known useful facts.
Setting 1.2 In this paper
, where k is an infinite field and S = { a i n i , a i , n i ∈ N} is a numerical semigroup of multiplicity e and embedding dimension v minimally generated by {e := n 1 , n 2 , . . . , n v }, with 0 < n 1 < · · · < n v , GCD(n 1 , . . . , n v ) = 1. Then R is the completion of the local ring k[x 1 , . . . , x v ] (x1,...,xv) of the monomial curve C parametrized by
) and x 1 = t e is a superficial element of degree 1. Let v : k((t)) −→ Z ∪ {∞} denote the usual valuation.
, for each h ≥ 1 and the Hilbert function H R verifies
2. Let g ∈ S, the order of g is defined as ord(g) := max{h | g ∈ hM }.
3. Ap = Apéry(S) := {s ∈ S | s − e / ∈ S} is the Apéry set of S with respect to the multiplicity e , |Ap| = e and e + f is the greatest element in Ap, where f := max{x ∈ IN \ S} is the Frobenius number of S.
Denote by Ap k := {s ∈ Ap | ord(s) = k}, k ∈ [1, d] the subset of the elements of order k in Apéry.
Let
R ′ := R/t e R, the Hilbert function of R ′ is H R ′ = [1, a 1 , . . . , a d ] with a k = |Ap k | for each k ∈ [1, d], see, for example , [12, Lemma 1.3].
5.
A semigroup S is called symmetric if for each s ∈ S s ∈ Ap ⇐⇒ e + f − s ∈ Ap.
By (1.2.1) and (1.1), if ord(s + e) = ord(s) + 1 for each s ∈ S, then G is Cohen-Macaulay and H R is non-decreasing. Therefore in order to focus on the possible decreasing Hilbert functions, it is useful to define the following subsets D k , C k ⊆ S, we also introduce the notion of support for a better understanding of these sets. and in this case we define support of s as Supp(s) := {n i ∈ Ap 1 | a i = 0}. Recall: Supp(s) depends on the choice of a maximal representation of s. Further for s ∈ S, we define:
We call induced by
The following two propositions are crucial in the sequel.
Proposition 1.4
Let S be as in Setting 1.2 and let s ∈ C k , k ≥ 2. Then 1. For each s = j≥1 a j n j ∈ C k (maximal representation, with j≥1 a j = k), we have:
If s
, any maximal representation s = j≥1 a j n j has a 1 = 0. 1.
5. In particular ( recall:
We show a semigroup S with H R decreasing, which is the first example in the sense that e = v + 3 = 13, 
2 Technical analysis of C k and D k via supports and Apéry subsets.
Proof. First recall that, by (1.4.1a), every element of order h induced by the given maximal representation of x, belongs to C h . We denote for simplicity Supp(x) = {m 1 < m 2 < · · · . < m q }, distinct minimal generators, with m i = e by (1.4.2).
(a). If q ≥ h + 1.
Then we can construct the (h + 1) + h(q − h − 1) distinct induced elements in C h :
Proof. 1.(a)
Let h ≤ k 0 and let z ∈ C h \ Ap; then z − e ∈ S, with ord(z − e) ≤ h − 2, hence z − e ∈ D r , r < k 0 , impossible. Further, if y = b j n j and y / ∈ Ap, with h = b j ≤ p + 1, then y = e + σ, with 0 < σ ∈ S. Then:
and so every induced element ∈ C d+1 belongs to Ap by (1), impossible, since (d + 1)M ⊆ M + e; hence ord(g + e) = k + 1.
1.(c)
Let |Supp(g + e)| = q and let h := p + 1 < p + k, by (2.1) there are at least q elements in C h . These elements are in Ap, by 1.(a). Hence q ≤ |Ap p+1 |.
2.
If there exists g ∈ D k such that ord(g + e) ≥ k + 2, then p ≥ 2; by 1.(a) we would have y ∈ Ap 3 for every y ∈ C 3 induced by g + e. ⋄ 
Let x
If y ∈ D k and ord(y + e) = h ≤ k + 1. Then y + e cannot be induced by x + e.
Proof. If x + e = y + e + s, with ord(s) ≥ 1 then x = y + s, ord(x) > ord(y), impossible, since by assumption
Given the sets C h , C k , with h < k, we estimate lower bounds for the cardinality of C h , by enumerating the elements induced by C k . We first consider the elements induced by the subset {x ∈ C k such that |Supp(x)| ≤ 2}.
Lemma 2.4 For
We can assume that
The number of distinct elements of
The number of distinct elements of C h induced by {x 1 , x 2 , x 3 } is
If a, b < h, then the induced distinct elements are:
If a, b ≥ h, then β 1 = 1 + h and the induced distinct elements are {hn i , (h − 1)n i + n j , · · · , hn j }. In this case
2(a). The induced distinct elements
Moreover from x 2 we can extract the following distinct additional elements
2(c).
First, x 1 induces the same elements of C h considered in (2.b); moreover from x 2 one gets other M distinct elements
3. It comes directly by using the same ideas of the proof of statement (2) . ⋄ This lemma allows to prove the more general
Let r := min{r 1 , r 2 }, and let 2 ≤ h ≤ k + r. Consider the induced elements
Then z 1 = z 2 for every p, q, h and |C h | ≥ β ab + β cd where β ab , β cd are defined in (2.4 
.1) (called β 1 ). Consequently
Proof. Assume z 1 = z 2 , then by substituting we get
First note that by the assumption, we have
moreover if three coefficients are = 0, then |Supp(y i )| = 3, against the assumption. This argument allows to complete the proof in the remaining cases which are the following:
(i) pq = 0 and p + q > 0 (ii) a < h and q ≥ max{1, h − d} or c < h and p ≥ max{1, h − b} 2. In the cases
we have |C h | ≥ 3, in the remaining cases |C h | ≥ 4.
Proof. 1. (i) is immediate by the assumptions. (ii). It is enough to consider
, contradiction in any case.
2.
We can assume 0 < a ≤ c. The following z i belong to C h and are distinct.
The non trivial subcases of (i), · · · , (iv) come directly from part 1. There exist x 1 , x 2 ∈ D h such that |Supp(x r + e)| ≥ 2, for r = 1, 2. If |Supp(x + e)| = 3, x + e = β 1 m 1 + β 2 m 2 + β 3 m 3 with β i ≥ 1, β i ≥ 5),we find 4 induced elements in C 3 as follows:
|C
when β 1 ≥ 2, β 2 ≥ 2: Finally we assume: |Supp(x + e)| = |Supp(y + e)| = 2, ord(x + e) ≥ 4. By lemmas (2.6) and (2.7), it remains to analyse the cases
x + e = am 1 + bm 2 a + b = 3 y + e = cm 3 + dm 4 c + d ≥ 4 (I). The induced distinct elements are c 1 = m 1 + 2m 2 c 2 = 3m 2 c 3 = 2m 2 + m 3 . By assumption, there exist two other elements z 1 , z 2 ∈ D 2 ; by the above tools and by (2.3), we can restrict to the cases
In the first two cases, if α > 0, then α ≥ 2 (by 2.3.2), therefore if β > 0 we obtain |C 3 | ≥ 4 by applying (2.7.2) to the pair of elements {z 1 + e, y + e} (resp {x + e, z 1 + e}). In case (iii), again, from (2.7.2), by substituting in {x + e, z 1 + e} m 
In case (i ′ ) we can assume the element z 2 ∈ D 2 , verifies z 2 + e = αm 1 , α ≥ 3 (or z 2 + e = αm 3 ). If 3m 1 = 2m 2 + m 3 , then, either |Supp(z 2 + e)| = 3 and we are done, or z 2 + e = 2m 2 + m 3 , impossible since y + e = m 3 + dm 2 . Similarly we can solve case (ii ′ ). In case (iii ′ ), if 3m 3 = m 1 + 2m 2 , then z 1 + e = m 1 + 2m 2 + (α − 3)m 3 . The case α ≥ 5 has already been proved above. If α = 4, we consider m 1 + m 2 + m 3 ∈ C 3 which, in this situation, is distinct from c 1 , c 2 , c 3 .
(II). If we have 4 elements with support ⊆ {m 1 , m 2 }, then we are done by (2.5). The other cases can be studied among the ones of shape (I) or (III).
(III).
By 2.6, it remains to consider elements z i + e = αm 1 + βm 2 , with α + β = 3. In this case, C 3 ⊇ {x + e, z 1 + e, } ∪ {y 1 , y 2 , induced by y + e}. ⋄ 3 Structure of C 3 . Theorem 3.1 Assume |Ap 2 | = 3. Then
Assume that x 1 = n i + n j + n k , n i < n j < n k . Then, by (1.4.1a) and the assumption, we deduce that
(a) If |Supp(x 2 )| = 1, hence x 2 = 3n t , then 2n t ∈ C 2 , by (1.4.1a). Hence by ( * ) 2n t =   n i + n j n i + n k n j + n k In every case we see that |Supp(x 2 )| ≥ 2 , a contradiction.
(b) If |Supp(x 2 )| = 2, x 2 = 2n t + n v , t = v, then 2n t ∈ C 2 , by (1.4.1a).
Hence by ( * ) 2n
every case contradicts equality ( * ).
(c) If |Supp(x 2 )| = 3, x 2 = n t + n v + n w , n t < n v < n w , by ( * ) we must have: n t + n v = n i + n j , hence x 2 = n i + n j + n w . This equality implies that
2(a). Let
, then by (1.4.1a) C 2 = Ap 2 = {2n a , 2n i , 2n c }. Since |Ap 2 | = 3, by (1) and (1.4.1a), we have |Supp(x 4 )| = 2: we can assume x 4 = 2n a + n d , n a + n d = 2n i . Hence x 2 = n a + n d + n i , with n a = n d and so |Supp(x 2 )| ≥ 2, against the assumption.
2(b).
Let {x 1 , x 2 , x 3 , x 4 } ⊆ C 3 ; by 2(a), we can assume that
We prove that |Ap 2 | = 3 =⇒ n i = n k , n j = n h , i.e. Supp( 
(against the assumption), or n h = n j ( =⇒ x 2 = 2n j + n i ).
(b 3 ). This case cannot happen. In fact we have Ap 2 = {2n i , n i + n j , n i + n k }. By similar arguments as above one can see that for any other element x ∈ C 3 , x = x 1 , x 2 , the maximal representation of x must be written as x = 3n i . In fact the other possible representations are incompatible; for instance, x = 3n j , with 2n j = n k + n i =⇒ x = n i + n j + n k , impossible by (2) . This would mean that |C 3 | ≤ 3, against the assumption. According to the above facts we deduce that C 3 = {3n i , 2n i + n j , n i + 2n j , 3n j }. ⋄ Example 3.2 According to the notation of (3.1), we show several examples of semigroups which verify the assumptions of (3.1): 
If there exists
, and g + e = (k + p)n i > dn i ; further such element g is unique.
Proof. 1. By the Admissibility Theorem of Macaulay for H R ′ , we know that
, then, by (1.4), the elements σ − n i , σ − n j would be distinct elements in Ap d−1 , contradiction.
2.
By the assumption and (2.2.1 c), we have r 0 ≤ p + 1 ≤ d and |Supp(g + e)| ≤ |Ap p+1 | = 1. Therefore g + e = (k + p)n i , with n i ∈ Ap 1 . Then for r 0 ≤ j ≤ p + 1, the induced element jn i ∈ C j belongs to Ap j , by (2.2.1 a). 
The semigroup S is not symmetric.
Proof. 1. By (2.8.2) and (3.
( * ) Now, when ℓ < d, there exists g ∈ D ℓ such that ord(g + e) > ℓ + 1. Hence g + e = λn i and
2. Assume S symmetric: then it is well known that for each n α ∈ Ap there exist n β ∈ Ap with n α + n β = e + f (f is the Frobenius number). Clearly, e + f ∈ Ap d . If e + f = dn i , in particular there exist n r , n s ∈ Ap such that n j + n r = (n i + n j ) + n s = dn i (because C 2 ⊆ Ap). Hence
, we can have e + f = 2n i + n j ; in this case, since 3n i + n j − µe ∈ Ap 1 ( with µ ∈ {1, 2} ), there exists n r such that 3n i + n j − µe + n r = 2n i + n j , hence n i + n r = µe, impossible. ⋄ 
Proof. Clearly |Supp(Ap 2 )| ≥ 3, since |Ap 2 | = 4. Assume H R decreasing. By (2.8.1-2) and by (1.4.1 a), |C 3 | ≥ 4 and there exist at least two elements x 1 , x 2 ∈ C 3 with |Supp(x i )| ≥ 2. We proceed step-by-step. First we assume that |Supp(x 1 )| = 3, x 1 = n i + n j + n k .
Step 1. Let x 2 = n p + n q + n r . Then we get the following induced elements ∈ Ap 2 : {n i + n j , n i + n k , n j + n k , n p + n q , n p + n r , n q + n r } (1.4.1 a); |Ap 2 | = 4 =⇒ n p + n q = n i + n j =⇒ x 2 = n i + n j + n r therefore the induced elements in Ap 2 can be written as {n i + n j , n i + n k , n j + n k , n i + n r , n j + n r }. Again we deduce that either n i + n r = n j + n k , i.e. x 2 = 2n j + n k , or n r ∈ {n i , n j }. In any case there exists a maximal representation of x 2 , with Supp(x 2 ) ⊆ Supp(x 1 ). Then we can assume that there exists at most one element x in C 3 with |Supp(x)| = 3.
Step 2. Let x 2 = 2n p + n q . Then we get the following induced elements ∈ Ap 2 : {n i + n j , n i + n k , n j + n k , n p + n q , 2n p }, |Ap 2 | = 4 =⇒ n i + n j = n p + n q , or n i + n j = 2n p , and so, by using Step 1, we obtain Supp(x 2 ) ⊆ Supp(x 1 ).
Step 3. Now assume |Supp(x)| =≤ 2 for each x ∈ C 3 , then |Supp(
Ap 2 = {2n i , n i + n j , 2n h , n h + n k }, where these elements are distinct, according to the assumptions. Then C 3 \ {x 1 , x 2 } ⊆ {3n i , 3n h }. In fact, by (1), any other possible choice x ∈ C 3 with |Supp(x)| ≤ 2, x distinct from 3n i , 3n h contradicts some of the assumptions, for example :
Note that the conditions H R decreasing at any level k, |Ap 2 | = 4, | ≥ 4, imply |D k | ≥ 5 (by the assumptions and, for k ≥ 3, by (1.5.4)). Since for every y ∈ D k + e we have y ∈ C h , h ≥ k + 1 ≥ 3 and so y induces elements ∈ C 3 , we deduce that these conditions are incompatible. Hence |Supp(C 3 )| ≤ 3.
Step 4. Now we consider the situation |Supp(x 1 )| = 3. Let n i , n j , n k be distinct elements in Ap 1 and let
. If the four elements above are distinct, we deduce that C 3 = {n k + n i + n j , 2n i + n j , 3n i , 2n i + n k }, because we must have C 3 \ {x 1 , x 2 } ⊆ {3n i , 2n i + n k } (recall that the elements of C 3 induce elements in Ap 2 , and |C 3 | ≥ 4). (b 1 ). Otherwise n k + n j = 2n i , then x 2 = n k + 2n j and so 2n j ∈ Ap 2 . This implies Ap 2 = {2n i , n k + n i , n i + n j , 2n j }. In fact these elements are distinct: if not, 2n j = n k + n i hence x 1 = 3n i = 3n j . We deduce that C 3 \ {x 1 , x 2 } ⊆ {n k + 2n i , n i + 2n j , 3n j }. In fact, n k + 2n j = 2n i + n j = x 2 ; further 2n i + n k = 2n k + n j / ∈ C 3 , otherwise 2n k ∈ Ap 2 =⇒ 2n k = n i + n j then x 1 = 3n k = 3n i . Hence
Step 5. Now we assume that |Supp(x)| ≤ 2 ∀x ∈ C 3 and that Supp x 1 = Supp x 2 = {n i , n j }.
Step 6. Finally assume |(Supp x 1 ∩ Supp x 2 )| = 1: two possible cases.
In fact these four elements are distinct, otherwise 2n j = n i + n k would imply
In fact these four elements are distinct, otherwise 2n j = n i + n k would imply x 1 = 2n i + n k , x 2 = n i + 2n k and so Supp(x 1 ) ∩ Supp(x 2 ) = {n i , n k }. We conclude that C 3 = {3n i , 2n i + n k , 2n j + n k , 3n j }. ⋄ Example 3. 7 We list some semigroups verifying (3.6), the second and third ones verify also (Theorem 4.9). (b) There exist distinct elements n i , n j ∈ Ap 1 such that:
C 2 = {2n i , n i + n j , 2n j } D 2 + e = C 3 = {3n i , 2n i + n j , n i + 2n j , 3n j }.
-n j = k ′ e + 4p = 4n i − re =⇒ r ≥ 2 (otherwise r = 1 =⇒ n j = (3n i − e) + n i ∈ 2M ). -3n i ≡ 4n j =⇒ 3n i − e < n j + (3n j − e) =⇒ 3n i < 4n j , i.e., 3k < 4k ′ + p. The remaining 3 generators must be equivalent to 2n i +2n j , 3n i +n j , 3n i +2n j (mod e). Let 2n i + 2n j − αe ∈ Ap 1 , then α ≥ 2 (α = 1 =⇒ 2n i + 2n j − e = n j + (2n i + n j − e) / ∈ Ap 1 ); now note that 3n i +2n j − γe = (2n i + 2n j − αe) + n i + (α − γ)e / ∈ M + e =⇒ γ > α; analogously, 3n i +2n j − βe = (3n i + n j − βe) + n j + (β − γ) =⇒ γ > β. ⋄ We exhibit, in case e = 13 = v + 3, for each 1 ≤ p ≤ 12 an example of semigroup S p as in (4.6).
Example 4.7
With the notation of (4.6) above, let k = 1, 1 ≤ p ≤ 12; the following semigroups S p with k ′ minimal (−2 ≤ k ′ ≤ 1) have decreasing Hilbert function (S 6 is Example 1.6 ).
(n i , n j ) = ( 
