Abstract-In this correspondence, we propose a class of estimators of the ambiguity function of a discrete-time process using thresholding. To this purpose, the distributional and moment properties of the empirical ambiguity function for a realization of an analytic random process are derived, and the moments for the special cases of stationary, uniformly modulated, and deterministic signals immersed in noise processes are determined. Suitable thresholds are chosen based on the distributional properties of the empirical ambiguity function, and the procedure is tested on simulated data.
I. INTRODUCTION
The ambiguity function (AF) describes the second-order moments of a harmonizable, nonstationary random process, as do the dual-time correlation, the dual-frequency spectrum, and the time-frequency spectrum. These four quantities express the variability of the process in global or local time or frequency. The AF describes the degree of smoothness of the other three second-order descriptors, because assuming smoothness in global time is equivalent to assuming a decay in local frequency in the ambiguity domain, and assuming smoothness in the global frequency is equivalent to assuming a decay in the local time in the ambiguity domain. Thus, processes whose AFs are mainly limited in support in the ambiguity plane, so-called underspread processes, have been much studied [1] .
Estimation procedures for time-frequency spectra that are based on the underspread nature of a process have previously been proposed [2] , [3] . However, such methods utilize a user-tuned parameter by specifying the support in the ambiguity domain. If the assumed support in the ambiguity domain is larger than the true support, estimators in global time or global frequency are not smoothed sufficiently. If the support is assumed to be too small, we accrue bias and smooth out details of our process. Optimally, the decision on whether a contribution of the AF is important or not should be based on whether its magnitude is sufficiently large for us to suspect it is not noise generated but rather signal generated. Such ideas have also been used for processes observed in continuous time (see [4] ), but where the theoretical properties of the process were assumed known to obtain the optimal kernel for smoothing the time-frequency spectrum.
The main assumption we shall make on the AF to enable estimation regards its support, referred to as "ambiguity sparsity," and we design estimation methods for this scenario. By assuming ambiguity sparsity, we can avoid using a single prefixed smoothing window with a single bandwidth, and instead implicitly use a specially designed smoothing window with variable bandwidth when estimating the AF. To be able to design such flexible estimation procedures, we need to understand the stochastic properties of the AF. We chose a suitable estimator for the AF using our belief that most of the ambiguity surface is negligible. While the estimators can in one sense be thought of as simplistic, the contribution of this correspondence is to propose rational approaches to thresholding based on the stochastic properties of the empirical AF (EMAF), for very different stochastic processes.
II. AMBIGUITY FUNCTION
In this correspondence, X[t] is assumed to be a discrete-time, zero-mean, Gaussian, analytic, harmonizable random process. Since the process is Gaussian, it is completely described by its second-order moments. The process X[t] admits the spectral representation [5] X
where dX(f) is the Gaussian increment process of X[t] [6] .
We note that the increment process has a correlation structure
, where S(; f) is denoted the dual-frequency spectrum of the process [7] . Here, 3 denotes complex conjugation, E f1g is the expectation operator, and we use [1] and (1) to denote a discrete and continuous variable, respectively. (2) for t and 2 . The AF is related to the dual-frequency spectrum and the time-frequency spectrum through FTs. The AF is a measure of correlation over local quantities, as is a time lag and is a frequency shift. A large absolute value at a point ( 0 ; 0 ] in the ambiguity plane tells us that for some time, the process itself is strongly correlated with the process shifted by 0 from that time. Likewise, the increment process is, for some frequency, correlated with the increment process shifted from that frequency by 0; see also [8] and [9] .
We estimate the AF in order to describe the second-order properties of a process of interest in the ambiguity domain. We consider analytic signals only, thus avoiding the well-known problem of aliasing and interference from negative frequencies when estimating the AF of real-valued signals [10] . Analytic signals are complex-valued, and so to fully describe their second-order structure, we (in general) need to consider both M[t; ] and the process' so-called "relation sequence" E fX[t]X[t 0 ]g [11] . We will only consider processes with zero relation sequence in this correspondence.
A. Initial Estimation
We observe a finite sample realization x[t] of the process X[t] for t = 0; . . . ;N 0 1. An estimator of the AF is obtained by using the method of moments for (2) [12] ). We note that the AF can be estimated through FTs of estimators of the three other second-order descriptors, as well. However, this will produce estimators that have either a large variance or a large bias, depending on how the estimators are smoothed. It is difficult to smooth arbitrary nonstationary multicomponent processes using a unimodal smoothing window in global time and frequency. Furthermore, estimating the AF by FTs of one of the other second-order estimators will give estimated AFs that in general are nonzero over the entire ambiguity plane.
III. PROPERTIES OF THE EMPIRICAL AMBIGUITY FUNCTION
In order to construct a better estimator of the AF of a process, we propose to threshold the EMAF. We need to know the distribution of the EMAF in order to choose a correct threshold. The effective support of the AF (points where the AF is non-negligible) is also an interesting feature that tells us how underspread the process is, and should itself be estimated. The EMAF will be nonzero for all points in the ambiguity plane, and so a new estimator must be defined if we believe the AF should be sparse in the ambiguity plane. Let (4) where We note that all the examples in Section V satisfy this condition, as well as the conditions on finite second moments, controlled variance and variance of any single component. Mixing conditions are in general reasonable to make for Gaussian processes unless we are dealing with highly correlated processes that are not best analysed in the time-frequency domain. The EMAF at points outside D will thus converge in law to a Gaussian distribution as N increases for fixed . Finally, while (asymptotically) retrieving the Gaussian distribution for the EMAF, we fail to obtain simple interpretable forms for the variance and relation of the EMAF. We will consider some commonly used subclasses of harmonizable processes to obtain more insight into the form of the moments of the EMAF.
B. Moments of the EMAF for Specific Classes of Processes
We consider in some more detail stationary processes, white nonstationary processes and deterministic signals in white noise, and for this section do not require X[t] to be strictly underspread. We see that A (; ] is not zero for 6 = 0, but decays with . The EMAF will be asymptotically unbiased, as D N ( ) will approach a delta function as N ! 1. We denote an analytic process corresponding to a stationary white process as an analytic white process, but keep in mind that the process is not actually white. For an analytic white process, A(0; 0] = 1 and the variance of the EMAF decays like N 0jj in and like 1=2 0jj in . Also (informally) the greater the similarity between X[t] and an analytic white process, the closer the variance of the EMAF can be approximated as proportional to (N 0 jj)(1=2 0 jj). The relation decreases in magnitude as and increase. ensure that the EMAF is largest at = 0. Note that the bias increases as increases, and that the value of the integral in (10) decreases with jj and jj. Again, the relation decreases in magnitude when jj and jj increase. . Thus, the variance will also in this case approximately behave like the variance for an analytic white process, and the relation will be negligible outside the support of the EMAF.
1) Stationary Process

2) Uniformly Modulated
3) Deterministic Signal in
IV. ESTIMATION PROCEDURE
We estimate the AF of an underspread zero-mean stochastic process based on the EMAF. This is strictly speaking a correct treatment for processes satisfying the constraints presented in Section III-A , but we expect that the distributional result is valid under less constrained scenarios. The conditions are sufficient, but by no means necessary, for the distributional result to hold. We note that for most points in the ambiguity plane under the assumptions stated above (6) [19] , that using a threshold 2 K = 2 log(K[log(K)]) is suitable.
In our example, K = 2N where N is the number of observations, as we threshold the EMAF frequency by frequency, across the total collection of all time lags. Converting the AF to an estimator for the time-frequency spectrum is dependent on a choice of time-frequency distribution, a still controversial question. The mean-square error of the chosen time-frequency estimator will for a process supported only at a limited ambiguity points carry across similarly to the case of a translation-invariant wavelet denoising signal estimator, see, e.g., [20] .
A. Estimating the Variance
In general, 2 A (; ] is not known. The variance of the EMAF of a random process is usually smooth in and , and often exhibits a decay in (; ] that resembles that of the variance of the EMAF of an analytic white process. We will simply estimate the variance of the EMAF as if the underlying process is an analytic white process for all cases, and we use a robust estimator for its scale parameter, namely the Median Absolute Deviation (MAD). MAD has been used for estimating the scale of correlated data before, see [21] . The imprecision of this procedure will depend on the lack of compression of the AF. We note that the MAD procedure we propose requires a (1=2) 2 2 distribution; thus, we need the relation of the EMAF to be negligible. We form an estimator of the squared white noise variance for any region W separately in these areas; however, this will require a user-tuned segmenting of the plane. This segmenting technique was considered in [14] . A suitable threshold procedure simply corresponds to using (14) with as an estimate of the variance of the EMAF. Note that the threshold in (14) decreases with increasing and , taking into account the sampling properties of the EMAF. Equation (15) is not appropriate to use unless (N 0jj)(1=20jj) = O(N ), which is a problem at the very rim of the ambiguity plane. In this area, (8) and (10) are not good approximations of the variance. Asymptotically these rim coefficients are of no importance, but for a finite number of samples two approaches can be made: we can either treat the coefficients as if (8) and (10) were appropriate or set the coefficients for which (N 0 jj) < n 0 or (1=20jj)22N < n0 equal to zero for some suitable n0 = O(1).
These coefficients will have little effect on (15) , as this is a robust estimator.
B. Estimated Spread
The total spread of the AF of X[t] over a time-frequency region S 
V. EXAMPLES
We consider some examples to test the procedure. We estimate the mean squared error (MSE) by comparing the estimated AFs to a theoretically based quantity that is the expected value of the EMAF limited to the support of the AF of the process of interest,
A (; ]I ((; ] 2 ).
If the process is the analytic process constructed from a real-valued process, then is the support of the AF of the real-valued process. The MSE is estimated from a Monte Carlo simulation with 5000 realizations, and the total MSE is obtained as the sum of the estimated MSE at each point. Also, throughout this section, W [t] denotes a real-valued white noise process with unit variance 2 W = 1 and the length of the samples will be N = 256. We have chosen to treat the rim of the EMAF as the rest of the function in Section V-A , but it would be easy to equivalently set the rim coefficients to zero and not use these coefficients when forming the estimator 4 W . Simulation studies verify that using such methods has little impact on the MSE of the estimator, but significantly improves the estimated spread.
A. Single-Component Processes
We consider the analytic process points for 6 = 0 to zero, and correspond to substantial improvements of the EMAF. Thresholding has reduced the MSE, and we see from Table I that the total MSE is actually reduced by more than a factor of 100, which is a substantial reduction. The theoretical spread of the real-valued MA process is in this case equal to 11 cells out of 512 2511 which is 4:2044 2 10 05 . Our estimated spread is quite a bit larger, see Table I , due to the analytic signal spreading energy in and some of the points at the ends that have not been successfully thresholded, but still reflects the geometry of the support. Using the discrete analytic signal and problems with edge effects make the inflated spread inevitable.
Next, we consider the nonstationary, Uniformly Modulated (UM)
, and obtain its analytic extension. The time-varying variance is defined as Table I we see that also for this process the MSE is reduced with a factor over one hundred from the EMAF to the TAF. The theoretical spread of this process is 1:1466 2 10 05 , and our estimated spread is given in Table I Table I . The MSE for the TAF shows a distinct improvement, especially near the region (0; 0). The thresholding method has again reduced the MSE with a factor over one hundred, and the total estimated spread demonstrates that the AF of this process is extremely sparse.
We consider the case of the deterministic linear chirp, g[t] = exp[j(2t + t 2 )], immersed in an analytic white process with variance 2 W = 0:6. The chirp has a starting frequency = 0:1, with chirp rate = 9:0196110 04 , and Fig. 1 shows the EMAF and TAF for one realization of the process. The EMAF is substantially corrupted by noise, but the thresholding have removed most of the noise. The line has exhibited some increasing thickness especially towards high jj.
B. Multicomponent TVMA
We examine the analytic extension of a multicomponent process that is the sum of two TVMA processes, is periodically correlated, thus naturally treated in the dual frequency domain (but their aggregation is naturally analyzed in neither of the two domains). The theoretical AF is a smeared out contribution at (; ] = (0; 0] and a smeared out contribution at (; ] = (60:18; 0], and the thresholding procedure based on one realization will give a TAF that is mostly concentrated at these coordinates. In [4] , it was shown that an optimal kernel for smoothing time-frequency spectra could be expressed in terms of the EMAF mean square and variance. The support of the optimal kernel is matched to the support of the signal in the ambiguity domain. As we design threshold estimators of the AF, these implicitly can be viewed as stemming from "smoothed" (convolved with a kernel) estimators of the other secondorder descriptors. It adds insight to the estimation to view the kernels of these operations. We show the average kernel for "smoothing" Note that this kernel is convolved with the empirical moment only in the global time t direction, and is only a multiplication in .Only about five pixels are included to the left and right of the line = 0, killing noisy contributions in the empirical autocorrelation at large lags, and the periodic component is reinforced by the oscillations in the kernel. In the time-frequency domain, the estimator corresponds to a convolution in both t and f with the kernel in Fig. 2(b) . The kernel still reinforces oscillations in t, but results in a smoothing in f. These kernels are not good for smoothing second-order moments of arbitrary processes, but are estimated solely for this multicomponent TVMA. We have not needed to suppose anything but the sparsity of the AF to achieve the practical implementation of such estimation; there are no unknown tweaking parameters or unknown constants. A single realization of the real-valued process is shown in Fig. 3 along with the time-frequency spectrum obtained using the EMAF and the kernel based on the realization. We clearly pick out the oscillatory and smoothly varying components of the signal; thus, we see both components. 
VI. CONCLUSION
In this correspondence, we studied estimation of the ambiguity function of harmonizable processes with limited spread. Typically, the ambiguity function is estimated simply by the empirical ambiguity function, or by a user-tuned thresholding of this function. We considered the distribution of the ambiguity function of underspread processes, and we examined the moments of the ambiguity function for some special classes of processes. Based on these results, we proposed a thresholding procedure of the empirical ambiguity function that is not user-tuned, and which can automatically decide on whether to keep contributions to the ambiguity function with only an implicit reference to their location in the ambiguity plane. The procedure was tested on simulated data, and the results showed a great reduction in mean square error.
I. INTRODUCTION
In this correspondence, a basic linear estimation problem is investigated from a competitive algorithm framework under mean square error (MSE) criteria. Here, a desired unknown data vector with a known correlation matrix is observed through an unknown linear system, where the output of the system is corrupted by additive noise with a known correlation matrix. Although, the underlying linear system is unknown, an estimate of it is given (or produced), which may contain possible uncertainties (or inaccuracies). Based on the observations, an estimate of the desired data vector is produced using a linear estimator. However, since the underlying system is not accurately known, it may not be possible to directly choose this linear estimator as the linear minimum MSE (MMSE) estimator. A common approach to solve such estimation problems under model uncertainties is to pose the estimation problem in a worst-case performance-optimization-based framework [1] , [2] . Especially, in [2] and in the references therein, the H 1 criterion has been applied to the linear estimation model. According to this criterion, the signals in the setup are modeled as deterministic (unknown) disturbances and the maximum energy gain from the input signals to the output estimation errors are minimized. However, in this correspondence, we refrain from such a cost function and the deterministic formulation of the input sequences. Instead, we investigate a competitive approach inspired by [3] , where the overall performance is defined based on relative MSEs. In this competitive framework, the performance of a linear estimator is defined relative to the performance of the linear MMSE estimator tuned to the underlying unknown channel. We then seek for the linear estimator that minimizes this relative performance, i.e., the regret for committing to a linear estimator that is not the linear MMSE estimator.
In this correspondence, we investigate two different "regret" formulations. The first formulation defines the regret committing to a particular linear estimator as the difference between the MSE of this linear estimator and the MSE of the linear MMSE estimator tuned to the underlying model. In the second formulation, the regret is defined as the "ratio" between the MSE of this linear estimator divided by the MSE of the linear MMSE estimator tuned to the underlying model. We emphasize that although defining the regret as a difference between MSEs is well studied in the literature [3] - [5] , defining regret as the ratio of MSEs is introduced in here to our knowledge.
The linear estimation framework investigated in this correspondence could be used to model certain digital communication scenarios, where the underlying channel coefficients are not known accurately. In such applications, the statistics of the desired signal, e.g., the transmitted data, and the noise process, which can be readily estimated from the observed data for independent noise processes, are usually assumed to be known. The underlying unknown channel may be estimated using either blind or supervised estimation algorithms. However, inaccuracies may exist due to the limited training data, the presence of noise, and/or the time variations in the channel. The intended linear estimator is then the linear equalizer that optimizes the MSE performance. We note that when the underlying channel has a finite-impulse response (FIR), then the linear system model has a convolution matrix structure constructed using the FIR channel coefficients. However, even in this case the algorithms introduced in here can be used directly.
The problem studied in this correspondence within the competitive algorithm framework is investigated in [3] , where uncertainties were present in the correlation matrices of the input and noise processes, but the underlying system model was assumed to be known. However, in this correspondence, we cover the complementary case where the uncertainty is present in the underlying system model and the correlation matrices of the input and noise process are known. Furthermore, we solve the underlying problem under model uncertainties for two different regret definitions, i.e., regret as the difference of MSEs and regret as the ratio of MSEs. In both cases, we demonstrate that finding the linear estimators that minimize the worst case regrets, can be cast as semidefinite programming (SDP) problems. We should emphasize
