Abstract. Fix an arbitrary finite group A of order a, and let X(n, q) denote the set of homomorphisms from A to the finite general linear group GL n (q). The size of X(n, q) is a polynomial in q. In this note it is shown that generically this polynomial has degree n 2 (1 − a −1 ) − ǫ r and leading coefficient m r , where ǫ r and m r are constants depending only on r := n mod a. We also present an algorithm for explicitly determining these constants in a finite number of steps.
Introduction
Let A be a finite group of order a and let X(n, q) = Hom(A, GL n (q)) denote the set of all homomorphisms from A to the general linear group of n × n invertible matrices with entries in the finite field F q . Suppose that F q is a splitting field for A. In [4] , Liebeck and Shalev provide upper and lower bounds for the size of the set, which is a polynomial in q; see also [1] . The bound presented in [4, Theorem] has the following form:
where c is an absolute constant, d is a constant depending only on a, and r is the value of n modulo a. The aim of this note is to show that there exists N such that for all n ≥ N the leading term of the polynomial |X(n, q)| has the form m r q n 2 (1−a −1 )−ǫr , where (given a fixed group A) m r and ǫ r are constants only depending on r, and N = a(a−1) will definitely suffice. In particular, this leading coefficient and degree are independent of q. We also present an algorithm for explicitly determining the values of m r , ǫ r and N for any choice of A. The input needed for the algorithm is the degrees of the irreducible representations for A over a splitting field for A. The paper is laid out as follows. We begin in Section 2 by setting up some basic notation and recalling some of the analysis from [4] and [1] , before moving on to the main results in Section 3. After giving some examples to illustrate various point of the paper in Section 4, in the final section of the paper we indicate how to relax some of the assumptions in force for the rest of the paper, and also make some further remarks.
Preliminaries
Throughout, A denotes a finite group with a elements. We use q to denote the order of a finite field F q , so q = p d for some prime p and positive integer d. Our standing assumption on q for most of this note (except in Section 5) is that F q is a splitting field for A, i.e., the characteristic p of the field F q does not divide a and all irreducible F q A-modules are absolutely irreducible. By Schur's Lemma, given a simple F q A-module M, we have End FqA−mod (M) ≃ F q .
For an n-dimensional F q -vector space V , we have the finite general linear group GL(V ) which we freely identify with GL n (q), the group of invertible n × n matrices with entries in F q , when it is convenient to do so. We let X(n, q) = Hom(A, GL n (q)) denote the set of homomorphisms from A to GL n (q) for each choice of n and q, and note that GL n (q) acts on X(n, q) by conjugation: given ρ : A → GL n (q) and g ∈ GL n (q), set (g · ρ)(a) = gρ(a)g −1 for all a ∈ A. This breaks the set X(n, q) up into GL n (q)-orbits, and one key part of the analysis in [4] and [1] is to bound the size of each of these orbits. This involves some basic representation theory, which we now recap.
Let (M 1 , . . . , M s ) be a complete ordered tuple of pairwise non-isomorphic irreducible (hence absolutely irreducible by our assumptions on the field) F q A-modules, and let d i = dim(M i ) for each i. Choose the labelling so that M 1 is the trivial module. The degrees d i are the same for any splitting field for A, and a =
where n i M i denotes the direct sum of the module M i with itself n i times (we allow n i = 0 here). For a given F q A-module V , we therefore have an ordered s-tuple (n 1 , . . . , n s ) of nonnegative integers and two F q A-modules are isomorphic if and only if they have the same ordered s-tuple attached. Moreover, if we restrict attention to n-dimensional modules for some fixed n, then the relevant s-tuples (n 1 , . . . , n s ) for which s i=1 n i d i = n also parametrise the GL n (q)-orbits in X(n, q). It follows from the analysis in [4] and [1] that, given a tuple (n 1 , . . . , n s ), the stabilizer associated to the corresponding orbit in X(n, q) is isomorphic to a product s i=1 GL n i (q), which allows us to write down the size of the orbit by the Orbit-Stabilizer Theorem. The key to the approach presented in this note is to give a better estimate of the largest possible size for such an orbit, and to show that such a size is attained, which improves on the upper and lower bounds presented in [4] .
Results
Keep the notation from the previous section, and remember our standing assumption that F q is a splitting field for A. Before stating and proving the main technical results needed for our algorithm, we introduce some more terminology. Let n ∈ N. We say that an ordered tuple (n 1 , . . . , n s ) of integers (not necessarily non-negative) is admissible for n if s i=1 n i d i = n; if the context is clear, then we simply say the tuple is admissible. We call such an admissible tuple eligible if, in addition, n i ≥ 0 for all i. Finally, we call a tuple (n 1 , . . . , n s ) which is admissible for n ∈ N a minimal tuple for n if Proof. Part (i) follows from the fact that the dimensions and number of isomorphism classes of absolutely irreducible F q A-modules over a splitting field are independent of that field. Then (ii) follows because the shape of the stabilizer of a given orbit, as given at the end of the previous section, is independent of q. Specifically, given any eligible tuple (n 1 , . . . , n s ), the size of the associated orbit in
which is a polynomial in q with leading term q
i . Therefore, the largest degree amongst all these polynomials is attained by those polynomials corresponding to tuples for which s i=1 n 2 i is minimal. These are precisely the polynomials corresponding to minimal eligible tuples, which proves (iii).
Lemma 3.2. Given n ∈ N, there are finitely many minimal tuples for n.
Proof. Since d 1 = 1, the tuple (n, 0, 0, . . . , 0) is admissible for n, and hence for a minimal tuple (n 1 , . . . , n s ) we have
In particular, for each i we have −n ≤ n i ≤ n. This gives rise to finitely many tuples, and all the minimal tuples lie amongst these.
The above lemma shows that for each n we have finitely many minimal tuples to worry about. In fact, we can do much better than that, as the following results show.
Lemma 3.3. Given n ∈ N, write n = ka + r where k ∈ N ∪ {0} and 0 ≤ r < a.
Hence minimal tuples for n are in 1-1 correspondence with minimal tuples for r.
Proof. First note that if (r 1 , . . . , r s ) is an admissible tuple for r then
and hence (kd 1 + r 1 , . . . , kd s + r s ) is admissible for n. Conversely, if (n 1 , . . . , n r ) is admissible for n, then
Now suppose (r 1 , . . . , r s ) is minimal for r and (n 1 , . . . , n s ) is minimal for n. Since (r 1 , . . . , r s ) is minimal for r and (n 1 − kd 1 , . . . , n s − kd s ) is admissible for r, we have
But (n 1 , . . . , n r ) is minimal for n, so we must actually have equality here and hence (kd 1 + r 1 , . . . , kd s + r s ) is also minimal for n. Using this equality, we now also have
Remark 3.4. Lemma 3.3 is really at the heart of this note. It shows that, despite the fact that the whole set X(n, q) gets more and more complicated as n grows, we can still exert some control over the orbits which are largest in the sense of Lemma 3.1(iii). One cannot hope for this to be true for smaller orbits, because as n grows, so does the number of eligible tuples and hence the total number of orbits.
Lemma 3.5. There exists N ∈ N such that for all n ≥ N, all minimal tuples for n are eligible and the number of minimal tuples only depends on the value of n modulo a.
Proof. For any n ∈ N, the number of minimal tuples for n is the same as the number of minimal tuples for r, where n = ka + r with k ∈ N ∪ {0} and 0 ≤ r < a, by Lemma 3.3, so this number only depends on the value of n modulo a. Moreover, the minimal tuples for n all have the form (kd 1 + r 1 , . . . , kd s + r s ) where (r 1 , . . . , r s ) is a minimal tuple for r, again by Lemma 3.3. There are finitely many values r i as r runs over all integers between 0 and a − 1 by the argument in the proof of Lemma 3.2, and we just need to choose N large enough so that for all n ≥ N, all possible values kd i + r i ≥ 0, which can clearly be done. After this point, all the minimal tuples are also eligible.
Remark 3.6. By the argument in the proof of Lemma 3.2, if (r 1 , . . . , r s ) is a minimal tuple for 0 ≤ r < a, the minimal possible value for any r i is −r. Since each d i ≥ 1 this means that kd i + r i ≥ 0 as long as k > a − 1 for any choice of 0 ≤ r < a, so we could choose N = a(a − 1) in Lemma 3.5 if we wanted a concrete bound. However, in practice, as we shall see, the best value for N is often much less than this.
Remark 3.7. When n = ka is a multiple of a, the tuple (kd 1 , . . . , kd r ) is the unique minimal eligible tuple for n. This is because this tuple gives a global minimum for the value
amongst all tuples of real numbers (x 1 , . . . , x s ) satisfying the constraint 
i , where (r 1 , . . . , r s ) is the fixed minimal tuple picked in the statement of the result. Then
By Lemma 3.1(iii), the minimal tuples for n give rise to the orbits whose orders are polynomials of maximal degree amongst the orders of all orbits in X(n, q), and the order of each of these orbits is a polynomial in q with leading term q n 2 −a −1 n 2 −ǫr . Since X(n, q) is the disjoint union of all of the orbits it contains, the order of X(n, q) is a polynomial in q with leading term m r q n 2 (1−a −1 )−ǫr . None of the arguments used to derive this result rely on the actual value of q, only that F q is a splitting field for A. Since the degrees d i are all the same for any splitting field, we get the result.
We summarise the results obtained in the form of an algorithm:
Algorithm. The following steps will allow one to find the numbers m r , ǫ r and N from Proposition 3.8, and hence calculate the highest degree term of the polynomial |X(n, q)| for any n ≥ N.
Step 1. For each 0 ≤ r < a find all minimal tuples of integers for r; that is, find all tuples (r 1 , . . . , r s ) satisfying Step 2. Find the smallest b ∈ N ∪ {0} such that bd i + r i ≥ 0 for all r i from step 1. Then set N = ba.
Examples
We now present some examples of our algorithm and its results when applied to some groups which are relatively easy to handle. For a given minimal tuple (r 1 , . . . , r s ), we denote if r = 2k + 1 is odd.
4.3.
The symmetric group S 4 . If A = S 4 , which has order a = 24, then any field of characteristic not 2 or 3 is a splitting field for A, and the degrees of the irreducible representations over such a field are 1, 1, 2, 3 and 3. According to our algorithm we need to determine the minimal tuples for all 0 ≤ r < 24. The relevant data is summarised in the following table. 19 2 (1, 1, 1, 3, 2) 16 Of note here is the fact that in this case for every r all the minimal tuples are eligible tuples, and hence for this example the value of N = 0 (so our result is valid for all n). It is relatively straightforward to show that this is a general phenomenon which occurs when the degrees of the irreducible representations for A can be put into an ordered
It is also worth noting that this small example already shows that the value of the "error term" ǫ r can be greater than 1, so finding the degree of the polynomial |X(n, q)| is more complicated than simply taking the integer part of n 2 (1 − a −1 ).
4.4.
Further Examples. Let A = S 5 , so a = 120. Any field of characteristic larger than 5 is a splitting field for S 5 , and the degrees of the irreducible representations over such a field are 1, 1, 4, 4, 5, 5 and 6. When r = 3, the tuple (0, −1, 1, 0, 0, 0, 0) is one of four minimal tuples (the others being those naturally obtained from this one by permuting amongst entries of equal degree). Hence we cannot take N = 0 as we have negative entries for at least one value of r. In this case, the value of N provided by our algorithm is N = a = 120. For similar reasons, when A = S 6 , we also need to go up to N = a = 720. We have also calculated directly that value of N for all groups of order a ≤ 80 is either 0 or a.
Extensions and Further Remarks
In this section we outline various ways to extend the work presented, either by relaxing some of the standing assumptions made in Section 2 or by changing the groups involved. We also point out an application of this work to the study of representation varieties. We begin by discussing the restrictions we have placed on the field F q .
5.1. The assumption that F q is a splitting field. We have had the standing assumption that F q is a splitting field for A. This means, in particular, that the characteristic p of F q is coprime to the size a of the group A. This assumption allows us to assume that all modules encountered are semisimple. Some sort of semisimplicity assumption is necessary, as is shown by [4, Example 1], but it is possible to make progress in the modular case if one is willing to replace the set Hom(A, GL n (q)) with the set Hom cr (A, GL n (q)) of all homomorphisms from A to GL n (q) such that the associated representation is semisimple (completely reducible); this is the standing assumption in the paper [1] , for example. If one does this, then similar results are possible to those in Section 3, but one has to work a bit harder. For example, instead of results depending on a, one has to use the dimension of the socle of the group algebra F q A (denote this dimension by b), and one cannot hope for the results obtained to be independent of q. However, as long as the field F q is large enough so that irreducible F q A-modules modules are absolutely irreducible, the leading term of the polynomial | Hom cr (A, GL n (q))| will have the form m r q n 2 (1−b −1 )−ǫr , where the values m r and ǫ r only depend on r = n mod b.
It is even possible to make progress if one wants to relax the other condition on a splitting field -that all irreducible modules are absolutely irreducible -again at the expense of more work. Suppose F q is not a splitting field for A and let (N 1 , . . . , N s ) be a basic set of irreducible F q A-modules. It follows from Schur's Lemma that End FqA−mod (N i ) is a division ring for each i, and since any finite division ring is a field it is not hard to see that we have End FqA−mod (N i ) ≃ F q e i for some e i ≥ 1. Moreover, if we extend scalars to F q e i , then the module N i splits into a direct sum of e i absolutely irreducible F q e i A-modules, which form a single orbit under the action of the Galois group Gal(F q e i /F q ) ≃ Z e i . Conversely, given an absolutely irreducible F q e A-module M over some extension F q e of F q , taking the direct sum of the distinct Gal(F q e /F q )-conjugates of M forms a module which arises from precisely one of the N i by extension of scalars from F q to F q e . In this way, one can retrieve all of the information necessary to mimic the proofs and constructions in Section 3 over F q . In particular, one can still calculate stabilisers of representations -we see direct products of GL n (q e i )s -and can analyse tuples of integers (n 1 , . . . , n s ) such that
The final ingredient to notice is that the formula relating the degrees of the irreducible modules to the order of A (or the dimension of the socle of the group algebra in the modular case) is also more complicated; one has to consider the sum
i /e i , since each N i splits into e i absolutely irreducible modules of dimension d i /e i over the field F q e i . For justification of the claims above, see results in [2, Sec. 7] , in particular Cor. 7.11 and Prop. 7.18.
5.2.
Changing the target group. The main point of the paper [1] is to produce bounds similar to those in [4] , replacing GL n (q) with a unitary, symplectic or orthogonal group, see [1, Thm. B, Thm. C, Thm. D]. This is achieved at the expense of knowing a bit more information about the simple modules for the group A; for example, one needs to know how many of the simple modules are self-dual. However, armed with this knowledge, an approach similar to that given in this note would produce similar results for these cases too.
5.3. Dimensions of representation varieties. Let K be an algebraically closed field, and let G = GL n (K). The set X := Hom(A, G) of homomorpisms from A to G is an example of a representation variety [3] (it can be realised as a closed subvariety of the a-fold cartesian product G a ). The linear algebraic group G acts on X by restriction of the simultaneous conjugation action on G a and, as is observed in [4, Sec. 2] , under the assumption that K has characteristic zero or coprime to a, the G-orbits in X are the irreducible components of X. The dimension of such an orbit is the dimension of G minus the dimension of the associated stabilizer. The analysis in this paper shows that the maximal dimension arising is precisely n 2 (1 − a −1 ) − ǫ r , where the notation is that in Proposition 3.8, and this is therefore the dimension of X. Moreover, the number m r is precisely the number of irreducible components of maximal dimension in X.
