The Willshaw model of associative memory, implemented in a fully connected network with stochastic asynchronous dynamics, is studied. In addition to Willshaw s learning rule, the network contains uniform synaptic inhibition, of relative strength K, and negative neural threshold -8, 8& 0. The P stored memories are sparsely coded. The total number of on bits in each memory is Nf, where f is much smaller than 1 but much larger than lnN/N. Mean-field theory of the system is solved in the limit where C -=exp( -f 'P) is finite. Memory states are stable (at zero temperature), as long as C & ho=K -1+8 and ho &0. When C(ho or ho (0, P retrieval phases, highly correlated with the memory states, exist. These phases are only partially frozen at low temperature, so that the full memories can be retrieved from them by averaging over the dynamic fluctuations of the neural activity. In particular, when ho &0 the retrieval phases at low temperatures correspond to freezing of most of the population in a quiescent state while the rest are active with a time average that can be significantly smaller than the saturation level. These features resemble, to some extent, the observed patterns of neural activity in the cortex, in experiments of short-term memory tasks. The maximal value of P for which stable retrieval phases exist, scales as f /~lnf~for f »1/lnN, and as f 'ln(Nf/~lnf~) for f &&1/lnN. Numerical simulations of the model with N= 1000 and f =0.04 are presented. We also discuss the possible realization of the model in a biologically plausible architecture, where the inhibition is provided by special inhibitory neurons.
I. INTRODUCTION A. Neutral network models and biology
Recent interest in neural network models stems partly from their superficial resemblance to biological neural systems. However, relatively little progress has been made so far, in making a more concrete connection between the simplified models and the known facts concerning the architecture and operation of real neural systems.
Here we focus on two problems that arise when simple recurrent network models of associative memory are compared with neural systems in the cortex.
In most of the simple neural network models, excitation and inhibition play identical roles. The model learning rules store information by modifications of both excitatory and inhibitory synapses. Although experimental support of Hebb-like synaptic plasticity has been accumulated, most of the available evidence concerns excitatory synapses, and not inhibitory ones. ' Although this does not rule out the existence of sitnilar changes in inhibitory synapses, it does motivate the study of models in which information is stored only in excitatory synapses. A somewhat related issue is that neutrons in the cortex are believed to be either excitatory, namely, neurons that send out through their synaptic junctions only excitatory signals, or inhibitory. Although exceptions to this, socalled Dale's law, are known in other nervous systems, there is an accumulating evidence that Dale's law, in the form defined here, does hold in the cortex. ' This suggests that the two types of neurons may have different roles in the computational function of the system. In contrast, most simple models consists of neurons that send out both excitatory and inhibitory signals.
The second difficulty is concerned with the neural firing activity. The main paradigm of computation in fully connected recurrent networks (i.e. , networks with strong internal feedback} has been computation by conuer gence to an attractor.
The outcome of the computation is encoded in the persistent levels of neural activities, which are interpreted as representing firing rates of biological neurons. Recent studies considered also network models with stable limit cycles. ' " In these persistent patterns of neural activities, a significant fraction of the population exhibits activity levels that are close to their saturation value. For biology this implies that occasional firing at frequencies close to saturation rates should be observed during the execution of computational processes. These bursts of action potentials should last at least for several microscopic time units, to allow for a meaningful retrieval of information. However, recordings of neura1 activity in the cortex during various short-term memory tasks show that the firing rates of individual neurons fiuctuate in time with a time average which is very low compared to the saturation rates. ' ' Typica11y, the activity of a large fraction of the recorded neurons remains at the extremely low background level of about 3-5 spikes per second. Other neurons do exhibit enhancement in their activity level which may persist for 10 sec or more. However, the enhanced rates are still relatively low, with a long-time average that is in the range of 20-50 spikes per second. Bursts of activity with frequencies in the range of several hundred Hz, that last for at least a few milliseconds, are extremely rare. ' It is important to distinguish between firing rates measured by averaging over a population of neurons and the 41 1843 1990 where e(x)=1 for x &0 and zero otherwise. Willshaw's original network was a fully synchronized system with a simple two-layer architecture.
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The dynamic equations of the local activities are In relating the present model to biology, several problems remain. First, the dynamic fluctuations in the local activities are sensitive to quenched noise. For instance, quenched fluctuations in the values of the local thresholds will cause freezing of the local activities, at temperatures that are low relative to the width of these Auctua- tions. This freezing implies that the neurons will be forced to be either in a quiescent state or close to saturation. Secondly, in our model, the existence of stable, partially saturated phases depends on the type of dynamics.
In particular, in a fully synchronized parallel dynamics, uniform inhibition will generate oscillations with relatively high frequencies, at least at low temperatures. Thus it is important to study the behavior of this model in a more biologically realistic dynamics.
Finally, our analysis of the asymmetric network shows that in order to stabilize low firing rates by indirect inhibition, through excitatory neurons, one has to consider sizes significantly bigger than N = 1000. It should be not-j Ak, where
The quantity 1 -( J; J;t, ) is the probability that the product J; J;t, is zero. The probability that J, J is zero is (1 f ), and t-he same for J;t, . The probability that both vanish is (JV&"b), where JV «b is the probability that 
For finite C, the connected correlation goes to 0 when f~0 .
Using a similar method, it can be shown that ( J; J;k J;t ), = C I ln C lf ' . 
