Abstract. Braess's paradox, in its original context, is the counter-intuitive observation that, without lessening demand, closing roads can improve traffic flow. With the explosion of distributed (selfish) routing situations understanding this paradox has become an important concern in a broad range of network design situations. However, the previous theoretical work on Braess's paradox has focused on "designer" graphs or dense graphs, which are unrealistic in practical situations. In this work, we exploit the expansion properties of Erdős-Rényi random graphs to show that Braess's paradox occurs when np ≥ c log(n) for some c > 1.
Introduction
In 1968 Dietrich Braess observed that there were road networks such that if the travellers were behaving selfishly it was possible to improve everyone's travel time by removing roads, even roads with extremely fast travel times. Specifically, he considered the situation illustrated in Figure 1 in the case of routing one unit of flow from s to t. As we can see in Figure 1 (a) when the users behave selfishly all of the flow passes through the zero latency central edge and the total latency is 2. However, as we can see in Figure 1 (b), by removing the central zero latency edge, the selfish routing will spread the flow uniformly over the paths between s and t, resulting in an overall latency of Since its discovery Braess's paradox has spawned a significant amount of work aimed at understanding the full implications of the paradox, both theoretically [3, 5, 11, 12] and via anecdotal observations [2, 7] . In many ways the recent trend towards studying the "Price of Anarchy" [8, 10] has its roots in the discovery of Braess's paradox. However, these "worst case" analyses via designer instances give little insight into the practical consequences of Braess's paradox. Although the anecdotal evidence indicates that Braess's paradox can occur in real world, it gives little to no feeling for how prevalent or severe the paradox can be in real world networks. Recently, Valiant and Roughgarden [16] began to answer this question by providing the first proof that Braess's paradox could occur in a large class of non-designer graphs. Specifically, they showed that in sufficiently dense instances of Erdős-Rényi random graphs with affine latency functions satisfying certain mild conditions, Braess's paradox occurs with high probability (that is, with probability 1 − O(n −c ) for some c > 0). In this work we extend their results to almost all conected Erdős-Rényi random graphs. That is, with similar mild conditions on the latency function, Braess's paradox occurs with high probability in Erdős-Rényi random graphs with expected degree at least a c log(n) for some c > 1. We consider a single commodity flow on an undirected Erdős-Rényi random graph G with a designated sink s and source t with latency functions = { e } e∈E(G) associated to each edge. Letting P be the set of simple s-t paths in G, a flow is a function f : P −→ R ≥0 . The flow on an edge e with respect to a flow f is f e = P ∈Pe f (P ), where P e is the set of paths in P containing the edge e. We will say an edge is flow carrying if f e > 0, similarly, we will say a vertex v is flow carrying if it is incident to some flow carrying edge. The traffic rate, or value, of a flow f , is R = P ∈P f (P ). The latency of a path P with respect to a flow f , which we will denote as P (f ), is e∈E(P ) e (f e ). Notice that the latency of a path depends on the value of the flow on an edge, not the value of the flow on the particular path under consideration.
We concern ourselves with the case of routing an infinitely divisible flow from s to t such that each "unit" of flow behaves selfishly. That is, given a fixed traffic rate R we are interested in the properties of those flows such that there is no incentive for any "unit" of flow to change the path it is on. Alternatively, we may say that such a flow is at Nash equilibrium. One way of characterizing such flows is that for every pair P 1 , P 2 ∈ P, if f (P 1 ) > 0, then P1 (f ) ≤ P2 (f ) [17] . In particular, this implies that all flow carrying paths have the same latency at Nash equilibrium. It has been shown that every selfish routing network has a Nash equilibrium flow and further, all flow carrying paths in all possible Nash equilibrium flows have the same latency [1] . Thus, we may define L(G, , R) as the common latency of all flow carrying paths at Nash equilibrium in the graph G with the latency functions at the traffic rate R. Given this notation, Braess's paradox may be restated as the observation that there exists an instance (G, , R) and a subgraph G of G, such that L(G , , R) < L(G, , R). For a given instance, define the Braess ratio of the instance, denoted ρ(G, , R), as
Note that the Braess ratio is specification of the price of anarchy to the context of this context.
Previous Work
Recently, driven by the obvious practical applications there has been some work attempting to answer the question of whether networks can be designed to avoid Braess's paradox. A, perhaps, more important question is whether Braess's paradox can be exploited to improve the performance of already existent real world networks. Roughgarden emphatically answers these questions in the negative in [13] , by showing that unless P = NP there is not an n 2 approximation algorithm to determining a subnetwork which achieves a Braess ratio larger than 1. Further, even if the latency functions are restricted to be affine, there is still not a 4 3 approximation algorithm, and this result is tight [14] . This leads naturally to the following important practical question: Is Braess's paradox a prevalent phenomenon or, like the exponential examples for the simplex method [6, 15] , is it an academic curiosity that can be ignored in practice? The recent work of Valiant and Roughgarden [16] has begun to address this fundamental question. In order to state and understand their results, we need the following definition. A pair of distributions A and B is reasonable if -A has bounded support [A min , A max ] with A min > 0, -there is some closed interval I A of positive length, such that for every nontrivial subinterval J ⊆ I A , P(A ∈ J) > 0, and -there is some interval I B = [0, η], with η > 0, such that for every nontrival subinterval J ⊆ I B , P(B ∈ J) > 0.
Within this context they were able to show the following theorem.
be an edge sampling probability with ζ > 0 and let A and B be reasonable distributions. Let G be an Erdős-Rényi random graph with edge probability p and let e = a e f e + b e for all edges, where (a e , b e ) is distributed as A × B. There is a constant ρ = ρ(ζ, A, B) > 1 such that, with high probability the instance (G, ), admits a choice of traffic rate R such that the Braess ratio of the instance is at least ρ.
Given the importance and self evident "correctness" of Nash equilibrium flows in a practical context (especially in the context of automobile traffic) it is unsurprising that there has been significant previous work on the properties of such flows. We collect a few of the more useful results in the following lemma.
Lemma 2. Given an instance (G, , R) and an Nash equilibrium flow f for each vertex v define d s (v) as the shortest path from v to s with respect to the latencies (f ). Define d t (f ) analogously. The following properties then hold for all Nash equilibrium flows f .
1. If f is a Nash equilibrium flow for traffic rate R on the network G with latencies , then for every vertex v we have is continuous and strictly increasing function of R. 4. [13] There is a Nash equilibrium flow f so that the set of edges with f e > 0 is acyclic when considered as a directed graph.
Now by part (3) of this lemma, if the latency functions are all strictly increasing, there is a function R G (L) which gives the unique value R so that the latency of a Nash equilibrium flow on the network G with latencies is precisely L. When the underlying graph is clear, we will denote this simply as R (L).
Our Contribution
In the work of Valiant and Roughgarden the critical structural property they use in their proofs is that if p n In Section 2 we analyze an idealized network and reveal two key properties of Nash equilibria that will be used in our proof. Specifically, we observe that at particular traffic rate in this idealized network every internal vertex is at the same latency distance from s and further, every internal vertex is equidistant from s and t. In the more general case, this breaks down into two claims. The first, which we prove in Section 3, is that for any two internal vertices u and v, their latency distance to s differs by at most a fixed constant δ. Valiant and Roughgarden prove a similar result for dense Erdős-Rényi random graphs in their δ-lemma using a specialized case of our expansion based argument. The second claim is that the internal vertices are equidistant from s and t. Clearly, this cannot hold if the internal vertices do not all have the same latency distance to s, however, as we show in Section 4 the latency distance for internal vertices is roughly balanced between exiting s and entering t. We note that Valiant and Roughgarden's proof of the balance lemma would suffice at this point, however, their proof depends on a somewhat unnatural and cumbersome discretization argument which we are able to completely avoid. Finally, in Section 5 we show, to our knowledge, the first proof that Braess's paradox can occur in sparse, non-designer graphs with the following theorem.
Theorem 3. Let G be an Erdős-Rényi random graph on n vertices with edge probability p. Let A and B be reasonable distributions and let all latency functions have the form e (f e ) = a e f e + b e where (a e , b e ) is distributed according to A × B.
There are constants δ > 0, c > 1, and ρ > 1 such that, if P B ≤ δ log(n) pn ≥ c log(n), then there is a flow rate R such that the instance (G, , R) has Braess's ratio at least ρ with high probability.
Sketch of Ideas via a Motivating Example
In many ways the ideas behind the our proofs are motivated by the following example. Let G be a graph consisting of s, t, and a complete bipartite graph K n,n such that s and t are each adjacent to every vertex on opposite sides of the bipartition. That is, (Γ(s) , Γ(t)) forms the bipartition of K n,n . Define the latency function such that every edge in the K n,n has latency 0 and every edge adjacent to s or t has latency function ax + b where (a, b) is distributed as A × B. See Figure 2 (a). Since the latencies in K n,n are all 0, we can explicitly calculate the flow given two values, c and L, where c is the value of d s (v) for any vertex in the K n,n and L is the overall latency of the network. Specifically, the total flow is
We note that this implies that, up to lower order terms, c = L − c with high probability. Now, if A and B are reasonable, then let I A and I B be the two intervals witnessing their reasonableness. As in [16] choose A 1 < A 2 arbitrarily in the interior I A and B in the interior of I B . Letting B ≤B be B restricted to be at most B, we then have that in our motivating example
up to low order terms. Now we want to partition K n,n into three parts, yielding graphs G 1 , G 2 , and
. If we succeed in this, then the graph G = G 1 ∪ G 2 ∪ G 3 is a proper subgraph of G which can route more flow than G at the same latency. Then, since the latency function is strictly increasing by Lemma 2, this implies that Braess's paradox occurs. In order to do that we will again mimic the work of Valiant and Roughgarden [16] and partition the vertices into three classes based on the latency function of the edge adjacent with s or t. Specifically, fix > 0 so that (1 − )A 2 > A 1 and let E 1 be the edges with latency function ax + b such that a ≤ A 1 and b ∈ (B, (1 + )B). These are the 1-type edges. Similarly, define the X-type edges as those where the latency function ax + b is such that a ∈ ((1 − )A 2 , A 2 ) and b ≤ B and denote the set of such edges by E X . We will then choose the partition of the K n,n to force the use of 1-type edges which are underutilized in the routing in G. To that end, define G 1 as the graph induced by
Finally, G 3 is the graph induced by {s, t} and the vertices not in G 1 or G 2 . In other words, G 1 contains all the 1-type edges adjacent to s and all the X-type adjacent to t, G 2 contains all the X-type edges adjacent to s and all the 1-type adjacent to t, and the remaining edges are in G 3 . See Figure 2(b) . Now if the probability of being a 1-type edge is greater than the probability of being a Xtype edge, randomly move 1-type edges (and their associated vertices) to G 3 so that the expected degrees of s and t are the same in G 1 and G 2 . By performing the analogous operation if the probability of being an X-type edge is greater than the probability of being a 1-type edge, we may assume that the expected degrees of s and t in the same in each of G 1 , G 2 , and G 3 . That is, letting D be the expected degree of s in
Now consider R G3 (2B). Since the distribution of latencies are the same at s and t in G 3 , for every v ∈ Γ G3 ({s, t}), d s (v) = B up to lower order terms. Similarly, when considering R G (2B) we have for every vertex v ∈ Γ G ({s, t}), d s (v) = B up to lower order terms as well. Thus, the flow on edges in present in G 3 is the same (again, up to low order terms) as the flow on the corresponding edges in G. Furthermore, this also implies that the 1-type edges in G have asymptotically zero flow. Hence, we have that asymptotically
(1− )A2 D. Now we return to G 1 . By similar arguments as above there exists some constant c such that for every 1-type edge e in G 1 , a e f e + b e = c and for every X-type edge e , a e f e + b e = 2B − c. Summing over all 1-type and X-type edges in G 1 we have, asymptotically,
Solving, we have that
then Braess's paradox occurs with high probability in this example. By rearranging, we get that this condition is equivalent to
Since A 1 < A 2 , there is some > 0 which makes this inequality true and thus Braess's paradox occurs. We notice that there are two key observations that allow Braess's paradox to occur in this example. The first is that for any internal vertices u and v, d s (u) = d s (v). This observation is mimicked by the δ-lemma, which will be proved in Section 3, which says that |d s (u) − d s (v)| ≤ δ for some small δ > 0. The next key observation is that L − c = c and so the latency is balanced exiting s and entering t, which corresponds naturally to the balance lemma which we prove in Section 4.
Small Latency Separates Interior Vertices
The basis for Valiant and Roughgarden's proof of the δ-lemma is that if p is Ω n − 1 2 +ζ with ζ > 0, then there are many paths of length two between any pair of vertices. This structural property allows the flow to be spread out among many internally disjoint paths, yielding a relatively small increase in latency between any two internal vertices. Although no similar property holds for sparser Erdős-Rényi graphs, the following expansion property will provide a sufficient analog.
Lemma 4. Let G be an Erdős-Rényi random graph on n vertices with edge probability p. There is some c > 1 such that, if np > c log(n), then with high probability every subset U of the vertices is such that |Γ(U )| ≥ ( e−1 e −o(1)) min {np|U |, n} Roughly speaking, this lemma allows us to view the graph through the lens of a series of s-t cuts, each of which has a relatively large number of edges crossing the cut. This large number of edges crossing the cut allows for the flow from s to t to be spread out and guarantees that there are some low latency edges crossing the cut. Then, by moving the endpoints of these low latency edges across the cut, we get a new s-t cut and can repeat this procedure. However, there are two primary difficulties in applying this methodology. The first is that the initial cut can have a relatively small number of edges compared to the subsequent cuts, and the second is that at the some point the number of edges crossing the cut begins to decline. We deal with first by allowing the first cut to use edges with higher latency in order to get an initial "core" of vertices with which to start the method. The second difficulty is dealt with by building cuts from s and from t, and recognizing that when those cuts are close to colliding there are a large number of short (in fact, length at most two) internally disjoint paths between the two sets. This last step is the only step needed in the denser case dealt with in [16] Lemma 5. Let G be an Erdős-Rényi random graph on n vertices with edge probability p. Let A and B be reasonable distributions and let all latency functions have the form e (f e ) = a e f e + b e where (a e , b e ) is distributed according to A × B. For any sufficiently small fixed δ > 0, there are some constants c > 1 and n 0 > 0 such that, if n > n 0 , np > c log(n) and P B ≤ there are at least 1 2 P(B ≤ γ) np |U i | vertices in U i (the compliment of U i ) that are connected to a vertex in U i by an edge e with b e ≤ γ. Let U i be the set of such vertices and let E i be a set of witnesses for membership in U i . That is, for every vertex v ∈ U i there is a unique edge e ∈ E i so that e ∈ U i × {v} and b e ≤ γ. Now since (U i , U i ) is a cut and we may assume that the Nash equilibrium flow is cycle free, there is R (2B) ≤ 
Thus we define c i+1 = c i + γ + 12AmaxB
Amin|Ui| and
By the above we have that
If i * is the first i such that |Γ(U i )| ≥ 3n 5 , then this implies that
Since, by assumption P(B ≤ γ) np ≥ c log(n) for some c > 1, we have
, and thus i * ≤ log(n) for sufficiently large n. As a consequence, we have that
At this point it worth noting that the failure probability in the recursive construction of U i * is at most
≤ log(n)e Thus, with high probability, this construction method succeeds.
In a similar way, we can define
5 . Without loss of generality, we may assume that c j * − c i * > 0 and
there are at least n 10 edge disjoint paths of length at most 2 between U i * and V j * . Furthermore, by Chernoff bounds, this implies that with high probability there are at least
2 n such paths where all edges e on the path have b e ≤ δ. Now, at most half of those paths have flow more that 2
and thus
Putting all the pieces together we have that
, which, for sufficiently large n, is at most 7δ.
This control on the spread of flow carrying vertices leads to the following control on the spread of all vertices other than s and t.
Corollary 6. Let G be an Erdős-Rényi random graph on n vertices with edge probability p. Let A and B be reasonable distributions and let all latency functions have the form e (f e ) = a e f e + b e where (a e , b e ) is distributed according to A × B. For any sufficiently small fixed δ > 0 there are some constants c > 1 and n 0 > 0 such that, if n > n 0 and P B ≤ δ log(n) np ≥ c log(n), then for any two vertices u, v other than s and t in the instance (G, , R (2B)), we have |d s (u) − d s (v)| ≤ 8δ and |d t (u) − d t (v)| ≤ 8δ with high probability.
Proof. Let u and v be arbitrary vertices in G(n, p)−{s, t}. Now if c is large enough then G(n, p)−{s, t} restricted to those edges e where b e ≤ δ log(n) is connected and has diameter at most log(n) with high probability. Let P be a path from u to v in the restricted graph and suppose without loss of generality that
If the path P contains at most one flow carrying vertex, then none of the edges along the path carry any flow and thus Lemma 2 , and the claim follows. Thus there are at least two flow carrying vertices on the path P . Let u f be the closest (in terms of the path) flow carrying vertex to u and similarly for v f . Let g u be the number of edges on P between u and u f and similarly for g v . Since none of the first g u edges carry flow there is a path from u to t of length at most g u
At this point it is worth noticing that the condition that P B ≤ δ log(n) pn is likely necessary for this method to work as otherwise L(G, , R) → ∞ even when R = 0.
Equal Distance Separates the Interior from s and t
In order to prove the balance lemma, Valiant and Roughgarden discretize the space of latency functions a e f e + b e into collections where a e ∈ [iτ, (i + 1)τ ) and b e ∈ [jτ, (j + 1)τ ) for some pair (i, j) and a fixed small constant τ . They then show that if the latency cost for leaving s is significantly more than the latency cost for entering t, this implies that the flow on an edge in collection (i, j) leaving s is at least a constant factor larger (independent of i and j) than the flow entering t on an edge in collection (i, j). As this implies that more flow leaves s than enters t, this clearly is a contradiction yielding the balance lemma. We proceed in a similar manner, except we note that the random variables under consideration are all bounded and thus by applying the law of large numbers, we may side step the discretization argument in favor of a more direct argument.
Lemma 7. Let G be an Erdős-Rényi random graph on n vertices with edge probability p. Let A and B be reasonable distributions and let all latency functions have the form e (f e ) = a e f e + b e where (a e , b e ) is distributed according to A × B. For any sufficiently small fixed δ > 0 there are some constants c > 1 and n 0 > 0 such that, if n > n 0 and P B ≤ δ log(n) np ≥ c log(n), then for any vertex v other than s and t in the instance (G, , R (2B)), we have d s (v) ≤ B + 10δ with high probability.
Proof. We proceed by contradiction. Suppose that v is a vertex, other than s and t, and that d s (v) > B + 10δ. By Corollary 6, we have that for every vertex u other then s and t, d s (u) > B + 2δ. Furthermore, since for every flow carrying vertex w, d s (w) + d t (w) = 2B, this implies that every flow carrying vertex has d t (w) < B − 2δ. Now consider the flow leaving s. Let e an edge adjacent to s, then we have that a e f e + b e > B + 2δ. Further, this implies that if b e ≤ B + 2δ, then f e > B+2δ−be ae > 0. Let E s be the set of such edges. Now for any constant > 0, we have by Chernoff bounds that |E S | ≥ (1 − )P(B ≤ B + 2δ) pn with high probability (since B + 2δ is a constant and pn ≥ c log(n)). Furthermore, since the range of A is bounded and we are concerned only with a bounded range of B, we may apply the law of large numbers to get convergence. In particular, if we let B [x,y] be the random variable B conditioned on x ≤ B ≤ y, we have that
Applying a similar argument to the edges adjacent to t we have that with high probability,
Thus in order to provide the contradiction, it suffices to show that for sufficiently large n
Observing that is arbitrary, this is equivalent to showing
We note that, for positive a, b, c, 
Observing that (B + 2δ) P(B ≤ B + 2δ) ≥ (B − 2δ) P(B − 2δ), we can rearrange this to
But this follows immediately from the choice of B and δ, and the reasonableness of B.
Braess's Paradox Occurs in Erdős-Rényi Graphs
As in Section 2 and in Valiant and Roughgarden's work [16] , in order to form the more efficient subnetwork we will classify edges adjacent to s and t as either 1-type, X-type or unclassified. We will then use these classifications to create a graph G so that R G (2B (1 − µ) ) > R G (2B) for some µ. In the construction that follows it will be convenient to suppose that p 1 √ n , and in particular, that Γ(s) ∩ Γ(t) = ∅ with high probability. We will now construct G be partitioning the internal vertices of G into three sets and considering only edges that are induced by one of the sets or are incident to one of s and t.
To that end, let p 1 be the probability that an edge is 1-type, that is, the latency function a e f e +b e satisfies that b e ∈ (B, (1+ )B) and a e ≤ A 1 . Similarly, define p X as the probability that an edge is X-type, in other words, b e ≤ B and a e ∈ ((1 − )A 2 , A 2 ). Now define p * = min {p 1 , p X }. With this notation we create three collections of vertices as follows:
Suppose e is adjacent to s in G u . Then by the Lemma 7, we have that a e f e + b e ≤ B + 10δ, and in particular f e ≤ 
Summing over the neighbors of s in G U we have that there is at most (1+ * )(1− 2p * )pn 20δ
Amin more flow along those edges in G than in G . Now let e s be adjacent to s in G 1X and let e t be adjacent to t in G 1X . Then we have that 
Thus B − 2µB − 2 B − 8δ ≤ A 1 f es + A 2 f et . Summing over all choices of e s and e t we get
In particular, − µ) ). Finally, consider the flow in G on the edges adjacent to s that appear in either G 1X or G X1 . For the edges in that appear in G 1X the flow is at most 10δ Amin by Lemma 7. Similarly, the flow in G for an edge that appears in G X1 is at most
B+10δ
(1− )A2 . Thus. letting , * , δ, µ → 0, we have that in this limit
where the last inequality follows from the fact that A 1 < A 2 . Thus, by continuity, for , * , µ, δ sufficiently small, R G (2B (1 − µ) ) > R G (2B) and Braess's paradox occurs with Braess ratio (1 − µ) −1 .
Now the proof of Valiant and Roughgarden [16] deals with the case where p n − 1 2 +ζ for some ζ > 0 and our proof deals with the case where p n − 1 2 , leaving a small gap between these results. The only difficulty in extending our results to cover the gap is dealing with that fact that within this range of p there is a positive probability of Γ(s) ∩ Γ(t) = ∅. However, this gap can be closed by using the more complicated partitioning scheme used by Valiant and Roughgarden which appropriately deals with vertices in Γ(s) ∩ Γ(t). Thus, with an appropriate choice of distribution for the latency function, there is a flow for which Braess's paradox occurs with high probability in G(n, p) almost down to the connectivity threshold. In fact, it is plausible that this work could be expanded to a broader class of expanders than G(n, p) under certain degree conditions.
