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a b s t r a c t
LetI,J be symmetric quasi-Banach ideals of compact operators on an infinite-dimensional
complex Hilbert space H , let J : I be the space of multipliers from I to J. Obviously,
ideals I and J are quasi-Banach algebras and it is clear that ideal J is a bimodule for I.
We study the set of all derivations from I into J. We show that any such derivation is
automatically continuous and there exists an operator a ∈ J : I such that δ(·) = [a, ·],
moreover ∥a + α1∥B(H) ≤ ∥δ∥I→J ≤ 2C∥a∥J:I for some complex number α, where C is
the modulus of concavity of the quasi-norm ∥ · ∥J and 1 is the identity operator on H . In
the special case, when I = J = K(H) is a symmetric Banach ideal of compact operators
on H our result yields the classical fact that any derivation δ onK(H) may be written as
δ(·) = [a, ·], where a is some bounded operator on H and ∥a∥B(H) ≤ ∥δ∥I→I ≤ 2∥a∥B(H).
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let I,J be ideals of compact operators on an infinite-dimensional complex Hilbert space H . Obviously, J is an I-module
and we can consider the set Der(I,J) of all derivations δ : I → J. Consider two closely related questions (here, B(H) is
the set of all bounded linear operators on H):
Question 1.1. Let δ ∈ Der(I,J). Does there exist a bounded operator a ∈ B(H) such that δ(x) = [a, x] for every x ∈ I?
Question 1.2. What is the set D(I,J) = {a ∈ B(H) : [a, x] ∈ J, ∀x ∈ I}?
The second question was completely answered by Hoffman in [1], who also coined the term J-essential commutant of I
for the set D(I,J). We completely answer the first question in the setting when the ideals I,J are symmetric quasi-Banach
(see precise definition in the next section). In this setting, it is also natural to ask.
Question 1.3. Let δ ∈ Der(I,J). Is it continuous?
Of course, if δ ∈ Der(I,J) is such that δ(x) = [a, x] for some a ∈ B(H) (that is when δ is implemented by the operator
a), then δ is a continuous mapping from (I, ∥ · ∥I) to (J, ∥ · ∥J), that is a positive answer to Question 1.1 implies also a
positive answer to Question 1.3. However, in this paper, we are establishing a positive answer to Question 1.1 via firstly
answering Question 1.3 in positive. Both these results (Theorems 3.1 and 3.2) are proven in Section 3. We also provide a
detailed discussion of the J-essential commutant of I in Section 4.
It is also instructive to outline a connection between Questions 1.1 and 1.3 with some classical results. It is well known
[2, Lemma 4.1.3] that every derivation on a C∗-algebra is norm continuous. In fact, this also easily follows from the following
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well-known fact [2, Corollary 4.1.7] that every derivation on a C∗-algebraM ⊂ B(H) is given by a reduction of an inner
derivation on a vonNeumann algebraMwo (theweak closure ofM in the C∗-algebraB(H)). The latter result [2, Lemma 4.1.4
and Theorem4.1.6], in the settingwhenM is a C∗-algebraK(H) of all compact operators onH states that for every derivation
δ onM there exists an operator a ∈ B(H) such that δ(x) = [a, x] for every x ∈ K(H), in addition, ∥a∥B(H) 6 ∥δ∥M→M . The
ideal K(H) equipped with the uniform norm is an element from the class of so-called symmetric Banach operator ideals
in B(H) and evidently this example also suggests the statements of Questions 1.1 and 1.3. In the case of Schatten ideals
Cp(H) = {x ∈ K(H) : ∥x∥p = tr(|x|p) 1p < ∞}, where |x| = (x∗x) 12 , 1 6 p < ∞, somewhat similar problems concerning
derivations from Cp(H) into Cr(H) were also considered in the work by Kissin and Shulman [3]. In particular, it is shown
in [3] that every closed ∗-derivation δ from Cp(H) into Cr(H) is implemented by a symmetric operator S, in addition the
domain D(δ) of δ is dense ∗-subalgebra in Cp(H). In our case, we have D(δ) = Cp and it follows from our results that the
derivation δ is necessarily continuous and implemented by an operator a ∈ B(H).
It is also worth to mention that Hoffman’s results in [1] were an extension of earlier results by Calkin [4] who considered
the case when I = B(H). Recently, Calkin’s and Hoffman’s results were extended to the setting of general von Neumann
algebras in [5,6] and, in the special setting when I = J, Questions 1.1 and 1.3 were also discussed in [7]. However, our
methods in this paper are quite different from all the approaches applied in [1,3–6].
As a corollary of solving Questions 1.1 and 1.3, in Theorem 3.6 we present a description of all derivations δ acting from a
symmetric quasi-Banach idealI into a symmetric quasi-Banach idealJ. Indeed, every such derivation δ is an inner derivation
δ(·) = δa(·) = [a, ·], where a is some operator from J-dual space J : I of I. Recall that D(I,J) = J : I + C1 [1], where
1 is the identity operator in B(H). Theorem 3.6 gives a complete answer to Question 1.2. In particular, using the equality
Cr : Cp = Cq, 0 < r < p < ∞, 1q = 1r − 1p , we recover Hoffman’s result that any derivation δ : Cp → Cr has a form δ = δa
for some a ∈ Cq. If 0 < p 6 r <∞, then D(Cp, Cr) = B(H).
When I,J are arbitrary symmetric quasi-Banach ideals of compact operators and I ⊆ J, then J : I = B(H), and, in
this case, a linear operator δ : I → J is a derivation if and only if δ = δa for some a ∈ B(H). However, if I ⊈ J, then to
obtain a complete description of J-essential commutant of I we need a procedure of finding J : I.
To this end, we use the classical Calkin’s correspondence between two-sided ideals I of compact operators and
rearrangement invariant solid sequence subspaces EI of the space c0 of null sequences. The meaning of this correspondence
is the following. Take a compact operator x ∈ I and consider a sequence of eigenvalues {λn(x)}∞n=1 ∈ c0. For each sequence
ξ = {ξn} ∈ c0, let ξ ∗ = {ξ ∗n }∞n=1 denote a decreasing rearrangement of the sequence |ξ | = {|ξn|}∞n=1. The set
EI := {{ξn}∞n=1 ∈ c0 : {ξ ∗n }∞n=1 = {λ∗n(|x|)}∞n=1 for some x ∈ I},
is a solid linear subspace in the Banach lattice c0. In addition, the space EI is rearrangement invariant, that is if η ∈ c0, ξ ∈
EI, η∗ = ξ ∗, then η ∈ EI. Conversely, if E is a rearrangement invariant solid sequence subspace in c0, then
CE = {x ∈ K(H) : {λn(|x|)}∞n=1 ∈ E}
is a two-sided ideal of compact operators fromB(H).
For the proof of the following theorem we refer to Calkin’s original paper, [4], and to Simon’s book, [8, Theorem 2.5].
Theorem 1.4. The correspondence I↔ EI is a bijection between rearrangement invariant solid spaces in c0 and two-sided ideals
of compact operators.
In the recent paper [9] this correspondence has been extended to symmetric quasi-Banach (Banach) ideals and p-convex
symmetric quasi-Banach (Banach) sequence spaces. We use the notation ∥ · ∥B(H) and ∥ · ∥∞ to denote the uniform norm
onB(H) and on l∞ respectively.
Recall, that a two-sided ideal I of compact operators from B(H) is said to be symmetric quasi-Banach (Banach) ideal if it
is equipped with a complete quasi-norm (respectively, norm) ∥ · ∥I such that
∥axb∥I 6 ∥a∥B(H)∥x∥I∥b∥B(H), x ∈ I, a, b ∈ B(H).
A symmetric quasi-Banach (Banach) sequence space E ⊂ c0 is a rearrangement invariant solid sequence space equipped
with a complete quasi-norm (respectively, norm) ∥ ·∥E such that ∥η∥E ≤ ∥ξ∥E for every ξ ∈ E and η ∈ c0 such that η∗ 6 ξ ∗.
It is clear that if (I, ∥ · ∥I) is a symmetric quasi-Banach ideal of compact operators, x ∈ I and y ∈ K(H) is such that
{λ∗n(|y|)}∞n=1 6 {λ∗n(|x|)}∞n=1, then y ∈ I and ∥y∥I ≤ ∥x∥I. In Theorem 4.4 we show that if EI is a rearrangement invariant
solid space in c0 corresponding to symmetric quasi-Banach ideal I, then setting ∥ξ∥EI := ∥x∥I (where x ∈ I is such that
ξ ∗ = {λ∗n(|x|)}∞n=1) we obtain that (EI, ∥ · ∥EI) is a symmetric quasi-Banach sequence space. The converse implication is
much harder [9].
Theorem 1.5. If (E, ∥ · ∥E) is a symmetric Banach (respectively, p-convex symmetric quasi-Banach) sequence space in c0, then
CE equipped with the norm
∥x∥CE := ∥{λ∗n(|x|)}∞n=1∥E
is a symmetric Banach (respectively, p-convex quasi-Banach) ideal of compact operators fromB(H).
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In [10] it was shown that for J = C1 is the trace class and an arbitrary two-sided ideal I with C1 ⊂ I ⊂ K(H) the
C1-dual space (also sometimes called the Köthe dual) I× := C1 : I of I is precisely an ideal corresponding to symmetric
sequence space l1 : EI, where l1 : EI is l1-dual space of EI (see precise definitions in Section 4). If I is a symmetric Banach
ideal of compact operators, then C1-dual space I× is symmetric Banach ideal of compact operator and norms on C1 : I and
Cl1:EI are equal [11]. We extend these results to arbitrary symmetric quasi-Banach ideals I,J of compact operators with
I ⊈ J, that allows to describe completely all derivations from one symmetric quasi-Banach ideal to another. In addition,
we use the technique of J-dual spaces in order to obtain the estimation ∥δa∥I→J 6 2∥a∥J:I for an arbitrary derivation
δ = δa : I→ J, a ∈ J : I.
2. Preliminaries
Let H be an infinite-dimensional Hilbert space over the field C of complex numbers and B(H) be the C∗-algebra of all
bounded linear operators on H . Set
Bh(H) = {x ∈ B(H) : x∗ = x},
B+(H) = {x ∈ Bh(H) : ∀ϕ ∈ H (x(ϕ), ϕ) > 0},
P (H) = {p ∈ B(H) : p = p2 = p∗}.
It is well known [12, Chapter 2, Section 4] that B+(H) is a proper cone in Bh(H) and with the partial order given by
x 6 y ⇔ y − x ∈ B+(H) the set Bh(H) is a partially ordered vector space over the field R of real numbers, satisfying
y∗xy > 0 for all y ∈ B(H), x ∈ B+(H). Note, that −∥x∥B(H)1 6 x 6 ∥x∥B(H)1 for all x ∈ Bh(H), where 1 is the identity
operator on H . It is known (see e.g. [12, Chapter 4, Section 2, Proposition 4.2.3]) that every operator x in Bh(H) can be
uniquely written as follows: x = x+ − x−, where x+, x− ∈ B+(H) and x+x− = 0. In addition, every operator x ∈ B(H) can
be represented as x = u|x| (the polar decomposition of the operator x), where |x| = (x∗x) 12 and u is a partial isometry in
B(H) such that u∗u is the right support of x [13, Chapter VI, Section 5, Theorem VI.10].
We need the following useful proposition.
Proposition 2.1 ([14, Chapter 2, Section 4, Proposition 2.4.3]). If x, y ∈ B+(H), x 6 y, then there exists an operator a ∈ B(H)
such that ∥a∥B(H) 6 1 and x = a∗ya.
Let K(H) be a two-sided ideal in B(H) of all compact operators and x ∈ K(H). The eigenvalues {λn(|x|)}∞n=1 of the
operator |x| arranged in decreasing order and repeated according to algebraic multiplicity are called singular values of the
operator x, i.e. sn(x) = λn(|x|), n ∈ N, where λ1(|x|) > λ2(|x|) > · · · and N is the set of all natural numbers. We need the
following properties of singular values.
Proposition 2.2 ([15, Chapter II]).
(a) sn(x) = sn(x∗), sn(αx) = |α|sn(x) for all x ∈ K(H), α ∈ C;
(b) sn(xb) 6 sn(x)∥b∥B(H), sn(bx) 6 sn(x)∥b∥B(H) for all x ∈ K(H), b ∈ B(H).
Let F (H) be a two-sided ideal in B(H) of all operators with finite range and let I be an arbitrary proper two-sided
ideal inB(H). Then I is a ∗-ideal [12, Chapter 6, Section 8, Proposition 6.8.9] and the following inclusion holds: F (H) ⊆ I
[12, Chapter 6, Section 8, Theorem 6.8.3], in particular, I contains all finite-dimensional projections from P (H). If H is a
separable Hilbert space, then the inclusion I ⊆ K(H) also holds [4, Theorem 1.4]. If, however, H is not separable, then for
proper two-sided ideals inB(H)we have the following proposition.
Proposition 2.3 ([10, Proposition 1]).
(i) D = {x ∈ B(H) : x(H) is separable} is a proper two-sided ideal inB(H), in additionK(H) ⊂ D;
(ii) If I is an ideal inB(H), then either I ⊆ K(H) or D ⊆ I.
Let X be a linear space over the fieldC. A function ∥ · ∥ from X toR is a quasi-norm, if for all x, y ∈ X, α ∈ C the following
properties hold:
(1) ∥x∥ > 0, ∥x∥ = 0⇔ x = 0;
(2) ∥αx∥ = |α|∥x∥;
(3) ∥x+ y∥ 6 C(∥x∥ + ∥y∥), C > 1.
The couple (X, ∥ · ∥) is called a quasi-normed space and the least of all constants C satisfying the inequality (3) above is
called the modulus of concavity of the quasi-norm ∥ · ∥.
It is known (see e.g. [16, Section 1]) that for each quasi-norm ∥ · ∥ on X there exists an equivalent p-additive quasi-
norm ||| · |||, that is a quasi-norm ||| · ||| on X satisfying the following property of p-additivity: |||x + y|||p 6 |||x|||p + |||y|||p,
where p is such that C = 2 1p−1, in particular, 0 < p 6 1 since C > 1. In this case, the function d : X2 → R defined by
d(x, y) := |||x− y|||p, x, y ∈ X is an invariant metric on X , and in the topology τd, generated by the metric d, the linear space
X is a topological vector space. If (X, d) is a complete metric space, then (X, ∥ · ∥) is called a quasi-Banach space and the
quasi-norm ∥ · ∥ is a complete quasi-norm; in this case, (X, τd) is an F-space.
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Proposition 2.4. Let (X, ∥ · ∥) be a quasi-Banach space with the modulus of concavity C, let ||| · ||| be a p-additive quasi-norm
equivalent to the quasi-norm ∥ · ∥, C = 2 1p−1. If xn ∈ X, n ≥ 1 and∞n=1 |||xn|||p < ∞, then the series∞n=1 xn converges in
(X, ∥ · ∥), i.e. there exists x ∈ X such that x−kn=1 xn→ 0 for k →∞.
Proof. For partial sums Sk =kn=1 xn we have
d(Sk+l, Sk) = |||Sk+l − Sk|||p = |||
k+l
n=l+1
xn|||p 6
k+l
n=l+1
|||xn|||p → 0 for k, l →∞,
i.e. {Sk}∞k=1 is a Cauchy sequence in (X, d). Since the metric space (X, d) is complete, there exists x ∈ X such that
d(Sk, x) = |||Sk − x|||p → 0 for k → ∞. Since quasi-norms ∥ · ∥ and ||| · ||| are equivalent we have that ∥Sk − x∥ → 0
for k →∞. 
Let (X, ∥ · ∥X ), (Y , ∥ · ∥Y ) be quasi-normed spaces and let B(X, Y ) be the linear space of all bounded linear mappings
T : X → Y . For each T ∈ B(X, Y ) set ∥T∥B(X,Y ) = sup{∥Tx∥Y : ∥x∥ 6 1}. As in the case of normed spaces, the setB(X, Y )
coincides with the set of all continuous linear mappings from X into Y , moreover, the function ∥ · ∥B(X,Y ) : B(X, Y )→ R is
a quasi-norm onB(X, Y ) whose modulus of concavity, does not exceed the modulus of concavity of the quasi-norm ∥ · ∥Y
[16, Section 1]. Furthermore, ∥Tx∥Y 6 ∥T∥B(X,Y )∥x∥X for all T ∈ B(X, Y ) and x ∈ X .
Proposition 2.5. If (Y , ∥ · ∥Y ) is a quasi-Banach space, then (B(X, Y ), ∥ · ∥B(X,Y )) is a quasi-Banach space too.
Proof. Since ∥ · ∥Y is a quasi-norm on Y , there exists a p-additive quasi-norm ||| · |||Y equivalent to ∥ · ∥Y , i.e. α1|||y|||Y 6
∥y∥Y 6 β1|||y|||Y for all y ∈ Y and some constants α1, β1 > 0. Similarly, there exists a q-additive quasi-norm ||| · |||B(X,Y )
equivalent to the quasi-norm ∥ · ∥B(X,Y ), i.e. α2|||T |||B(X,Y ) 6 ∥T∥B(X,Y ) 6 β2|||T |||B(X,Y ) for all T ∈ B(X, Y ) and some
α2, β2 > 0, 0 < p, q 6 1.
Let {Tn}∞n=1 be a Cauchy sequence in (B(X, Y ), d), where d(T , S) = |||T − S|||qB(X,Y ), T , S ∈ B(X, Y ). Fix ε > 0 and select
a positive integer n(ε) such that |||Tn − Tm|||qB(X,Y ) < εq for all n,m > n(ε). For every x ∈ X we have
|||Tnx− Tmx|||pY 6
1
α
p
1
∥Tnx− Tmx∥pY 6
1
α
p
1
∥Tn − Tm∥pB(X,Y )∥x∥pX
6

β2
α1
p
|||Tn − Tm|||pB(X,Y )∥x∥pX <

β2
α1
p
∥x∥pXεp for n,m > n(ε).
Thus, {Tnx}∞n=1 is a Cauchy sequence in (Y , dY ), where dY (x, y) = |||x− y|||pY . Since themetric space (Y , dY ) is complete, there
exists T (x) ∈ Y such that |||Tn(x)− T (x)|||pY → 0 for n →∞. The verification that T ∈ B(X, Y ) and |||Tn − T |||qB(X,Y ) → 0 for
n →∞ is routine and is therefore omitted. 
Let I be a nonzero two-sided ideal inB(H).
A quasi-norm ∥ · ∥I : I→ R is called symmetric quasi-norm if
(1) ∥axb∥I 6 ∥a∥B(H)∥x∥I∥b∥B(H) for all x ∈ I, a, b ∈ B(H);
(2) ∥p∥I = 1 for any one-dimensional projection p ∈ I.
Proposition 2.6 (Compare [15, Chapter III, Section 2]). Let ∥ · ∥I be a symmetric quasi-norm on a two-sided ideal I. Then
(a) ∥x∥I = ∥x∗∥I =
|x|
I
for all x ∈ I;
(b) If x ∈ I ⊂ K(H), y ∈ K(H), sn(y) 6 sn(x), n = 1, 2, . . . , then y ∈ I and ∥y∥I 6 ∥x∥I;
(c) If I ⊂ K(H), then ∥x∥B(H) 6 ∥x∥I for all x ∈ I.
Proof. (a) Let x = u|x| be the polar decomposition of the operator x. Then ∥x∥I = ∥u|x|∥I 6
|x|
I
. Since u∗x = |x|, the
inequality
|x|
I
6 ∥x∥I holds and so
|x|
I
= ∥x∥I. Using the equalities x∗ = |x|u∗, x∗u = |x| in the same manner, we
obtain that
|x|
I
= ∥x∗∥I.
(b) Since x, y are compact operators and sn(y) 6 sn(x) we have sn(y) = αnsn(x), where 0 6 αn 6 1, n ∈ N. By
the Hilbert–Schmidt theorem, there exists an orthogonal system of eigenvectors {ϕn}∞n=1 for the operator |y| such that|y|(ϕ) = ∞n=1 sn(y)cnϕn, where cn = (ϕ, ϕn), ϕ ∈ H . Since sn(y) = αnsn(x), it follows that card{ϕn} 6 card{ψn}, where{ψn}∞n=1 is an orthogonal system of eigenvectors for the operator |x|. Thus, there exists a unitary operator u ∈ B(H) such
that u(ψn) = ϕn, in addition, u|x|u−1 > |y|.
By Proposition 2.1, there exists an operator a ∈ B(H)with ∥a∥B(H) 6 1 such that |y| = a∗u|x|u−1a. Consequently, |y| ∈ I
and
|y|
I
6
|x|
I
, thus y ∈ I and ∥y∥I 6 ∥x∥I.
(c) Let y(·) = s1(x)(·, ϕ)ϕ, where ϕ is an arbitrary vector in H with ∥ϕ∥H = 1. Whereas sn(y) 6 sn(x), we have
∥x∥B(H) = s1(x) = ∥y∥B(H) = ∥y∥I 6 ∥x∥I (see (b)). 
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A two-sided ideal I of compact operators fromB(H) is called a symmetric quasi-Banach (respectively, Banach) ideal, if
I is equipped with a complete symmetric quasi-norm (respectively, norm).
Let I,J be two-sided ideals of compact operators from B(H). A linear mapping δ : I → J is called a derivation, if
δ(xy) = δ(x)y+ xδ(y) for all x, y ∈ I. If, in addition, δ(x∗) = (δ(x))∗ for all x ∈ I, then δ is called a ∗-derivation. Denote by
Der(I,J) the linear space of all derivations from I into J.
For each derivation δ : I→ J define the mappings δRe(x) := δ(x)+δ(x∗)∗2 and δIm(x) := δ(x)−δ(x
∗)∗
2i , x ∈ I. It is easy to see
that δRe and δIm are ∗-derivations from I into J, moreover δ = δRe + iδIm.
If a ∈ B(H), then the mapping δa : B(H) → B(H) given by δa(x) := [a, x] = ax − xa, x ∈ B(H), is a derivation.
Derivations of this type are called inner. When I is a two-sided ideal inB(H), then δa(I) ⊂ I for all a ∈ B(H). If J is also a
two-sided ideal inB(H) and a ∈ J, then δa(I) ⊂ I ∩ J.
3. The set Der(I,J) for symmetric quasi-Banach ideals I and J
The following theorem gives a positive answer to Question 1.3.
Theorem 3.1. Let I,J be symmetric quasi-Banach ideals of compact operators from B(H) and δ is a derivation from I into J.
Then δ is a continuous mapping from I into J, i.e. δ ∈ B(I,J).
Proof. Without loss of generality wemay assume that δ is a ∗-derivation. The spaces (I, ∥ ·∥I), (J, ∥ ·∥J) are F-spaces, and
therefore it is sufficient to prove that the graph of δ is closed. Suppose a contrary, that is there exists a sequence {xn}∞n=1 ⊂ I
such that ∥ · ∥I − limn→∞ xn = 0 and ∥ · ∥J − limn→∞ δ(xn) = x ≠ 0.
Since xn = Rexn+ iImxn for all n ∈ N, where Rexn = xn+x∗n2 , Imxn = xn−x
∗
n
2 , and ∥xn∥I → 0, ∥x∗n∥I = ∥xn∥I → 0, we have
∥Rexn∥I =
xn + x∗n2

I
6
C(∥xn∥I + ∥x∗n∥I)
2
→ 0
and
∥Imxn∥I =
xn − x∗n2

I
6
C(∥xn∥I + ∥x∗n∥I)
2
→ 0,
where C is the modulus of concavity of the quasi-norm ∥ · ∥I. Consequently, we may assume that x∗n = xn for all n ∈ N. In
this case, from the relationships
x
∥·∥J←−− δ(xn) = δ(x∗n) = δ(xn)∗
∥·∥J−−→ x∗,
we obtain x = x∗.
Writing x = x+ − x−, where x+, x− > 0 and x+x− = 0, we may assume that x+ ≠ 0, otherwise we consider the
sequence {−xn}∞n=1. Since x+ is a nonzero positive compact operator, λ = ∥x+∥B(H) is an eigenvalue of x+ corresponding to
a finite-dimensional eigensubspace. Let q be a projection onto this subspace.
Fix an arbitrary non-zero vector ϕ ∈ q(H) and consider the projection p onto the one-dimensional subspace spanned
by ϕ. Combining the inequality p 6 q with the equality qx+q = λq, we obtain pxp = pqxqp = λpqp = λp. Replacing, if
necessary, the sequence {xn}∞n=1 with the sequence { xnλ }∞n=1, we may assume
pxp = p. (1)
Since p is one-dimensional, it follows that pap = αp, α ∈ C for any operator a ∈ B(H), in particular, pxnp = αnp,
therefore |αn| = ∥pxnp∥I → 0 for n →∞. Writing
∥δ(p)xnp∥J 6 ∥δ(p)∥J∥xnp∥B(H) 6 ∥δ(p)∥J∥xn∥B(H) 6 ∥δ(p)∥J∥xn∥I,
we infer ∥δ(p)xnp∥J → 0 and ∥pxnδ(p)∥J = ∥(δ(p)xnp)∗∥J → 0.
Since pxp
(1)= p ∈ J, we have
∥δ(pxnp)− pxp∥J = ∥δ(p)xnp+ pδ(xn)p+ pxnδ(p)− pxp∥J
6 C1∥δ(p)xnp+ pxnδ(p)∥J + C1∥pδ(xn)p− pxp∥J
6 C21∥δ(p)xnp∥J + C21∥pxnδ(p)∥J + C1∥pδ(xn)p− pxp∥J → 0,
where C1 is the modulus of concavity of the quasi-norm ∥ · ∥J , i.e. δ(pxnp) ∥·∥J−−→ pxp. Hence
p
(1)= pxp = ∥ · ∥J − lim
n→∞ δ(pxnp) = ∥ · ∥J − limn→∞ δ(αnp) = ∥ · ∥J − limn→∞αnδ(p) = 0,
which is a contradiction, since p ≠ 0.
Consequently, δ is a continuous mapping from (I, ∥ · ∥I) into (J, ∥ · ∥J). 
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Note, that in [7, Theorem 8] a version of Theorem 3.1 is obtained for the case of an arbitrary symmetric Banach ideal
I = J of τ -compact operators in a von Neumann algebraM equipped with a semi-finite normal faithful trace τ .
The following theorem gives a positive answer to Question 1.1.
Theorem 3.2. If I,J are symmetric quasi-Banach ideals of compact operators fromB(H), then for every derivation δ : I→ J
there exists an operator a ∈ B(H) such that δ(·) = δa(·) = [a, ·], in addition, ∥a∥B(H) 6 ∥δ∥B(I,J).
Proof. Fix an arbitrary vector ϕ0 ∈ H with ∥ϕ0∥H = 1 and consider projection p0(·) := (·, ϕ0)ϕ0 onto one-dimensional
subspace spanned by ϕ0. Obviously, p0 ∈ I ∩ J.
Let x ∈ I, x(ϕ0) = 0 and ϕ ∈ H . Since
xp0(ϕ) = x(p0(ϕ)) = x

(ϕ, ϕ0)ϕ0
 = (ϕ, ϕ0)x(ϕ0) = 0,
it follows that xp0 = 0, and so δ(xp0)(ϕ0) = 0. Consequently, the linear operator a(z(ϕ0)) = δ(zp0)(ϕ0) is correctly defined
on the linear subspace L := {z(ϕ0) : z ∈ I} ⊂ H . If ϕ ∈ H, z(·) = (·, ϕ0)ϕ, then z ∈ I and z(ϕ0) = ϕ, which implies L = H .
For arbitrary z ∈ B(H), ϕ ∈ H , we have
|zp0|2(ϕ) = (p0z∗zp0)(ϕ) = (p0z∗z)((ϕ, ϕ0)ϕ0) = (ϕ, ϕ0)p0(z∗z(ϕ0))
= (zϕ0, zϕ0)(ϕ, ϕ0)ϕ0 = (zϕ0, zϕ0)p0(ϕ) = ∥z(ϕ0)∥2Hp0(ϕ),
in particular, ∥zp0∥B(H) =
|zp0|B(H) =  ∥z(ϕ0) ∥H p0B(H) = ∥z(ϕ0)∥H . Applying this observation together with
Theorem 3.1 guaranteeing ∥δ(x)∥J 6 ∥δ∥B(I,J)∥x∥I for all x ∈ I, we have
∥a(x(ϕ0))∥H = ∥δ(xp0)(ϕ0)∥H = ∥δ(xp0)p0∥B(H) 6 ∥δ(xp0)∥B(H)∥p0∥B(H)
6 ∥δ(xp0)∥J 6 ∥δ∥B(I,J)∥xp0∥I
6 ∥δ∥B(I,J)∥p0∥I∥xp0∥B(H) = ∥δ∥B(I,J)∥x(ϕ0)∥H .
This shows that a is a bounded operator on H and ∥a∥B(H) 6 ∥δ∥B(I,J).
Finally, for all x, z ∈ I we have
[a, x](z(ϕ0)) = ax(z(ϕ0))− xa(z(ϕ0)) = a(xz(ϕ0))− xa(z(ϕ0))
= δ(xzp0)(ϕ0)− xδ(zp0)(ϕ0) = δ(x)zp0(ϕ0) = δ(x)z(ϕ0)
and since L = H , it follows δ(·) = [a, ·] = δa(·). 
Let I,J be arbitrary two-sided ideals inB(H). The set
D(I,J) = {a ∈ B(H) : ax− xa ∈ J, ∀x ∈ I}
is called the J-essential commutant of I, and the set
J : I = {a ∈ B(H) : ax ∈ J, ∀x ∈ I}
is called the J-dual space of I. It is clear that J : I is a two-sided ideal in B(H). Hence J : I is a ∗-ideal, and therefore
xa ∈ J for all x ∈ I, a ∈ J : I. If I ⊈ J, then 1 ∉ J : I, i.e. J : I ≠ B(H), and so J : I is a proper ideal in
B(H). However, in case when I ⊆ J we have J : I = B(H), in particular, Cr : Cp = B(H) for all 0 < p 6 r , where
Cp = {x ∈ K(H) : ∥x∥p =

tr(|x|p) 1p < ∞} is the Schatten ideal of compact operators from B(H), 0 < p < ∞, tr is the
standard trace onB+(H).
Proposition 3.3. If I,J are proper two-sided ideals of compact operators inB(H) and I ⊈ J, then J : I ⊂ K(H).
Proof. Since I ⊈ J,J : I is a proper two-sided ideal in B(H). If H is a separable Hilbert space, then J : I ⊂ K(H)
[4, Theorem 1.4]. Suppose that H is not separable and J : I ⊈ K(H). By Proposition 2.3, the proper two-sided ideal
D = {x ∈ B(H) : x(H) is separable } ⊂ J : I. Since I ⊈ J there exists a positive compact operator a ∈ I \ J. Since
a ∈ D , we have that L := a(H) is separable. Let p ∈ P (H) be the orthogonal projection onto L. Since a ∉ J, it follows that
L is infinite-dimensional subspace. Indeed, if it were not the case, then a would be a finite rank operator and automatically
belonging to a ∈ J. Therefore p ∈ D \K(H) ⊂ J : I, in addition, 0 ≠ a = pap ∈ (pIp) \ (pJp), i.e. pIp ⊈ pJp. Since L is a
separable Hilbert space, we have (pJp) : (pIp) ⊂ K(L).
Let y ∈ pIp, i.e. y = py′p for some y′ ∈ I. Since p ∈ D ⊂ J : I we have py′ ∈ J, hence, p(py′)p ∈ pJp. Consequently,
p ∈ (pJp) : (pIp), i.e. p is a compact operator in L, which is a contradiction. Thus, J : I ⊂ K(H). 
For arbitrary two-sided ideals I,J inB(H)we denote by d(I,J) the set of all derivations δ fromB(H) intoB(H) such
that δ(I) ⊂ J. To characterize the set d(I,J)we need the following theorem.
Theorem 3.4 ([1, Theorem 1.1]). D(I,J) = J : I+ C1.
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It should be noted that Theorem 3.4 holds for arbitrary von Neumann algebras, i.e. for any two-sided ideals I,J in von
Neumann algebraM we have D(I,J) = J : I+ Z(M), where Z(M) is the center ofM [5, Corollary 5].
Proposition 3.5. d(I,J) = {δa : a ∈ D(I,J)} = {δa : a ∈ J : I}.
Proof. Let δ ∈ d(I,J). Since δ is a derivation fromB(H) intoB(H) there exists an operator a ∈ B(H) such that δ = δa. If
x ∈ I, then [a, x] = δ(x) ∈ J, i.e. a ∈ D(I,J). Using Theorem 3.4, we have that a = b + α1, where b ∈ J : I, α ∈ C, and
therefore δ = δa = δb.
Further, let δa(·) = [a, ·] be the inner derivation on B(H) generated by an operator a ∈ J : I. For all x ∈ I we have
δa(x) = [a, x] = ax− xa ∈ J. Consequently, δa ∈ d(I,J). 
Now, let I,J be arbitrary symmetric quasi-Banach ideals of compact operators from B(H). According to Theorem 3.2,
for each derivation δ ∈ Der(I,J) there exists an operator a ∈ B(H) such that δ(x) = δa(x) = [a, x] for all x ∈ I. Since
δ(I) ⊂ J we have [a, x] ∈ J for all x ∈ I, i.e. a ∈ D(I,J). Hence, δa ∈ d(I,J) (see Proposition 3.5). On the other hand, if
a ∈ J : I, then δa ∈ d(I,J) (see Proposition 3.5), in particular, δa(I) ⊂ J.
Hence, in view of Proposition 3.5 and Theorem 3.2, the following theorem holds.
Theorem 3.6. For arbitrary symmetric quasi-Banach ideals I,J of compact operators in B(H) each derivation δ : I → J has
a form δ = δa for some a ∈ J : I, in addition ∥a + α1∥B(H) 6 ∥δa∥B(I,J) for some α ∈ C. Conversely, if a ∈ J : I then the
restriction of the derivation δa on I is a derivation from I into J.
If 0 < r < p <∞, then we have Cr : Cp = Cq, where 1q = 1r − 1p [1, Proposition 5.6]. Therefore, the following corollary
follows immediately from Theorem 3.6.
Corollary 3.7. If 0 < p 6 r < ∞, then the mapping δ : Cp → Cr is a derivation if and only if δ = δa for some a ∈ B(H). If
0 < r < p <∞, then the mapping δ : Cp → Cr is a derivation if and only if δ = δa for some a ∈ Cq, where 1q = 1r − 1p .
4. The J-dual space of I for symmetric quasi-Banach ideals I and J
In this section we show that any symmetric quasi-Banach ideal (I, ∥ · ∥I) of compact operators from B(H) has a form
of I = CEI with the quasi-norm ∥ · ∥I = ∥ · ∥CEI for a special symmetric quasi-Banach sequence space (EI, ∥ · ∥EI) in c0
constructed by I with the help of Calkin correspondence. The equality J : I = CEJ :EI established in this section provides a
full description of all derivations δ ∈ Der(I,J) in terms of EJ-dual space EJ : EI of EI of symmetric quasi-Banach sequence
spaces EI and EJ in c0.
A quasi-Banach lattice E is a vector lattice with a complete quasi-norm ∥ · ∥E , such that ∥a∥E 6 ∥b∥E whenever a, b ∈ E
and |a| 6 |b|. In this case, |a|E = ∥a∥E for all a ∈ E and the lattice operations a∨b and a∧b are continuous in the topology
τd, generated by the metric d(a, b) = |||a− b|||pE , where ||| · |||E is a p-additive quasi-norm equivalent to the quasi-norm ∥ · ∥E .
Consequently, the set E+ = {a ∈ E : a > 0} is closed in (E, τd). Thus, for any increasing sequence {ak}∞k=1 ⊂ E converging in
the topology τd to some a ∈ E, we have a = supk≥1 ak [17, Chapter V, Section 4].
A sequence {an}∞n=1 from a vector lattice E is said to be (r)-convergent to a ∈ E (notation: an (r)−→ a) with the regulator
b ∈ E+, if and only if there exists a sequence of positive numbers εn ↓ 0 such that |an − a| 6 εnb for all n ∈ N (see e.g.
[18, Chapter III, Section 11].
Observe, that in any quasi-Banach lattice (E, ∥ · ∥E) it follows from an (r)−→ a, an, a ∈ E that ∥an − a∥E → 0.
The following proposition is a quasi-Banach version of the well-known criterion of sequential convergence in Banach
lattices.
Proposition 4.1 (Compare [18, Chapter VII, Theorem VII.2.1]). Let (E, ∥ · ∥E) be a quasi-Banach lattice, a, an ∈ E. The following
conditions are equivalent:
(i) ∥an − a∥E → 0 for n →∞;
(ii) for any subsequence ank there exists a subsequence anks such that anks
(r)−→ a.
Proof. Without loss of generality we may assume that a = 0.
(i) ⇒ (ii) For an equivalent p-additive quasi-norm ||| · |||E we have ||||an||||E → 0 for n →∞. Hence, we may choose an
increasing sequence of positive integers n1 < n2 < · · · < nk < · · · such that ||||ank ||||p 6 1k3 . The estimate
∞
k=1
|||k 1p |ank ||||p =
∞
k=1
k||||ank ||||p 6
∞
k=1
1
k2
<∞,
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shows that the series
∞
k=1 k
1
p |ank | converges in (E, ∥ · ∥E) to some b ∈ E+ (see Proposition 2.4) and therefore there exists
b = supn≥1
n
k=1 k
1
p |ank | such that we also have k
1
p |ank | 6 b for all k ∈ N. In particular, |ank | 6 k−
1
p b, which immediately
implies ank
(r)−→ 0. The same reasoning may be repeated for any subsequence {ank}∞k=1.
The proof of the implication (ii) ⇒ (i) is the verbatim repetition of the analogous result for Banach lattices [18, Chapter
VII, Theorem VII.2.1]. 
Let m be the Lebesgue measure on the semi-axis (0,∞), let L1(0,∞) be the Banach space of all integrable functions
on (0,∞) with the norm ∥f ∥1 :=
∞
0 |f |dm and let L∞(0,∞) be the Banach space of all essentially bounded measurable
functions on (0,∞) with the norm ∥f ∥∞ := esssup{|f (t)| : 0 < t < ∞}). For each f ∈ L1(0,∞) + L∞(0,∞) we define
the decreasing rearrangement f ∗ of f by setting
f ∗(t) := infs > 0 : m({|f | > s}) 6 t, t > 0.
The function f ∗(t) is equimeasurable with |f |, in particular, f ∗ ∈ L1(0,∞) + L∞(0,∞) and f ∗(t) is non-increasing and
right-continuous.
We need the following properties of decreasing rearrangements (see e.g. [19, Chapter II, Section 2]).
Proposition 4.2. Let f , g ∈ L1(0,∞)+ L∞(0,∞). We have
(i) if |f | 6 |g|, then f ∗ 6 g∗;
(ii) (αf )∗ = |α|f ∗ for all α ∈ R;
(iii) if f ∈ L∞(0,∞), then (fg)∗ 6 ∥f ∥∞g∗;
(iv) (f + g)∗(t + s) 6 f ∗(t)+ g∗(s);
(v) if fg ∈ L1(0,∞)+ L∞(0,∞), then (fg)∗(t + s) 6 f ∗(t)g∗(s).
Let l∞ be the Banach lattice of all bounded real-valued sequences ξ := {ξn}∞n=1 equipped with the norm ∥ξ∥∞ =
supn>1 |ξn|. For each ξ = {ξn}∞n=1 ∈ l∞ the function fξ (t) :=
∞
n=1 ξnχ[n−1,n)(t), t > 0 is contained in L∞(0,∞). For the
decreasing rearrangement f ∗ξ , we obviously have f ∗ξ (t) =
∞
n=1 ξ ∗nχ[n−1,n)(t), t > 0, where ξ ∗ := {ξ ∗n }∞n=1 is a decreasing
sequence of nonnegative numbers with |ξ ∗1 | = supn≥1 |ξn|, which, in case when ξ ∈ c0, coincides with the decreasing
rearrangement of the sequence {|ξn|}∞n=1. By Proposition 4.2(i), (ii) we have ξ ∗ 6 η∗ for ξ, η ∈ l∞ with |ξ | 6 |η|, and
(αξ)∗ = |α|ξ ∗, α ∈ R.
A linear subspace {0} ≠ E ⊂ l∞ is said to be solid rearrangement-invariant, if for every η ∈ E and every ξ ∈ l∞ the
assumption ξ ∗ 6 η∗ implies that ξ ∈ E. Every solid rearrangement-invariant space E contains the space c00 of all finitely
supported sequences from c0. If E contains an element {ξn}∞n=1 ∉ c0, then E = l∞. Thus, for any solid rearrangement-invariant
space E ≠ l∞ the embeddings c00 ⊂ E ⊂ c0 hold.
A solid rearrangement-invariant space E equipped with a complete quasi-norm (norm) ∥ · ∥E is called symmetric quasi-
Banach (Banach) sequence space, if
(1) ∥ξ∥E 6 ∥η∥E , provided ξ ∗ 6 η∗, ξ , η ∈ E;
(2) ∥{1, 0, 0, . . .}∥E = 1.
The inequality ∥aξ∥E 6 ∥a∥∞∥ξ∥E for all a ∈ l∞, ξ ∈ E immediately follows from Proposition 4.2(iii). In particular,
if E = l∞, then the norm ∥ · ∥E is equivalent to ∥ · ∥∞; for example, this is the case for any Lorentz space (lψ , ∥ · ∥ψ ),
where ψ : [0,∞) → R is an arbitrary nonnegative increasing concave function with the properties ψ(0) = 0, ψ(+0) ≠
0, limt→∞ ψ(t) <∞ (see details in [19, Chapter II, Section 5]).
The spaces (c0, ∥ · ∥∞), (lp, ∥ · ∥p), 1 6 p <∞ (respectively, (lp, ∥ · ∥p) for 0 < p < 1), where
lp =

{ξn}∞n=1 ∈ c0 : ∥{ξn}∥p =
 ∞
n=1
|ξn|p
 1
p
<∞

are examples of the classical symmetric Banach (respectively, quasi-Banach) sequence spaces in c0.
Let (E, ∥ · ∥E) be a symmetric quasi-Banach sequence space. For every ξ = {ξn}∞n=1 ∈ E,m ∈ N, we set
σm(ξ) = (ξ1, . . . , ξ1  
m times
, ξ2, . . . , ξ2  
m times
, . . .),
η(1) = (ξ1, 0, . . . , 0  
m−1 times
, ξ2, 0, . . . , 0  
m−1 times
, . . .),
η(2) = (0, ξ1, 0, . . . , 0  
m−2 times
, 0, ξ2, 0, . . . , 0  
m−2 times
, . . .),
· · · ,
η(m) = (0, . . . , 0  
m−1 times
, ξ1, 0, . . . , 0  
m−1 times
, ξ2, . . .).
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Since (η(1))∗ = (η(2))∗ = · · · = (η(m))∗ = ξ ∗ ∈ E, it follows η(1), . . . , η(m) ∈ E. Consequently, σm(ξ) =
η(1) + η(2) + · · · + η(m) ∈ E, i.e. σm is a linear operator from E into E. In addition, we have
∥σm(ξ)∥E = ∥η(1) + η(2) + · · · + η(m)∥E 6 C(∥η(1)∥E + ∥η(2) + η(3) + · · · + η(m)∥E)
6 C(∥η(1)∥E + C(∥η(2)∥E + ∥η(3) + · · · + η(m)∥E)) 6 (C + C2 + · · · + Cm−1 + Cm−1)∥ξ∥E,
where C is the modulus of concavity of the quasi-norm ∥ · ∥E , in particular ∥σm∥B(E,E) 6 C + C2 + · · · + Cm−2 + 2Cm−1 for
allm ∈ N.
Proposition 4.3. The inequalities
(ξ + η)∗ 6 σ2(ξ ∗ + η∗), (ξη)∗ 6 σ2(ξ ∗η∗)
hold for all ξ = {ξn}∞n=1, η = {ηn}∞n=1 ∈ l∞.
Proof. Since fξ+η(t) =∞n=1(ξn + ηn)χ[n−1,n)(t) = fξ (t)+ fη(t), t > 0, we have by Proposition 4.2 (iv) that
∞
n=1
(ξn + ηn)∗χ[n−1,n)(2t) = f ∗ξ+η(2t) = (fξ + fη)∗(2t)
6 f ∗ξ (t)+ f ∗η (t) =
∞
n=1
(ξ ∗n + η∗n)χ[n−1,n)(t) =
∞
n=1
(σ2(ξ
∗ + η∗))nχ[n−1,n)(2t)
for all t > 0, where {(σ2(ξ ∗+ η∗))n}∞n=1 = σ2(ξ ∗+ η∗). In other words, (ξ + η)∗ 6 σ2(ξ ∗+ η∗). The proof of the inequality
(ξη)∗ 6 σ2(ξ ∗η∗) is very similar (one needs to use Proposition 4.2(v)) and is therefore omitted. 
For a symmetric quasi-Banach sequence space (E, ∥ · ∥E), we set
CE := {x ∈ K(H) : {sn(x)}∞n=1 ∈ E}, ∥x∥CE := ∥sn(x)∥E, x ∈ CE .
If E = lp (respectively, E = c0) then Clp = Cp, ∥·∥Clp = ∥·∥Cp , 0 < p <∞ (respectively, Cc0 = K(H), ∥·∥Cc0 = ∥·∥B(H)).
A quasi-Banach vector sublattice (E, ∥ · ∥E) in l∞ is said to be p-convex, 0 < p <∞, if there is a constantM , so that n
i=1
|xi|p
 1
p

E
6 M
 n
i=1
∥xi∥pE
 1
p
(2)
for every finite collection {xi}ni=1 ⊂ E, n ∈ N.
If the estimate (2) holds for elements from a symmetric quasi-Banach ideal (I, ∥ · ∥I) of compact operators fromB(H),
then the ideal (I, ∥ · ∥I) is said to be p-convex. As already stated in Theorem 1.5, for every symmetric Banach (respectively,
symmetric p-convex quasi-Banach, 0 < p < ∞) sequence space E in c0 the couple (CE, ∥ · ∥CE ) is a symmetric Banach
(respectively, p-convex symmetric quasi-Banach) ideal of compact operators inB(H).
Thus, for every symmetric Banach (p-convex quasi-Banach) sequence space (E, ∥ · ∥E) the corresponding symmetric
Banach (p-convex quasi-Banach) ideal (CE, ∥ · ∥CE ) of compact operators from B(H) is naturally constructed. This extends
the classical Calkin correspondence [4].
Conversely, if (I, ∥ · ∥I) is a symmetric quasi-Banach ideal (I, ∥ · ∥I) of compact operators from B(H), then it is of the
form CEI with ∥ · ∥I = ∥ · ∥CEI for the corresponding symmetric quasi-Banach sequence space (EI, ∥ξ∥EI). The definition of
the latter space is given below.
Denote by EI the set of all ξ ∈ c0, for which there exists some x ∈ I, such that ξ ∗ = {sn(x)}∞n=1. For ξ ∈ EI with
ξ ∗ = {sn(x)}∞n=1, x ∈ I set ∥ξ∥EI = ∥x∥I.
Fix an orthonormal set {en}∞n=1 in H and for every ξ = {ξn}∞n=1 ∈ c0 consider the diagonal operator xξ ∈ K(H) defined as
follows
xξ (ϕ) =
∞
n=1
ξncn(ϕ)en,
where cn(ϕ) = (ϕ, en), ϕ ∈ H . If ξ ∈ EI, then ξ ∗ = {sn(x)}∞n=1 for some x ∈ I, and due to equalities {sn(xξ∗)}∞n=1 = {ξ ∗n }∞n=1 ={sn(x)}∞n=1 we have xξ∗ ∈ I and ∥xξ∗∥I = ∥x∥I = ∥ξ∥EI (see Proposition 2.6(b)). Moreover, since {sn(xξ )}∞n=1 = {sn(xξ∗)}∞n=1
and xξ∗ ∈ I, it follows that xξ ∈ I and ∥ξ∥EI = ∥xξ∥I. Thus, a sequence ξ ∈ c0 is contained in EI, if and only if operators
xξ and xξ∗ are in I, in addition, ∥ξ∥EI = ∥xξ∗∥I = ∥xξ∥I. In particular, if η ∈ c0, ξ ∈ EI, η∗ 6 ξ ∗, then η ∈ EI and∥η∥EI 6 ∥ξ∥EI .
Theorem 4.4. For any symmetric quasi-Banach ideal I of compact operators fromB(H) the couple (EI, ∥ · ∥EI) is a symmetric
quasi-Banach sequence space in c0 with the modulus of concavity which does not exceed the modulus of concavity of the quasi-
norm ∥ · ∥I, in addition, CEI = I and ∥ · ∥CEI = ∥ · ∥I.
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Proof. If ξ, η ∈ EI, then xξ , xη ∈ I, hence xξ + xη ∈ I. Since
(xξ + xη)(ϕ) =
∞
n=1
ξncn(ϕ)en +
∞
n=1
ηncn(ϕ)en =
∞
n=1
(ξn + ηn)cn(ϕ)en = xξ+η(ϕ), ϕ ∈ H,
we have xξ+η ∈ I. Consequently, ξ + η ∈ EI, moreover,
∥ξ + η∥EI = ∥xξ+η∥I = ∥xξ + xη∥I 6 C(∥xξ∥I + ∥xη∥I) = C(∥ξ∥EI + ∥η∥EI),
where C is the modulus of concavity of the quasi-norm ∥ · ∥I.
Now, let ξ ∈ EI, α ∈ R. Since
xαξ (ϕ) =
∞
n=1
αξncn(ϕ)en = αxξ (ϕ), ϕ ∈ H,
we have αξ ∈ EI and ∥αξ∥EI = ∥xαξ∥I = ∥αxξ∥I = |α|∥xξ∥I = |α|∥ξ∥EI .
It is easy to see that ∥ξ∥EI > 0 and ∥ξ∥EI = 0⇔ ξ = 0.
Hence, EI is a solid rearrangement-invariant subspace in c0 and ∥ · ∥EI is a quasi-norm on EI.
Let us show that (EI, ∥ · ∥EI) is a quasi-Banach space. Let ||| · |||I (respectively, ||| · |||EI ) be a p-additive (respectively,
q-additive) quasi-norm equivalent to the quasi-norm ∥ · ∥I (respectively, ∥ · ∥EI ), 0 < p, q 6 1.
Let ξ (k) = {ξ (k)n }∞n=1 ∈ EI and |||ξ (k) − ξ (m)|||EI → 0 for k,m →∞. Then ∥xξ (k) − xξ (m)∥I → 0 and |||xξ (k) − xξ (m) |||pI → 0
for k,m →∞, i.e. xξ (k) is a Cauchy sequence in (I, dI), where dI(x, y) = |||x− y|||pI. Since (I, dI) is a complete metric space,
there exists an operator x ∈ I such that |||xξ (k) − x|||pI → 0 for k →∞. If pn is the one-dimensional projection onto subspace
spanned by en, then
ξ (k)pn = pnxξ (k)n pn
∥·∥I−−→ pnxpn := λnpn,
0 = pnxξ (k)n pm → pnxpm, n ≠ m.
Hence, x is also a diagonal operator, i.e. x = xξ , where ξ = {λn}∞n=1. Since x ∈ I we have ξ ∈ EI, moreover,
∥ξ (k) − ξ∥EI = ∥xξ (k) − xξ∥I → 0 for k →∞.
Consequently, (EI, ∥ · ∥EI) is a symmetric quasi-Banach sequence space in c0.
Now, let us show that CEI = I and ∥x∥CEI = ∥x∥I for all x ∈ I. Let x ∈ CEI , i.e. {sn(x)}∞n=1 ∈ EI. Hence, there exists an
operator y ∈ I, such that sn(x) = sn(y), n ∈ N. Consequently, x ∈ I, moreover, ∥x∥I = ∥{sn(x)}∞n=1∥EI = ∥x∥CEI . Conversely,
if x ∈ I, then {sn(x)}∞n=1 ∈ EI and therefore x ∈ CEI . 
The definition of symmetric Banach (p-convex quasi-Banach) ideal (CE, ∥ · ∥CE ) of compact operators fromB(H) jointly
with Theorem 4.4 implies the following corollary:
Corollary 4.5. Let (E, ∥ · ∥E) be a symmetric Banach (p-convex quasi-Banach) sequence space from c0. Then ECE = E and∥ · ∥ECE = ∥ · ∥E .
Proof. If ξ ∈ E, then xξ∗ ∈ CE , and due to the equality {sn(xξ∗)}∞n=1 = ξ ∗, we have ξ ∈ ECE and ∥ξ∥ECE = ∥xξ∗∥CE = ∥ξ ∗∥E =∥ξ∥E . The converse inclusion ECE ⊂ E may be proven similarly. 
Let G, F be solid rearrangement-invariant spaces in c0. It is easy to see that G and F are ideals in the algebra l∞, in
particular, it follows from the assumptions |ξ | 6 |η|, ξ ∈ l∞, η ∈ G that ξ ∈ G, i.e. G and F are solid linear subspaces
in l∞. We define F-dual space F : G of G by setting
F : G = {ξ ∈ l∞ : ξη ∈ F , ∀η ∈ G}.
It is clear that F : G is an ideal in l∞ containing c00. If G ⊂ F , then F : G = l∞, in particular, l∞ : G = l∞ for any solid
rearrangement-invariant space G. However, if G ⊈ F , then F : G ≠ l∞.
Proposition 4.6. If F : G ≠ l∞, then F : G ⊂ c0.
Proof. Suppose that there exists ξ = {ξn}∞n=1 ∈ (F : G), ξ ∉ c0. Let αn = signξn, n ∈ N, η = {ηn}∞n=1 ∈ G. Obviously,{αnηn}∞n=1 ∈ G and hence, |ξ |η = {ξnαnηn}∞n=1 ∈ F for all η ∈ G, that is |ξ | ∈ (F : G), and, in addition, |ξ | ∉ c0. This implies
that there exists a subsequence 0 ≠ |ξnk | → α > 0 for k → ∞. Consider a sequence ζ = {ζk}∞k=1 from l∞ \ c0 such that
ζk = |ξnk | and show that ζ ∈ F : G.
For every η = {ηn}∞n=1 ∈ G define the sequence aη = {an}∞n=1 such that ank = ηk and an = 0, if n ≠ nk, k ∈ N. Since
a∗η = η∗, we have aη ∈ G, and therefore ζη = {|ξnk |ηk}∞k=1 = {|ξn|an}∞n=1 = |ξ |aη ∈ F for all η ∈ G. Consequently,
ζ = {ζn}∞n=1 ∈ F : G, moreover, ζn > β for some β > 0 and all n ∈ N. Since F : G is an ideal in l∞, it follows that F : G is a
solid linear subspace in l∞, containing the sequence {ζn}∞n=1 with ζn > β > 0, n ∈ N, that implies F : G = l∞. 
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Proposition 4.7. If F : G ≠ l∞, then F : G = {ξ ∈ c0 : ξ ∗η∗ ∈ F , ∀η ∈ G}.
Proof. By Proposition 4.6, we have that F : G ⊂ c0. Let ξ = {ξn}∞n=1 ∈ c0 and ξ ∗η∗ ∈ F for all η ∈ G. Due to Proposition 4.3,
we have (ξη)∗ 6 σ2(ξ ∗η∗) ∈ F , i.e. (ξη)∗ ∈ F . Since F is a symmetric sequence space, it follows that ξη ∈ F for all η ∈ G,
i.e. ξ ∈ F : G.
Conversely, suppose that ξ = {ξn}∞n=1 ∈ F : G. Let αn = signξn, η = {ηn}∞n=1 ∈ G. Then {αnηn}∞n=1 ∈ G, and
therefore |ξ |η = {ξnαnηn}∞n=1 ∈ F for all η ∈ G, i.e. |ξ | ∈ F : G ⊂ c0. Since |ξ | = {|ξn|}∞n=1 ∈ c0, there exists a
bijection of the set N of natural numbers, such that ξ ∗ = |ξπ(n)|. For linear bijective mapping Uπ : l∞ → l∞ defined
by Uπ ({ηn}∞n=1) = {ηπ(n)}∞n=1 we have Uπ (ηζ ) = Uπ (η)Uπ (ζ ),

Uπ (ζ )
∗ = ζ ∗, U−1π (ζ )∗ = ζ ∗ for all ζ ∈ l∞, in
particular, Uπ (E) = E for any solid rearrangement-invariant space E ⊂ l∞. Consequently, for all η ∈ G we have
ξ ∗η∗ = Uπ (|ξ |)Uπ (U−1π (η∗)) = Uπ (|ξ |U−1π (η∗)) ∈ F . 
Propositions 4.6 and 4.7 imply the following corollary.
Corollary 4.8. F : G is a solid rearrangement-invariant space, moreover, if F : G ≠ l∞, then c00 ⊂ F : G ⊂ c0.
Proof. The definition of F : G immediately implies that F : G is an ideal in l∞ and c00 ⊂ F : G. If F : G ≠ l∞, then, due to
Proposition 4.6, we have F : G ⊂ c0.
In the case when F : G ≠ l∞, we have for any ξ ∈ c0, η ∈ F : G, ξ ∗ 6 η∗, ζ ∈ G that ξ ∗ζ ∗ 6 η∗ζ ∗ ∈ F (see
Proposition 4.7). Consequently, ξ ∗ζ ∗ ∈ F for any ζ ∈ G, which implies the inclusion ξ ∈ F : G. 
We need some complementary properties of singular values of compact operators. For every operator x ∈ B(H) define
the decreasing rearrangement µ(x, t) of x by setting
µ(x, t) = inf{s > 0 : tr(|x| > s) 6 t}, t > 0
(see e.g. [20]). If x ∈ K(H), then
µ(x, t) =
∞
n=1
sn(x)χ[n−1,n)(t) = f ∗{sn(x)}∞n=1(t).
In [20, Lemma 2.5 (v),(vii)] it is established that for every x, y ∈ B(H) the inequalities
µ(x+ y, t + s) 6 µ(x, t)+ µ(y, s),
µ(xy, t + s) 6 µ(x, t)µ(y, s)
hold, in particular, if x, y ∈ K(H), then
{sn(x+ y)}∞n=1 6 σ2
{sn(x)+ sn(y)}∞n=1, (3)
{sn(xy)}∞n=1 6 σ2
{sn(x)sn(y)}∞n=1. (4)
Let I,J be symmetric quasi-Banach ideals of compact operators fromB(H) and I ⊈ J. In this case, J : I ⊂ K(H) (see
Proposition 3.3) and EI ⊈ EJ (see Theorem 4.4), therefore EJ : EI ⊂ c0 (see Proposition 4.6). The following proposition
establishes that the set of operators belonging to the J-dual space J : I of I coincides with the set
CEJ :EI = {x ∈ K(H) : {sn(x)}∞n=1 ∈ EJ : EI}.
Proposition 4.9. J : I = CEJ :EI .
Proof. Let a ∈ J : I. We claim that a ∈ CEJ :EI , i.e. ξ = {sn(a)}∞n=1 ∈ EJ : EI. For any sequence η ∈ EI consider
operators xξ and xη∗ . Since xξ ∈ J : I, xη∗ ∈ I, we have xξ xη∗ ∈ J. On the other hand, xξ xη∗(ϕ) = ∥ · ∥H −
limn→∞
n
k=1 sk(a)ck(xη∗(ϕ))ek
 = ∞n=1 sn(a)η∗ncn(ϕ)en = xξη∗(ϕ) for all ϕ ∈ H . Thus xξη∗ ∈ J, i.e. ξη∗ ∈ EJ .
Consequently, {sn(a)}∞n=1 ∈ EJ : EI (see Proposition 4.7) yielding our claim.
Conversely, let a ∈ CEJ :EI , i.e. {sn(a)}∞n=1 ∈ EJ : EI. Due to (4), for all x ∈ I we have {sn(ax)}∞n=1 6 σ2({sn(a)sn(x)}∞n=1).
Since {sn(a)sn(x)}∞n=1 ∈ EJ , it follows thatσ2({sn(a)sn(x)}∞n=1) ∈ EJ , and therefore {sn(ax)}∞n=1 ∈ EJ , i.e. ax ∈ J. Consequently,
a ∈ J : I. 
Let I,J be symmetric quasi-Banach ideals of compact operators fromB(H), I ⊈ J and J : I be the J-dual space of I.
For any a ∈ J : I define a linear mapping Ta : I→ J by setting Ta(x) = ax, x ∈ I.
Proposition 4.10. Ta is a continuous linear mapping from I into J for every a ∈ J : I.
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Proof. Let a ∈ J : I, ξ = {sn(a)}∞n=1, xk ∈ I and ∥xk∥I → 0 for k →∞. Then ξ (k) = {sn(xk)}∞n=1 ∈ EI and ∥ξ (k)∥EI → 0. By
Proposition 4.1, for every subsequence {ξ (kl)}∞l=1 there exists a subsequence {ξ (kls )}∞s=1 such that ξ (kls ) (r)−→ 0 for s →∞, i.e.
there exist 0 6 η ∈ EI and a sequence {εs}∞s=1 of positive numbers decreasing to zero such that |ξ (kls )| 6 εsη. Since a ∈ J : I,
we have ξ ∈ EJ : EI (see Proposition 4.9), and therefore ζ = ξη ∈ EJ , in addition, ζ > 0. Since |ξξ (kls )| 6 εsζ , it follows
that ξξ (kls )
(r)−→ 0. By Proposition 4.1, we have ∥ξξ (k)∥EJ → 0. Consequently,
∥axk∥J = ∥{sn(axk)}∥EJ 6 ∥σ2(ξξ (k))∥EJ 6 2C∥ξξ (k)∥EJ → 0 for k →∞. 
By Proposition 4.10, Ta is a bounded linear operator from I into J, therefore ∥Ta∥B(I,J) = sup{∥Ta(x)∥J : ∥x∥I 6 1} =
sup{∥ax∥J : ∥x∥I 6 1} <∞, i.e. for all a ∈ J : I the quantity
∥a∥J:I := sup{∥ax∥J : x ∈ I, ∥x∥I 6 1}
is well-defined.
Theorem 4.11. Let I,J be symmetric quasi-Banach ideals of compact operators inB(H) such that I ⊈ J. Then (J : I, ∥ · ∥J:I)
is a symmetric quasi-Banach ideal of compact operators whose modulus of concavity does not exceed the modulus of concavity of
the quasi-norm ∥ · ∥J , in addition, ∥ax∥J 6 ∥a∥J:I∥x∥I for all a ∈ J : I, x ∈ I.
Proof. Since ∥ · ∥B(I,J) is a quasi-norm with the modulus of concavity which does not exceed the modulus of concavity of
the quasi-norm ∥ · ∥J , we see that ∥ · ∥J:I is a quasi-norm on J : I with the modulus of concavity which does not exceed
the modulus of concavity of the quasi-norm ∥ · ∥J .
If y ∈ B(H), a ∈ J : I, then
∥ya∥J:I = sup{∥(ya)x∥J : x ∈ I, ∥x∥I 6 1}
6 sup{∥y∥B(H)∥ax∥J : x ∈ I, ∥x∥I 6 1} = ∥y∥B(H)∥a∥J:I.
Since yx ∈ I for all x ∈ I and ∥yx∥I 6 ∥y∥B(H)∥x∥I then for y ≠ 0 and ∥x∥I 6 1 we have ∥ yx∥y∥B(H) ∥I 6 1. Hence,
∥ay∥J:I = sup{∥a(yx)∥J : x ∈ I, ∥x∥I 6 1}
= ∥y∥B(H) sup
a yx∥y∥B(H)

J
: x ∈ I, ∥x∥I 6 1

6 ∥y∥B(H) sup{∥ax∥J : x ∈ I, ∥x∥I 6 1} = ∥y∥B(H)∥a∥I:J.
If p is a one-dimensional projection fromB(H), then p ∈ I, ∥p∥I = 1, and so
∥p∥J:I = sup{∥px∥J : x ∈ I, ∥x∥I 6 1} > ∥p∥J = 1.
On the other hand, for x ∈ I with ∥x∥I 6 1 we have ∥x∥B(H) 6 1 (see Proposition 2.6(c)), and therefore
∥px∥J = ∥p(px)∥J 6 ∥px∥B(H)∥p∥J 6 1.
Consequently, ∥p∥J:I = 1.
Thus, ∥ · ∥J:I is a symmetric quasi-norm on the two-sided ideal J : I. The inequality ∥ax∥J 6 ∥a∥J:I∥x∥I immediately
follows from the definition of ∥ · ∥J:I.
Let us show that (J : I, ∥ · ∥J:I) is a quasi-Banach space.
Denote by ||| · |||J (respectively ||| · |||J:I) a p-additive (respectively, q-additive) quasi-norm on J (respectively, on J : I)
which is equivalent to the quasi-norm ∥ · ∥J (respectively, ∥ · ∥J:I), where 0 < p, q 6 1. In particular, we have
α1|||x|||J 6 ∥x∥J 6 β1|||x|||J andα2|||a|||J:I 6 ∥a∥J:I 6 β2|||a|||J:I for all x ∈ J, a ∈ J : I and some constantsα1, α2, β1, β2 > 0.
Let dJ(x, y) = |||x− y|||pJ, dJ:I(a, b) = |||a− b|||qJ:I be metrics on J and J : I respectively.
Let {an}∞n=1 be a Cauchy sequence in (J : I, dJ:I), i.e. |||an − am|||qJ:I 6 εq for all n,m > n(ε), ε > 0, thus
|||anx− amx|||J 6 1
α1
∥anx− amx∥J 6 1
α1
∥an − am∥J:I∥x∥I
6
β2
α1
|||an − an|||J:I∥x∥I 6 β2
α1
ε∥x∥I (5)
for all x ∈ I, n,m > n(ε). Consequently, the sequence {anx}∞n=1 is a Cauchy sequence in (J, dJ), x ∈ I. Since the metric
space (J, dJ) is complete, there exists an operator z(x) ∈ J such that |||anx− z(x)|||pJ → 0 for n →∞. Since
∥anx− z(x)∥B(H) 6 ∥anx− z(x)∥J 6 β1|||anx− z(x)|||J,
it follows that ∥anx− z(x)∥B(H) → 0.
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Since
∥an − am∥B(H) 6 ∥an − am∥J:I 6 β2|||an − am|||J:I → 0
for n,m → ∞, there exists a ∈ B(H) such that ∥an − a∥B(H) → 0 for n → ∞. For an arbitrary x ∈ I, we have
∥anx− ax∥B(H) 6 ∥an − a∥B(H)∥x∥I → 0 for n →∞.
Thus, ax = z(x) for all x ∈ I. Since z(x) ∈ J for all x ∈ I, it follows that a ∈ J : I, moreover, due to (5),
∥anx− ax∥J 6 β1β2α1 ε∥x∥I for n > n(ε) and for all x ∈ I. Consequently,
|||an − a|||J:I 6 1
α2
∥an − a∥J:I = 1
α2
sup
∥anx− ax∥J : x ∈ I, ∥x∥I 6 1 6 β1β2
α1α2
ε
for n > n(ε), i.e. |||an − a|||J:I → 0. Thus, the metric space (J : I, dI:J) is complete, i.e. (J : I, ∥ · ∥J:I) is a quasi-Banach
space. 
Remark 4.12. Since the quasi-norms ∥ · ∥J and ∥ · ∥J:I are symmetric, for all a ∈ J : I the relations
∥a∥J:I = ∥a∗∥J:I = sup{∥a∗x∥J : x ∈ I, ∥x∥I 6 1}
= sup{∥x∗a∥J : x ∈ I, ∥x∥I 6 1} = sup{∥xa∥J : x ∈ I, ∥x∥I 6 1}
hold, i.e. for any a ∈ J : I we have
∥a∥J:I = sup{∥xa∥J : x ∈ I, ∥x∥I 6 1}. (6)
When I ⊆ J we have J : I = B(H) and for any a ∈ J : I the mapping Ta(x) = ax is a bounded linear operator from
I into J. As in the proof of Theorem 4.11 we may establish that ∥a∥J:I = sup{∥ax∥J : x ∈ I, ∥x∥I 6 1} is a complete
symmetric quasi-norm on J : I. In addition, in case I = J we have
∥a∥I:I = sup{∥ax∥I : x ∈ I, ∥x∥I 6 1}
6 sup{∥a∥B(H)∥x∥I : x ∈ I, ∥x∥I 6 1} 6 ∥a∥B(H),
i.e.
∥a∥I:I 6 ∥a∥B(H) for all a ∈ I : I. (7)
Thus, the norm ∥ · ∥B(H) and the quasi-norm ∥ · ∥I:I are equivalent.
Now, let G and F be arbitrary symmetric quasi-Banach sequence spaces in l∞. For every ξ ∈ F : G set
∥ξ∥F :G = sup{∥ξη∥F : η ∈ G, ∥η∥G 6 1}.
The following theorem is a ‘‘commutative’’ version of Theorem 4.11.
Theorem 4.13. If G ⊈ F , then (F : G, ∥ · ∥F :G) is a symmetric quasi-Banach sequence space in c0 with the modulus of concavity,
which does not exceed themodulus of concavity of the quasi-norm ∥·∥F , in addition, ∥ξη∥F 6 ∥ξ∥F :G∥η∥G for all ξ ∈ F : G, η ∈ G.
Proof. Since G ⊈ F , it follows that F ≠ l∞, F : G ≠ l∞, and therefore, according to Corollary 4.8, F : G is a solid
rearrangement invariant space and F : G ⊂ c0.
As in the proof of Theorem 4.11 it is established that ∥ · ∥F :G is a complete quasi-norm on F : G with the modulus of
concavity which does not exceed the modulus of concavity of the quasi-norm ∥ · ∥F .
If ξ, η ∈ F : G and ξ ∗ 6 η∗, then ξ ∗ = aη∗ for some a ∈ l∞ with ∥a∥∞ 6 1. Hence,
∥ξ ∗∥F :G = ∥aη∗∥F :G = sup{∥aη∗ζ∥F : ζ ∈ G, ∥ζ∥G 6 1}
6 ∥a∥∞ sup{∥η∗ζ∥F : ζ ∈ G, ∥ζ∥G 6 1} 6 ∥η∗∥F :G.
Let us show that ∥ξ∥F :G = ∥ξ ∗∥F :G for all ξ = {ξn}∞n=1 ∈ F : G. Since ξ ∈ c0 there exists a bijection π : N → N such
that Uπ (ξ) := {ξπ(n)}∞n=1 = {ξ ∗n }∞n=1 = ξ ∗. It is clear that the mapping Uπ : l∞ → l∞ defined by the equality Uπ (η) =
Uπ ({ηn}∞n=1) = {ηπ(n)}∞n=1, η = {ηn}∞n=1 ∈ l∞, is a linear bijective mapping, such that Uπ (ηζ ) = Uπ (η)Uπ (ζ ), η, ζ ∈ l∞. In
addition, Uπ (G) = G,Uπ (F) = F , and ∥Uπ (η)∥G = ∥η∥G, ∥Uπ (ζ )∥F = ∥ζ∥F for all η ∈ G, ζ ∈ F .
Since Uπ (ξ) = ξ ∗, we have
∥ξ ∗∥F :G = sup{∥Uπ (ξ)η∥F : η ∈ G, ∥η∥G 6 1} = sup{∥Uπ (ξU−1π (η))∥F : η ∈ G, ∥η∥G 6 1}
= sup{∥ξU−1π (η)∥F : η ∈ G, ∥η∥G 6 1} = sup{∥ξζ∥F : Uπ (ζ ) ∈ G, ∥Uπ (ζ )∥G 6 1}
= sup{∥ξζ∥F : ζ ∈ G, ∥ζ∥G 6 1} = ∥ξ∥F :G.
Thus, from ξ, η ∈ F : G, ξ ∗ 6 η∗ it follows that
∥ξ∥F :G = ∥ξ ∗∥F :G 6 ∥η∗∥F :G = ∥η∥F :G.
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The equality ∥ξ∥F :G = 1 is established similarly to the equality ∥p∥J:I = 1, where p is a one-dimensional projection from
B(H) (see the proof of Theorem 4.11).
Consequently, (F : G, ∥ · ∥F :G) is a symmetric quasi-Banach sequence space in c0. The inequality ∥ξη∥F 6 ∥ξ∥F :G∥η∥G
immediately follows from the definition of ∥ · ∥F :G. 
Let I,J be symmetric quasi-Banach ideals of compact operators from B(H), I ⊈ J. By Proposition 4.9, J : I = CEJ :EI ,
i.e. CEJ :EI is a two-sided ideal of compact operators fromB(H). For every a ∈ CEJ :EI we set
∥a∥CEJ :EI := ∥{sn(a)}∥EI:EJ .
Proposition 4.14. ∥ · ∥CEJ :EI is a symmetric quasi-norm on CEJ :EI .
Proof. Obviously, ∥a∥CEJ :EI > 0 for all a ∈ CEJ :EI and ∥a∥CEJ :EI = 0⇔ a = 0. If a, b ∈ CEJ :EI , λ ∈ C, then
∥λa∥CEJ :EI = ∥{sn(λa)}∞n=1∥EJ :EI = |λ|∥a∥CEJ :EI
and
∥a+ b∥CEJ :EI = ∥{sn(a+ b)}∥EJ :EI
(3)≤ ∥σ2({sn(a)+ sn(b)})∥EJ :EI
6 2C∥{sn(a)} + {sn(b)}∥EJ :EI
6 2C2(∥{sn(a)}∥EJ :EI + ∥{sn(b)}∥EJ :EI)
= 2C2(∥a∥CEJ :EI + ∥b∥CEJ :EI ).
Hence, ∥ · ∥CEJ :EI is a quasi-norm on CEJ :EI and the modulus of concavity of ∥ · ∥CEJ :EI does not exceed 2C2, where C is the
modulus of concavity of the quasi-norm ∥ · ∥EJ .
Since sn(xay) 6 ∥x∥B(H)∥y∥B(H)sn(a) for all a ∈ K(H), x, y ∈ B(H), n ∈ N (see Proposition 2.2), it follows
∥xay∥CEJ :EI = ∥{sn(xay)}∥EJ :EI 6 ∥x∥B(H)∥y∥B(H)∥a∥CEJ :EI .
It is clear that ∥p∥CEJ :EI = 1 for every one-dimensional projection p.
Thus, ∥ · ∥CEJ :EI is a symmetric quasi-norm on CEJ :EI . 
Remark 4.15. (i) If I,J are symmetric Banach ideals of compact operators in B(H) and I ⊈ J, then (J : I, ∥ · ∥J:I) is a
symmetric Banach ideal of compact operators (Theorem 4.11), and therefore (EJ:I, ∥·∥EJ:I) is a symmetric Banach sequence
space in c0 (Theorem 4.4).
(ii) If G, F are symmetric Banach sequence spaces in c0 and G ⊈ F , then (F : G, ∥ · ∥F :G) is a symmetric Banach sequence
space in c0 (Theorem 4.13), and therefore (CF :G, ∥ · ∥CF :G) is a symmetric Banach ideal of compact operators from B(H)
(Theorem 1.5).
Theorem 4.16. Let I,J be symmetric quasi-Banach ideals of compact operators fromB(H) and I ⊈ J. Then
(i) EJ:I = EJ : EI and ∥ · ∥EJ :EI 6 ∥ · ∥EJ:I 6 2C∥ · ∥EJ :EI , where C is the modulus of concavity of the quasi-norm ∥ · ∥J;
(ii) J : I = CEJ :EI and ∥ · ∥CEJ :EI 6 ∥ · ∥J:I 6 2C∥ · ∥CEJ :EI , where C is the modulus of concavity of the quasi-norm ∥ · ∥EJ .
Proof. If ξ = ξ ∗ ∈ EJ:I, then xξ ∈ J : I (see Theorem4.4). Hence, for everyη = η∗ ∈ EIwehave xη ∈ I and xξη = xξ xη ∈ J,
i.e. ξη ∈ EJ . Therefore, due to Proposition 4.7, ξ ∈ EJ : EI, in addition,
∥ξ∥EJ:I = ∥xξ∥J:I = sup{∥xξy∥J : y ∈ I, ∥y∥I 6 1}
> sup{∥xξ xη∥J : η ∈ EI, ∥η∥EI 6 1}
= sup{∥xξη∥J : η ∈ EI, ∥η∥EI 6 1}
= sup{∥ξη∥EJ : η ∈ EI, ∥η∥EI 6 1} = ∥ξ∥EJ :EI .
Conversely, if ξ = ξ ∗ ∈ EJ : EI, then xξ ∈ CEJ :EI = J : I (see Proposition 4.9), and so ξ ∈ EJ:I. Moreover,
∥ξ∥EJ:I = ∥xξ∥J:I = sup{∥xξy∥J : y ∈ I, ∥y∥I 6 1}
= sup{∥x{sn(xξ y)}∥J : y ∈ I, ∥y∥I 6 1}
(4)≤ sup{∥xσ2({ξ sn(y)})∥J : y ∈ I, ∥y∥I 6 1}
6 2C sup{∥ξ{sn(y)}∥EJ : y ∈ I, ∥y∥I 6 1}
6 2C sup{∥ξη∥EJ : η ∈ EI, ∥η∥EI 6 1} = 2C∥ξ∥EJ :EI .
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Thus, EJ:I = EJ : EI and ∥ξ∥EJ :EI 6 ∥ξ∥EJ:I 6 2C∥ξ∥EJ :EI for all ξ ∈ EJ:I.
(ii) The equality J : I = CEJ :EI is proven in Proposition 4.9. For an arbitrary a ∈ J : I we have
∥a∥CEJ :EI = ∥{sn(a)}∥EI :EJ
= sup{∥{sn(a)}η∥EJ : η ∈ EI, ∥η∥EI 6 1}
= sup{∥x{sn(a)}xη∥J : xη ∈ I, ∥xη∥I 6 1}
6 sup{∥x{sn(a)}y∥J : y ∈ I, ∥y∥I 6 1}
= ∥x{sn(a)}∥J:I = ∥a∥J:I.
On the other hand,
∥a∥J:I = sup{∥ay∥J : y ∈ I, ∥y∥I 6 1}
= sup{∥{sn(ay)}∞n=1∥EJ : y ∈ I, ∥y∥I 6 1}
(4)≤ sup{∥σ2({sn(a)sn(y)}∞n=1)∥EJ : y ∈ I, ∥y∥I 6 1}
= 2C sup{∥{sn(a)sn(y)}∥EJ : y ∈ I, ∥y∥I 6 1}
= 2C∥{sn(a)}∥EJ :EI = 2C∥a∥CEJ :EI . 
Since (J : I, ∥ · ∥J:I) is a quasi-Banach space (see Theorem 4.11) and quasi-norms ∥ · ∥J:I and ∥ · ∥CEJ :EI are equivalent
(see Theorem 4.16(ii)), we have the following corollary.
Corollary 4.17. For any symmetric quasi-Banach ideals I,J of compact operators from B(H), I ⊈ J, the couple (CEJ :EI , ∥ ·∥CEJ :EI ) is a symmetric quasi-Banach ideal of compact operators fromB(H).
The following theorem gives the full description of the set Der(I,J).
Theorem 4.18. (i) Let I and J be symmetric quasi-Banach ideals of compact operators fromB(H), I ⊈ J. Then any derivation
δ from I into J has a form δ = δa for some a ∈ CEJ :EI and ∥a+ α1∥B(H) 6 ∥δa∥B(I,J) for some α ∈ C. Conversely, if a ∈ CEJ :EI ,
then the restriction of δa on I is a derivation from I into J. In addition, ∥δa∥B(I,J) 6 2C∥a∥J:I, where C is the modulus of
concavity of the quasi-norm ∥ · ∥J;
(ii) Let G and F be symmetric Banach (respectively, F is a p-convex, G is a q-convex quasi-Banachwith 0 < p, q <∞) sequence
spaces in c0 and G ⊈ F . Then any derivation δ : CG → CF has a form δ = δa for some a ∈ CF :G and ∥a+ α1∥B(H) 6 ∥δa∥B(CG,CF )
for some α ∈ C. Conversely, if a ∈ CF :G, then the restriction of δa on CG is a derivation from CG into CF . In addition,
∥δa∥B(CG,CF ) 6 2C∥a∥CF :CG , where C is the modulus of concavity of the quasi-norm ∥ · ∥CF .
Proof. (i) By Theorem 3.6, any derivation δ : I → J has a form δ = δa for some a ∈ J : I, in addition ∥a + α1∥B(H) 6
∥δa∥B(I,J) for some α ∈ C. Since J : I = CEJ :EI (see Theorem 4.16), we have a ∈ CEJ :EI .
Conversely, if a ∈ CEJ :EJ , then a ∈ J : I, and, according to Theorem 3.6, δa(I) ⊂ J.
Moreover,
∥δa∥B(I,J) = sup{∥δa(x)∥J : x ∈ I, ∥x∥I 6 1}
= sup{∥ax− xa∥J : x ∈ I, ∥x∥I 6 1}
6 sup{C(∥ax∥J + ∥xa∥J) : x ∈ I, ∥x∥I 6 1}
(6)= 2C sup{∥ax∥J : x ∈ I, ∥x∥I 6 1} = 2C∥a∥J:I. (8)
Item (ii) follows from (i) and Theorems 1.5 and 4.16. The inequality ∥δa∥B(CF ,CG) 6 2C∥a∥CG:CF is proven in the same
manner. 
We illustrate Theorem 4.18 with an example drawn from the theory of Lorentz and Marcinkiewicz sequence spaces. Let
ω = {ωn}∞n=1 be a decreasing weight sequence of positive numbers. LettingW (j) =
j
n=1wn, j ∈ N, we shall assume that
W (∞) =∞n=1wn = ∞.
The Lorentz sequence space lpω, 1 6 p <∞, consists of all sequences ξ = {ξn}∞n=1 ∈ c0 such that
∥ξ∥lpω =
 ∞
n=1
(ξ ∗n )
pwn
 1
p
<∞.
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The Lorentz (Marcinkiewicz) sequence spacempW , 1 6 p <∞, is the space of all sequences ξ = {ξn}∞n=1 ∈ c0 satisfying
∥ξ∥mpW = supk≥1

k
n=1
(ξ ∗n )p
Wk

1
p
<∞.
It is well known (see e.g. [21] and [22, Proposition 1]) that (lpω, ∥ · ∥lpω ) and (mpW , ∥ · ∥mpW ) are symmetric Banach sequence
spaces in c0.
Hence, (Clpω , ∥ · ∥Clpω ) and (CmpW , ∥ · ∥CmpW ) are symmetric Banach ideals of compact operators (Theorem 1.5). Since
l1 : lω = m1W (see e.g. [21]) it follows that lp : lpω = mpW for every 1 6 p <∞ [22, Section 2]. By Theorem 4.16, Cp : Clpω = CmpW
and ∥a∥Cp:Clpω 6 2∥a∥CmpW for all a ∈ Cp : Clpω . FromTheorem4.18 (ii), we obtain the following example significantly extending
similar results from [1].
Corollary 4.19. A linear mapping δ : Clpω → Cp, 1 6 p <∞ is a derivation if and only if δ = δa for some a ∈ CmpW , in addition,∥δ∥B(C
lpω
,Cp) 6 2∥a∥Cp:Clpω 6 4∥a∥CmpW .
In conclusion, note that, by Theorem 3.2, (8), any derivation δ from a symmetric quasi-Banach ideal I into a symmetric
quasi-Banach ideal J, such that I ⊆ J, has a form δ = δa for some a ∈ B(H) and, in addition, ∥a∥B(H) 6 ∥δa∥B(I,J) 6
2C∥a∥J:I, where C is the modulus of concavity of the quasi-norm ∥ · ∥J . Moreover, for the case when I = J we have
∥a∥B(H) 6 ∥δa∥B(I,I) 6 2C∥a∥B(H), where C is themodulus of concavity of the quasi-norm ∥·∥I (see (7)). This complements
results from [7].
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