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Identifying key players in collective dynamics remains a challenge in several research fields, from
the efficient dissemination of ideas to drug target discovery in biomedical problems. The difficulty
lies at several levels: how to single out the role of individual elements in such intermingled systems,
or which is the best way to quantify their importance. Centrality measures describe a node’s
importance by its position in a network. The key issue obviated is that the contribution of a node
to the collective behavior is not uniquely determined by the structure of the system but it is a
result of the interplay between dynamics and network structure. We show that dynamical influence
measures explicitly how strongly a node’s dynamical state affects collective behavior. For critical
spreading, dynamical influence targets nodes according to their spreading capabilities. For diffusive
processes it quantifies how efficiently real systems may be controlled by manipulating a single node.
Complex networks are a groundbreaking concept that
is helping to understand the behavior of many chemi-
cal, biological, social and technical systems [1, 2]. Net-
work representations are particularly suitable for systems
where heterogeneity dominates and are crucial for dy-
namics [3], where a few nodes are usually considered as
the most important. Oftentimes, node importance is cor-
related with centrality measures, local [4, 5] or global [6],
which usually do not explicitly account for the dynamics
as they are generally based on a purely topological per-
spective. However, dynamics is fundamental in assessing
the impact of individual elements in global performance
and in controllability problems [7]. Here, we show that
dynamical influence is a centrality measure able to quan-
tify how strongly a node’s dynamical state affects the
collective behavior of a system, taking explicitly into ac-
count the interplay between structure and dynamics in
complex networks. We prove that it applies equally well
to a variety of families of dynamical models, from spread-
ing phenomena at the critical point to diffusive processes
and and continuous-time dynamical system such as the
Kuramoto model and the Roessler chaotic dynamics.
Classical centrality measures in complex networks –
like the degree or number of neighbors a node interacts
with [4, 5], betweenness centrality [8] counting the num-
ber of shortest paths through a certain node, eigenvec-
tor centrality [9] based on the idea that relations with
more influential neighbors confer greater importance, or
the k-shell decomposition [10] that correlates with the
outcome of supercritical spreading originating in specific
nodes [11–13]– rely only on topology, even if an underly-
ing process can be indirectly associated in some cases.
In contrast, the impact of individual elements in the
global performance of the system inevitably depends on
the specificities of the dynamics. Targeting individuals
for vaccination strategies in epidemic processes is not the
same as selecting electrical stimulation sites in the brain
in order to suppress epileptic seizures. In this respect,
a Laplacian-based centrality measure [14–16], closely re-
lated to PageRank [17], has been proposed recently to
assess the importance of complex network nodes in spe-
cific dynamical models.
In this work, we provide a general and rigorous frame-
work where dynamical influence is defined as a central-
ity measure both on directed and on undirected com-
plex networks and applies to a variety of families of dy-
namical models, including epidemic spreading models like
the susceptible-infected-removed (SIR), the susceptible-
infected-susceptible (SIS), and the contact process, the
Ising model, and diffusive processes like the voter model
or phase coupled oscillators. In all cases, dynamical in-
fluence is calculated as the leading left eigenvector of a
characteristic matrix that encodes the interplay between
topology and dynamics.
Results
Defining dynamical influence
We focus on systems of N time-dependent real vari-
ables x = (x1, . . . , xN ) with coupled linear dynamics
specified by a N ×N real matrix M
x˙ = Mx. (1)
A first classification of the dynamics is obtained by con-
sidering the largest eigenvalue µmax of M . For µmax < 0,
x(t) converges to a null vector that represents a stable
fixed point solution; for µmax > 0, indefinite growth from
almost all initial conditions is observed. Suppose that M
is such that a non-degenerate µmax = 0 exists. Then, the
ar
X
iv
:1
00
2.
40
42
v3
  [
ph
ys
ics
.so
c-p
h]
  1
6 F
eb
 20
12
2scalar product φc = c ·x is a conserved quantity, where c
is the left eigenvector of M for µmax,
dφc
dt
= c · x˙(t) = [cM ] · x(t) = 0 . (2)
The existence of the conserved quantity allows to calcu-
late the final state in terms of the initial condition x(0)
as
x(∞) := lim
t→∞x(t) =
c · x(0)
c · e e, (3)
where e is a right eigenvector of M for µmax. This equa-
tion implies that the projection of x(0) on c is all the sys-
tem remembers at large times about the initial condition
x(0). The coefficient ci quantifies the extent to which the
initial condition at node i affects the final state. There-
fore, we call ci the dynamical influence (DI) of element i
on the dynamics under equation (1).
One advantage of DI is that it is easily calculated with-
out expensive numerical simulations. In fact, a simple
way to calculate c furthers the understanding why this
object quantifies the role of nodes in spreading dynam-
ics. The power method (also called power iteration) [18]
approximates c by applying higher and higher powers of
M to a uniform vector w(0) = (1, 1, . . . , 1). For general
exponent l ∈ N, the i-th entry w(l)i of
w(l) = (1, . . . , 1)M l (4)
is the number of all possible walks of length l departing
from node i or, in other words, the number of ways an
item can spread for l steps when originating at node i.
At the first iteration this yields
w(1) = (1, . . . , 1)M = (d1, d2, . . . , dn) (5)
where di is the sum over the i-th row of M . When M
is the adjacency matrix of a network, then w
(1)
i = di is
the (out-)degree, the number of (outgoing) connections
of node i. For exponent 2, the i-th entry w
(2)
i is the
sum of the (out-)degrees of all neighbors of i. This is
the same as the number of possibilities (walks) to depart
from node i following two links. Now in the limit l→∞,
the direction of the eigenvector c is approached by
lim
l→∞
w(l)
||w(l)|| =
c
||c|| (6)
when the largest eigenvalue of M is non-degenerate and
larger in magnitude than the other eigenvalues. Hence,
the dynamic influence ci of element i is its ability to serve
as the origin of many arbitrarily long walks on the net-
work.
Epidemic spreading
Let us first apply these insights to critical phenom-
ena like spreading processes [24]. In the SIR model [25–
27], each node is either susceptible, infected or removed.
An infected node i transfers the epidemic along each of
its outgoing arcs independently with probability β; node
i itself relaxes to the removed state at unit rate. We
study small perturbations to the stationary state with
all nodes susceptible and approximate the dynamics by
the linearization
x˙ = −x+ βATx . (7)
Here xj(t) is the probability of node j to be infected at
time t. The first term is the relaxation from the infected
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FIG. 1: SIR spreading efficiency compared to centrality mea-
sures in a social network. The network of Zachary’s karate
club [19] has 77 edges connecting 34 nodes, here ordered ac-
cording to decreasing spreading efficiency. A monotonic decay
of a centrality measure in the diagram indicates large predic-
tive power for spreading efficiency. The rank order correlation
of spreading efficiency is of 0.97 with dynamical influence, 0.86
with degree, 0.82 with shell index, and 0.79 with betweenness
centrality. Indexing of nodes is the same as in ref. [19]. In the
network drawing, circles and squares represent the primary
partitioning of the node set found by Girvan and Newman
[20]. Spreading efficiency has been estimated at β = βc = 0.15
performing 106 independent runs of the SIR model per seed
node. The largest eigenvalue of the network adjacency matrix
is 6.65.
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FIG. 2: Predictive power of different centrality measures for SIR spreading efficiency. Symbols are values of the rank order
correlation coefficient of spreading efficiency with influence (squares), degree (triangles) and shell index (circles). The choice
of the spreading parameter β controls the average outbreak size (horizontal axis), being the average number of nodes infected
when choosing the seed node uniformly. The vertical dashed line indicates average outbreak size at the critical value of the
spreading parameter β = βc. The predictive power of betweenness centrality is below that of degree in all cases. The following
networks have been used. E-mail interchanges between employees of a university [21], βc = 0.0482; unweighted neural circuitry
of the roundworm C. elegans [22, 23], βc = 0.0654; snapshot of the Internet at Autonomous Systems level of Nov 08, 1997, see
http://moat.nlanr.net, βc = 0.0315; a realization of the Baraba´si-Albert (BA) model of scale-free networks [4] with 1000 nodes
and m = 2 edges added per node, βc = 0.0945. Other realizations of the BA model yield qualitatively the same result. For
the BA model, shell index is not a predictor because its value ki = m is the same for all nodes. For the neural network, being
directed, out-degree instead of degree is used as a predictor and for calculating the shell index.
to the removed state at unit rate. The second term quan-
tifies the transmission of the epidemic where the network
enters by the transpose of its adjacency matrix A.
Equation (7) can be rewritten as equation (1) with
M = βAT − I, and I being the identity matrix. Matrix
M has largest eigenvalue µmax = 0 when the spreading
probability β is the inverse of the largest eigenvalue of
A, that is β = βc = 1/αmax. We take again c as a left
eigenvector of M at µmax = 0 or, equivalently, a right
eigenvector for maximum eigenvalue αmax of A. Then the
expected outbreak size from an initial infection described
by the probability vector x(0) is proportional to c · x(0).
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FIG. 3: Comparison between spreading efficiency (diamonds), dynamical influence (squares) and betweenness centrality (stars)
in small networks. In panel (a), the ranking of nodes with respect to spreading efficiency is rendered both by dynamical influence
and betweenness. Note that the most efficient spreader is not a node with maximum degree but the node on the right connected
to those maximum degree nodes. In the case of panel (b), the strongest spreaders are the nodes of maximum degree 3. However,
the degree does not uniquely reveal the second strongest spreaders. Dynamical influence renders the full ranking of spreading
efficiency. In panel (c), nodes are indistinguishable both by degree and dynamical influence. The small differences in spreading
efficiency —note the scale on the axis—on this regular graph are rendered correctly by the betweenness centrality. The shell
index is not usable as a node discriminator here. It takes value 1 on each node in panels (a) and (b) and the value 3 in panel
(c). Spreading efficiency is calculated at the critical value β = βc for each network, being 0.408 for (a), 0.463 for (b),and 0.333
for (c). For easier comparison, values of dynamical influence and betweenness centrality have been rescaled and shifted such
that their mean and standard deviation are identical to that of the spreading efficiency in each network.
Now we ask how well c may forecast the actual SIR
spreading dynamics, measured as the spreading efficiency
(details in Methods) of node i that we define as the ex-
pected fraction of nodes reached by an epidemic outbreak
initiated with node i infected (seed node), all others sus-
ceptible. Figure 1 shows that ci is a good predictor of SIR
spreading efficiency at critical parameter value β = βc in
a small social network. Dynamical influence ci outper-
forms the predictions made by degree, shell index and
betweenness centrality. Predictive power is quantified by
the rank order correlation (see Methods).
Figure 2 shows the predictive power of dynamical in-
fluence for spreading efficiency as a function of the in-
fection probability in larger real-world networks and the
Barabasi-Albert model. The results are as anticipated
by the theory. Dynamical influence is a good predictor of
spreading efficiency in the critical regime where β/βc ≈ 1.
Predictions by dynamical influence outperform those by
other quantities that are supposed to provide informa-
tion about expected outbreak size in a broad interval of
infection probabilities. This still holds for values of β
that lead to average outbreak sizes of up to 10% of all
nodes in the network, as indicated by the vertical dashed
lines in Figure 2.
The approximation w(l) for finite length l in Eq. (4) is
useful as a predictor of spreading efficiency as well. Even
when the interaction network is not completely available,
local information counting the number of walks of length
l = 2 or l = 3 emanating from a node is enough to
estimate dynamical influence. Figure S1 in the Supple-
mentary Information shows that the count of these short
walks yields a prediction of spreading efficiency in the
critical regime that is as good as dynamical influence
itself. The predictive power of these walk counts, too,
reaches a maximum in the critical regime.
For infection probabilities β far above or below the
critical value βc, however, the degree di of a node i is a
better predictor of spreading efficiency. In the subcritical
regime, spreading is sparse and typically confined to the
neighborhood of the seed node i, while in the supercritical
regime, the epidemics rarely fails to spread to the whole
system. In the critical regime in-between these extremes,
infectious seeds are perturbations that trigger relaxation
dynamics at all scales. This is reflected in a dynamics
dominated by a marginal linear mode and a variety of
possible final states. Dynamical predictions at criticality
require then a global view of the network structure (and
the final state is determined by the conservation law as-
sociated with the leading eigenvector c-removed). The
scale-free distribution of epidemic outbreaks in real pop-
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FIG. 4: Predictive power of different centrality measures for Ising spreading efficiency at time lag τ = 10 as a function of
average absolute magnetization 〈|m|〉. Symbols are values of the rank order correlation coefficient of spreading efficiency with
influence (squares), degree (triangles) and shell index (circles). The vertical dashed lines indicate the value of 〈|m|〉 at the
critical parameter value β = βc. Details on networks and the values of βc are given in the caption of Figure 2.
ulations [28, 29] is a sign of criticality and suggests that
this regime is most relevant in practice.
In order to check the robustness of the results we con-
sider two modifications of the epidemic spreading dynam-
ics. First, we study the SIR model with a stochastic
rather than deterministic transition from the infected to
the removed state. Specifically, the transition occurs with
a probability µ independently for each infected node at
each time step. Thus the time spent in the infected state
(recovery time) has a geometric distribution with mean
µ−1. This modification does not qualtitatively change
the results of Figure 2 up to rescaling of β with µ. In
fact, the curves of predictive power for different values
of µ collapse when plotted as a function of the average
outbreak size, see Figure S2. Second, prediction by dy-
namical influence may also be applied to the SIS model
(see Materials and methods) yielding very similar results
(Supplementary Information, Figure S3). The contact
process [30] can also be considered, with A replaced by
the stochastic adjacency matrix, the adjacency matrix
after normalization such that each row sums up to 1.
To facilitate intuitive understanding of the predictive
role of centrality measures in spreading dynamics, let us
consider small networks. In each of the three cases in
Fig. 3, a different subset of the measures yields the cor-
rect ranking by spreading efficiency at the critical point.
6The most efficient spreader is not necessarily the node
with the largest degree. Being adjacent to several nodes
with large degree may lead to large spreading efficiency
despite a smaller degree, cf. panel (a). This second or-
der effect is reflected by dynamical influence. When all
degrees are equal as in panel (c), also dynamical influ-
ence and shell index are homogeneous. In this case, be-
tweenness centrality captures the subtle effect of nodes
having different positions in the network. We speculate
that centrality measures based on unconstrained walks
and shortest paths can do best in predicting spreading
efficiency at the critical point. Then, a suitable combi-
nation of dynamical influence with betweenness depend-
ing on network topology might be close to the optimal
predictor.
Nodes with large shell index are contained in highly
connected neighborhoods that facilitate spreading. In
many cases, the shell index may serve as a satisfactory
predictor of spreading efficiency [13]. Here, however, we
find situations where its use for prediction is limited due
to the degeneracy of the values shell index assumes. It
has a constant value m across nodes of each network that
can be built up by iterative attachment of a node with
exactly m edges. This includes all trees (m = 1) and net-
works from growth models such as the one by Barabasi
and Albert [4]. A significant lack of resolution is also
observed in real-world networks. Shell index assumes
only few (≈ 10) discrete values, cf. Figure S4 in Supple-
mentary Information. On the Internet graph, the same
maximum shell index value is observed for the strongest
spreader as well as nodes with spreading efficiency a fac-
tor of five below. Thus, even though the overall cor-
relation between spreading efficiency and shell index is
positive, lack of resolution limits the predictive power.
Such limitations have been identified also in an empiri-
cal study of epidemic spreading in a social group [31], in
a detailed comparison between SIR and SIS models [32]
and in dynamics of rumour propagation [33].
We remark that the most efficient spreaders are not
necessarily the same as those targeted by efficient vacci-
nation strategies in order to contain epidemics. At the
network level, the aim of vaccination is to increase the
epidemic threshold β in order to render the spreading
dynamics subcritical. The set of nodes by whose removal
this shift of threshold is achieved [34] is different in gen-
eral from the set of nodes with the largest dynamical
influence. The Supplementary Information provides fur-
ther results (Figure S5) and a brief discussion of vacci-
nation.
Ising model
The Ising model is a paradigmatic binary state model
of critical phenomena. The Ising model [35, 36] on a
network [37] describes the dynamics of N coupled spins
si ∈ {−1; +1} placed on the nodes. The zero tempera-
ture (T=0) version of the Ising model implements a ma-
jority rule for state updating. This is the same dynamics
considered in threshold models of collective behavior for
a 50% value of the threshold [38, 39], and its dynamics
is also related to Schelling’s model of urban segregation
[40, 41]; the finite temperature version has been consid-
ered in the context of strategic interactions [42]. Finite
temperature effects (noise), as considered here, are essen-
tial to escape from frozen configurations and to establish
the robustness of transitions found in Ising-like models
[43]. Also in the theory of neural computation, Ising-like
systems play an essential role [44].
In the context of the Ising model, we define spreading
efficiency of node i as the correlation between two mea-
surements: the state of node i at time t and the mag-
netization (see Methods) of the whole system at a later
time, formally
fi(β) = 〈si(t)m(t+ τN)〉 . (8)
The parameter τ measures the time lag between the two
measurements. Figure 4 shows to which extent the rank-
ing of nodes by Ising spreading efficiency is correlated
with the ranking by various centrality measures. At the
transition between order and disorder, Ising spreading ef-
ficiency has larger correlation with dynamical influence
than with the other centrality measures.
Diffusive processes: the voter model
Coming back to the general framework equation (1),
there is a class of dynamical processes in networks in
which the property of M having a zero maximum eigen-
value appears naturally without the need of adjusting any
parameter. This is the case of diffusive processes defined
by equation (1) with M = −L and the Laplacian matrix
entries
Lij = −Kij + δij
N∑
k=1
Kik . (9)
The zero eigenvalue of L is non-degenerate under mild
assumptions [45]. For these processes our general analy-
sis of equation (1) becomes exact. A prominent example
of diffusive dynamics is the voter model [46] in which
node i is in a spin state si ∈ {−1,+1}. For this model,
xi stands for the ensemble average of spin i, xi = 〈si〉,
and Kij gives the rate at which node i copies the state of
node j. Different definitions of the voter model dynamics
provide clear examples of how the concept of dynamical
influence takes into account the interplay between topol-
ogy and dynamics: For link update dynamics in an undi-
rected network, an ordered pair of nodes (i, j) is chosen
in each step and node i copies the state of node j. The
rate matrix K becomes proportional to the transpose of
the adjacency matrix A. As a consequence ci = 1/N ,
the average magnetization
∑N
i=1 cixi is conserved, and
all nodes have the same dynamical influence indepen-
dently of the topological features of the network. In the
7more standard node update voter dynamics, at each step
one node i (having degree di) is selected at random and
copies the state of one of its neighbors j, also selected
at random. In this case Kij ∝ Aji/di, so that Kij is no
longer a symmetric matrix, the conserved quantity is a
weighted magnetization [47] and the dynamical influence
of node i is proportional to its degree di.
For diffusive processes, the system is driven towards
a homogeneous final state with x∗ := xi(∞) = xj(∞)
for all i and j. Although x∗ takes continuous values,
each realization of the voter dynamics in a finite system
eventually reaches a homogeneous absorbing state with
either all nodes in the state +1 or all in the state −1.
The influence ci of a node weights the initial state of node
i in the exit probability P+, that is, the probability to
reach the absorbing configuration +1: P+ = (φc+1)/2 =
(x∗ + 1)/2. When all nodes are equivalent (e.g., link
update) x∗ is just the average of the initial values of the
nodes, but otherwise (e.g. node update) x∗ is given by
a weighted average of the initial condition. The value ci
has an alternative interpretation as a stationary density
of a random walk [15].
Efficient driving of complex systems
The meaning of dynamical influence also manifests it-
self in the practical task of driving a system efficiently.
In the context of the voter model, this task might be
phrased in terms of the zealot problem [49]. One consid-
ers a special directed network in which a given node (the
zealot) does not copy the state of any of its neighbors.
The question is the efficiency of the zealot in driving all
other nodes to the zealot state. To show the broad appli-
cability of the dynamical influence concept, we address
this question of driving efficiency considering the problem
of phase-coupled oscillators described by the Kuramoto
model [50]. Assuming all oscillators have the same in-
trinsic frequency ω (without losing generality, we choose
ω = 0), the phase variable xi of oscillator i advances as
x˙i = ω +
N∑
j=1
Kij sin(xj − xi) . (10)
with a matrix K of non-negative coupling strengths.
Around the synchronized state, phase differences are
small. By approximating each sin-term with its argu-
ment, a linear homogeneous system as in equation (1) is
recovered.
We study a scenario with initially all oscillators i in
phase xi(0) = 0. An additional node a with constant
phase xa = pi/2 is added to the system and linked
through an additional edge to a chosen node i. We mea-
sure the time Ti the system takes to reach the new ho-
mogeneous state with si = pi/2 for all nodes i. The
dynamical evolution of these systems is illustrated by
studying the motif in the inset of Fig. 5a. The global
phase ψ(t) converges faster to the external forcing when
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FIG. 5: Dynamical influence and driving in a system of
phase-coupled oscillators. a Adaptation of the global phase
of the four-node system in the inset when driving is applied
to one of the oscillator nodes (an additional oscillator cou-
pled to the red circle node with fixed phase pi/2. Adapta-
tion is quick when driving at nodes 1 (◦) and 4 (4), having
high influence, and slow when driving at one of the other
two nodes, having low influence. b, Driving efficiency (filled
diamonds) and dynamical influence (shaded squares) for a
system of phase oscillators coupled as the network of regions
in the macaque cortex [48]. Driving efficiency of node i is
measured as the time required to resynchronize with an ad-
ditional input signal applied to a given node i. We say that
the system has resynchronized when the global phase reaches
ψ(t) ≥ (1− )xa with a tolerance  = 10−2, where the global
phase ψ(t) is computed as the argument of the global order
parameter z(t) = r exp[iψ(t)] =
∑N
i=1 exp[ısi(t)]. For com-
parison, the degree ratio kout/kin of each node is also shown
(open triangles). Since this is not an uncorrelated network,
node influence deviates significantly from degree ratio. Each
plotted quantity is rescaled by a factor to obtain an average
value of 1. The empirical network serves as a testbed for pre-
diction of driving efficiency. We do not aim to mimic real
dynamics of the cortex.
the driving is applied to the nodes with higher influence,
and the convergence of the different nodes depends on
their relative network position in relation to the driver.
In Fig. 5(b), we show the results on a directed network
of phase oscillators connected as the network of regions
in the macaque cortex [48]. Dynamical influence has ex-
8tremely high predictive power. The rank order correla-
tion of driving efficiency with dynamical influence is 0.97,
while 0.66 with degree ratio, −0.14 with shell index and
−0.09 with betweenness. Similar results are obtained
on randomly grown directed networks and for coupled
chaotic oscillators, see Figures S6 and S7 in Supplemen-
tary Information. These findings clearly show that dy-
namical influence is an excellent proxy to identify better
targets for controlling global behavior, even in strongly
non-linear dynamical systems.
Discussion
Dynamical influence is a centrality measure applica-
ble to a wide range of dynamical processes on complex
networks that takes into account the interplay between
topology and dynamics. While the motivation and rig-
orous analysis of dynamical influence employ the context
of linear systems, its practical use for understanding and
controlling networked dynamics extends to several inher-
ently non-linear systems.
We have demonstrated that dynamical influence is ap-
plicable to stochastic equilibrium (Ising model) and non-
equilibrium systems (epidemic and voter models) as well
as deterministic state-continuous systems such as the Ku-
ramoto model and the chaotic Roessler attractor. For
critical epidemic spreading and the Ising model, dynami-
cal influence is a good predictor of spreading capabilities.
In the context of chaotic Boolean dynamics [51], a simi-
lar spectral centrality is highly correlated with a node’s
impact on the attractor reached [52]. For diffusion, dy-
namical influence quantifies the impact of the dynamical
states of single nodes on the asymptotic homogeneous
state. Beyond that, it proves to be a high-quality proxy
for driving efficiency, uncovering which are the best tar-
get nodes in real networks to be forced in order to drive
the system towards specific states. In a broader context,
the identification of these targets has fundamental im-
plications and practical applications on strategies with
an interest in controlling collective behavior, from social
influence to biomedical responses.
Methods
Epidemic models
We simulate the SIR model of epidemic spreading in
the time-discrete version. Transitions between the three
states (S,I,R) are as follows. If node i is in the S (sus-
ceptible) state and has ν infected (I) neighbors at time t,
then node i remains susceptible with probability (1−β)ν ,
otherwise i is infected at time t + 1. If node i is in the
infected state at time i then i is in the R (removed) state
at time t+ 1. In the SIS model, at difference with SIR, a
node infected at time t is susceptible again at time t+ 1.
The probability of being removed in the SIR model does
not enter in the linearized equation (7) because it ap-
pears only in a second order term in the equation for x.
Therefore equation (7) gives the same linear description
for the SIR and SIS models.
The system is in an absorbing configuration if none of
the nodes is infected. For both models, outbreak size is
the number of nodes having been infected at least once
before reaching an absorbing configuration. The spread-
ing efficiency of node i is the average outbreak size when
initiating the dynamics with node i infected and all oth-
ers susceptible.
Ising model
The spin values si ∈ {−1,+1} are updated asyn-
chronously as follows. At each time step t, a node
i ∈ {1, . . . , N} is drawn uniformly. The field
hi(t) =
N∑
j=1
Kijsi(t) (11)
is calculated. The state of node i is flipped with proba-
bility
min{exp[−βsi(t)hi(t)], 1} . (12)
Flipping the state of node i means si(t + 1) = −si(t).
Otherwise the state of node i remains unchanged. All
other nodes j 6= i retain their state, sj(t+ 1) = sj(t).
The parameter β (inverse temperature) controls the
order in the system. For large β (small temperature),
spins tend to align and there is long-range order seen as
large clusters of nodes sharing the same spin value. For
small β (high temperature), long-range order is absent.
The magnetization
m(t) = N−1
N∑
i=1
si(t) . (13)
is used to quantify the order of the system. Disordered
systems have 〈|m|〉 ≈ 0, while a finite positive value is
obtained in ordered systems.
Rank order correlation
For a vector x ∈ Rn, the rank of component i is given
by
ri(x) = 1 + |{j 6= i|xj > xi}|+ 1
2
|{j 6= i|xj = xi}| (14)
The rank order correlation coefficient ρ(x, y) between two
such vectors x and y is the Pearson correlation coefficient
between the rank vectors r(x) and r(y). Thus ρ(x, y)
takes values in [−1, 1] with ρ(x, y) = +1 (−1) if and only
if x and y are in a strictly increasing (decreasing) relation.
9Degree and degree ratio
The degree di of node i is the number of nodes i is
connected to. In directed networks, in- and out-degree
dini and d
out
i are distinguished. For the matrix averag-
ing over all adjacency matrices of networks with fixed
node degrees, ci = di is a left eigenvector for the largest
eigenvalue. Likewise, the degree ratios douti /d
in
i form a
left eigenvector of the Laplacian matrix averaging over
all networks with given node degrees [53, 54].
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SUPPLEMENTARY MATERIAL
Epidemic spreading
We test the idea of approximating dynamical influence
by applying a finite (l-th) power of the adjacency matrix
to a uniform vector, cf. section Defining dynamical influ-
ence of the main article. The resulting quantity is w
(l)
i ,
the number of walks of length l departing from a node.
Figure S1 shows that the number of walks of length l ≥ 2
is a good predictor of spreading efficiency in the critical
regime, even for moderate l.
Further results on epidemic spreading to support the
robustness of dynamic influence as a predictor for spread-
ing efficiency. Figure S2 compares results for the SIR
model with different recovery probability µ. At each time
step, an infected (I) node changes state to recovered (R)
with probability µ and stays infected with probability
1−µ. The case of deterministic recovery in a single step
(µ = 1) is the one treated in Figure 2 in the main arti-
cle. In Figure S3, results for the SIS model are presented
analogous to those for the SIR model, cf. Figure 2 in the
main article.
Figure S4 provides the detailed relation between cen-
trality measures (shell index, influence) and spreading ef-
ficiency at criticality for the standard SIR model (µ = 1).
In the network of e-mail contacts, the maximum shell in-
dex kmax = 11 is not assumed by any of the top spreaders.
In the neural network of C. elegans, kmax = 7 is assumed
by the 76 top spreaders out of the 274 nodes. Across
these 76 nodes, spreading efficiency varies by a factor of
2.75. Likewise, the 26 top spreaders out of the 3015 au-
tonomous systems of the Internet graph have kmax = 9,
with spreading efficiency varying by a factor of more than
five across these 26 nodes. Finally, the macaque cortex
network has 47 nodes in total; spreading efficiency varies
by a factor of 1.96 across the 23 top spreaders belonging
to the innermost shell of kmax = 8.
Furthermore, we study a scenario of epidemic spread-
ing with a fraction of the nodes vaccinated and thus im-
mune. For these purposes, the vaccinated nodes and their
connections are removed from the network before run-
ning the SIR dynamics. In order to test the suitability
of a centrality measure for defining a vaccination strat-
egy, the removed nodes are those ranking highest under
the centrality measure. Figure S5 shows that outbreak
size is reduced most when vaccinating the nodes with
the largest degree or the largest betweenness centrality.
Shell index and dynamical influence provide less guid-
ance when selecting candidates for vaccination. All four
centrality measures perform better than a purely random
assignment of centrality values.
Why is the node set to be chosen for efficient vaccina-
tion not the same as the group of efficient spreaders at
criticality? Removing central nodes is expected to dras-
tically reduce the largest eigenvalue of the network and
thereby increase the epidemic threshold. Very few node
removals may render the dynamics subcritical on the net-
work of remaining nodes. Once in the subcritical regime,
the degree is the centrality measure that best predicts
spreading efficiency. Thus for vaccination, nodes are to
be selected by degree rather than dynamical influence.
Driving coupled oscillators
Further simulations of the driven system of phase-
coupled oscillators are performed, on randomly grown
networks with (a) geometric (exponential) in- and out-
degree distributions and (b) a broad (scale-free) distri-
bution of out-degree and a geometric distribution of in-
degree. The rank-order correlation between driving effi-
ciency and several centrality measures is shown in Fig-
ure S6 as a function of network size.
Next we replace the Kuramoto oscillators by Ro¨ssler
oscillators diffusively coupled by all three variables. The
autonomous dynamics evolves as
x˙i = −yi − zi +η
∑N
j=1Kij(xj − xi)
y˙i = xi + 0.2yi +η
∑N
j=1Kij(yj − yi)
z˙i = 0.2 + zi(xi − 9) +η
∑N
j=1Kij(zj − zi)
.
with (xi, yi, zi) the three-dimensional state vector of node
i and the coupling matrix K of the network. The cou-
pling strength is set η = 10. As the initial condition, all
nodes in the network obtain the same state xi(0) = x
(0),
yi(0) = y
(0), zi(0) = z
(0), i ∈ {1, . . . , N} such that these
oscillators are synchronous at the beginning. We draw
x(0), y(0), z(0) as independent standard random numbers,
i.e. from the uniform distribution on the unit interval.
The driving node is initialized independently, drawing
standard random numbers for all three variables. Then,
as in the previous scenario with the Kuramoto oscillators,
a directed coupling (also of strength η) is established from
the driving node to a chosen node i. The time Ti until
synchronization is measured. Synchronization is reached
when for each node j the absolute difference between the
driving node’s state and the state of node j is below  in
all three variables, with  = 10−4. If synchronization is
not reached by time t = 103, Ti = 10
3 is assigned. The
driving efficiency of node i is the inverse of the time until
synchronization when the driving node feeds into node
i as described. The Macaque cortex network is used for
the simulations.
Predictive power of centrality measures is similar to
the case of Kuramoto oscillators. Driving efficiency has
a rank order correlation of 0.957± 0.010 with dynamical
influence, 0.646±0.012 with degree ratio, −0.013±0.0.011
with shell index, and −0.072 ± 0.007 with betweenness.
These estimates are obtained as mean values and stan-
dard deviations over 10 independent realizations (initial
conditions). Figure S7 shows the driving efficiencies ob-
tained in these realizations, with nodes ordered by dy-
namical influence.
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FIG. S1: Prediction of SIR spreading efficiency of a node i by the number of walks w
(l)
i of a given length l and starting at
i. Symbols indicate the value of length l. For l = 1, the number of walks is the (out-)degree. Further details are identical to
those of Fig. 2 in the main article.
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FIG. S2: Predictive power of different centrality measures for SIR spreading efficiency under varying recovery probability µ,
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dynamical influence (squares), degree (triangles) and shell index (circles). The x-axis is the average outbreak size when seed
nodes are chosen with equal probability. Further details are as in Figure 2 in the main article.
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in the SIR model at criticality. Partially vaccinated networks are obtained by removing the nodes with centrality value above a
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FIG. S6: Prediction of driving efficiency for Kuramoto oscillators on randomly grown directed networks of varying size. Each
plotted point is the average rank order correlation between driving efficiency and Laplacian influence (squares), degree ratio
(triangles), betweenness centrality (stars). Averages are taken over 10 independently grown networks. Error bars indicate the
standard deviation. For panel (a), networks are initiated as two bidirectionally coupled nodes. Then at each step i of the
growth process, a new node i attaches to the network with a link to a node j and another link from a node k, where j and k
are chosen uniformly at random from the set of i− 1 existing nodes. For panel (b), the process of (a) is altered as follows. The
choice of k is no longer uniform but node k is chosen with probability proportional to the out-degree of node k. This results in
a scale-free out-degree distribution while keeping the in-degree distribution geometric. For the networks of panel (a), both in-
and out-degree are distributed geometrically.
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