We investigate the dynamics of kinetically constrained models of glass formers by analysing the statistics of trajectories of the dynamics, or histories, using large deviation function methods. We show that, in general, these models exhibit a first-order dynamical transition between active and inactive dynamical phases. We argue that the dynamical heterogeneities displayed by these systems are a manifestation of dynamical first-order phase coexistence. In particular, we calculate dynamical large deviation functions, both analytically and numerically, for the Fredrickson-Andersen model, the East model, and constrained lattice gas models. We also show how large deviation functions can be obtained from a Landau-like theory for dynamical fluctuations. We discuss possibilities for similar dynamical phase-coexistence behaviour in other systems with heterogeneous dynamics.
I. INTRODUCTION
In this paper we describe in detail a theoretical method for the study of the dynamics of glassy systems [1, 2, 3, 4] . This approach is in essence a statistical mechanics of the trajectories of the dynamics, or histories, as it is based on the study of large deviation functions [5] -which can be thought of as generalized free-energies-of dynamic observables. In particular, we use the tools of Ruelle's thermodynamic formalism [6, 7] , as applied to continuous time Markov chains [8] , to study kinetically constrained models (KCMs) of glass formers [9] . In a recent letter [10] we showed using these methods that the dynamics of KCMs takes place on a first-order coexistence line between active and inactive dynamical phases, in accordance with previous suggestions [11] . Here we expand significantly on Ref. [10] , demonstrating in detail the existence of the first-order dynamical phase transition, and discussing the Landau-like approach [12] that we use to characterise the dynamical phases, and the transition between them. The dynamical transition we find in KCMs [10] is related neither to a thermodynamic transition, nor to a finite temperature (or finite density) dynamical singularity. Our results, therefore, point towards a perspective [11] on glasses which is distinct from other approaches, such as the random first-order transition theory [13, 14, 15, 16] , frustration-limited domains [17] , or mode-coupling theory [18] .
The paper is organized as follows: in Section II we introduce our dynamical tools and the ensemble of histories in which the dynamical phase transition takes place. In Section III we describe the models that we will consider. We show the existence of a dynamical phase transition in Section IV comparing different models and establishing minimal conditions that are sufficient to ensure a dynamical transition. In Section V we discuss the ensemble of histories in detail, considering statistical properties of the active and inactive phases, and a dynamical analogue of phase separation. We summarise our results in Section VI, and consider some open questions.
II. DYNAMICAL TOOLS: THE s-ENSEMBLE

A. Motivations
In this article, we are concerned with fluctuations in dynamical observables such as the amount of dynamical activity in a glassy system, integrated over a long time t and over a large (but finite) system. To investigate these fluctuations, we consider statistical properties of the histories followed by the system. Ensembles of histories are central to the thermodynamic formalism developed by Ruelle and coworkers [6] (see [7] for a comprehensive review). While thermodynamics is concerned with probability distributions over configurations of a large system, we will apply the thermodynamic formalism to probability distributions over histories. We begin by discussing the physical content of the observables that we will consider.
In the Boltzmann-Gibbs theory, the macroscopic features of large systems are characterised by determining the statistical properties (the mean value and fluctuations) of extensive observables, such as the energy or the number of particles. In a microcanonical approach, one considers the properties of a system with fixed total energy E. They are obtained from the counting factor Ω(E, N ) = number of configurations with energy E
where N represents the size (the volume) of the system. In the large size limit (N → ∞), we define the entropy density s(e) = lim N →∞ 1 N ln Ω(eN, N ), which represents the relative weight of configurations with energy density e. In a dynamical context, we consider histories of the system between an initial time τ = 0 and a final time τ = t.
Instead of considering the statistics of the energy E, we will consider an observable A, that is extensive in the observation time t. The dynamical analog of Ω(E, N ) is the probability distribution of this observable Ω dyn (A, t) = fraction of histories with a given value of the time-extensive observable A
On a mathematical level, the choice of the observable A is somewhat arbitrary, although application of the thermodynamic formalism requires that the quantity 1 t log Ω dyn (at, t) should have a finite limit for large times t. Subject to this constraint, the choice of the order parameter A is informed by physical insight: we should use an observable that reveals the essential physical processes at work in the system. For example, in non-equilibrium systems in contact with two reservoirs of particles, we might define A as the total particle current: the number of particles transferred from one reservoir to the other between times 0 and t (see, for example, Refs [19, 20] ). In the context of glassy phenomena, we consider observables that measure the "activity" or the "complexity" of the history [8, 10, 11] .
Returning to the Boltzmann-Gibbs approach, it is useful to define the canonical ensemble through the partition function Z(β, N ) = E Ω(E, N ) e −βE (3) which characterises a system at a given temperature β −1 . Within this framework, phase transitions can be identified from singularities in the intensive free energy, f (β) = − lim N →∞ where we introduced an intensive field s conjugate to A. This field will play a role similar to the inverse temperature β. The dynamical partition function Z A (s, t) is the central object of Ruelle's thermodynamic formalism.
We have focused on the correspondence between the thermodynamic limit of large system size (N → ∞) and the long time limit (t → ∞) in Ruelle's formalism. In the following, we will consider systems for which the large time limit is to be taken at fixed system size: in some cases, we will then take a second limit of large system size N . If we consider systems with no thermodynamic phase transitions, then no singular behaviour arises on taking the limit of large N at fixed t. In this case, we expect the limits of large N and large t to commute, but this is is clearly not the case in general.
B. Systems with Markov dynamics: statistics over histories
Continuous time Markov evolution
We now give more precise definitions of the quantities discussed so far, by reviewing the construction of the ensemble of histories for stochastic systems. We focus on continuous-time Markov dynamics (in this section, we follow [8] ). The system is defined by a finite set of configurations {C}. Its dynamical evolution is defined by the rates W (C → C ′ ) for transitions from configuration C to configuration C ′ . Thus, the probability P (C, t) of being in configuration C at time t evolves according to a master equation:
∂ t P (C, t) = −r(C)P (C, t) +
waiting probability: e −(t−t K )r(C K )
FIG. 1:
A history of duration t is defined by a sequence of configurations C0 → . . . → CK and a sequence of jump times t1, . . . , tK. Between t k and t k+1 , the system stays in configuration C k .
where
represents the rate of escape from C. Equ. (5) is sufficiently general to describe kinetically constrained models, spin facilitated models, or lattice gases, with C representing the configuration of the whole lattice in each case.
Starting from a configuration C 0 at initial time t = 0, the system will experience a fluctuating number of changes of configuration ("jumps") between 0 and t. We shall refer to the number of jumps as the "activity" and denote it by K. A history (or trajectory) consists of a sequence C 0 → . . . → C K of visited configurations, and a sequence of times t 1 , . . . , t K at which the jumps occur ( Fig. 1) . We stress that for a fixed observation time t, the number of jumps is a fluctuating quantity: it depends on the particular history followed by the system between 0 and t. We refer to histories with many hops (large K) as 'active' histories and those with few hops (small K) as 'inactive'.
We use the notation O for an average of the observable O, over histories of the system. We consider observables that depend on the entire history of the system, through the configurations visited and the time spent in each: that
where the limits on the time integrals are t 1 > 0, t k < t k+1 , and t K < t K+1 ≡ t; we use p 0 (C 0 ) to denote the probability distribution of the initial configuration C 0 . We use a compact notation for averages of this form:
where Prob[hist] plays the role of a probability density in the space of histories.
Time-extensive observables
Having defined our system and its histories, we now turn to the choice of the time-extensive observable A. A simple choice of this observable will be the activity K. Each time the system changes configuration C → C ′ the activity K is incremented: K → K + 1. More generally, we can consider an observable A that is incremented at each jump, with the increment α(C, C ′ ) depending on the configurations before and after the jump. That is, for a given history with K changes of configurations
Again, we note that if α(C, C ′ ) = 1 then A is the activity K. To construct the dynamical partition sum, we start with a 'microcanonical' approach, classifying trajectories by their values of A. We generalise the probability P (C, t), defining P (C, A, t) as the probability of being in configuration C at time t, having measured a value A of the time-extensive variable between 0 and t. Its evolution in time is given by the master equation
Thus, the probability of measuring a value A for the observable A in a history of length t is
which we identify as the quantity introduced in (2).
Canonical description: evolution in the s-ensemble
We have defined the distribution Ω dyn (A, t) that is the analog of the microcanonical counting factor Ω(E, N ). We now introduce the analog for the canonical (Boltzmann-Gibbs) ensemble, parameterized by a field s. This involves a modification to the statistical weight of each history:
Thus, in the 's-ensemble', averages of observables O are given by
is the dynamical partition function, introduced in (4). (The subscript A of Z A serves as a reminder that the field s is conjugate to A.) Averages in the ensemble with s = 0 correspond to the steady state averages of O. A priori, this is the only physically accessible ensemble. Positive or negative values of s favor histories with non-typical values of A. For our purposes, working in the s-ensemble is simpler than considering ensembles with fixed values of A. We take the Laplace transform of P (C, A, t) with respect to A:P
From (10), the equation of motion forP A (C, s, t) is
or, in an operator notation, ∂ tPA = W APA , where W A operates in the space of configurations {C}. Its matrix elements are
Some properties of the operator W are discussed in appendix A: Equ. (A2) states thatP A (C, s, t) behaves in the large time limit asP A (C, s, t) ∼ R 0 (C, s)e tψA(s) where ψ A (s) is the largest eigenvalue of W A and R 0 (C, s) is the associated eigenvector. Thus, for large times,
and we will refer to ψ A (s) as (the negative of) the dynamical free energy per unit time. Summing Eq. (15) over C, probability conservation implies Z A (0, t) = 1, so that ψ(0) = 0 for all stochastic systems.
Large deviation functions
In the Boltzmann-Gibbs theory, entropy and free energy are related through a Legendre transform (as can be seen from (3) or [21] ) which provides a link between microcanonical and canonical ensembles. We have already defined the function ψ K (s), which is the dynamical analog of the free energy density f (β). The dynamical analog of the entropy density s(e) is π(a) = lim
which determines the large-t scaling of the probability of observing a value at for the observable A. For large times, the sum in (4) is dominated by the maximum of Ω dyn (A, t), so that π(a) and ψ A (s) are are related through a Legendre transform:
If the function π(a) satisfies π ′′ (a) ≤ 0, it can be obtained from the inverse transform
Physically, the quantity π(a) describes the large fluctuations of A. It is maximal at the most probable value of a, which is the mean value of A/t, in the limit of large time t. Gaussian fluctuations of A/t are described by the quadratic approximation of π(a) around its maximum. Expanding π(a) beyond quadratic order gives information about nonGaussian fluctuations of A/t, which are referred to as large deviations [5] . Alternatively, one may characterise these fluctuations through ψ A (s), since the cumulants of A are obtained from the derivatives of ψ A (s) through
, where, as usual, A p c is the p-th cumulant of A.
Time-extensive observables varying continuously in time
In addition to time-extensive order parameters of the form given in (9), we also consider those of the form
where we introduced a configuration-dependent observable b(C). In the sum over k, we define t 0 = 0 and t K+1 = t so that the time spent in configuration C k is simply t k+1 − t k . In the integral representation, we have represented the trajectory by a function C(t ′ ) which takes the value C k for t k < t ′ < t k+1 . The time-integrated energy of the system is an observable of the form B, in which case b(C) is simply the energy of configuration C. Then, defining P (C, B, t) by analogy with P (C, A, t), we have
We define an s-ensemble associated with the observable B through
Then, repeating the analysis of Section II B 3, the analog of ψ A (s) is φ B (s) = lim t→∞ 1 t ln e −sB . This quantity is equal to the maximal eigenvalue of an operator W B , whose elements are
In the following, we concentrate our study on time-extensive variables of type A. Some connections between sensembles parameterized by observables of types A and B discussed in Appendix B
Variational approach for ψA(s)
The models considered in this work have dynamics which obey detailed balance with respect to an equilibrium distribution P eq (C): that is,
. This allows us to derive a variational bound on the dynamical free energy ψ K (s). To achieve this, we symmetrise the evolution operator
SinceW K and W K are related by a similarity transformation, their eigenspectra are identical. We therefore use a variational principle (valid for any symmetric operator) to determine their common maximal eigenvalue:
At s = 0, the maximum is achieved for V (C) = P eq (C) 1/2 , and ψ(0) = 0, as required. Interestingly, the quantity to be maximised in (27) has a physical interpretation. For any history of the system, the fraction of time spent in each configuration C defines a quantity known as the experimental measure. As we discuss in appendix C, Donsker-Varadhan theory relates the probability of observing a particular experimental measure to an expectation value of the form V |W K |V . In Section V, we will use these results to investigate fluctuations in the s-ensemble.
III. MODELS AND ORDER PARAMETERS
A. Kinetically constrained models: FA, East, TLG and KA models Kinetically constrained models [22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34] are simple lattice models of glasses which can account for a large range of dynamical phenomena associated to the glass transition. This includes: super-Arrhenius temperature dependence of timescales, non-exponential relaxation, spatially heterogeneous dynamics, transport decoupling, and aging and memory effects. The thermodynamic properties of KCMs are very simple, and their non-trivial features arise from dynamical rules which forbid or favor some transitions, while maintaining detailed balance with respect to a trivial equilibrium distribution over configurations. For a review on KCMs see [9] .
We first consider models with binary spins n i = 0, 1 where i = 1, . . . , N are the sites of a lattice. In spin-facilitated models, sites with n i = 1 represent excitations, which promote local activity. The models evolve by single spin-flips, which occur with rates
where β is the inverse temperature, and the kinetic constraint enters through the function C i ({n j }), which is a function of the neighbors n j of i, but does not itself depend on n i . In this case, it is simple to verify that the model obeys detailed balance with respect to the equilibrium distribution
1 + e −β (29) and that the excitation density is c ≡ n i = (1 + e β ) −1 . In the one-spin facilitated Fredrickson-Andersen (FA) model [9, 22] , C i = 1 if any of the nearest neighbors j of i are in the excited state, n j = 1; otherwise C i = 0. We also consider the three-dimensional variant of the East model [23, 27, 35] in which C i = 1 for site i = (x, y, z) if at least one of the sites (x − 1, y, z), (x, y − 1, z) or (x, y, z − 1) is in the excited state; otherwise C i = 0.
In addition, we consider lattice gas models [9, 24, 25] , in which particles move from site to site, with at most one particle per site. Sites which are occupied have n i = 1, and unoccupied sites have n i = 0. Particles move between sites i and j with rate C ij ({n k }) so that the model has a conserved density ρ = N −1 i n i . The rate C ij ({n k }) is non-zero only for nearest neighbor sites i and j, and it is independent of n i and n j . Thus, equilibrium state has a trivial distribution: all configurations with density ρ have equal probability. As an example of such a model, we consider the two-vacancy facilitated triangular lattice gas, or (2)-TLG [25] , which is defined on a triangular lattice, with a constraint C ij which is equal to unity if the two common nearest neighbors of sites i and j are vacant, and zero otherwise. Similarly, the (2,2) variant of the Kob-Andersen (KA) lattice model [24] is defined on a square lattice, with C ij = 1 if at least one neighbour k = j of site i has n k = 0 and at least one neighbour k ′ = i of site j has n k ′ = 0. Otherwise C ij = 0.
B. Reducibility of KCMs and sums over histories
The construction of the s-ensemble in Section II assumed that the system of interest has a single steady state to which it converges in the long-time limit. For finite-sized stochastic systems, this convergence is ensured as long as the dynamics are irreducible [9] : that is, it must be possible for every configuration of the system to be reached from every other configuration. For KCMs, this is not the case in general. For example, in the FA model, there are no transitions either into or out of the configuration with no excited sites (n i = 0 for all i). For the models considered here, these states are usually considered to be irrelevant because they have a contribution to the Gibbs measure that vanishes exponentially in the thermodynamic limit, at all temperatures T > 0.
However, when considering large deviations, these states may become relevant. In order to ensure convergence to a single steady state, we define our unbiased measure over histories as in (7), with a distribution of initial conditions p 0 (C 0 ) that is non-zero only for configurations in the largest irreducible partition of the dynamics. That is, we do not allow the system to occupy configurations that cannot be reached from representative configurations taken from the relevant Gibbs ensemble. For the FA model and East models, this simply means that the system may not occupy the configuration which has no excited sites. Practically, this means (for example) that the maximum in the variational expression (27) should be taken with the constraint that V (C) is finite only for configurations in the largest irreducible partition.
Instead of restricting initial conditions in this way, one could instead consider large deviations in a subsystem of size N that is embedded in a larger system of size N ′ ≫ N : this was the approach taken in [11] . As usual, we expect these approaches to be equivalent in the limit of large system size N .
C. Kinetically constrained models : bosonic and mean-field variants
It is convenient to define a 'bosonic' variant of the one-spin facilitated FA model [36, 37] , in which n i may be any integer greater than or equal to zero. We take
where C i is again independent of n i so that
where c ≡ n i = e −β . For the bosonic FA model in finite dimension, we take C i ({n j }) = j n j , where the sum is over the nearest neighbours j of site i.
For this bosonic model, it is convenient to use the Doi-Peliti representation [38] . We define bosonic operators a i , a † i
where the configurations C and C ′ have occupations
In the s-ensemble, we are interested in the operator W A defined in (17) . In the case where the observable A is the activity K, we have
where the sum runs over (distinct) pairs of nearest neighbours. In addition, it is useful to consider a mean-field variant of the FA model, in which the facilitation function of site i depends symmetrically on the state of all sites. That is, W (n i → n i + 1) = N −1 j n j e −β , and W (n i + 1 →
j n j n i , which satisfy detailed balance with respect to (31) . In the Doi-Peliti representation, the master operator is simply
Due to the symmetry between sites, the properties of the model can be obtained from a single co-ordinate: the total number of excitations n tot = i n i , whose equilibrium distribution is Poissonian with mean cN . In this co-ordinate, the master-like equation (16) has a closed form, and the matrix elements of the relevant operator are simply
D. The A-model and the AA model
It will be useful to compare the FA model with two other models, which we call the A and AA models. These names are motivated by the schematic representations of their fundamental processes, as A ↔ ∅ and A + A ↔ ∅. Here we have used an alternative notation to avoid confusion with the observable A used to define the s-ensemble.
We define the A-model and its bosonic variant by removing the kinetic constraints from the FA model: that is, C i ({n j }) = 1, independent of the state of the system. In this model, excitations are created and destroyed singly, independent of site. The A-model has the same equilibrium distribution as the FA model, but its large deviations can be solved exactly.
We also compare the FA model with a model in which particles appear and annihilate (AA) in pairs [39] . This so-called AA model is related to a variant of the FA model, through a similarity transformation that connects their master operators [37] . The AA model is defined for binary spins n i = 0, 1. In this model, the excitations move between adjacent sites with rate D, and appear and annihilate in pairs with rates k and k ′ respectively. Schematically, we write
for neighbouring sites i and j. The equilibrium state of this model is of the form (29), with e −β = k ′ /k. It is also convenient to consider bosonic and mean-field variants of this model, defined analogously to their FA counterparts. In the bosonic AA model, we generalise to n i ≥ 0, using rates
which obey detailed balance with respect to (31) with k ′ = ke −2β as before. In the Doi-Peliti formalism, we have
In the mean field variant of the AA model, diffusion occurs between all pairs of sites (i = j), with rate (D/N ); pair creation and annihilation processes occur with rates (k/N )n i n j and (k ′ /N ) for all pairs of sites i = j; and we also allow for on-site pair creation and annihilation: n i → n i ± 2 with rates (k ′ /N ) and (k/N )n i (n i − 1). In the Doi-Peliti representation, the master operator is
For finite systems, the restriction to i = j in the diffusion term means that the master-like equation cannot be written in terms of the single co-ordinate n tot , except at s = 0. However, in the limit of large-N , this single co-ordinate is sufficient, and the master-like operator for this co-ordinate reduces to
with z = e −s .
E. Relevant observables
We now discuss the observables that we will use to define the s-ensemble, and those that we will use to characterise trajectories within that ensemble.
The activity K and the complexity Q+
We have already defined the activity K, which counts the number of changes of configuration in a dynamical trajectory. In the context of dynamically heterogeneous systems such as glass-formers, the local activity can be used to distinguish mobile and immobile regions of the system. The large deviations of the extensive activity K are used to characterise trajectories which are more or less mobile than average.
We note that K is of the form given in (9) with α(C ′ , C) = 1, so the properties of the relevant s-ensemble are encoded in the operator
Systems with dynamical heterogeneities are likely to present a wide distribution of very different histories. One way of characterizing this diversity is provided by the dynamical complexity of the histories [11, 40, 41] . In the context of dynamical system theory, this quantity is called the Kolmogorov-Sinai entropy [6] . It provides one with the information content of the history and is defined as the logarithm of the probability of the history. As discussed in [8] , the appropriate generalisation of this approach to systems with Markov dynamics is to consider the entropy associated with the measure over sequences of configurations C 0 → . . . → C K [8] . This amounts to performing a coarse-graining in time: it means that the information associated with the time intervals between changes of configuration is ignored when calculating the complexity. The definition of the dynamical complexity is
which is of the form given in (9) . Thus, we define a dynamical partition sum
The corresponding dynamical free energy is ψ + (s) = lim t→∞ 1 t ln Z + (s, t) which corresponds to the topological pressure of dynamical system theory. The analog of the Kolmogorov-Sinai entropy h KS is
which provides a measurement of the dynamical complexity of the histories in the steady state. In the examples of glass formers we will study below, the dynamical ensembles given by K and Q + are qualitatively similar: we concentrate on the activity K for simplicity.
Fluctuation theorem in the s-ensemble
The Gallavotti-Cohen relation holds also in the quasi-stationary state at fixed value of K (or s), and therefore the fluctuation-dissipation theorem holds there as well. In order to see this, we parallel the reasoning presented by Lebowitz and Spohn in [42] , and we construct the operator governing the dynamics not only at fixed value of the activity K but also at fixed value of the entropy current
, which, in terms of the variables s and λ conjugate to the activity K and the entropy current Q S respectively, leads to the following pseudo-evolution operator,
whose property W(s, λ) † = W(s, 1 − λ) ensures that its largest eigenvalue ψ verifies ψ(s, λ) = ψ(s, 1 − λ). For system with particle conservation, and subject to a field driving the system out of equilibrium, we note that the entropy current Q S is directly proportional to the total current of particles flowing through the system [42] . In that case, the generalized symmetry ψ(s, λ) = ψ(s, 1 − λ) implies a fluctuation-dissipation like relation in the s-ensemble.
Order parameters within the s-ensemble
As well as using the observables K and Q + to define s-ensembles through (12), we also characterise the s-ensemble by using two other order parameters. For spin-facilitated models, we consider the mean excitation density:
For lattice gas models, the particle density is specified by the initial conditions, so we require a different order parameter. The average activity is given by 1 N t K s . One can also consider the mean escape rate r(C) which depends only on configurations of the system. Again, we time-average this quantity along the trajectories, and divide by the system size N , defining
IV. DYNAMICAL TRANSITIONS IN MODELS OF GLASS-FORMERS
A. Existence of a transition in KCMs: variational bounds It is clear from their equilibrium distributions P eq (C) that KCMs have no phase transitions at any finite temperature. That is, their thermodynamic free energies are analytic functions of temperature (or chemical potential). However, we now show that in the limit of large time t and large system size N , the dynamical free energy density N −1 ψ K (s) has a singularity at s = 0. To be precise, the dynamical free energy has a discontinuous first derivative with respect to s, so we interpret this singularity as a dynamical analog of a first-order phase transition.
The proof of such a transition is based on the escape rates r(C) from the configurations of the model. We establish two bounds on ψ(s). Firstly, the number of jumps K is non-negative, so Eq. (14) implies that Z K (s, t) is a nonincreasing function of s. Thus ψ K (s) is also non-increasing. Further, ψ K (0) = 0, so we have
Secondly, we can use the variational result (27) with V (C 1 ) = 1 for just one configuration C 1 , and V (C) = 0 otherwise to establish
for all s. For our purposes, the most important property of the kinetically constrained models defined above is that they have
This can be established by explicit construction. In the FA and East models, we simply consider a configuration containing exactly one excitation, which has escape rate 2dc in the FA case and dc in the East model, where d is the spatial dimension (in the bosonic variants, these rates are 2de −β and de −β ). In the (2)-TLG, all of the particles in the model can be arranged in a single compact cluster, in which all but six of the particles are unable to move: this configuration has r(C) = 6. For the KA model, a similar construction leads to configurations with r(C) = 4. Thus, combining (47-49), we have
Recalling that K = t(d/ds)ψ K (s), We define the mean activity per site per unit time as
and we can see that
Further, from Eq. (B9), we have K(0) = t r = t C P eq (C)r(C). Since the distributions P eq (C) have simple forms in kinetically constrained models, this quantity can be calculated explicitly: the limit K eq = lim N →∞ N −1 C P eq (C)r(C) is finite and positive for all the models that we consider. Finally, it follows from (14) that K(s) is non-increasing, so that
with K eq finite. Eqs. (52) and (53) establish the discontinuity of K(s) at s = 0: in the limit of large system size, the dynamical free energy has a discontinuous first derivative which we refer to as a first-order dynamical phase transition. We have established the existence of such a transition in the FA, East and (2)-TLG models, in all dimensions and for all finite temperatures [and for all finite densities ρ in the (2) 
B. Variational free energy for the excitation density ρK(s)
The analysis given above establishes some minimal conditions that are sufficient for the existence of a first-order transition. For a more quantitative analysis, it is useful to use a specific variational distribution in (27) . We consider a general bosonic KCM with single spin-flip dynamics, and we define a distribution of the excitation numbers n i that is independent of the site i, and parameterized by a mean density ρ:
From (27), we therefore have ψ(s) ≥ −N min ρ F K (ρ, s) with
The value of ρ which minimises F K (ρ, s) is denoted by ρ var (s). It represents a variational estimate for the order parameter ρ K (s): if the variational bound (27) is saturated then |V is an eigenvector of the symmetrised operator W K , and it follows from (A14) that ρ K (s) = ρ var (s)/(1 − e −ρN ). For the bosonic FA model, it is straightforward to calculate F K (ρ, s). The only subtlety is that we must explicitly exclude the state with no excitations from the inner products, as discussed in Section III B. In the Doi-Peliti formalism, our choice for V ({n i }) renders this calculation very simple: in terms of the symmetrised operatorW
Hence,
Minimising over ρ, we find lim N →∞ N −1 ψ(s) ≥ ψ var (s) with So far, we have used Eq. (27) to obtain variational estimates for ψ K (s) and ρ K (s) for the FA model in finite dimension. For the mean-field variant of the FA model, it can be shown that these variational estimates are exact, in the limit of large system size N . (The factor 2d that appears in F (ρ, s) is simply an arbitrary rescaling of time in the mean-field model. Our definition of the mean-field model requires that we set 2d = 1.) That is, the difference between the variational ansatz of (54) and the dominant eigenvector ofW K vanishes at large N . Mean-field models are discussed in more detail in Section V below.
It is useful to compare these results for the FA model with the bosonic variant of the A-model, for which it can be easily verified that the large deviation function ψ K (s) coincides with the variational bound ψ var (s), even for finite system size N . In that case, we have
Thus, while constrained FA model and the unconstrained A-model possess the same equilibrium distribution P eq (C), and hence the same static free energies, their dynamical free energies show dramatic differences. For large systems, the FA model exhibits a dynamical phase transition, while the A-model does not. See fig. 3 . The presence of the dynamical first-order transition in the FA model is intimately connected to the two minima in F K (ρ, s). As shown in Fig. 3 , these two minima represent an active phase, with ρ ≃ c and an inactive one with ρ ≃ 0. The global minimum of F (ρ, s) lies in the active phase for s < 0, while it lies in the inactive phase for s > 0. For s = 0, one must consider carefully the limit of large system size N : we have F K (c, 0) = 0 while the inactive minimum occurs at ρ var = O(N −2 ), where the value of the variational bound ψ var is positive. Thus, the global minimum of F K (ρ, s = 0) occurs at the active state density. However, any s > 0 is sufficient to drive the system into the inactive phase. The effect arises because of two non-commuting limits: when minimising F (ρ, s), taking the limit s → 0 before the limit of large N results in active behaviour; on the other hand, taking the limit of large N followed by a limit s → 0 + leads to the inactive phase. We note that the dynamical phase transition in the FA model requires a limit of large system size (N → ∞) as well as a limit of long trajectories (t → ∞). To keep our methods well-defined, we excluded the configuration with no excitations from the initial conditions (recall Section III B). We emphasise that we have proved the existence of a dynamical phase transition in an irreducible model, with no absorbing states (this can be compared, for example, with phase transitions in the directed percolation universality class [43] ).
C. Numerical results
Cloning method
We now present some numerical computations of the dynamical free energy ψ K (s) in KCMs. From (14) , this can be obtained from the large t limit of the equilibrium average e −sK . However, direct calculation of this average requires a computational effort that scales exponentially with t: the average is dominated by rare histories lying in the tails of the distribution of K. In dynamical systems [44] and in discrete time Markov processes [19] , this problem can be avoided by using a cloning method similar to that used in quantum mechanical Diffusion Monte Carlo algorithms [45] . This method was generalised to continuous time Markov processes by Tailleur and Lecomte [20] . Here, we briefly summarize the algorithm for obtaining dynamical free energies.
The function ψ A (s) is obtained as the largest eigenvalue of the operator W A . However, this operator does not conserve probability [that is, W A sets the time dependence ofP A (C, s, t), but the 'total probability' CP A (C, s, t) is not a constant of the motion, except at s = 0]. To interpret this non-conservation, we define a new stochastic process (a 'modified dynamics') with rates W s (C ′ → C), chosen so that we can decompose (16) as
with r s (C) = C ′ W s (C → C ′ ) and δr s (C) = r s (C) − r(C). This decomposition is discussed in appendix B, and the rates W s (C → C ′ ) are given in (B1). For the purposes of the cloning algorithm, we note that the first term in (61) conserves probability (in the sense given above), while the second term represents the creation or destruction of copies (clones) of the system. That is, starting from a large number of copies of the system, we let each copy of the system evolve with the modified dynamics (rates W s ). In addition, the copies are subject to a creation/destruction process with a configurationdependent rate δr s (C). In this way, the number n cl (C, t) of copies of the system in configuration C at time t has the same time evolution asP A (C, s, t) in (61). To avoid the ensuing exponential increase or decrease of the total number of copies [which behaves as e tψA(s) ], one compensates the clone creation/destruction rates of (61) with configurationindependent creation/destruction rates. The rates are adapted as the simulation proceeds, in order to keep a constant clone population [19, 20] . These adaptively determined rates can then be used to obtain the dynamical free energy ψ A (s).
Results
Using the cloning method, we investigated two classes of KCMs. In Fig. 4 we consider spin-facilitated models: the FA model in one dimension and the East model in three dimensions. We evaluated the free energy density 1 N ψ K (s) for various system sizes. Its behavior as a function of N drastically depends on the sign of s, as is also the case for the order parameter ρ K (s). Negative values of s correspond to active histories, with non-zero mean density of particles, while for positive values of s, the mean number of particle in the system remains finite, leading to a zero density and activity in the infinite system size limit.
In Fig. 5 , we consider two models with particle conservation: the KA and (2)-TLG models, both in two dimensions. Remarkably, the picture is very similar to the previous one, the (conserved) density being replaced with the order parameter r K (s).
In the active phase (s < 0), the order parameters ρ K (s) and r K (s) converge rapidly as the system size N is increased, for all the KCMs that we considered. On the other hand, in the inactive phase (s > 0) the order parameters decrease with system size as N −1 . Comparing Fig. 4 and Fig. 2 confirms the analysis based on variational bounds on ψ K (s): in the limit of large system size, KCMs exhibit dynamical first-order transitions at s = 0. For models on finite lattices, the equilibrium (s = 0) dynamics are representative of the active phase, and the system crosses over to the inactive phase at a value of s that scales as N −1 for large N . 
D. Criticality at zero temperature and dynamical phase transition
We emphasize that while a zero temperature dynamical critical point is common to many KCMs [36] , this is not a sufficient condition for dynamical phase coexistence. Rather, the relevant feature is the presence of states with subextensive escape rates, as discussed in Section IV A. In this section, we consider the AA model. The FA and AA models both have zero-temperature dynamical critical points, with the same scaling exponents and closely related correlation functions [37] . However, all states in the AA model have extensive escape rates, so we do not expect any transition at s = 0. In the following, we show that this is indeed the case, by discussing the AA model both within a mean field approximation and using exact results in one dimension.
'Mean-field' variational bound
We consider the bosonic AA model in dimension d. Following Section IV B, we calculate the variational Landau free energy using the Doi-Peliti representation, obtaining
and we identify ψ var (s) = − min ρ F K [ρ, s] as a lower bound on N ψ K (s). The variational estimate for the steady-state density and the variational bound are The variational bound is is indeed analytic for all s, consistent with our intuition that the AA model has no dynamical phase transition. Again, these variational estimates are exact for the mean-field AA model in the limit of large system size, if we set 2d = 1.
AA model in one dimension
In addition to the mean-field case, we can also obtain the large deviations of the AA model in one dimension, through a mapping to a free fermion system. The evolution operator associated to K for AA model can be written in a spin- 
where z = e −s , σ
and σ x i , σ y i , σ z i are the usual Pauli matrices. In the spin language, the presence (or absence) of a particle at site i is coded by an up (or down) spin. We use the detailed balance property to symmetrise this operator followed by a Jordan-Wigner transformation [46, 47] 
which allows us to represent the spin operators in terms of fermionic creation/annihilation operators c † j and c j . For values of the parameters verifying k + k ′ = 2D [48] , this putsW K into a quadratic form:
where we introduced Fourier-transformed operators c q = j c j e iqj and c †
We now introduce new fermionic operators
Taking π/4 < θ q < π/4, we write sin 2θ q = (2z √ kk ′ sin q/Ω q ), with
Then, the dynamical free energy is the largest eigenvalue of the operator
Finally, for large N , we convert the sum over q to an integral, arriving at
which depends on s through the dependence of Ω q on z = e −s . This exact result for the AA model in d = 1 shows that the large deviation function ψ K (s) is analytic at s = 0 (see also Fig. 6 ), as opposed to the one of the FA model. Despite the presence of a dynamical critical point, the AA model has no configurations with subextensive escape rate r(C), and does not exhibit dynamical phase coexistence (in the vicinity of s = 0).
V. PROPERTIES OF TRAJECTORIES IN THE s-ENSEMBLE
We have proven the existence of a first-order dynamical phase transition in KCMs, and compared the behaviour of these models with the A and AA models. The effect of the field s is to generate an ensemble of histories, biased towards small or large activity. In order to gain insight into this transition, we now discuss the histories that dominate the s-ensemble when s is finite.
A. Effect of temporal boundary conditions in the s-ensemble
General considerations
In steady states, the (unbiased) ensemble of histories is invariant under translation in time. Suppose that b = b(C) is a configuration-dependent observable, and B = t 0 dt ′ b(C(t ′ )). Then, for trajectories of length t the expectation value of the observable b at time τ is
independent of the time τ . However, introducing a field s biases the ensemble of histories, and, in general, time translation invariance is broken. This effect is a dynamical analog of boundary effects in classical thermodynamics: if a system is finite, the behaviour near its boundaries is different from that of the bulk. In the s-ensemble, we consider trajectories C(τ ): the boundaries of the trajectory are τ = 0 and τ = t, while the analogy of the 'bulk' is 0 ≪ τ ≪ t. In the limit of large time, extensive quantities are dominated by the bulk: we have t B s by considering the eigenvalues and the eigenvectors of the operator W A (see appendix A). Using this approach, one can perform a perturbation theory around s = 0. In particular, when detailed balance is verified and s is conjugate to an observable of type B, the bulk and boundary averages differ at first order in s: for large times
where an explicit expression for b (1) is given in Eq. (A13).
Effects of temporal boundaries in the A-model
We now illustrate the effect of temporal boundaries in the s-ensemble, using the (bosonic) A-model. We define the average particle density in this ensemble at a time τ : that is,
with 0 ≤ τ ≤ t and n tot = i n i . To completely specify the problem, we must set the initial conditions in (7): we take a Poisson distribution with mean density c 0 :
To proceed, we write
, and we define P (n tot , N τ , K, t) to be the probability that the system contains n tot excitations at time t, having made K changes of configuration, and with the observable N τ [hist] taking a value N τ . Then, we define the generating function
so that
Deriving an equation of motion forP ntot is a straightforward generalisation of the derivation of (16): the result is
where Θ(t) is the usual Heaviside step function. With the initial condition of (76), this equation of motion is solved by a Poisson distribution with a time-dependent normalisation factor: we take P (n tot , h, s, t) = exp[Ψ(t) − ρ 0 (t)]ρ 0 (t) ntot /(n tot !). Then, the mean, ρ 0 (t), and normalisation factor, Ψ(t), obeẏ with initial conditions ρ 0 (0) = c 0 N , Ψ(0) = 0. We identify e Ψ(t) = ntot P (n tot , h, s, t), so we solve for Ψ(t) and use (78) to obtain ρ(s; τ, t) = cz
where we defined z = e −s for ease of writing. The τ -dependent density ρ(s; τ, t) exhibits four different regimes (Fig. 7) .
• Short trajectories. For τ < t ≪ 1, the system has a density ρ(s; τ, t) ≃ c 0 close to the density at time 0.
• Long trajectories, stationary (bulk) regime. For 1 ≪ τ ≪ t, the system adopts a density ρ(s; τ, t) ≃ ce −2s , independent of τ . For long trajectories, this average value coincides with the time averaged density t −1 t 0 dτ ρ(s; τ, t).
• Long trajectories, initial transient regime. For early times τ ≪ 1 ≪ t, the density depends on the value of s.
This dependence persists even for τ = 0: that is, the trajectories that dominate the s-ensemble have non-typical initial conditions as well as non-typical bulk properties. To be precise, ρ(s; 0, t) = c 0 e −s : the influence of the initial condition decays into the bulk as ρ(s; τ, t) ≃ (c 0 e −s − ce −2s )e −τ + ce −2s .
• Long trajectories, final transient regime: for τ → t the density at the final time t is ρ(s; t, t) = ce −s . Moving away from this boundary, the density decays into the bulk as ρ(s; τ, t) ≃ (ce −s − ce −2s )e τ −t + ce −2s .
We note that if the initial density c 0 is equal to the equilibrium density c, then the ensemble at s = 0 has timereversal symmetry. Since the observable K respects this symmetry, the s-ensemble is also time-reversal symmetric ρ(s; τ, t) = ρ(s; t − τ, t), for c = c 0 . In this case, the initial and final transient regimes are related by this symmetry.
We have used the A-model to calculate the time dependence of ρ(τ ) exactly. However, we emphasise that the four regimes identified here are very general. When t is large, histories in the s-ensemble are characterised by an extended intermediate (bulk) regime, with initial and final transient regimes that decay exponentially into the bulk.
B. Landau-like theory for fluctuations within the s-ensemble
In this section, we study large deviations of observables within the s-ensemble. For example, for an s-ensemble parameterized by the observable K, we consider the probability of observing a history with a particular value of an observable B unrelated to K. In particular, we connect the large deviations of the average excitation density ρ to the variational free energy F K (ρ, s), defined in (55).
Variational calculation of ψK (s) in a general mean-field model
We consider systems for which we can write the master-like equation (16) in terms of a single co-ordinate n tot . In the mean-field FA model, this co-ordinate is the total number of excitations, but it might also represent (for example), the total magnetisation of a mean-field Ising model [8] . To be precise, we assume the master-like operator W K has matrix elements
where we have abbreviated n tot to n, for compactness, and W ± n are the rates for transitions from the state n to state n±1. For an example, consider the (bosonic) mean-field variant of the FA model, for which W + n = W (n → n+1) = cn and W − n = W (n → n − 1) = (n − 1)n/N , as defined in Section III C. We have assumed for convenience that all processes in the system change the co-ordinate n tot by one: the generalisation to other cases (such as the mean-field AA model) is straightforward.
Following Section II B 6, we now symmetrise the operator W K , so that the dynamical free energy ψ K (s) is given by the largest eigenvalue of the operator
For large systems, (N → ∞) the eigenvector associated with the largest eigenvalue takes the form
with ρ = n tot /N , and the function f (ρ) has a unique global minimum. Then, Eq. (27) states that
For any trial function f (ρ), the sums over n tot in (85) are dominated by the occupation numbers n tot such that f (ρ) is minimum (which implies in particular f ′ (ρ) = 0). Thus, the direct dependence on f vanishes: we are left with a maximisation over the position of the minimum in f (ρ). Since the form of f (ρ) is irrelevant, the eigenvector V n can be written in the form given in Eq. (54) . Using this choice, we arrive at
where the variational free energy F K (ρ, s) was originally defined in (55) . For these mean-field models, it takes the form
As discussed in Section IV B, F K (ρ, s) gives a bound on ψ K (s) for all systems. However, for systems with mean-field geometry, we showed that the form of the trial distribution is irrelevant in the limit of large system size. Thus, we write Eq. (86) with an equality, and not as a bound. We now discuss the physical interpretation of this result.
Physical interpretation of the variational free energy
Consider an s-ensemble in which trajectories are weighted by the usual factor e −sK [hist] , but with the further restriction that the time-integrated density be fixed. That is, we write the (unnormalized) probability, in the sensemble, to measure a time-averaged density ρ,
where the asymptotic behaviour of the left hand side at large t defines the function F ⋆ K (ρ, s). Taking a Laplace transform of (88) with respect to ρ, we arrive at
where we write N = τ 0 dτ n tot (τ ), noting the similarities with the generating function of (78). Now, by analogy with (14), we identify Z K,N (s, h) as the partition function for an '(s, h)-ensemble', in which histories are biased both by their activity K and their time-integrated number of excitations N . Repeating the analysis of section II B 3, we observe that
is the largest eigenvalue of an operator W K,N , whose elements are
The largest eigenvalue of this operator can be obtained by symmetrising and repeating the variational analysis of the previous section. The result is
which applies in the limit of large system size N [since in that case, the maximisation over the function f (ρ) can be replaced by a maximisation over the density ρ]. However, performing a saddle point analysis directly on (88) reveals (for large times t and finite system size N ),
where the minimisation is over distributions V (C) such that C V (C) 2 ρ(C) = ρ. By analogy with the thermodynamic case, we take V (C) = (1 − x)V ρ1 (C) + xV ρ2 (C), where V ρ (C) was defined in (54). We then minimise over the densities ρ 1 and ρ 2 , choosing x = (ρ − ρ 1 )/(ρ 2 − ρ 1 ) to ensure that the mean density is ρ. Taking x = 0, we have a bound s) . For example, in the FA model in finite dimension (and in the limit of large system size N ), we find that F ⋆ (ρ, s) is minimised by ρ 1 = 0, ρ 2 = cz 2 and x = ρ/ρ 2 , for 0 < ρ < ce −2s . For 0 < ρ < cz 2 , this variational approximation to F ⋆ K (ρ, s) indicates that the system separates into two phases with densities 0 and cz 2 . We arrive at a bound
Landau-like free energy in other s-ensembles
So far, we have considered the large deviations of the density ρ in an s-ensemble that is defined in terms of the activity K. The variational free energy can be simply extended to s-ensembles defined as in (12) . Consider again a mean-field model specified by rates W ± n and an observable A of the form given in (9), which is incremented by α ± n for transitions from state n to n ± 1. Repeating the analysis of Section V B 1, we find ψ A (s) = −N min ρ F A (ρ, s) with
For example, in the case of the complexity Q + , one has α ± n = ln
where, again, this variational bound is exact because of its independence of the form of the trivial wavefunction used. By analogy with F K (ρ, s), we find that e −N tFA(ρ,s) give the probability of homogeneous histories with density ρ, in the s-ensemble.
C. Dynamical free energy landscape (field theoretic approach)
In Section V B, we have considered large deviations of time-averaged observables, using these quantities to characterise the histories within the s-ensemble. We now discuss the calculation of dynamical correlation functions within this ensemble. We make use of a field-theoretic description of the FA model.
Field-theory for the bosonic FA model
Using the Doi-Peliti representation of the bosonic FA model (Section III C), we use coherent states to write the partition function Z K (s, t) as a path integral over (time-dependent) functions {φ i } and {ϕ i } [38] . Then, taking the continuum limit, we promote these functions to fields (φ xτ ,φ xt ) depending on position x and time τ , where φ xτ has the dimensions of a density andφ xτ is dimensionless. Introducing sources h andĥ for the fields φ andφ, we write
where the path integral is over histories of duration t, and (see, for example [37] )
where l 0 is the lattice spacing, and we have taken a gradient expansion, truncating at quadratic order. We identify
Saddle point approximation
We now show that a saddle-point analysis on the action recovers the results of the previous sections. The saddlepoint equations are obtained by maximising the action with respect to φ andφ in the absence of the sources (h,ĥ). The saddle occurs for fields that are homogeneous in space and time, with magnitudes satisfying
These reduce to a single equation if we take cl 
To estimate the dynamical free energy, we simply identify ψ K (s) with (−t −1 min S[φ,φ]) where the minimum is over value of the action at the two saddles. The result is
where the approximate equality indicates that we are working in the saddle-point approximation. We identify the time-dependent density (per site) of excitations in the s-ensemble ρ(τ
Away from temporal boundaries, we take the saddle point value for this average, obtaining
It is easily verified that (103) and (104) coincide with the variational estimates (58) and (59).
In principle, we can can now use the tools of dynamical field theory [49] to incorporate fluctuations around the saddle points, and to calculate spatiotemporal correlation functions in the s-ensemble, For example, defining a density field n(x, τ ) through a continuum limit of the original occupation variables n i , we have
Thus, for models with a field-theoretic representation (such as the FA model), the framework described in this section provides methods for systematic calculation of correlation functions and fluctuation effects in the s-ensemble. However, these field-theoretical calculations beyond the scope of this paper. We emphasize that the analysis of Sections IV A and IV C establishes that a dynamical first-order transition does occur at s = 0 in finite-dimensional KCMs. Thus, while we expect fluctuations to have quantitative effects, the qualitative picture obtained through this saddle point analysis is not changed.
VI. OUTLOOK
We have analyzed the dynamics of kinetically constrained models, using an ensemble of histories which span a long time t. This analysis used dynamical tools [5, 6, 7, 8, 11] constructed by analogy with the usual Boltzmann-Gibbs theory of equilibrium systems. We have established that this procedure captures physically relevant features that are not accessible from the steady state distribution of configurations in these models.
We have shown that the steady state of KCMs lies on a first-order dynamical transition line, characterised by a coexistence between active and inactive histories. This first-order line is present both in mean-field systems and in finite-dimensional models. Its existence is proven by variational bounds on the dynamical free energy, and confirmed in numerical simulations of several kinetically constrained models, including both spin-facilitated models and kinetically constrained lattice gases. We have defined dynamical Landau-like free energy, whose form is intimately connected to the existence of dynamical heterogeneities.
Earlier studies of non-equilibrium systems used a similar thermodynamic formalism for dynamics to reveal first-order transitions arising from a static phase transition [50, 51] or from an absorbing state [8] . To place our work in context, we emphasise that our dynamical phase coexistence is not related to such phenomena. However, the transitions in these models all appear as singularities in their large deviation functions, consistent with the idea [52] that phase transitions both in and out of equilibrium can be studied through the eigenvalue spectra of their master operators. Moreover, the focus of the current paper is on transitions between stationary, time-reversible dynamical states, and therefore we concentrated on large deviations of quantities that are symmetric in time: this is to be contrasted with studies that have concentrated on currents of entropy or particles [42, 53] , although recent work has hinted that large deviations of time-symmetric observables may also be of importance in non-equilibrium steady states [54] .
We expect our approach to be meaningful in a wider class of systems than those probed in this paper. For example, glass-forming liquids are known to be dynamically heterogeneous, and this feature can be captured in computational simulations of atomistic models. It would be interesting to establish whether this heterogeneity is linked to a dynamical phase transition similar to that present in KCMs. This could indicate a more general link between glassy properties (not necessarily related to dynamical heterogeneity) and dynamical phase transitions.
Finally, we observe that an experimental scheme for sampling the s-ensemble would be very valuable, since it would provide a direct test for the existence of a dynamical phase transition. However, the fact that the generalised master operator W A does not conserve probability makes the search for such a scheme rather challenging. In this appendix, we discuss some properties of the operator W A , and their consequences for averages in the sensemble. We write W A in terms of its left and right eigenvectors |L n and |R n : W A = n λ n |R n L n | with eigenvalues λ 0 > λ 1 ≥ . . .. The maximal eigenvalue λ 0 is equal to ψ A (s). One can normalize eigenvectors so that
where −| = C C| is the projection state. Thus, for long times, we have e WAt = |R 0 L 0 |e tψA(s) + . . . where the omitted terms on the right hand side are exponentially smaller than the dominant first term. Therefore, starting from an initial state |P 0 = C P 0 (C)|C , with −|P 0 = 1, one has, for large times
where we write the largest eigenvalue of W A as λ 0 = ψ A (s), and the omitted terms are exponentially smaller than the first one, for large times t. This allows us to identify the largest eigenvalue of W A with the dynamical free energy lim t→∞ t −1 log Z A (s, t), through Equ. (18).
Time averages
We now consider a configuration-dependent observable b(C), and an s-ensemble defined as in (12), using an observable A of the form given in (9) . We provide a link between the eigenvectors of W A and two weighted averages: the average of b at the final time t in the s-ensemble
and the time-integrated average of b in the s-ensemble
e −sA (A4)
As discussed in Section V A, B s grows linearly in time, but, in general ∂ t B s = b(t) s . In operator notation, the average of b at the final time is
whereb denotes the diagonal operator of elements b(C). Using the normalization (A1), and the large time result (A2), we arrive at
Thus the right eigenvector |R 0 gives the distribution over configurations C at the final time t.
On the other hand, the integrated average B s is obtained from the mean value b(τ ) s in the intermediate regime 0 ≪ τ ≪ t:
and hence
Thus, while the average b(t) s depends only on |R 0 , the average B s depends on both |R 0 and L 0 |.
Dynamics with detailed balance
From (26) , it follows that if a system obeys detailed balance, its master operator satisfies
eq W KPeq , wherê P eq is a diagonal operator with elements P eq (C). Thus, |L n =P −1 eq |R n . Using this property together with results from the previous section, and denoting |R 0 = C R 0 (C, s)|C we write
Clearly, these averages are not the same in general. Expanding about s = 0 and using R 0 (C, 0) = P eq (C), we arrive at (73), with
Finally, we note that expectation values of the form ∂ t B s take a simple form when written in terms of the eigenvectors |V of the symmetric operatorW K , discussed in Section II B 6. The matrix elements of this operator are
Thus, we have (for large time)
which links the eigenvector V 0 (C, s) to physical observables such as B.
APPENDIX B: OBSERVABLES OF TYPES A AND B
Here, we discuss the connections between observables of the forms given in (9) and (22): we refer to these observables as type A and type B respectively. We begin with a result that is used in the numerical methods of [19, 20] .
Consider an s-ensemble defined as in Section II B 3. That is, take a system with rates W (C → C ′ ) and modify the statistical weights of its histories by a factor e −sA , where A is an observable of type A. In addition, we define a second stochastic process ('modified dynamics') through the transition rates
where the α(C, C ′ ) are obtained from the definition of the observable A, through (9) . In addition we define two configuration-dependent observables, r s (C) = C ′ W s (C → C ′ ), and 
where the notation Prob[hist|W ] refers to the (unmodified) probability of a history in a system with dynamical rates W , and 
where the subscript on the average refers to the dynamical rules used for the sum over histories. Further, this result holds for histories of finite duration t, as long as the same initial conditions are used in both averages. For the specific case where the observable A is the activity K then this relation takes a particularly simple form. Following Section II B 3 with α(C, C ′ ) = 1 for all C and C ′ , the master operator associated with this s-ensemble has matrix elements W K C,C ′ = e −s W (C ′ → C) − r(C)δ C,C ′ From (B1), we find W s (C → C ′ ) = e −s W (C → C ′ ): that is, the modification to the dynamics simply involves a rescaling of time by a factor e −s . In addition, for B = R, we have δr s (C) = sr(C), so we define an s-ensemble associated with the observable R[hist] = t 0 dτ r(C(τ )), which is of type B. From the analysis of Section II B 5, the master operator associated with this ensemble, W R , has matrix elements (W R ) C,C ′ = W (C ′ → C) − (1 + s)r(C)δ C,C ′ (B6) from which we can see that
This equation relates the dynamical free energies of the s-ensembles for K and R, based on the same unbiased dynamics W . The dynamical free energies ψ K (s) and φ R (s) are given by the largest eigenvalues of W K and W R : they satisfy
Hence, we can also relate the cumulants of the observables K and R. For example, 
where the correlation function is evaluated at s = 0.
APPENDIX C: LINK TO DONSKER-VARADHAN THEORY
As in the main text, we consider a Markov process described by transition rates W (C → C ′ ) between configurations {C}. For a history C(τ ), we define the experimental measurē µ(C, t) = t 0 dτ δ C,C(τ )
This history-dependent observable simply counts how much time was spent in configuration C between 0 and t. This is the central object of Donsker-Varadhan [55] theory (see also [5, 56] ). For large times, the experimental measure approaches the steady state distribution, lim t→∞ 1 t μ(C, t) = P st (C). Donsker-Varadhan theory gives information on the large deviations of the experimental measureμ(C, t) from the steady-state distribution, in the long time limit. Therefore, it is naturally connected to the statistics of histories and to the dynamical ensemble approach discussed in this article. For example, consider an observable b(C) depending on the configuration of the system. The experimental measureμ(C, t) determines the time-integrated value of the observable b through 
which defines b μ : the average of b with respect to the experimental measureμ. In this appendix, we establish links between the s-ensemble approach and the results of Donsker and Varadhan. In particular, we develop a variational method that gives the large deviations of an observable B, in the s-ensemble defined for an (unrelated) observable A.
Donsker-Varadhan large deviation function
The Donsker-Varadhan (DV) theorem [55] states that in the long time limit 
with (see for instance [5, 56] )
where the infimum has to be taken over normalized measures ρ(C), with C ρ(C) = 1. If W obeys detailed balance with respect to an equilibrium distribution P eq (C), the infimum is obtained for ρ(C) = µ(C)/P eq (C) and the large deviation function reduces to
for normalised measures C µ(C) = 1. Writing
we identify
as the function to be maximised in (27) , for the case s = 0.
Dynamical Landau free energy at s = 0
We now apply the DV theorem to the large deviations of an observable b(C). Integrating over a time t, we define the history-dependent quantity
As discussed in Section II B 4, one expects the probability distribution of B(t) to behave as Ω dyn (B = bt, t) ∼ e 
where the average b µ was defined in (C2). Here, we have replaced an average over histories · with an integral over possible realisations of the experimental measure µ, weighted by their probabilities (which are known from the DV theorem). In the limit of large time, we maximise the argument of the exponential, subject to a constraint imposed by the δ-function. Hence,
which for systems obeying detailed balance can again be expressed in terms of the operatorW, using (C6).
Dynamical Landau free energy for any s
We now generalise this analysis to the s-ensemble. We note that the values of 'type A' observables [those of the form given in (9) ] cannot be obtained from the experimental measureμ(C). To connect these observables to the DV approach, we use the results of appendix B.
The large deviations of the observable B in the s-ensemble specified by A are determined by
where as in appendix B, the label on the average indicates the dynamical rules used to generate the ensemble of histories. From (B5), we can write 
with an observable δR s and rates W s (C → C ′ ) given in Equ. (B1) and (B4). Now, following the analysis of the previous section, we have Ω A (s, b) = e δRs δ B (t) − tB [α(C,C ′ )+α(C
where we emphasise that the rates W (C → C ′ ) are those of the original (unmodified) dynamics. From (C6), we identify
as the quantity to be maximised in (27) for A = K. Moreover, for b being the occupation number n and A the activity K, one recognizes in (C18) the result (94). We observe that these results have been derived for dynamics which obey detailed balance, but they are not restricted to that situation. For instance, (C16) holds in general, with
Finally, we note that these results amount to a generalization of the Donsker-Varadhan theorem (C3) in the s-ensemble: for large times, 
with J A [µ, s] given in general by (C19), which reduces to (C17) if W A can be symmetrised.
