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Abstract 
Schalk, A., Domains arising as algebras for powerspace constructions, Journal of Pure and 
Applied Algebra 89 (1993) 305-328. 
With this paper we follow the work of Alan Day and Paul Taylor who characterized two 
categories of continuous domains as algebras for filter monads over subcategories of Space. 
Alan Day gave a characterization of the category of continuous lattices, i.e. continuous 
domains having all meets, while Paul Taylor achieved a corresponding result for continuous 
domains that have meets of nonempty bounded sets. 
By allowing not all filters but only Scott-open ones we can characterize two more such 
categories. Both of them can be described in terms of finite meets. In all cases the morphisms of 
algebras are Scott-continuous functions that preserve the respective meets. 
Finally, we restrict the corresponding functors to supersober spaces for which the resulting 
algebras turn out to be continuous Scott-domains and continuous L-domains, respectively. 
1. Introduction 
The first to give a characterization of a category of domains as the algebras for 
a monad over Space was Day [l]. He considered all filters of open subsets of a 
TO-space. Extending this operator to a functor he was able to give a monad. The 
algebras for this monad are continuous domains that have arbitrary meets 
(continuous lattices). The morphisms for these algebras are Scott-continuous 
functions that preserve all meets. 
When looking for a similar characterization for domains with stable (i.e. 
preserving appropriate meets) functions, Taylor chose a similar approach [12]. 
Restricting himself to locally connected spaces he studied filters of nonempty 
connected open sets. He then was able to show that the algebras for the resulting 
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monad are continuous domains that have nonempty bounded meets (also called 
L-domains). The morphisms for these algebras are Scott-continuous functions that 
preserve nonempty bounded meets (wide pullbacks). 
In this paper it is our aim to give two similar characterizations and thereby 
complete the picture. Instead of allowing all filters of (connected) open sets we 
will only admit Scott-open filters. Thus we achieve that the algebras for the 
corresponding monads are characterized by finitary meet operations. In order to 
get continuous domains we restrict ourselves to locally quasicompact spaces. 
First we study the monad of Scott-open filters of nonempty open sets. Because 
of the Hofmann-Mislove Theorem we may instead take all nonempty quasicom- 
pact saturated subsets if the topological spaces considered are sober. The algebras 
for the resulting monad are continuous domains that have binary meets (continu- 
ous semilattices). The corresponding morphisms are Scott-continuous functions 
that preserve binary meets. It is also possible to characterize those continuous 
domains that have all finite meets if one admits the empty set. 
We then look at the monad of Scott-open filters of nonempty connected open 
subsets. In the presence of sobriety we can show an analogue to the Hofmann- 
Mislove Theorem. The algebras for the second monad are continuous domains 
that have bounded binary meets (pullbacks). As is to be expected, the morphisms 
for the algebras are those Scott-continuous functions that preserve these meets. 
Finally, we answer the question whether it is possible to restrict the functors 
given to subcategories of Space such that the algebras for the resulting monads are 
L-domains (although the morphisms, of course, remain the same). It turns out 
that in order to achieve this we have to consider supersober spaces that have some 
quasicompactness property. 
For easy reference we provide an appendix containing tables of all categories, 
functors and monads mentioned in this paper. 
2. Preliminaries 
2.1. Domains and the Scott topology 
In this section we will collect some basic definitions and results. For a more 
detailed description see [5] and [2]. 
First we introduce certain subsets of a poset P. Let A be a subset of P. 
We say that A is an upper (a lower) set if for every a E A the set of all elements 
above (below) a, denoted by ?a (La), is a subset of A. We say that A is directed 
(filtered) if it is nonempty and if for any two elements of A there is an upper (a 
lower) bound in A. An ideal (a filter) is a directed lower (filtered upper) set. A 
principal ideal (principal filter) is a set of the form 4 p (t p) for some p E P. 
All posets considered in this paper have suprema of directed sets (denoted by 
VT). We use the generic term domain for them. The suitable morphisms between 
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domains are functions that preserve suprema of directed sets, the S~ott-~~ntin~ou~ 
functions. (Note that a domain does not necessarily have a least element.) 
For elements d,d’ of a domain D we say that d is way below d’ (d 6 d’) if for 
any directed subset A of D such that d’ 5 VT A there is a E A with d 5 a. If for 
all elements d of a domain D the set *d of all elements way below d is directed 
with supremum d, then D is called a continuous domain. 
An element of a domain is compact if it is way below itself. A domain D is 
algebraic if for all d E D the set of compact elements below d is directed with 
supremum d. 
A subset U of a domain D is Scott-open if it is an upper set and if for any 
directed subset A of D such that V’ A E U the intersection of A and U is 
nonempty. The Scott-open subsets of a domain form a topology, the so-called 
Scott topology. 
A function between domains is Scott-continuous iff it is continuous with respect 
to the Scott topology. In a continuous domain the sets of the form $d = {d’ E 
D ) d + d’}, d E D, form a basis for the Scott topology. 
We will also need the Lawson topology on a domain D. It is generated by all 
Scott-open sets and by all sets of the form D\(fd), d E D. 
A poset P is called a retract of a poset Q if there are order-preserving maps 
e: P+Qandr: Q+Psuchthatroe=id,. If additionally P and Q are domains 
and the two functions r and e are Scott-continuous then P is a Scott-continuous 
retract of Q. 
Lemma 2.1. Let e : P+ Q and r: Q+ P be order-preserving functions between 
posets P and Q such that r 0 e = id,. Further let A be a subset of P. If the supremum 
of e(A) exists in Q then the supremum of A exists in P and VA = r( Ve(A)). 
Similarly, if the infimum of e(A) exists in Q then that of A exists in P and 
AA = r( Ae(A)). 
Proof. For a E A obviously a = r(e(a)) 4 r( Ve(A)). Hence r( Ve(A)) is an upper 
bound for A. On the other hand, if b E P also is an upper bound for A we have 
that r( Ve(A)) i r(e(b)) = b. H ence r( V e(A)) is the least upper bound of A. The 
proof for infima proceeds analogously. 0 
This lemma shows in particular that a retract of a domain is a domain. For a 
Scott-continuous retract one can show even more. 
Lemma 2.2. A Scott-continuous retract of a continuous domain is a continuous 
domain. 
Proof. For a proof see e.g. [5]. Cl 
For a To-space X we define the specialization order as follows: For x,y E X let 
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x 5 y iff x is contained in the closure of { y}. Let S(X) denote the set X with that 
order. For To-spaces X and Y and a continuous function f : X+ Y let 
Sf : S(X) --, S(Y) be the same as f. Then Sf : S(X)+ S(Y) is order-preserving 
and so S is a functor from the category of To-spaces to the category of posets. 
For a domain D let T(D) be the set D endowed with the Scott topology. We 
can recover D from T(D) as D = S(T(D)). 
A poset P is a semilattice if any pair (and hence any nonempty finite subset) of 
P has an infimum (meet) in P. It is a continuous semilattice if it is also a 
continuous domain. Functions between semilattices that preserve binary meets 
are called A -homomorphisms. 
2.2. Day’s open jilter monad 
Let Space denote the category of To-spaces. For a To-space X we shall write 
O,,(X) for the domain of nonempty open subsets of X ordered by inclusion and 
O(X) for the domain that additionally contains the empty set as least element. 
For a poset P let Filt P be the domain of filters of P also ordered by inclusion. 
If X is a To-space then Filt O(X) is a continuous lattice. Let CLat denote the 
category of continuous lattices with Scott-continuous functions that preserve all 
infima. For any f : X-+ Y in Space we define a morphism Filt O(f) : Filt O(X) + 
Filt O(Y) in CLat as follows: A filter of open subsets of X is a compact element of 
Filt O(X) iff it is generated by some U E O(X), i.e. iff it is the set of all open sets 
containing ZJ. Consider the function that maps such a filter to the filter of open 
neighbourhoods of f(U), i.e. 
{U’EO(X)) UaJ'}-{VEO(Y))f(U)~V}. 
Then Filt O(f)(@) = {V E O(Y) 1 3 U E @.f(U) C V} is the unique Scott- 
continuous extension of that function to Filt O(X). 
One can show that Filt 0 : Space-+ CLat as defined above is a functor. Recall 
the functor T which associates with a domain D the topological space D with its 
Scott topology. The restriction and co-restriction of T to the categories CLat and 
Space is well defined and it is right-adjoint to the functor Filt 0. 
The unit n : idSpace -+ ToFilt 0 of the adjunction is defined as follows: For 
any T,-space X let Q(X) = {U E O(X) 1 x E U} which gives a function 
X+ T(Filt O(X)), that is, x E X is mapped to the filter of its open neighbour- 
hoods. The co-unit for the adjunction E : Filt 0 0 T+ idCLat is given by Ed = 
V’ { A U 1 U E @} for every continuous lattice D. 
As the functors Filt 0 : Space+ CLat and T : Clat + Space are adjoint we have 
a monad (ToFilt 0, 7, TeFilt 0) on the category Space. 
The algebras for this monad are those To-spaces that are continuous lattices 
with respect to the specialization order and whose topology is the Scott topology. 
That is equivalent to saying that there is a continuous lattice D such that 
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X = T(D). The morphisms of the category of algebras for the monad are exactly 
those continuous functions between To-spaces that are Scott-continuous and 
preserve all infima with respect to the specialization order. 
Note that the name given to the monad we just described is a bit confusing as 
we will consider (Scott-)open filters of open sets while Day was interested in 
filters of open sets. 
In order to describe Taylor’s monad we first need to introduce some more 
domain theory. 
2.3. L-domains and connectedness 
Definition. A subset A of a poset P is order connected if it is nonempty and for 
every a,a’ in A there are elements a = a,,, . , . , a, = a’ E A such that either 
ai I a,+, or a,+l - < ai for 0 I i 5 n - 1. Such a sequence is also called a zigzag. A 
nonempty subset A of a topological space X is connected if there is no nontrivial 
open decomposition of A, that is, if or every pair U,V of nonempty open subsets 
of X such that A c U U V and A II V n U = 0 either A C U or A c V. A topo- 
logical space is ZocalZy connected if every neighbourhood filter has a basis of 
connected sets. 
Proposition 2.3. (i) An order connected subset of a domain is Scott-connected. 
(ii) The order components of a Scott-open set are Scott-open. 
(iii) A Scott-open subset of a domain is order connected iff it is connected with 
respect to the Scott topology. 
Proof. (i) Let A be an order connected subset of a domain D. Assume that U and 
U’ are Scott-open subsets of D that form a nontrivial decomposition of A. Let 
aEUnA, a’EU’nA. Then there is a zigzag a,,...,a,EA from a=a, to 
a’ = a,. So there must be k E (0,. . . , n} such that ak E U and ak+l E U’. As 
Scott-open sets are upper sets, either ak 5 ak+I E U or ak+, 5 ak E U’ which 
contradicts U n A n U’ = 0. 
(ii) Let U be a Scott-open subset of D. As U is an upper set the order 
components of U must also be upper sets. Now let A be a directed subset of D 
such that V’ A E U. Then there is a E A fl U and as a 5 V’ A holds, a must be 
an element of the order component of V’ A. Therefore, the order components of 
U are Scott-open. 
(iii) This is an immediate consequence of (i) and (ii). 0 
As an immediate corollary we see that domains are locally connected with 
respect to the Scott topology. 
Proposition 2.4. Zf D is a domain then the following are equivalent: 
(i) Every order connected subset of D has an infimum. 
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(ii) Every bounded subset of D has an infirnum. 
(iii) Every principal ideal of D is a complete lattice. 
Zf D is a continuous domain then the above are equivalent to: 
(iv) Every Scott-connected subset of D has an infimum. 
Proof. For the equivalence of (i), (ii) and (iii) see e.g. [12, Lemma 1.3.21. 
(i) =$ (iv) Let A be a Scott-connected subset of D. We will show that the set 
n aEA i a is directed, for then its suprernum exists which because of the continuity 
of D is equal to AA. Let d,d’ E n aEA ia. Then +d and +d’ are neighbour- 
hoods of A and, because of the above remark, there is a connected Scott-open 
subset U of D such that A C U c $d fl +d’. By Proposition 2.3(iii) and by the 
assumption (i) the infimum of U exists and is a common upper bound of d and d’. 
It remains to show that AU belongs to n aEA $a. As D is continuous, U is the 
union of sets of the form $e, e E U. So for every a E A there is e E U such that 
AU 5 e G a. Therefore, we have AU E naEA $a. 
(iv)+(i) holds because of Proposition 2.3(i). 0 
Definition. An L-domain is a continuous domain which satisfies the equivalent 
conditions of Proposition 2.4. 
This definition is adopted from [5]. 
2.4. The connected open filter monad 
We will give a summary of Taylor’s result presented in [12] as the monad he 
studies is similar to the one we will describe. 
Let LCSpace denote the category of locally connected T,-spaces and LDom the 
category of L-domains with Scott-continuous functions that preserve infima of 
bounded sets. 
There is a pair of adjoint functors between LCSpace and LDom. 
For a T,-space X we shall denote by O,(X) the domain of nonempty connected 
open subsets of X with the inclusion order. 
If X is a locally connected To-space then Filt O,(X) is an algebraic L-domain, 
directed suprema being directed union and infima of (nonempty) sets bounded 
above being intersection. 
We can extend Filt 0, to a functor in much the same way as we did for Filt 0. 
For any f : X+ Y in LCSpace we set Filt O,(f)(@) = {V E O,(Y) 13 U E 
@.f( U) G V} . Then the restriction and co-restriction of T as defined above to the 
categories LCSpace and LDom is right-adjoint to Filt 0,. The unit and the co-unit 
of the adjunction are defined similarly as for Day’s open filter monad. 
The algebras for the monad are L-domains (with the Scott topology) and the 
corresponding morphisms are Scott-continuous functions that preserve all boun- 
ded meets. For a more detailed representation of the last result see [lo]. 
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3. Open filters of (connected) open sets 
In this section we will study the set of all Scott-open filters of connected open 
subsets of a topological space. In order to do this we will first recall some results 
about similar constructions. 
3.1. Open filters on continuous domains 
Instead of considering all filters of connected open sets on a locally connected 
To-space we want to restrict our attention to filters which are open with respect to 
the Scott topology on O,(X). This is motivated by the fact that open filters lead to 
a fundamental duality discovered by Lawson [6] that we are going to recall now. 
For a continuous domain D let Ofilt D denote the poset of Scott-open filters of 
D ordered by inclusion. Then we have the following 
Proposition 3.1 [6, Propositions 3.3 and 3.71. Zf D is a continuous domain, then so 
is Ofilt D. A filter F is way below a filter G in Ofilt D iff there is d E G such that 
F c Td. Furthermore, D and Ofilt(Ofilt D) are order-isomorphic. 0 
3.2. Open filters of open sets and quasicompact saturated sets 
Recall that a subset of a topological space is quasicompact if every open cover 
of the set contains a finite subcover. A topological space is locally quasicompact if 
every neighbourhood of an element of X contains a quasicompact neighbourhood 
of that element. 
A topological space is sober if every closed subset which is not the union of two 
of its closed proper subsets is of the form {x} for a unique x E X. 
Note that every sober space is T, and that every continuous domain with the 
Scott topology is a locally quasicompact and sober space. 
For a locally quasicompact space X, the set O,,(X) of nonempty open subsets 
ordered by inclusion, is a continuous domain. 
Definition. A subset of a topological space X is saturated if it is equal to the 
intersection of its neighbourhoods. For any subset A of X let sat(A) denote the 
intersection of all neighbourhoods of A, the saturation of A. 
For any subset A of a topological space the set sat(A) is saturated and 
x E sat(A) holds iff there is a E A such that a E {x}. 
A subset of a T,-space is saturated iff it is an upper set with respect to the 
specialization order. Hence a subset of a domain is saturated for the Scott 
topology iff it is an upper set. The intersection (union) of any family of saturated 
sets is saturated. 
Lemma 3.2 [3, Lemma 2.131. A subset of a topological space is quasicompact iff its 
saturation is quasicompact. 0 
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Therefore, in a locally quasicompact space X, the filter of neighbourhoods of 
any element of X has a basis of quasicompact saturated sets. 
Let Q(X) denote the poset of nonempty quasicompact saturated subsets of a 
locally quasicompact sober space X ordered by 2. Obviously, Q(X) is a 
semilattice. 
Lemma 3.3 [3, Proposition 2.191. In a sober space X the following statements hold: 
(i) The intersection of a filtered family of nonempty quasicompact saturated sets 
is quasicompact, nonempty, and saturated. 
(ii) Zf U C_ X is a neighbourhood of the intersection of a filtered family 2 of 
quasicompact saturated sets then there is a Q E 22 such that U is a neighbourhood 
ofQ. q 
The following result is also known as the Hofmann-Mislove Theorem. 
Theorem 3.4 [3, Theorem 2.161. Let X be a sober space. Then Q(X) is order- 
isomorphic to Ofilt O,,(X), the isomorphisms being 
Q(X)* Of% O,,(X) , Q-WEOn,(X)IQcu> 
(which maps Q E Q(X) to the Scott-open filter of its open neighbourhoods) and 
Ofilt O,,(X)+ Q(X) > @+--){UlUE@}. q 
Note that Q(X) is the upper powerspace of X as defined by Smyth [ll]. 
3.3. Open filters of connected open sets 
We now want to combine the two ideas we introduced before, namely we wish 
to consider the Scott-open filters on the poset of connected open subsets of a 
locally connected T,-space X. We shall see that the resulting domain is order- 
isomorphic to a subset of Q(X), the elements of which we can characterize if X is 
additionally locally quasicompact and sober. In order to do that we first need 
some results about the posets and topological spaces under consideration. 
The following is a standard topological result: 
Lemma 3.5. Let A be a connected subset of a topological space and % be an open 
cover of A. Then for any x,yEA there are U,,...,U,,E% such that xEU,, 
yEU,,and UinUi+,#O, lsicn-1. 0 
Lemma 3.6. Let X be a locally connected space, % a directed family of open 
subsets of X such that the union U of the elements of % is connected. Then the 
family w^ of all connected components of elements of 011 is also directed and the 
union of its elements is equal to U. 
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Proof. For any two elements V and V’ of “Ir there are V= VI, . . . , V, = V’ E “I/‘ 
such that Vi fl Vi+, # 0 for any 1 I i 5 n - 1 by Lemma 3.5. Hence V, U . . . U V, is 
connected and by directedness of % must be contained in one of the connected 
components of some U’ E 021. 0 
Proposition 3.7. If X is a locally connected and locally quasicompact space then 
O,(X), the set of nonempty connected open subsets of X ordered by inclusion, is a 
continuous domain. Furthermore, U G V holds in O,(X) iff it holds in O,,(X). 
Proof. We study O,(X) as a subposet of O,,(X), the continuous lattice of all 
nonempty open subsets of X. Since the directed union of connected sets is 
connected, the directed suprema of O,(X) can be formed in O,,(X). The 
way-below relation, too, is inherited by O,(X): If a nonempty connected open set 
U is way below another nonempty connected open set V as elements of O,,(X), 
then clearly U is way below V in O,(X). On the other hand, let U e V in O,(X). 
As O,,(X) is continuous, V is the directed supremum of the open sets way below 
it. By Lemma 3.6 this directed set can be replaced by a directed set of (even 
smaller) connected open subsets. One of these must be above U by assumption, 
which yields U 4 V in O,,(X). 0 
As for any continuous domain D the poset Ofilt D is again a continuous poset 
(cf. Proposition 3.1), we now have the following: 
Proposition 3.8. Let X be a locally connected, locally quasicompact space. Then 
the poset Ofilt O,(X) of Scott-open filters on the continuous domain of connected 
open subsets of X is a continuous domain. 0 
Unlike Filt O,(X), the domain Ofilt O,(X) need not be an L-domain as infima 
of sets bounded above need not exist. We will give a concrete example for that at 
the beginning of Section 6. 
3.4. Weakly connected quasicompact saturated subsets 
Let X be a locally connected locally quasicompact sober space. We are now 
ready to show that Ofilt O,(X) is order-isomorphic to a subset of Q(X), i.e. there 
is a result analogous to the Hofmann-Mislove Theorem. For abbreviation, let 
“u(Q) denote the filter of open neighbourhoods of a quasicompact set Q and let 
Q,(Q) be the set of connected open neighbourhoods of Q. The latter is not 
necessarily a filter in O,(X). We begin by noting that Ofilt O,(X) is embedded in 
ofi1t O”,(X). 
Lemma 3.9. Let @ be an element of Ofilt O,(X). Then @ is a basis for a filter of 
O,,(X) that again is Scott-open and hence an element of Ofilt O,,(X). 
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Proof. This is a consequence of Proposition 3.7. 0 
By the characterization of the way below relation in Ofilt D for any continuous 
domain D in Proposition 3.1, @ 6 @’ holds in Ofilt O,(X) iff the filters on 
O,,(X) generated by @ and dz’, respectively, relate accordingly. 
Let e(@) denote the (Scott-open) filter in O,,(X) generated by @. Then e(@) 
is the filter of all open neighbourhoods of n @ = n e(@) (because of Theorem 
3.4) and hence every neighbourhood of n @ contains a connected open neigh- 
bourhood of n @. Therefore n @ is quasicompact and saturated, again by 
Theorem 3.4. 
On the other hand, if Q is a quasicompact saturated subset of X such that every 
(open) neighbourhood contains a connected open neighbourhood of (2, then 
“II,(Q) is a Scott-open filter in O,(X). 
Hence {n @ 1 @ E Ofilt O,(X)} = {Q E Q(X) 1 a,(Q) is a filter in Q,(X)}. 
We can give another description of those quasicompact saturated subsets of X 
such that a,(Q) is a filter: 
Definition. A nonempty subset A of a topological space X is weakly connected in 
X if A cannot be covered nontrivially by two disjoint open subsets of X. 
Note that weak connectedness (unlike connectedness) is a property of sub- 
spaces relative to the ambient space. 
Clearly every connected subset of a topological space X is weakly connected in 
X. Also, an open subset of a topological space X is weakly connected in X iff it is 
connected as a subspace of X. If X is a topological space, A is weakly connected 
in X, and 0 is an open subset of X that includes A, then A is already contained in 
one of the connected components of 0. Note further that continuous functions 
preserve weak connectedness in the sense that for any continuous function the 
image of a set that is weakly connected in the domain is weakly connected in the 
co-domain of the function. 
Lemma 3.10. Let X be a locally connected space and A be subset of X. Then A is 
weakly connected in X iff the set of all connected open neighbourhoods of A is a 
jilter basis for the neighbourhood jilter of A. 
Proof. If A has a nontrivial cover by two disjoint open subsets U and U’ of X, 
then clearly U U U’ is an open neighbourhood of A that does not contain a 
connected neighbourhood of A. On the other hand, if there is an open neighbour- 
hood U of A that does not contain a connected neighbourhood of A, then at least 
two components of U intersect A nontrivially and all these components form a 
nontrivial cover of A consisting of pairwise disjoint open sets. •i 
Let Q,(X) denote the set of nonempty quasicompact saturated subsets of X 
that are weakly connected in X, ordered by 2. 
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Proposition 3.11. Zf X is a locally connected locally quasicompact sober space then 
the posets Q,(X) and Ofilt O,(X) are order-isomorphic, the isomorphisms being 
021, : Q,(X)* Ofilt O,(X) , Q++%(Q) 9 
int : Ofilt O,(X)* Q,(X) , a-q-pit 
Proof. Obviously the two mappings preserve the order of the two posets. 
For Q E Q,(x) we have n (%J Q)) = n (“21(Q)) = Q because of Theorem 
3.4. If @ is in Ofilt O,(X) we get that %,( n (CD)) = %( n e(Q)) n O,(X) = 
e(G) fl O,(X) = @ for the same reason. 0 
One can now ask under what condition the weakly connected quasicompact 
saturated subsets of X are exactly the connected quasicompact saturated ones. 
This is the case iff disjoint quasicompact saturated subsets of X have disjoint 
neighbourhoods. We will study such spaces in Section 6. 
Unlike Q(X), the continuous domain Q,(X) is not necessarily a semilattice: the 
union of two subsets of X that are weakly connected in X need not be weakly 
connected in X. On the other hand certain infima do exist in Q,(X), namely those 
of pairs of elements of Q,(X) which are bounded above. Henceforth if we say 
bounded we shall always mean bounded above. 
Furthermore, Q,(X) is a subdomain of Q(X) in the sense that the natural 
embedding of Q,(X) in Q(X) is Scott-continuous. This embedding also preserves 
bounded binary infima. If Q,Q’ are elements of Q,(X) then Q is way below Q’ 
iff this is the case in Q(X) as we have a corresponding result for Ofilt O,(X) and 
Ofilt O,,(X). Hence Q,(X) is a subspace of Q(X) with respect to the Scott 
topologies on both domains. 
4. The adjunctions 
We will now extend the two operators, Q and Q,, given on topological spaces 
to functors. These turn out to be left-adjoints to the functor T if restricted to 
appropriate subcategories. 
4.1. The functor Q 
Let X,Y be locally quasicompact sober spaces and f : X+ Y be a continuous 
function. We define Q(f) : Q(X)* Q(Y) as follows. For Q E Q(X) let 
Q(f)(Q) = sat( f( Q)). In order to see that Q(f) is well defined, note that 
saturation and continuous functions both preserve quasicompactness. As satura- 
tion also preserves union, Q(f) : Q(X)+ Q(Y) preserves infima of nonempty 
finite sets. (Remember that the order on Q(X) is reversed inclusion.) 
The function Q(f) is Scott-continuous: Let 22 be a directed family in Q(X). 
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Q(f) (V’ 2
If on the other hand V is a neighbourhood of f( n 1 9) then f-‘(V) is a 
neighbourhood of n 1 9 and because of Lemma 3.3 there is some Q E 9 such 
that f(Q) c V and hence sat(f( Q)) C V holds. Therefore we also have 
Q( f)( V’ 5?) > V’ Q(f)(Q) and the desired equation is shown. 
Let LQSpace denote the category of locally quasicompact sober spaces with 
continuous functions. Further, let the category of continuous semilattices with 
Scott-continuous A -homomorphisms be denoted by CSLat. 
In order to show that Q : LQSpace- CSLat preserves composition we need the 
following lemma: 
Lemma 4.1. Let X,Y be topological spaces, f : X+ Y be a continuous function 
and A be a subset of X. Then sat( f(sat(A))) = sat( f(A)). 
Proof. Obviously sat( f(A)) c sat( f(sat(A))). If V is a neighbourhood of f(A) then 
f-‘(V) is a neighbourhood of A and hence f(sat(A)) C V. Therefore we also have 
sat( f(A)) 1 sat( f(sat(A))) and the equation is shown. 0 
Proposition 4.2. The mapping Q : LQSpace-+ CSLat is a functor. 
Proof. It remains to show that Q preserves composition. So let X, Y and 2 be 
locally quasicompact sober spaces and let f : X-+ Y and g : Y-+ 2 be continuous 
functions. Because of Lemma 4.1, for any subset Q of X that is quasicompact and 
saturated, 
Q(rf)(Q) = Ndf(Q))) = sat(&at(f(q)))) = (Q(& Q(f))(Q). 
We use T again to denote the restriction and co-restriction to LQSpace and 
CSLat of the functor T as defined in Section 2.3. Every locally quasicompact 
sober space X is embedded in TQ(X). Let nx : X* TQ(X) be defined by 
v&x) =sat({x}). As n>l(tQ) = Q” for any Q E Q(X), we have that nx is 
continuous. This yields a natural transformation n : idLQspace+ TQ, because 
according to Lemma 4.1 for every continuous function f : X+ Y between locally 
quasicompact sober spaces X and Y the equation sat( { f(x)}) = sat( f(sat( {x}))) 
holds. 
4.2. The functor QC 
If both X and Y are also locally connected and f : X+ Y is a continuous 
function, then we can define Q,(f) : Q,(X)+ Q,(Y) to be the restriction and 
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co-restriction of Q : Q(X)--+ Q(Y). Then Q,(f) is well defined as the continuous 
image of a set that is weakly connected in X is weakly connected in Y and 
saturation also preserves weak connectedness. The function Q,(f) preserves 
suprema of directed sets and infima of nonempty finite bounded sets as these are 
formed as in Q(X) and Q(Y), respectively, and are preserved by Q(f). 
Note that QI, 0 Q(f) 0 int : Ofilt O,(X)-+ Ofilt O,(Y) is just the restriction and 
co-restriction of Filt O,(f) : Filt O,(X)+ Filt O,(Y) as defined in [12] (compare 
also Section 2.4). 
Definition. A Scott-continuous function between continuous domains that have 
bounded binary infima is stable if it preserves these infima. 
Let LCLQSpace denote the full subcategory of LQSpace that has as objects the 
locally connected spaces. Let further BFDom (bounded finite nonempty meets) 
denote the category of continuous domains that have bounded binary infima with 
stable functions as morphisms. 
We have seen before that for any locally connected locally quasicompact sober 
space X the domain Q,(X) is an object of BFDom and that for any continuous 
function f : X+ Y between two such spaces Q,(f) : Q,(X)-+ Q,(Y) is a mor- 
phism of BFDom. 
Proposition 4.3. The mapping Q, : LCLQSpace+BFDom is a functor. 0 
Let the restriction and co-restriction of the functor T as defined above to the 
categories LCLQSpace and BFDom also be denoted by T. Then qx : X+ TQ,(X) 
defined as before by v,.Jx) = sat( {x}) is a continuous function for any locally 
connected locally quasicompact sober space X and yields a natural transformation 
n : id LCLQSpace -+ TQ,. 
4.3. The adjunction Q -1 T 
We now want to show that there are two pairs of adjoint functors, the first of 
them being Q : LQSpace+ CSLat and T : CSLat+ LQSpace while the second 
consists of Q, : LCLQSpace-+ BFDom and T : BFDom- LCLQSpace. In order to 
do that we first have to say something more about the domains considered. 
Proposition 4.4. Let D be a continuous semilattice. Then infima of nonempty 
Scott-quasicompact subsets exist in D. 
Proof. Let Q be a nonempty Scott-quasicompact subset of D. 
As ~={~d,U...U~d,~QlnEN,d,,...,d,ED} isafilterbasisforthe 
neighbourhood filter of Q, the set {d,A**.r\d,InEN, d,,...,d,ED, 
Q c $d, u . . . U $d,} is directed and its supremum, say q, exists in D. Obviously, 
q is a lower bound for Q. If d E D is another lower bound of Q, then for every 
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d’ + d in D the set Td’ is an open neighbourhood of Q and hence d’ 5 q holds. 
So indeed q is the greatest lower bound of Q. 0 
Proposition 4.5. Every Scott-continuous A -homomorphism between continuous 
semilattices preserves infima of nonempty Scott-quasicompact sets. 
Proof. Let f : D + E be a Scott-continuous A -homomorphism between continu- 
ous semilattices and let further Q be a nonempty Scott-quasicompact subset of D. 
Then f(Q) is a nonempty Scott-quasicompact subset of E and by Proposition 4.4 
both AQ and /If(Q) exist in D and E, respectively. As f is order-preserving, 
f(AQ) 5 W(Q) must hold. If e + Af( Q) holds in E there are d,, . . . , d, E D 
such that QC+d,U***U$d, and f(+d,U**.Ufd,)C$e as Q is Scott- 
quasicompact and f is Scott-continuous. Again because of the Scott-quasicompact- 
ness of Q there are elements di, . . . , dk in D such that ?d, U . . . U $d,, 1 Tdi U 
.**UTdk>Q. Soe(f(d~)r\*..~f(d~)=f(dj~***~d~)5f(AQ). Cl 
For a continuous semilattice D the map .sg : QT(D)-+ D, Q ++ AQ is well 
defined because of Proposition 4.4. As infima of finite nonempty sets in QT(D) 
are formed by taking the union of all elements of the respective set, cg preserves 
these infima. Let 9 be a directed subset of QT(D). As cg is order-preserving, we 
have Vf~g(~)l~D(VT~).LetdbeanelementofDsuchthatd~~,(VT~)= 
Afl L 9. Then $d is a neighbourhood of n 1 9 and according to Lemma 3.3 
there is Q E 9! such that Q c Td and hence d 5 AQ. Therefore, Ed is Scott- 
continuous. 
Furthermore, F : QT+ idcSLat is a natural transformation. Let f : D-+ E be a 
Scott-continuous A -homomorphism between continuous semilattices and let 
Q be an element of QT(D). Then we have E~(QT(~)(Q)) = A(sat(f(Q))) = 
Af( Q) = f( A Q) = f(cD( Q)) by Proposition 4.5. 
Theorem 4.6. The functor Q from the category LQSpace of locally quasicompact 
sober spaces to the category CSLat of continuous semilattices with Scott-continuous 
A -homomorphisms is left-adjoint to T : CSLat+ LQSpace. 
Proof. Because of Theorem IV.2 in [S] it remains to show that the following two 
equations hold, namely T(E,) oqTcoj = id,,,, and E~(~) 0Q(qx) = idaCxj for ob- 
jects D and X of the categories CSLat and LQSpace, respectively. 
So let d be an element of T(D). Then we have Te,(vTCD)(d)) = Asat({d}) = 
ATd = d and the first equation is proved. 
Now let Q be an element of Q(X). Then 
~,,x,<Q(rlx><Q>> = A Q(X) sat({sat({q)) 1 4 E Ql) 
= A Q(X) t Q(x,(&‘t({d-> 1 9 E Q>) 
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= A Q(X) {d(q)) 1 4 E Q> 
= U {sat({s>> I q E Q> = Q 
and so the second equation must also hold. 0 
4.4. The adjunction Q, { T 
For the functor Q, : LCLQSpace--+ BFDom the situation is similar. 
Lemma 4.7. A continuous domain that has bounded binary infima has also infima 
of nonempty finite order connected sets. 
Proof. For a proof see e.g. the proof of Lemma 1.3.2 in [12]. 0 
Proposition 4.8. (i) Let D be a continuous domain that has bounded binary 
infima. Then D has infima of subsets that are nonempty, quasicompact and weakly 
connected in D with respect to the Scott topology. 
(ii) Let D and E be continuous domains that have bounded binary infima. Then 
a Scott-continuous function f : D+ E that preserves these infima also preserves 
infima of nonempty sets that are quasicompact and weakly connected with respect 
to the Scott topology. 
Proof. (i) Let Q be a nonempty subset of D that is Scott-quasicompact Scott- 
weakly-connected in D. The set Ou = { $d, U . . . U Td, 2 Q 1 dj E D, +dj fl Q Z 0} 
is obviously filtered. We will show that for $d, U * 3 * U $d, E % the infimum of 
d . , d, exists. Define di - di for 1 I i,j 5 n iff there are k,, . . . , k, E 
{;:::.,n} such that i-k,, j=k, and %,nV,,+, #0, l<lsm-1. 
This defines an equivalence relation. As Q is weakly connected in D with 
respect to the Scott topology there can be only one equivalence class and hence 
Td, u . . . U Td, is order connected. Therefore, d, A . . . A d, exists. It follows 
that {d, A ... A d, 1 fit, U-.. U $d, E a} is directed. Hence its supremum exists 
and is a lower bound of Q. As % is a basis for the neighbourhood filter of Q it is 
the greatest lower bound of Q. 
The proof of (ii) proceeds analogously to the proof of Proposition 4.5 by using 
Lemma 4.7 and results from the proof of (i). 0 
For a continuous domain D that has bounded binary infima let 
Ed : Q,T(D) + D be defined by eg( Q) = A Q. The proof that Ed is a stable 
function and that E : QcT+idruDom is a natural transformation proceeds ana- 
logously to the corresponding proof for E from above and the same holds for the 
proof of the following theorem. 
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Theorem 4.9. The functor Q, from the category LCLQSpace of locally connected 
locally quasicompact sober spaces to the category BFDom of continuous domains 
that have bounded binary infima with stable functions is left-adjoint to 
T : BFDom- LCLQSpace. 0 
5. The algebras for the monads 
The adjunction between Q : LQSpace+ CSLat and T : CSLat+ LQSpace 
yields a monad (To Q, q, T&Q). We now want to examine the category of 
algebras for that monad. 
It is well known from category theory that the image of CSLat under the 
functor that maps an object D of that category to the pair (T(D), Te,) and a 
morphism f : D+ E of that category to Tf : T(D)+ T(E) is a subcategory of the 
category of (To Q)-algebras. 
We now want to show that this is already the whole category of algebras for 
that monad, i.e. that this adjunction is monadic. 
Lemma 5.1 [4, Lemma 11.1.91. Every sober space is a domain with respect to the 
specialization order and for a directed subset A of that domain the closure of A is 
equal to the closure of { VT A}. Furthermore, a subset of a sober space that is open 
with respect to the original topology is Scott-open in that domain. 0 
Lemma 5.2 [2, Lemma II-3-101. Let X and Y be sober spaces and f : X+ Y be a 
continuous function. Then f is Scott-continuous with respect to the specialization 
orders on X and Y. 0 
So let (X, 6,) b e an algebra for the monad (To Q, 7, T&Q), i.e. X is a locally 
quasicompact sober space and 5, : TQ(X) -+ X is a continuous function such that 
5, o rlx = id, and 5, o TQ5, = 5, o T&n(X). 
Remember that S(X) is the notation for the set X endowed with the specializa- 
tion order. As X is sober we know from Lemma 5.1 that S(X) is a domain. 
Because of Lemma 5.2, S(X) is a Scott-continuous retract of STQ(X) = Q(X) 
and hence, according to Lemma 2.1 and Lemma 2.2, a continuous semilattice. 
The Scott topology on S(X) is finer than the original topology on X (cf. Lemma 
5.1). On the other hand, the identity function from X to TS(X) is equal to 
TS<, or), and hence is continuous, so the Scott topology on S(X) is just the 
original topology on X and X = TS(X) holds. 
As Stx : Q(X) = ST&(X)-+ S(X) is order-preserving, Sg,( Q) 5 A Q must 
hold for Q E Q(X). But we also have A Q = Sg,(Sn,( AQ)) = S{,(t( AQ)) 4 
Sg,( Q) and hence S[,( Q) = AQ for any Q E Q(X). Therefore, 5, = T&sCx) 
holds. 
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So all the algebras (X, <,) for the monad (To Q, 7, T&Q) are of the form 
(T(D), Ten) for some object D of CSLat (namely (S(X), Te,,,,)) and it remains 
to characterize the morphisms of the category of algebras for that monad. We will 
show that such a morphism is a Scott-continuous ~-homomorphism with respect 
to the specialization order on its domain and co-domain. 
Let f : (T(D), Ten)-+ (T(E), TeE) be a morphism of (To Q)-algebras. 
Then Sf : D = ST(D)+ ST(E) = E is Scott-continuous and it remains to show 
that it preserves binary meets. Let d,d’ E D. Then 
Sf(d A d’) = Sf(e,(fd u Td’)) 
= Sf(ST&n(Td U Td’)) 
= S(fo Te,)(Td U Td’) 
= S(TE,~(T~ Q)(f))(td U ‘td’) 
= &E(tSf(fd u ?d’)) 
= Sf(d) A Sf(d’) . 
Hence we have shown the following theorem: 
Theorem 5.3. The category of algebras for the monad (To Q, q, T&Q) has as 
objects: pairs (X, fx) where X with respect to the specialization order is a 
continuous semilattice, the Scott topology on that semilattice is the original topology 
of X, and 5X = TesCxI ; 
morphisms: continuous maps that are Scott-continuous A -homomorphisms with 
respect to the specialization order on domain and co-domain. 
This category is isomorphic to the category CSLat of continuous semilattices with 
Scott-continuous ~-homomorphisms. Hence the adjunction Q 3 T is monadic. 
0 
For the monad (To Q,, 7, T&Q,) the following theorem can be shown analog- 
ously. 
Theorem 5.4. The category of algebras for the monad (To Q,, 7, T&Q,) has as 
objects: pairs (X, [,) such that X with respect to the specialization order is a 
continuous domain that has bounded binary infima, the Scott topology on that 
domain is the original topology of X, and 5, = TesCXj ; 
morphisms: continuous maps that are stable with respect to the specialization 
order on domain and co-domain. 
This category is isomorphic to the category BFDom of continuous domains that 
have infima of nonempty finite bounded sets with stable functions. Hence the 
adjunction Q, -1 T is monadic. 
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6. L-domains 
In this chapter we want to study the question for which topological spaces X 
one can show that Q(X) or Q,(X) is (at least) an L-domain. 
First we want to have a look at a topological space X for which neither Q(X) 
nor Q,(X) is an L-domain. 
Example. Let D be the domain of the negative integers Z- with the usual order, 
extended with two maximal lower bounds of Z- with respect to that order, say 
---co and -co’, and one least element I. Then &T(D), Q, T(D) and D are 
isomorphic but clearly D is not an L-domain. The reason for this is that the 
intersection of the two quasicompact saturated sets t(-w) and t(--m’) is not 
quasicompact. 
In order to guarantee that Q(X) or Q,(X) become L-domains, we have to 
restrict ourselves to even more special topological spaces. 
6.1. Supersober spaces 
Definition. A topological space is supersober if for every ultrafilter the set of its 
limit points is either empty or the closure of a unique singleton. 
A topological space is supersober iff every ultrafilter has either no limit point or 
the set of its limit points has a greatest element with respect to the specialization 
order. 
Note that a supersober space is sober. On the other hand, a sober space is not 
necessarily supersober as the above example shows. 
Proposition 6.1. Let X be a locally quasicompact sober space such that the 
intersection of two quasicompact saturated subsets of X is quasicompact. Then 
disjoint quasicompact saturated subsets of X have disjoint neighbourhoods. 
Proof. It is enough to show that for x, y E X such that the intersection of sat( {x}) 
and sat( { y}) is empty there are disjoint neighbourhoods of x and y. But sat( {x}) 
is the intersection of all quasicompact saturated neighbourhoods of x. Hence the 
set 
{Q n R 1 Q,R quasicompact saturated neighbourhoods 
of x and y, respectively} 
is a filtered set of quasicompact sets and the intersection of all these sets is empty. 
Because of Lemma 3.3 there are disjoint quasicompact saturated neighbourhoods 
of x and y. 0 
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Theorem 6.2. Let X be a locally quasicompact space. Then the following are 
equivalent: 
(i) X is supersober. 
(ii) X is sober and the intersection of any two arbitrary quasicompact saturated 
subsets of X is quasicompact. 
Proof. (i) + (ii) We already know that any supersober space is sober. Let Q and 
Q’ be quasicompact saturated subsets of X and let Ou be an ultrafilter on Q n Q’. 
Now we can extend 021 to each of the quasicompact sets Q, Q’, and Q U Q’ and 
the resulting filters have greatest limit points x, x’, and z, respectively. We 
conclude x,x’ 5 z. As Q and Q’ are saturated we have that z E Q fl Q’ is a limit 
point of 011. 
(ii) + (i) Let Ou b e an ultrafilter on X and let L be the set of its limit points. We 
assume that L is not empty. We will show that L is directed. Then its join must be 
the greatest limit point of %. So let x, y E L. Consider the quasicompact subset 
Q = sat({x}) fl sat({ y}) of upper bounds of {x, y}. By Proposition 6.1 this set is 
nonempty. If none of its elements belongs to L then for any z E Q there is an 
open neighbourhood W, of z such that X\VV, E %. As Q is quasicompact there 
are zr,..., z,EQ such that Wzl,..., Wz,, cover Q. By Lemma 3.3(ii) there are 
quasicompact neighbourhoods U and V of x and y, respectively, such that 
U fl V C Wz, U . . . U Wz,. We conclude Wz, U * . . U Wz, E 021 which contradicts 
X\( wz, u . . . U WJ E %. Hence the assumption that none of the common upper 
bounds of x and y is in L must be wrong. 0 
6.2. Retracts of Scott domains 
If X is not only sober and locally quasicompact but supersober and quasicom- 
pact as well, then the poset Q(X) can be shown to have more than just binary 
infima. 
Proposition 6.3. If X is a quasicompact locally quasicompact supersober space 
then Q(X) is a continuous domain that has infima of nonempty sets. 
Proof. As we already know that Q(X) is a continuous domain with least element 
X, it is enough to show that Q(X) has suprema of bounded nonempty subsets. 
Since a domain has suprema of directed subsets it suffices to prove that suprema 
of bounded pairs exist in Q(X). But if Q,Q’ E Q(X) are bounded, their 
intersection is nonempty and quasicompact by Theorem 6.2. 0 
Note that if Q is not quasicompact then Q(X) 1s not necessarily an L-domain as 
there need not be a minimal element below every Q E Q(X), i.e. a principal ideal 
in such a domain is not necessarily a complete lattice. 
The following two results show that the functor T can be co-restricted to 
supersober spaces. 
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Proposition 6.4 [7, Theorem, p. 1531. An L-domain is a supersober space with 
respect to the Scott topology iff its order components are Lawson-compact. 0 
Proposition 6.5 [2, 111-1.211. A continuous domain that has infima of nonempty 
subsets is Lawson-compact. 0 
Let QLQSSpace be the full subcategory of LQSpace whose objects are 
quasicompact and supersober. Further let SDom denote the full subcategory of 
CSLat whose objects have all nonempty meets. The objects of the category SDom 
are retracts of Scott domains. (A Scott domain is an algebraic domain that has all 
nonempty meets.) Then the restriction and co-restriction of the functor Q defines 
a functor QLQSSpace-+ SDom and the restriction and co-restriction of T to these 
categories is also well defined. 
Theorem 6.6. The restrictions and co-restrictions of the functors Q and T to the 
categories QLQSSpace and SDom are adjoint and the category of algebras for the 
corresponding monad is isomorphic to the category SDom. 
Proof. The two functors given are adjoint because they are restrictions and 
co-restrictions of adjoint functors to full subcategories. Obviously, every continu- 
ous domain with all nonempty meets gives rise to an algebra for this monad. On 
the other hand, every algebra (X, tx) for our monad is (with respect to the 
specialization order) a (Scott-continuous) retract of Q(X) which is a continuous 
domain with all nonempty meets and hence must be another such. 0 
The reader should note that we could also have admitted the empty set as an 
element of Q(X). Then in the supersober quasicompact case we would have 
obtained the category of continuous lattices (with Scott-continuous A -homo- 
morphisms) as the category of algebras for the corresponding monad. 
6.3. L-domains 
We can also show that Q,(X) is an L-domain if X is an object of a suitable 
subcategory of the category of supersober spaces. First we have to study those 
quasicompact subsets of such a space X that are weakly connected in X. 
Proposition 6.7. A quasicompact saturated subset of a locally quasicompact super- 
sober space X is weakly connected in X iff it is connected. 
Proof. We already know that any connected subset of X is weakly connected in 
X. So let Q be a quasicompact saturated subset of X that is weakly connected in 
X. Let further 0 and 0’ be two open subsets of X that cover Q and do not 
intersect on Q. Then 0 rl Q and 0’ rl Q are disjoint closed subsets of Q and 
hence quasicompact. By Theorem 6.2 and Proposition 6.1 these sets have disjoint 
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neighbourhoods and as Q was supposed to be weakly connected in X one of them 
must be empty. It follows that Q is connected. 0 
Lemma 6.8. The connected components of a quasicompact subset of a topological 
space are again quasicompact. 
Proof. The connected components of a quasicompact subset Q of a topological 
space X are closed with respect to the inherited topology of Q. Therefore they are 
quasicompact in Q and hence also in X. 0 
Proposition 6.9. If X is a locally quasicompact locally connected supersober space 
such that the connected components of X are quasicompact then Q,(X) is an 
L-domain. 
Proof. We already know that Q,(X) is a continuous domain. As every connected 
component of X is supposed to be quasicompact, there is exactly one minimal 
element of Q,(X) below any Q E Q,(X). In order to prove that every principal 
ideal of Q,(X) is a complete lattice, it remains to show that any two elements Q 
and Q’ of Q,(X) below Q” E Q,(X) have a supremum in the principal ideal 
generated by Q”. By Theorem 6.2 the intersection of Q and Q’ is quasicompact 
and nonempty as it contains Q”. As Q” is connected, according to Proposition 6.7 
it is contained in one of the connected components of Q rl Q’. This component is 
an element of Q,(X) because of Lemma 6.8 and hence the least upper bound of 
Q and Q ’ below Q”. 0 
So we know that the restriction of Q, to supersober spaces (with quasicompact 
components) takes its image in the category of L-domains. But we also need that 
the restriction of the functor T is well defined which makes it necessary to make 
sure that Q,(X) is supersober. Because of Proposition 6.4 we know that in order 
to achieve this it is enough to show that the order components of Q,(X) are 
Lawson-compact. 
So let CLDom be the full subcategory of BFDom whose objects are L-domains 
that have Lawson-compact order components. Further let LCLQSSpace be the 
full subcategory of LCLQSpace whose objects are supersober spaces and have 
quasicompact connected components. 
We now want to prove that the restriction and co-restriction of Q, to these 
categories is well defined. To this end it suffices to show that Q,, applied to an 
object X of LCLQSSpace, yields an L-domain whose order components are 
Lawson-compact. 
Lemma 6.10 [5, Lemma 4.181. An L-domain D with least element is Lawson- 
compact iff for any d % e, d’ 4 e’ in D the set of minimal upper bounds of {e, e’} 
is contained in $d, U . . . U $d, for some finite set {d,, . , d,} of minimal upper 
bounds of {d, d’}. Cl 
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Now let D be an order component of Q,(X), X an object of LCLQSSpace. 
Then D is the set of connected quasicompact saturated subsets of one of the 
connected components of X. The component itself is the least element of D. In 
order to apply Lemma 6.10, let Q, Q’, R, R’ be elements of D such that Q 4 R 
and Q’ -=z R’. The set of minimal upper bounds of {Q, Q’} is the set of connected 
components of Q fl Q’. As every minimal upper bound T of {R, R’} accordingly 
is a connected component of R n R’, it is contained in some minimal upper bound 
S, of {Q, Q’}. Since D is a continuous domain and because of Proposition 3.7, S, 
can be chosen such that R c (S,)‘. But R n R’ is also quasicompact by Theorem 
6.2. Hence finitely many of the (S,)’ suffice to cover R fl R’, and the condition of 
Lemma 6.10 is satisfied. 
Theorem 6.11. The restrictions and co-restrictions of the functors Q, and T to the 
categories LCLQSSpace and CLDom are adjoint and the category of algebras for 
the corresponding monad (To Q,, r], TEQ,) is isomorphic to the category CLDom. 
Proof. The proof of this theorem differs only slightly from the proof of Theorem 
6.6. The only new issue is that we have to show that every algebra for the given 
monad has Lawson-compact connected components with respect to the specializa- 
tion order. But any such component of an algebra (X, 6,) is the image of one of 
the connected components of Q,(X) (which we have shown to be Lawson- 
compact) under the Lawson-continuous function 5, : Q H A Q. 17 
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Appendix 
Table 1 
Full subcategories of Space 
Name 
Space 
LCSpace 
LQSpace 
LCLQSpace 
QLQSSpace 
LCLQSSpace 
Objects 
To-spaces 
locally connected T,-spaces 
locally quasicompact sober spaces 
locally connected quasicompact sober spaces 
quasicompact locally quasicompact supersober spaces 
locally connected locally quasicompact supersober spaces 
with quasicompact connected components 
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Table 2 
The functors used 
For sober spaces the same as. 
Functor Ooerator Name Operator 
Filt 0 
Filt O,, 
Filt 0, 
ofi1t 0 
ofi1t o,, 
ofi1t 0, 
filters of opens 
filters of nonempty opens 
filters of connected (nonempty) 
opens 
open filters of opens 
open filters of nonempty opens 
open filters of connected 
(nonempty) opens 
quasicompact subsets 
nonempty quasicompact subsets 
nonempty quasicompact 
weakly connected sets 
Table 3 
Domains as algebras for filter monads over Space 
Algebras 
Category Functor Name Objects: continuous domains that have meets of. 
Morphisms: Scott-continuous functors that preserve 
meets of. 
Space 
Space 
LCSpace 
LQSpace 
LQSpace 
LCLQSpace 
Filt 0 
Filt 0 
Filt Ore 
ofi1t 0 
Ofi1t o,, 
ofi1t 0, 
CLat 
LDom 
CSLat 1 
CSLat 
BFDom 
all sets 
all nonempty sets 
nonempty sets bounded above 
finite sets 
nonempty finite sets 
pairs bounded above 
Table 4 
Restrictions of filter monads over Space 
Category 
QLQSSpace 
QLQSSpace 
LCLQSSpace 
Functor 
ofi1t 0 
ofi1t o,, 
ofi1t 0, 
Algebras 
Name Objects: continuous domains Full subcategory 
that have meets of. of... 
all sets CSLat, 
SDom all nonempty sets CSLat 
CLDom nonempty bounded meets, BFDom 
Lawson-comnact order comnonents 
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