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THE n× n KDV HIERARCHY
CHUU-LIAN TERNG† AND KAREN UHLENBECK∗
Dedicated to Dick Palais on the occassion of his 80th Birthday
Abstract. We introduce two new soliton hierarchies that are general-
izations of the KdV hierarchy. Our hierarchies are restrictions of the
AKNS n × n hierarchy coming from two unusual splittings of the loop
algebra. These splittings come from automorphisms of the loop algebra
instead of automorphisms of sl(n,C). The second flow in the hierar-
chy is a system of coupled non-linear Schro¨dinger equations. Since they
are constructed from a Lie algebra splitting, the general method gives
formal inverse scattering, bi-Hamiltonian structures, commuting flows,
and Ba¨cklund transformations for these hierarchies.
Introduction
While an exact definition of an integrable system is illusive, mathemati-
cians generally agree that the hallmarks of the the theory are an infinite
number of commuting flows, formal direct and inverse scattering theory,
symplectic structures and Ba¨cklund transformations. More recently, be-
cause of the connections with quantum cohomology, one might add tau
functions and actions of Virasoro algebra. From our viewpoint we take the
basic model formulated by Ablowitz, Kaul, Newell and Segur (AKNS), the
n×n model generalizing the 2× 2 non-linear Schro¨edinger hierarchy, as the
basic construction.
There are a number of possible restrictions of this theory in which the gen-
eral hierarchies described by AKNS restrict to more specialized hierarchies.
These include the n-wave hierarchy, the Kuperschmidt-Wilson hierarchy,
and the modified KdV hierarchy defined by Drinfel’d and Sokolov. There
are several models in which n × n matrices are replaced by simple Lie Al-
gebras, and the formalism carries over. However, all these hierarchies can
be obtained from a splitting of loop algebras so that formal scattering, bi-
Hamiltonian, commuting conservation laws, Ba¨cklund transformations, and
tau functions can be constructed in a unified way. In other words, if we
find a splitting that has the given equation as one of the flow equations in
the hierarchy constructed from the splitting, then we have found the hidden
symmetry of this equation. One goal of this paper is to find the symmetry
which gives the KdV and Gelfand-Dikki (GD) hierarchies.
†Research supported in part by NSF Grant DMS-0707132.
∗Research supported in part by the Sid Richardson Regents’ Chair Funds, University
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In this paper we find two splittings of the Lie algebra of power series with
values in sl(n,C), which are defined in a different style from the previous
examples, to generate two apparently new hierarchies, which we call the
n × n KdV hierarchy and the 2n × 2n KdV-II hierarchy respectively. The
Kuperschmidt-Wilson and the n × n mKdV flows constructed by Drinfel’d
and Sokolov turn out to be equivalent. In fact, they come from equivalent
splittings of Lie algebras. The n × n KdV hierarchy is also equivalent to
the GD-hierarchy. In fact, we find a bijection between the phase spaces of
these two hierarchies such that the flows correspond under the bijection.
The proof of this equivalence is quite complicated. In two later papers [11]
and [12], we will give a proof of this equivalence, use it to show that the
natural Virasoro symmetry arising from the formal scattering data of the
n×n KdV flows corresponds to the Virasoro symmetry of GD flows, and use
Wilson’s tau function for GANKS hierarchy [13] to construct tau functions
for the n×n KdV hierarchy and show that solutions can be computed from
the tau functions.
The plan of the paper is as follows: Section 1 reviews a general con-
struction of a hierarchy of commuting flows from a Lie algebra splitting,
the Local Factorization Theorem, and formal inverse scattering. We also
describe the basic examples of the theory, which include the AKNS hierar-
chy, the Kuperschmidt-Wilson hierarchy, and the n × n mKdV hierarchy.
In section 2 we give a splitting of the loop algebras in sl(n,C) that gives
the n × n KdV hierarchy. In section 3 we construct a second splitting to
generate the 2n× 2n KdV-II hierarchy.
1. A general method of constructing soliton hierarchy
We review the method that generates a hierarchy of commuting flows
from a splitting of a Lie algebra.
Definition 1.1. Let L be a formal Lie group, L its Lie algebra, and L±
subgroups of L with Lie subalgebra L±. The pair (L+,L−) is called a
splitting of L if L = L++L− as direct sum of linear subspaces and L+∩L− =
{e}, where e is the identity in L. We call C = (L+L−)∩ (L−L+) the big cell
of L. In other words, f is in the big cell if and only if f can be factored
uniquely as f+f− and g−g+ with f±, g± ∈ L±.
Theorem 1.2. (Local Factorization Theorem)
Suppose L is a closed subgroup of the group of Sobolev Hk-loops in a finite
dimensional Lie group G with k > 12 , L± subgroups of L such that (L+,L−)
is a splitting of the Lie algebra L, where L and L± are Lie subalgebras of L
and L± respectively. Let O be an open subset in RN containing the origin,
and g : O → L a map such that (t, λ) 7→ g(t)(λ) is smooth. Suppose there
exists p0 ∈ O such that g(p0) = k+k− = h−h+ with k±, h± ∈ L±. Then there
exist an open subset O0 ⊂ O containing p0 and unique f±, g± : O0 → L±
such that g = g+g− = f−f+ on O0 and g±(p0) = k±, f±(p0) = h±.
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Proof. First we write down the first order systems for g+ and g−. If g = g+g−
with g± ∈ L±, then
α = g−1d g = g−1− d g− + g
−1
− g
−1
+ d g+g−,
which implies that g−αg−1− = d g−g
−1
− + g
−1
+ d g+. Hence
(d g−)g−1− = π−(g−αg
−1
− ), g
−1
+ d g+ = π+(g−αg
−1
− ),
where π± is the projection of L onto L± with respect to L = L+ + L−. Or
equivalently, {
d g− = π−(g−αg−1− )g−,
d g+ = g+π+(g−αg−1− ).
(1.1)
Note α = g−1d g is given and (1.1) is a first order PDE for g−, g+ with
values in L− and L+ respectively. Let L(G) denote the group of Sobolev
Hk maps from S1 to G with k > 12 . Then L(G) is a Hilbert Lie group (cf.
[7]) and hence any closed subgroup of L(G) is also a Hilbert Lie group. The
Frobenius Theorem for first order system holds for Hilbert manifold.
Set
ξ = g−αg−1− , ξ± = π±(ξ).
The integrability condition for system (1.1) is
d ξ− = ξ− ∧ ξ−, d ξ+ = −ξ+ ∧ ξ+.
But a direct computation gives
d ξ− = (d ξ)− = (d (g−αg−1− ))−
= (d g− ∧ αg−1− + g−α ∧ g
−1
− d g−g
−1
− + g−dαg
−1
− )−
= (ξ− ∧ ξ + ξ ∧ ξ− + g−dαg−1− )−
= (ξ− ∧ ξ + ξ ∧ ξ− − g−α ∧ αg−1− )−
= (ξ− ∧ ξ + ξ ∧ ξ− − ξ ∧ ξ)− = ξ− ∧ ξ−.
A similar computation gives d ξ+ = −ξ+ ∧ ξ+. Hence by the Frobenius
Theorem there exist an open neighborhood O0 of p0 and g± : O0 → L± such
that g±(p0) = k± and g± satisfy (1.1). A direct computation shows that if
g+, g− solves (1.1) then
(g+g−)−1d (g+g−) = α = g−1d g.
Since g+g− and g satisfies the same first order system and agree at p0,
g = g+g−. Similarly, there exist f± ∈ L± such that f±(p0) = h± and
g = f−f+. 
Birkhoff Factorization
Let L be the group of Hk maps from S1 to GL(n,C), L+ the subgroup
of f ∈ L such that f is the boundary value of a holomorphic map defined
on |λ| < 1, and L− the subgroup of f ∈ L such that f extends holomor-
phically to ∞ ≥ |λ| > 1 and is equal to I at λ = ∞. Let L,L± denote the
corresponding Lie algebras. Then (L+,L−) is a splitting and Theorem 1.2
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is a consequence of the Birkhoff Factorization Theorem (cf. [8]). Moreover,
the big cell is open and dense in L.
Definition 1.3. A vacuum sequence of a splitting (L+,L−) of L is a linearly
independent, commuting sequence J = {Jj | j an integer, j ≥ 1} in L+ such
that Jj = φj(J1) for some analytic function φj in the enveloping algebra of
L for all j ≥ 1.
Commuting flows on L−.
Let π± denote the projection of L onto L± with respect to the sum L =
L+ + L−. We call the following flow equation on L−,
∂M
∂tj
M−1 = −π−(MJjM−1), (1.2)
the flow on L− generated by Jj . Use [Jj , Jk] = 0 for all i, j and a direct
computation to get
−(Pj)tk + (Pk)tj = [Pj , Pk], where Pj = −π−(MJjM
−1).
So flows (1.2) defined on L− commute.
Soliton hierarchy
The above flows (1.2) on L− give rise to explicit partial differential equa-
tions on
M = {π+(gJ1g
−1) | g ∈ L−}. (1.3)
The phase space of the soliton flows constructed from the splitting (L+,L−)
and the vacuum sequence {Jj | j ≥ 1} is C
∞(R,M).
Assume that given a smooth ξ : R → M, there is a unique Qj(ξ) ∈ L
satisfying the following conditions:

[∂x − ξ,Qj(ξ)] = 0,
Qj(ξ) is conjugate to Jj by L−,
Qj(J1) = Jj .
(1.4)
Note that
[∂x − ξ, (Qj(ξ))+] = −[∂x − ξ, (Qk(ξ))−]+ = [ξ, (Qk(ξ))−]+,
which is tangent to C∞(R,M). Hence
∂ξ
∂tj
= [∂x − ξ, (Qj(ξ))+]. (1.5)
defines a flow on C∞(R,M). We call (1.5) the flow generated by Jj . The
collection of these flows is called the soliton hierarchy constructed from
(L+,L−) and {Jj | j ≥ 1}. If Qj(ξ) depends only on ξ and its derivatives,
then (1.5) is a PDE.
Note that J1 ∈ M. The tangent space of M at J1 is
Y := π+([J1,L−]).
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In examples given below, L is a subalgebra of the algebra of loops in gl(n),
J1 is of the form aλ+b for some constants a, b ∈ gl(n), Y is a finite dimension
linear subspace of gl(n) (constant loops), and M is the affine space
M = J1 + Y.
Next we outline a method of computing these flows when L is a subalgebra
of the Lie algebra of loops in gl(n). Expand Qj(ξ) in λ:
Qj(ξ)(λ) =
∑
k
Qj,kλ
k.
Equating the coefficients of λj in [∂x − ξ,Qj(ξ)] = 0 give recursive formulas
for Qj,k’s. The second condition of (1.4) holds if and only if Qj and Jj
have the same minimal polynomials. These give another set of equations for
Qj,k’s. It often is the case that these two sets of formulas determine Qj,k’s.
Since Jj = φj(J1), Qj = φj(Q1), we only need to compute Q1.
The proof of the next Proposition is straight-forward.
Proposition 1.4. The following statements are equivalent for ξ : R2 →M:
(1) ξ is a solution of the flow (1.5) generated by Jj ,
(2) [∂x − ξ, ∂tj − (Qj(ξ))+] = 0,
(3) the following linear system is solvable for any initial data c ∈ L+:
ExE
−1 = ξ, EtjE
−1 = (Qj(ξ))+, E(0, 0) = c. (1.6)
Frames
We call the solution of (1.6) with initial data c = I the frame of ξ. The
constant map ξ = J1 is a solution of the flow generated by Jj for all j ≥ 1,
and is called the vacuum solution and its frame
V (x, tj) = exp(xJ1 + tjJj)
is called the vacuum frame.
Baker function
Given ξ ∈ C∞(R,M), assume that there is a M(x) ∈ L− such that
M(∂x − J1)M
−1 = ∂x − ξ.
Or equivalently,
MxM
−1 +MJ1M−1 = ξ. (1.7)
Since MxM
−1 ∈ L−, we have
ξ = π+(MJ1M
−1), MxM−1 = −π−(MJ1M−1). (1.8)
SuchM is usually called a Baker function or the bare wave function of ∂x−ξ,
and f =M(0) ∈ L− a formal scattering data for the operator ∂x − ξ.
Let A denote the centralizer of J1 in L−. If M is a Baker function of
∂x− ξ and g ∈ A a constant, then Mg is a again a Baker function of ∂x− ξ.
Hence we call the right coset [M(0)] in L−/A the scattering coset of ∂x − ξ
in [9].
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If ξ = J1 + u and u has compact support, then it follows from results
in [2] and BDT88 that there is a Baker function M . The results in these
papers on rapidly decaying u apply to our examples as well.
Suppose ∂x − ξ has a Baker function M . Set ηj = MJjM
−1. Since
[η1, ηj ] = 0 and ξ = (η1)+, we have
[∂x − ξ, ηj ] = [MxM
−1, ηj ]− [ξ, ηj ] = −[(η1)−, ηj ]− [(η1)+, ηj ]
= −[η1, ηj ] = 0.
It follows that MJjM
−1 satisfies (1.4). So the flow generated by Jj can be
written as
((MJ1M
−1)+)tj = [∂x − (MJ1M
−1)+, (MJjM−1)+]. (1.9)
Here we use the notation η+ = π+(η). Note that if M
′ is another Baker
function for ∂x − ξ, then M
′Jj(M ′)−1 = MJjM−1. So the flow equation
(1.9) is independent of the choice of Baker functions.
Proposition 1.5. Suppose M(x, t) is a solution of the first and the j-th
flows (1.2) on L−. Then ξ = (MJ1M−1)+ is a solution of the flow (1.5)
generated by Jj .
Proof. It follows from the definition of ξ that M is a Baker function of ξ.
Set ηi =MJiM
−1 for i = 1, j. Then
∂ξ
∂t
= [MtM
−1, (MJ1M−1)]+ = −[(ηj)−, η1]+.
Since
[∂x − ξ, (ηj)+] = −[(η1)−, ηj ]+ − [ξ, (ηj)+]
= −[(η1)−, (ηj)+]+ − [ξ, (ηj)+] = −[η1, (ηj)+]+ = −[(ηj)−, η1]+,
then this is equal to ∂ξ∂t . 
Formal inverse scattering [9]
Given f ∈ L−, by Theorem 1.2 we can factor
V (x, tj)f
−1 =M−1(x, tj)E(x, tj)
with M(x, tj) ∈ L− and E(x, tj) ∈ L+, where V (x, tj) = exp(xJ1 + tjJj) is
the vacuum frame of the j-th flow. Since E =MV f−1, we have
ExE
−1 =MxM−1 +MVxV −1M−1 =MxM−1 +MJ1M−1,
EtjE
−1 =MtjM
−1 +MVtjV
−1M−1 =MtjM
−1 +MJjM−1.
But EtjE
−1 ∈ L+ and MtjM−1 ∈ L− imply that
ExE
−1 = π+(MJ1M−1), EtjE
−1 = π+(MJjM−1), (1.10a)
MxM
−1 = −π−(MJ1M−1), MtjM
−1 = −π−(MJjM−1). (1.10b)
It follows from (1.10b) that M solves the first and the j-th flow equation
(1.2) on L−. By Proposition 1.5, ξf := π+(MJ1M−1) is a solution of the
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j-th flow (1.9), M is the Baker function of ∂x− ξ, and f =M(0). Equation
(1.10a) implies that E is the frame for ξf .
We call the above construction of solution ξf from f the formal inverse
scattering . This formal inverse scattering solves the Cauchy problem for all
flows as follows: Given an initial data ξ0 : R → M, assume that there is a
bare wave function M0 for ∂x − ξ0. The scattering data of ξ0 is f =M0(0).
Then ξf is a solution of the j-th flow with ξf (x, 0) = ξ0(x).
Action of L− (cf. [9], [10])
Let ξ be a solution of the flow (1.5) generated by Jj defined in an open
subsetO of R2 containing the origin, and supposeE is its frame. SoE(x, t) ∈
L+. Given f ∈ L−, by the Local Factorization Theorem 1.2, there exists an
open subsetO0 ⊂ O containing the origin such that fE(x, t) = E˜(x, t)f˜(x, t)
with E˜ ∈ L+ and f˜ ∈ L− for all (x, t) ∈ O0. Then
(1) ξ˜ is a new solution of the flow (1.5) generated by Jj, and E˜ is the
frame of ξ˜,
(2) f ∗ ξ = ξ˜ defines an action of L− on the space of germs of solutions
of the flow equation (1.5) generated by Jj at the origin,
(3) if f ∈ L− is a rational map, then f ∗ ξ can be obtained algebraically
from E via residue calculus,
(4) if f ∈ L− is rational and has minimal number of poles, then ξ 7→ f ∗ξ
often gives Ba¨cklund or Darboux transforms,
(5) the orbit of the vacuum solution J1 under the group of rational maps
in L− can be computed explicitly, and they are the soliton solutions.
Example 1.6 - 1.12 are well-known soliton hierarchies which can be con-
structed using this splitting method. There are many references to these in
the literature.
Example 1.6. The n×n AKNS flows (or the SL(n,C)-hierarchy) [1]
Let a1, . . . , an−1 be a basis of the space of diagonal matrices in sl(n,C)
such that a1 has distinct eigenvalues. Let L(SL(n)) denote the group of
smooth loops f : S1 → SL(n,C), L+(SL(n)) the subgroup of f ∈ L(SL(n))
that can be extended holomorphically to |λ| < 1, and L−(SL(n)) the sub-
group of f ∈ L(SL(n)) that can be extended holomorphically to∞ = |λ| > 1
and f(∞) = I. The corresponding Lie algebras are
L(sl(n)) = {A(λ) =
∑
i
Aiλ
i : S1 → sl(n,C) smooth | Ai ∈ sl(n,C)},
L+(sl(n)) = {A ∈ L(sl(n)) | A(λ) =
∑
j≥0
Ajλ
j},
L−(sl(n)) = {A ∈ L(sl(n)) | A(λ) =
∑
j<0
Ajλ
j}.
It is easy to check that (L+(sl(n)),L−(sl(n))) is a splitting of L(sl(n)). The
countable set
J = {aiλ
j | 1 ≤ i ≤ n− 1, j ≥ 1}
8 CHUU-LIAN TERNG† AND KAREN UHLENBECK∗
is a vacuum sequence of this splitting with J1 = a1λ. A direct computation
implies that M = a1λ+ Y , where
Y = π+([a1λ,L−]) = {u = (uij) ∈ sl(n,C) | uii = 0, ∀ 1 ≤ i ≤ n}.
The hierarchy of flows constructed from this splitting and J is the n × n
AKNS hierarchy.
Example 1.7. The SU(n)-hierarchy [10]
Let L(sl(n)) and L±(sl(n)) be as in the n×n AKNS flows, τ the involution
of SL(n,C) defined by τ(g) = (g¯t)−1, and τ∗ the induced involution on
sl(n,C), i.e., τ∗(ξ) = −ξ∗ = −ξ¯t. Let τˆ∗ be the involution on L(sl(n))
defined by
τˆ∗(A)(λ) = −τ∗(A(λ¯)) = −(A(λ¯))∗.
Let L denote the fixed point set of τˆ . In other words, A ∈ L if and only if
A(λ) = −(A(λ¯))∗. Set L± = L ∩ L±(sl(n)). Then (L+,L−) is a splitting
of L. Let a1, . . . , an−1 be linearly independent diagonal matrices in su(n)
such that a1 has distinct eigenvalues. Set J1 = a1λ, and J = {aiλ
j | 1 ≤
i ≤ n − 1, j ≥ 1}. Then J is a vacuum sequence in L+ and M = a1λ+ Y ,
where
Y = π+([a1λ,L−]) = {u = (uij) ∈ su(n) | uii = 0 for all 1 ≤ i ≤ n}.
The hierarchy of flows constructed from this splitting and J are flows on
C∞(R, Y ). When n = 2, choose a1 = diag(i,−i). Then the flow generated
by a1λ
2 is the non-linear Schr¨odinger equation (NLS) for u =
(
0 q
−q¯ 0
)
:
qt =
1
2
(qxx + 2|q|
2q).
For general n, the flow generated by a2λ is the following equation for u ∈ Y :
(uij)t =
bi − bj
ci − cj
(uij)x +
n∑
k=1
(
bk − bj
ck − cj
−
bi − bk
ci − ck
)
uikukj,
where a1 = diag(c1, . . . , cn) and a2 = diag(b1, . . . , bn). When n = 3, this is
the 3-wave equation given in [15].
Example 1.8. The SU(n)SO(n)-hierarchy [10]
The symmetric space SU(n)SO(n) is given by two commuting involutions τ, σ of
SL(n,C), where τ(g) = (g¯t)−1 and σ(g) = (gt)−1. Note that τ∗ is conjugate
linear, σ∗ is complex linear, SU(n) is the subgroup of SL(n,C) fixed by τ ,
and SO(n) is the subgroup of SU(n) that is fixed by σ. Let L denote the
subalgebra of A ∈ L(sl(n,C)) satisfying the SU(n)SO(n) -reality condition
A(λ) = τ∗(A(λ¯)) = −A(λ)∗, A(λ) = σ∗(−λ) = −A(−λ)t.
Let L± = L∩L(sl(n,C)). Then (L+,L−) is a splitting of L. Let a1, . . . , an
be a basis of diagonal matrices in su(n) such that a1 has distinct eigenvalues,
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J1 = a1λ, and
J = {aiλ
j | 1 ≤ i ≤ n− 1, j ≥ 1 is odd}.
Then J is a vacuum sequence and the corresponding hierarchy is called the
SU(n)
SO(n)-hierarchy. When n = 2 and a1 = diag(i,−i), the flow generated by
a1λ
3 is the mKdV equation.
Example 1.9. The matrix NLS hierarchy [5]
Let L = {A ∈ L(gl(n)) | A(λ¯)∗ + A(λ) = 0}, and L± = L ∩ L±(gl(n)).
Then (L+,L−) is a splitting of L. Let a = idiag(1, . . . , 1,−1, . . . ,−1) with
eigenvalues i,−i of multiplicities k and (n − k) respectively. Set Jj = aλ
j.
Then Jj = fj(J1) for some analytic function fj. The phase space is aλ+ Y ,
where
Y = [a,L−]+ =
{(
0 q
−q∗ 0
)
| q is a k × (n− k) complexmatrix
}
.
The second flow is the matrix NLS:
qt2 =
i
2
(qxx + 2qq
∗q).
Example 1.10. The G-, U-, UK - hierarchies [10]
Note that SU(n) is a real form of the complex simple Lie group SL(n,C),
and SU(n)SO(n) is a symmetric space. We can replace SL(n,C) by a complex
simple Lie group G, SU(n) by a real form U of G, and SU(n)SO(n) by a symmetric
space UK to construct G-, U -,
U
K - hierarchies (cf. [9, 10]).
Example 1.11. The Kupershmidt-Wilson (KW) hierarchy [6]
Let C be the permutation matrix e21+e32+· · ·+en,n−1+e1n, and L(sl(n))
and L±(sl(n)) as in the n × n AKNS flows. Let σ be the automorphism of
L(sl(n)) defined by
σ(A)(λ) = C−1A(α−1λ)C, α = e2pii/n.
Let L be the fixed point set of σ. In other words, A ∈ L if and only if
C−1A(α−1λ)C = A(λ).
Let L± = L ∩ L±(sl(n)), and
a = diag(1, α, α2, . . . , αn−1), J1 = J = aλ.
Then (L+,L−) is a splitting of L and J = {J i | i ≥ 1 integer} is a vacuum
sequence in L+. The space
Y = π+([aλ,L−]) = {
n−1∑
i=1
uiC
i | ui ∈ C}
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is of dimension n−1. The flows given by this splitting and vacuum sequence
are the KW flows. When n = 2, this gives exactly the hierarchy of mKdV
qt =
1
4
(qxxx − 6q
2qx).
So the KW hierarchy is a natural n×n generalization of the standard com-
plex mKdV hierarchy.
Example 1.12. The n× n mKdV hierarchy (Drinfel’d-Sokolov [4])
Let L = L(sl(n)), and
L+ = {A(z) =
∑
i>0
Aiz
i +A0 ∈ L | A0 ∈ B+},
L− = {A(z) =
∑
i<0
Aiz
i +A0 ∈ L | A0 ∈ N−}.
Here B+ is the subalgebra of upper triangular matrices in sl(n,C) and N−
is the subalgebra of strictly lower triangular matrices in sl(n,C). Let J =
en1z + b, where
b = e12 + e23 + · · ·+ en−1,n.
Then (L+,L−) is a splitting of L(sl(n)), and J = {J j | j ≥ 1, integer} ⊂ L+
is a vacuum sequence. The space Y defined above is
Y = π+([J,L−]) = {diag(u1, . . . , un) | uj ∈ C,
n∑
i=1
uj = 0}.
There is a bare wave functions for ∂x− (J +u) with u : R→ Y . To see this,
we use
z = λn
and construct an equivalent splitting in λ loops for the n× n mKdV. Let
D(λ) = diag(λn−1, λn−2, . . . , 1), p = e12 + e23 + . . .+ en−1,n + en1.
First note that J is conjugate to pλ,
J = en1λ
n + b = D(λ)−1 pλD(λ).
We use the isomorphism Ad(D(λ)) and z = λn to construct an equivalent
splitting as follows: Let
L˜(λ) = {D(λ)B(λn)D(λ)−1 | B ∈ L(sl(n))},
L˜±(λ) = {D(λ)B(λn)D(λ)−1 | B ∈ L±}.
In other words, L˜(λ) is the subalgebra of A(λ) =
∑
j Ajλ
j that satisfies the
following reality condition
D(λ)−1A(λ)D(λ) = D(αλ)−1A(αλ)D(αλ),
where α = e2pii/n. Thus A ∈ L˜±(λ) if and only if D(λ)−1A(λ)D(λ) is a
power series in λn and the constant term is in B+ and in N− respectively.
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Then (L˜+(λ), L˜−(λ)) is a splitting of L˜(λ), {J˜ i | J˜ = pλ, i ≥ 1} is a vacuum
sequence in L+, and
Y˜ = π+([J˜1, L˜−]) = {
n∑
j=1
ujejj |
∑
j
uj = 0}.
Since p is regular, ∂x − (J˜ + u) has a bare wave function M and the general
method of constructing soliton hierarchy works. This gives the n×n mKdV
hierarchy. For example, for n = 2 we have u = diag(q,−q), and
MJ˜M−1 = J˜ +
∑
i≤0
Qiλ
i
has the form
Q2i = diag(A2i,−A2i), Q2i+1 =
(
0 B2i+1
C2i+1 0
)
.
These Q′is can be computed from the recursive formula
∂xQi − [u,Qi] = [p,Qi−1],
and the third flow is the mKdV qt =
1
4(qxxx − 6q
2qx).
The following was known to Drinfel’d and Sokolov [4], but we give a proof
anyway.
Proposition 1.13. The KW-hierarchy and Drinfel’d-Sokolov n× n mKdV
hierarchy are equivalent.
Proof. We note that:
(1) en1λ
n + b has eigenvalues λ, αλ, . . . , αn−1λ and can be diagonalized
en1λ
n + b = U(λ)aλU(λ)−1,
where b = e12+e23+. . .+en−1,n, α = e2pii/n, a = diag(1, α, . . . , αn−1),
and the ij-th entry of U(λ) is Uij(λ) = α
(i−1)(j−1)λi−1.
(2) The ij-th entry of U(λ)−1 is α−(i−1)(j−1)λ−(j−1).
(3) U(αλ) = U(λ)C, where C = e21 + e32 + · · ·+ e1n.
Let Lkw = Lkw+ + L
kw− denote the splitting that gives the KW-hierarchy as
in Example 1.11. Recall that A ∈ Lkw if and only if CA(αλ)C−1 = A(λ).
By (3), we have
U(αλ)A(αλ)U(αλ)−1 = U(λ)CA(αλ)C−1U(λ)−1.
So A ∈ Lkw if and only if U(αλ)A(αλ)U(αλ)−1 = U(λ)A(λ)U(λ)−1, i.e.,
U(λ)A(λ)U(λ)−1 is a power series in λn.
Let L = L+ + L− denote the splitting that gives the Drinfel’d-Sokolov
n× n mKdV as in Example 1.12. Define the map F : L → Lkw by
F (ξ)(λ) = U(λ)−1ξ(λn)U(λ).
It follows easily from the explicit formulas for U(λ) and U(λ)−1 that F
maps L± isomorphically to Lkw± , maps en1z+ b to aλ, and maps the vacuum
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sequence of the n × n mKdV hierarchy to that of the KW-hierarchy. This
shows that these two hierarchies are isomorphic under F . 
2. Construction of n× n KdV flows
We have given a list of known examples, and we now discuss a new ex-
ample which has a different flavor.
The Lax pair for KdV qt =
1
4(qxxx − 6qqx) is[
∂x − (aλ+ u), ∂t − (aλ
3 + uλ2 +Q−1λ+Q−2)
]
= 0,
where
a =
(
1 0
0 −1
)
, u =
(
0 1
q 0
)
,
Q−1 =
1
2
(
−q 0
−qx q
)
, Q−2 =
1
4
(
qx −2q
qxx − 2q
2 −qx
)
.
Let L(sl(n)) and L±(sl(n)) as in Example 1.6. The phase space of the AKNS
2×2 hierarchy generated by {aλj | j ≥ 1} is the space of maps u =
(
0 r
q 0
)
,
and the third flow in the 2× 2 AKNS hierarchy is{
qt =
1
4 (qxxx − 6qrqx),
rt =
1
4(rxxx − 6qrrx).
It is known that (cf. [1]) the subset of u with r = 1 is magically invariant
under the odd flows in the 2 × 2 hierarchy, which is the KdV hierarchy.
However, it was not clear why this works. In an earlier paper [10], we
noted that KdV hierarchy is the hierarchy associated to a splitting of the
subalgebra L2 of ξ ∈ L(sl(2)) satisfying the following reality condition:
φ(λ)ξ(λ)φ(λ)−1 = φ(−λ)ξ(−λ)φ(−λ)−1, φ(λ) =
(
1 0
λ 1
)
. (2.1)
A direct computation shows that ξ(λ) =
∑
ξjλ
j lies in L2 if and only if
ξ2j =
(
A2j B2j
C2j −A2j
)
, ξ2j+1 =
(
B2j 0
−2A2j −B2j
)
for all j. So
(L2)+ = {ξ ∈ L2 | ξ(λ) =
∑
j≥0
ξjλ
j}, (L2)− = {ξ ∈ L2 | ξ(λ) =
∑
j<0
ξjλ
j}
are Lie subalgebras of L2 and (L2, (L2)+, (L2)−) is a splitting.
Let J = aλ + e12. It can be checked easily that J
2 = λ2I2 and J
2j+1 =
λ2jJ for all j ≥ 0, where I2 is the 2× 2 identity matrix. Then
{J2i+1 | i ≥ 0}
is a vacuum sequence, which generates the KdV hierarchy.
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We also noted in [10] that φ in the reality condition (2.1) is the strictly
lower triangular matrix in the Bruhat decomposition of the eigen-matrix of
e21λ
2 + e12. This led us to consider a natural generalization of L2 to a Lie
subalgebra L of L(sl(n)). Let L± = L ∩ L±(sl(n)). We claimed in [10]
(without a proof, in fact we thought the proof was obvious) that (L+,L−)
is a splitting of L and use it to generate a hierarchy of flows and compute
Ba¨cklund transformations. Later we realized that the proof that (L+,L−) is
a splitting is quite complicated. The goal of this section is to give the proof
of this fact. We then use the method described in section 1 to generate the
infinite sequence of flows.
Our splitting potentially gives a general method to construct KdV type
hierarchies from the loop algebra of a complex simple Lie algebra G. How-
ever, this construction is not self evident.
The vacuum e21λ
2 + e12 can be viewed as λ
2 times the lowest root plus
the sum of simple roots of sl(2). To generalize KdV, it is natural to consider
en1λ
n + b. Here e12, . . . , en−1,n form a set of simple roots, en1 is the lowest
root, and b = e12 + e23 + . . . + en−1,n is the sum of simple roots. We will
use the strictly lower triangular matrix factor of the Bruhat factorization of
the eigen-matrix of en1λ
n + b to construct Lie subalgebras of L(sl(n)) and
splittings. These splittings will give not one but two generalizations of the
KdV hierarchy.
We first set up some standard notations. Let Gk denote the set of all ξ in
sl(n,C) with weight k, i.e.,
Gk = {X = (xij) ∈ sl(n,C) | xij = 0 unless j − i = k}.
Then
[Gi,Gj ] ⊂ Gi+j, GiGj ⊂ Gi+j,
and Gi = 0 if |i| > n. Let N− =
∑
i<0 Gi (the subalgebra of strictly lower
triangular matrices in sl(n,C)), B+ =
∑
i≥0 Gi, and N− and B+ the sub-
groups of SL(n,C) with Lie algebra N− and B+ respectively. Define N+,
B−, N+ and B− similarly.
Given g ∈ SL(n,C), the Bruhat decomposition states that we can factor
g uniquely as ℓpv, where ℓ ∈ N− (strictly lower triangular), v ∈ B+ upper
triangular, and p a permutation matrix. The set of all g with p = identity
is the big cell of SL(n,C), which is open and dense.
The next Theorem states that the eigen-matrix U(λ) of en1λ
n+b lies in the
big cell of SL(n) and gives the explicit formula for the Bruhat factorization
of U(λ). The N− factor of U(λ) will be used to define an n × n analogue
of the KdV reality condition. Although the proof of the following Theorem
was given in [10], we include the proof here to make the paper self-contained
and to set up some notation.
Theorem 2.1. Let α = e2pii/n, a = diag(1, α, . . . , αn−1), b = e12 + e23 +
· · ·+ en−1,n, and U(λ) = ((αj−1λ)i−1). Then
(1) U(λ)−1(en1λn + b)U(λ) = aλ,
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(2) U(λ) lies in the big cell of SL(n), i.e., U(λ) = φn(λ)ψn(λ) with
φn(λ) ∈ N− and ψn(λ) ∈ B+,
(3) φn(λ) =
∑n−1
i=0 ciΛ
iλi, where
Λ =
n−1∑
k=1
σkek+1,k, σk =
1− αk
1− α
, ck =
1
σ1 · · · σk
. (2.2)
Proof. It is easy to check that U(λ) is the eigen-matrix for en1λ
n + b, i.e.,
(1) holds.
We use (1) to get the explicit formula for φn. Conjugate both sides of (1)
by ψn to get
φn(λ)
−1(en1λn + b)φn(λ) = ψn(λ)aλψn(λ)−1. (2.3)
So the LHS of (2.3) lies in ⊕i≤1Gi and the RHS of (2.3) lies in ⊕i≥0Gi. Thus
(2.3) lies in G0 + G1. The G0 component of the RHS of (2.3) is aλ and the
G1 component of the LHS of (2.3) is b. Hence we have
φn(λ)
−1(en1λn + b)φn(λ) = aλ+ b. (2.4)
We get an explicit formula for φn from (2.4): Let ad(b) be the Lie algebra
homomorphism defined by ad(b)(X) = [b,X]. Write φn(λ) =
∑n−1
j=0 fjλ
j
with f0 = I. We want to solve fj from
(en1λ
n + b)φn(λ) = φn(λ)(aλ+ b).
Compare coefficients of λj to get{
bf0 = f0b,
bfj = fjb+ fj−1a, if 1 ≤ j ≤ n− 1.
By assumption f0 = I, so the first equation holds. The second equation,
[b, f1] = a, implies that f1 = Λ, where Λ =
∑n−1
k=1 σkek+1,k and σk is defined
by (2.2). A direct computation gives
aΛ = αΛa, aΛk = αkΛka.
By induction, we get
[b,Λk] = σkΛ
k−1a. (2.5)
Since ad(b) is injective on B−, fk = ckΛk. 
Corollary 2.2. Let φn be as in Theorem 2.1. Then
φn(λ) = Cn(λ)φn(1)Cn(λ)
−1, (2.6)
where Cn(λ) = diag(1, λ, . . . , λ
n−1).
Proof. A direct computation shows that Cn(λ)Λ
k = λkΛkCn(λ). 
Because Λn = 0, we have the following proposition.
Proposition 2.3. Let φn and Λ be as in Theorem 2.1. Then φn(λ)
−1 =∑n−1
j=0 djΛ
jλj for some constants dj with 0 ≤ j ≤ n− 1.
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Definition 2.4. The n× n KdV reality condition
An element f in L(SL(n)) or in L(sl(n)) is said to satisfy the n × n KdV
reality condition if φn(λ)f(λ)φn(λ)
−1 is a power series in λn, i.e.,
φn(αλ)f(αλ)φ
−1
n (αλ) = φn(λ)f(λ)φn(λ)
−1, (2.7)
where α = e2pii/n and φn is as in Theorem 2.1.
Or equivalently, f satisfies the n × n KdV reality condition if and only
if φn(λ)f(λ)φn(λ)
−1 is a power series in λn. We can also write this reality
condition as the condition for the fixed points of an order n automorphism on
L(sl(n)): Let σ denote the order n automorphism of L(SL(n)) (or L(sl(n)))
defined by
σ(f)(λ) = φn(λ)
−1φn(αλ)f(αλ)φn(αλ)−1φn(λ).
Then f satisfies the n × n KdV reality condition if and only if f is a fixed
point of σ.
Theorem 2.5. (Splitting Theorem)
Let L(SL(n)), L±(SL(n)) be as in Example 1.6, L the subgroup of f ∈
L(SL(n)) satisfying the n×n KdV reality condition (2.7), L± = L±(SL(n))∩
L, and L, L± the corresponding Lie subalgebras. Then (L+,L−) is a split-
ting of L.
Proof. It is clear that L± are subalgebras of L, L+ ∩ L− = {0}, and L+ +
L− ⊂ L. For A =
∑
iAiλ
i in L(sl(n)), we use the following notations:
A+ =
∑
i≥0
Aiλ
i, A− =
∑
i<0
Aiλ
i.
To prove L+ + L− = L, it suffices to prove that if A is of the form
A(λ) = φn(λ)
−1(
∑
j≤n0
Fjλ
nj)φn(λ),
then A± ∈ L, i.e., the A± satisfy the n× n KdV reality condition (2.7). By
Proposition 2.3,
φn(λ)
−1

∑
j≥0
Fjλ
nj

φn(λ) ∈ L+ ⊂ L,
φn(λ)
−1

∑
j≤−2
Fjλ
nj

φn(λ) ∈ L− ⊂ L.
To prove L+ + L− = L, it is enough to prove that (φ−1n F−1λ−nφn)± are in
L, i.e., they satisfies the n×n KdV reality condition. To prove this we need
the following Lemmas.
Lemma 2.6. Let Λ =
∑n−1
k=1 σkek+1,k be as in (2.2). Then Λ
n = 0 and
Λj 6= 0 for all 1 ≤ j ≤ n− 1, i.e., the minimal polynomial of Λ is xn = 0.
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Lemma 2.7. Let Λ be as in (2.2). Then the following statements are true
for 1 ≤ k ≤ n− 1:
(1) Λk = 1
(1−α)k
∑n
j=k+1(1− α
j−1)(1− αj−2) · · · (1− αj−k)ej,j−k.
(2) Let Trk((xij)) :=
∑
j−i=k xij. Then Tr−k(Λ
k) = Tr(bkΛk) = n
(1−α)k .
Proof. Since Λ =
∑j−1
i=1
1−αk
1−α ek+1,k, (1) follows.
To prove (2), we first claim that
Λn−k = bk(ck−1,0en−k+1,1 + ck−1,1en−k+2,2 + · · ·+ ck−1,k−1en,k),
where ck−1,i is the coefficient of λk−1−i of
(λ− α−1)(λ− α−2) · · · (λ− α−(k−1))
and
bk =
n
(1− α)n−1σn−1σn−2 · · · σn−k+1
, σi =
1− αi
1− α
.
We prove this claim by induction on k. Since
1 + x+ · · ·+ xn−1 = (x− α)(x − α2) · · · (x− αn−1),
set x = 1 to get
∏n−1
i=1 (1− α
i) = n. But
Λn−1 =
(1− α)(1 − α2) · · · (1− αn−1)
(1− α)n−1
en1 =
n
(1− α)n−1
en1.
So the claim is true for k = 1. Suppose the claim is true for k < n − 1.
By (2.5), [b,Λn−k]a−1 = σn−kΛn−(k+1). So the (n− k + i, i+ 1)-th entry of
Λn−k−1 is
bk
σn−k
k−1∑
i=0
(ck−1,i − ck−1,i−1)α−ien−k+i,i+1.
But
(ck−1,i − ck−1,i−1)α−i
= α−i
∑
1≤j1<···<ji≤k−1
(−1)iα−(j1+···+ji)
− α−i
∑
1≤j1<···<ji−1≤k−1
(−1)i−1α−(j1+···+ji−1)
= (−1)i(
∑
2≤j1<···<ji≤k
α−(j1+···+ji−1) +
∑
2≤j1<···<jk−1≤k
α−(j1+···+ji−1)α−1)
= ck,i.
This also shows that bk+1 =
bk
σn−k
. Thus bk = b1/(σn−1 · · · σn−k+1) and
Trn−k(Λn−k) = bk(1 − α−1) · · · (1− α−(k−1))
=
n(1− α−1) · · · (1− α−(k−1))
(1− α)n−1σn−1 · · · σn−k+1
=
n
(1− α)n−k
.
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
Lemma 2.8. Let Λ, b and φn be as in Theorem 2.1, N+,N− the subalgebras
of strictly upper and lower triangular matrices in sl(n), and B− the subal-
gebra of lower triangular matrices in sl(n). Then we have the following.
(1) {Λibn−1Λj | i ≥ 0, j ≥ 0, i + j < n− 1} is a basis for N+.
(2) Let B : N+ → N− be the linear map defined by
B(Λibn−1Λj) = ΛibtΛj , i, j ≥ 0, i+ j < n− 1.
Then
π+(φ
−1
n Fλ
−nφn) = −φ−1n B(πN+(F ))φn,
π−(φ−1n Fλ
−nφn) = φ−1n (B(πN+(F )) + Fλ
−n)φn,
for all F ∈ sl(n), where π± is the projection of L onto L± and πN+
is the projection onto N+ with respect to sl(n) = N+ + B−.
Proof. By Lemma 2.7 and bn−1 = e1n, we have
Λibn−1Λj = dijei+1,n−j
for some dij 6= 0, so (1) follows.
Recall that φn(λ) =
∑n−1
j=0 cjΛ
jλj and φn(λ)
−1 =
∑n−1
j=0 djΛ
jλj . So coef-
ficient of λk of φ−1n Fλ−nφn with k ≥ 0 is∑
i+j=n+k
cjdiΛ
iFΛj .
If F ∈ B− and i+ j ≥ n, then the weight of ΛiFΛj is less than −n, which
implies that ΛiFΛj = 0. Therefore π+(φ
−1
n Fλ
−nφn) = 0 if F ∈ B−.
Use induction to prove that
(b+ en1λ
n)k = (bn−k)tλn + bk. (2.8)
Since φn and φ
−1
n commute with Λ
i and φn satisfies (2.4),
φn(λ)
−1Λi(b+ en1λn)n−1Λjφn(λ) = Λi(aλ+ b)n−1Λj . (2.9)
But (aλ+ b)n = λn implies that
(i) (aλ+ b)−1 = λ−n(aλ+ b)n−1,
(ii) φn(aλ + b)
−1φ−1n = λ−n(en1λn + b)n−1, so (aλ + b)−1 satisfies the
n× n KdV reality condition, i.e., it is in L−,
(iii) It follows from (2.9), (2.8), and (i) that
φ−1n Λ
i(bn−1 + btλn)λ−nΛjφn = Λi(aλ+ b)−1Λj ∈ L−
Given F ∈ N+, since {Λ
ibn−1Λj | i + j < n − 1} is a basis for N+, there
exist fij such that
F =
∑
i,j≥0,i+j<n−1
fijΛ
ibn−1Λj .
(iii) implies that φ−1n (Fλ−n +B(F ))φn ∈ L−. This proves the Lemma. 
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This finishes the proof of Theorem 2.5. 
Let a, b be in as Theorem 2.1, J = aλ+ b, and Jj = J
j . Then Jn = λnIn
and
{Jj | j > 0, j 6≡ 0 (modn)}
is a vacuum sequence for the splitting (L+,L−) of L given in Theorem 2.5.
We call the hierarchy constructed from this splitting and vacuum sequence
the n× n KdV hierarchy .
Phase space
A direct computation implies that M defined by (1.3) for the n×n KdV
hierarchy is equal to
M = {aλ+ b+ u | u ∈ sl(n,C)} ∩ L.
The following Proposition identifies the phase space.
Proposition 2.9. Let Λ, a, b be as in Theorem 2.1, J1 = aλ+ b, and L as
in Theorem 2.5. Then:
(1) The centralizer of Λ in sl(n,C), {C ∈ sl(n,C) | CΛ = ΛC}, is equal
to C[Λ] =
∑n−1
i=0 CΛ
i.
(2) Given u ∈ sl(n,C) a constant map, we have J1 + u ∈ L if and only
if u ∈ C[Λ], i.e. u =
∑n−1
j=1 ujΛ
j for some uj ∈ C.
Proof. (1) follows from a direct computation. It remains to prove (2). By
assumption, φn(λ)uφn(λ)
−1 is a polynomial in λn. But it has degree at most
2n− 2 in λ. So φn(λ)uφn(λ)
−1 = u+Cλn, (i.e., φn(λ)u = (u+Cλn)φn(λ)).
Compare the coefficients of λn and λ to conclude that C = 0 and Λu = uΛ.
By (1), u ∈ C[Λ]. But tr(u) = 0 and Λn = 0, so u =
∑n−1
i=1 uiΛ
i for some
ui’s. 
So the equations in the n×n KdV hierarchy are partial differential equa-
tions for C[Λ]-valued map in t and x variables.
Construction of flows
To compute the flows in the n × n KdV hierarchy, we need to find Qj’s
satisfying (1.4).
Proposition 2.10. Suppose u : R → C[Λ], a, b as in Theorem 2.1, L =
L+ + L− is the splitting for the n × n KdV hierarchy, and π± : L → L±
denote the projections of L onto L+ and L− with respect to L = L+ + L−
respectively. Set J = aλ + b and ξ = aλ + b + u with u : R → C[Λ]. Then
we have the following.
(1) There exists unique Qj(ξ) satisfying (1.4) for each j.
(2) Write Qj =
∑
i≤j Qj,iλ
i. Then the flow generated by J j in the n×n
KdV hierarchy is the following flow equation on C∞(R,C[Λ]):
utj = (Qj,0)x − [b+ u,Qj,0] = [a,Qj,−1], (2.10)
This is a partial differential equation in tj and x.
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(3) Q1,0 = b + u, Q1,i is a polynomial differential operator for u, and
Qj,i’s are polynomials in Q1,k’s,
(4) Qnk+j = Qjλnk, Qnk+j,i+nk = Qj,i for 0 ≤ j ≤ n− 1 and i ≤ j.
Proof. Suppose Q satisfies (1.4) for j = 1. Then Qj satisfies (1.4) for any j.
Compare coefficients of λi in [∂x − (aλ+ b+ u), Q] = 0 to get the following
recursive formula
(Qj,i)x − [b+ u,Qj,i] = [a,Qj,i−1]. (2.11)
Let
J = J1 = aλ+ b.
The j-th flow of the splitting (L+,L−) and vacuum sequence {J j | j ≥ 1}
(defined in section 1) is
[∂x − (J + u), ∂tj − π+(Q
j)] = 0. (2.12)
The LHS of the j-th flow (2.12) is a degree j + 1 polynomial in λ, so the
coefficients of λi with 0 ≤ i ≤ j+1 must be zero. Statement (3) was proved
in Theorem 2.2 of [10]. In fact, Q1,i can be computed from the recursive
formula (2.11) and the fact that Q(ξ) is conjugate to J1 and J1 = aλ + b,
where a has distinct eigenvalues. The third equation in (1.4) is true because
Q1,i(ξ) is a polynomial in u and its derivatives and the constant term of Q1,i
is zero for all i ≥ 0.
Since ∂x−ξ commutes with Q(ξ), ∂x−ξ commutes with (Q(ξ))
j . Hence Qj
satisfies (1.4). Note that Qn(ξ) is conjugate to Jn = λnIn. So Q
n(ξ) = λnIn,
where In is the identityn × n matrix. Therefore statement (4) follows. 
Remark 2.11. Because Qn = λnIn, we have (Q1)
nk+j = λnkQj. So we can
also use two indices to label the n× n KdV flows: The (j, k)-th flow is
[∂x − (aλ+ b+ u), ∂tj,k − π+(Q
jλnk)] = 0,
for 1 ≤ j ≤ n − 1 and k ≥ 0 integer. All the flows can be written in terms
of coefficients of λi’s of Q1(ξ).
Example 2.12. The flow generated by J2 in the n×n KdV hierarchy
The coefficients of λj in the expansion of
Q := Q1 = aλ+ S0 + S−1λ−1 + S−2λ−2 + · · ·
can be computed from the recursive formula (2.11) and the fact that Q is
conjugate to J . In fact, we have
u =
n−1∑
j=1
ujΛ
j , S0 = b+ u,
S−1 = P−1 + T−1, P−1 = ad(a)−1(ux), T−1 = u1[b, ad(a)−1(Λ)],
and the second flow is
∂tu = ∂x(aS−1 + S−1a+ S20)− [b+ u, aS−1 + S−1a]
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with Lax pair
[∂x − (aλ+ b+ u), ∂t − (a
2λ2 + (aS0 + S0a)λ+ (aS−1 + S−1a+ S20))] = 0.
(1) When n = 3, we have Λ = e21 + (1 + α)e32, Λ
2 = (1 + α)e31, and
u = u1Λ + u2Λ
2, where α = e2pii/3. The second flow in the 3 × 3 KdV
hierarchy is the following coupled non-linear Schro¨dinger equations:{
∂tu1 = −
√
3
3 i ∂
2
xu1 +
3−√3 i
3 ∂xu2,
∂tu2 =
√
3
3 i ∂
2
xu2 + 2u1∂xu1.
(2.13)
(2) When n = 4, we have Λ = e21 + (1 + i)e32 + ie43, Λ
2 = (1 + i)e31 +
(i− 1)e42, Λ
3 = (i− 1)e41, and u = u1Λ+ u2Λ
2 + u3Λ
3. The second flow in
the 4× 4 KdV hierarchy is

∂tu1 = −i ∂
2
xu1 + (1 + i)∂xu2,
∂tu2 = (i+ 1) ∂xu3 + 2u1∂xu1,
∂tu3 = i ∂
2
xu3 + 2∂x(u1u2).
(2.14)
(3) For general n, the second flow is of the form
∂tuk =
αk + 1
αk − 1
∂xxuk + lower order terms,
where α = e2pii/n. Note that when n is even, the evolution equation for un/2
is of first order. The evolution equation for uj ’s are of second order when
j 6= n/2.
Example 2.13. The flow generated by J j in the n×n KdV hierarchy
is of the form
∂uk
∂tj
=
αkj − 1
(αk − 1)j
∂jxuk + lower order terms, where α = e
2pii/n.
This is because the recursive formula implies that
P−j(u) = −ad(a)−j(∂jxu) + lower order terms,
and the constant term of Qj is
∑j−1
i=0 a
j−1−iP−(j−1)ai.
An equivalent splitting
The Lie algebra L for the n × n KdV hierarchy is isomorphic to the
standard loop algebra L(sl(n)). So the splitting of L constructed in Theorem
2.5 gives a non-standard splitting of L(sl(n)).
Theorem 2.14. Let L = L+ + L− be the splitting for the n × n KdV
hierarchy, L(z) = {ξ(z) =
∑
j ξjz
j | ξj ∈ sl(n,C)}, and B : N+ → N− the
linear map defined in Lemma 2.8. Let Φ : L(z)→ L denote the isomorphism
defined by
Φ(ξ)(λ) = φn(λ)
−1ξ(λn)φn(λ),
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and L˜±(z) := Φ−1(L±). Then
L˜+(z) = {ξ(z) =
∑
j≥0
ξjz
j
∣∣ ξj ∈ sl(n,C)},
L˜−(z) = {ξ(z) = B((ξ−1)+) +
∑
j≤−1
ξjz
j
∣∣ ξj ∈ sl(n,C)},
where (ξ−1)+ is the projection of ξ−1 onto N+ with respect to sl(n,C) =
N+ + B−.
Remark 2.15. This splitting (L˜+(z), L˜−(z)) of L(sl(n,C)) given in The-
orem 2.14 is by no means obvious. It would be interesting to give gener-
alizations of this construction for any simple Lie algebra G. Fix a Cartan
subalgebra A and a simple root system for G. Let N+ and N− denote the
subalgebras spanned by positive roots and negative roots respectively. Let
a be the lowest root of G, b the sum of simple roots, and
Jˆ = az + b.
(z is the loop parameter in the algebra L(G) of loops in G). One way to
generalize our construction is to find linear operator B : N+ → N− satisfying
the following conditions:
(1) L−(B) := {ξ ∈ L(G) | ξ = B((ξ−1)+) +
∑
j<0 ξjz
j} is a Lie subalge-
bra of L(G). Here we use ζ+ to denote the projection of ζ ∈ G onto
N+ with respect to G = N+ + A + N−. Note that L−(B) is a Lie
subalgebra of L(G) if and only if
B(([ξ,B(η+)] + [B(ξ+), η])+) = [B(ξ+), B(η+)] (2.15)
for all ξ, η ∈ G. Let L+(G) = {ξ ∈ L(G) | ξ =
∑
j≥0 ξjλ
j}. If B is
an operator satisfying (2.15), then (L+(G),L−(B)) is a splitting of
L(G).
(2) The dimension of π+([J1,L−(B)]) is equal to the rank of G.
(3) The flows generated by the splitting (L+(G),L−(B)) and the vacuum
sequence {Jˆ j | j > 0} are partial differential equations.
3. Construction of the 2n × 2n KdV-II hierarchy
In this section, we use a different ordering of the eigenvalues of
e2n,1λ
2n + (e12 + e23 + · · · + e2n−1,2n)
and a similar construction as in section 2 to obtain a new restriction of
2n× 2n AKNS hierarchy that also generalizes the KdV hierarchy.
Recall that key steps in the construction of the splitting for the n × n
KdV hierarchy are:
(1) choose an ordering of eigenvalues of en1λ
n + b,
(2) find a N−-valued polynomial loop φ(λ) so that (2.4) holds,
(3) find an operator B as in Lemma 2.8.
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It is natural to ask what happens if we choose a different ordering of the
eigenvalues of en1λ
n + b. We prove in this section that for 2n × 2n case if
we reorder the eigenvalues of e2n1λ
2n + b by
1, α2, . . . , α2n, α, α3, . . . , α2n−1
instead of 1, α, . . . , α2n−1 (with α = epii/n) as in section 2, the key steps
(1)-(3) for the construction of the n × n KdV hierarchy still hold and we
obtain a new hierarchy.
Set
α = e
2pii
2n = epii/n, A = diag(1, α, . . . , αn−1),
Λ =
n−1∑
k=1
σkek+1,k ∈ sl(n), σk =
1− α2k
1− α2
,
φ(λ) = φn(λ) =
n−1∑
k=0
ckΛ
kλk, ck = (
k∏
i=1
σi)
−1
as in Theorem 2.1. Set
βn = e12 + e23 + · · ·+ en−1,n ∈ sl(n), b =
(
βn en1
0 βn
)
=
2n−1∑
i=1
ei,i+1,
ψ(λ) =
(
φ(λ) 0
λnφ(λ) Aφ(λ)A−1
)
, a =
(
A2 0
0 αA2
)
.
Note that the matrix a = diag(1, α2, . . . , α2n, α, α3, . . . , α2n−1) gives a dif-
ferent ordering of the eigenvalues of e2n,1λ
2n + b.
Theorem 2.1 implies that
φ(λ)(A2λ+ βn)φ(λ)
−1 = en1λn + βn.
The following Proposition can be easily checked:
Proposition 3.1. Let ψ(λ), a, b be as above. Then
ψ(λ)(aλ + b)ψ(λ)−1 = e2n,1λ2n + b.
This leads us to consider the Lie subalgebra L˜ of ξ ∈ L(sl(2n)) such that
ψ(λ)ξ(λ)ψ(λ)−1 is a power series of λ2n. Set
L˜± = L˜ ∩ L±(sl(2n)).
The following Proposition gives the precise description of the subspace of
constants in L(sl(2n)) that lies L˜, and the proof follows from a straight
forward computation:
Proposition 3.2. Let ψ(λ), A,Λ, ck be defined as above, and
h0 = A, h1 =
n−1∑
j=1
sjej+1,j, hj = (h1)
j ,
THE n× n KDV HIERARCHY 23
where s1 = 1 and sj+1 =
αcj+1
cj
sj for 1 ≤ j ≤ n− 1. Then given u ∈ sl(2n),
we have ψ(λ)uψ(λ)−1 = u if and only if u =
∑2n−1
i=1 uiηi for some ui ∈ C,
where
ηi =
(
Λi 0
0 Λi
)
, ηn+i =
(
0 0
hi 0
)
, where 0 ≤ i ≤ n− 1.
We proceed in a similar fashion as in section 2 to prove that (L˜+, L˜−)
is a splitting of L˜. The following Lemmas analogous to Lemma 2.8 can be
proved by straight forward computations:
Lemma 3.3. Let ηi, 0 ≤ i ≤ 2n − 1 be as in Proposition 3.2. Then
{ηie1,2nηj | 1 ≤ i, j ≤ 2n− 1, i+ j < 2n}
form a base of sl(2n).
Lemma 3.4. Let ψ(λ), a and b be as above. Then
(1) (aλ+ b)−1 = λ−2n(aλ+ b)2n−1,
(2) ψ(λ)(aλ + b)−1ψ(λ)−1 = bt + e1,2nλ−2n,
(3) (aλ+ b)−1 ∈ L˜−.
To prove L˜ = L˜+ + L˜−, it suffices to prove the following Proposition:
Proposition 3.5. Given ξ ∈ sl(2n), write
ψ(λ)−1ξλ−2nψ(λ) = ζ+ + ζ−
with ζ± ∈ L±(sl(n)). Then ζ± ∈ L˜±.
Proof. By Lemma 3.3, we can write ξ =
∑
aijηie1,2nηj . By Proposition 3.2,
ψ(λ) and ηi commute. So Lemma 3.4 (2) implies that
γij := ψ(λ)
−1ηi(bt + e1,2nλ−2n)ηjψ(λ) = ηi(aλ+ b)−1ηj .
Since (aλ+ b)−1 ∈ L−, γij ∈ L˜−. But
ψ(λ)−1ξλ−2nψ(λ) =
∑
aijψ(λ)
−1ηie1,2nλ−2nηjψ(λ)
= γij −
∑
aijψ(λ)
−1ηibtηjψ(λ).
Note that the second term lies in L˜+. 
Set J = aλ + b. Then we can construct a hierarchy of flows for the
splitting (L˜+, L˜−) with vacuum sequence {J i | i 6≡ 0(mod 2n)}, and call this
the 2n×2n KdV-II hierarchy. This is the usual KdV-hierarchy when n = 1.
Example 3.6. The second flow in the 4× 4 KdV-II hierarchy
We have
A = diag(1, i), a = diag(1,−1, i,−i), Λ = e21, φ(λ) =
(
1 0
λ 1
)
,
η1 = e21 + e43, η2 = e31 + ie42, η3 = e41, u =
3∑
i=1
uiηi.
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The second flow in the hierarchy generated by the splitting (L˜+, L˜−) for
J2 = (aλ+ b)2 is the following system:

∂tu1 = (1 + i)∂xu2,
∂tu2 = −i∂xxu2 + (1− i)∂xu3,
∂tu3 = i∂xxu3 + 2(1 + i)u1∂xu2 + (1 + i)u2∂xu1.
Its Lax pair is
[∂x − (aλ+ b+ u), ∂t − (a
2λ2 + (aQ0 +Q0a)λ+ (aQ−1 +Q−1a+Q20))] = 0,
where
Q0 = b+ u, Q−1 = ad(a)−1(∂xu) +
u1
2
diag(−1, 1, i,−i).
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