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Abstract—A family of singular differential equations with variable coefficients and parameter k ∈ R
is introduced into the consideration. The properties inherent in all differential equations of this family
are investigated and theorems on the solvability of a number of initial problems for the considered
family are formulated.
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1. INTRODUCTION
In this paper we study a family of singular differential equations with variable coefficients, parameter
k ∈ R and operator coefficient A. This family contains equations, each of which was studied earlier by
different authors independently of other equations of the considered family. Appropriate references to
these equations will be given in the course of the presentation (see Theorem 1 below). In Lemmas 1–6
we establish a number of properties related to the change of the parameter k and simultaneously inherent
in all equations of the introduced family. These properties will be further applied in Theorems 2–4 to
establish the solvability of a number of initial problems for this family. The equations will be considered
in the Banach space E, although the established results can be extended to wider sets.
2. OPERATORS OF MOTION BY PARAMETER k ∈ R
We will begin the study of equations by studying the properties of various differential expressions,
which will be also called as differential operators.









where the parameter k ∈ R, g(t), t ≥ 0, is a monotone thrice continuously differentiable function and we









We will also assume that g′(0) = 0, i.e., the differential operator Lg,ku(t) has a singular feature in the
coefficients. Note that the operator Lg,k includes only derivatives of the function g(t), but in the future




Lemma 1. Let the functions u(t) and g(t) be three and four times continuously differentiable,













u(t), t > 0 (2)
is true.











































from which the required statement follows. The lemma is proved.
Let us introduce the operators
Φg,ku(t) = (g
′(t))k−1u(t), Ψg,ku(t) = g
′(t)u′(t) + (k − 1)g′′(t)u(t),
which also as in Lemma 1 will allow to change the second index of the operator Lg,k after their
application.
The following four statements are also established by a direct verification.
Lemma 2. Let the functions u(t) and g(t) be twice and thrice continuously differentiable,
respectively. Then the equality
Lg,2−kΦg,ku(t) = Φg,kLg,ku(t), t > 0 (3)
is true.
Lemma 3. Let the functions u(t) and g(t) be three and four times continuously differentiable,








u(t), t > 0 (4)
is true.
Lemma 4. Let the functions u(t) and g(t) be three and four times continuously differentiable,







u(t), t > 0 (5)
is true.
Lemma 5. Let the functions u(t) and g(t) be one and twice continuously differentiable,




Φg,ku(t), t > 0
is true.
Thus, by applying the operator
d
dg(t)




is the lift operator by parameter. The operator Ψg,k reduces the second index by two,
so Ψg,k is the parameter descent operator. The operator Ψg,k is the reflection operator by parameter, it
reflects relative to the value k = 1, and the operator Ψg,k+1 reflects relative to the value k = 0. In this
case, in the equations (4) and (5) there are additional terms containing the functions u(t), g(t).
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(g(t)− g(s))α−1 g′(s)u(s) ds, α > 0,
as well as the definition of the fractional derivative of the function g(t) (see Chapter 4, Sec. 18 [1]).






is the operator of the “lifting” by the parameter by the number −2, i.e., the operator of the descent.
Lemma 6. Let the functions u(t) and g(t) be twice and thrice continuously differentiable,























g(3)(s)u(s) ds, t > 0 (6)
is true.
In the equality (2), (4)–(6) there are terms containing the function g(t), which do not allow us to
state that the transformation operators are found, weaving the operators considered in them (differential
expressions) and which will make it difficult to find the solution of the corresponding equation in the
future. For more information about conversion operators, see, for example, [2] and Chapter 2 in [3]. We
therefore impose a simplifying condition on the function g(t), and accordingly the class of equations in
question.
Condition 1. At t ≥ 0, the function g(t) is monotonic and four times continuously differentiable. We
will also assume that g′(0) = 0 and
g′(t)g(4)(t)− g′′(t)g(3)(t) = 0. (7)
The set of functions g(t) satisfying condition 1 can be explicitly specified. Indeed, equation (7) by





= 0 ⇔ h′′(t)− c0h(t) = 0, c0 ∈ R.
Accounting the condition g′(0) = 0, for the function g(t) we obtain the following representations.
If c0 = 0, then g(t) = c1t2 + c2, c1, c2 ∈ R.
If c0 = μ2, μ = 0, then g(t) = c1 coshμt+ c2, c1, c2 ∈ R.
If c0 = −μ2, μ = 0, then g(t) = c1 cosμt+ c2, c1, c2 ∈ R.
Let the function g(t) satisfy Condition 1, then the set of operators Lg,k by their properties, naturally,
be combined into one family. The constants μ, c1, c2 ∈ R for the solution of the equation considered
in the following do not have a fundamental value, and since the differential operator Lg,k includes only
derivatives of the function g(t), then instead of Condition 1 we assume the following condition to be
fulfilled.
Condition 2. The function g(t) has one of the types: either (a) g(t) = t2/2, or (b) g(t) = cosh t, or
(c) g(t) = cos t.
We also note that the operator Lch t,k by replacing t = −iτ reduces to the operator Lcos τ,k with the
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If Condition 2 is satisfied and in Lemma 6 the function u(t) additionally satisfies condition u(0) = 0,





















Theorem 1. Let the function u(t) be twice continuously differentiable and the function g(t)
























and is the Bessel operator, and the validity of equality (10) is established earlier in [4], see also Chapter 1
in [5, 6–11].
If g(t) = cosh t, then the operator Lg,k has the form
Lg,ku(t) = u
′′(t) + k coth t u′(t) + (k/2)2 u(t),
is the Jacobi equality and the equity equality (10) is established previously in [12], see [13–15].
If g(t) = cos t, then the operator Lg,k has the form
Lg,ku(t) = u
′′(t) + k cot t u′(t)− (k/2)2 u(t),
and the equity equality (10) is established previously in [16]. The statement formulated in Theorem 1 is

























































u′(0). If 0 < k < 2, then, given
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thus the equality (10), and the theorem, are proved.
In the next section, Theorem 1 will be used to investigate the solvability of initial problems for the
family of abstract singular equations under consideration.
3. SOLVABILITY OF INITIAL VALUE PROBLEMS
Let A be a linear closed operator in a Banach space E with the domain of definition D(A) dense in E.
For k > 0, we will consider the equation






u(t) = Au(t), t > 0. (12)
As it will be indicated later, the correct statement of the initial conditions for equation (12) consists
in setting the initial conditions at the point t = 0
u(0) = u0, u
′(0) = 0. (13)
The problem (12), (13) at k = 0 is uniformly correct only when the operator A is the generator of
cosine-operator-function C(t). See Chapter 2.8 [17] and [18] for correctness of statements, terminology,
and examples of generators. In this paper we will keep this assumption for k > 0, although, as we know
from [8, 15], the uniform correctness of the problem (12), (13) can be established for a wider class of
operators A.
Theorem 2. Let k > 0, u0 ∈ D(A), Condition 2 is satisfied and operator A is a generator of
cosine-operator-function C(t). Then the problem (12), (13) is uniformly correct and its solution
is represented as
u(t) = Pg,kC(t)u0 ≡
















(g(t)− g(s))k/2−1C(s)u0 ds. (14)
Proof. Since C ′(0) = 0, the representation (14) for the solution of the problem (12), (13) follows
from theorem 1, and the validity of the initial condition (13) and the uniqueness of the solution for each
of the three possible values of the function g(t) are set respectively in [4, 8, 16]. The theorem is proved.
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Consequence 1. For k > 0 on the set of doubly differentiable functions satisfying the condition




Consequence 2. Let m > k > 0 and the conditions of Theorem 2 are satisfied. Then the parameter
shift formula is valid
Pg,mC(t)u0 =
2(m−k)/2 Γ(m/2 + 1/2)(g′(t))1−m









2(m−k)/2 Γ(m/2 + 1/2)










2m/2 Γ(m/2 + 1/2)√








(g(s)− g(τ))k/2−1C(τ)u0 dτds =
2m/2 Γ(m/2 + 1/2)√








g′(s) (g(t)− g(s))(m−k)/2−1 (g(s)− g(τ))k/2−1 dsdτ
=
2m/2 Γ(m/2 + 1/2)(g′(t))1−m√






(g(t)− ξ)(m−k)/2−1 (ξ − g(τ))k/2−1 dξdτ
=





(g(t)− g(τ))m/2−1 C(τ)u0 dτ = Pg,mC(t)u0,
and the consequence is proved.
















Let us note one more possibility of solutions construction of differential equations. If in determining




C(τ) dτ, S′(0) = I,
then, accounting the equality (10), we obtain the solution of the loaded equation
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v(t) = Av(t), t > 0 (15)
satisfying the condition
v(0) = 0, v′(0) = v1. (16)
Similarly to Theorem 2, the following statement is established.
Theorem 3. Let k > 0, v1 ∈ D(A), Condition 2 is satisfied and operator A is the generator of
cosine-operator-function C(t). Then the problem (15), (16) is uniformly correct and its solution
is represented as











(g(t)− g(s))k/2−1 S(s)v1 ds.
The operator Qg,k differs from the Poisson operator Pg,k only by a numerical multiplier. We will also








and is the Bessel–Struve operator, and the solvability of the problem (15), (16) is set in [20].
If g(t) = ch t, then the operator Mg,k has the form
Mg,kv(t) = v











and the solvability of the problem (15), (16) is established in [21].
Consequence 3. Let m > k > 0 and the conditions of Theorem 3 are satisfied. Then the parameter
shift formula is valid
Qg,mS(t)v1 =
2(m−k)/2 Γ(m/2 + 1/2)(g′(t))1−m








The proof is analogous to the proof of Consequence 2.
A theorem on the solvability of the Cauchy problem with two nonzero conditions follows from
Theorems 2 and 3.
Theorem 4. Let k > 0, v0, v1 ∈ D(A), condition 2 is satisfied and operator A is the generator
of cosine-operator-function C(t). Then the function
v(t) = Pg,kC(t)v0 +Qg,kS(t)v1
is the unique solution of the equation (15) satisfying the conditions
v(0) = v0, v
′(0) = v1.
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4. CONCLUSION
The operators Φg,k and
d
dg(t)
were used in [4] and [15] to construct a solution of the problem (12),
(13) at k < 0 and smooth initial conditions, respectively in the cases g(t) = t2/2 and g(t) = ch t. Note
that at k < 0 there is a loss of uniqueness of this problem solution.
In this case, another transformation operator is used to construct the solution of the problem (12),




(g(t)− g(s))−1/2 ln 2 (g(t) − g(s))
g′(t)
u(s) ds,
which on the functions satisfying the condition u′(0) = 0 has the property
Lg,1P̃g,1u(t) = P̃g,1u
′′(t).





In order to find a unique solution of equation (12) at k < 0, one should, as in [22], set the Cauchy
weight problem
u(0) = 0, lim
t→0+
(g′(t))ku′(t) = u1, (17)
herewith the only solution of the problem (12), (17) has the form
u(t) =

















21−k/2 Γ(3/2 − k/2)
(1− k)√π Γ(1− k/2)
t∫
0
(g(t) − g(s))−k/2C(s)u1 ds.
FUNDING
This work was supported by the Russian Foundation for Basic Research, project no. 19-01-00732.
REFERENCES
1. S. G. Samko, A. A. Kilbas, and O. I. Marichev, Fractional Integrals and Derivatives: Theory and
Applications (CRC, Boca Raton, FL, 1993).
2. V. V. Katrakhov and S. M. Sitnik, “The transmutation method and boundary value problems for singular
differential equations,” Sovrem. Mat. Fundam. Napravl. 64, 211–428 (2018).
3. S. M. Sitnik and E. L. Shishkina, Transformation Operator Method for Differential Equations with
Bessel Operators (Fizmatlit, Moscow, 2019) [in Russian].
4. A. V. Glushak, V. I. Kononenko, and S. D. Shmulevich, “A singular abstract Cauchy problem,” Sov. Math.
30, 678–681 (1986).
5. S. A. Tersenov, Introduction to the Theory of Equations Degenerating on the Boundary (Novosibirsk.
Gos. Univ., Novosibirsk, 1973) [in Russian].
6. L. A. Ivanov, “A Cauchy problem for some operators with singularities,” Differ. Equat. 18, 724–731 (1982).
7. I. A. Kipriyanov and L. A. Ivanov, “The Cauchy problem for the Euler–Poisson–Darboux equation in a
symmetric space,” Math. USSR Sb. 52, 41–51 (1985).
8. A. V. Glushak and O. A. Pokruchin, “Criterion for the solvability of the Cauchy problem for an abstract
Euler–Poisson–Darboux equation,” Differ. Equat. 52, 39–57 (2016).
9. S. M. Sitnik and E. L. Shishkina, “General form of the Euler–Poisson–Darboux equation and application of
the transmutation method,” Electron. J. Differ. Equat. 177, 1–20 (2017).
LOBACHEVSKII JOURNAL OF MATHEMATICS Vol. 41 No. 5 2020
A FAMILY OF SINGULAR DIFFERENTIAL EQUATIONS 771
10. E. L. Shishkina, “Singular Cauchy problem for the general Euler–Poisson–Darboux equation,” Open Math.
16, 23–31 (2018).
11. E. L. Shishkina and M. Karabacak, “Singular Cauchy problem for generalized homogeneous Euler–
Poisson–Darboux equation,” Mat. Zam. SVFU 25 (2), 85–96 (2018).
12. M. N. Olevskii, “On connections between solutions of the generalized wave equation and the generalized
heat-conduction equation,” Dokl. Akad. Nauk SSSR 101, 21–24 (1955).
13. I. A. Kipriyanov and L. A. Ivanov, “The Euler–Poisson–Darboux equation in a Riemannian space,” Sov.
Math. Dokl. 24, 331–335 (1981).
14. V. I. Kononenko and L. A. Khinkis, “Transformation operators related to the Jacobi differential operator,”
Available from VINITI, No. 1604-B89 (1989).
15. A. V. Glushak, “The Legendre operator function,” Izv. Math. 65, 1073–1083 (2001).
16. V. Ya. Yaroslavtseva, “On one transformation operator class and its applications to differential equations,”
Dokl. Akad. Nauk SSSR 227, 816–819 (1976).
17. J. A. Goldstein, Semigroups of Linear Operators and Applications, Oxford Mathematical Monographs
(Oxford Univ. Press, Oxford, 1985).
18. V. V. Vasil’ev, S. G. Krein, and S. I. Piskarev, “Operator semigroups, cosine operator functions and linear
differential equations,” Itogi Nauki Tekh., Mat. Anal. 28, 87–202 (1990).
19. B. M. Levitan, “Expansion in Fourier series and integrals with Bessel functions,” Usp. Mat. Nauk 6 (2),
102–143 (1951).
20. A. V. Glushak, “Abstract Cauchy problem for the Bessel-Struve equation,” Differ. Equat. 53, 864–878
(2017).
21. A. V. Glushak, “Uniquely solvable problems for abstract Legendre equation,” Russ. Math. 62 (7), 1–12
(2018).
22. A. V. Glushak, “Criterion for the solvability of the weighted Cauchy problem for an abstract Euler–Poisson–
Darboux equation,” Differ. Equat. 54, 622–632 (2018).
LOBACHEVSKII JOURNAL OF MATHEMATICS Vol. 41 No. 5 2020
