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THE VINOGRADOV MEAN VALUE THEOREM
[after Wooley, and Bourgain, Demeter and Guth]
by Lillian B. PIERCE
INTRODUCTION
In 1770, Waring wrote: Omnis integer numerus est quadratus; vel e duobus, tribus
vel quatuor quadratis compositus. Omnis integer numerus vel est cubus; vel e duobus,
tribus, 4, 5, 6, 7, 8, vel novem cubis compositus: est etiam quadrato-quadratus; vel
e duobus, tribus, &c. usque ad novemdecim compositus, & sic deinceps: consimilia
etiam affirmari possunt (exceptis excipiendis) de eodem numero quantitatum earundem
dimensionum [War82, Thm. XLVII p. 349]. From this we extrapolate Waring’s prob-
lem, the assertion that for each k ≥ 2, there exists an s = s(k) such that every positive
integer N may be expressed as
(1) N = xk1 + · · ·+ xks
with x1, . . . , xs non-negative integers. Hilbert proved this assertion in 1909. In the
modern interpretation, Waring’s problem also refers to the study of the number rs,k(N)
of representations of N in the form (1) with xi ≥ 1, with the goal of finding the least
s = s(k) for which an asymptotic of the form
(2) rs,k(N) =
Γ(1 + 1/k)s
Γ(s/k)
Ss,k(N)N
s/k−1 +Os,k(N
s/k−1−δ)
holds, for some δ = δ(s, k) > 0, for all sufficiently large N ; here Ss,k(N) is an arithmetic
quantity to which we will return to later. In the 1920’s, Hardy and Littlewood were
the first to prove such an asymptotic valid for all k ≥ 2, with s at least exponentially
large relative to k. Their general approach, via the circle method, relies critically on
estimates for exponential sums. In 1935 Vinogradov introduced a new Mean Value
Method for investigating such sums, which not only greatly reduced the number of
variables required to obtain the asymptotic (2), but led to a new record for the zero-
free region of the Riemann zeta function, which is still (in terms of its over-all shape)
the best-known today.
Despite significant attention paid to sharpening the Vinogradov Mean Value Method
since 1935, the cornerstone of the method, to which we will refer as the Main Conjec-
ture, was not resolved in full until 2015. In this manuscript, we explore two approaches
to the Main Conjecture: first, the work of Wooley using analytic number theory, which
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between 2010–2015 set significant new records very close to resolving the Main Con-
jecture in all cases, and resolved it in full in the first nontrivial case; second, the 2015
breakthrough of Bourgain, Demeter, and Guth using harmonic analysis, which resolved
the Main Conjecture in full. Through this new work, connections have been revealed to
areas far beyond arithmetic questions such as Waring’s problem and the Riemann zeta
function, stretching to core questions in harmonic analysis, restriction theory, geometric
measure theory, incidence geometry, Strichartz inequalities, Schro¨dinger operators, and
beyond.
1. THE MAIN CONJECTURE IN THE VINOGRADOV MEAN
VALUE METHOD
Given integers s, k ≥ 1, let Js,k(X) denote the number of integral solutions to the
system of k equations
(3) xj1 + · · ·+ xjs = xjs+1 + · · ·+ xj2s, 1 ≤ j ≤ k,
with 1 ≤ xi ≤ X for i = 1, . . . , 2s. This may be interpreted as a mean value for the
exponential sum
fk(α;X) =
∑
1≤x≤X
e(α1x+ · · ·+ αkxk)
upon observing that we may equivalently write
(4) Js,k(X) =
ˆ
(0,1]k
|fk(α;X)|2sdα.
(Here and throughout, we use the notation e(t) = e2πit.) The foundational conjecture
in the area of the Vinogradov Mean Value Method is as follows: (1)
Conjecture 1.1 (The Main Conjecture). — For all integers s, k ≥ 1,
(5) Js,k(X)≪s,k,ε Xε(Xs +X2s− 12k(k+1)),
for all X ≥ 1, and every ε > 0.
This conjecture may be refined to omit the factor Xε if k > 2 (see [Vau97, Eqn.
7.5], and §3.3–§3.4 in this manuscript). Vinogradov’s motivation for bounding the
mean value Js,k(X) was to extract bounds for individual sums fk(α;X), which (as
we will summarize later) would impact many number-theoretic problems, the most
famous relating to Waring’s problem and the Riemann zeta function. Vinogradov’s
mean value perspective [Vin35], evidently inspired by an idea of Mordell [Mor32], has
been influential ever since.
1. Here and throughout, we use the Vinogradov notation A ≪ε B to denote that there exists a
constant Cε such that |A| ≤ CεB. Unless otherwise specified, any statement involving ε may be taken
to hold for all arbitrarily small ε > 0, with associated implied constants. In addition, the implied
constant is allowed to depend on other parameters, such as s, k in this section.
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Historically, any nontrivial result toward the Main Conjecture has been called the
Vinogradov Mean Value Theorem. Instead, we will refer to partial results as the Vino-
gradov Mean Value Method, and reserve the terminology “Vinogradov Mean Value
Theorem” for the newly proved theorems that verify the Main Conjecture in full.
The so-called critical case occurs when s = sk =
1
2
k(k+1): this is the index at which
the two terms in (5) are of equivalent size. Importantly, if for a certain k the bound
(5) has been proved for sk, then it follows immediately for all s ≥ 1. In particular, it
is elementary to verify the cases of k = 1, 2 at the critical index. For a review of these
facts, and heuristics leading to the Main Conjecture, see §3.
Due to the role of the critical index, investigations naturally divide into the case of
small s and large s. For small s ≤ k, the diagonal solutions (those with {x1, . . . , xs} =
{xs+1, . . . , x2s} as sets) dominate, and the relation
Js,k(X) = s!X
s +O(Xs−1)
is an immediate consequence of the Newton-Girard identities. Hua [Hua47] extended
these considerations to verify the upper bound in the Main Conjecture when s = k+1,
subsequently refined to an asymptotic in [VW95]. See e.g. [Woo14, §3] for further
refinements and historic partial results for small s, before 2010.
We turn to the setting of large s. Vinogradov’s original work [Vin35] was taken up
by Linnik [Lin43] (who moved it to a p-adic setting) and polished by Karatsuba [Kar73]
and Stechkin [Ste75]. In total, this approach showed that for s ≥ k,
(6) Js,k(X) ≤ D(s, k)X2s− 12k(k+1)+ηs,k
for an explicit constant D(s, k), and ηs,k =
1
2
k2(1 − 1/k)[s/k] ≤ k2e−s/k2 for k ≥ 2. As
a consequence of the decay of ηs,k, one can verify for s ≥ 3k2(log k + O(log log k)) the
bound in the Main Conjecture, and indeed obtain an asymptotic
(7) Js,k(X) ∼ C(s, k)X2s− 12k(k+1)
for an explicit positive real constant C(s, k). (Indeed, along the same lines of argument,
the leading 3 can be improved to a 2; see [ACK04, Thm. 3.9].) See [ACK04, Ch. 3] for
a treatment of these various historic methods, or [Vau97, Ch. 7] for a modern overview.
In the 1990’s, Wooley’s thesis [Woo92, Woo96] developed an efficient differencing
method which allowed him to extract faster decay from ηs,k for s > k
2 log k, and as a
result he obtained the next historic leap, showing the Main Conjecture held for s ≥
k2(log k + 2 log log k +O(1)).
1.1. The work of Wooley: Efficient Congruencing
This record remained untouched until the 2010’s, when Wooley developed an efficient
congruencing method. In his initial work on this method [Woo12b], Wooley set a
startling new record, proving that the Main Conjecture held for s ≥ k(k + 1), for
every k ≥ 3 (and in the asymptotic form (7) for s ≥ k(k + 1) + 1). This was a
landmark result, since for the first time the additional logarithmic factor was removed,
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and thus the limitation on s was only a constant multiple away from the expected
truth. With this new method (and its “multigrade” version), Wooley held the Main
Conjecture under siege, making continual progress on this and related consequences in
a remarkable series of papers, including [Woo12a, Woo13, Woo14, Woo15a, Woo15b,
Woo16a, Woo16b, Woo16c, Woo17a, Woo17b], and in joint work with Ford [FW14].
By the end of 2015, Wooley had succeeded in proving the conjectured bound for
Js,k(X) for s pushing very close to the critical index sk =
1
2
k(k+1). For s approaching
the critical index from above, Wooley proved the Main Conjecture for k ≥ 3 and
s ≥ k(k−1) [Woo14]. For s approaching the critical index from below, Wooley [Woo17a]
proved the Main Conjecture for 1 ≤ s ≤ D(k), where D(4) = 8, D(5) = 10, ... and
(8) D(k) ≤ 1
2
k(k + 1)− 1
3
k − 8k2/3,
for large k. This landmark result was the first ever to prove the Main Conjecture for s
differing from the critical index sk by only a lower order term.
Moreover, in [Woo16a], Wooley proved the k = 3 case in full, establishing the Main
Conjecture for the first nontrivial degree:
Theorem 1.2 (Wooley: Vinogradov Mean Value Theorem, k = 3)
For k = 3, for every integer s ≥ 1, the Main Conjecture holds,
Js,k(X)≪s,ε Xε(Xs +X2s− 12k(k+1)),
for all X ≥ 1, and every ε > 0.
1.2. The work of Bourgain, Demeter and Guth: ℓ2 decoupling
In December 2015, Bourgain, Demeter and Guth [BDG16b] announced the resolution
of the final cases required for the Main Conjecture for k ≥ 4:
Theorem 1.3 (Bourgain, Demeter, Guth: Vinogradov Mean Value Theorem, k ≥ 4)
For every integer k ≥ 4 and for every integer s ≥ 1,
Js,k(X)≪s,k,ε Xε(Xs +X2s− 12k(k+1)),
for all X ≥ 1, and every ε > 0.
By standard methods, once Theorems 1.2 and 1.3 are known, the Xε may be omitted
and the asymptotic (7) obtained for all integers k ≥ 3 and s > 1
2
k(k + 1); see §3.4.
The resolution of the Main Conjecture, eighty years after its initiation by Vinogradov,
is a spectacular achievement with many consequences. An additional striking feature is
that the Bourgain-Demeter-Guth approach is rooted in harmonic analysis. Of course,
even the expression (4) immediately indicates that the Main Conjecture is inextricably
bound to ideas of Fourier analysis, as is the Hardy-Littlewood circle method, one of the
core techniques of analytic number theory. But as we will see, the Bourgain-Demeter-
Guth method (and work leading up to it) takes this quite a bit further, revealing
fascinating connections between the Vinogradov Mean Value Method and deep open
problems that have been motivating work in harmonic analysis over the past fifty years.
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The Bourgain-Demeter-Guth work [BDG16b] is part of the new area of decoupling
(and in particular ℓ2 decoupling). This area was initiated in work of Wolff [Wol00], who
introduced the study of an ℓp decoupling inequality for the cone, motivated by the local
smoothing conjecture for the wave equation, see e.g. the survey [Sog95]. See also early
work on decoupling, then called “Wolff’s inequality,” by  Laba, Pramanik, and Seeger
[ LW02,  LP06, PS07].
In the present context, decoupling was deeply developed by Bourgain [Bou13] and
then Bourgain and Demeter [BD13, BD14a, BD14b, BD15a, BD15b, BD15c, BD16a,
BD16b, BD17], and is now a growing area of research, including for example [BW15,
Bou14, Bou16, Bou17, BDG16a, DGS16, DGL16, FSWW16, DGG17, Guo17]. As a
whole, the decoupling method has ramifications far broader than resolving the Main
Conjecture in the Vinogradov Mean Value Method, several of which we will mention in
§2 and §6.5.
While decoupling has deep ties to many aspects of harmonic analysis, it is worth
noting (as per Wooley [Woo17a]) that the decoupling method shares similarities with
Vinogradov’s initial framework for mean value investigations in the 1930’s, which used
small real intervals. Indeed, it seems reasonable to speculate, as Wooley does, that
efficient congruencing (in its most recent “nested” formulation) and ℓ2 decoupling will
ultimately be understood as p-adic and Archimedean perspectives of one unified method
(see §8.5 for a few clear parallels).
1.3. Overview of the paper
In §2 we survey several of the key arithmetic problems that motivated the Vinogradov
Mean Value Method, and state the new records imposed by the recent work. In §3
we gather classical observations about Vinogradov systems and the Main Conjecture,
before turning in §4 to an exploration of Wooley’s efficient congruencing ideas, focusing
on the cases of k = 2 and k = 3 for the purposes of demonstration.
We then turn to the setting of decoupling. In order to motivate the form that
decoupling theorems take, in §5 we familiarize the notion of decoupling with a few
simple examples, and also place decoupling questions within the broader context of
historic questions in harmonic analysis. In §6 we state the Bourgain-Demeter-Guth ℓ2
decoupling theorem for the moment curve, and demonstrate how it implies the Main
Conjecture, followed by a brief mention of decoupling in more general settings. In §7 we
introduce multilinear methods and Kakeya problems, and demonstrate in the simple
case of k = 2 how these play a critical role in proving the ℓ2 decoupling theorem.
Finally in §8 we survey the anatomy of the Bourgain-Demeter-Guth proof. Given the
boundary-crossing nature of the new work, we have taken particular care to make both
arithmetic and analytic motivations and methods clear to a wide audience.
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2. THE VINOGRADOV MEAN VALUE METHOD: MOTIVATIONS
AND CONSEQUENCES
In this section we gather together a few classical arithmetic problems that both
motivated the Vinogradov Mean Value Method, and are now decisively affected by
the resolution of the Main Conjecture and the underlying methods: Waring’s problem,
bounds for Weyl sums, and the Riemann zeta function.
2.1. Waring’s problem and the Hardy-Littlewood circle method
In Waring’s problem, the least s such that every N has a representation as a sum of s
non-negative k-th powers is traditionally called g(k). After Hilbert proved the existence
of such a g(k) for every k in 1909 [Hil09], the study of reducing g(k) to its optimal lowest
value was taken up by Hardy and Littlewood in the Partitio Numerorum series. But
g(k) is controlled by a few pathological numbers; indeed, g(k) ≥ 2k+⌊(3/2)k⌋−2, simply
because the integer n = 2k⌊(3/2)k⌋ − 1 can only be written as a sum of ⌊(3/2)k⌋ − 1
terms 2k and 2k − 1 terms 1k. (2) This is conjecturally the lower bound as well (see e.g.
[Vau97, Ch. 1] for progress), but the Hardy and Littlewood circle method [HL20] made
it more satisfactory to study G(k), the least s such that every sufficiently large N may
be represented by (1), with xi ≥ 1.
We will focus here on the related quantity G˜(k), traditionally denoting the least s for
which the asymptotic (2) for rs,k(N) is known to hold, for all sufficiently large N . Since
the work of Hardy and Littlewood in the 1920’s, the quest to reduce G˜(k) as far as
possible has fueled many technical innovations in the circle method, the most powerful
analytic method for counting integral solutions to Diophantine equations.
Certainly, we must have G˜(k) ≥ k+1, since purely geometric considerations show that
when s = k, the number of integer tuples 0 < x1 ≤ · · · ≤ xk with xk1 + · · ·+ xkk ≤ X is
asymptotically γX as X →∞ for a value of γ strictly smaller than 1 (see e.g. [Dav05,
Ch. 9]). The case k = 2 of sums of squares is somewhat special since it is closely
connected with theta functions; sums of at least 5 squares were treated by Hardy and
Littlewood [HL20], four squares by Kloosterman [Klo26], and three squares by Duke
[Duk88] and Iwaniec [Iwa87] (via modular forms of half-integral weight; see [IK04, Ch.
20] for an overview of the quadratic case). For k ≥ 3, it can be hoped that the circle
method will ultimately succeed for s ≥ k+1, and certainly one may see from heuristics
that at least s ≥ 2k + 1 is a reasonable goal for the method (see e.g. [HB07]).
In broad strokes, the idea of the circle method is to express
rs,k(N) =
ˆ 1
0
gk(α;X)
se(−Nα)dα,
where gk(α;X) =
∑
1≤x≤X e(αx
k) with X ≈ N1/k. One then dissects the integral
over (0, 1] into a portion called the major arcs M, comprised of small disjoint intervals
2. This example was apparently already known in the 1770’s to J. A. Euler, son of L. Euler; see
[Eul62, Item 36 p. 203-204].
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centered at rational numbers a/q with q sufficiently small (determined relative to N, k),
and the remainder, called the minor arcs m. The major arcs contribute the main term
in the asymptotic (2) for rs,k(N), with singular series
Ss,k(N) =
∞∑
q=1
q∑
a=1
(a,q)=1
(q−1
q∑
m=1
e(amk/q))se(−Na/q).
For s ≥ max{5, k + 2}, Ss,k(N) converges absolutely to a non-negative real number
≪ 1, and for N satisfying reasonable congruence conditions, Ss,k(N)≫ 1, so that the
main term in (2) is non-zero, and genuinely larger than the error term, for N sufficiently
large. (See [Vau97, §4.3, 4.5, 4.6] for precise conclusions.)
Thus the main challenge in proving the asymptotic for rs,k(N) is showing that the
minor arcs contribute exclusively to the smaller remainder term; we will summarize
a few key points in the historical development with a focus on large k. (Detailed
sources on the circle method include [Vau97], [IK04, Ch. 20], [Dav05], and for Waring’s
problem, [VW02], [Woo12a].) Hardy and Littlewood ultimately showed in [HL22] that
G˜(k) ≤ (k − 2)2k−1 + 5, using the bound for fk(α;X) (and hence for gk(α;X)) due to
Weyl, of the form
(9) |fk(α;X)| ≪k,ε X1+ε(q−1 +X−1 + qX−k)
1
2k−1 ,
which holds whenever the leading coefficient αk has rational approximation |αk−a/q| ≤
q−2 with (a, q) = 1. (This improves on the trivial bound X when, say, X ≤ q ≤ Xk−1,
which is roughly the situation of the minor arcs.)
Hua [Hua38] improved Hardy and Littlewood’s strategy and obtained G˜(k) ≤ 2k + 1
by using what is now called Hua’s inequality, namely that for each 1 ≤ ℓ ≤ k,
(10)
ˆ 1
0
|gk(α;X)|2ℓdα≪ℓ,k,ε X2ℓ−ℓ+ε.
Next, Vinogradov’s Mean Value Method came on the scene, with the observation thatˆ 1
0
|gk(α;X)|2sdα
is the number of solutions of the single equation
xk1 + · · ·+ xks = xks+1 + · · ·+ xk2s
with 1 ≤ xi ≤ X , so thatˆ 1
0
|gk(α;X)|2sdα =
∑
|h1|≤sX
· · ·
∑
|hk−1|≤sXk−1
ˆ
(0,1]k
|fk(α;X)|2se(−h1α1−· · ·−hk−1αk−1)dα.
Hence by the triangle inequality,ˆ 1
0
|gk(α;X)|2sdα≪s,k X 12k(k−1)Js,k(X).
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From this, Vinogradov [Vin35] deduced that G˜(k) ≤ (C + o(1))k2 log k for C = 10,
ultimately refined to Hua’s statement [Hua49] that C = 4 suffices, a record that held
until the leading constant was refined to 2 by Wooley [Woo92] and to 1 by Ford [For95].
Wooley’s breakthrough with efficient congruencing removed the logarithmic factor,
and then over many papers he successively improved G˜(k) for all k ≥ 5. By the time
decoupling entered the picture, Wooley [Woo17a, Thm. 12.2] had established, for large
k, the record G˜(k) < (1.540789...+ o(1))k2 +O(k5/3).
2.1.1. Improvements on the Weyl bound. — Now, with the Vinogradov Mean Value
Theorem in hand, more can be said. There are two types of improvements that can
affect the circle method: “pointwise” bounds for individual Weyl sums, and mean value
estimates. To improve the classical Weyl bound (9), the goal is to show that if k ≥ 3
and for some 2 ≤ j ≤ k one has |αj − a/q| ≤ q−2 with (a, q) = 1 then
(11) |fk(α;X)| ≪k,ε X1+ε(q−1 +X−1 + qX−j)σ(k),
with σ(k) bigger than 2−(k−1). As Vinogradov knew, a bound for an individual sum can
be extracted from a mean value estimate, since under the aforementioned hypotheses,
|fk(α;X)| ≪ (X 12k(k−1)Js,k−1(2X)(q−1 +X−1 + qX−j)) 12s log(2X).
(See e.g. [Vau97, Thm. 5.2], or a heuristic explanation in [Woo14, §1].) Improve-
ments on Weyl’s bound were already known from [HB88] and [RS00]; after successive
improvements with efficient congruencing, Wooley [Woo14, Thm. 7.3] showed one can
take σ(k)−1 = 2(k − 1)(k − 2). With the Vinogradov Mean Value Theorem in hand,
Bourgain confirms that as expected (see e.g. [Mon94, Ch. 4 Thm. 4] and the sub-
sequent remark), one can take σ(k)−1 = k(k − 1) [Bou16, Thm. 5]. Anticipating the
resolution of the Main Conjecture, Wooley [Woo12a, Thm. 4.1] had already deduced
that with this improvement on the Weyl bound in hand,
(12) G˜(k) ≤ k2 + 1−
[
log k
log 2
]
, for all k ≥ 3.
2.1.2. Improvements on Hua’s inequality. — Regarding the second type of input to
the circle method, namely mean value estimates, Bourgain [Bou16, Thm. 10] has now
improved Hua’s inequality (10), showing that for each 1 ≤ ℓ ≤ k,
(13)
ˆ 1
0
|gk(α;X)|ℓ(ℓ+1)dα≪ Xℓ2+ε.
This is not a consequence of the Vinogradov Mean Value Theorem itself; Bourgain
instead deduces it from an ℓ2 decoupling result (for Lℓ(ℓ+1)) for a curve in Rℓ:
(14) Γℓ,k = {(t, t2, . . . , tℓ−1, tk), t ∈ [1, 2]}.
(See §6.4 for a remark on this decoupling result.) With (13) in place of certain estimates
in [Woo12a], Bourgain [Bou16, Thm. 11] has established the current record in Waring’s
problem, which improves on (12) for all k ≥ 12; for large k it can be written as
G˜(k) ≤ k2 − k +O(
√
k).
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2.2. The Riemann zeta function
As is well-known, our ability to prove good error terms in the asymptotic π(x) ∼
x/ log x for the prime counting function depends on our understanding of the Riemann
zeta function ζ(s) within the critical strip 0 ≤ ℜ(s) ≤ 1. This in turn rests heavily on
estimating exponential sums, since for s = σ + it near the line σ = 1 and with t ≥ 3,
ζ(s) =
∑
n≤t
n−σ−it +O(t−σ).
After partial summation, the key is to understand sums of the form∑
N<n≤M
nit =
∑
N<n≤M
eit logn,
which via a Taylor expansion can be made to resemble an exponential sum of a real-
valued polynomial. Vinogradov’s Mean Value Method, in the form of the classical result
(6), resulted in the so-called Vinogradov-Korobov zero-free region: ζ(σ + it) 6= 0 for
σ ≥ 1− C
(log t)2/3(log log t)1/3
, t ≥ 3,
for a certain absolute constant C > 0 (see e.g. [Ivi85, Ch. 6]). This shape of result
remains the best-known today, with Ford [For02] providing an explicit value of C.
Interestingly, the current methods of resolving the Main Conjecture do not improve
the zero-free region for ζ(s), since any such improvement would depend delicately upon
the implicit constant in Theorem 1.3, with its dependence on k and ε dictating the upper
bound implied for the growth of ζ(s) near the line ℜ(s) = 1. However, Heath-Brown has
applied the Vinogradov Mean Value Theorem to deduce a new k-th derivative estimate
for Weyl sums [HB16], an improvement on the classical van der Corput k-th derivative
estimate. Heath-Brown’s work provides new upper bounds for ζ(s) throughout the
critical strip, zero-density estimates, and certain moment estimates for σ sufficiently
close to 1. Here we specify only the first of his results. The so-called convexity bound
for |t| ≥ 1 and 0 ≤ σ ≤ 1 shows that
(15) ζ(σ + it)≪ε |t| 12 (1−σ)+ε,
for all ε > 0. One consequence of Heath-Brown’s new work is that uniformly in |t| ≥ 1
and 0 ≤ σ ≤ 1,
ζ(σ + it)≪ε |t| 12 (1−σ)3/2+ε,
for all ε > 0. This improves the coefficient of (1− σ)3/2 from 4.45 in a previous record
of Ford [For02]; for further results and refinements, see [HB16].
Other instances of decoupling have impacted our knowledge of the Riemann zeta func-
tion in two further ways, not directly via the Vinogradov Mean Value Theorem. On the
critical line, the convexity estimate (15) shows that ζ(1/2+ it)≪ε |t|1/4+ε, whereas the
Lindelo¨f Hypothesis (implied by the Riemann Hypothesis) posits that ζ(1/2+it)≪ε |t|ε,
as |t| → ∞, for every ε > 0. One method to improve on the convexity estimate is the
Bombieri-Iwaniec method for bounding exponential sums, which as codified by Huxley
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[Hux96], includes a so-called first and second spacing problem. Bourgain used a spe-
cific instance of a decoupling theorem for a nondegenerate curve in R4 (also deduced in
[BD16a] from a decoupling theorem for nondegenerate surfaces in R4) to make improve-
ments on the first spacing problem, with two consequences. First, Bourgain [Bou17]
proved the current best-known upper bound on the critical line,
|ζ(1
2
+ it)| ≪ |t| 1384+ε = |t|0.1548...+ε,
improving on the previous record exponent 32/205 = 0.1561... of Huxley [Hux05]. Fur-
thermore, Bourgain and Watt [BW15] have set new records pertaining to second mo-
ments of the zeta function.
2.3. Further consequences
Considerations related to the Vinogradov Mean Value Method have consequences for
many other arithmetic problems, such as Tarry’s problem and the distribution of polyno-
mial sequences modulo 1 (e.g. [Woo12b]), and solutions to congruences in short intervals
[CCG+14]. It is also natural to consider multi-dimensional versions of the Vinogradov
system (3), and via multi-dimensional efficient congruencing, Parsell, Prendiville and
Wooley proved nearly optimal results related to the analogous Main Conjecture in broad
generality [PPW13]. The relevant Main Conjecture for Vinogradov systems of degree k
in n dimensions has now been resolved for k = 2 = n by Bourgain and Demeter [BD15b]
and for k = 3, n = 2 by Bourgain, Demeter, and Guo [BDG16a] (see also [BD16b]),
via a sharp decoupling result for a two-dimensional surface in R9; this has also been
generalized in [Guo17]. Both in the setting of the original Vinogradov system and its
higher-dimensional variants, the Vinogradov Mean Value Theorem has implications for
Burgess-type bounds for short mixed character sums [HBP15], [Pie16].
Wooley’s efficient congruencing methods can be applied to Vinogradov-type prob-
lems in number field and function field settings (as already remarked in [Woo12b]), and
further results are anticipated in such settings, see e.g. [KLZ14]. Decoupling meth-
ods presently include the flexibility to consider non-integral moments and real (not
necessarily integral) solutions to Diophantine equations and inequalities (see §6.3). In
addition to the arithmetic implications of decoupling for certain carefully chosen curves
and surfaces, there are implications for analytically-motivated problems, to which we
will return in §6.5. The strengths of both the efficient congruencing and decoupling
methods will no doubt be further developed.
3. CLASSICAL CONSIDERATIONS FOR THE MAIN CONJECTURE
In this section, we record the heuristics that motivate the Main Conjecture, discuss
the critical index, the trivial cases k = 1, 2, the derivation of an asymptotic for Js,k(X)
from an upper bound, and the translation-dilation invariance of the underlying system
of equations.
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3.1. Heuristics motivating the Main Conjecture
When we consider solutions 1 ≤ xi ≤ X to the Vinogradov system
(16) xj1 + · · ·+ xjs = xjs+1 + · · ·+ xj2s, 1 ≤ j ≤ k,
we see immediately that a trivial upper bound is Js,k(X) ≤ X2s. On the other hand,
the diagonal solutions provide a lower bound:
(17) Js,k(X) ≥ s!Xs +Os(Xs−1).
An alternative lower bound may be obtained from the observation that for 1 ≤ xi ≤ X ,
|(xj1 − xjs+1) + · · ·+ (xjs − xj2s)| ≤ sXj, 1 ≤ j ≤ k
so that
X2s ≪
∑
|h1|≤sX
· · ·
∑
|hk|≤sXk
ˆ
(0,1]k
|fk(α;X)|2se(α · h)dα.
By the triangle inequality, the right-hand side is at most ≪ X · X2 · · ·XkJs,k(X), so
that we may extract the lower bound
(18) Js,k(X)≫s,k X2s− 12k(k+1).
Alternatively, we may think of this as the contribution to Js,k(X) in (4) from α near
the origin, e.g. with |αj| ≤ 18kX−j for 1 ≤ j ≤ k. The set of such α has measure
(1/4k)kX−
1
2
k(k+1), and for each such α,
|fk(α;X)| ≥ |ℜ(fk(α;X))| ≥ X cos(π/4),
leading to a contribution to (4) of at least (1/
√
2)(1/4k)kX2s−
1
2
k(k+1). The Main Con-
jecture posits that (17) and (18) represent the true order of Js,k(X).
3.2. The critical case
If one has obtained for a certain k the estimate at the critical index sk =
1
2
k(k + 1),
(19)
ˆ
(0,1]k
|fk(α;X)|k(k+1)dα≪k,ε X
k(k+1)
2
+ε,
one may immediately deduce the Main Conjecture holds for all s ≥ 1, for this k. For
supposing s > sk, we may write
Js,k(X) ≤ sup
α∈(0,1]k
|fk(α;X)|2s−k(k+1)
ˆ
(0,1]k
|fk(α;X)|k(k+1)dα,
whereupon applying the trivial bound |fk(α;X)| ≤ X in the first term and the critical
case (19) to the integral, one obtains the bound X2s−k(k+1)/2+ε. Considering s < sk,
one may apply Ho¨lder’s inequality with q = sk/s > 1 and its conjugate exponent q
′:ˆ
(0,1]k
|fk(α;X)|2sdα ≤ (
ˆ
(0,1]k
1q
′
)1/q
′
(ˆ
(0,1]k
|fk(α;X)|2sqdα
)1/q
.
Again applying the critical case (19) to the last factor, this is≪k,ε (Xsk+ε)1/q ≪k,ε Xs+ε,
as desired.
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3.3. Trivial cases k = 1 and k = 2
The Main Conjecture holds trivially for k = 1 and sk = 1. The case of k = 2 and
s2 = 3 may also be handled in an elementary fashion. After rearranging, the claim is
that there exist at most X3+ε solutions to the system
x1 + x2 − y3 = y1 + y2 − x3
x21 + x
2
2 − y23 = y21 + y22 − x23.
By subtracting the second equation from the square of the first equation and applying
the identity (a+ b− c)2 − (a2 + b2 − c2) = 2(a− c)(b− c), we obtain
(20) (x1 − y3)(x2 − y3) = (y1 − x3)(y2 − x3).
In cases where both sides of this identity are nonzero, we may fix x1, x2, y3 from O(X
3)
possible choices, and for each such triple there are ≪ d(X2) ≪ Xε choices for the
factors on the right-hand side (where d(n) denotes the number of divisors of n). Then
via the linear equation, written as
x1 + x2 − y3 = (y1 − x3) + (y2 − x3) + x3,
we see that once we have chosen (y1 − x3) and (y2 − x3), the choice for x3 is unique.
Then y1, y2 are also uniquely determined. In cases where the identity (20) vanishes,
assuming without loss of generality x1 = y3 and y1 = x3, we may choose x1, x2, x3 freely
and then y3 and y1 are uniquely determined, while y2 is uniquely determined by the
linear equation, showing that J3,2(X)≪ X3+ε. More sophisticated considerations show
that J3,2(X) ∼ 18π2X3 logX , with explicit lower order terms (see [Rog86], [BB10]); in
particular this verifies that the Xε term cannot be omitted from the Main Conjecture
for k = 2.
3.4. The asymptotic for Js,k(X)
Recall the statement following Theorem 1.3 that once the upper bound (with a factor
Xε) in the Main Conjecture has been verified for s = 1
2
k(k+1), an asymptotic (without
a factor Xε) can be obtained for Js,k(X), as long as k ≥ 3 and the number of variables
satisfies s > 1
2
k(k + 1). Indeed historically each improved upper bound toward the
Main Conjecture has enabled the proof of an asymptotic for Js,k(X), possibly in slightly
more variables; see e.g. [Vau97, §7.3] for the deduction of the asymptotic (7) in the
Vinogradov range, or Wooley’s proof of an asymptotic for s ≥ k(k + 1) + 1 once he
proved the Main Conjecture for s ≥ k(k + 1) [Woo12b, §9].
The strategy for deducing an asymptotic is related to the Prouhet-Escott-Tarry and
Hilbert-Kamke problems (see e.g. [Hua65, §X.3],[ACK04, Ch. 3],[Woo96]), and is a nice
application of the circle method. Roughly speaking, the idea is to dissect the integral
expression (4) for Js,k(X) as
(21) Js,k(X) =
ˆ
(0,1]k
|f(α)|2sdα =
ˆ
M
|f(α)|2sdα+
ˆ
m
|f(α)|2sdα
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with f(α) = fk(α;X) =
∑
1≤x≤X e(α1x + · · · + αkxk), according to an appropriate
choice of major arcs M and minor arcs m. Once the Main Conjecture is known for the
critical index sk, the major arcs can be chosen to be very small, since the only property
required of the minor arcs is that there exists some τ = τ(k) > 0 such that
(22) sup
α∈m
|f(α)| ≪k,ε X1−τ+ε,
for every ε > 0. With any such τ in hand, supposing s > 1
2
k(k + 1), we may apply the
known result of the Main Conjecture (including the Xε factor) for sk =
1
2
k(k + 1) to
see thatˆ
m
|f(α)|2sdα≪ (sup
α∈m
|f(α)|)2s−k(k+1)
ˆ
m
|f(α)|k(k+1)dα≪k,ε (X1−τ+ε)2s−k(k+1)X 12k(k+1)+ε,
for every ε > 0. Since τ is a fixed positive number, and s > 1
2
k(k + 1), this is now
≪s,k X2s− 12k(k+1)−τ ′ for some τ ′ = τ ′(s, k) > 0.
Defining the major and minor arcs as in [Woo17b, Eqn. (7.1), Lemma 7.1], Wooley
obtains τ = (4k2)−1 on the minor arcs, and shows that on the major arcs, as soon as
k ≥ 3 and 2s > 1
2
k(k + 1) + 2 (a far weaker condition than we assume),ˆ
M
|f(α)|2sdα≪ X2s− 12k(k+1),
thus completing the removal of the Xε factor from both major and minor arcs as soon
as s > 1
2
k(k + 1) (as noted in [BDG16b, §5]).
To obtain the asymptotic formula, one can adapt e.g. the argument of [Woo12b, §9]
combined with [Vau97, §7.3] to show that on the major arcs as chosen above (or chosen
to be even smaller, given how little a savings is needed on the minor arcs), for k ≥ 3
and integers s > 1
2
k(k + 1),
(23)
ˆ
M
|f(α)|2sdα = S(s, k)I(s, k)X2s− 12k(k+1) +O(X2s− 12k(k+1)−τ ′′),
for some τ ′′ = τ ′′(s, k) > 0, with singular series
S(s, k) =
∞∑
q=1
q∑
a1=1
· · ·
q∑
ak=1
(a1,...,ak,q)=1
|q−1
q∑
r=1
e((a1r + · · ·+ akrk)/q)|2s
and singular integral
I(s, k) =
ˆ
Rk
|
ˆ 1
0
e(β1γ + · · ·+ βkγk)dγ|2sdβ.
Here the singular series converges absolutely in the more flexible range 2s > 1
2
k(k+1)+2,
and the singular integral if 2s > 1
2
k(k + 1) + 1 [ACK04, Thm. 3.7]. As Vaughan has
pointed out [Vau97, §7.3], the positivity of the singular integral and singular series for
s > 1
2
k(k + 1) is guaranteed by the known lower bound (18) for Js,k(X). Similarly, the
lower bound (17) indicates that the asymptotic (7) would not be expected to hold for
s < 1
2
k(k+1). (In the setting of (non-translation-dilation invariant) discrete restriction
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problems, such “ε-removal” strategies have also been successful in work of Bourgain
[Bou89, Bou93], Wooley [Woo17b], and elsewhere.)
3.5. Translation-dilation invariance
The Vinogradov system is said to be translation-dilation invariant (or affine invari-
ant): given real numbers λ, ξ with λ 6= 0, then x1, . . . , x2s are solutions to the system
(24)
s∑
i=1
xji =
s∑
i=1
xjs+i 1 ≤ j ≤ k
if and only if they are solutions to the system
s∑
i=1
(λxi + ξ)
j =
s∑
i=1
(λxs+i + ξ)
j 1 ≤ j ≤ k.
The invariance under λ is perhaps the easiest to see, as each individual equation is
homogeneous of degree j. Now with λ = 1, to understand the invariance under ξ 6= 0,
an upward induction in j combined with the binomial theorem shows that for each j,
s∑
i=1
((xi − ξ + ξ)j − (xs+i − ξ + ξ)j) = (
j∑
ℓ=1
(
j
ℓ
)
ξj−ℓ)
s∑
i=1
((xi − ξ)j − (xs+i − ξ)j),
so that for ξ 6= 0 and a particular choice of the xi, the left-hand side vanishes if and
only if the right-hand side vanishes.
A consequence of translation-dilation invariance is the following crucial observation:
counting solutions x1, . . . , x2s to (24) such that xi ≤ X and xi ≡ ξ (mod q) for some
fixed residue class ξ and q ≤ X is essentially equivalent to counting solutions z1, . . . , z2s
to (24) with no congruence condition, but in the smaller range zi ≤ X/q. This is made
formal e.g. in Lemma 4.2 below.
4. WOOLEY’S EFFICIENT CONGRUENCING METHOD
We now turn to Wooley’s powerful efficient congruencing approach to the Vinogradov
Mean Value Method. After defining some initial notation, we sketch the classical ap-
proach from the era of Vinogradov and Linnik. We then indicate via the simple exemplar
case of k = 2 how Wooley’s approach explosively magnifies any purported extraneous
solutions to the Vinogradov system that might cause Js,k(X) to exceed the conjectured
bound, thus showing that Js,k(X) must indeed admit the conjectured bound. Finally,
we sketch the method in the nontrivial case of k = 3.
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4.1. Initial set-up
We first prepare some notation, which we will employ both for the classical and the
efficient congruencing arguments. We define
f(α) =
∑
1≤x≤X
e(α1x+ · · ·+ αkxk)
and
fa(α; ξ) =
∑
1≤x≤X
x≡ξ (mod pa)
e(α1x+ · · ·+ αkxk),
where p > k is a prime that will be fixed once and for all, ξ is any integer, and a ≥ 1 is
an integer. We will use the latter function to count solutions to the Vinogradov system
(25) xj1 + . . .+ x
j
s = x
j
s+1 + · · ·+ xj2s, 1 ≤ j ≤ k
with xi satisfying certain congruence conditions. Precisely, if we want to count solutions
to the Vinogradov system in which
xi ≡ ξ (mod pa) for 1 ≤ i ≤ m and s+ 1 ≤ i ≤ s+m
and
xi ≡ η (mod pb) for m+ 1 ≤ i ≤ s and m+ s+ 1 ≤ i ≤ 2s,
we may also express this count as the bilinear integral
(26) Im(X ; ξ, η; a, b) :=
ˆ
(0,1]k
|fa(α; ξ)|2m|fb(α; η)|2(s−m)dα.
We define Im(X ; ξ, η; a, b) for each 0 ≤ m ≤ s − 1; in the event that m = 0, this
expression is in fact independent of ξ and a. We will later take a maximum over the
possible residues ξ and η modulo p, and so we define
I0(X ; a, b) = max
η (mod p)
I0(X ; ξ, η; a, b)
(in which we note that ξ, a are irrelevant), and for 1 ≤ m ≤ s− 1 set
(27) Im(X ; a, b) = max
ξ 6≡η (mod p)
Im(X ; ξ, η; a, b).
4.2. The classical p-adic method
We will not prove Vinogradov’s result (6) rigorously, but instead summarize the two
points in the classical argument that are most relevant for the comparison to efficient
congruencing. We assume that p ≤ X is a fixed prime, to be chosen momentarily. First,
we claim that for any k′ ≥ 1,
(28) Jk+k′,k(X) ≤ p2k′Ik(X ; 0, 1).
(Here we understand that when applying (27) in (28) we used m = k, s = k+ k′.) This
means we have passed to counting solutions to the Vinogradov system that satisfy a
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congruence restriction modulo p. Second, if pk > X , we claim that for any k′ ≥ 1, the
main contribution to Ik(X ; 0, 1) is of size at most
(29) k!p
1
2
k(k−1)XkJk′,k(X/p).
With this, we have passed back to counting solutions to the Vinogradov system without
a congruence restriction, but now in fewer variables and in a smaller range.
We will indicate the reasoning behind these relations in a moment, but first let us see
how they contribute to Vinogradov’s original bound (6). We aim to prove that if we
define λ∗s,k to be the infimum of those exponents λs,k for which Js,k(X) ≪s,k,ε Xλs,k+ε
for all X ≥ 1 and all ε > 0, and define ηs,k by
(30) λ∗s,k = 2s−
1
2
k(k + 1) + ηs,k,
then the remainder ηs,k is small, at least if s is quite large. (The Main Conjecture for
Js,k(X) claims that ηs,k = 0.)
The strategy is to bound ηs,k recursively, by controlling ηs+k,k in terms of ηs,k. We first
apply the relation (28) with k′ = s, followed by the claim that the main contribution is
from (29), so that (roughly, ignoring other contributions),
Js+k,k(X)≪ p2sIk(X ; 0, 1)≪k p2s+ 12k(k−1)XkJs,k(X/p)≪s,k,ε p2s+ 12k(k−1)−λ∗s,kXk+λ∗s,k+ε.
It now makes sense to choose p, and the hypothesis underlying (29) motivates us to
choose p > k to be a prime
X1/k < p ≤ 2X1/k,
which exists by Bertand’s postulate (or the prime number theorem), if say X ≥ kk.
Then we see from our upper bound for Js+k,k(X) and the definition (30) that we have
shown λ∗s+k,k ≤ 2(s+k)− 12k(k+1)+ηs+k,k with ηs+k,k ≤ ηs,k(1−1/k). This, combined
with the recollection that Jk,k ≤ k!Xk, allows induction to prove that ηs,k ≤ 12k2(1 −
1/k)[s/k], the outcome of Vinogradov’s original program.
4.2.1. Underlying philosophy of the key relations. — The relation (28) claims that
solutions to the Vinogradov system may be bounded by counting solutions with a
congruence condition. We see this as follows: for any ℓ ≥ 1, by Ho¨lder’s inequality,
|f(α)|2ℓ =
∣∣∣∣∣
p∑
ξ=1
f1(α; ξ)
∣∣∣∣∣
2ℓ
≤ p2ℓ−1
p∑
ξ=1
|f1(α; ξ)|2ℓ.
Now applying this with ℓ = k′ we have
(31) Jk+k′,k(X) ≤ p2k′ max
1≤ξ≤p
ˆ
(0,1]k
|f(α)|2k|f1(α; ξ)|2k′dα,
and the claim follows.
The extraction of the main contribution (29) is the heart of the proof, and most
important for the later comparison to efficient congruencing. For any fixed ξ, the inte-
gral on the right-hand side of (31) is counting solutions (x1, . . . , x2s) to the Vinogradov
system with xi having no congruence restrictions for 1 ≤ i ≤ k and s + 1 ≤ i ≤ s + k,
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and the restriction xi ≡ ξ (mod p) for all the other 2k′ variables. Re-naming variables,
this is counting solutions to the system
k∑
i=1
(xji − yji ) =
k′∑
ℓ=1
((puℓ + ξ)
j − (pvℓ + ξ)j), 1 ≤ j ≤ k,
where 1 ≤ xi, yi ≤ X and (1 − ξ)/p ≤ uℓ, vℓ ≤ (X − ξ)/p. By translation-dilation
invariance, this is equivalent to counting solutions to
(32)
k∑
i=1
((xi − ξ)j − (yi − ξ)j) = pj
k′∑
ℓ=1
(ujℓ − vjℓ), 1 ≤ j ≤ k.
This reveals a new system of not equations but congruences,
(33)
k∑
i=1
(xi − ξ)j ≡
k∑
i=1
(yi − ξ)j (mod pj), 1 ≤ j ≤ k.
Now we will make the assumption that for the main contribution we may focus only
on those (x1, . . . , xk) that are, in Wooley’s terminology, well-conditioned, that is, they
are distinct modulo p. (In this setting, solutions that are not well-conditioned satisfy
other restrictions that make them sufficiently small in number to be controlled; see e.g.
[Mon94, Ch. 4] for a complete proof.) If we fix any integral tuple (n1, . . . , nk), then
a classical result called Linnik’s Lemma [Mon94, Ch. 4 Lemma 3] shows there are at
most k!p
1
2
k(k−1) well-conditioned solutions (x1, . . . , xk) with 1 ≤ xi ≤ pk to the system
(34)
k∑
i=1
(xi − ξ)j ≡ nj (mod pj), 1 ≤ j ≤ k.
In particular, after choosing (y1, . . . , yk) freely (with ≤ Xk possibilities), we obtain at
most k!p
1
2
k(k−1) well-conditioned solutions (x1, . . . , xk) modulo p
k to (33). (We have
“lifted” knowledge modulo pj for various j ≤ k to knowledge modulo pk, which is
stronger.) Now we use our crucial hypothesis that pk > X so that the residue class
of each xi modulo p
k actually uniquely identifies it as an integer. Now with all the
xi, yi fixed as integers, one can argue from (32), again using translation-dilation invari-
ance, that the number of solutions uℓ, vℓ to this system is accounted for by Jk′,k(X/p),
providing the final factor in the main contribution (29).
Here we have followed the presentation of Wooley’s beautiful first efficient congru-
encing paper [Woo12b], which then goes on to give a clear heuristic comparison of the
classical method to efficient differencing and then efficient congruencing. We take a
different approach here, and instead focus on demonstrating efficient congruencing in
action in the simplest case, that of the degree k = 2 Vinogradov system.
4.3. Efficient congruencing for the degree k = 2 case
To demonstrate the basic principles of efficient congruencing, we will prove the Main
Conjecture for degree k = 2 with critical index sk = 3:
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Theorem 4.1 (Main Conjecture for k = 2). —
J3,2(X)≪ε X3+ε
for all X ≥ 1 and every ε > 0.
(Of course, we have already seen this is true by elementary means.)
4.3.1. The building block lemmas for k = 2. — For simplicity we temporarily let J(X)
denote J3,2(X), and we suppose that p ≥ 3 is a fixed prime. First we show that counting
solutions with congruence restrictions can be controlled by counting solutions without
congruence restrictions, in a smaller range:
Lemma 4.2. — For any a, b ≥ 1, if pb ≤ X then
I0(X ; a, b) ≤ J(2X/pb).
This is a result of translation-dilation invariance. Next we show that in the other
direction, J(X) can be controlled by counting solutions with certain congruence condi-
tions:
Lemma 4.3. — If p ≤ X then
J(X)≪ pJ(2X/p) + p6I1(X ; 1, 1).
Clearly these two lemmas may be compared to the building blocks in the classical
method, (29) and (28), respectively. We now diverge from the classical method, instead
capitalizing on a congruence restriction modulo pb to build a congruence restriction
modulo the higher power p2b:
Lemma 4.4. — If 1 ≤ a ≤ 2b then
I1(X ; a, b) ≤ p2b−aI1(X ; 2b, b).
Finally, we show that on the right-hand side of Lemma 4.4 the roles of b and 2b can
be reversed:
Lemma 4.5. — If 1 ≤ a ≤ 2b and pb ≤ X then
I1(X ; a, b) ≤ p2b−aI1(X ; b, 2b)1/2J(2X/pb)1/2.
This lemma is the key step to building a recursion relation that will allow us to pass
to congruence restrictions modulo ever higher powers of p: first pb, then p2b, p4b, and
so on until p2
nb, for any n we choose. We may compare this to the classical argument,
which in the case of k = 2 would encounter only congruences modulo pb with b = 1, 2
in the system (34).
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4.3.2. The iteration for k = 2. — Before proving the lemmas, we show how to assem-
ble them into a recursion argument that proves Theorem 4.1. Trivial upper and lower
bounds for J(X) in this setting are X3 ≪ J(X)≪ X6. Thus we can define
(35) ∆ = inf{δ ∈ R : J(X)≪ X3+δ for all X ≥ 1},
in which case we know that ∆ ∈ [0, 3] and that J(X) ≪ε X3+∆+ε for all ε > 0. To
prove Theorem 4.1, we will show that ∆ = 0.
First, we claim that for all b ≥ 1, for all n ≥ 0,
(36) I1(X ; b, 2b)≪b,n,ε X3+∆+εp−n∆b,
for every ε > 0, as long as p2
nb ≤ X . For each fixed b ≥ 1 we prove this by induction
as follows. The case n = 0 is trivially true since I1(X ; b, 2b) counts solutions with
congruence restrictions, so of course
I1(X ; b, 2b) ≤ J(X)≪ε X3+∆+ε.
Now assuming (36) for n, we apply Lemma 4.5 followed by the induction hypothesis
(assuming p2
n+1b ≤ X) to write
I1(X ; b, 2b) ≤ p4b−bI1(X ; 2b, 4b)1/2J(2X/p2b)1/2
≪b,n,ε p3b(X3+∆+εp−n∆(2b))1/2((2X/p2b)3+∆+ε)1/2
≪b,n,ε X3+∆+εp−(n+1)∆b,
which completes the induction.
Now we describe the recursion with which we bound J(X): by applying Lemma 4.3,
then Lemma 4.5 with a = 1, b = 1, then (36) with b = 1, we see that
J(X) ≪ pJ(2X/p) + p6I1(X ; 1, 1)
≤ pJ(2X/p) + p7I1(X ; 1, 2)1/2J(2X/p)1/2
≪n,ε pJ(2X/p) + p7{X3+∆+εp−n∆}1/2{(2X/p)3+∆+ε}1/2
≪n,ε pJ(2X/p) +X3+∆+εp 112 −
(n+1)∆
2 ,
for all n ≥ 1 such that p2n ≤ X . We now fix a prime p ≥ 3 with
(37)
1
2
X1/2
n ≤ p ≤ X1/2n ,
which exists by Bertrand’s postulate (or the prime number theorem) as long as X ≥
102
n
. Then we have shown that
J(X)≪ X3+∆+εp−2−∆ +X3+∆+εp 112 − (n+1)∆2 ,
for every n ≥ 1 and ε > 0, as X → ∞. Now, assuming that ∆ > 0, we may choose
n such that (n + 1)∆ ≥ 12, so that J(X) ≪ε X3+∆+εp−1/2, for every ε > 0. This
contradicts the definition of ∆, due to (37), so we must have that ∆ = 0, as de-
sired. Philosophically, what powered this iterative engine? We showed that, given a
suspiciously large number of integral solutions to the Vinogradov system, they could
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be concentrated in such a short p-adic interval (corresponding to restrictions modulo
increasingly high powers of p) that we obtained a contradiction to a known bound.
4.3.3. Proof of the lemmas for k = 2. — For completeness, we indicate the simple
proofs of the four lemmas, and then turn to a comparison to the mechanism of efficient
congruencing in the nontrivial case k = 3.
To prove Lemma 4.2, we note that by the definition of I0(X ; a, b), there exists some
η (mod p) for which I0(X ; a, b) counts solutions of (25) such that xi ≡ η (mod pb) for
all 1 ≤ i ≤ 2s, that is, each xi may be written as xi = η + pbyi where 0 ≤ yi ≤ X/pb.
We now set zi = yi + 1, so that 1 ≤ zi ≤ 1 + X/pb ≤ 2X/pb, due to the assumption
that pb ≤ X . Then by translation-dilation invariance, the set of yi and the set of zi are
each solutions to (25) as well, so that I0(X ; a, b) ≤ J(2X/pb), as claimed.
To prove Lemma 4.3, we first count those solutions xi to (25) such that x1 ≡ · · · ≡
x6 (mod p). The number of such solutions is∑
η (mod p)
I0(X ; ·, η; ·, 1) ≤ pI0(X ; ·, 1) ≤ pJ(2X/p)
by Lemma 4.2; this contributes the first term in Lemma 4.3. We now consider the
remaining solutions, for which we know that for some i 6= j we have xi 6≡ xj (mod p).
In particular, the contribution from these solutions is at most(
6
2
) ∑
ξ 6≡η (mod p)
ˆ
(0,1]2
|f1(α, ξ)||f1(α; η)||f(α)|4dα.
There are at most p(p − 1) terms in the sum; for each fixed ξ, η, we apply Ho¨lder’s
inequality to see that the integral is bounded above by
(
ˆ
|f1(α; ξ)|2|f1(α; η)|4dα)1/6(
ˆ
|f1(α; ξ)|4|f1(α; η)|2dα)1/6(
ˆ
|f(α)|6dα)2/3.
This is at most I1(X ; 1, 1)
1/6I1(X ; 1, 1)
1/6J(X)2/3, and in total we conclude that
J(X)≪ pJ(2X/p) + p2I1(X ; 1, 1)1/3J(X)2/3.
If the first term dominates, then the bound in Lemma 4.3 holds; if otherwise the second
term dominates, then
J(X)≪ p2I1(X ; 1, 1)1/3J(X)2/3,
from which we deduce that J(X)≪ p6I1(X ; 1, 1), leading to the second term in Lemma
4.3.
To prove Lemma 4.4, recall that for fixed ξ, η, I1(X ; ξ, η; a, b) counts solutions to (25)
such that xi = ξ+p
ayi for i = 1, 4 and xi = η+p
byi for i = 2, 3, 5, 6. Defining ν = ξ−η,
we see by translation invariance that the variables zi defined by
zi = ν + p
ayi, i = 1, 4; zi = p
byi, i = 2, 3, 5, 6
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are also solutions to (25). Now upon examining the quadratic equation in the system
(25) in terms of the variables zi, we learn that
(ν + pay1)
2 ≡ (ν + pay4)2 (mod p2b).
Recall that in I1(X ; 1, 1) it is specified that ξ 6≡ η (mod p), so p ∤ ν; this allows
us to deduce ν + pay1 ≡ ν + pay4 (mod p2b) and hence y1 ≡ y4 (mod p2b−a). Once
we fix a choice for y4 modulo p
2b−a (of which there are p2b−a choices) it thus fixes
y1 modulo p
2b−a, and we consequently see that x1 and x4 are fixed modulo p
2b, say
x1 ≡ x4 ≡ ξ′ (mod p2b). We have shown that for any ξ 6≡ η (mod p),
I1(X ; ξ, η, a, b) ≤ p2b−aI1(X ; 2b, b),
which suffices for Lemma 4.4.
To obtain Lemma 4.5 we start from Lemma 4.4 and observe that for any ξ, η, by
Cauchy-Schwarz,
I1(X ; ξ, η, 2b, b) =
ˆ
(0,1]2
|f2b(α; ξ)|2|fb(α; η)|4dα
≤ (
ˆ
(0,1]2
|f2b(α; ξ)|4|fb(α; η)|2dα)1/2(
ˆ
(0,1]2
|fb(α; η)|6dα)1/2.
The first term is I1(X ; η, ξ; b, 2b)
1/2 while the second term is I0(X ; ·, η; ·, b)1/2, which by
Lemma 4.2 is bounded above by J(2X/pb)1/2, as long as pb ≤ X . Taking the supremum
over ξ, η, we have proved the claim of Lemma 4.5.
4.4. Efficient congruencing for the degree k = 3 case
Theorem 4.1, the Main Conjecture for k = 2, was a useful model for demonstrating
a basic principle of efficient congruencing, but was a trivial result. On the other hand,
the Main Conjecture for degree k = 3 is not trivial at all, and was only finally obtained
by Wooley in [Woo16a]. However, a simplified presentation of Wooley’s argument in
the cubic case, due to Heath-Brown [HB15], gives a slim 10-page proof of:
Theorem 4.6 (Main Conjecture for k = 3). —
J6,3(X)≪ε X6+ε
for all X ≥ 1 and every ε > 0.
In fact our description for k = 2 was written exactly parallel to Heath-Brown’s
presentation, so that we may now make a few quick comparisons to the (nontrivial)
case of k = 3. Let J(X) denote the critical case J6,3(X), define all quantities relative to
s = 6, and assume p ≥ 5 is a fixed prime. Analogous to the k = 2 case, we start with
a lemma that shows solutions with congruence restrictions can be counted by solutions
without congruence restrictions, in a shorter range:
Lemma 4.7. — For any a, b ≥ 1, if pb ≤ X then
I0(X ; a, b) ≤ J(2X/pb).
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We have a lemma that introduces a congruence restriction:
Lemma 4.8. — If p ≤ X then
J(X)≪ pJ(2X/p) + p12I2(X ; 1, 1).
Note that now the new quantity I2(X ; a, b) plays a role, shifting the weights of the
exponents in the bilinear expression (26). We have two further lemmas that show how
to pass from restrictions modulo a lower power of p to a higher power of p:
Lemma 4.9. — If 1 ≤ a ≤ 3b then
I1(X ; a, b) ≤ p3b−aI1(X ; 3b, b).
Lemma 4.10. — If 1 ≤ a ≤ b,
I2(X ; a, b) ≤ 2bp4(b−a)I2(X ; 2b− a, b).
And finally there are two lemmas that show how to pass between I1 and I2 and
reverse the weights of the powers of p in the bilinear integral (26):
Lemma 4.11. —
I2(X ; a, b) ≤ I2(X ; b, a)1/3I1(X ; a, b)2/3
Lemma 4.12. — If pb ≤ X then
I1(X ; a, b) ≤ I2(X ; b, a)1/4J(2X/pb)3/4.
With these lemmas in hand, upon setting
∆ = inf{δ ∈ R : J(X)≪ X6+δ for all X ≥ 1},
Heath-Brown establishes a recursion analogous to (36), in the shape
(38) I2(X ; a, b)≪a,b,n,ε X6+∆+εp−5(b−a)p−n∆6 (3b−a),
for all 1 ≤ a ≤ b and every n ≥ 0, provided that p3nb ≤ X . (For the philosophy
leading to this recursion relation, see [HB15, §4].) From this, after choosing p ≥ 5 with
1
2
X1/3
n ≤ p ≤ X1/3n (which exists if X ≥ 103n), one deduces that
J(X)≪ pJ(2X/p) + p12I2(X ; 1, 1)≪ p(X/p)6+∆+ε +X6+∆+εp12−n∆/3,
so that if ∆ were strictly positive, by choosing n sufficiently large that n∆/3 > 13 and
using the size of p, this bound would violate the definition of ∆.
Superficially this argument appears as simple as our model case k = 2, but nontrivial
work is hidden in the structure of the recursion (38), and in the proof of Lemma 4.10; this
can be reduced to counting solutions to a certain pair of congruences in four variables
[HB15, Lemma 8], and these solutions fall into two cases: nonsingular and singular,
with a solution being nonsingular if two associated gradient vectors are not proportional
modulo p (which we may regard as a kind of transversality). In the case of Lemma 4.10,
the number of singular solutions turns out to be the same order of magnitude as the
number of nonsingular solutions, and a streamlined argument succeeds.
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But as Heath-Brown points out, for Vinogradov systems of degree k ≥ 4, the number
of singular solutions can exceed the number of nonsingular solutions in arguments of
this style, and one of Wooley’s impressive technical feats in the general case is to
carry out a “conditioning” step, which removes singular solutions from consideration
(thus facilitating later uses of Hensel’s Lemma, which “lifts” solutions of congruences
modulo lower powers of p to solutions of congruences modulo higher powers of p). This
conditioning process is especially difficult, since even in the general case, the single
auxiliary prime p is fixed once and for all at the beginning of the argument. Once this
has been selected, a basic philosophy at the heart of the efficient congruencing method
is to use an intricate iteration to successively extract congruence restrictions modulo
pkb, then pk
2b, then pk
3b, then pk
4b, and so on, in order to concentrate putative integral
solutions of the Vinogradov system into successively shorter p-adic neighborhoods.
5. SETTING THE STAGE FOR DECOUPLING
We now turn to our second principal focus: the approach to the Main Conjecture via
ℓ2 decoupling. To motivate the form that decoupling theorems take, and to introduce
several fundamental concepts that underpin the recent proofs of decoupling theorems,
we first recall several key concepts: orthogonality of functions, Littlewood-Paley theory,
square functions, and restriction problems.
5.1. Orthogonality
Suppose that we consider functions in the Hilbert space L2(Rn) with inner product
〈f, g〉 = ´
Rn
f(x)g(x)dx (in fact any Hilbert space will do). If we have a countable
collection of orthogonal functions {fj} in this space, so that
´
fifj = 0 for i 6= j, we
see that for any finite collection I of indices,
(39) ‖
∑
j∈I
fj‖L2 = (
∑
j∈I
‖fj‖2L2)1/2.
Indeed,
‖
∑
j∈I
fj‖L2 = (
ˆ
(
∑
i∈I
fi)(
∑
j∈I
fj))
1/2 = (
ˆ ∑
i,j∈I
fifj)
1/2 = (
∑
j∈I
ˆ
|fj|2)1/2.
On the other hand, if we make no assumption about orthogonality, we could trivially
apply the triangle inequality and obtain
‖
∑
j∈I
fj‖L2 ≤
∑
j∈I
‖fj‖L2 .
To make this more comparable to our previous observation, we can further apply the
Cauchy-Schwarz inequality to see that without any assumption on orthogonality,
(40) ‖
∑
j∈I
fj‖L2 ≤ |I|1/2(
∑
j∈I
‖fj‖2L2)1/2.
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This is certainly much weaker than our conclusion (39), which we say exhibits square-
root cancellation, as a result of the orthogonality assumption.
What are sources of orthogonality? As an example, within L2([0, 1]) with inner
product 〈f, g〉 = ´
[0,1]
f(x)g(x)dx, if we set fj(x) = e(jx) = e
2πijx for j ∈ Z then we
can see that the collection {fj} is orthogonal. Or, on L2(Rn), recall that the Fourier
transform is a unitary operator, with Plancherel theorem
(41)
ˆ
Rn
f(x)g(x)dx =
ˆ
Rn
fˆ(x)gˆ(x)dx, f, g ∈ L2(Rn),
yielding the important special case ‖f‖2L2 = ‖fˆ‖2L2. The identity (41) shows that
orthogonality arises when the Fourier transforms fˆ and gˆ behave sufficiently differently
that their inner product is zero. A particularly nice case occurs when the supports of
fˆ and gˆ are disjoint sets of Rn, and then we see immediately from (41) that f and g
must be orthogonal. (3)
5.2. Littlewood-Paley theory and square functions
This observation leads to the basic principles underlying a useful technique called
Littlewood-Paley theory, dating back to [LP31, LP36], which decomposes a given func-
tion f by dissecting fˆ into pieces. Let us consider the case of a function f on R. For
each integer j let ∆j(ξ) denote the indicator function for the one-dimensional annulus
{2j ≤ |ξ| < 2j+1}, and define an operator Pj that acts on a function f by
(Pjf)(x) = (∆j(ξ)fˆ )ˇ (x);
this modifies f by “projecting” (or “restricting”) fˆ onto the chosen annulus. In par-
ticular, if f ∈ L2(R) then we note that the functions fj = Pjf have disjoint Fourier
supports and hence are orthogonal functions, so that (39) holds. Here we note that
because of the compatibility of the L2 and ℓ2 norms, (39) can be re-written as
(42) ‖
∑
j∈I
fj‖L2 = (
∑
j∈I
‖fj‖2L2)1/2 = ‖(
∑
j
|fj|2)1/2‖L2 .
Thus, our argument above may be summarized by the identity
(43) ‖(
∑
j
|Pjf |2)1/2‖L2 = ‖f‖L2.
The principal insight of Littlewood-Paley theory is that a relationship analogous to (43)
still holds if the L2(R) norms are replaced by Lp(R) norms: for 1 < p <∞, there exist
constants Ap, Bp such that for every f ∈ Lp(R),
(44) Ap‖f‖Lp(R) ≤ ‖(
∑
j
|Pjf |2)1/2‖Lp(R) ≤ Bp‖f‖Lp(R).
A key advantage of this approach is that even if one is ultimately interested in a rather
general function f , the Littlewood-Paley decomposition allows one to focus piece by
3. Recall that the support of a function is the closure of the set upon which it takes nonzero values.
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piece on the special type of function fj = Pjf that has its Fourier transform “localized”
to a particular region (such as an annulus); we will gain some notion of why this is
advantageous in §7.5.
Importantly, in higher dimensions, something more subtle is required than the con-
struction above: on Rn with n ≥ 2, if a sharp cut-off function (such as an indica-
tor function) is used to to dissect fˆ into pieces supported on n-dimensional annuli
{2j ≤ |ξ| < 2j+1}, a celebrated result of C. Fefferman [Fef71] shows that an Lp rela-
tionship of the kind (44) fails to hold for any p 6= 2:
Theorem 5.1 (Ball Multiplier Theorem). — Define an operator T acting on f ∈
L2(Rn) ∩ Lp(Rn) by (Tf )ˆ (ξ) = 1B(ξ)fˆ(ξ), where 1B is the characteristic function of
a ball B. Then for every dimension n ≥ 2, the operator T is a bounded operator on
L2(Rn) and an unbounded operator on Lp(Rn) for every p 6= 2.
This provided an unexpected answer to a long-standing question on the convergence
of truncated Fourier integrals (see e.g. [Tao01, p. 298]); as we will later see, the methods
Fefferman used are intertwined with several phenomena closely related to decoupling.
This also brings us to the notion of almost orthogonality. In the context of annuli
in Rn, if instead of a sharp cut-off one uses an appropriate choice of a C∞ bump
function ∆j that is only essentially concentrated on the annulus {2j ≤ |ξ| < 2j+1} and
decays rapidly outside of it, then even though the analogous functions fj = Pjf do not
strictly speaking have Fourier transforms with disjoint supports, they are sufficiently
dissociated that the fj are said to be almost orthogonal, and one can again prove a
relation of the form (44) for 1 < p < ∞ (see e.g. [Gra14, Ch. 6]). All told, there is a
vast array of Littlewood-Paley methods, which are key tools in the theory of singular
integral operators, maximal operators, and multiplier operators; for an overview see for
example [Ste70, Ch. IV], [Duo01, Ch. 8]. (4)
For our purposes, Littlewood-Paley theory also introduces a relevant object called a
square function: given a collection of operators Tj and an appropriate function f , the
square function is the operator
f 7→ (
∑
j
|Tjf |2)1/2
and a fundamental question is whether this operator is bounded on certain Lp spaces.
As in (42), the case p = 2 is special, since
‖(
∑
j
|Tjf |2)1/2‖L2 = (
ˆ ∑
j
|Tjf(x)|2dx)1/2 = (
∑
j
‖Tjf‖2L2)1/2.
4. The subtlety of constructing truncations on the Fourier side is revealed by the fact that in some
situations, sharp cut-offs do work well, such as: in R1 dissecting fˆ according to arbitrary disjoint
intervals [RdF85], in R2 dissecting fˆ according to disjoint sectors in the plane [NSW78]; in Rn for any
n, dissecting fˆ according to disjoint dyadic boxes, with sides parallel to the axes [Ste70, Ch IV§5]. In
each of these cases the L2 result (43) holds immediately by orthogonality, and the analogue to (44) is
the key result.
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For other Lp spaces, one may aim to prove a Littlewood-Paley inequality analogous
to the right-hand inequality in (44). The left-hand estimate in (44) is called a reverse
Littlewood-Paley inequality or a square function estimate, which we can state with
fj = Tjf as the claim:
(45) ‖
∑
j
fj‖Lp ≤ A‖(
∑
j
|fj|2)1/2‖Lp.
Square functions appear in many guises throughout harmonic analysis, and in particular
play a fundamental role in methods applying Littlewood-Paley theory or related ideas.
(For a historical overview, see [Ste82]; the reader in search of a particularly transparent
example of the power of a square function may read the proof of the L2 boundedness
of the maximal function on the parabola, [Ste93, Ch. XI §1.2].)
5.3. A first notion of ℓ2 decoupling
For the moment, we will say (somewhat informally) that a collection of functions
{fj}j∈I in Lp satisfies an ℓ2 decoupling inequality for Lp if
(46) ‖
∑
j∈I
fj‖Lp ≪p,ε |I|ε(
∑
j∈I
‖fj‖2Lp)1/2,
for every ε > 0, with an implied constant independent of I and the functions fj. The
terminology specifies ℓ2 because of the appearance of the discrete ℓ2 norm ‖{aj}‖ℓ2 =
(
∑
j |aj|2)1/2, and one could more generally study ℓr decoupling for 2 ≤ r < ∞. We
will formally state in §6 the ℓ2 decoupling inequality developed by Bourgain, Demeter
and Guth, but first we give some motivating examples.
We may compare (46) to our trivial statement (40), which applies to functions in any
Banach space, and which we now write more generally as
(47) ‖
∑
j∈I
fj‖Lp ≤ |I|1/2(
∑
j∈I
‖fj‖2Lp)1/2
for any collection fj ∈ Lp, and any 1 ≤ p ≤ ∞. We see then that an ℓ2 decoupling
inequality for Lp saves over (47) by nearly a factor |I|1/2; that is, it exhibits square-root
cancellation. We now examine four examples of ℓ2 decoupling, as popularized in talks
of Demeter and e.g. Tao [Tao15a].
5.3.1. Example 1: orthogonal and almost orthogonal functions. — Any collection of
orthogonal functions in L2 satisfies an ℓ2 decoupling inequality for L2 since they satisfy
the stronger identity (39), which we might think of as “perfect decoupling.” Recalling
that functions with disjoint Fourier supports are orthogonal, suppose we instead con-
sider a weaker condition, that a family {fj} is a collection of functions such that the
supports of the Fourier transforms {fˆj} have finite (or bounded) overlap: that is to
say, there exists a uniform constant C0 such that for any ξ, at most C0 of the functions
fˆj(ξ) are nonzero at ξ. Such a collection is almost orthogonal, and we may see immedi-
ately that an ℓ2 decoupling inequality for L2 still holds under this weaker assumption.
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Indeed, letting ωj denote the support of fˆj, by Plancherel’s theorem followed by the
Cauchy-Schwarz inequality,
‖
∑
j
fj‖L2 = ‖
∑
j
fˆj‖L2 ≤ ‖(
∑
j
|fˆj|2)1/2(
∑
j
|1ωj |2)1/2‖L2 .
The bounded overlap assumption implies the uniform bound
∑
j |1ωj(ξ)|2 ≤ C0 as a
function of ξ, so that
‖
∑
j
fj‖L2 ≤ C1/20 ‖(
∑
j
|fˆj|2)1/2‖L2 = C1/20 (
∑
j
‖fˆj‖2L2)1/2,
upon recalling the way that ℓ2 and L2 norms interact via the identity (42). Finally,
applying Plancherel again to each term shows that (46) holds for L2. This argument
has quite a bit of flexibility, and given a collection of N functions fj , we could have
allowed up to N ε to have overlapping Fourier support at any point, and still obtained
(46) for L2.
5.3.2. Example 2: comparison to the square function estimate. — A decoupling in-
equality in the form (46) is clearly much stronger than (47). How would it compare to
a square function estimate of the form (45), in which the roles of the Lp and ℓ2 norms
are reversed? In fact, for p > 2 the square function estimate is stronger, because we
can verify directly that for any collection of functions fj ,
‖(
∑
j
|fj |2)1/2‖Lp ≤ (
∑
j
‖fj‖2Lp)1/2.
To see this, we re-write this claim in the equivalent form
ˆ
∣∣∣∣∣
∑
j
|fj|2
∣∣∣∣∣
p/2


2/p
≤
∑
j
(ˆ ∣∣ |fj|2∣∣p/2
)2/p
.
This is an identity if p = 2, and holds for p > 2 by Minkowski’s inequality for Lq norms
with q = p/2 > 1, applied to the functions f˜j = |fj |2. In general, as we will see in further
examples, a square function estimate is extremely powerful. But given the current
intractability of certain square function estimates of great interest in harmonic analysis,
we are motivated to study weaker replacements, such as ℓ2 decoupling. (Indeed, Wolff
[Wol00] was motivated by a conjecture that would follow from an unproved square
function estimate, and he made progress by formulating a new ℓp decoupling question.)
5.3.3. Example 3: bi-orthogonality. — Consider for j ∈ {1, . . . , N} the function
fj(x) = e(j
2x). These functions satisfy an ℓ2 decoupling theorem in L4([0, 1]), namely,
(48) ‖
N∑
j=1
e(j2x)‖L4([0,1]) ≪ N ε(
N∑
j=1
‖e(j2x)‖2L4([0,1]))1/2.
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Here we clearly see the motivation for the terminology “decoupling:” on the left-hand
side, the function
∑N
j=1 e(j
2x) comprises many different frequencies, while on the right-
hand side, the frequencies have been separated, or decoupled, and each frequency e(j2x)
is considered independently.
To verify (48), after raising both sides to the 4th power and applying orthogonality
to compute the integral on the left, it is equivalent to show that
#{1 ≤ x1, . . . , x4 ≤ N : x21 + x22 = x23 + x24} ≪ N2+ε.
This is true, since after choosing any two variables freely, say x1, x2, yielding a fixed
value c for x21+ x
2
2, there are at most c
ε ≪ N2ε choices for x3, x4 such that x23 + x24 = c.
Moreover, a more general phenomenon is underfoot: we can regard the above L4 result
as an L2 bound for the functions fifj . For any bi-orthogonal collection of functions,
so that the products {fifj}i,j are pairwise orthogonal for (i, j) 6= (i′, j′), ℓ2 decoupling
holds for L4, since
‖
∑
j
fj‖4L4 = ‖(
∑
j
fj)
2‖2L2 = ‖
∑
i,j
fifj‖2L2 =
∑
i,j,i′,j′
ˆ
fifjfi′fj′ =
∑
i,j
ˆ
|fifj |2.
Applying Cauchy-Schwarz, we see that
‖
∑
j
fj‖4L4 ≤
∑
i,j
(
ˆ
|fi|4)1/2(
ˆ
|fj|4)1/2 = (
∑
j
‖fj‖2L4)2,
which, after taking 4-th roots, reveals ℓ2 decoupling for L4. As in Example 2, this
argument still proves decoupling under the weaker assumption that each product fifj
is orthogonal to all but O(N ε) of the other products. (Similarly, any family of tri-
orthogonal functions satisfies ℓ2 decoupling for L6, and so on.)
5.3.4. Example 4: lacunarity. — Consider for j ∈ {1, . . . , N} the function fj(x) =
aje(2
jx) with a coefficient aj ∈ C. These functions satisfy an ℓ2 decoupling theorem in
Lp([0, 1]) for 1 ≤ p <∞ (in fact an identity):
‖
N∑
j=1
aje(2
jx)‖Lp([0,1]) = (
N∑
j=1
‖aje(2jx)‖2Lp([0,1]))1/2.
Indeed, first assuming that p = 2k is an even integer, raising the claim to the p-th
power and using orthogonality, we see that the left-hand side becomes
(49)
∑
1≤j1,...,j2k≤N
aj1 · · · ajkajk+1 · · · aj2kδj
where δj = 1 if 2
j1 + · · · + 2jk = 2jk+1 + · · · + 2j2k and zero otherwise. By the unique-
ness of representations in base 2, this identity occurs precisely when {j1, . . . , jk} =
{jk+1, . . . , j2k} as sets, so that (49) is in fact (
∑
j |aj |2)k, and upon taking 2k-th roots,
this proves the identity for p = 2k. The general case follows by interpolation.
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5.3.5. Example 5: Vinogradov Mean Value Theorem. — From Examples 3 and 4 it is
likely already clear that the Main Conjecture for Js,k(N) may be framed as a decoupling
estimate for Lp([0, 1]k) at the critical exponent p = pk = 2sk = k(k + 1), putatively of
the form
(50)
‖
N∑
j=1
e(jx1+j
2x2+· · ·+jkxk)‖Lp([0,1]k) ≪ N ε(
N∑
j=1
‖e(jx1+j2x2+· · ·+jkxk)‖2Lp([0,1]k))1/2.
To make this patently familiar, we raise both sides to the p-th power and observe this
is equivalent to the claim
(51)
ˆ
(0,1]k
|
N∑
j=1
e(jx1 + j
2x2 + · · ·+ jkxk)|k(k+1)dx1 · · · dxk ≪ N εN
k(k+1)
2 ,
which would show the Main Conjecture in the critical case.
5.3.6. Limiting cases. — For p < 2, an ℓ2 decoupling inequality for Lp cannot in
general be expected to hold, even for a family for which ℓ2 decoupling for L2 holds. For
example, supposing that {fj} are disjointly supported functions (and hence orthogonal
in L2), then
‖
∑
j∈I
fj‖Lp = (
ˆ
|
∑
j∈I
fj |pdx)1/p = (
ˆ ∑
j∈I
|fj|pdx)1/p = (
∑
j∈I
‖fj‖pLp)1/p.
Then if an ℓ2 decoupling inequality held for Lp for this family, it would assert that
(52) (
∑
j∈I
‖fj‖pLp)1/p ≪ε |I|ε(
∑
j∈I
‖fj‖2Lp)1/2,
for every ε > 0, and such an inequality need not hold in general. (5) At the other
extreme, an ℓ2 decoupling inequality for Lp is also not expected to hold in general for
p = ∞. For example take fj(x) = ajℜ(e(jx)) for j ∈ {1, . . . , N}, aj ∈ R≥0. Then
these functions are orthogonal on L2([0, 1]) and all attain their maximum modulus at
the point x = 0. As a result, ‖∑j fj‖L∞ =∑j ‖fj‖L∞ , and then ℓ2 decoupling for L∞
would assert that ∑
j∈I
‖fj‖L∞ ≪ε |I|ε(
∑
j∈I
‖fj‖2L∞)1/2,
for every ε > 0, which need not hold in general. Thus in any setting of interest, one
aims to prove an ℓ2 decoupling inequality for Lp for some range 2 ≤ p ≤ p0, where the
critical exponent p0 depends on the setting.
5. This is reflective of the behavior of discrete ℓp spaces, namely ℓp ( ℓq if 0 < p < q ≤ ∞.
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5.4. Extension and restriction operators
So far we have considered examples of decoupling only in the setting of finite expo-
nential sums. To introduce decoupling inequalities in the form considered in the work
of Bourgain, Demeter and Guth, we require one more motivating principle, that of
restriction problems, and the corresponding restriction and extension operators, which
are intricately related to properties of Fourier transforms.
The Fourier transform operator is in many ways ideally suited to working with func-
tions in L2(Rn), as it is a (surjective) unitary operator on this Hilbert space. But there
is a way in which an inconvenience arises, due to the general principle that a “function”
f in an Lp space is actually an equivalence class of functions, so that f may take com-
pletely arbitrary values on any set of measure zero. Consider instead that for a given
function f ∈ L1(Rn), its Fourier transform
fˆ(ξ) =
ˆ
Rn
f(x)e−2πix·ξdx
is in fact a bounded, continuous function, which moreover (by the Riemann-Lebesgue
lemma) vanishes at infinity (see e.g. [SW71]). In this way, L1 is more convenient than
L2, since given an arbitrary function f ∈ L2(Rn), its Fourier transform fˆ can be any L2
function, so that there is in general no meaningful way to consider the values of fˆ on
any set of measure zero. More generally, in intermediate spaces between L1 and L2, the
Hausdorff-Young inequality states that if f ∈ Lp(Rn) with 1 ≤ p ≤ 2 then fˆ ∈ Lp′(Rn)
with conjugate exponent p′ defined by 1/p + 1/p′ = 1, so that a priori we may only
think of fˆ as being defined almost everywhere, that is, on sets of positive measure.
A remarkable insight of Stein in the 1970’s is that if within Rn (n ≥ 2) one consid-
ers not an arbitrary set of measure zero, but a smooth submanifold S of appropriate
curvature, then there is an exponent p0 (depending on S) so that for every function
f ∈ Lp(Rn) with 1 ≤ p < p0, the Fourier transform fˆ can be meaningfully restricted to
S. With this, Stein [Ste79] initiated a new field, that of restriction estimates.
To be more precise, following the notation of [Ste93, Ch. VIII §4], letting dσ be the
induced Lebesgue measure on a compact smooth submanifold S ⊂ Rn, we say that
(Lp, Lq) restriction holds for S if
(53) ‖ fˆ
∣∣∣
S
‖Lq(S,dσ) = (
ˆ
S
|fˆ(ξ)|qdσ(ξ))1/q ≤ Ap,q(S)‖f‖Lp(Rn)
holds for every Schwartz function f on Rn. (6) Once the inequality (53) is obtained for
Schwartz functions, one then uses the fact that they are dense in Lp to see that for any
6. We recall the Schwartz functions S(Rn) are functions that are infinitely differentiable and have
rapid decay, that is, the functions (along with all of their derivatives) decay as rapidly as O((1+|x|)−M )
for every M ≥ 1, as |x| → ∞. These very nicely behaved functions are particularly useful because the
space S(Rn) is dense in Lp(Rn) for 1 ≤ p <∞ and is acted upon by the Fourier transform as a linear
isomorphism.
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f ∈ Lp(Rn), fˆ
∣∣∣
S
is well-defined as an Lq(S, dσ) function; that is to say, in particular,
that fˆ is defined (almost everywhere, with respect to dσ) on S.
For which surfaces S, and which exponents p and q does such an inequality (53)
hold? Our previous observations (Fourier transforms of L1 functions are extremely nice
on measure zero sets; Fourier transforms of L2 functions are not) show that (L1, Lq)
restriction holds trivially for all 1 ≤ q ≤ ∞, while (L2, Lq) restriction fails for all
1 ≤ q ≤ ∞. The general expectation is that as long as S has sufficient curvature, and
1 ≤ p < 2 is sufficiently close to 1, then an inequality of the form (53) should hold
for an appropriate range of q depending on p and S. (The curvature of S is critical,
as it ensures that S is not contained in any hyperplane; there exist functions f which
belong to an Lp space but have Fourier transform unbounded along a hyperplane, see
e.g. [Tao04].) Many questions of this type remain mysterious still today, in particular
relating to how far p can be pushed above 1 and still obey an (Lp, Lq) restriction result.
There is an adjoint form of the restriction problem, the extension problem, which we
will use to state decoupling theorems. Above we defined the restriction operator RS
acting on f (initially a Schwartz function on Rn) by
RSf(ξ) =
ˆ
Rn
f(x)e−2πix·ξdx,
for ξ ∈ S, so that RSf = fˆ
∣∣∣
S
. We now define an adjoint extension operator ES acting
on an integrable function g on S by
(54) ESg(x) =
ˆ
S
g(ξ)e2πix·ξdσ(ξ);
we see this is the inverse Fourier transform (gdσ)ˇ (x) along S. The dual inequality to
(53) is then a putative extension estimate
(55) ‖ESg‖Lp′(Rn) ≤ Ap,q(S)‖g‖Lq′(S,dσ),
where 1/p + 1/p′ = 1 and 1/q + 1/q′ = 1. The sense in which (53) and (55) are dual
arises from the Plancherel identity,ˆ
Rn
(gdσ)ˇ (x)f(x)dx =
ˆ
S
g(ξ)fˆ(ξ)dσ(ξ).
As a result, proving the restriction inequality (53) for (Lp, Lq) is equivalent to proving
the extension inequality (55) for (Lq
′
, Lp
′
). The main conjecture in this area, called
the restriction conjecture, may be therefore be framed in terms of either operator; in
preparation for decoupling estimates, we use the adjoint extension form here:
Conjecture 5.2 (Restriction conjecture, adjoint form). — Let S be a compact C2
hypersurface in Rn with nonvanishing Gaussian curvature at every point and surface
measure dσ. Then for p′ > 2n
n−1
and q ≤ p′(n−1
n+1
),
‖(gdσ)ˇ ‖Lp′ (Rn) ≤ Ap,q(S)‖g‖Lq′(S,dσ)
holds for all g ∈ Lq′(S, dσ).
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This applies, for example, to a compact piece of the paraboloid {(ξ, |ξ|2) : ξ ∈
[−1, 1]n−1}, or a small portion of the unit sphere Sn−1. This conjecture highlights the
quantity 2n
n−1
, which we will call the restriction exponent. Conjecture 5.2 is known in
full for the case n = 2; see [Fef70] and also [Zyg74], or [Ste93, Ch. IX §5.1 and p.
432] for a full exposition. For the moment, for n ≥ 3 we will only mention the early
breakthrough work of Tomas [Tom75] and Stein (see e.g. [Ste93, Ch. IX §2.1] for a
more general statement):
Theorem 5.3 (Tomas-Stein Restriction Theorem). — Let S be a compact C2 hyper-
surface in Rn with nonvanishing Gaussian curvature at every point and surface measure
dσ. Then for p′ ≥ 2(n+1)
n−1
and every g ∈ L2(S, dσ),
‖(gdσ)ˇ ‖Lp′(Rn) ≤ A‖g‖L2(S,dσ).
The value 2(n+1)
n−1
is called the Tomas-Stein exponent, and we note that it is larger
than the conjectured restriction exponent in Conjecture 5.2.
Restriction estimates are an active field of current interest within harmonic analysis;
for an evolving story of progress in dimensions n ≥ 3 see e.g. [Tao04, Figure 1]. (7)
See e.g. [Tao04], [Ste93] for further considerations, such as restriction to the cone
or submanifolds of lower dimensions, examples leading to necessary conditions, and
connections to other areas such as PDE’s. Our motivation for introducing restriction
estimates is to set the stage for the decoupling inequalities we will turn to now.
6. DECOUPLING FOR THE MOMENT CURVE AND HOW IT
PROVES VINOGRADOV
6.1. Statement of sharp ℓ2 decoupling for the moment curve
We are ready to state the decoupling inequality that implies the Main Conjecture in
the Vinogradov Mean Value Method: ℓ2 decoupling for Ln(n+1) for the moment curve
in Rn. For n ≥ 2 and any interval J ⊆ [0, 1], define
ΓJ = {(t, t2, t3, · · · , tn) : t ∈ J}.
Given an integrable function g : [0, 1]→ C and an interval J ⊆ [0, 1], define the operator
(56) EJg(x1, . . . , xn) =
ˆ
J
g(t)e(tx1 + t
2x2 + · · ·+ tnxn)dt.
We may recognize this now as the extension operator (gdσ)ˇ for the curve ΓJ ⊂ Rn.
7. Very recently a new world record was set for the (linear) restriction conjecture in the case of
truncated cones, using polynomial partitioning [OW17].
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Recalling the notion of an ℓ2 decoupling inequality from (46), we will study the
decoupling of E[0,1]g into pieces EJg as J ranges over a partition of [0, 1] into sub-
intervals of length δ, for small δ > 0. We will denote a sum over such a partition by∑
J⊂[0,1]
|J|=δ
. (8)
For technical reasons, we will measure the Lp norm of any function f : Rn → C
according to a positive weight function v : Rn → R>0, via the weighted norm
(57) ‖f‖Lp(v) = (
ˆ
Rn
|f(x)|pv(x)dx)1/p.
In particular, we will apply this with weights of the following form: for a ball B in Rn
centered at a point x0 and with radius R, we define the weight
(58) wB(x) =
1
(1 + |x−x0|
R
)E
,
where E is a sufficiently large positive integer (say E ≥ 100n). (9)
The landmark result of Bourgain, Demeter and Guth [BDG16b] is:
Theorem 6.1 (sharp ℓ2 decoupling for the moment curve)
Let n ≥ 2. For every ε > 0 there exists a constant Cε = C(ε, n) such that for every
0 < δ ≤ 1, for each ball B ⊂ Rn with radius δ−n, and for every integrable function
g : [0, 1]→ C,
(59) ‖E[0,1]g‖Ln(n+1)(wB) ≤ Cεδ−ε(
∑
J⊂[0,1]
|J|=δ
‖EJg‖2Ln(n+1)(wB))1/2.
Importantly, the constant Cε is independent of δ, the ball B, and the function g. To
establish terminology, we think of this as the claim that we can decouple in Ln(n+1)(Rn)
down to the scale δ (on the Fourier side), by detecting cancellation on balls of radius
δ−n (on the spatial side). There is a tension here between the scale down to which we
can decouple, and the size of the ball detected by the weight wB: the larger the ball, the
easier it is to detect cancellation on the spatial side. (One may deduce as a corollary
to Theorem 6.1 that the result continues to hold with B replaced by any ball of radius
larger than δ−n; see Corollary 6.3.) The relationship evident in Theorem 6.1, which
also plays a role throughout the proof, is that generally speaking, the smaller the scale
to which we wish to decouple, the larger the ball must be.
8. We will always assume this is well-defined, e.g. when δ−1 is an integer, in which case J ranges
over the partition [jδ, (j + 1)δ] with 0 ≤ j ≤ δ−1 − 1.
9. We think of this weight as a smoother version of the indicator function 1B . The exponent E is
simply chosen large enough that we may apply e.g. Ho¨lder’s inequality as many times as the argument
requires, and still yield a weight, which we will also call wB, that is tailored to the ball B and decays
sufficiently to be integrable in Rn. The rigorous argument to prove decoupling theorems must in
fact pass via an inductive hypothesis that assumes every intervening proposition is known relative to
weights wB,E defined as in (58), for every E ≥ 100n. While this is important for the rigorous induction,
it would affect our discussion below mainly in terms of notation, and we simply continue to write wB
in each instance, without specifying the large value E.
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6.1.1. Special cases. — Incidentally, we could have stated Theorem 6.1 to include
dimension n = 1. In dimension n = 1 (in contrast to n ≥ 2), the result may be
proved very simply—in this case it is a claim about ℓ2 decoupling for L2(R), claiming
decoupling down to the scale δ by detecting cancellation on balls of radius δ−1, that
is, of radius equal to the inverse of the decoupling scale. Importantly, we will see
(Proposition 8.2) that this strong ℓ2 decoupling result for L2, which decouples down to
scale δ relative to balls of radius δ−1 (as opposed to δ−n) holds not only on R but on
Rn for all n ≥ 1; this depends on the special relationship between ℓ2 and L2, and uses
almost orthogonality.
Note also that the case of Theorem 6.1 with n = 2 is special, since then the moment
curve {(t, t2)} is the 1-dimensional parabola in R2. In this case the result of Theorem
6.1 was already known due to sharp ℓ2 decoupling inequalities proved by Bourgain and
Demeter for paraboloids {(t, |t|2)} in Rn for all n ≥ 2 [BD15c]. The new achievement
of [BDG16b] is proving Theorem 6.1 for n ≥ 3.
6.1.2. Previous results. — While we will focus here nearly exclusively on the paper
[BDG16b] of Bourgain, Demeter and Guth, the sequence of breakthroughs on decou-
pling which led to this fantastic result originated in earlier work of Bourgain [Bou13],
followed by the Bourgain-Demeter proof of the ℓ2 decoupling conjecture for paraboloids
in [BD15c], and continuing with many other works (to which we briefly return in §6.5).
In particular, we note that [BDG16b] builds on an earlier approach of [BD14a, Thm.
1.4] which proved ℓ2 decoupling for Lp(Rn) for nondegenerate curves in Rn, n ≥ 2 in
a more limited range 2 ≤ p ≤ 4n − 1 instead of up to the best possible critical expo-
nent pn = n(n + 1) (see §6.4). This consequently proved only weak results toward the
Main Conjecture in the setting of the Vinogradov Mean Value Method, but certainly
demonstrated the applicability of the decoupling method to this arithmetic question.
6.2. From decoupling to discrete decoupling
Before we discuss the proof of Theorem 6.1, we show how it implies Theorem 1.3,
proving the Main Conjecture in the Vinogradov Mean Value Method for the remaining
cases of degree at least 4. The first step is to pass from Theorem 6.1 to a discrete
version, following [BDG16b, Thm. 4.1]:
Theorem 6.2 (discrete ℓ2 decoupling for the moment curve)
Let n ≥ 2 and p ≥ 2 be fixed. For every ε > 0 there exists a constant Cε = C(ε, n, p)
such that the following holds: for every N ≥ 1, and for each choice of a fixed set of
points {t1, . . . , tN} with ti ∈ ( i−1N , iN ], for each ball BR of radius R ≥ Nn in Rn, and
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every set of coefficients {ai}1≤i≤N with ai ∈ C,
(
1
|BR|
ˆ
Rn
|
N∑
i=1
aie(tix1 + t
2
ix2 + · · ·+ tni xn)|pwBR(x)dx1 · · ·dxn)1/p
≤ CεN ε{1 +N
1
2
(1−n(n+1)
p
)}(
N∑
i=1
|ai|2)1/2.
Note that the constant Cε is independent of N,R, the points ti, and the coefficients
ai. It is an important feature of this theorem that although it concerns exponential
sums, no (arithmetic) properties are assumed of the frequencies ti, except that they
fall into distinct intervals ((i − 1)/N, i/N ], that is, are 1/N -separated, and so cannot
cluster together.
To prove Theorem 6.2, it suffices to prove the inequality in the critical case pn = n(n+
1), in which case the right-hand side of the decoupling inequality is 2CεN
ε(
∑
i |ai|2)1/2.
(The sufficiency follows from an argument entirely analogous to §3.2; note that for
reasons of tradition, the critical index in the arithmetic setting is sn =
1
2
n(n+1) while
the critical exponent in the real-variable setting is considered to be pn = 2sn = n(n+1),
but the meaning is analogous.)
Next, we use the following immediate consequence of Theorem 6.1, which extends a
decoupling inequality known for balls of a fixed radius to balls of all larger radii (e.g.
the proof of [BDG16b, Thm. 4.1]):
Corollary 6.3. — The conclusion of Theorem 6.1 holds for any ball of radius R ≫
δ−n with an implied constant independent of R.
Arguing formally, we may apply Corollary 6.3 to the function g : [0, 1] → C chosen
to be the finite linear combination
∑N
i=1 aiδt=ti of Dirac delta functions, in which case
E[0,1]g(x1, . . . , xn) =
N∑
i=1
aie(tix1 + · · ·+ tni xn).
On the other hand, for each interval J = ( i−1
N
, i
N
] ⊂ [0, 1],
EJg(x1, . . . , xn) = aie(tix1 + · · ·+ tni xn)
for the unique ti ∈ J , so that for p = n(n + 1),
(60) ‖EJg‖Lp(wBR ) = (
ˆ
Rn
|ai|pwBR(x)dx)1/p ≪p |BR|1/p|ai|.
Thus applying Corollary 6.3 with the ball BR, we may deduce that
(
1
|BR|
ˆ
Rn
|
N∑
i=1
aie(tix1+ t
2
ix2+ · · ·+ tni xn)|pwBR(x)dx1 · · · dxn)1/p ≤ CεN ε(
∑
i
|ai|2)1/2,
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for some appropriate Cε, as claimed. More rigorously, in place of delta functions one
may apply Corollary 6.3 to the integrable function
gµ(t) =
N∑
i=1
aiKµ(ti − t),
where the family {Kµ}µ>0 is a so-called approximation to the identity (e.g. Kµ(t) =
1
2µ
1(−µ,µ)(t) or a smooth approximation of this). Then the above result continues to
hold via an appropriate limiting argument, as µ→ 0.
6.3. From discrete decoupling to Vinogradov
We now focus on how to deduce Theorem 1.3 from the discrete decoupling inequality,
thus proving the Main Conjecture in Vinogradov’s Mean Value Method. In fact, while
Theorem 1.3 considers the classical scenario of counting integral solutions (x1, . . . , x2s)
to the Vinogradov system (3), we may now extend our consideration to counting solu-
tions (z1, . . . , z2s) that take values in a fixed collection of real numbers that are instead
merely 1-separated, that is, a fixed collection of real numbers M = {ξi}i≥1 such that
for every i ≥ 1, i − 1 < ξi ≤ i. With respect to such a set, we denote by Js,k,M(N)
the number of solutions (z1, . . . , z2s) to the inequalities (analogous to the Vinogradov
system)
(61) |xj1 + · · ·+ xjs − (xjs+1 + · · ·+ xj2s)| ≤
1
2
1
Nk−j
, 1 ≤ j ≤ k,
with all the zi ∈M∩ (0, N ]. (Note that by construction M∩ (0, N ] contains precisely
N points, for N ≥ 1.)
Theorem 6.4 (Vinogradov Mean Value Theorem, generalized version)
For all integers s, k ≥ 1 and every fixed collection M of 1-separated real numbers as
above,
Js,k,M(N)≪s,k,ε N ε{N s +N2s− 12k(k+1)},
for every N ≥ 1, and all ε > 0, with an implied constant independent of the set M.
Theorem 1.3 follows immediately from this more general version: if M is the set of
positive integers, for each N ≥ 1 the inequalities (61) specify that the left-hand side is
an integer with absolute value < 1, in which case it must be the integer zero.
By the argument in §3.2 it suffices, for each k ≥ 1, to prove Theorem 6.4 in the
critical case s = sk =
1
2
k(k + 1). We first note that the case k = 1 may be proved
trivially, since it is counting solutions to |x1 − x2| ≤ 12 with x1, x2 ∈ M∩ (0, N ]; given
x1 ∈M, there are at most 2 choices of x2 ∈M that satisfy this inequality, from which
we deduce that J1,1,M(N) ≪ N , as desired. Thus we restrict our attention to k ≥ 2,
and the moment curve (t, t2, . . . , tk) ⊂ Rk.
The first step is to replace the generic weight function wB appearing in Theorem 6.2
by an advantageously chosen weight. We fix a Schwartz class function φ : Rk → [0,∞)
that satisfies φ(x) > 0 for all x ∈ Rk and also has positive Fourier transform φˆ(ξ) > 0
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for all ξ ∈ Rk, with the further requirement that φˆ(ξ) ≥ 1 for |ξ| ≤ 1. (That such
a function exists may be observed by recalling that the Gaussian e−π|x|
2
has Fourier
transform e−π|ξ|
2
, so that appropriate scalings of these functions provide options for
φ.) We now rescale φ by defining for any M > 0, φM(x) = φ(x/M); we note for later
reference that by the standard rules for rescaling Fourier transforms,
(62) (φM )ˆ (x) = M
kφˆ(Mx).
Because any Schwartz function φ has rapid decay, given N ≥ 1, there exists a ball BR
of radius Nk ≪ R≪ Nk such that φNk(x) is majorized by wBR, so that we may apply
Theorem 6.2, with n = k, p = 2s = 2sk and all the coefficients ai = 1 to conclude that
for any choice of points ti ∈ ( i−1N , iN ],
(63) N−k
2
ˆ
Rk
|
N∑
i=1
e(tix1 + t
2
ix2 + · · ·+ tki xk)|2sφNk(x)dx1 · · · dxk ≪k,ε N s+ε.
In particular, we may choose ti = ξi/N , where ξi ∈ M, in which case we see that by a
change of variables,
N−k
2
ˆ
Rk
|
N∑
i=1
e((
ξi
N
)x1 + (
ξi
N
)2x2 + · · ·+ ( ξi
N
)kxk)|2sφNk(x1, . . . , xk)dx1 · · · dxk
= N
1
2
k(k+1)−k2
ˆ
Rk
|
N∑
i=1
e(ξix1 + ξ
2
i x2 + · · ·+ ξki xk)|2sφNk(Nx1, . . . , Nkxk)dx1 · · · dxk.
Here it is convenient to note that
φNk(Nx1, N
2x2, . . . , N
kxk) = φ(
x1
Nk−1
,
x2
Nk−2
, . . . , xk).
Now we expand the 2s-moment to see that the integral expression above is precisely
(64)
N
1
2
k(k+1)−k2
∑
ξ=(ξ1,...,ξ2s)
ξi∈M∩(0,N]
ˆ
Rk
e(θ1(ξ)x1+θ2(ξ)x2+ · · ·+θk(ξ)xk)φ( x1
Nk−1
, . . . , xk)dx1 · · · dxk,
where for each 1 ≤ j ≤ k we use θj(ξ) to denote
θj(ξ) = ξ
j
1 + · · ·+ ξjs − (ξjs+1 + · · ·+ ξj2s).
Observe that for each fixed ξ, the integral in (64) is the Fourier transform of the function
φ( x1
Nk−1
, . . . , xk), evaluated at the point (θ1(ξ), . . . , θk(ξ)). According to the standard
rescaling rule for Fourier transforms (a generalization of (62)),
φ(
·
Nk−1
,
·
Nk−2
, . . . ,
·
1
)ˆ (η1, . . . , ηk) = N
k−1 · · ·Nk−2 · · · 1 · φˆ(Nk−1η1, Nk−2η2, . . . , ηk).
We may re-write the leading factor as Nk
2− 1
2
k(k+1) and plug this identity for the Fourier
transform into (64), to see that the full expression in (64) becomes
(65)
∑
ξ=(ξ1,...,ξ2s)
ξi∈M∩(0,N]
φˆ(Nk−1θ1(ξ), N
k−2θ2(ξ), . . . , θk(ξ)).
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Now we use the critical aspect of our choice for φ: recall that φˆ is always positive, and
moreover that φˆ(η1, . . . , ηk) ≥ 1 for |η| ≤ 1 (and hence certainly for η with |ηj| ≤ 1/2
for each 1 ≤ j ≤ k). Thus in particular, every term in (65) is positive, and we may
bound the sum in (65) from below by the number of tuples ξ = (ξ1, . . . , ξ2s) of points
in M∩ (0, N ] such that
Nk−j|θj(ξ)| ≤ 1/2 for each 1 ≤ j ≤ k.
This is equivalent to specifying that ξ is a solution to the system of inequalities (61).
We combine this observation with the key decoupling inequality (63) to conclude that
Js,k,M(N) ≤
∑
ξ=(ξ1,...,ξ2s)
ξi∈M∩(0,N]
φˆ(Nk−1θ1(ξ), N
k−2θ2(ξ), . . . , θk(ξ))≪k,ε N s+ε,
in the case s = sk. This proves Theorem 6.4 and hence the Main Conjecture in Vino-
gradov’s Mean Value Method.
We will shortly turn to the proof of decoupling for the moment curve, which will
occupy our focus for the remainder of the manuscript, but we pause to comment on the
critical exponent pn = n(n + 1) and to state in more generality the type of decoupling
theorem that can now be obtained in several important cases.
6.4. Limiting cases and critical exponents
We have already seen that in general we would not expect an ℓ2 decoupling result
for Lp to hold for p < 2. In the setting of Theorem 6.1 we can also observe, at
least heuristically, that the statement of the theorem is best possible (perhaps up to
the factor δ−ε) in the sense that we would not expect an ℓ2 decoupling result to hold
for Lp(Rn) if p > n(n + 1). This can be seen, roughly speaking, from an example
like the following (see Tao [Tao15a]): if an interval J has length δ ≤ 1, then the arc
ΓJ = {(t, t2, . . . , tn) : t ∈ J} fits inside a box of proportions δ × δ2 × · · · × δn. Suppose
we construct a particular function g as a sum
∑
J gJ of smooth bump functions with gJ
supported in J , where J runs over a dissection of [0, 1] with |J | = δ. Then computations
related to the uncertainty principle for Fourier transforms (see §7.5 for related notions)
imply that for each J , |EJg| = |EJgJ | is essentially constant ≈ δ on a “dual” box of
proportions δ−1×δ−2×· · ·×δ−n, and decays outside of the box; the dual box fits inside
a ball of radius δ−n, and has volume δ−n(n+1)/2. Thus heuristically for each such J ,
‖EJg‖Ln(n+1)(wB) = ‖EJgJ‖Ln(n+1)(wB) ≈ δ · (δ−n(n+1)/2)
1
n(n+1) ≈ δ1/2.
Summing over the O(δ−1) many intervals J , in this example the right-hand side in
Theorem 6.1 is comparable to δ−ε(
∑
J(δ
1/2)2)1/2 = O(δ−ε) for arbitrarily small ε > 0.
Regarding the left-hand side of Theorem 6.1, similar considerations indicate that E[0,1]g
is comparable to 1 on the unit ball centered at the origin in Rn, so that its Ln(n+1)(wB)
norm is≫ 1. Now putatively if we considered larger Lp norms, say p = n(n+1)+κ0 for
some fixed κ0 > 0, we would instead see a strictly positive power of δ on the right-hand
side of Theorem 6.1 (while the left-hand side stayed unchanged), so that as δ → 0 a
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decoupling inequality could not hold. From this example, we also gain the intuition
that we would not in general expect to be able to prove ℓ2 decoupling for the moment
curve down to the scale δ, at the critical exponent n(n + 1), if we used balls of radius
significantly smaller than δ−n: this is the smallest radius that can capture the full
proportions δ−1 × δ−2 × · · · × δ−n of the dual box. (10)
Now we recall from §2.1.2 Bourgain’s ℓ2 decoupling result for Lℓ(ℓ+1)(Rℓ) for the curve
Γℓ,k defined in (14), from which he deduced an improvement of Hua’s inequality and
G˜(k) in Waring’s problem. Here we note that for a fixed integer s ≥ 1, the 2s-moment
associated to Γℓ,k, namely
(66)
ˆ
(0,1]ℓ
|
∑
1≤x≤X
e(α1x+ α2x
2 + · · ·+ αℓ−1xℓ−1 + αℓxk)|2sdα
counts solutions 1 ≤ xi ≤ X to the system of ℓ equations
(67) xj1 + · · ·+ xjs = xjs+1 + · · ·+ xj2s, j = 1, 2, . . . , ℓ− 1, and k.
This system has at least ≫s Xs diagonal solutions, and on the other hand (roughly) a
contribution of size ≫ℓ X2s− 12 ℓ(ℓ−1)−k to (66) from α near the origin, say with |αj| ≤
1
8ℓ
X−j for 1 ≤ j ≤ ℓ − 1 and |αℓ| ≤ 18ℓX−k. Thus heuristically, we would expect
the critical index s for the counting problem associated to this system of Diophantine
equations to occur when these contributions are of equal order, namely s = sℓ,k =
1
2
ℓ(ℓ − 1) + k. This suggests that in the context of an ℓ2 decoupling result for Lp, the
largest p for which the decoupling result might be expected to hold would occur at
p = 2sℓ,k = ℓ(ℓ− 1)+ 2k. For example, for ℓ = k, this would be Lℓ(ℓ+1), and indeed Γℓ,k
is the moment curve and (67) is the Vinogradov system of degree k, so that Theorem
6.1 applies directly. The new cases are when 1 ≤ ℓ ≤ k − 1 and the curve Γℓ,k is not
affine invariant; in these cases Bourgain’s result of ℓ2 decoupling for Lℓ(ℓ+1) is for Lp
with p strictly smaller than the putative critical exponent ℓ(ℓ− 1) + 2k. Thus, in this
sense, the decoupling result currently known for Γℓ,k is quantitatively weaker than that
obtained for the affine invariant moment curve (even though it already has significant
arithmetic applications). (11)
10. There are however open questions about proving ℓ2 decoupling for Lp for p < n(n + 1), or ℓp
decoupling for Lp for certain p, for spatial balls of smaller radii.
11. This is related to open questions for curves that are not affine invariant, such as (t, t3) ⊂ R2.
Here, reasoning as above, we see the critical index for the system of equations associated to the 2s-
moment occurs at s = 4, so that the largest p for which one might hope to prove an ℓ2 decoupling
result for Lp is p = 2s = 8. Demeter (personal communication) notes that there is a counterexample
to ℓ2 decoupling for Lp for 6 < p ≤ 8 for this curve, and it is open what the best possible ℓr decoupling
results for Lp, for appropriate r, p, should be in this case. See also Wooley’s work [Woo15a], relevant
to p = 8, 9.
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6.5. Decoupling inequalities in other settings
We turn briefly to decoupling in a more general setting. LetM be a compact smooth
manifold in Rn with an associated measure σ on M. Suppose that M has been parti-
tioned (or covered with finite overlap) by “caps” τ of size δ (where “size” is measured
in a sense appropriate to M). Given an integrable function g : M→ C, for each cap
τ let gτ denote the restriction g1τ of g to τ . In particular, g =
∑
τ gτ . In this setting,
an ℓ2 decoupling result for Lp (in terms of extension operators onM) states that there
exists a critical index pc > 2 and some κ ≥ 2 (with both pc and κ depending on M)
such that
(68) ‖(gdσ)ˇ ‖Lp(B) ≪ε δ−ε(
∑
τ
‖(gτdσ)ˇ ‖2Lp(B))1/2
for each ball B ⊂ Rn with radius δ−κ and for each 2 ≤ p ≤ pc. Note that (68), without
the δ−ε loss, immediately holds for p = 2, since the functions gτ are (nearly) orthogonal.
6.5.1. Hypersurfaces with positive definite second fundamental form. — The setting
in which Bourgain and Demeter proved the first landmark sharp ℓ2 decoupling result
is that of a compact C2 hypersurface S ⊂ Rn with appropriate curvature, say S =
{(ξ, γ(ξ)) : ξ ∈ [0, 1]n−1} for a certain defining function γ : Rn−1 → R. For any cube
Q ⊂ [0, 1]n−1, define the operator acting on integrable functions g : [0, 1]n−1 → C by
EQg(x1, . . . , xn) =
ˆ
Q
g(ξ1, . . . , ξn−1)e(ξ1x1 + · · ·+ ξn−1xn−1 + γ(ξ)xn)dξ.
We recognize this as the extension operator mapping g to (gdσ)ˇ for the manifold S,
analogous to our general definition (54). To each cube B ⊆ Rn of center x0 and side-
length ℓ(B) = R, we associate the weight wB as defined in (58). We also recall the
weighted norm (57). (Furthermore, to make everything well-defined, we work with
dyadic cubes, i.e. with δ ∈ 2−2N we may partition [0, 1] into intervals of length δ1/2.)
The breakthrough result of Bourgain and Demeter [BD15c], building on [Bou13],
proves the following:
Theorem 6.5 (ℓ2 decoupling for hypersurfaces, extension form)
Let S be a compact C2 hypersurface in Rn with positive definite second fundamental
form. For 2 ≤ p ≤ 2(n+1)
n−1
, for every cube B ⊂ Rn of side-length ℓ(B) = δ−1, for every
integrable function g : [0, 1]n−1 → C,
‖E[0,1]n−1g‖Lp(wB) ≪p,n,ε δ−ε(
∑
Q⊂[0,1]n−1
ℓ(Q)=δ1/2
‖EQg‖2Lp(wB))1/2.
The strength of this result lies in the fact that it extends all the way up to p ≤
2(n+1)/(n−1), the Tomas-Stein exponent, while the initial progress in [Bou13] treated
p ≤ 2n/(n − 1), the restriction exponent. (12) Examples of appropriate S include a
12. An analogous square function estimate is only conjectured to hold for 2 ≤ p ≤ 2n/(n − 1),
although as mentioned in §5.3.2, a square function estimate would be stronger in that range.
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compact piece of a paraboloid in Rn,
(69) P n−1 = {(ξ, |ξ|2) : ξ ∈ [0, 1]n−1},
and the sphere Sn−1 ⊂ Rn. (13)
As a consequence of Theorem 6.5, Bourgain and Demeter [BD15c, Thm. 1.2] have
also deduced a sharp ℓ2 decoupling result for the truncated cone
Cn−1 = {(ξ1, . . . , ξn−1, (ξ21 + · · ·+ ξ2n−1)1/2), 1 ≤ (
∑
ξ2j )
1/2 ≤ 2} ⊂ Rn,
with a nice application in [PS07]. This is a return to the original setting of ℓp decoupling
in Wolff [Wol00]. Bourgain and Demeter [BD14a] have further proved sharp ℓp decou-
pling results (for certain p) for compact C2 hypersurfaces with nonvanishing Gaussian
curvature; since this includes hyperbolic paraboloids (such as {ξ1, ξ2, ξ3, ξ21 + ξ22 − ξ23} ⊂
R4), which contain lines, the result necessarily holds in a different range than Theo-
rem 6.5. See also for example [BD15b, DGS16, Guo17, BDG16a, BD16a, BD16b] for
decoupling results for other submanifolds in various ambient dimensions.
6.5.2. Discrete restriction phenomena and beyond. — We have already mentioned
variations on decoupling with number-theoretic consequences throughout §2; here we
mention a few more settings in which decoupling has opened new doors. Recall the
Tomas-Stein Theorem 5.3 on restriction for a C2 compact hypersurface S with nonva-
nishing Gaussian curvature. One can deduce the following discrete consequence from
the statement of Theorem 5.3 for each fixed p: for every 0 < δ ≤ 1, every δ1/2-separated
set Λ ⊂ S, and every sequence {aξ}ξ∈Λ of complex numbers,
(
1
|B|
ˆ
B
|
∑
ξ∈Λ
aξe(ξ · x)|pdx)1/p ≪p,n δ
n
2p
−n−1
4 (
∑
ξ∈Λ
|aξ|2)1/2,
for every ball B ⊂ Rn of radius δ−1/2. We may think of this as capturing cancellation
on the spatial scale reciprocal to the separation of the frequencies. With the new
decoupling Theorem 6.5 in hand, Bourgain and Demeter have improved this in [BD15c,
Thm. 2.2], saving an additional δ1/2p, by working with balls of larger radius δ−1:
Theorem 6.6. — Let S be a compact C2 hypersurface in Rn with positive definite
second fundamental form. Let Λ ⊂ S be a δ1/2-separated set, and let R ≫ δ−1. Then
for p ≥ 2(n+1)
n−1
, for every ball BR ⊂ Rn of radius R≫ δ−1 and for every ε > 0,
(70) (
1
|BR|
ˆ
BR
|
∑
ξ∈Λ
aξe(ξ · x)|p)1/p ≪p,n,ε δ
n+1
2p
−n−1
4
−ε(
∑
ξ∈Λ
|aξ|2)1/2.
13. Here, to be consistent with the presentation in this manuscript, we have stated Theorem 6.5 in
the form of [BD17, Thm. 1.1], while in the original paper [BD15c, Thm. 1.1] it is stated in terms
of a Schwartz function f on Rn whose Fourier transform is supported in a δ-neighborhood of the
hypersurface. For example, in the case of Pn−1, such a function f is decoupled in terms of a family
{fθ} constructed by dissecting fˆ according to small δ1/2 × · · · × δ1/2 × δ “slabs” θ that form a finitely
overlapping cover of the δ-neighborhood of Pn−1.
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As a result, Bourgain and Demeter deduce for example a sharp discrete restriction
estimate for integer lattice points on the paraboloid
P n−1(N) = {(ξ1, . . . , ξn−1, ξ21 + · · ·+ ξ2n−1) : ξi ∈ Z ∩ [−N,N ]},
of the form
‖
∑
ξ∈Pn−1(N)
aξe(ξ · x)‖Lp([0,1]n) ≪n,ε N ε(
∑
ξ∈Pn−1(N)
|aξ|2)1/2,
for p = 2(n+1)
n−1
, for all n ≥ 4. This completes the proof of a conjecture in a program
of discrete restriction phenomena, initiated in [Bou93]. See also work of Bourgain and
Demeter on discrete restriction on the sphere [BD13, BD15a] and [BD15c, Thm. 2.7].
Discrete restriction problems are an interesting bridge between Fourier analytic ques-
tions and Diophantine problems, and it is worth noting that Wooley [Woo17b] has also
successfully adapted the efficient congruencing method to the realm of discrete restric-
tion problems, even though they are not strictly translation-dilation invariant. Discrete
restriction problems also relate to Strichartz estimates for Schro¨dinger operators. In
the periodic setting, decoupling has contributed to Strichartz estimates for Schro¨dinger
operators on both classical and irrational tori [BD15c, Thm. 2.4], on irrational tori
[DGG17] for long time-intervals, and a bilinear Strichartz estimate on irrational tori
[FSWW16], via bilinear decoupling methods. The utility of decoupling also has been
extended to Schro¨dinger maximal estimates in non-periodic settings [DGL16].
A generalization of Theorem 6.6 in [BD15c, Thm. 2.16] allows one to consider, in
effect, not just δ1/2-separated points lying directly on a hypersurface S but instead
within a small neighborhood of S; this is in the vein of Diophantine questions on
error terms for the number of integer lattice points within a region such as a circle or
sphere. Other discrete applications of decoupling include improved results for certain
well-known problems in incidence geometry; see [BD15c, §2.4].
7. KAKEYA PHENOMENA
The methods used to prove ℓ2 decoupling rely on ideas initially developed to study
two critically important phenomena in harmonic analysis: restriction problems and
Kakeya problems. Both of these have multilinear formulations, and a fundamental
barrier in these fields is that the resolution of the multilinear conjectures does not fully
resolve the original conjectures, which are now termed the “linear” cases. This stands
in stark contrast to the setting of decoupling: a critical ingredient for success is that
multilinear ℓ2 decoupling implies linear ℓ2 decoupling in full. Moreover, the Kakeya
problem and its multilinear formulation, which we now introduce, play a role in the
proof of ℓ2 decoupling.
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7.1. Kakeya and Besicovitch sets
A pleasing question of Kakeya [Kak17, FK17] asks for the smallest measure of a set
in the plane, within which one can rotate a needle in any direction. Besicovitch [Bes28]
showed that such a set can have arbitrarily small measure. Independently of Kakeya,
Besicovitch had himself asked for a set in R2 which contains a unit line segment in
every direction (without the requirement that the needle can be rotated); he showed
[Bes19] that such a set can have zero measure, via a construction now called Perron
trees [Per28]. (There are other constructions as well; for example, a construction of
Kahane [Kah69] using the union of lines joining two copies of a Cantor set can be
shown using ideas of [PSS03] to have zero measure.)
More generally, for any n ≥ 2 a Besicovitch set is a compact set in Rn which contains
a unit line segment in every direction; the Besicovitch construction shows that for every
n ≥ 2 there is a Besicovitch set with zero measure. Thus the sets can be “small” in
some sense, but in fact they are simultaneously expected to be “large” in another sense,
that of dimension:
Conjecture 7.1 (Kakeya Conjecture for Hausdorff dimension of Besicovitch sets)
For every n ≥ 2, all Besicovitch sets in Rn have Hausdorff dimension n.
This conjecture is known to be true in dimension n = 2, by work of Davies [Dav71].
(It may be interpreted as trivially true for n = 1.) It remains open in all dimensions
n ≥ 3. Many people have contributed to progress on this conjecture: for example,
Wolff [Wol95] proved a landmark lower bound of (n+2)/2 for the Hausdorff dimension
for n ≥ 3; for large n Bourgain [Bou99] and then Katz and Tao [KT02a] made further
improvements. Currently in dimension n = 3 a new record lower bound of 5/2 + ε0 for
some small ε0 > 0 is due to Katz and Zahl [KZ17]. An analogous (weaker) conjecture is
also posed for Minkowski dimension; the record lower bounds for Minkowski dimension
are due to Katz,  Laba, Tao [K LT00,  LT01, KT02a]; see the surveys [KT02b,  Lab08].
As stated, this conjecture about Besicovitch sets might appear at first glance to be
an isolated curiosity: find the haystack in the needles. But Besicovitch sets have many
striking relationships to other areas. Two examples: first, recall that in studying the
Riemann zeta function one naturally encounters the task of bounding from above cer-
tain truncated Dirichlet series. Bourgain [Bou91b] (see also [Wol99]) has illustrated that
bounds conjectured by Montgomery [Mon71, p. 72-73] for these Dirichlet sums (in the
spirit of discrete restriction estimates) imply not only a result on the density of zeroes
of the Riemann zeta function, but also imply Conjecture 7.1. Second, recall Fefferman’s
Ball Multiplier Theorem 5.1 on truncations of Fourier transform integrals: Fefferman’s
proof of this (negative) result used a Besicovitch set construction, and is closely re-
lated to well-known conjectures on Bochner-Riesz means. This is in keeping with an
important philosophy that estimates for certain oscillatory integrals imply Kakeya-type
estimates (see [Fef73],[Car15] for an explication of such connections). Furthermore, al-
though we cannot do this justice here, Kakeya problems have significant connections to
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arithmetic combinatorics (see [ Lab08] for an introduction); there are important anal-
ogous Kakeya-type questions for sets containing circles, spheres, or lower-dimensional
discs; and there are discrete analogues (e.g. the joints problem) and a finite field ana-
logue (proposed in [MT04] and resolved by Dvir [Dvi09]). But our main interest is the
connection to restriction estimates and decoupling.
7.2. The Kakeya conjecture for δ-tubes
To see this connection, we must recast Conjecture 7.1 in terms of δ-tubes, that is,
cylinders in Rn of proportions δ × · · · × δ × 1, with volume ≈ δn−1. In fact, thinking
more quantitatively of Besicovitch sets in terms of collections of δ-tubes is very natural,
as the computation of the Hausdorff dimension of a set introduces a δ-thickening of
the set. Moreover, this quantification of the phenomenon is useful in applications (see
e.g. surveys [KT02b], [Tao01] and our later application in decoupling). (14) Following
the presentation of [BCT06], the relevant conjecture in terms of δ-tubes (which implies
Conjecture 7.1) is:
Conjecture 7.2 (Kakeya conjecture). — For each n
n−1
< q ≤ ∞ there exists a
constant Cq, such that for every set T of δ-tubes in Rn whose orientations form a
δ-separated set of points on Sn−1 ⊂ Rn,
‖
∑
T∈T
1T‖Lq(Rd) ≤ Cqδ
n−1
q (#T )1− 1q(n−1) ,
where #T denotes the cardinality of T .
Roughly speaking, we can interpret this conjecture as follows: if many of the tubes
T ∈ T simultaneously overlapped over a large region, then ∑T∈T 1T would be large
(up to a maximum #T ) over a large region. The largest the left-hand side could be is
≈ δ n−1q #T , which would occur if all the tubes overlapped on a set of maximal volume
δn−1. Since the conjectured inequality says the left-hand side cannot get this large,
then tubes that point in different directions must not overlap very much, so that we
can intuitively expect the volume of their union (and hence its dimension) to be large.
The inequality in Conjecture 7.2 is trivially true for q = ∞ with Cq = 1. The
analogous bound is known to be false at the endpoint q = n/(n− 1) by Besicovitch set
constructions (see e.g. [BCT06]), but at the endpoint q = n/(n − 1), the conjecture
can be modified to include δ−ε on the right-hand side (or more precisely, a logarithmic
factor). The conjecture is known to be true for n = 2 by Co´rdoba [C7´7].
To see at least intuitively why there is a close connection between restriction phe-
nomena and Kakeya phenomena, consider the truncated paraboloid S = {(x, |x|2) : x ∈
14. Although we do not use this formulation here, modern progress toward Conjecture 7.1 (e.g. as
early as [Bou91a, Wol95]) focuses on maximal functions taking maximal averages of a function over
a collection of δ-tubes; proving that an appropriate maximal function is bounded from Lp(Rn) to an
appropriate Lq(Rn) implies that the Hausdorff dimension in Rn is at least p, see e.g. [Wol03, Ch. 10].
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[−1, 1]n−1} ⊂ Rn. It is possible to construct, for any small 0 < δ < 1, a finitely overlap-
ping cover of S by “slabs” of proportions approximately δ × · · · × δ × δ2 with normals
separated by approximately δ. Due to the uncertainty principle of Fourier transforms
(which we’ll return to in §7.5), a smooth bump function supported in one of these slabs
would have its Fourier transform essentially concentrated (and essentially constant) on
a dual slab, with proportions δ−1×· · ·×δ−1×δ−2 (looking more like a tube than a slab);
since these all point in different directions, it then seems natural that one encounters
Kakeya phenomena.
In fact, it is known that the Restriction Conjecture 5.2 implies the Kakeya Conjecture
7.2. This is stated in Bourgain [Bou91a, Eqn. (0.6)], building on Fefferman’s work on
the ball multiplier theorem and [BCSS89]; for a nice exposition see [Wol03, Prop. 10.5].
In the other direction, it is thought that the Restriction Conjecture will not follow
directly from the Kakeya Conjecture alone. Roughly speaking, the Kakeya Conjecture
is a statement about non-negative functions, so the source for the inequality does not
come from cancellation between oscillating components, while the likely more subtle
Restriction Conjecture is built from objects that are oscillatory by definition. (15)
7.3. Multilinear phenomena: restriction and Kakeya
We arrive at an important new setting: bilinear, and more generally, multilinear
analogues of the restriction and Kakeya problems. (Conjectures 5.2 and 7.2 will now
be considered the “linear” cases.) Following [Tao04, §6], we will describe the spirit of
the bilinear approach to proving the (linear) Restriction Conjecture 5.2. Suppose we
try to bound the Lp
′
norm of (gdσ)ˇ for a function g on S when p′ = 4. By Plancherel,
(71) ‖(gdσ)ˇ ‖4L4(Rn) = ‖(gdσ)ˇ (gdσ)ˇ ‖2L2(Rn) = ‖(gdσ) ∗ (gdσ)‖2L2(Rn).
Now as a convolution of two measures supported on S, this becomes a problem of ge-
ometry rather than Fourier analysis, and is in some cases more amenable. (It is not
an accident that this resembles the reasoning of Example 3 in §5.3.3.) More generally,
one can replay this argument for p′ being any even integer, and reduce to Lp
′/2 esti-
mates for p′/2-fold convolutions of measures. The real strength of this approach comes
from considering, instead of just one function g and one compact region S, a bilinear
restriction estimate of the form
(72) ‖(g1dσ1)ˇ (g2dσ2)ˇ ‖Lp′/2(Rn) ≤ Cp,q,S1,S2‖g1‖Lq′(S1,dσ1)‖g2‖Lq′(S2,dσ2)
for functions gi (i = 1, 2) supported on a smooth compact hypersurface Si with surface
measure dσi. To obtain a bound of the form (72), one assumes that S1 and S2 are ap-
propriately transverse, in the sense that the set of unit normals to S1 lies in some subset
of Sn−1 that is sufficiently separated from the set of unit normals to S2. Although this
15. However, an argument of Carbery [Car15] shows that an appropriate square function estimate,
if known, would imply the Kakeya conjecture (formulated in terms of maximal functions) as well as
the restriction conjecture.
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assumption of transversality may initially sound extravagant (certainly no transversal-
ity was apparent in our motivating example (71)), it is still suitable for the problem at
hand. Indeed, after excising the (measure zero) diagonal ∆ = {(ξ, ξ) : ξ ∈ S} from the
product manifold S × S, a special type of decomposition partitions the non-diagonal
set (S × S) \∆ into smaller caps S1 × S2 where S1, S2 are disjoint portions of S that
are separated by a distance proportional to their size (this is the characteristic property
of a Whitney decomposition), and hence transverse as long as S has curvature. This
ultimately allows a restriction estimate for the manifolds S1×S2 to imply a restriction
estimate for the manifold S×S, and then finally a restriction estimate for the manifold
S (although some strength is lost in this passage). Bilinear approaches have a long his-
tory, and were systematically employed for both restriction and Kakeya in work such
as [TVV98] and [Wol01]; see further literature in the survey [Tao04].
Bennett, Carbery and Tao [BCT06] took the multilinear approach to the limit by
considering n-linear restriction estimates in n-dimensional settings, motivated by the
insight that in this extreme case, all assumptions about curvature for the underlying
manifold could be replaced by a transversality assumption. (16) Here we will record this
assumption somewhat informally as follows: given for each j = 1, . . . , n a parametriza-
tion Φj(xj) of Sj for xj in the parameter space Uj, then for each value of x1, . . . , xn
in the parameter spaces U1, . . . , Un, the unit normals ω1, . . . , ωn at the corresponding
points on S1, . . . , Sn have
| det(ω1, . . . , ωn)| ≥ c0 > 0,
for some uniform constant c0 (and in particular they span R
n); see [BCT06, Conj. 1.3]
for the precise assumption. Bennett, Carbery and Tao proposed a conjecture in the
following spirit:
Conjecture 7.3 (Multilinear restriction conjecture, adjoint form)
Suppose that S1, . . . , Sn are n compact C
2 hypersurfaces in Rn with surface mea-
sures dσ1, . . . , dσn, which are transverse in the above sense. Then for p
′ ≥ 2n
n−1
and
q ≤ p′(n−1
n
) there exists a constant C (depending on p, q, c0 and the C
2 norms of the
parametrizations) such that
‖(f1dσ1)ˇ · · · (fndσn)ˇ ‖Lp′/n(Rn) ≤ C‖f1‖Lq′ (S1,dσ1) · · · ‖fn‖Lq′ (Sn,dσn),
for all f1 ∈ Lq′(S1, dσ1), . . . , fn ∈ Lq′(Sn, dσn).
In the case where the functions parametrizing the hypersurfaces are linear, this con-
jecture was already known to be true, in the form of the Loomis-Whitney inequality
[LW49]; the case n = 2 was also known via approaches of C. Fefferman and Sjo¨lin.
The novel strategy of Bennett, Carbery and Tao was to access Conjecture 7.3 via a
multilinear version of the Kakeya conjecture.
For j = 1, . . . , n, let Tj be a set of δ-tubes in Rn. We will say that the family
T1, . . . , Tn is transversal if for each j = 1, . . . , n, all the tubes in Tj point in directions
16. See e.g. [Bej16b] for the role of curvature in k-linear estimates in Rn, where k < n.
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that are within a sufficiently small fixed neighborhood of the j-th standard coordinate
vector in Sn−1.
Conjecture 7.4 (Multilinear Kakeya conjecture). — For each n/(n − 1) ≤ q ≤ ∞
there exists a constant C such that for all δ > 0 and all transversal families T1, . . . , Tn
of δ-tubes in Rn,
(73) ‖
n∏
j=1
(
∑
Tj∈Tj
1Tj )
1/n‖Lq(Rn) ≤ Cδn/q(
n∏
j=1
#Tj)1/n.
As stated, (73) for the value q = n/(n − 1) is called the endpoint case; if on the
right-hand side of (73) we include a factor δ−ε when q = n/(n − 1), this is considered
near-optimal at the endpoint case. Note that (73) holds trivially for q = ∞; thus by
interpolation it suffices to prove the stated inequality for the endpoint case q = n/(n−1).
Note also that this multilinear conjecture differs in flavor from the linear conjecture,
both because the endpoint case is included, and because within a fixed set Tj , any
number of tubes could be parallel or even identical. (17)
Bennett, Carbery and Tao proved that the Multilinear Restriction Conjecture is
equivalent (in an appropriate sense) to the Multilinear Kakeya Conjecture [BCT06,
Prop. 2.1], in contrast to relationship between the linear conjectures. Then, remarkably,
they proved the Multilinear Kakeya Conjecture for q > n/(n− 1) and the near-optimal
result (with δ−ε) at the endpoint q = n/(n−1) (using a “monotonicity” argument based
on properties of heat-flow and ideas of induction on scales). From this they deduced a
near-optimal version of the Multilinear Restriction Conjecture 7.3. (18)
7.4. Multilinear approaches: why decoupling stands apart
The Bennett-Carbery-Tao results revealed the power of working in a multilinear set-
ting, but the question remains what implications this will ultimately have for the lin-
ear conjectures. With the Multilinear Restriction Conjecture proved, Bourgain and
Guth [BG11] set a new record for the linear Restriction Conjecture for hypersur-
faces with positive definite second fundamental form (since further improved by Guth
[Gut16a, Gut16b]). But so far, no one has deduced the linear Restriction Conjecture
in full for all dimensions.
In contrast, multilinear ℓ2 decoupling implies linear ℓ2 decoupling in full. For example,
in the context of ℓ2 decoupling for hypersurfaces, Bourgain’s initial work [Bou13] built
17. A version of this last fact is later relevant for decoupling, as it allows analogues of (73) to be
proved with
∑
Tj∈Tj
1Tj replaced by any function
∑
Tj∈Tj
cTj1Tj that is merely constant on the tubes
Tj, with complex coefficients cTj .
18. Later, Guth [Gut10] proved the endpoint case of the Multilinear Kakeya Conjecture via the
polynomial method of Dvir. Carbery and Valdimarsson [CV13] re-proved this via the Borsuk-Ulam
theorem. Finally, Guth [Gut15] gave a 7-page proof of (73) (weakened by a factor δ−ε on the right-
hand side), showing the power of induction on scales, after which Bejenaru gave a second, short, proof
of multilinear restriction [Bej16a].
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on the approach in [BG11] of extracting linear restriction estimates from multilinear
restrictions estimates, and in particular Bourgain proved the estimate of Theorem 6.5
in the range 2 ≤ p ≤ 2n/(n − 1), later pushed in [BD15c] to reach the sharp range
p ≤ 2(n + 1)/(n − 1). The multilinear-to-linear strategy also proved critical to the
success of the Bourgain-Demeter-Guth work on the moment curve (see §8.2.2), and
applies to ℓp decoupling for other p.
7.4.1. Bilinear decoupling implies linear decoupling: a simple example. — The influ-
ence of multilinear decoupling on linear decoupling is worth seeing in action. Consider
for example our model decoupling inequality (50) for the moment curve, stated in
terms of finite exponential sums. In the exemplar case of degree k = 2 and the curve
(t, t2) ⊂ R2, ℓ2 decoupling for Lp is equivalent to the claim that for all X ≥ 1,
(74)
ˆ
(0,1]2
|f(0,X](x)|pdx≪ε Xp/2+ε
for the critical exponent p = p2 = 6, where for any interval I ⊂ R we let
fI(x) = fI(x1, x2) =
∑
t∈I∩Z
e(tx1 + t
2x2).
We will show, somewhat informally a` la Tao [Tao15b], that a bilinear decoupling in-
equality for these sums implies a corresponding linear decoupling inequality; we do so
quite flexibly, with an additional parameter ∆: (19)
Lemma 7.5 (Bilinear decoupling implies linear decoupling)
Suppose that for some 2 < p ≤ 6 and some ∆ ≥ 0 we know a bilinear estimate of
the following form: for every ε > 0, there exists Cε = C(ε, p) ≥ 3 such that
(75)
ˆ
(0,1]2
(|fI1(x)|1/2|fI2(x)|1/2)pdx ≤ CεXp/2+∆+ε
holds for every pair of non-adjacent intervals I1, I2 in a dissection of (0, X ] into intervals
of length X/K, for every constant K with C
2/ε
ε < K ≤ 2C2/εε and every X a multiple
of K. Then for the same p,
(76)
ˆ
(0,1]2
|f(0,X](x)|pdx≪p,ε Xp/2+∆+ε,
for all X ≥ 1 and every ε > 0.
The role the parameter ∆ would serve in a complete proof of (74) is as follows:
certainly (75) holds with ∆ = p/2. If we know that for every ∆ > 0, (75) with ∆
implies (76) with ∆, and if we can show that any time (75) holds with ∆, it holds with
a smaller ∆′ < ∆, then we can ultimately show that (76) holds with ∆ = 0.
To prove Lemma 7.5, we’ll use induction on scales, so we need to understand how an
estimate like (76) rescales.
19. It suffices to prove the Main Conjecture for X being any power of 2, so that all constructions
considered are dyadic, and iterated dissections of (0, X ] are well-defined.
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Lemma 7.6 (Rescaled decoupling). — If for some 1 ≤ p <∞ it is known that
(77)
ˆ
(0,1]2
|f(0,X](x)|pdx≪ε Xp/2+∆+ε
for all X ≥ 1 and every ε > 0, then for any a ∈ R, 0 < b < 1, we have that
(78)
ˆ
(0,1]2
|f(a,a+X1−b](x)|pdx≪ε (X1−b)p/2+∆+ε
for all X ≥ 1 and every ε > 0.
We first note that the Lp norm of fI is invariant under translations of I by any fixed
real number a, that is, for any fixed X ≥ 1 and 1 ≤ p <∞,
(79)
ˆ
(0,1]2
|f(0,X](x)|pdx =
ˆ
(0,1]2
|f(a,a+X](x)|pdx.
When p is an even integer, this is the statement of the translation-dilation invariance
of the Vinogradov system of degree 2. To see this for general p, we observe that
f(a,a+X](x1, x2) =
∑
t∈(0,X]
e((t+ a)x1 + (t + a)
2x2) = e(ax1 + a
2x2)f(0,X](x1 + 2ax2, x2).
Now upon integrating,
ˆ
(0,1]2
|f(a,a+X](x1, x2)|pdx =
ˆ
(0,1]2
|f(0,X](x1 + 2ax2, x2)|pdx =
ˆ
(0,1]2
|f(0,X](x1, x2)|pdx,
in which the change of variables x1 7→ x1−2ax2 does not affect the range of integration,
due to periodicity. Now that (79) is known, to prove (78) it suffices to observe that for
every Y ≥ 1,
(80)
ˆ
(0,1]2
|f(0,Y 1−b](x)|pdx≪ε (Y 1−b)p/2+∆+ε
follows from (77) with X = Y 1−b.
Now to deduce the linear estimate (76) from the bilinear estimate (75), it suffices to
show that
(81) A(X) := X−p/2
ˆ
(0,1]2
|f(0,X](x)|pdx≪ε X∆+ε
as X → ∞, for all ε > 0. Let X (sufficiently large) be given and let K ≤ X be a
constant (in the assumed range), and dissect (0, X ] into K disjoint intervals I1, . . . , IK
of length X/K, so that f(0,X] =
∑
1≤j≤K fIj . We apply the triangle inequality and then
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rearrange, to write
A(X) ≤ X−p/2
ˆ
(0,1]2
( ∑
1≤j≤K
|fIj(x)|
)p
dx
= X−p/2
ˆ
(0,1]2
(
(
∑
1≤j≤K
|fIj (x)|)2
)p/2
dx
= X−p/2
ˆ
(0,1]2
( ∑
1≤i,j≤K
|fIi(x)||fIj(x)|
)p/2
dx.
By Ho¨lder’s inequality applied with exponent p/2 > 1 and its conjugate,
(82) A(X) ≤ X−p/2Kp/2−1
ˆ
(0,1]2
∑
1≤i,j≤K
|fIi(x)|p/2|fIj(x)|p/2dx.
We will consider separately the near-diagonal contribution, from |i− j| ≤ 1, and the
off-diagonal contribution, from |i − j| > 1. First, for the strict-diagonal contribution,
namely i = j, we observe that
(83) X−p/2Kp/2−1
ˆ
(0,1]2
∑
1≤i≤K
|fIi(x)|pdx ≤ X−p/2Kp/2−1K sup
I∈{I1,...,IK}
ˆ
(0,1]2
|fI(x)|pdx.
Now we apply Lemma 7.6 to conclude that this contribution is of size A(X/K). Next,
for the nearest-neighbor terms (with |i−j| = 1) we first apply Cauchy-Schwarz, so that
for example in the case of j = i+ 1,∑
1≤i≤K−1
|fIi|p/2|fIi+1|p/2 ≤ (
∑
1≤i≤K−1
|fIi|p)1/2(
∑
1≤i≤K−1
|fIi+1|p)1/2 ≤
∑
1≤i≤K
|fIi|p;
from this point, we can apply the analysis of (83) and again obtain a contribution of
size at most A(X/K).
The off-diagonal contribution to (82) is bounded by at most
X−p/2Kp/2−1K2 sup
1≤i,j≤K
|i−j|>1
ˆ
(0,1]2
|fIi(x)|p/2|fIj(x)|p/2dx,
and each of these integrals admits the assumed bilinear estimate (75). In total, we have
shown that for every ε,
(84) A(X) ≤ Cε[A(X/K) +X∆+εKp/2+1],
for all constants K in the assumed range, and X sufficiently large. (20)
Now we will iterate this. Let 0 < ε < ∆ be fixed, and choose K such that
(85) C2/εε < K ≤ 2C2/εε .
20. Note the similarity of (84) to Lemmas 4.3 and 4.8 in the efficient congruencing method.
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As a result, K−∆ ≤ K−ε ≤ 1/2 and logCε/ logK < ε/2. Working recursively we see
that for any integer t ≥ 1,
A(X) ≤ CtεA(
X
Kt
)+Kp/2+1
t−1∑
s=0
Csε (
X
Ks
)∆+ε ≤ CtεA(
X
Kt
)+CtεX
∆+εKp/2+1
t−1∑
s=0
K−s(∆+ε).
The last sum is bounded by 2 uniformly in t, since K−∆ ≤ 1/2. Thus for all t ≥ 1,
A(X) ≤ 2Ctε{A(
X
Kt
) +X∆+εKp/2+1}.
Now we choose t just large enough that XK−t ≤ c (for any fixed constant c ≥ 1, e.g.
c = 256), e.g. log(X/c)/ logK ≤ t ≤ 2 log(X/c)/ logK; we then apply the trivial bound
A(Y ) ≤ Y p/2 with Y = XK−t. Noting that Ctε ≤ C2 logX/ logKε = X2 logCε/ logK , and
recalling our constraint (85), we conclude that
A(X) ≤ 2cX2 logCε/ logK{1 +X∆+εKp/2+1} ≤ 2cXε{1 +X∆+εKp/2+1} ≤ C ′εX∆+2ε,
which suffices to prove Lemma 7.5. For a precise version of Lemma 7.5 in the general
setting, see Theorem 8.3.
7.5. An intuitive look at the role of multilinear Kakeya in decoupling
We have seen a hint that a multilinear perspective is useful for proving ℓ2 decoupling
results. Moreover, a form of multilinear Kakeya is itself a key tool in proving the sharp
multilinear decoupling result at the heart of the Bourgain-Demeter-Guth work. (In
fact, their work relies on a hierarchy of multilinear Kakeya theorems, which consider
not only tubes of proportions δ×· · ·×δ×1, i.e. sets that are “thin” in n−1 dimensions,
but also “plates” which are thin in k dimensions, for each of 1 ≤ k ≤ n− 1.)
How does multilinear Kakeya enter the picture? We again consider the simple model
case (t, t2) and see heuristically how bilinear Kakeya plays a role in proving a bilinear
estimate such as (75). (Formal reasoning is reserved to §8.3.4; roughly speaking, in the
presentation of [Tao15b], Kakeya allows the reduction of ∆ in (75) to some ∆′ < ∆.)
Consider a portion of our function of interest,
(86) fJ(x) =
∑
t∈J
e(tx1 + t
2x2) =
∑
n1,n2∈Z
cn1,n2e
2πi(n1x1+n2x2),
for an interval J ⊂ (0, X ], with Fourier coefficients cn1,n2 = 1 if n1 ∈ J and n2 = n21, and
zero otherwise. If J is an interval J = (a, a+ Y ], then (86) gives the Fourier expansion
of a function whose Fourier coefficients are supported (i.e. can be nonzero) within a
rectangle of proportions Y × Y 2. Roughly speaking, the uncertainty principle then
indicates that this restriction on the Fourier side controls the behavior of the original
function fJ on spatial regions of complementary, or “dual” scales. This is related to
the well-known Heisenberg uncertainty principle (and various other precise inequalities
e.g. [FS97]); we will develop only a looser, intuitive notion of this phenomenon here.
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We first recall the principle of rescaling: if f ∈ S(Rn) (so that fˆ ∈ S(Rn) as well)
and we set fδ(x) = f(x/δ) and g
δ(x) = δng(δx) for δ > 0, then
(87) (fδ )ˆ (ξ) = (fˆ)
δ(ξ).
In particular if we think of f as having compact support, say in the unit ball centered
at the origin, then fδ(x) has support in a shrinking ball of radius δ as δ → 0, while
the region in which (fδ )ˆ is non-negligible becomes increasingly spread out. This is one
notion rooted in the uncertainty principle.
Suppose on the other hand that f is an L2(Rn) function such that fˆ is supported in
a ball of radius R centered at the origin. Then we may see that there is a Schwartz
function φ such that
(88) f = f ∗ φR.
For indeed, if we select φ ∈ S(Rn) with the property that φˆ is identically one on the ball
of radius 1 centered at the origin, then analogous to (87) we see that φˆ(ξ/R) = (φR)ˆ (ξ)
is identically one on the ball of radius R centered at the origin, so that (f ∗ φR − f )ˆ is
identically the zero function, from which (88) follows.
From (88), it can be shown that as x ranges over a ball B∗ of complementary radius
R−1, the values of |f(x)| are essentially controlled by the average of |f | over B∗, and
thus in particular are effectively constant at that scale. In fact, the phenomenon gets
even more interesting, and this is critical for its usage in the proof of ℓ2 decoupling:
suppose instead that fˆ is supported in an ellipsoid E ⊂ Rn with center a, and lengths
rj along orthonormal axes ej for 1 ≤ j ≤ n. Then as x varies over any ellipsoid E∗ that
is dual to E, (21) |f(x)| is essentially controlled by its average over E∗, in the sense that
for any x ∈ E∗,
(89) |f(x)| ≤ C 1|E∗|
ˆ
Rn
|f(x)|φE∗(x)dx,
where φE∗ is a smooth function that is essentially one inside E
∗ and decays outside
E∗, analogous to the function wB tailored in (58) to a ball. (The constant C in (89)
depends on the rate of decay; see e.g. [Wol03, Ch. 5] for details.) An analogous
phenomenon holds for a function f with fˆ supported in a rectangular region in Rn, or
in a parallelogram with a certain orientation in Rn, and these considerations introduce
Kakeya phenomena to the proof of decoupling. (22)
To see this, we go back and refine our understanding of fJ in (86), with interval
J = (a, a + Y ]. Its Fourier coefficients are supported in a parallelogram QJ of slope
Y +2a that fits inside a rectangle (with sides parallel to the axes) of proportions Y ×Y 2.
In particular, the farther the interval J is from the origin (so the larger a is), the steeper
21. We say an ellipsoid E∗ is dual to E if it has lengths r−1j along the axes ej , and any center.
22. As a technical note, the fact that there is a smooth weight function φE∗ in (89) and not a sharp
cut-off function to E∗ indicates that the “Schwartz tails” introduced by φE∗ cannot be avoided. Yet it
is natural to use a simplified rubric as a heuristic device; to work rigorously one proceeds via a “wave
packet decomposition” of f , which we will not describe here (see e.g. [BD15c, Dfn. 3.2]).
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the slope of the parallelogram QJ . From our notion of the uncertainty principle, we see
that |f | is therefore essentially constant on dual parallelograms PJ , of slope −(Y +2a)−1
within a rectangle of proportions Y −1× Y −2. This shows, roughly, that when trying to
prove a bilinear decoupling inequality involving pieces fJ , it suffices to prove a bilinear
decoupling inequality with each fJ replaced by a certain local norm of fJ , call it GJ ,
that is essentially constant on translates of a dual parallelogram PJ . (See §8.3.4 for
more formal reasoning.)
Proving an appropriate bilinear decoupling inequality akin to (75) then ultimately
hinges upon proving a relation of the form
(90)
 
B
2∏
j=1
(
∑
Jj⊂Ij
G
p/2
Jj
)≪ Xε
2∏
j=1
(
 
B
∑
Jj⊂Ij
G
p/2
Jj
),
where B is an appropriate ball, I1 and I2 are any two intervals in (0, X ] of length X/K
that are separated by at least X/K, and for each j = 1, 2, Jj runs over a dissection of Ij
into subintervals of smaller length Y , for an appropriate scale Y . (Here,
ffl
B
= |B|−1 ´
B
.)
By our previous heuristic discussion, the functions GJj can be regarded as essentially
constant on the dual parallelograms PJj , so for each j = 1, 2 we can think of
∑
Jj⊂Ij
G
p/2
Jj
=
∑
P∈Pj
cP1P
for some coefficients cP , where Pj is the collection of all translates of the dual parallel-
ograms PJj that intersect the ball B, as Jj varies in Ij. With this interpretation, (90)
becomes a type of bilinear Kakeya inequality, and can be verified as long as the two col-
lections P1 and P2 are appropriately transversal. Roughly speaking, after book-keeping,
(90) will hold if for all choices P1 ∈ P1, P2 ∈ P2,
|P1 ∩ P2| ≤ |P1||P2||B| .
Here, an appropriate choice of K, Y,B provides that e.g. |P1|/|B| is just a bit smaller
than 1, so that effectively one needs to show that for any choice of parallelograms
P1 ∈ P1 and P2 ∈ P2, their intersection is appreciably smaller than the area of either
of them. This transversality will ultimately come from the assumption that I1 and I2
are non-adjacent intervals in (0, X ] separated by at least ≫ X/K, so that if J1 is any
subinterval in I1 and J2 is any subinterval in I2, the slope of PJ1 ∈ P1 differs from the
slope of PJ2 ∈ P2 by at least ≫ X−1, which turns out to be sufficient. This concludes
our informal discussion of the role of restriction, Kakeya, and multilinear estimates in
the proof of ℓ2 decoupling.
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8. ANATOMY OF THE PROOF OF ℓ2 DECOUPLING FOR THE
MOMENT CURVE
In this final section, we provide an overview of the Bourgain-Demeter-Guth proof
of sharp ℓ2 decoupling for the moment curve. Our aim is not to provide a complete
proof, but to outline (sometimes in broad terms) the key building blocks and their
connections, and also to illuminate some parallels to efficient congruencing. While we
will reference [BDG16b] exclusively, as mentioned before the methods of this paper are
closely connected to the earlier Bourgain and Demeter canon.
We define for each n ≥ 2, 2 ≤ p ≤ pn = n(n + 1) and 0 < δ ≤ 1 the decoupling
parameter Vp,n(δ) to be the smallest positive real number such that for each ball B ⊂ Rn
with radius δ−n, and for every g : [0, 1]→ C,
(91) ‖E[0,1]g‖Lp(wB) ≤ Vp,n(δ)(
∑
J⊂[0,1]
|J|=δ
‖EJg‖2Lp(wB))1/2,
where E[0,1]g is the extension operator (56) for the moment curve Γ in R
n. (23) Theorem
6.1, the key ℓ2 decoupling result for the moment curve, is the statement that for p =
pn = n(n+ 1) the critical exponent,
(92) Vpn,n(δ)≪n,ε δ−ε
for every ε > 0. An advantage of defining the decoupling parameter is that it allows us
to consider an inequality of the form (91) for any value of p, and to compare various
results that take us toward decoupling but are weaker than (92). It is helpful to compare
(92) to the much larger trivial bound
(93) Vp,n(δ) ≤ δ−1/2.
This follows (for any 1 ≤ p ≤ ∞) from Cauchy-Schwarz (in the spirit of (47)), since
‖E[0,1]g‖Lp(wB) = ‖
∑
J⊂[0,1]
|J|=δ
EJg‖Lp(wB) ≤ (#J)1/2(
∑
J⊂[0,1]
|J|=δ
‖EJg‖2Lp(wB))1/2,
and the number of intervals J in the dissection is O(δ−1). (Again, we assume we are
working with dyadic intervals, so that dissections into sub-intervals are well-defined.)
The strategy of Bourgain, Demeter and Guth for proving (92) (also present in earlier
works on decoupling by Bourgain and Demeter) is to show that the exponent η in a
statement Vp,n(δ) ≪ δ−η can be successively lowered to be arbitrarily small; this is
achieved via an intricate iterative argument, which shows that Vp,n(δ) is bounded above
by decoupling parameters appearing in other types of decoupling estimates.
23. While Theorem 6.1 is stated for all integrable functions g, we may at each step of the proof
assume for example that g is C∞; once the statement of Theorem 6.1 holds for every C∞ function,
then given g ∈ L1([0, 1]) and a sequence of functions gj ∈ C∞([0, 1]) that converges to g in L1 norm,
then for every interval J ⊂ [0, 1], EJgj will converge uniformly to EJg for all x ∈ Rn, so that the
Lp(wB) norms do so as well.
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These other decoupling estimates involve: lower-dimensional settings (i.e. the ana-
logue of (91) for the moment curve (t, t2, . . . , tk) in Rk for k ≤ n − 1); estimates for
multilinear settings (i.e. estimates like (91) but involving products of extension opera-
tors associated to a family of separated intervals in [0, 1]); estimates involving balls B
of different radii (recalling that when the ball has a larger radius relative to the scale of
decoupling, the estimates are easier to prove); and estimates involving different choices
for p (and in particular, the powerful choice p = 2). The point is that each of these
other decoupling problems has its own decoupling parameter analogous to Vp,n(δ), and
by controlling Vp,n(δ) iteratively in terms of these other decoupling parameters, one can
eventually pass to an appropriate limiting setting in which all the decoupling parame-
ters are known by some other means to be well-controlled. (In particular, the proof of
Theorem 6.1 for dimension n assumes that Theorem 6.1 is already known for dimensions
2 ≤ k ≤ n− 1; recall that for k = 1 the result is in some sense trivially true.)
We will now describe the key ingredients of the Bourgain-Demeter-Guth proof, di-
vided into four stages: first, collecting some initial facts about linear decoupling in
various settings; second, showing that linear decoupling may be controlled by multilin-
ear decoupling, which is in turn controlled by averaged multilinear local norms; third,
assembling three multilinear tools with a focus on multilinear Kakeya; and fourth, un-
winding the iterative argument that ultimately controls the key multilinear estimate.
8.1. Key ingredients I: initial facts about linear decoupling
We assemble here three ingredients: first, the use of exponents smaller than the
critical exponent, second, a rescaling principle for decoupling, and third, the special
case of ℓ2 decoupling for L2.
8.1.1. It suffices to prove decoupling for 2 ≤ p < pn. — Recall that pn = n(n + 1) is
the critical exponent. We will use the fact that our desired statement Vpn,n(δ)≪n,ε δ−ε
(for every ε > 0) follows from showing that for every p < pn sufficiently close to pn,
Vp,n(δ)≪n,ε δ−ε (for every ε > 0). (This is effectively [BDG16b, Lemma 9.2], and may
be stated more precisely in terms of ηp as defined in (109).)
(24)
To prove this, the first step is to show (see [BDG16b, Cor. 7.2]) that for any interval
J ⊆ [0, 1] and any ball B of radius ≫ 1,
(94) ‖EJg‖Lpn(wB) ≪ ‖EJg‖Lp(wB),
for every 1 ≤ p < pn (with an implicit constant independent of B, g). This is a
consequence of certain monotonicity properties of weighted Lp norms, combined with
24. This type of argument is in some sense dual to that of §4.3, whose analogue here would pre-
sumably work directly with the critical exponent, assume that there exists some η0 > 0 for which
Vpn,n(δ)≪ δ−η0 cannot be improved, and obtain a contradiction.
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ideas of a Bernstein inequality, which states that for a frequency-localized function,
higher Lp norms are controlled by lower Lp norms. (25)
The next step is to assume that the decoupling inequality (91) holds for p, and show
that the right-hand side of (91) for p may be converted into the right-hand side of (91)
for pn. To do so we apply Ho¨lder’s inequality with q = pn/p > 1 and its conjugate q
′
to see that
(95) (
∑
J
‖EJg‖2Lp(wB))1/2 ≪ ‖1‖Lpq′ (wB)(
∑
J
‖EJg‖2Lpn(wB))1/2,
where pq′ = ppn
pn−p
goes to infinity as p → pn. Thus the contribution of ‖1‖Lpq′ (wB) is a
power of B, with the power going to zero as p→ pn, as desired.
8.1.2. The linear decoupling inequality rescales well. — Any portion of the curve
Γ[0,1] = {(t, t2, . . . , tn) : t ∈ [0, 1]} may be rescaled to cover Γ[0,1]; this is known as
affine invariance (translation-dilation variance by another name). As a consequence,
decoupling for E[0,1]g implies a form of decoupling for EIg for shorter intervals I.
Precisely, we have:
Proposition 8.1 (Rescaling ℓ2 decoupling for Lp). — For any 0 < δ ≤ 1 and any
0 < ρ ≤ 1, for every interval I of length δρ and every ball B ⊂ Rn of radius δ−n,
(96) ‖EIg‖Lp(wB) ≤ Vp,n(δ1−ρ)(
∑
J⊂I
|J|=δ
‖EJg‖2Lp(wB))1/2.
This is proved in a similar style to our analogous observation in Lemma 7.6, although
this generalization of the parabolic rescaling principle requires a more involved affine
change of variables; see [BDG16b, Lemma 7.5]. Let us pause to appreciate how useful
this rescaling principle is: suppose that we first apply (91) to decouple down to δ1 and
then apply (96) with |I| = δ1 to decouple down to δ2 < δ1. Then we have
‖E[0,1]g‖Lp(wB) ≤ Vp,n(δ1)(
∑
I⊂[0,1]
|I|=δ1
‖EIg‖2Lp(wB))1/2
≤ Vp,n(δ1)Vp,n(δ2/δ1)(
∑
I⊂[0,1]
|I|=δ1
∑
J⊂I
|J|=δ2
‖EJg‖2Lp(wB))1/2,
which tells us that Vp,n(δ2) ≤ Vp,n(δ1)Vp,n(δ2/δ1); more generally the decoupling pa-
rameters satisfy a type of multiplicativity. This makes decoupling estimates prime
candidates for methods that involve many scales simultaneously.
25. In fact the standard Bernstein inequality is a direct consequence of the identity (88) we have
already seen: if f ∈ L1 + L2 and fˆ is supported in B(0, R) ⊂ Rn, then for 1 ≤ p ≤ q ≤ ∞,
‖f‖Lq(Rn) ≤ cRn(
1
p
− 1
q
)‖f‖Lp(Rn); see [Wol03, Prop. 5.3].
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8.1.3. Linear ℓ2 decoupling for L2 is simple to prove. — It is natural that something
special should occur when we consider ℓ2 decoupling for L2: on the one hand, we recall
e.g. from (42) that ℓ2 and L2 interact nicely with each other, and in addition, L2 is the
nicest space in which to apply principles of orthogonality (or almost orthogonality) for
a family of functions, via some knowledge of their Fourier supports.
Proposition 8.2 (Linear ℓ2 decoupling for L2). — Fix n ≥ 1. For every 0 < δ ≤ 1,
for any interval I (of length a multiple of δ), and for any ball B of radius δ−1 in Rn,
we have
(97) ‖EIg‖L2(wB) ≪ (
∑
J⊂I
|J|=δ
‖EJg‖2L2(wB))1/2,
for a dissection of I into subintervals J of length δ.
(Note that the statement of Theorem 6.1 for dimension n = 1 is an immediate
consequence of Proposition 8.2, since in this case the critical exponent is p1 = 2.)
This decoupling inequality has a very special flavor: this is claiming that decoupling
down to the scale δ can be detected over spatial balls of radius δ−1; in contrast, our
main Theorem 6.1 for ℓ2 decoupling for Lp only claims that decoupling down to the
scale δ can be detected over spatial balls of the much bigger radius δ−n. Thus while the
typical ℓ2 decoupling for Lp result is restricted by the relationship radius = scale−n, ℓ2
decoupling for L2 allows the much better relationship radius = scale−1.
The proof of (97) rests on the following ideas. Invoking a monotonicity property
of weights [BDG16b, Lemma 7.1] shows that (97) will follow if we can prove that the
sharply truncated L2(B) norm with weight w = 1B satisfies the property
(98) ‖EI‖L2(B) ≪ (
∑
J⊂I
|J|=δ
‖EJg‖2L2(ηB))1/2,
for all balls B with radius δ−1, for a particular smooth weight ηB we will choose advan-
tageously, as in [BDG16b, Lemma 8.1]. Fix η to be a positive Schwartz function that is
≥ 1 on the unit ball centered at the origin in Rn, and such that the Fourier transform
of
√
η is supported, as a function of ξ, in a small neighborhood of the origin in Rn, say
|ξ| ≤ c0 < 1. For any ball B ⊂ Rn with center c and radius R, define
ηB(x) = η(
x− c
R
).
Now the key point is that
‖EIg‖2L2(B) ≪ ‖EIg‖2L2(ηB) = ‖
√
ηBEIg‖2L2(Rn) = ‖
∑
J⊂I
|J|=δ
√
ηBEJg‖2L2(Rn),
where in the first inequality we used that η ≫ 1 on the unit ball. If we can show that
the functions {√ηBEJg)}J are orthogonal as long as J, J ′ are distinct, non-adjacent in-
tervals, then (98) follows immediately by an almost orthogonality argument in the style
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of Example 1 §5.3.1. By Plancherel’s theorem, we can prove this orthogonality prop-
erty by showing that the collection of Fourier transforms {(√ηBEJg)ˆ }J have disjoint
supports as long as J, J ′ are distinct, non-adjacent intervals.
We assume for simplicity that B is centered at the origin. (26) Recall that for two
functions F,G,
(FG)ˆ (ξ) = (Fˆ ∗ Gˆ)(ξ) =
ˆ
Rn
Fˆ (ω)Gˆ(ξ − ω)dω.
Thus, if for example Fˆ is supported in a ball of radius µ then Fˆ ∗ Gˆ “blurs” the support
of Gˆ by enlarging it by an O(µ)-neighborhood. In our case, we take
Fˆ (ξ) = (
√
ηB )ˆ (ξ) = (
√
η(
·
δ−1
))ˆ (ξ) = δ−n(
√
η)ˆ (δ−1ξ),
which by construction is supported in a small neighborhood of the origin, where |ξ| ≤
c0δ < δ. On the other hand, we take G = EJg = (gdσ)ˇ for dσ the surface measure
of ΓJ = {(t, t2, . . . , tn) : t ∈ J}, so that Gˆ(ξ) = (EJg)ˆ (ξ) is supported on this arc ΓJ .
Now by our previous observation, Fˆ ∗ Gˆ = (√ηBEJg)ˆ is supported on ΓJ thickened
by a c0δ-neighborhood; since J, J
′ are of length δ, the only way two of these thickened
supports can intersect is if J, J ′ are adjacent (or identical). This provides the almost
orthogonality that we needed.
8.2. Key ingredients II: how linear decoupling is controlled by multilinear
objects
We now show how the “linear” decoupling statement (91) follows from an analogous
statement in a multilinear setting; this is a key means of gaining traction on the problem.
8.2.1. The multilinear decoupling parameter. — We define a multilinear decoupling
parameter Vp,n(δ,K) as follows. Our multilinear objects will be M-multilinear for some
large M (M = n! suffices), relative to intervals of length 1/K, where K is assumed
to be sufficiently large, and certainly K > M . Given n ≥ 2, 2 ≤ p < pn, 0 < δ ≤ 1
and a sufficiently large integer M = M(n), define Vp,n(δ,K) to be the smallest positive
real number such that for every collection I1, . . . , IM of intervals of the form [
i
K
, i+1
K
]
that are pairwise non-adjacent, for each ball B ⊂ Rn with radius δ−n, and for every
g : [0, 1]→ C we have
(99) ‖(
M∏
j=1
EIjg)
1/M‖Lp(wB) ≤ Vp,n(δ,K)(
M∏
j=1
(
∑
J⊂Ij
|J|=δ
‖EJg‖2Lp(wB))1/2)1/M .
Roughly speaking, we ultimately aim to show that for appropriate M,K, we have
Vp,n(δ,K)≪n,ε δ−ε, for every ε > 0. We will see that it is important that the multilinear
inequality assumes that we only consider (distinct) non-adjacent intervals.
26. The case of B centered at another point just modulates (
√
ηB )ˆ by an exponential of norm 1,
since in general for any function F (x), F (· − c)ˆ (ξ) = e−2piic·ξFˆ (ξ).
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8.2.2. Multilinear decoupling is equivalent to linear decoupling. — We first observe
that linear decoupling implies multilinear decoupling, that is, Vp,n(δ,K) ≤ Vp,n(δ) for
every integer K ≥ 1. Formally, given an appropriate collection of pairwise non-adjacent
intervals I1, . . . , IM of length 1/K and a function g for which to prove (99), by Ho¨lder’s
inequality,
(100) ‖(
M∏
j=1
EIjg)
1/M‖Lp(wB) ≤
M∏
j=1
(‖EIjg‖Lp(wB))1/M .
The right-hand side stays unchanged if we replace g by
∑M
j=1 gj where each gj = g on Ij
and vanishes outside Ij , so that for each j, EIjg = E[0,1]gj. We apply (91) to each j-th
factor on the right-hand side of (100); in total this shows that (100) may be bounded
by
Vp,n(δ)
M∏
j=1
(
∑
J⊂Ij
|J|=δ
‖EJg‖2Lp(wB))1/2M ,
which suffices for the multilinear claim.
But the real interest is in the other direction. In contrast to restriction and Kakeya
phenomena, multilinear decoupling implies linear decoupling [BDG16b, Thm. 7.6]: (27)
Theorem 8.3 (Multilinear decoupling implies linear decoupling)
For every 2 ≤ p ≤ pn and every integer K ≥ 1, there exists a constant CK,p and
εp(K) > 0, with limK→∞ εp(K) = 0, such that for every 0 < δ ≤ 1,
(101) Vp,n(δ) ≤ CK,pδ−εp(K) sup
δ≤δ′<1
Vp,n(δ
′, K).
The argument to prove (101) is by induction on scales, in the style of Bourgain-Guth
[BG11] and similar to the bilinear argument of §7.4.1. We sketch only the main points.
For a partition of [0, 1] = ∪Ij intoK intervals of length 1/K, we first gather the intervals
into K/M collections I, each comprised of M pairwise non-adjacent intervals Ij . Then
trivially |E[0,1]g| ≤
∑
I |
∑
Ij∈I
EIjg|. For each collection I, the sum over Ij ∈ I is either
dominated by one term, or the terms are all comparable and the sum is dominated by
the geometric mean over all M entries. The Lp(wB) norm of the first type of term is
dominated by ≪n,K sup|I|=K−1 ‖EIg‖Lp(wB). After summing over the collections I, the
relevant supremum is trivially dominated by
(102) ≪n,K (
∑
I⊂[0,1]
|I|=K−1
‖EIg‖2Lp(wB))1/2,
so that on this portion we have effectively performed a linear decoupling down to scale
K−1 (without picking up a decoupling parameter). The second type of term we can
27. We recall that this is true not just of decoupling for the moment curve, but for other decoupling
settings, c.f. [BD15c, Thm. 5.3].
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bound in Lp(wB) norm via the definition of the multilinear decoupling parameter, that
is, by
‖
∏
Ij∈I
(EIjg)
1/M‖Lp(wB) ≤ Vp,n(δ,K)(
M∏
j=1
(
∑
J⊂Ij
|J|=δ
‖EJg‖2Lp(wB))1/2)1/M .
Thus after summing over the K/M collections I, this contribution is in total
(103)
≤ Vp,n(δ,K)
∑
I
(
M∏
j=1
(
∑
J⊂Ij
|J|=δ
‖EJg‖2Lp(wB))1/2)1/M ≪K,M Vp,n(δ,K)(
∑
J⊂[0,1]
|J|=δ
‖EJg‖2Lp(wB))1/2,
where we have employed the arithmetic-geometric mean inequality. At this stage, we
have bounded ‖E[0,1]g‖Lp(wB) by the sum of (102) and (103).
We now apply this same procedure not to E[0,1] but to EI for each |I| = K−1 that
appears in (102); this effectively bounds each ‖EIg‖Lp(wB) by a sum of terms like (102)
and (103), but with (102) replaced by an analogous term decoupling down to intervals
of length K−2, and with (103) exhibiting a factor Vp,n(δK,K) instead of Vp,n(δ,K) (by
the rescaling principle, cf. Proposition 8.2). Iterating this ℓ times, where K−ℓ ≈ δ, we
have brought the scale in (102) down to δ, while picking up from (103) a finite linear
combination of terms Vp,n(δ
′, K) for δ ≤ δ′ ≤ 1. Ultimately (101) can then be deduced.
8.2.3. Introducing the key multilinear players. — It will be convenient to work now
not with the Lp(wB) norm but with the normalized L
p
#(wB) norm, which is defined as
‖F‖Lp#(wB) = (
1
|B|
ˆ
|F |pwB)1/p
for 1 ≤ p <∞. (28) From now on, we also adopt the convention that for any u > 0, Bu
denotes any ball of radius δ−u in Rn.
Unwinding the definitions shows that for any p, the key multilinear decoupling in-
equality (99) is equivalent to the corresponding statement
(104) ‖(
M∏
j=1
EIjg)
1/M‖Lp#(wBn ) ≤ Vp,n(δ,K)(
M∏
j=1
(
∑
J⊂Ij
|J|=δ
‖EJg‖2Lp#(wBn ))
1/2)1/M ,
for I1, . . . , IM any non-adjacent intervals of length 1/K (with 0 < δ ≤ 1/K). We are
now motivated to define (for 1 ≤ t <∞ and q, r > 0) the quantity
Dt(q, B
r, g) = (
M∏
j=1
(
∑
Jj⊂Ij
|Jj |=δ
q
‖EJjg‖2Lt#(wBr ))
1/2)1/M ;
this is the type of quantity we would see on the right-hand side of a multilinear decou-
pling inequality (104) if we were able to prove an ℓ2 decoupling inequality for Lt, which
28. As mentioned before, all steps in the rigorous induction are proved for wB with exponent of
decay E ≥ 100n arbitrarily large. For simplicity, we omit this from our notation in this presentation.
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detected decoupling at scales δq over spatial balls Br of radius δ−r. In particular, it is
important to note that Dp(1, B
n, g) appears on the right-hand side of (104), so that we
may re-write for each 2 ≤ p ≤ pn the definition of Vp,n(δ,K) as the least positive real
number such that
(105) ‖(
M∏
j=1
EIjg)
1/M‖Lp#(wBn ) ≤ Vp,n(δ,K)Dp(1, Bn, g),
for all balls Bn and functions g.
A simple argument (employing e.g. the Cauchy-Schwarz and Minkowski inequalities
[BDG16b, §9]) shows that for any small 0 < u < n (to be specified later), our object of
interest on the left-hand side of (105) is bounded by
(106) ‖(
M∏
j=1
EIjg)
1/M‖Lp#(wBn ) ≪ δ−u/2(
1
|Bu(Bn)|
∑
Bu∈Bu(Bn)
Dp(u,B
u, g)p)1/p,
where Bu(Bn) is a finitely overlapping cover of Bn by balls Bu of smaller radius δ−u.
Then, since we only consider p ≥ 2, a Bernstein-type property as in (94) shows that
the right-hand side of (106) is dominated by
(107) δ−u/2(
1
|Bu(Bn)|
∑
Bu∈Bu(Bn)
D2(u,B
u, g)p)1/p,
in which the L2 norm plays a key role.
This now motivates the definition of the averaged multilinear local norm at the heart
of the Bourgain-Demeter-Guth strategy: for any ball Br of radius δ−r, given a finitely
overlapping cover Bs(Br) of Br by balls Bs of smaller radius δ−s, we define
Ap(q, B
r, s, g) = (
1
|Bs(Br)|
∑
Bs∈Bs(Br)
D2(q, B
s, g)p)1/p.
We can think of this as an ℓp average, over a cover of a ball of radius δ−r by balls of
smaller radius δ−s, of the quantity D2(q, B
s, g) which governs multilinear ℓ2 decoupling
for L2(Rn) down to scale δq, measured with respect to the relevant spatial ball of radius
δ−s. Recalling the strength of ℓ2 decoupling on L2, it is in particular reasonable to
study Ap(u,B
r, u, g), which picks out ℓ2 decoupling for L2(Rn) down to scale δu, with
spatial ball of the complementary radius δ−u.
In particular, using (106) and (107) (and a careful argument passing from sharp
cut-offs to smooth weights, [BDG16b, §9]), it can be shown that
(108) ‖(
M∏
j=1
EIjg)
1/M‖Lp#(wBn ) ≪ δ−u/2Ap(u,Bn, u, g).
To prove multilinear ℓ2 decoupling, our central goal is now to control Ap(u,B
n, u, g).
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8.2.4. The principal result for Ap(u,B
n, u, g). — In order to assemble the next im-
portant bound in precise terms, it helps to define, for each 2 ≤ p ≤ pn, the parameter
ηp ≥ 0 to be the unique real number (depending on p, n) such that
(109) lim
δ→0
Vp,n(δ)δ
ηp+σ = 0, and lim sup
δ→0
Vp,n(δ)δ
ηp−σ =∞,
for every σ > 0. (Our goal is to show that ηp = 0.)
The main technical iteration [BDG16b, Thm. 8.3] of the Bourgain-Demeter-Guth
proof, as repackaged in [BDG16b, Thm. 9.1], results in the following statement:
Theorem 8.4. — Fix n ≥ 3 and let 2 ≤ p < pn be sufficiently close to pn = n(n+ 1).
Suppose that Theorem 6.1 holds for all dimensions k ≤ n− 1 (including k = 2). Then
for every positive number W > 0 and for every sufficiently small u > 0, we have for
every g : [0, 1]→ Cn, every 0 < δ ≤ 1, and every ball Bn ⊂ Rn of radius δ−n,
(110) Ap(u,B
n, u, g)≪σ,ε,K,W δ−εδ−(ηp+σ)(1−uW )Dp(1, Bn, g),
for every ε, σ > 0.
If we compare (105) and (108), we can see right away that this will be useful in
controlling the multilinear decoupling parameter Vp,n(δ,K).
8.2.5. The endgame of ℓ2 decoupling for the moment curve. — With the definition
(105) of the multilinear decoupling parameter Vp,n(δ,K) in hand, we apply Theorem
8.4 in (108) and take the supremum over all functions g, collections of pairwise non-
adjacent intervals Ij of length 1/K and balls B
n, to see that
Vp,n(δ,K)≪σ,ε,K,W δ−u/2δ−εδ−(ηp+σ)(1−uW ),
for every ε, σ > 0. Upon also recalling the key fact (101) that multilinear decoupling
controls linear decoupling, we conclude that
δ−(ηp−σ) ≪σ,ε,K,W δ−εp(K) · δ−u/2δ−εδ−(ηp+σ)(1−uW ),
for every ε, σ, for a sequence of δ → 0. After a simple rearrangement, we deduce from
the relationship of the exponents that
ηp ≤ 1
2W
+
ε+ εp(K) + σ(2− uW )
uW
.
The key property of this relation is that it holds for every ε, σ > 0 arbitrarily small and
every K arbitrarily large (with εp(K)→ 0 as K →∞), so we can conclude that
(111) ηp ≤ 1
2W
.
Theorem 8.4 now allows us to take W arbitrarily large, so that necessarily ηp = 0. This
proves Vp,n(δ)≪n,ε δ−ε for every ε > 0, and this provides the final step in the proof of
Theorem 6.1.
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8.3. Key ingredients III: three tools to control Ap(u,B
n, u, g)
The heart of the matter is thus to control the averaged multilinear local norms
Ap(u,B
n, u, g) as in Theorem 8.4. This relies on an iteration using three main tools:
(1) multilinear ℓ2 decoupling for L2, (2) lower-dimensional decoupling, and (3) ball in-
flation via a hierarchy of multilinear Kakeya estimates. We will now briefly describe
these tools, and then turn to the philosophy of the iteration method.
8.3.1. Multilinear ℓ2 decoupling for L2. — We stated the linear case of ℓ2 decoupling
for L2 in Proposition 8.2; the multilinear version is [BDG16b, Lemma 8.1]:
Proposition 8.5 (Multilinear ℓ2 decoupling for L2). — For every 0 < δ ≤ 1, let
I1, . . . , IM be collections of intervals of length a multiple of δ, such that each Ij is
comprised of pairwise disjoint intervals. Then for any ball B of radius δ−1, we have
(112) (
M∏
j=1
(
∑
I∈Ij
‖EIg‖2L2#(wB))
1/2)1/M ≪ (
M∏
j=1
(
∑
J⊂I, some I∈Ij
|J|=δ
‖EJg‖2L2#(wB))
1/2)1/M .
To prove this, we apply the linear case of ℓ2 decoupling for L2 to each term EIg. (In
fact, this method of proof works for any M ≥ 1.) As in Proposition 8.2, this is a very
strong kind of decoupling, which decouples down to scale δ by detecting cancellation
on spatial balls in Rn of radius δ−1, for all dimensions n ≥ 1. (Note that we made no
assumption on the intervals being non-adjacent, as transversality did not play a role.)
8.3.2. Lower-dimensional decoupling. — The second tool used in the iteration scheme
to prove Theorem 8.4 arises in an induction on dimension. Roughly speaking, the idea
is that if one views a particular portion of the curve Γ = {(t, t2, . . . , tn) : t ∈ [0, 1]} at an
appropriate scale, then it can be well-approximated by a curve in a lower-dimensional
space. This can be advantageous for decoupling: we would only expect, if we look
at spatial balls in Rn of radius δ−n, to decouple down to scale δ (that is, radius−1/n)
on the curve in Rn; but if we are instead able to translate this into decoupling on a
curve in dimension k < n, we would expect to be able to decouple down to the smaller
scale δn/k (that is, radius−1/k). For example, if in the case n = 3 we look at the arc
{(t, t2, t3) : t ∈ [0, δ]} for some small δ < 1 (so that δ3 < δ), then this is contained in
an O(δ)-thickening of the arc {(t, t2, 0) : t ∈ [0, δ]} in the 2-dimensional plane, and this
enables a decoupling result on balls of radius δ−3 to decouple all the way down to scale
δ3/2, not just to scale δ. Precisely, the result is [BDG16b, Lemma 8.2]:
Proposition 8.6 (Lower-dimensional decoupling). — Let n ≥ 3 be fixed. For every
0 < δ ≤ 1 and every 3 ≤ k ≤ n, for any interval I ⊂ [0, 1] of length a multiple of δ nk−1 ,
for every ball B in Rn of radius δ−n and every 2 ≤ p ≤ pn,
‖EIg‖Lp♯ (wB) ≪ Vp,k−1(δ
n
k−1 )(
∑
J⊂I
|J|=δ
n
k−1
‖EJg‖2Lp♯ (wB))
1/2.
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Here for each k, Vp,k(·) denotes the decoupling parameter for ℓ2 decoupling in Lp(Rk),
analogous to the definition (91).
Here we see vividly why in proving Theorem 6.1 for dimensions n ≥ 3, it is useful
to assume that it is already known for dimensions k ≤ n − 1. We observed in §8.1.3
why the theorem is true for n = 1, and the truth of the theorem for n = 2 is known by
[BD15c]; hence we focus now on n ≥ 3.
8.3.3. The key ball inflation statement. — Finally, the most important tool is the
mechanism of ball inflation, which is enabled by a sophisticated application of multilin-
ear Kakeya-type results. Recall that if we are considering larger spatial balls, we expect
to be able to decouple down to a smaller scale. The mechanism of ball inflation, roughly
speaking, allows us to control a statement for smaller spatial balls by a statement for
larger spatial balls while preserving the scale of decoupling, thus opening up the door
to decoupling down to a smaller scale.
Proposition 8.7 (Ball inflation). — Fix 1 ≤ k ≤ n − 1, 2n ≤ p ≤ pn, and take
M = n!. For any ball Bk+1 in Rn with radius δ−(k+1) and a cover Bk(Bk+1) of Bk+1 by
balls Bk of radius δ−k, then for every g : [0, 1]→ C,
(113)
1
|Bk(Bk+1)|
∑
Bk∈Bk(Bk+1)
(
M∏
j=1
(
∑
Jj⊂Ij
|Jj |=δ
‖EJjg‖2
L
pk
n
# (wBk )
)1/2)p/M
≪ε,K δ−ε(
M∏
j=1
(
∑
Jj⊂Ij
|Jj |=δ
‖EJjg‖2
L
pk
n
# (wBk+1)
)1/2)p/M
with an implicit constant independent of g, δ and the ball Bk+1.
A similar result holds for k = n [BDG16b, Eqn. 17]. Note that (113) is not itself
a decoupling inequality, since the intervals Jj remain the same on both sides: instead
the point is that if initially we were using spatial balls of radius δ−k, we have now
transformed the multilinear quantity into being measured with respect to larger spatial
balls of radius δ−(k+1), so that when decoupling is performed, we are allowed to go
down to a smaller scale. (In terms of the notation of the previous section, this is
allowing us, for each 1 ≤ k < n, to bound a certain average Apk/n(1, Bk+1, k, g) by
δ−εDpk/n(1, B
k+1, g).) We note also that a version of one layer of the ball inflation
hierarchy appeared in earlier works of Bourgain and Demeter; see for example the case
k = n− 1 in [BD17, Thm. 9.2].
8.3.4. How multilinear Kakeya for plates enables ball inflation. — We consider how
to prove the ball inflation Proposition 8.7 for a fixed 1 ≤ k < n. By applying dyadic
pigeonholing, we may assume we have reduced our attention to proving (113) where
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for each j = 1, . . . ,M we have restricted the smaller intervals Jj ⊂ Ij to a set (of
cardinality Nj, say) for which
(114) C ≤ ‖EJjg‖
L
pk
n
# (wBk+1 )
≤ 2C
for some constant C. (Since this norm is trivially bounded above by O(δ), we need
only consider O(log(δ−1)) values for C, so this introduces allowable logarithmic losses
≪ε δ−ε.) From now on we will only consider such Jj , and aim to prove (113) for such
terms.
By applying Ho¨lder’s inequality to the sum over Jj on left-hand side of (113) (with
exponent q = pk/(2n) ≥ 1 and its conjugate, recalling p ≥ 2n) we may bound it by
(
M∏
j=1
N
1
2
− n
pk
j )
p/M 1
|Bk(Bk+1)|
∑
Bk∈Bk(Bk+1)
(
M∏
j=1
∑
Jj⊂Ij
‖EJjg‖pk/n
L
pk
n
# (wBk )
)n/kM ,
which unifies the pk/n-moment with the Lpk/n norm. We observe that the ball inflation
inequality (113) for this restricted collection of Jj will follow if we can show that
(115)
1
|Bk(Bk+1)|
∑
Bk∈Bk(Bk+1)
(
M∏
j=1
∑
Jj⊂Ij
‖EJjg‖pk/n
L
pk
n
# (wBk )
)n/kM ≪ δ−ε(
M∏
j=1
∑
Jj⊂Ij
‖EJjg‖pk/n
L
pk
n
# (wBk+1 )
)n/kM .
This is because of the dyadic pigeonholing assumption, since (114) allows us to verify
that
(
M∏
j=1
N
1
2
− n
pk
j )
p/M(
M∏
j=1
∑
Jj⊂Ij
‖EJjg‖pk/n
L
pk
n
# (wBk+1 )
)n/kM ≈ (
M∏
j=1
(
∑
Jj⊂Ij
‖EJjg‖2
L
pk
n
# (wBk+1 )
)1/2)p/M ,
which yields the desired right-hand side in (113).
The key passage taking place in (115) is from a cover of Bk+1 by smaller balls Bk
on the left, to the larger ball Bk+1 on the right. We will describe this passage in broad
terms. The idea is that for each fixed interval J encountered on the left-hand side, we
will cover ∪Bk by a collection of “plates” that are tailored to J in the following way.
We dissect ∪Bk into a collection of disjoint plates such that in k dimensions they have
length δ−k and in the remaining n − k dimensions they have longer length δ−(k+1); we
can do this so that all these plates fit within a dilation of Bk+1 by at most 4, and such
that any smaller ball Bk in the union fits within a dilation of one of the plates by a
factor of 2.
Finally, we specify the orientation of the plates, determined by the interval J under
consideration. We specify the parametrization
Γ = {Φ(t) = (t, t2, . . . , tn) : t ∈ [0, 1]}
of the moment curve. Supposing that J = [tJ − δ/2, tJ + δ/2], we specify that the first
k axes of the plates tailored to J span the k-dimensional linear subspace
(116) 〈Φ′(tJ),Φ′′(tJ), . . . ,Φ(k)(tJ)〉
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and the remaining n− k axes span the orthogonal complement of this subspace in Rn.
Since the plates are disjoint, for any x ∈ Bk+1 we may specify the unique plate P (x)
that contains x.
Now our goal is to modify the quantities we consider in (115) so that we can consider
functions that are constant on each of the plates P associated to J (thus taking a step
toward a Kakeya setting). It suffices to define a function GJ as follows: for any x in
the union of the plates associated to J and covering ∪Bk, we set
GJ(x) = sup
y∈2P (x)
‖EJg‖
L
pk
n
# (wB(y,δ−k))
.
This jitters the center of the ball over which the norm is taken (while preserving its
radius), and then takes a sup over the possible centers. Note that this function is
constant as x varies over any single fixed plate P associated to J . Moreover, if x lies in
a particular ball Bk of radius δ−k, recalling that this ball lies in 2P (x) we see that
‖EJg‖
L
pk
n
# (wBk )
≤ GJ(x).
A far more subtle argument (via Fourier multipliers and monotonicity of weights, see
[BDG16b, Thm. 6.6]) shows that in the other direction,
‖GJ‖
L
pk
n
# (w4Bk+1 )
≤ ‖EJg‖
L
pk
n
# (wBk+1 )
.
As a result of these two comparisons, we may ultimately conclude that the ball inflation
inequality (115) will hold if we can verify that
(117)
 
4Bk+1
M∏
j=1
(
∑
Jj⊂Ij
GrJj)
s ≪ε,K δ−ε
M∏
j=1
(
 
4Bk+1
∑
Jj⊂Ij
GrJj)
s,
where r = pk/n and s = n/kM , and we let
ffl
Ω
= |Ω|−1 ´
Ω
for any compact region Ω.
We now return to the geometry at hand. Fix an index 1 ≤ j ≤ M . For this
fixed j, for each Jj ⊂ Ij we have a collection of plates within 4Bk+1 with proportions
(δ−k)k × (δ−(k+1))n−k and with orientation along the moment curve specified by (116)
according to the location of the interval Jj within Ij . We can assemble all of the
plates corresponding to all the Jj we consider within the fixed interval Ij, and call this
collection Pj ; this now possibly includes many parallel plates and many overlapping
plates. But importantly, if we define for each fixed 1 ≤ j ≤ M the function
Fj =
∑
Jj⊂Ij
GrJj ,
since GJj is constant on each plate associated with Jj, we see that Fj behaves like a
linear combination
(118) Fj =
∑
P∈Pj
cP1P .
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Now (117) is equivalent to the claim (recalling s = n/kM) that
 
4Bk+1
(
M∏
j=1
Fj)
s ≪ε,K δ−ε
M∏
j=1
(
 
4Bk+1
Fj)
s.
This is in fact the statement of a strong, uniform multilinear Kakeya inequality for
plates that are appropriately thin in k directions and thick in n − k directions, and it
will hold as long as the families P1, . . . ,PM appearing in (118) are sufficiently transverse
to each other, as families. (Note that we are not assuming transversality within any
particular family Pj , in keeping with the setting described for multilinear Kakeya for
tubes in §7.3.) This transversality of the families is assured by the fact that for each j,
the orientations of the plates in Pj are determined by points within the interval Ij , and
in the multilinear setting we have guaranteed that I1, . . . , IM are non-adjacent intervals
in [0, 1] of length 1/K. Thus for any j 6= j′, the points controlling the orientation of
plates in Pj are separated from those controlling the orientation of plates in Pj′ by
at least 1/K. With this key insight in hand, the veracity of the relevant multilinear
Kakeya result is proved in [BDG16b, §6], building on the methods of [Gut15]. (The
utility of the choice M = n! may be seen in the proof of [BDG16b, Lemma 6.3], where
it allows the verification of the nondegeneracy condition [BDG16b, Eqn. (8)], required
for the application of a multilinear Ho¨lder-Brascamp-Lieb inequality of [BCCT10].)
8.4. Key ingredients IV: the iteration
8.4.1. Iteration: a philosophy. — We have now seen three tools that propel us toward
being able to decouple down to a finer scale: ℓ2 decoupling for L2, lower-dimensional
decoupling, and ball inflation. How do we assemble these to prove Theorem 8.4? We
will not be able to do justice to the full structure of the iterative argument, but we
can simulate its philosophy. (Tao [Tao15a] points out the iteration can alternatively be
seen from the perspective of Bellman functions, surveyed in [NT96].)
To gain some intuition, let us recall what was so important about the output of
Theorem 8.4: taking for the moment a very simplistic view, it allowed us to see that
for arbitrarily large W (and comparably small u) we could write
δ−ηp ≈ Vp,n(δ) ≈ Vp,n(δ,K)≪ δ−ηp(1−uW )−u/2,
so that we could cancel the factors δ−ηp and conclude that ηp ≤ 1/2W .
How could we achieve such a majorization of Vp,n(δ,K)? First, suppose we knew that
for any positive number β (and u sufficiently small that uβ < 1), we could prove the
majorization (29)
(119) Ap(βu,B
n, βu)≪ Vp,n(δ1−uβ)Dp(1, Bn).
29. In this discussion, to simplify notation, we have stopped notating the dependence of various
quantities on the function g.
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This is desirable, as by the definition of ηp in (109) we can see Vp,n(δ
1−uβ) ≈ δ−ηp(1−uβ),
and furthermore we know that Dp(1, B
n) is intimately related to the multilinear decou-
pling parameter Vp,n(δ,K) via (105).
Second, suppose hypothetically that we could show that the quantity Ap(u,B
n, u)
we consider in Theorem 8.4 (always for u sufficiently small) could be majorized, for any
large L of our choice, by a product of L such quantities,
(120) Ap(u,B
n, u)≪
L∏
ℓ=1
Ap(βℓu,B
n, βℓu),
with each βℓ ≥ 1, so that as L increases,
∑
ℓ≤L βℓ may be made arbitrarily large. (This
would be a significant achievement, since this would be saying that Ap(u,B
n, u), which
decouples down to scale δu, could be controlled by quantities that decouple down to the
smaller scale δβℓu.) With such a result in hand, we would apply (119) to each of the L
factors in (120), and see by the definition (109) of ηp that
(121) Ap(u,B
n, u)≪ δ−ηp(L−u
∑
ℓ≤L βℓ)Dp(1, B
n)L.
Now if we compare this to the claim (110) of Theorem 8.4, it looks somewhat hopeful:
the exponents L should instead be 1 as in (110) (and this is important), but we do
at least see that by taking L large we could make the sum
∑
ℓ≤L βℓ in the exponent
arbitrarily large, and in particular as large as W , for any W .
In fact, the relation (119) is true and relatively simple to prove. (Ho¨lder’s inequality
converts the left-hand side into Dp(βu,B
n) and then rescaling via Proposition 8.1 leads
to the right-hand side, see [BDG16b, Eqns. 74–75].) The hypothetical relation (120) is
not correct, but it provides some inspiration for a result that is true.
The more complicated version of (120), which is true, takes the shape
(122) Ap(u,B
n, u)≪ δ−εVp,n(δ)1−
∑r
0 γj ×
r∏
j=0
Ap(bju,B
n, bju)
γj ×Dp(1, Bn)1−
∑r
0 γj
where we may take r as large as we like, but p < pn must be sufficiently close to the
critical exponent pn and u must be sufficiently small. Here γj and bj are certain positive
values (with bj > 1) such that
∑∞
j=0 γjbj may be computed precisely, but here we note
only that it is a positive constant that is strictly bigger than 1 (although not necessarily
large); this is the content of [BDG16b, Thm. 10.1].
We could at this point apply the (correct) relation (119) to each of the Ap factors on
the right-hand side of (122); this would show (after cancelling certain factors that align
nicely) that (122) becomes
(123) Ap(u,B
n, u)≪ δ−εδηp(1−u
∑r
0 bjγj)Dp(1, B
n).
Comparing this to the claim (110) of Theorem 8.4, we see we have made some progress
over our hypothetical (incorrect) relation (121): instead of the troublesome large powers
(the exponents L in (121)) we have precisely one factor of Dp(1, B
n), as we hoped. But
(123) is not yet what we need: recall that if we take r sufficiently large then
∑r
0 bjγj > 1,
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but it is not necessarily large (and we need it to be as large as an arbitrary W of our
choice).
The key insight is now to do one final iteration by applying the expansion (122) in
turn to each of the factors Ap(bju,B
n, bju) in (122); this results in a larger expansion
containing factors Ap(bjbj′u,B
n, bjbj′u) to which we again apply (122), and so on, iter-
ating L times, say. (Applying (122) is, in effect, decoupling a multilinear quantity to
smaller and smaller scales.) After L iterations, this results in an expansion of the form
(124)
Ap(u,B
n, u)≪ δ−εVp,n(δ)1−(
∑
j γj) ×
r∏
j1=0
· · ·
r∏
jL=0
Ap(βju,B
n, βju)
γj ×Dp(1, Bn)1−(
∑
j γj)
where for j = (j1, . . . , jL) ∈ [0, r]L, we have defined βj = bj1 · · · bjL and γj = γj1 · · · γjL.
(The expansion (124) is valid for p sufficiently close to the critical exponent pn, and for u
sufficiently small relative to the βj.) This turns out to be exactly what we need: now we
apply (119) to each of the Ap factors, cancel certain terms that match advantageously,
and see that (124) implies that
Ap(u,B
n, u)≪ δ−εδηp(1−u
∑
j βjγj)Dp(1, B
n).
While we couldn’t force a single sum
∑r
j=0 bjγj to be large (although we said it could
be made > 1 by taking r sufficiently large), if we consider instead the sum
∑
j
βjγj = (
r∑
j=0
bjγj)
L,
by taking r and then L sufficiently large we may make this as large as we like, and in
particular larger than any W in the hypothesis of Theorem 8.4. Success!
To summarize, in order to prove Theorem 8.4, the key is to prove the relation (122).
The proof of this relation is the technical heart of the Bourgain-Demeter-Guth argu-
ment.
8.4.2. Iteration: a sketch of the protocol. — To sketch very briefly the protocol for
proving the key relation (122), it is helpful to reverse perspectives, as in [BDG16b, §8]:
instead of thinking of a fixed ball size and passing to ever smaller scales of decoupling
(as (122) currently states), we will think of a fixed decoupling scale while passing to
ever larger ball sizes; thus we may aim to bound Ap(1,B, 1) by a relation akin to (122)
for balls B of iteratively larger radii; once this has been achieved, we can re-name the
variables and reverse perspectives, to deduce (122).
Let us consider for example the case of n = 3. Recall that the ball inflation Proposi-
tion 8.7 is good at passing from an average over smaller balls on the left to an expression
for larger balls on the right, and moreover in the case of n = 3, this works for Lpk/n
for k = 1, 2. After an initial step that is a bit different (using k = 1 and inflation the
ball from size δ−1 to size δ−2), the standard iteration step applies Proposition 8.7 with
k = 2, in this fashion: if we already know how to bound Ap(1,B, 1) for a ball B of radius
δ−2(
3
2
)r , by bounding it as as a product of Ap, Dp, and D2p/3 factors related to balls
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of size δ−2(
3
2
)r , we then prepare to apply Proposition 8.7 again by averaging over such
balls in order to cover a larger ball B′ of radius δ−2( 32 )r+1. We then apply Proposition
8.7, and produce (after additional applications of Ho¨lder’s inequality, ℓ2 decoupling for
L2, and lower-dimensional decoupling) an upper bound for Ap(1,B′, 1) in terms of a
product of Ap, Dp, and D2p/3 factors related to balls of size δ
−2( 3
2
)r+1.
After each of these steps, the Ap, Dp factors are already “good,” that is, in the form
we want to see them appear in (122), while the D2p/3 factor is ripe for the next ball-
inflation step. (If we regard this iteration as a tree, the Ap, Dp factors are the final
“leaves” while D2p/3 factors will be split again.) If we terminate this process at step
r, the last D2p/3 factor we have produced can be bounded in terms of a Dp factor (via
Ho¨lder, see [BDG16b, p. 664]), and we arrive at an expression of the form (122) (after,
as mentioned before, renaming variables so that the size of the ball is fixed, while the
decoupling scale is commensurably smaller). Note that in this description of the n = 3
case, the multiplicative factors bj in (122) that arise from this process are the factors 2
(once) or 3/2 (r times); the exponents γj are accrued from various interpolations and
applications of Ho¨lder’s inequality.
In general, the argument for dimension n includes n − 1 types of ball inflations,
increasing the exponents by multiplicative factors of 2, 3/2, 4/3, · · · , n/(n − 1), and
these multiplicative factors form the factors bj in (122), while again the exponents
γj arise from interpolation and Ho¨lder’s inequality. This concludes our sketch of the
method for obtaining the crucial relation (122), which enabled the iteration method to
prove Theorem 8.4, the final piece in the ℓ2 decoupling theorem for the moment curve.
8.5. Glimmers of parallel structure
Having taken a look at both the methods of efficient congruencing and ℓ2 decoupling,
it is worth noting parallels between the arguments.
Rescaling: In efficient congruencing, we called it translation-dilation invariance and
used it to pass back and forth between counting solutions (x1, . . . , x2s) to the Vinogradov
system with xi ≤ X and xi satisfying some congruence restriction modulo q, to solutions
(y1, . . . , y2s) to the Vinogradov system with yi ≤ X/q and no congruence restriction.
In decoupling, we called it affine invariance, and used it to relate decoupling at various
scales (§8.1.2).
Multilinear estimates: The role of multilinear estimates in the decoupling approach
is clear, but now we may notice them also in the arithmetic argument. For example, the
definition (26) is a bilinear expression, which we use in Lemma 4.3 to dominate a linear
quantity, analogous to the relation (84). More sophisticated applications of efficient
congruencing use multilinear “well-conditioned” m-tuple products, e.g. [Woo12b, Eqn
3.3.], [Woo17a, Eqn 2.18–2.20]. In each setting, the rescaling principle was critical for
showing that the linear case followed from a multilinear case.
Iteration: In both settings, we set up an iterative system that allowed us to carry
out induction on scales. In the arithmetic setting, this meant repeatedly passing from
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congruences modulo pb to congruences modulo pκ
ℓb for certain values of κ, ℓ depending
on the degree of the Vinogradov system; we may see this as playing a parallel role to the
ball inflation in §8.4.2. Each method may be viewed from either of two dual perspectives:
in efficient congruencing, we can think of passing to congruences modulo higher powers
of p as “inflation” or equivalently as p-adic “concentration.” In decoupling, we can fix
a scale of decoupling and inflate the ball, or by changing parameters, fix the ball size
and decouple down to a smaller scale.
The role of transversality: This leads to the question of whether a Kakeya phe-
nomenon may be found within the structure of the efficient congruencing approach. A
hint appears in our sketch in §4.4 of efficient congruencing for degree 3 Vinogradov sys-
tems, where we noted already the encroachment of singular solutions (that is, solutions
for which certain gradient vectors are proportional modulo p). Wooley removes singular
solutions via a “conditioning” step, and it is possible to interpret this as imposing a
form of (p-adic) transversality.
The methods of efficient congruencing and decoupling reach deeply into a web of
interconnected questions with long histories, and one imagines, long futures. Unifying
these two methods within one over-arching framework will likely lead to new under-
standing of applications as well.
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