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Discriminative Optimisation of the Figure of Merit
for Phonetic Spoken Term Detection
Roy Wallace, Member, IEEE, Brendan Baker, Member, IEEE, Robbie Vogt, Member, IEEE,
and Sridha Sridharan, Senior Member, IEEE
Abstract—This work proposes to improve spoken term detec-
tion (STD) accuracy by optimising the Figure of Merit (FOM).
In this article, the index takes the form of a phonetic posterior-
feature matrix. Accuracy is improved by formulating STD as
a discriminative training problem and directly optimising the
FOM, through its use as an objective function to train a
transformation of the index. The outcome of indexing is then
a matrix of enhanced posterior-features that are directly tailored
for the STD task. The technique is shown to improve the FOM
by up to 13% on held-out data. Additional analysis explores the
effect of the technique on phone recognition accuracy, examines
the actual values of the learned transform, and demonstrates
that using an extended training data set results in further
improvement in the FOM.
Index Terms—spoken term detection, speech processing, speech
recognition, information retrieval.
I. INTRODUCTION
EACH day, large volumes of spoken audio are beingbroadcast, made available on the Internet, archived, and
monitored for surveillance. Spoken Term Detection (STD)
systems aim to provide access to these collections of speech
by quickly and accurately detecting utterances of a user’s
search terms. Processing for STD generally consists of the two
distinct phases of indexing and search. As defined by NIST,
the role of indexing for STD is to process the recorded audio,
without knowledge of the terms, and produce a searchable
representation on disk [1]. Indexing is performed once, in
an off-line process, while many searches are later performed
within this index.
For applications where accurate speech-to-text is possible, a
word-level index is an intuitive solution [2], [3]. However, this
limits supported search terms to only those within the fixed
vocabulary of the speech-to-text engine. This work pursues
sub-word indexing, in particular phonetic indexing, to avoid
this restriction and enable search for particularly informative
terms such as proper nouns. Sub-word indexing approaches
have been previously used with success [4]–[8].
In this article, the index takes the form of a phonetic
posterior-feature matrix, generated by a phone classifier. Us-
ing this approach, speech is processed into a rich index of
probabilistic acoustic scores, in order to capture the inherent
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uncertainty of phone recognition in the index and later exploit
this information at search time. The form of the resulting
index differs from other approaches that effectively use a
lookup table of words [2], [3] or distinct phone sequences [7].
The motivation for using this indexing approach is further
discussed in Section II.
The performance of an STD system is characterised by
both search accuracy and search speed. Accuracy, particularly,
relates to the usefulness of the results produced by a search.
The Figure of Merit (FOM) is a well-established evaluation
metric of word spotting accuracy based on the expected rate of
detected search term occurrences over the low false-alarm rate
operating region [9]. In contrast to the Term-Weighted Value
(TWV) metric recently proposed by NIST as an alternative
measure of the trade-off between detection and false alarm
rates for STD [1], the Figure of Merit is the metric of interest
in this study, as it is more intuitive and avoids the need to
define a synthetic and subjectively chosen non-target trial rate.
This article proposes to improve STD accuracy by optimis-
ing the Figure of Merit. This is achieved by formulating STD
as a discriminative training problem, and directly optimising
the Figure of Merit through its use as an objective function
to train a transformation of the posterior-feature matrix. The
outcome of indexing is then a matrix of enhanced posterior-
features that are directly tailored for the STD task. The
technique was originally proposed by the authors in [10]. Parts
of this study were published earlier in [10], and this paper
describes and analyses this novel technique in more depth.
Discriminative methods have been previously proposed in
the context of STD; however, often these approaches do not
seek to directly maximise a metric of STD accuracy [11].
Maximum FOM training has been applied in other detection
problems such as language [12] and topic [13] identification;
however, very few studies have aimed at the direct max-
imisation of FOM for STD [14], [15]. The technique used
in [15] trains importance weights for a small number of
feature functions without much justification of their selection
or quantification of their contributions to overall performance.
In contrast, this work proposes to learn the optimal linear
transformation of a matrix of phone log-posteriors.
The motivation for indexing a matrix of probabilistic acous-
tic scores, as well as a description of the baseline spoken
term detection system, are presented in Sections II to V. A
novel method for index compression within this framework is
then described in detail in Section VI. Building upon the work
in [10], Sections VII to X outline the proposed discriminative
training technique. A precise definition of the Figure of Merit,
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suitable for formulating STD as a discriminative training
problem, is described in Section VIII. Section IX describes the
framework and algorithm used to optimise the Figure of Merit.
Comprehensive experimental results are then presented for the
optimised STD system. As in [10], the technique is shown to
substantially improve the FOM on held-out data. In this paper,
additional experiments explore the effect of the technique on
phone recognition accuracy, examine the values of the learned
transform, and demonstrate that using an extended training
data set results in further improvement in the Figure of Merit.
II. MOTIVATION FOR SEARCHING IN AN INDEX OF
PROBABILISTIC ACOUSTIC SCORES
The approach utilised for indexing and search in this study
involves creating an index not of discrete phone instances,
but rather of probabilistic acoustic scores of these phones at
each time instant. An index of probabilistic acoustic scores
allows for the uncertainty associated with phone recognition
to be captured and stored in the index, and later exploited at
search time. In this work, the choice of probabilistic acoustic
score for indexing is that of frame-level phone posterior
probabilities. Phone posteriors can be quickly generated using
established phone classification techniques (e.g. with a neural
network-based phone classifier). Compared to approaches that
index phone instances, more of the processing burden is now
shifted from indexing to search, because this approach delays
decisions on the locations of individual phone occurrences
until the search phase.
A primary advantage of the indexing and search structure
utilised in this work is that it can potentially make better use
of the information available in the speech signal for STD,
by capturing a rich matrix of probabilistic scores in the index
and then utilising this information during search. Furthermore,
rather than necessarily designing a phone lattice decoder
and, separately, a phone sequence searcher, the method of
production of a posterior-feature index can be much more
tightly coupled with the method of searching. In Section IX,
novel training techniques will be presented that exploit the
content of the posterior-feature index specifically for STD and
lead to substantial improvements in the Figure of Merit.
III. PHONE POSTERIOR-FEATURE MATRIX STD SYSTEM
The indexing and search approach adopted for the STD sys-
tem is based on the successful architecture and implementation
previously described in [8]. The indexing phase produces a
posterior-feature matrix, as described below in Section III-A.
This index contains probabilistic acoustic scores rather than
discrete phone instances as used in other phonetic approaches
[4]–[7], [16]. Search is then performed in this matrix by
calculating the likely locations of term occurrences through
estimation of their likelihood from the probabilistic scores.
Details of these calculations are described in Section III-B.
Figure 1 shows a brief diagram of the system architecture.
The core system for indexing and search was originally devel-
oped by the Speech Processing Group of Brno University of
Technology (BUT), utilising components of the HMM Toolkit
STK (SLRatio) [17] and phoneme recognizer based on long
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Fig. 1. Phone posterior-feature matrix STD system overview. X is a matrix
of phone log-posteriors, as described in Section III-A.
temporal context [18], [19]. However, the novel contributions
and concepts presented in this paper apply to posterior-feature
matrix approaches to STD in general and the BUT software
represents only one possible implementation of the general
approach.
A. Indexing
Indexing involves the generation of a posterior-feature ma-
trix, as follows. As in [8], a state-of-the-art split temporal
context phone classifier [19] is first used to produce phone
posterior probabilities for each phone in each frame of audio.
In contrast to [8], however, in this work phones are modelled
with a single state only, to reduce index size and the number of
parameters to be trained. This approach to phone classification
has been applied recently to phone recognition in [18]–[20].
The phone classifier is described in more detail in Section IV.
The raw phone posteriors output by the phone classifier
are then transformed into a linear space using a logarithm
transform. During search (see Section III-B), the likelihood
of a term occurrence is calculated from the index as a
sum of these phone log-posteriors. The use of a logarithm
transform thus means that this summation computes term log-
probabilities. The phone log-posteriors form the contents of
the posterior-feature matrix, X = [x1,x2, . . . ,xU ], where
xt = [xt,1, xt,2, . . . , xt,N ]T , and xt,i refers to the posterior-
feature for phone i at frame t, in an utterance of U frames.
This matrix forms the STD index.
B. Search
Once the index has been constructed, the system can accept
a search term in the form of a word or phrase, which is then
translated into a corresponding target phone sequence using
a pronunciation lexicon. A modified Viterbi algorithm is then
used to estimate the probability of occurrence of the target
phone sequence within each possible region of audio, given
the contents of the index. For each frame of audio, the Viterbi
algorithm is used to find the maximum likelihood alignment
of the search term ending at that frame. The score for the term
given that alignment is then calculated using a log-likelihood
ratio.
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An occurrence of the target phone sequence occurring
between frames b and b + n − 1 may be defined as P =(
pb,pb+1, ...,pb+n−1
)
, where each pt is a mask vector rep-
resenting the identity of the phone aligned to frame t. That
is
pt,i =
{
1 i is the index of the current phone
0 otherwise.
(1)
The alignment, P , is the Viterbi alignment of the hypothesis,
which maximizes the likelihood over the time period in
question. The likelihood that the target phone sequence occurs
at that particular time is estimated by the sum of corresponding
posterior-features recorded in the index, that is,
L (P ) =
b+n−1∑
t=b
pTt xt, (2)
Note that P corresponds to the sequence of phones in the
target sequence, but with each phone index repeated for a
variable number of frames.
The estimated likelihood L (P ) could be used to directly
provide the confidence score for a search term occurrence in
the time span of P . However, for confidence scoring, it is not
used directly because L (P ) is not normalised and depends
on the length of the hypothesised segment. Therefore, as in
[8], [9], [14], the confidence score is instead normalised with
respect to a background model and thus resembles a log-
likelihood ratio:
s (P ) = L (P )− L (G)
=
b+n−1∑
t=b
(pTt xt − gTt xt)
=
b+n−1∑
t=b
(pt − gt)Txt. (3)
where G =
(
gb, gb+1, ..., gb+n−1
)
is the frame alignment of
the background model over the corresponding time span, and
gt is defined similarly to (1), that is, as a mask vector rep-
resenting the identity of the phone aligned to the background
model at frame t. In this work, as in [8], the background model
is chosen to represent all speech, that is, any phone sequence.
L (G) is defined as the maximum likelihood over all frame
alignments between b and b + n − 1. The confidence score,
s (P ), is thus the likelihood of the term occurring relative to
the maximum likelihood for any sequence of phones in the
same time span.
Given (3), then, search involves the calculation of s (P ) for
all P that represent the target phone sequence. In this imple-
mentation, as in [8], this search is achieved by constructing
an appropriate network of Hidden Markov Models, and using
a modified Viterbi algorithm. An event is output as a putative
term occurrence wherever s (P ) is greater than a threshold,
and greater than potential overlapping candidates. For brevity,
s (P ) is written simply as s in the discussions that follow.
In practice, a phone insertion penalty, K, tuned on develop-
ment data, is used to counteract a tendency to favour a short
phone duration. The penalty is a constant value that is added to
the phone sequence likelihood for every phone transition that
occurs in the corresponding frame alignment. So, (2) is more
precisely written as follows, though (2) is used in following
discussions for the sake of clarity:
L (P ) =
b+n−1∑
t=b
(
pTt xt + β (t)K
)
(4)
β (t) =
{
1 if pt 6= pt−1
0 otherwise.
IV. PHONE CLASSIFICATION AND RECOGNITION
In this work, the indexing phase utilises a neural network-
based phone classifier to perform fast and accurate estimation
of frame-level phone posterior probabilities. In particular, this
study adopts the phone classifier presented in [18], [19],
referred to as a split temporal context LC-RC system, that
uses a hierarchical structure of neural networks. The input
to the network is a long (310 ms) temporal context of critical
band spectral densities, which is split into left (LC) and right
contexts (RC). For each frame, the corresponding left and right
contexts are individually classified with a corresponding neural
network, to produce two sets of phone posterior probabilities,
followed by merging with a third and final neural network.
This produces a vector of phone posterior probabilities for
each frame of audio.
The matrix of phone posteriors is produced at 12 times
faster than real-time, including feature extraction and phone
classification. This matrix forms the basis of the index used
for STD. Alternatively, this matrix can also be used for phone
recognition, as in [19], by using classical Viterbi decoding to
determine the sequence of phones for which the corresponding
sum of log-posteriors is maximal. Although phone recognition
itself is not the focus of this work, the phone recognition ac-
curacy achieved is reported in this section to first demonstrate
the performance of the classifier, independent of the method
of STD search.
The data used for training and evaluation is American
English conversational telephone speech selected from the
Fisher corpus [21]. Selected conversations were annotated as
having high signal and conversation quality, from American
English speakers and not made via speaker-phone. Training
of the phone classifier uses 100 hours of speech, while an
8.7 hour held-out subset of the corpus is used for evaluation.
Speakers do not overlap across the training and evaluation data
sets. A small 0.5 hour subset is used as a cross-validation set
for neural-network training, and tuning of the phone insertion
penalty for Viterbi decoding is likewise performed on a small
subset of the training data. Each frame is represented by 15 log
mel-filterbank channel outputs, with channels between 64 Hz
and 4 kHz. Frames are generated with a 10 ms step and
a 25 ms Hamming window. The reference phone labels are
based on a forced alignment of the audio to the reference
word-level transcript, performed beforehand using tied-state 16
Gaussian mixture tri-phone Hidden Markov Models (HMMs),
each with 3 emitting states, and using HTK-style Perceptual
Linear Prediction (PLP) plus delta and acceleration features.
The phone set consists of 42 phones, plus a pause/silence
model.
4 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. ?, NO. ?, ??? 2010
Term length STD accuracy (FOM)
4 phones 0.296
6 phones 0.458
8 phones 0.547
TABLE I
STD ACCURACY (FOM) ACHIEVED BY SEARCHING IN A MATRIX OF
PHONE LOG-POSTERIORS, FOR SEARCH TERMS OF VARIOUS PHONE
LENGTHS
Using a matrix of phone posteriors produced by phone
classification of the evaluation data, a phone recognition
accuracy of 45.85% is achieved through open-loop Viterbi
decoding. This phone recognition accuracy is comparable to
that achieved by using tri-phone GMM/HMM acoustic models
as previously reported for the same data in [22].
V. BASELINE SPOKEN TERM DETECTION RESULTS
The data used for spoken term detection evaluation consists
of 8.7 hours of speech from the Fisher corpus, selected as
described in Section IV, and three sets of 400 search terms
with pronunciations of four, six or eight phones, respectively.
Terms are chosen randomly from the list of unique words in
the reference transcript of the evaluation data with the specified
pronunciation length. A total of 4078, 1963 and 1267 true
search term occurrences occur in the evaluation data for the
three term lists, respectively.
As described in Section III-A, it is necessary to first
transform the raw posteriors output by the phone classifier so
that, during search, the summation of the resulting posterior-
features in (3) is meaningful. For this, [8] proposed a cus-
tom piecewise log transformation, referred to as PostTrans,
designed to smooth the concentration of posterior scores near
0 and 1. Our preliminary experiments found that similar results
were achieved using a simple log transform of the posterior
scores, rather than a logit transform that is similar in nature
to PostTrans. The elements of the posterior-feature matrix, X ,
are thus phone log-posterior probabilities.
Table I reports the STD accuracy achieved on the evaluation
data, in terms of the Figure of Merit (FOM), by searching in
a matrix of phone log-posteriors. Table I shows that longer
terms are detected more accurately. For these terms, the log-
likelihood ratio in (3) thus seems to be more reliably estimated,
by summing over a larger number of frames.
VI. DIMENSIONALITY REDUCTION OF THE
POSTERIOR-FEATURE MATRIX
This section describes a new technique for discarding low-
energy dimensions of the posterior-feature matrix, and presents
experimental results. There are two reasons why dimensional-
ity reduction may be useful in this context. Firstly, storing
a reduced dimensional posterior-feature matrix is one way
to achieve index compression, which is important in many
applications. Secondly, discarding low-energy dimensions may
improve STD performance in the case where these dimensions
are dominated by noise.
Section III-A described the production of the posterior-
feature matrix, X = [x1,x2, . . . ,xU ]. Rather than using
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Fig. 2. Phone posterior-feature matrix STD system overview, incorporating
index dimensionality reduction.X is a matrix of phone log-posteriors. V is an
M×N matrix with rows representing the M directions of highest variability
obtained through principal component analysis, as described in Section VI.
Search is then performed in the re-constructed posterior-feature matrix, X′.
X directly during search, the matrix may alternatively be
decorrelated using principal component analysis (PCA):
X′ = V TV X. (5)
Figure 2 shows a brief diagram of the STD system architecture
when this decorrelation step is incorporated, in contrast to
the baseline approach shown in Figure 1. The decorrelating
transform, V , is an M ×N matrix obtained through principal
component analysis. The top M ≤ N directions of highest
variability are represented by the rows of V , and V X is thus
a projection of the original posterior-feature matrix onto the M
principal components with highest corresponding eigenvalues.
The principal components are derived from the posterior-
feature matrix of a large held-out dataset. The 100 hours of
training data described in Section IV are used for this purpose.
Multiplication of the lower dimensional features by V T then
transforms the features back to the original feature space, that
is, N -dimensional posterior-feature vectors, x′t. For M = N ,
it should be clear that X′ =X .
As mentioned above, the use of such a PCA transform could
be beneficial for two reasons. Firstly, projection into an M -
dimensional space discards energy in the N −M directions
with lowest energy, thus suppressing directions that may be
dominated by noise, which could potentially improve STD
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Dimensions Energy STD accuracy (FOM)
retained (M ) retained (%) 4-phn 6-phn 8-phn
43 100.0 0.296 0.458 0.547
40 99.7 0.288 0.452 0.534
35 99.1 0.277 0.446 0.522
30 98.3 0.245 0.402 0.486
25 97.0 0.194 0.323 0.390
20 95.3 0.183 0.318 0.355
TABLE II
STD ACCURACY (FOM) ACHIEVED BY SEARCHING IN THE
POSTERIOR-FEATURE MATRIX X′ = V TV X .
accuracy. Secondly, rather than storing an N -dimensional fea-
ture vector for each frame as X′ in the index, M -dimensional
decorrelated features could instead be stored as V X , with
final multiplication by V T performed at search time. Since
the size of the index, V X , is proportional to the value of M ,
using a value of M < N allows for index compression, with
a compression ratio of M/N .
The only necessary change to the searching phase is to then
use X′ instead of X when calculating the confidence scores.
That is, rather than (3), scores are given by
s (P ) =
b+n−1∑
t=b
(pt−gt)TV TV xt =
b+n−1∑
t=b
(pt−gt)Tx′t. (6)
Table II summarises the STD accuracy achieved when the
energy from a variable number of dimensions, M , is retained
in the index. Also reported is the percentage of energy retained
in the top M dimensions, derived from the eigenvalues of the
principal components. For all search term lengths, retaining all
dimensions leads to maximal STD accuracy. It appears that the
dimensions of lowest energy are not dominated by noise, but
instead provide useful information for STD. For example, by
using M = 25, results show an index compression factor of
about 0.6 may be achieved with a relative decrease in FOM
of about 29% for eight-phone terms. This is a substantial drop
in accuracy; however, for applications where minimising the
size of the index is critical, this trade-off might be a desirable
compromise.
VII. OPTIMISING SPOKEN TERM DETECTION ACCURACY
Previous sections have described the general architecture of
a phonetic spoken term detection system; however, thus far
there has been no specific attempt to directly optimise the
system for the STD task. For example, the phone classifier
outlined in Section IV is trained to maximise phone classi-
fication accuracy, as opposed to a metric of STD accuracy
such as the Figure of Merit. The remainder of this article tests
the hypothesis that improved STD accuracy can be achieved
by incorporating knowledge of the metric of interest in the
indexing phase. This is achieved by formulating STD as a
discriminative training problem, and learning a transformation
of the posterior-feature matrix to directly optimise the Figure
of Merit.
Section VII-A first gives an overview of some related work.
As the main goal of this work is to optimise the system for
FOM directly, a precise definition is required, and this is
presented in Section VIII. Given this definition, Section IX
then describes how the FOM is closely approximated with a
suitable objective function, and presents the algorithm used
to optimise this function by learning a transformation of
the posterior-feature matrix. Finally, experimental results and
analyses are presented in Section X.
A. Related work
An important aspect of pattern recognition is to ensure
that the training method is appropriately matched to the
desired outcome. The most direct way to achieve this is to
find the model that optimises an objective function that is
approximately equal to the metric of interest. This idea has
been pursued in other pattern recognition tasks, for example in
speech recognition [23] and handwritten character recognition
[24], where the minimum classification error (MCE) method
was used to directly train the classifier to minimise the
classification error rate.
Often, the metric of interest for classification tasks can be
formulated in terms of the separation of scores of observations
from different classes. As will be discussed in Section VIII,
this is also true for the Figure of Merit, where each score is
attributed to either a true search term occurrence or a false
alarm. Approaches that aim to directly maximise this kind
of score separation are referred to as discriminative training
methods. Discriminative training methods have been previ-
ously proposed in the context of STD. However, often these
approaches do not seek to directly maximise the STD metric.
In [11], for example, an MCE criterion is used to improve
the word error rate (WER) of the initial word transcript, with
no assurance that optimising MCE will lead to optimal STD
accuracy. The most suitable criterion for ensuring maximum
STD accuracy in terms of FOM is, of course, the FOM itself.
The Figure of Merit essentially measures the quality of a
ranked list of results, where hits are desired to be ranked above
false alarms. For this reason, it is a popular choice of metric
for tasks requiring the detection of events. Maximum FOM
training has indeed been applied in other detection problems
such as language [12] and topic [13] identification. Very few
studies have, however, aimed at the direct maximisation of
FOM for tasks related to STD [14], [15]. One early attempt,
[14], details a method for training a discrete set of keyword
Hidden Markov Models (HMM) by estimating the FOM gradi-
ent with respect to each putative hit and using this to adjust the
parameters of the HMMs. However, as pointed out by [15], the
methods for deriving the gradient and updating parameters rely
on several heuristics and hyper-parameters, making practical
implementation difficult. In [15], a discriminative training ap-
proach is presented for the related task of detecting utterances
in which the search term occurs. The metric of interest in
[15] is the area under the curve (AUC), which is related to
the FOM as discussed in Section VIII. The focus of [15] is a
method for training a linear classifier by applying importance
weights to a small number of feature functions. However, there
is little justification for the selection of the feature functions or
quantification of their contributions to overall accuracy. Also,
experimental results are reported only on small amounts of
6 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. ?, NO. ?, ??? 2010
read and dictated speech from the TIMIT [25] and Wall Street
Journal [26] corpora, whereas this work focuses on the much
more difficult domain of conversational telephone speech.
The discriminative training technique presented in this arti-
cle aims to directly maximise the FOM for a spoken term
detection task. The technique involves training a model to
transform a matrix of phone posteriors output by a phone
classifier into a new matrix of posterior-features that are
specifically tailored for the task. A similar idea was applied in
[27], where the output was referred to as a matrix of enhanced
phone posteriors. The task in [27], however, was that of phone
and word recognition, not STD, and the transformation was
trained to optimise per-frame phone classification. In the work
presented in this paper, the phone posteriors are once again
adjusted, but with FOM used as the objective function in
training, and also used as the metric of interest in evaluation.
VIII. THE FIGURE OF MERIT
In general, STD accuracy is measured in terms of both
detected term occurrences (hits) and false alarms. Specifically,
the Figure of Merit (FOM) metric measures the rate of cor-
rectly detected term occurrences averaged over all operating
points between 0 and 10 false alarms per term per hour [9], or
equivalently, the normalised area under the Receiver Operating
Characteristic (ROC) curve in that domain. This work uses the
term-weighted FOM, obtained by averaging the detection rate
at each operating point across a set of evaluation search terms,
to avoid introducing a bias towards frequently occurring terms.
The FOM can be formally defined in terms of a set of STD
results. Given a set of query terms, q ∈ Q, search is performed
on T hours of data, producing a set of resulting events, e ∈ E,
where e is either a hit or false alarm. Each event has the
attributes qe, le, se where qe is the query term to which the
event refers, the label le = 1 if the event is a hit or 0 for a
false alarm and se is the score of the event. The FOM can
then be defined in terms of the hits, E+ = {e ∈ E : le = 1},
and the false alarms, E− = {e ∈ E : le = 0}, as
FOM =
1
A
∑
ek∈E+
hek max
(
0, A−
∑
ej∈E−
(1−H (ek, ej))
)
(7)
where A = 10 |Q|T , he = (|Q|Occ (qe))−1 , with Occ (qe)
the true number of occurrences of qe in the reference transcript,
and
H (ek, ej) =
{
1 sek > sej
0 otherwise.
In this formulation, each hit, ek, contributes to the FOM a
value of between 0 and hek , depending on the number of
false alarms which out-score it. This value can be interpreted
as the contribution of the event to the normalised area under
the ROC curve, in the domain of 0-10 false alarms per term
per hour. The value is 0 when the event is out-scored by A
false alarms or more, that is, when the event is detected at a
term-average false alarm rate greater than 10 false alarms per
term per hour. Such events have no effect on the FOM, so it
is possible to re-define the FOM in terms of truncated results
sets, R− ⊂ E−, containing the top scoring false alarms with
∣∣R−∣∣ ≈ A, and R+ ⊂ E+, containing the top scoring hits
which out-score all e ∈ (E− −R−). By summing over these
subsets, (7) can thus be re-written as
FOM =
1
A
∑
ek∈R+
hek
∑
ej∈R−
H (ek, ej) . (8)
Equation (8) can be interpreted as the weighted proportion
of correctly ranked pairs of hits and false alarms. This in-
terpretation is analogous to the definition of the AUC (area
under the ROC curve), also known as the Wilcoxon-Mann-
Whitney (WMW) statistic, referred to in [15], [28]. In this
work, however, we aim to detect each individual term oc-
currence, rather than classify a finite number of utterances.
The AUC characterises average performance over all utterance
detection operating points, whereas the FOM refers to average
performance over STD operating points between 0 and 10 false
alarms per term per hour.
The definition of FOM in (8) exposes the STD task as
essentially the problem of ranking hits above false alarms - that
is, of discriminating between hit and false alarm events. The
neural network-based phone classifier used during indexing is
discriminative, but it is trained to discriminate between phones.
In this work, the point is to ensure that indexing is instead
optimised to discriminate between hits and false alarms.
IX. OPTIMISING THE FIGURE OF MERIT
Optimisation of the Figure of Merit is achieved by intro-
ducing an extra layer of modelling to transform the posterior-
feature matrix. This section first describes this model, and then
describes the algorithm for training the model to maximise the
Figure of Merit.
A. Enhanced posterior-feature linear model
The baseline STD system was described in Section III,
that is, a phonetic posterior-feature matrix is generated during
indexing and searched with a fast Viterbi decoding pass. As
described in Section VI, a matrix of log-posteriors, X , is
generated from the output of a neural network-based phone
classifier, after which a linear transformation is applied to
produce the matrix X′, which forms the index. In Section VI,
this transformation was derived using PCA and was designed
to suppress the dimensions of lowest energy. In contrast, the
aim here is to learn a transformation of the log-posterior
probabilities, X , to create a matrix of enhanced log-posterior
features, X′, that are directly tailored for the STD task - that
is, to find the transformation that maximises the Figure of
Merit.
A simple linear model is introduced to transform the phone
log-posterior probabilities output by the phone classifier, X ,
to produce enhanced log-posterior features, X′, that are more
suitable for the STD task. The linear transform is decomposed
into a decorrelating transform, V , and an enhancement trans-
form W , giving
X ′ =WVX. (9)
This is identical in form to (5), except that here W is used
in place of the inverse PCA transform, V T . As explained in
DISCRIMINATIVE OPTIMISATION OF THE FIGURE OF MERIT FOR PHONETIC SPOKEN TERM DETECTION 7
Section VI, the decorrelating transform, V , is obtained through
principal component analysis (PCA) of the log-posterior fea-
tures. Performing PCA provides the opportunity for index
compression through dimensionality reduction, as discussed in
Section VI, and this can also be used to reduce susceptibility
to over-fitting of the proposed model, by reducing the number
of free parameters to train in W .
The weighting matrix, W , is an N × M transform that
produces a set of enhanced posterior-features from the decor-
related features. The goal of the novel training algorithm is to
optimise the weights in W that maximise FOM directly. While
the original posterior-features, X , were optimised for phone
classification, it is hypothesised that a discriminative algorithm
optimising FOM directly will place additional emphasis on
differentiating phones that provide the most useful information
in an STD task. The algorithm for optimising W is described
in Section IX-B.
Using the enhanced posteriors directly in the searching, the
score for an event is given by
s =
b+n−1∑
t=b
(pt − gt)TWV xt =
b+n−1∑
t=b
(pt − gt)Tx′t. (10)
The use of (10) instead of (3) actually requires no change to
the searching phase. This enhancement is implemented simply
as a transformation of the posterior-feature matrix index.
B. Optimisation algorithm
The goal of the optimisation algorithm is to maximise
FOM; however, the FOM is not a continuously differentiable
function. Therefore, this section introduces a suitable objective
function, f , that is a close approximation to the negative value
of FOM. The function f is defined by replacing the step
function, H (ek, ej), in (8) with a sigmoid, ς (ek, ej). That
is,
f =− 1
A
∑
ek∈R+
hek
∑
ej∈R−
ς (ek, ej) (11)
ς (ek, ej) =
1
1 + exp
(−α(sek − sej )) .
The parameter α is a tunable constant controlling the slope of
the sigmoid. A value of α = 1 was found to be reasonable in
preliminary experiments, and is used in this work.
The optimisation approach taken here is that of gradient
descent, similar to [28], [29], whereby the weights, W ,
are found that correspond to a minimum of f . Specifically,
the algorithm used is the Polak-Ribie`re variant of nonlinear
conjugate gradients (CG) with the Newton-Raphson method
and backtracking line search [30]. Before each evaluation of
f , the set of events is regenerated using the current value of
W .
Prior to gradient descent, the weights are initialised such
that W = V T , that is, the inverse of the decorrelating PCA
transform. In the case that M = N , this initialisation ensures
that (10) is equivalent to (3) before optimisation. In this way,
a reasonable starting point is assured, and any adjustment
of the weights away from this point during gradient descent
constitutes an adaptation away from the baseline configuration.
Given (10) and (11), the derivative of f with respect to the
weights to be trained, W , is found to be
∂f
∂W
= −α
A
∑
ek∈R+
hek∑
ej∈R−
ς (ek, ej) (1− ς (ek, ej))d (ek, ej) (12)
d (ek, ej) =
∂sek
∂W
− ∂sej
∂W
(13)
∂s
∂W
=
b+n−1∑
t=b
(pt − gt) (V xt)T (14)
Intuitively, (14) shows that the change in an event’s score
is related to the difference in scores between the term and
background models. Furthermore, (13) and (12) show that a
change in W will increase f if such a change generally causes
the scores of hits to increase relative to the scores of false
alarms.
For computation of the Newton-Raphson step size, the
Hessian is approximated with the diagonal of the Hessian,
and is forced to be positive-definite by adding a multiple of
the identity matrix when necessary [30]. The diagonal of the
Hessian is found to be
∂2f
∂W 2
= −α
2
A
∑
ek∈R+
hek
∑
ej∈R−
ς (ek, ej) (1− ς (ek, ej))
(1− 2ς (ek, ej))D (ek, ej) (15)
with the elements of D(ek, ej) given by
Di,j(ek, ej) = d2i,j(ek, ej).
X. EXPERIMENTAL RESULTS
The gradient descent algorithm described in the previous
section is used to learn the weights, W , that maximise the
objective function on a set of training data. This training data
set consists of 10 hours of speech and 400 eight-phone search
terms with 1041 occurrences. The training and evaluation term
sets are disjoint. In this work, analysis is focused on the
results of the first 50 gradient descent iterations. The focus
is on whether a substantial improvement in FOM is achieved,
rather than on the precise convergence rate of this particular
gradient descent algorithm. Indeed, it is anticipated that more
sophisticated methods for learning the optimal weights may
lead to even faster and greater improvement in FOM. After
50 iterations of gradient descent, the FOM on the training
data is improved by 24%, from 0.569 to 0.703.
Of course, the trained model is only useful if it is general-
isable, that is, if it leads to increased FOM for unseen audio
and search terms. Figure 3 shows the FOM achieved when
the trained linear model, obtained after each gradient descent
iteration, is applied to search for held-out evaluation terms
and/or audio. These results are in the case that all dimensions
of the index are retained (M = N ). Table III shows that the
FOM optimisation approach results in substantially improved
FOM on the held-out evaluation set, with an 11% relative
improvement in FOM, from 0.547 to 0.606 (+11%). This
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Fig. 3. FOM achieved when the trained weights, obtained after each gradient
descent iteration, are used to search for held-out (eval.) terms and/or audio.
Training terms (FOM) Eval. terms (FOM)
Baseline Optimised Baseline Optimised
Training audio 0.569 0.703 (+24%) 0.523 0.591 (+13%)
Eval. audio 0.597 0.654 (+10%) 0.547 0.606 (+11%)
TABLE III
FOM ACHIEVED BEFORE AND AFTER OPTIMISATION, AND RELATIVE
IMPROVEMENT COMPARED TO BASELINE, WHEN SEARCHING FOR
HELD-OUT (EVAL.) TERMS AND/OR AUDIO.
important result verifies that the linear model learned on
the training data using gradient descent provides substantial
improvement in FOM when applied to searching for terms
and in audio previously unseen.
To further explore the generalisation characteristics of the
linear model, the dependence on terms and/or audio is in-
vestigated by evaluating the FOM achieved in two further
situations — that is, searching for the evaluation terms in
the training audio and secondly, searching for the training
terms in the evaluation audio. Results shown in Figure 3 and
Table III illustrate that the FOM is substantially improved
for all combinations. It is evident that the algorithm is not
overly tuned to the training search terms because searching for
these terms in the evaluation audio does not provide a greater
relative gain (+10% c.f. +11%). That is, it appears that the
weights apply just as well to unseen terms as they do to the
training terms. On the other hand, searching in the training
audio (for unseen terms) does give a slightly larger FOM
improvement (+13% vs. +11%), which may be an indication
of slight dependence of the weights on the training audio.
However, an 11% relative improvement for search in unseen
audio is still substantial and overall the technique appears to
generalise well to search terms and audio not used during
training. Figure 4 provides an alternative visualisation of the
improvement in FOM for unseen terms and audio, represented
by the shaded area of the difference in Receiver Operating
Characteristic (ROC) plots before and after optimisation.
A. Effect of dimensionality reduction
Table IV shows that, for maximum FOM, it is advantageous
to retain all dimensions of the posterior-feature matrix, that is,
False alarm rate
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Average detection rate after training
Fig. 4. Receiver Operating Characteristic (ROC) plots showing the STD
accuracy achieved before and after FOM optimisation. The area of the shaded
region corresponds to the improvement in FOM from 0.547 to 0.606.
Eval. set (FOM)
M Baseline Optimised
43 (M = N ) 0.547 0.606 (+11%)
40 0.534 0.597 (+12%)
35 0.522 0.586 (+12%)
25 0.390 0.572 (+47%)
TABLE IV
FOM ACHIEVED BEFORE FOM OPTIMISATION (BASELINE FOM) AND
AFTER TRAINING (OPTIMISED FOM), AND RELATIVE IMPROVEMENT
COMPARED TO BASELINE FOM, FOR DIFFERENT VALUES OF M , THE
NUMBER OF DIMENSIONS RETAINED AFTER PCA.
to use M = N = 43. Using M = 25, for example, initially
severely degrades FOM (from 0.547 to 0.390). However, it can
be seen that FOM optimisation provides the highest relative
gain in this case (+47%). This is a significant result, as it shows
that the proposed optimisation and compression techniques are
particularly effective when used in combination. In fact, with
M = 25, an index compression factor of about 0.6 is achieved
as well as a 5% relative FOM increase over the baseline system
(0.572 compared to 0.547).
To view these results from another perspective, Table V
shows that using the discriminative training procedure sub-
stantially reduces the cost of index compression, in terms of
loss in FOM, compared to the baseline system. Intuitively,
this suggests that an index of reduced dimensionality is more
effectively exploited when the index is transformed using
weights trained to maximise FOM for STD.
B. Analysis of phone recognition accuracy
Results have shown that the phone log-posteriors output by
the phone classifier can be transformed into features that are
more suitable for STD, in that they lead to an increase in FOM.
In Figure 5, the very same transformations are applied to the
phone log-posteriors but here the effect on phone recognition
accuracy is examined.
Figure 5 clearly shows that the FOM optimisation procedure
increases FOM at the expense of decreasing phone recognition
accuracy. That is, for the task of phone recognition, using
the log-posteriors X directly is more effective than using
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FOM loss
M Compression factor (M/N ) Baseline Optimised
43 1.0 0.0% 0.0%
40 0.9 -2.4% -1.5%
35 0.8 -4.6% -3.3%
25 0.6 -28.7% -5.6%
TABLE V
FOR DIFFERENT VALUES OF M (THE NUMBER OF DIMENSIONS RETAINED
AFTER PCA), THIS TABLE SHOWS THE INDEX COMPRESSION FACTOR, AND
THE RELATIVE LOSS IN FOM COMPARED TO AN UNCOMPRESSED INDEX
(M = N = 43). THE LOSS IN FOM IS REPORTED FOR THE BASELINE
SYSTEM (BASELINE:X′ = V TV X ) AS WELL AS THE SYSTEM USING A
TRAINED ENHANCEMENT TRANSFORM (OPTIMISED:X′ =WVX ).
0 10 20 30 40 50
43.5%
44.0%
44.5%
45.0%
45.5%
46.0%
46.5%
47.0%
Iteration
 
 
Phone rec. acc. on training audio
Phone rec. acc. on evaluation audio
Fig. 5. Phone recognition accuracy achieved with open-loop Viterbi phone
decoding of training and evaluation sets, using the phone posteriors trans-
formed by the weights obtained after each gradient descent iteration (for an
uncompressed index, i.e. M = N ).
the posterior-features enhanced to maximise FOM, X′. This
suggests that the increases in FOM are due to the transform
of the log-posteriors capturing information that is important
for maximising the Figure of Merit in particular.
C. Analysis of learned weights
This section presents some analysis of the actual values
of the linear transformation learned by the gradient descent
procedure detailed above. Figure 7a and Figure 7b display
the value of − (WV − I), for W obtained after 10 or 50
iterations of gradient descent, respectively. The identity matrix
is subtracted to hide a strong diagonal in WV , and the
negative of WV − I is displayed because the transform
multiplies log-posteriors in X .
The plots are Hinton diagrams [31], where a white or
black box is used to represent a positive or negative value,
respectively, and the area of each box is proportional to the
magnitude of the value. A non-zero element in the i’th row and
j’th column of the transformation represents the weight of the
contribution of the posterior-feature of phone j to the resulting
enhanced posterior-feature for phone i. The strong horizontal
bands evident in Figure 7a suggest that in the early stages
of gradient descent the learnt transform introduces overall
positive or negative biases for certain phones. Figure 7b shows
that, in subsequent iterations, more specific relationships are
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FOM on eval. set (using 10 hour training set)
FOM on eval. set (using 45 hour training set)
Fig. 6. FOM achieved when searching for held-out (eval.) terms and audio,
with the weights obtained after each gradient descent iteration using either
the 10 hour training set or the 45 hour training set
Training set (FOM) Eval. set (FOM)
Baseline Optimised Baseline Optimised
10 hour training set 0.569 0.703 (+24%) 0.547 0.606 (+11%)
45 hour training set 0.607 0.713 (+18%) 0.547 0.617 (+13%)
TABLE VI
FOM ACHIEVED ON TRAINING AND EVALUATION SETS WHEN GRADIENT
DESCENT USES EITHER THE 10 HOUR TRAINING SET OR THE 45 HOUR
TRAINING SET
learnt between particular input and output phones, that are
evidently useful for increasing the Figure of Merit.
D. Effect of additional training data
In this section, the gradient descent algorithm is performed
using a larger training set, to test whether improved perfor-
mance is achieved by using an increased amount of training
data. While previous experiments used 10 hours of speech
and 400 eight-phone search terms with 1041 occurrences, this
larger training set consists of 45 hours of speech, and 1059
eight-phone search terms with 4472 occurrences.
Figure 6 and Table VI show that a greater improvement is
indeed observed when the transform is learnt on the larger
training set. The relative FOM improvement on the evaluation
set is now 13%, up from 11%. This improvement may be
due to the use of either a larger amount of training audio, or
a greater number of search terms, and further investigation
is warranted in future work to determine which aspect is
more important. These results suggest that using the presented
technique with even greater amounts of training data may well
give even greater improvements in FOM.
For practical reasons, techniques for reducing the computa-
tional complexity of training should be investigated in future
work. In particular, (12) is a sum over pairs of samples, and
thus scales quadratically with the amount of training data. It
may be possible in future to incorporate approximate gradient
computation techniques similar to those presented in [28],
which approximate the gradient of a similar objective function
in linear time. This should improve the feasibility of applying
this technique to a much larger training data set, which may
lead to even greater FOM improvements.
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(a) After 10 iterations
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(b) After 50 iterations
Fig. 7. Values of I −WV , where W is learned after (a) 10 or (b) 50 iterations of the conjugate gradient method (using an uncompressed index, i.e.
M = N ), visualised as a Hinton diagram. A white or black box represents a positive or negative value, respectively, with an area proportional to the magnitude
of the value. The largest box in this figure represents an absolute value of 0.024.
XI. CONCLUSION
This work proposed a novel technique for direct optimisa-
tion of the Figure of Merit for phonetic spoken term detection.
A suitable objective function was derived by approximating the
Figure of Merit with a continuously differentiable function.
The introduction of a linear model was proposed to transform
a matrix of phone log-posterior probabilities into enhanced
log-posterior features. Direct optimisation was then performed
by training the parameters of this model using a nonlinear
gradient descent algorithm. Using a training set with 10 hours
of audio led to a relative FOM improvement of 11% on held-
out evaluation data. Using a larger data set of 45 hours of
audio resulted in an even greater FOM improvement of 13%,
suggesting that using additional training data may improve
FOM even further.
A method for compression of a posterior-feature index was
proposed using principal component analysis. Results showed
that dimensions of low-energy were beneficial for STD, with
maximum accuracy achieved by retaining all dimensions in
the index. Using the proposed optimisation and compression
techniques in combination was shown to be particularly effec-
tive, for example, providing for an index compression factor
of about 0.6 as well as a 5% relative FOM increase over the
baseline system.
While a nonlinear gradient descent algorithm was shown
to be effective for learning the parameters of the linear
model, future work could include further development of the
algorithm to improve the convergence rate. In this work,
we trained a simple, context-independent linear model to
create enhanced posterior-features from a matrix of phone
log-posteriors. Future work could investigate learning a more
complex model during FOM optimisation, for example, by
modelling a temporal context of log-posteriors, or even in-
corporating the parameters of the neural network-based phone
classifier in the optimisation process, which is expected to
yield further improvements.
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