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Abstract
Visual speech recognition is a challenging research problem
with a particular practical application of aiding audio speech
recognition in noisy scenarios. Multiple camera setups can be
beneficial for the visual speech recognition systems in terms of
improved performance and robustness. In this paper, we ex-
plore this aspect and provide a comprehensive study on com-
bining multiple views for visual speech recognition. The thor-
ough analysis covers fusion of all possible view angle combi-
nations both at feature level and decision level. The employed
visual speech recognition system in this study extracts features
through a PCA-based convolutional neural network, followed
by an LSTM network. Finally, these features are processed in
a tandem system, being fed into a GMM-HMM scheme. The
decision fusion acts after this point by combining the Viterbi
path log-likelihoods. The results show that the complementary
information contained in recordings from different view angles
improves the results significantly. For example, the sentence
correctness on the test set is increased from 76% for the high-
est performing single view (30◦) to up to 83% when combining
this view with the frontal and 60◦ view angles.
Index Terms: visual speech recognition, automatic lip reading,
PCA network, multi-view processing
1. Introduction
Visual speech recognition, or automatic lip-reading, has been a
topic of research for several decades and is the subject of a re-
newed research interest in recent years with diverse applications
ranging from audio-visual speech recognition [1] to pure visual
speech recognition (VSR), cybersecurity [2], mouthings in sign
language [3], speech production [4] or general human machine
interfaces.
Pure audio-based speech recognition has seen significant
improvements over the last decades and has been tested on
and applied to many real-life datasets and scenarios. How-
ever, visual speech recognition still focuses mainly on in-lab
databases. To overcome some of the shortcomings that need to
be addressed to work on real-world data, several studies have
focused on VSR for various head poses [5, 6]. Moreover, a
few databases have included recorded sentences from cameras
at various view angles [7, 8]. Following up with this perspec-
tive, the current work continues the use of the recent OuluVS2
dataset [9] which includes simultaneous recordings from cam-
eras placed at five different angles.
Recent studies on visual speech recognition have seen VSR
moving further and further towards deep learning, a technique
widely employed in audio speech recognition as well as com-
puter vision. Deep neural networks (DNNs) have set a new
baseline in speech recognition [10] and are now the standard in
computer vision tasks [11, 12]. Since one of the main require-
ments for deep learning is having a huge amount of data, the
need for larger databases is increasing. There exist several such
datasets publicly available to the research community such as
the BBC-Oxford ’Lip Reading in the Wild’ (LRW) Dataset [13]
and the GRID audio-visual sentence corpus [14] containing up
to 1000 repetitions of 500 different words and sentences based
on an artificial grammar, respectively. These databases have
been widely used in the recent VSR literature using deep learn-
ing. However, a few other fairly large audio-visual databases
have been developed and published that contain more diverse
sentences and various view angles, namely TCD-TIMIT and
OuluVS2 [8, 9]. However, the size of these databases still re-
mains rather small compared to audio-only databases or image
datasets.
In this paper, we employ a PCA-based convolutional
network [12] in combination with long short-term memory
(LSTM) cells and a GMM-HMM scheme to model temporal
evolution between words [15]. This work focuses on the com-
bination possibilities between various view angles and the com-
plementary information that can thus be exploited. We show
that different views indeed complement each other and thus pro-
duce better overall sentences recognition results of up to 83%
for the combination of the frontal, 30◦, 60◦ and 90◦ side views.
In general, combinations with views such as the 30◦ and 60◦
views showed good improvements, highlighting the comple-
mentary nature of the information between various view angles.
On the contrary, although the 90◦ pose does not seem to con-
tain as many relevant features to correctly recognise a sentence
on its own, combined with other views, especially other lower
performing angles such as 45◦, it improves recognition rates.
This observation implies that there exists a certain amount of
complementary information between these views as well.
The contributions and main outcomes of this paper can be
listed as below:
• A thorough analysis on fusion of all possible view an-
gle combinations in a multiple camera setup is provided
and their influence on the performance is assessed. It
has been found that combining multiple views results in
significant performance improvement.
• Feature level and decision level fusion is compared. In
order to facilitate decision level fusion, Viterbi path log-
likelihoods are extracted from a GMM-HMM frame-
work. For decision fusion, two different weighting
schemes are employed. Decision fusion has been found
to be more useful than feature fusion.
• Different view angles contributions to the performance
ar
X
iv
:1
71
0.
07
16
8v
2 
 [c
s.C
V]
  2
8 J
un
 20
18
are analysed. 0◦ and 30◦ are found to be more useful for
visual speech recognition.
The rest of this paper is organized as follows. Section 2
gives a short overview of the state-of-the-art approaches. Sec-
tion 3 reviews the proposed method for VSR utilising a PCA
network, LSTMs, and the GMM-HMM system and introduces
the decision fusion scheme. Section 4 presents the dataset, ex-
periments, and obtained results. Finally, Section 5 concludes
the paper with a summary and discussions.
2. Related work
Feature extraction for visual speech recognition is usually split
into two steps: first a region of interest (ROI) is extracted [1],
typically around the mouth which contains most of the visual
information for an utterance, then specific features are com-
puted based on this ROI. The current trend for ROI extraction
is based on using a face tracker and occasionally a face model,
even though some work might still use manual annotations or
corrections.
Three different types of features are generally extracted
from the ROI: texture-based features, shape-based features, or
a combination of these two [1, 16]. Texture-based features
are computed directly on the pixel values of the ROI. Tradi-
tionally, transformations such as the discrete cosine transform
(DCT), possibly combined with dimensionality reduction tech-
niques like the linear discriminant analysis (LDA), principle
component analysis (PCA), or a maximum-likelihood transform
(MLLT) have been employed [1].
Shape-based features attempt to take into account the actual
shape of the mouth by extracting the contours or computing ge-
ometrical distances between certain points of interest around
the mouth [1]. Nowadays, many studies that make use of these
types of features directly extract these points and shapes with
a face tracker and apply PCA to them, as performed by active
appearance models (AAMs) [16].
These features then need to be processed in a classification
scheme. Traditionally, this is performed by a combination of
Gaussian mixture models (GMMs) and hidden Markov models
(HMMs), where the acoustics (the phonemes or visemes) are
modelled by the GMMs and the HMM describes the time evo-
lution with states modelling the phonemes and the larger scale
transitions within and between words [1].
Recent VSR research has slowly moved away from these
traditional approaches and has replaced these by deep learning
based approaches which consistently show higher performance.
The first step involved the use of autoencoders either for fea-
ture extraction using, for example, deep Boltzmann machines
[17], convolutional neural networks (CNNs) [18, 19] or deep
belief networks (DBNs) [20], or for feature post-processing
[21]. Some of these then either use a simple classification sys-
tem like support vector machines (SVM) for normalised-length
utterances [17], or pass the features into a so-called tandem sys-
tem [22] made up of a GMM-HMM recogniser [20, 18, 21].
Another way of combining neural networks with HMMs is the
hybrid approach [23]. This method passes the posterior prob-
ability outputs of the neural network directly as inputs to the
HMM, using the network as an acoustic model. Finally, more
recent work replaces the recognition system by a bilinear net-
work [24] or substitutes the whole recognition pipeline by re-
current neural networks such as LSTMs [25, 26, 27].
Varying head poses and, therefore, the combination of var-
ious view angles are very important topics in VSR. Early lit-
erature on the topic addressed this particularly with the goal
of using a single view for training and for testing each. This
led to research on cross-view training/testing, i.e. training on
one and testing on another view, as well as projections of im-
ages or features from one view angle to another one [5, 6, 28].
[28] also establishes that the 30◦ view angle provides the best
recognition performance, even over the frontal view. In [29]
a synchronous HMM was built to include four different views
(centre left, centre right, side left, side right). The weights for
this multi-stream HMM are determined empirically by compar-
ing the training performance between the centre and the side
views and the left and right views for varying weights. The final
individual weights are a combination of these coarser weights.
Finally, some recent research has applied cross-view analysis to
3D-AAMs [30] and used channel, image and feature fusion for
multiple- and cross-view analysis [31].
Our proposed method builds upon previous work making
use of a PCA network and a subsequent LSTM network inside
a tandem GMM-HMM scheme [15]. We explore the influence
of multi-view fusion on the recognition results, showing that us-
ing more than one view angle for visual speech recognition is
indeed beneficially, since it allows to exploit the complementary
nature of the features contained in the different camera views.
Unlike previous work, where either multi-stream HMMs or fea-
ture fusion are employed, in our method, the decision fusion
takes place at the end of the recognition pipeline by weighting
the log-likelihoods of the paths of the Viterbi algorithm for sev-
eral views.
3. The proposed method
In this work we use a PCA network and LSTM framework
developed in [15] to extract robust features for visual speech
recognition. The two-stage PCA network is a type of convolu-
tional neural network where the filters are replaced by the first
eight eigenvectors obtained through a PCA on concatenations
of normalised square patches of the ROI. After passing through
two stages of these filters, the outputs are binarized, stacked in
sets of 8 and 16 block-wise histograms with 256 bins are calcu-
lated, resulting in a feature size of 32, 768.
The output of the PCA network is then processed in a layer
of LSTMs. These cells have the possibility to accept new in-
put values or to forget the previous values and output values
depending on the activation level of the cells’ input, forget and
output gates [32]. The 28 LSTM output nodes represent the
phoneme labels that are obtained through a simple GMM-HMM
system on the synchronised audio data.
Finally, the logarithm of the LSTM output, together with its
delta and acceleration components, is processed as spatiotem-
poral feature input in a GMM-HMM system in the Hidden
Markov Model Toolkit (HTK) [33]. This tandem system is
made up of 15 Gaussian mixtures per observation and uses four
states per word, rather than modelling visemes separately due
to the rather small amount of training data.
This study extends the previous work by offering further
analyses of results using decision fusion techniques. The fol-
lowing fusion scheme of the likelihoods for two views va and
vb is used
p(ova , ovb |q = qi) = p(ova |q = qi)λva p(ovb |q = qi)λvb
(1)
where the weights λva and λvb are constrained by
λva + λvb = 1 (2)
Taking the logarithm of equation 1 to obtain the log-
likelihoods like in HTK’s Viterbi algorithm we have
log(p(ova , ovb |q = qi)) = λva log(p(ova |q = qi))
+ λvb log(p(ovb |q = qi)) (3)
To finally fuse the results, the top-5 Viterbi output se-
quences for each view and utterance are retained together with
their log-likelihoods. The weighted log-likelihoods of the two
views are summed up and the Viterbi sequence with the high-
est weighted sum is then selected to obtain the final joint log-
likelihood. This approach was similarly extended to multiple
views by summing up the weighted log-likelihoods and restrict-
ing the sum of their weights to one.
The optimal weights were obtained through two different
approaches. The first method determines the weighting based
on the recognition performance during training. The second
method performs a grid search and applies all possible weights
on a cross-validation of the training set, then choosing the
weights with the best recognition results.
Feature fusion, on the contrary, is the simple concatenation
of the spatiotemporal features for several view angles at the out-
put of the LSTMs which are then fed into a single GMM-HMM
system [15].
4. Performance analysis
This section presents the data evaluated in this study, the ex-
periments conducted, and the results obtained when performing
decision fusion across multiple views.
4.1. The dataset
The dataset used in this paper is the OuluVS2 database [9].
It consists of audio recordings and videos of 52 subjects pro-
nouncing various English sentences from 5 different view an-
gles: 0◦ (frontal), 30◦, 45◦, 60◦ and 90◦ (profile). The videos
were recorded at a resolution of 1920 × 1080 pixels at a fram-
erate of 30 fps in an ordinary office environment with varying
lighting conditions.
In this work, the analysis was restricted to videos of the
short phrase section of the database, containing three repeti-
tions of 10 sentences, such as ”Excuse me” and ”How are you”,
per subject. Furthermore, these videos were pre-cropped to the
mouth region by the authors of the dataset, and the training set
was designed so as to contain videos of 40 out of the total 52
subjects.
4.2. Experimental results
Parameters for the spatiotemporal feature extraction by PCA
network and LSTM from the given cropped mouth videos were
selected similar to the approach in [15]. Subsequent experi-
ments were conducted to measure the improvements in perfor-
mance when combining classifier outputs. These results are
compared to the previous recognition rates for single-view and
multiple-view experiments through feature concatenation.
Three measures of word accuracy, word correctness, and
sentence recognition per cent are used for reporting the results:
Accuracy =
H − I
N
· 100% (4)
Correctness =
H
N
· 100% (5)
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Figure 1: Best mean recognition results (in %) across test sub-
jects for each number of views per combination of the OuluVS2
short phrase multi-view dataset using the proposed method.
where N is the total number of words, I , D, and S are the
number of inserted, deleted, and substituted words, respectively,
and H = N −D − S represents the number of correct words.
To adjust our system parameters, we use a leave-one-out
cross-validation scheme on the given training set. Next, we ap-
ply the trained system on the test set for the final recognition at
the word or phrase levels. We present the best test results ob-
tained for phrase recognition on the OuluVS2 dataset for vary-
ing numbers of views combined in Figure 1, and the complete
test results in Table 2.
4.2.1. Weighting schemes
The aim of these experiments is to investigate whether the com-
plementary information contained in the different views can be
exploited by combining the top-5 Viterbi decoder HMM out-
puts for several angles. To do so, we summed the weighted
log-likelihoods for two views to determine which path would
have the highest combined log-likelihood.
The optimal weights (see Table 1) were obtained through a
leave-one-out cross-validation scheme applied only on the train-
ing set using the train-test splits of the data as provided by the
authors of the dataset. These weights are determined in two
ways. In the first method, the weights are based on the sentence
correctness of a leave-one-out cross-validation in the training
set and are later normalised by the total sum of weights. This
measure is referred to as ”Training recognition” or ”Rec” in Ta-
bles 1 and 2. In the second approach, optimal weights were ob-
tained by iterating over all possible values between 0 and 1 in
0.1 steps and choosing the highest performing one on the cross-
validation of the training set, while observing the constraint of
equation 2. These weights are referred to as ”Grid search” or
”Grid” in Tables 1 and 2. Afterwards, these weights were used
on the test set.
Evaluating the weights obtained for various cases in Ta-
ble 1, we can already see that for grid search the weights tend
to be higher especially for the frontal and 30◦ side view. This
does not seem very surprising, since these views also have the
highest performance when taken separately. However, since the
best weights are determined based on the results of the cross-
validation of the training set, there are some variations on the
performance of the test set. For example, the optimal combi-
nation of all views results in non-zero weights only for the 0◦
and 30◦ view angles. In this case, another weight combination
is optimal on the training set than for the combination of these
two views alone, so that the final test results for all views are
poorer than for the weighting of those two views alone.
The weighting scheme based on the training recognition re-
Table 1: Optimal weights obtained via grid search and by training performance normalisation
View combination Grid search Training recognition
va + vb + vc + vd + ve λva λvb λvc λvd λve λva λvb λvc λvd λve
0◦ - - - - - - - - - -
30◦ - - - - - - - - - -
45◦ - - - - - - - - - -
60◦ - - - - - - - - - -
90◦ - - - - - - - - - -
0◦ + 30◦ 0.4 0.6 - - - 0.5 0.5 - - -
0◦ + 45◦ 0.6 0.4 - - - 0.6 0.4 - - -
0◦ + 60◦ 0.9 0.1 - - - 0.5 0.5 - - -
0◦ + 90◦ 0.7 0.3 - - - 0.6 0.4 - - -
30◦ + 45◦ 0.8 0.2 - - - 0.6 0.4 - - -
30◦ + 60◦ 0.6 0.4 - - - 0.5 0.5 - - -
30◦ + 90◦ 0.9 0.1 - - - 0.6 0.4 - - -
45◦ + 60◦ 0.4 0.6 - - - 0.5 0.5 - - -
45◦ + 90◦ 0.8 0.2 - - - 0.5 0.5 - - -
60◦ + 90◦ 0.7 0.3 - - - 0.5 0.5 - - -
0◦ + 30◦ + 45◦ 0.4 0.5 0.1 - - 0.4 0.4 0.2 - -
0◦ + 30◦ + 60◦ 0.4 0.4 0.2 - - 0.3 0.3 0.4 - -
0◦ + 30◦ + 90◦ 0.4 0.6 0.0 - - 0.4 0.4 0.2 - -
0◦ + 45◦ + 60◦ 0.8 0.1 0.1 - - 0.4 0.3 0.3 - -
0◦ + 45◦ + 90◦ 0.8 0.1 0.1 - - 0.4 0.3 0.3 - -
0◦ + 60◦ + 90◦ 0.8 0.1 0.1 - - 0.4 0.3 0.3 - -
30◦ + 45◦ + 60◦ 0.6 0.0 0.4 - - 0.4 0.3 0.3 - -
30◦ + 45◦ + 90◦ 0.8 0.1 0.1 - - 0.4 0.3 0.3 - -
30◦ + 60◦ + 90◦ 0.8 0.1 0.1 - - 0.4 0.3 0.3 - -
45◦ + 60◦ + 90◦ 0.1 0.8 0.1 - - 0.3 0.4 0.3 - -
0◦ + 30◦ + 45◦ + 60◦ 0.3 0.4 0.1 0.2 - 0.3 0.3 0.2 0.2 -
0◦ + 30◦ + 45◦ + 90◦ 0.4 0.4 0.1 0.1 - 0.3 0.3 0.2 0.2 -
0◦ + 30◦ + 60◦ + 90◦ 0.4 0.4 0.1 0.1 - 0.3 0.3 0.2 0.2 -
0◦ + 45◦ + 60◦ + 90◦ 0.8 0.1 0.0 0.1 - 0.3 0.2 0.3 0.2 -
30◦ + 45◦ + 60◦ + 90◦ 0.7 0.1 0.1 0.1 - 0.3 0.2 0.3 0.2 -
0◦ + 30◦ + 45◦ + 60◦ + 90◦ 0.9 0.1 0.0 0.0 0.0 0.2 0.2 0.2 0.2 0.2
sults shows very balanced weights, since the training results are
fairly similar so that rounding the weights to one digit after the
comma results in very close values. Therefore, for the same ex-
ample of the combination of all views, all views are weighted
equally. In the end, the test results in sentence correctness are
similar to the other weighting scheme, however, word accuracy
and correctness are much lower.
4.2.2. Multiple-view experiments
Table 2 shows the results of various combinations on the test set.
It contains the results obtained with the two weighting schemes,
as well as the baseline results from [15] under ”Feat”. These are
the single view test results and the combinations through feature
concatenation. When evaluating the results, it should be taken
into account that we do not perform a simple 10-class classifica-
tion, but rather make use of a typical speech evolution process
with HMMs, modelling word sequences. This includes silence
as a possible utterance, which is only removed for evaluation
purposes, in order not to distort the results.
Looking at the results in Table 2 we can see that there are
various improvements over the baseline results for the 30◦-side
view (the highest performing single view). While this view on
its own has a sentence correctness of around 76% on the test set,
we can see that both through feature concatenation, and by com-
bining classifier results with the frontal view we can achieve a
sentence correctness of around 80%. For other types of com-
binations, the impact of combining classifiers over features be-
comes more apparent: all the combinations involving either the
frontal or the 30◦ side view achieve a sentence correctness of
at least 76%, while most of the feature concatenation schemes
stay around 70%. Similar trends are also observed for the word
accuracy and word correctness.
It is interesting to note that, aside from the frontal and 30◦
views, the combination of the 30◦ and 60◦ side views give
particularly nice improvements, showing the degree of comple-
mentarity between these views. In general, it is evident that the
frontal, 30◦ and 60◦ side views contain the most information
and only some complementary information can be exploited in
the 45◦ and 90◦ views.
Comparing the combinations of more than just two views,
we can see that they improve the results further. This is true for
almost all combinations, but especially in combining the frontal
and 30◦ views with the 60◦ we can reach sentence recognition
results of 83%. A slightly better correctness is still achieved
when in addition using the 90◦ side view as well.
When finally combining all views, we see a drop in per-
formance again. This is probably due to the effect described
Table 2: Mean recognition results (in %) across test subjects on the combinations of different views of the OuluVS2 short phrase
multi-view dataset using the proposed method
View combination Sentence Correctness Word Accuracy Word Correctness
Grid Rec Feat Grid Rec Feat Grid Rec Feat
0◦ - - 73.1 - - 73.0 - - 74.1
30◦ - - 75.6 - - 75.2 - - 76.8
45◦ - - 67.2 - - 66.6 - - 68.7
60◦ - - 63.3 - - 60.6 - - 63.7
90◦ - - 59.2 - - 56.8 - - 63.1
0◦ + 30◦ 79.4 80.0 79.2 79.9 80.8 82.9 80.6 81.6 80.9
0◦ + 45◦ 76.1 76.1 72.8 76.4 76.4 73.9 77.3 77.3 72.4
0◦ + 60◦ 77.2 74.7 72.2 77.9 74.6 73.1 78.9 75.7 71.9
0◦ + 90◦ 75.6 76.4 69.7 76.4 76.9 72.7 77.7 77.8 70.4
30◦ + 45◦ 77.2 76.9 - 77.4 77.2 - 78.8 78.6 -
30◦ + 60◦ 78.1 74.7 - 77.7 73.8 - 79.0 75.7 -
30◦ + 90◦ 76.7 76.9 - 77.7 77.9 - 79.2 79.4 -
45◦ + 60◦ 69.7 72.2 - 67.6 70.4 - 69.8 72.6 -
45◦ + 90◦ 72.5 71.9 - 71.9 71.3 - 73.9 73.8 -
60◦ + 90◦ 66.7 67.5 - 65.8 66.2 - 68.4 69.9 -
0◦ + 30◦ + 45◦ 82.3 80.4 - 81.3 79.6 - 81.1 79.7 -
0◦ + 30◦ + 60◦ 82.0 83.1 - 81.4 82.7 - 80.6 81.9 -
0◦ + 30◦ + 90◦ 80.6 82.3 - 79.9 81.3 - 79.4 80.3 -
0◦ + 45◦ + 60◦ 80.9 79.8 - 80.1 79.0 - 79.4 78.9 -
0◦ + 45◦ + 90◦ 78.0 79.4 - 77.2 78.4 - 76.7 78.1 -
0◦ + 60◦ + 90◦ 78.3 78.2 - 77.3 77.0 - 76.1 76.1 -
30◦ + 45◦ + 60◦ 79.0 78.3 - 77.7 77.1 - 78.1 77.2 -
30◦ + 45◦ + 90◦ 80.1 79.9 - 78.8 78.9 - 78.1 78.1 -
30◦ + 60◦ + 90◦ 80.1 79.0 - 78.8 77.4 - 78.1 76.9 -
45◦ + 60◦ + 90◦ 70.6 72.7 - 68.1 70.8 - 69.2 71.4 -
0◦ + 30◦ + 45◦ + 60◦ 82.7 81.1 - 82.1 80.2 - 81.7 79.4 -
0◦ + 30◦ + 45◦ + 90◦ 82.7 82.7 - 81.7 81.6 - 80.6 80.3 -
0◦ + 30◦ + 60◦ + 90◦ 82.1 83.3 - 81.4 82.7 - 80.3 81.4 -
0◦ + 45◦ + 60◦ + 90◦ 78.0 80.2 - 77.2 79.2 - 76.7 78.1 -
30◦ + 45◦ + 60◦ + 90◦ 80.0 78.3 - 78.7 76.4 - 77.5 76.1 -
0◦ + 30◦ + 45◦ + 60◦ + 90◦ 75.0 75.7 65.0 72.6 67.8 66.4 72.8 66.9 64.2
regarding the weighting procedure: since the weighting scheme
is determined on the cross-validation of the training set, certain
seemingly similar combinations result in different weights and
thus a very different final performance on the test set.
The above discussions only take into account the sentence
correctness. However, similar trends can be observed looking
at both word accuracy and word correctness.
5. Conclusions
In this paper, we have explored the influence of multi-view fu-
sion on visual speech recognition. The results have shown that
exploiting multiple-view data can improve the recognition re-
sults significantly. This is particularly true for combinations in-
volving the frontal view, the 30◦ and 60◦ view angles. The other
views do provide additional information, however, the improve-
ments are not as noteworthy.
In this work we have extended our previous experiments to
include a more in-depth study of various combinations of dif-
ferent view angles. However, this study still has several limita-
tions: First, it only takes into account a simple decision fusion
scheme of the log-likelihoods of various Viterbi paths. Further-
more, the dataset is limited to simple phrase recognition. Fu-
ture work should further extend this effort to test further fusion
schemes and to evaluate them on larger databases.
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