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Abstract
In this paper we prove that the Cauchy problem for first-order quasi-linear systems of
partial differential equations is ill-posed in Gevrey spaces, under the assumption of an initial
ellipticity. The assumption bears on the principal symbol of the first-order operator. Ill-
posedness means instability in the sense of Hadamard, specifically an instantaneous defect
of Hölder continuity of the flow from Gσ to L2, where σ ∈ (0, 1) depends on the initial
spectrum. Building on the analysis carried out by G. Métivier [Remarks on the well-posedness
of the nonlinear Cauchy problem, Contemp. Math. 2005], we show that ill-posedness follows
from a long-time Cauchy-Kovalevskaya construction of a family of exact, highly oscillating,
analytical solutions which are initially close to the null solution, and which grow exponentially
fast in time. A specific difficulty resides in the observation time of instability. While in
Sobolev spaces, this time is logarithmic in the frequency, in Gevrey spaces it is a power of
the frequency. In particular, in Gevrey spaces the instability is recorded much later than in
Sobolev spaces.
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1 Introduction
We consider the Cauchy problem for first-order quasi-linear systems of partial differential equa-
tions
∂tu =
d∑
j=1
Aj(t, x, u)∂xju+ f(t, x, u) , u(0, x) = h(x) (1.1)
where t ≥ 0, x ∈ Rd, u(t, x) and f(t, x, u) are in RN and Aj(t, x, u) ∈ RN×N . We assume
throughout the paper that the Aj and f are analytic in a neighborhood of (0, 0, 0).
We prove that if the first-order operator is initially micro-locally elliptic, then the Cauchy
problem (1.1) is ill-posed in Gevrey spaces. Our results extend Métivier’s ill-posedness theorem
[Mét05] for initially elliptic operators in Sobolev spaces.
While it may seem natural that Gevrey regularity, with associated sub-exponential Fourier
rates of decay O
(
e−|ξ|σ
)
, with σ < 1, will not be sufficient to counteract the exponential growth
of elliptic operators (think of etξ, as is the case for the Cauchy-Riemann operator ∂t + i∂x), the
proof of ill-posedness requires a careful analysis of linear growth rates and linear and nonlinear
errors. This ill-posedness result is Theorem 1, stated in Section 2.3. By ill-posedness, we mean
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the absence of a Hölder continuous dependence on the data, as measured from Gσ to L2. The
precise definition is given in Section 2.1. The larger σ, the stronger the result. Of course, well-
posedness holds in the limiting case σ = 1, corresponding to analytic functions. Assuming only
a property of micro-local ellipticity for the principal symbol of (1.1), we obtain, in Theorem 1,
the bound σ < 1/(m + 1), where m ≥ 1 is an algebraic multiplicity. Under an assumption of
smooth partial diagonalization (see Assumption 2.6), we obtain, in Theorem 2, ill-posedness for
any σ < 1/2 regardless of the algebraic multiplicity. Under stronger spectral assumptions (see
Assumption 2.8), we obtain, in Theorem 3, ill-posedness for any σ < 2/3 and we outline the
conditions which allow for an instability proof at an arbitrarily high Gevrey regularity.
We note that an equation may be simultaneously ill-posed in Sobolev spaces and well-posed in
Gevrey spaces (for instance, the Prandtl equation [GVD10], [GVM15]). Besides well-posedness,
the distinct but related phenomenon of Landau damping for Vlasov-Poisson occurs in Gevrey
spaces [MV11], [BMM16], but not in Sobolev spaces [Bed16].
In the companion paper [Mor16], we extend these results to systems transitioning from hy-
perbolicity to ellipticity, following [LMX10] and [LNT17].
1.1 Background: on Lax-Mizohata results
The question of the well-posedness of the Cauchy problem was first introduced and studied by
Hadamard in [Had02]. Hadamard proved, in the case of linear second-order elliptic equations,
that the associated solution flow is not regular in the vicinity of any solution of the system. The
case of linear evolution systems of the form (1.1), with Aj(t, x, u) ≡ Aj(t, x), f(t, x, u) ≡ f(t, x)
was first studied by Lax in [Lax05], where the proof was given that hyperbolicity of the system,
i.e. reality of the spectrum of the principal symbol, was a necessary condition for (1.1) to be well-
posed in the sense of Hadamard in Ck spaces. Lax’s proof relied on separation of the spectrum.
Mizohata extended Lax’s result without this assumption in [Miz61]. Some cases of nonlinear
systems were studied later by Wakabayashi in [Wak01] (here with stability also with respect to
source term) and by Yagdjian in [Yag98] and [Yag02] (there in the special case of gauge invariant
systems).
A first statement of a precise Lax-Mizohata result for first-order quasi-linear systems was
given by Métivier in [Mét05], with a precise description of the lack of regularity of the flow. As
we will adapt the methods used by Métivier, we want to take a close look at [Mét05].
1.2 On Métivier’s result in Sobolev spaces
In Section 3 of [Mét05] Guy Métivier proves Hölder ill-posedness in Sobolev spaces for the Cauchy
problem (1.1), as soon as hyperbolicity fails at t = 0. The initial defect of hyperbolicity means
here that there are some x0 ∈ Rd, ~u0 ∈ RN and ξ0 ∈ Rd such that the principal symbol evaluated
at (0, x0, ~u0, ξ0):
A0 :=
∑
j
Aj(0, x0, ~u0)ξ0,j (1.2)
is supposed to have a couple of eigenvalues with non zero imaginary part, say ±iγ0, with eigen-
vectors ~e±. Hölder well-posedness, locally in time and space, would mean that initial data h1
and h2 in Hσ(Br0(x0)), for some small r0 > 0, would generate solutions u1 and u2 such that
||u2 − u1||L2(Ω) . ||h2 − h1||αHσ(Br0 (x0)) (1.3)
3
for some space-time domain Ω, for some σ ≥ 0, some α ∈ (0, 1]. In order to disprove (1.3),
Métivier chooses h1 ≡ ~u0, and lets u1 the Cauchy-Kovalevskaya solution issued from h1, the
existence of which is granted, locally in space and time, by the analyticity assumption on the
coefficients Aj and f . Translating, Métivier is reduced to the case ~u0 = 0, u1 ≡ 0, and the proof
that (1.3) does not hold is reduced to the construction of a family (uε)ε>0 of initially small, exact
analytical solutions such that
lim
ε→0
||uε||L2(Ωε)
||uε(0)||αHσ(B0(x0))
= +∞ (1.4)
for all Hölder exponent α ∈ (0, 1] and all Sobolev indices σ > 0, where Ωε is a small conical
space-time domain centered at (0, x0).
To highlight the specific frequency ξ0 at which the initial ellipticity occurs, Métivier looks for
solutions of the form
uε(t, x) = εu(t/ε, x, (x− x0) · ξ0/ε) (1.5)
with ε a small parameter and u(s, x, θ) is periodic in θ. Then u solves
∂su−A0∂θu = G(εu) (1.6)
where A0 is defined by (1.2) and G(εu) comprises both linear and nonlinear "errors" terms.
Factorizing the propagator, an equivalent fixed point equation is obtained
u = esA0∂θu(0) +
∫ s
0
e(s−s
′)A0∂θG(εu(s′))ds′. (1.7)
For equation (1.7), the goal is to prove:
• The existence of solutions over the space-time domain Ωε. This is a Cauchy-Kovalevskaya
type of result, discussed in Section 1.2.2.
• The wild growth estimate (1.4). Since the instability develops in time, the existence domain
Ωε must be large enough for (1.4) to be recorded. This point is discussed in Section 1.2.1.
1.2.1 Exponential growth of the solutions
As a consequence of the assumption of ellipticity on A0 defined by (1.2), the propagator has an
exponential growth in Fourier∣∣∣(e(s−s′)A0∂θu(s, x, θ))
n
∣∣∣ . e|n|γ0(s−s′)|un(s, x)| (1.8)
where we denote by (·)n the n-th Fourier mode with respect to the periodic variable θ. We recall
that ξ0 is the distinguished frequency for which A0, defined in (1.2), has a couple of non real
eigenvalues associated with eigenvectors ~e±. We define well-chosen initial data
hε = ε
M+1
(
e∓ix·ξ0/ε~e±
)
, hε := ε
M
(
e∓iθ~e±
)
(1.9)
for which the upper bound is attained:
fε(s, θ) := e
sA0∂θhε(θ) satisfies |(fε)n| ≈ εMeγ0s , ∀n ∈ Z. (1.10)
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Above fε(s, θ) is the free solution of (1.6), that is the solution of the equation when G(εu) = 0.
One key observation in view of the Hadamard instability is that, for times of order M | ln(ε)|,
the free solution fε is of order 1 with respect to ε, whereas at time 0 it is of order εM . Roughly
there are fε(t, x) = fε(t/ε, x, (x− x0) · ξ0/ε), hε(t, x) = hε(t/ε, x, (x− x0) · ξ0/ε) and Ωε a small
conical space-time domain that contains the ball Bε((M | ln(ε)|, x0)) of Rs × Rdx for which there
holds ||fε||L2(Ωε)
||hε||αHσ
≈ ε(d+1)/2ε−α(M−σ) (1.11)
and a suitable choice of M leads to (1.4) in the simplified case uε = fε, as ε→ 0.
Through a careful analysis of the quasilinear system, Métivier proved that the nonlinear
solution uε is close enough to fε in such a way that the growth (1.10) of the free solution fε in
long time O(| ln(ε)|) passes on to solutions uε, such that
|uε(s, x, θ)| & εMeγ0s (1.12)
in a whole neighborhood of (s, x) = (M | ln(ε)|, x0). This estimate from below leads finally to
(1.4).
In this sketch of analysis, we see in particular that the (projection over the temporal coordi-
nate of) the existence domain Ωε introduced in Section 1.2 must be large enough to contain time
intervals [0,M | ln(ε)|]. In Gevrey spaces, this domain must be much larger, see Section 1.3.
1.2.2 Existence of solutions via a long-time Cauchy-Kovalevskaya result
In order to show that nonlinear solution uε of equation (1.7) actually exists for sufficiently long
time O(M | ln(ε)|), Métivier proved a long-time Cauchy-Kovalevskaya theorem using techniques
of majoring series developed by Wagschal in [Wag79] for the resolution of the nonlinear Goursat
problem. A presentation of the method can also be found in [Car61], and is developed extensively
in Section 4.1.
For formal series φ(x) =
∑
k∈Nd φkx
k and ψ(x) =
∑
k∈Nd ψkx
k, with ψk ≥ 0, we define the
relation
φ ≺ ψ ⇐⇒ |φk| ≤ ψk , ∀k ∈ Nd.
The method is based on the observation that, if ψ has convergence radius R−1 > 0 and φ ≺ ψ,
then φ has a convergence radius at least equal to R−1. Conversely, there are series of one variable
Φ(z) with convergence radius equal to 1 that satisfy the following property: for any series φ with
convergence radius less than R−1, there is C > 0 such that φ ≺ CΦ(R∑j xj). The norm of φ
will be defined as the best constant C (see Definition 4.7). An example is Φ(z) = 11−z , which
satisfies the previous property thanks to Cauchy’s inequalities.
Based on those two observations, the method consists in shifting the focus from φ to Φ. The
key is that Φ can be taken to be much simpler than the original, typically unknown, series. In
this paper we choose Φ with convergence radius equal to one and also such that Φ2 ≺ Φ (see
point 4 in Lemma 4.3 in Section 4.1).
Now assume that we are given an initial datum u(0, ·) in (1.7) such that u(0, x) ≺ Φ(R∑j xj).
The Cauchy-Riemann operator ∂t + i∂x provides the simplest example of an elliptic Cauchy
problem. On this example the radius of analyticity decays linearly in time: the datum u with
uˆ(0, ξ) = e−R−1|ξ| generates the solution uˆ(t, ξ) = e−(R−1−t)ξ , for t > 0 and ξ > 0. It makes
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sense to assume similarly a linearly decaying radius of convergence for the solutions to our elliptic
problems. Thus after comparing u(0) to Φ(R
∑
j xj), we will compare u(s) to Φ(R
∑
j xj + ερs),
where R and ρ are parameters to be specified later. Note that the series Φ(R
∑
j xj + ερs) has
converging radius R−1(1 − ερs), which is non zero for s < (ερ)−1 ; this is hence the maximal
time of regularity for the solutions.
For simplicity of exposition, consider equation (1.7) with G(εu) ≡ ε∑j Aj(εs, x, ~u0)∂xju and
A0 ≡ 0. The right-hand side of (1.7) reduces then to∫ s
0
ε
∑
j
Aj(εs
′, x, ~u0)∂xju(s
′) ds′. (1.13)
By assumption of analyticity of the Aj , we may control the series Aj(εs′, x, ~u0) by the model
Φ(R
∑
j xj + ερs), up to a multiplicative constant. Then (1.13) is controlled, in the sense of the
binary relation ≺ and up to a multiplicative constant, by∫ s
0
εΦ(R
∑
j
xj + ερs
′)
∑
j
∂xjΦ
R∑
j
xj + ερs
′
 ds′
≺
∫ s
0
εRΦ(R
∑
j
xj + ερs
′)Φ′
R∑
j
xj + ερs
′
 ds′
≺
∫ s
0
εRΦ′
R∑
j
xj + ερs
′
 ds′
≺ Rρ−1Φ
R∑
j
xj + ερs
 .
Above, we used 2ΦΦ′ ≺ Φ′, a consequence of Φ2 ≺ Φ (the relation ≺ is compatible with deriva-
tion, see Lemma 4.3). We observed above the phenomenon of regularization (of ∂xj ) by integra-
tion in time, as in [Uka01]. The "error" (1.13) is controlled at a cost of Rρ−1.
To conclude to the existence of the family of analytic solutions uε exhibiting the growth (1.12)
on sufficiently long time O(M | ln(ε)|), Métivier compared the maximal time of regularity (ερ)−1,
which then has to be greater than the instability time M | ln(ε)|. This implies some constraints
on R and ρ, and finally on the domain of existence Ωε. We will not go into more detail at this
point, as those constraints will appear in the Gevrey analysis too.
1.3 Extension to Gevrey spaces
The aim of this article is to prove the same kind of Hölder ill-posedness as in [Mét05], under the
assumption of analyticity of the coefficients of the Aj . But whereas [Mét05] holds in Sobolev
spaces, we prove here instability in Gevrey spaces1. Following Métivier’s method, we construct
a family of solutions (uε)ε that satisfies
lim
ε→0
||uε||L2(Ω)
||uε(0)||αGσ(B0)
= +∞ (1.14)
1This has been suggested by Jeffrey Rauch, whom the author thanks warmly.
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where the Gevrey space Gσ(B0) is precisely defined in Section 2.1, with B0 a ball of Rd con-
taining the distinguished point x0. Our goal in this Section is to informally describe the specific
difficulties posed by the analysis in Gevrey spaces.
1.3.1 On the time of instability in Gevrey spaces
We first need to find a suitable replacement for the small coefficient εM of hε defined in (1.9)
in the Sobolev framework. Indeed, the highly oscillating function eix·ξ0/ε has Sobolev norm
||eix·ξ0/ε||Hσ(B0) ≈ ε−σ whereas the Gevrey norm satisfies (see Definition 2.1 and Lemma 3.3)
||eix·ξ0/ε||Gσ(B0) ≈ eε
−σ . Appropriate initial data are both small and highly oscillating. Thus we
replace (1.9) by
hε = e
−ε−δ
(
e∓ix·ξ0/ε~e±
)
, hε := e
−ε−δ
(
ei∓θ~e±
)
(1.15)
with σ < δ. At the end of the analysis, we expect (1.12) to be replaced by
|uε(s, x, θ)| & e−ε−δeγ0s. (1.16)
This leads to a typical observation time ε−δ. This is the time for which the time exponential
growth associated with the ellipticity counterbalances the very small initial amplitude. This
observation time is far bigger than the typical Sobolev time O(| ln(ε)|) described above in Section
1.2. Note that the limitation σ < δ ensures at least formally that the ratio (1.11) in Gevrey
spaces Gσ diverges as ε→ 0 (see Remark 3.4).
1.3.2 On the control of linear errors over long times
Typically the estimates for G(εu) (with notation introduced in (1.6)), which comprises both
linear and nonlinear error terms, degrade over time. This is problematic in view of the resolution
of the fixed point equation (1.7). By definition of A0 in (1.2), the linear error comprises term
(
∑
j
Aj(εs, x, εu)ξ0,j −A0)∂θu ≈ (εs+ |x− x0|+ εu)∂θu.
Suppose now, for simplicity of exposition, that G(εu) = εs∂θu, and recall that s = O(ε−δ)
according to the sketch of analysis of Section 1.3.1. Suppose in addition that the linear bound
(1.8) holds, and that we have an a priori control of the Fourier mode n = − 1 of the solution u
with a growth rate that is equal to the linear growth rate
|u−1(s)| . e−ε−δeγ0s.
The amplitude e−ε−δ is the one previously discussed in Section 1.3.1. Then equation (1.7) for
the Fourier mode n = − 1 reduces to
u−1(s)− e−ε−δeγ0s~e+ =
∫ s
0
e−i(s−s
′)A0
(
εs′(− i)u−1(s′)
)
ds′
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where ~e+ is the eigenvector of A0 associated to the eigenvalue with imaginary part iγ0. For the
right-hand side, we have the estimate:∣∣∣∣∫ s
0
e−i(s−s
′)A0
(
εs′(−i)u1(s′)
)
ds′
∣∣∣∣ . ∫ s
0
eγ0(s−s
′)
(
εs′e−ε
−δ
eγ0s
′)
ds′
. 1
2
εs2e−ε
−δ
eγ0s (1.17)
thanks to the upper bound (1.8). Hence u−1(s) would satisfy (1.16) if εs2 = oε→0(1) for any
s ∈ [0, ε−δ), which would lead to the stringent constraint on the Gevrey index σ < δ < 1/2.
Thus we need to consider the varying-coefficient operator
∑
j Aj(εs, x, ~u0)ξ0,j∂θ, as opposed
to [Mét05] where the constant-coefficient operator A0∂θ was considered.
1.3.3 On linear growth bounds
As discussed in Section 1.3.2, we need to work with the varying-coefficient operator∑
j
Aj(εs, x, ~u0)ξ0,j∂θ.
We introduce first the propagator U(s′, s, x, θ) which solves
∂sU(s
′, s, x, θ)−
∑
j
Aj(εs, x, ~u0)ξ0,j ∂θ U(s
′, s, x, θ) , U(s′, s′, x, θ) ≡ Id.
As
∑
j Aj(εs, x, ~u0)ξ0,j does not depend on θ, the Fourier coefficients Un(s
′, s, x) of the propagator
satisfies the ODE
∂sUn(s
′, s, x)− in
∑
j
Aj(εs, x, ~u0)ξ0,j Un(s
′, s, x) , Un(s′, s′, x) ≡ Id.
Then U(θ) acts diagonally on each Fourier component. Note that in the autonomous case∑
j Aj(εs, x, ~u0)ξ0,j ≡
∑
j Aj(0, x, ~u0)ξ0,j , the propagator satisfies
U(s′, s, x, θ) = exp
(s− s′)∑
j
Aj(0, x, ~u0)ξ0,j ∂θ
 .
Using the propagator U(s, s, x, θ), fixed point equation (1.7) is replaced by
u(s, x, θ) = f(s, x, θ) +
∫ s
0
U(s′, s, x, θ)G(εu(s′, x, θ))ds′ (1.18)
where f(s, x, θ) = U(0, s, x, θ)hε(θ) is the free solution, with hε defined in (1.15).
For the n-th Fourier coefficient Un(s′, s, x) of the propagator, the derivation of bounds is
described for instance in Section 4 of [LNT17]. Eigenvalues may cross at the distinguished point
(0, x0). In particular, eigenvalues and eigenprojectors may not be smooth, although eigenvalues
are continuous. Since we do not want to formulate any additional assumption on the symbol
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besides ellipticity (although see Section 1.3.5 below and Theorem 2), this forces us, in the deriva-
tion of upper bounds of Un(s′, s, x), to resort to the procedure of approximate trigonalization
described for instance in [LNT17].
In this procedure, a small error is produced in the rate of growth. On one side, an upper
bound ∣∣Un(s′, s, x)∣∣ . ω−(m−1)e|n|(s−s′)(Imλ0+R−1+εs+ω) (1.19)
is achieved, where λ0 is an eigenvalue of A0 with positive imaginary part which is maximal among
the other eigenvalues, and m is the algebraic multiplicity of λ0 in the spectrum. In (1.19) the
parameter ω > 0 is associated with the trigonalization error. The optimal choice of ω is described
below in Section 1.3.4. The bound (1.19) holds for x in BR−1(x0) and s in (0, s), where R−1 is
the convergence radius and s the final time of observation. This is made precise in Lemma 3.1.
On the other side, the free solution satisfies a bound of the form
|fε(s, x, θ)| & ω−(m−1) e−ε−δes(Imλ0−r−εs−ω) (1.20)
for (s, x) ∈ (0, s)×Br(x0) with r small. This is made precise in Lemma 3.2.
1.3.4 On the endgame
As we did in Section 1.3.2, suppose now that there holds G(εu) = ε
∑
j Aj(εs, x~u0)∂xju(s) and
the linear bound (1.19). Suppose also that we have an a priori control of the Fourier mode n = 1
of the solution u with a growth rate that is equal to the linear growth rate
|u1(s)| . e−ε−δω−(m−1)e(s−s′)(Imλ0+R−1+εs+ω). (1.21)
In view of bound (1.19) and equation (1.18), there holds then for the Fourier mode n = 1 the
bound
|u1(s)− f1(s)| .
∫ s
0
ω−(m−1)e(s−s
′)(Imλ0+R−1+εs+ω)ε
∑
j
Aj(εs
′, x~u0)∂xju(s
′)ds′.
Thanks to the majoring series method explained in Section 1.2.2 and based on (1.21) , we may
expect to bound the above by
|u1(s)− f1(s)| . e−ε−δω−2(m−1)es(Imλ0+R−1+εs+ω)Rρ−1. (1.22)
To end the proof, it would suffice then to show that u1 has the same bound from below as f1 in
(1.20). This is the case if the right-hand side of (1.22) satisfies
e−ε
−δ
ω−2(m−1)es(Imλ0+R
−1+εs+ω)Rρ−1  ω−(m−1) e−ε−δes(Imλ0−r−εs−ω) (1.23)
for all s ∈ (0, s), where  is defined in (1.32). This is equivalent to
ω−(m−1) es(R
−1+r+εs+ω)Rρ−1  1. (1.24)
As explained in Section 1.3.1, the final time s is of order ε−δ. In order for (1.24) to be satisfied,
the argument of the exponential should be at most of order 1 as ε goes to 0. Hence R−1, r and
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ω are chosen to be less than εδ. Note that we also get once again the constraint εs2 < 1, which
brings back the limitation σ < δ < 1/2 on the Gevrey index.
Besides (1.24), another constraint shows up in the analysis. Recall that we work with the
majoring series model Φ(R
∑
j xj + ερs). Its domain of analyticity is the conical space-time
domain {(s, x) |R∑j |xj |+ ερs < 1}. As the time of instability s is of order ε−δ, in order to see
the instability the maximal regularity time (ερ)−1 has to be greater than ε−δ. Hence another
constraint
ε1−δ  ρ−1. (1.25)
Since ω and R−1 are of order εδ, we rewrite constraint (1.24) as ρ−1  ε(m−1)δR−1 and then as
ρ−1  εmδ.
Finally we end up with a consistency inequality ε1−δ  εmδ, equivalent to the limitation δ <
1/(m+ 1) of the Gevrey index. This is our principal result, detailed in Theorem 1.
1.3.5 On proving instability for higher Gevrey indices
We saw above in Section 1.3.4 that, in the general case, the consideration of the varying-coefficient
operator
∑
j Aj(ετ, x, ~u0)ξ0,j∂θ does not free us from the constraint σ < 1/2. Indeed, as discussed
in Sec 1.3.4, we actually need to impose σ < 1/(m+1), where m ≥ 1 is the algebraic multiplicity
of λ0 in the spectrum.
We describe here a situation in which we improve the limiting Gevrey index.
Assume finally that (1.19) and (1.20) can be replaced by∣∣Un(s′, s)∣∣ . e|n|(s−s′)(Imλ0+ω) (1.26)
and
|fε(s, x, θ)| & e−ε−δes(Imλ0−ε2s2−r−ω) (1.27)
respectively. Following the previous computations, we may then replace (1.23) by
e−ε
−δ
es(Imλ0+ω)Rρ−1  e−ε−δes(Imλ0−ε2s2−r−ω)
and we finally get, instead of (1.24), the new constraint
es(ε
2s2+r+ω)Rρ−1  1.
It can be fulfilled for any δ in (0, 2/3), which implies instability in Gevrey spacesGσ with σ < 2/3.
We show in Sections 2 and 3 that assumptions of maximality and semi-simplicity for the most
unstable eigenvalue lead to (1.26) and (1.27). These correspond to the assumptions of Theorem
3.
Notations
• For all z ∈ Cm and k ∈ Nm, we put
zk =
∏
i=1,...,m
zkii (1.28)
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• For all k ∈ Nm (
k1 + · · ·+ km
k1, . . . , km
)
=
(k1 + · · ·+ km)!∏
i=1,...,m
ki!
(1.29)
• For all m and i ∈ {1, . . . ,m}, we denote 1i the m-uple with all coefficients null but the
i-th:
1i = (0, . . . , 0, 1, 0, . . . , 0) (1.30)
• For all reals A and B we note
A . B (1.31)
if there is some constant independent of ε such that
A ≤ CB.
• For any functions A and B of ε, we denote
A B ⇐⇒ A = oε→0(B). (1.32)
• For r > 0 and x0 ∈ Rd we denote
Br(x0) =
{
x ∈ Rd ∣∣ |x− x0| < r} . (1.33)
2 Main assumptions and results
2.1 Definitions: Hölder well-posedness in Gevrey spaces
We recall the definition of Gevrey functions on an open set B of Rd:
Definition 2.1 (Gevrey functions). Let σ ∈ (0, 1). We define Gσ(B) as the set of C∞ functions
f on B such that, for all compact K ⊂ B there are constants CK > 0 and cK > 0 that satisfy
|∂αf |L∞(K) ≤ CKc|α|K |α|!1/σ ∀α ∈ Nd. (2.1)
We then define a family of norms on Gσ(B), for all compact K ⊂ B and c > 0 by
||f ||σ,c,K = sup
α
|∂αf |L∞(K)c−|α||α|!−1/σ. (2.2)
For an introduction to Gevrey spaces and their properties, we refer to the book of Rodino
[Rod93]. We introduce also space-time conical domains centered on (0, x0) ∈ R× Rd.
Definition 2.2 (Conical domains). For x0 ∈ Rd, R > 0, ρ > 0 and t ≥ 0 we define the set
ΩR,ρ,t(x0) =
{
x ∈ Rd
∣∣∣ R|x− x0|1 + ρt < 1} (2.3)
with |x|1 =
∑
j=1,...,d |xj | the L1 norm on Rd. Note that for all t ≥ ρ−1, ΩR,ρ,t(x0) = ∅. We also
denote
ΩR,ρ(x0) =
⋃
t≥0
{t} × ΩR,ρ,t(x0) =
{
(t, x) ∈ R× Rd
∣∣∣ 0 ≤ t < ρ−1, R|x− x0|1 + ρt < 1} . (2.4)
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Note that ΩR,ρ,t is decreasing for the inclusion as a function of R, ρ and t. In particular,
ΩR,0,0(x0) is BR−1(x0).
The question is whether the Cauchy problem (1.1) is well-posed in Gevrey spaces or not, in
the following sense
Definition 2.3 (Hölder well-posedness). We say that (1.1) is Hölder well-posed in Gσ locally
around x0 ∈ Rd if there are constants r0 > r1 > 0, c > 0, Cin > 0, Cfin, ρ > 0, α ∈ (0, 1) such
that for any h in Gσ(Br0(x0)) with
||h||σ,c,K ≤ Cin ∀K compact of Br0(x0)
and all R > r−11 the Cauchy problem (1.1) associated to h has a unique solution u(t, x) in
C1(ΩR,ρ(x0)) with |u|L2(ΩR,ρ(x0)) ≤ Cfin and if moreover, given h1 and h2 in Gσ(Br0(x0)) the
corresponding solutions u1 and u2 satisfy the estimate for all R > r−11 and K compact subset of
Br0(x0)
|u1 − u2|L2(ΩR,ρ(x0)) . ||h1 − h2||ασ,c,K .
2.2 Assumptions
We define the principal symbol evaluated at a distinguished frequency ξ0 ∈ Rd by
A(t, x, u) =
∑
j
Aj(t, x, u)ξ0,j , ∀(t, x, u) ∈ R+ × Rd × RN . (2.5)
Assumption 2.4. We assume that for some x0 ∈ Rd and ~u0 ∈ RN , the spectrum of A(0, x0, ~u0)
is not real:
SpA(0, x0, ~u0) 6⊆ R. (2.6)
That is, the principal symbol A is initially elliptic.
Notation 2.5. We denote then
A0 = A(0, x0, ~u0) (2.7)
which is a constant matrix with non-real spectrum by (2.6). Among the nonreal eigenvalues of
A0, we denote λ0 the one with maximal positive imaginary part, denoted γ0. We denote ~e+ the
associated eigenvector. We denote also
A(t, x) = A(t, x, ~u0). (2.8)
Up to translations in x and u, which do not affect our assumptions, and by homogeneity in
ξ, we may assume
x0 = 0 , ~u0 = 0 , ξ0 ∈ Sd−1. (2.9)
Under Assumption 2.4 alone, we prove instability for the Cauchy problem (1.1) in some
Gevrey indices (Theorem 1 in Section 2.3 below). We now formulate additional assumptions
which yield instability for higher Gevrey spaces (Theorems 2 and 3 below).
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Assumption 2.6. For some x0 ∈ Rd and ξ0 ∈ Sd−1, the matrix A0 has an eigenvalue λ0 such
that there holds λ0 ∈ C \ R, and Imλ0 > Imµ, for any other eigenvalue µ of A0. Besides, the
eigenvalue λ0 is semisimple (which means algebraic and geometric multiplicities coincide) and
belongs to a branch of semisimple eigenvalues of A. Finally, (0, x0, λ0) is not a coalescing point
in the spectrum of A.
We denote P0 the eigenprojector of A0 associated with λ0, and A−10 the partial inverse of A0,
defined by P0A−10 = 0, A0A
−1
0 = Id − P0. We also denote (t, x) = (x0, . . . , xd), so that ∂0 = ∂t,
∂j = ∂xj .
Remark 2.7. The non-coalescing assumption 2.6 implies (see [Kat66], or Corollary 2.2 of
[Tex17]) that there is a smooth (actually, analytical) branch λ of eigenvalues of A such that
λ(0, x0) = λ0. The corresponding local eigenprojector P is smooth as well. The local semisim-
plicity assumption means that AP = λP , that is, in restriction to the eigenspace associated with
λ, the symbol A is diagonal. A sufficient condition for semisimplicity is algebraic simplicity of
the eigenvalue.
Assumption 2.8. With notation P0 and A−10 introduced just above Remark 2.7,
(i) there holds P0∂jA(0, x0)P0 = 0, for all j ∈ {0, . . . , d}.
Under condition (i), the matrix
P0∂iAA
−1
0 ∂jAP0 + P0∂jAA
−1
0 ∂iAP0 + P0∂
2
ijAP0 (2.10)
(where derivatives of A are evaluated at (0, x0)) has only non-zero eigenvalue (see [Kat66], or
Proposition 2.6 of [Tex04]), which we denote µij .
(ii) The matrix (Imµij)0≤i,j≤d is negative definite.
Remark 2.9. Under Assumption 2.6, Assumption 2.8 implies (see [Kat66], or Proposition 2.6 of
[Tex04]) that the Hessian of Imλ at (0, x0) is negative definite, hence (0, x0) is a local maximum,
in space-time, for Imλ.
Assumption 2.10. We assume that f(t, x, u) is quadratic in u locally around u = ~u0, that is
∂uf(t, x, u)
∣∣
u=~u0=0
≡ 0 (2.11)
2.3 Statement of the results
In the statement below we use notations introduced in Definitions 2.1 and 2.2.
Theorem 1. Under Assumptions 2.4 and 2.10, the Cauchy problem (1.1) is not Hölder well-
posed in Gevrey spaces Gσ for all σ ∈ (0, 1/(m+ 1)) where m is the algebraic multiplicity of λ0.
That is for all c > 0, K compact of Rd and α ∈ (0, 1], there are sequences R−1ε → 0 and ρ−1ε → 0,
a family of initial conditions hε ∈ Gσ and corresponding solutions uε of the Cauchy problem on
domains ΩRε,ρε(x0) such that
lim
ε→0
||uε||L2(ΩRε,ρε (x0))/||hε||ασ,c,K = +∞. (2.12)
The time of existence of the solutions uε is at least of order ε1−σ.
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We prove the instability for a larger band of Gevrey indices under stronger assumptions.
First, the semisimplicity and non-coalescing Assumption 2.6 allows for a critical index equal to
1/2:
Theorem 2. Under Assumptions 2.6 and 2.10, the result of Theorem 1 holds for any Gevrey
index σ in (0, 1/2).
Second, under Assumption 2.6, the null condition (i) and the sign condition (ii) in Assumption
2.8 allow for the critical index to go from 1/2 up to 2/3:
Theorem 3. Under Assumptions 2.6, 2.8 and 2.10, the result of Theorem 1 holds for any Gevrey
index σ in (0, 2/3).
The rest of the paper is devoted to the proof of Theorems 1, 2 and 3.
Remark 2.11. Higher-order null and sign conditions allow for a greater critical index. Precisely,
under Assumption 2.6, if (0, x0) is a local maximum for Imλ, and if there holds λ(εs, x0) −
λ(0, x0) = O(εs)
2k−1, then our proof implies ill-posedness with a critical Gevrey index equal to
2k/(2k + 1). These null and sign conditions can be expressed in terms of derivatives of A, the
partial inverse A−10 and the projector P0, see [Kat66], or Remark 2.7 of [Tex04]. See also Remark
6.5.
3 Highly oscillating solutions and reduction to a fixed point equa-
tion
3.1 Preparation of the equation
We want to compare two solutions of (1.1) with initial data h1 and h2 satisfying both
hi(x = 0) = 0 for i = 1, 2
to fit with ~u0 = 0 in (2.9). We can choose h1 analytic, which lead by Cauchy-Kovalevskaya
theorem to an analytic solution u1 in some small neighborhood of (0, 0) ∈ Rt × Rdx. Then
changing u into u− u1 in (1.1) we get a new Cauchy problem
∂tu =
∑
j
Aj(t, x, u)∂xju+ F (t, x, u)u , u(0, x) = h(x) (3.1)
with F (t, x, u) ∈ RN×N is also analytic, by analyticity of f and u1. We consider for h small
analytical functions satisfying h|x=0 = 0, as perturbations of the trivial datum h ≡ 0.
3.2 Highly oscillating solutions
As in [Mét05] we look for high oscillating solutions of (3.1) with the aim of seeing the expected
growth. In this view we posit the following ansatz
uε(t, x) = εu(t/ε, x, x · ξ/ε) (3.2)
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where the function u(s, x, θ) is 2pi-periodic in θ. We introduce for any analytical function
H(t, x, u) the compact notation
H(s, x,u) = H (εs, x, εu) . (3.3)
For uε(t, x) to be solution of (3.1) it is then sufficient that u(s, x, θ) solves the following
equation
∂su = A ∂θu+ ε
∑
j
Aj∂xju+ Fu
 (3.4)
where we use the notation (3.3) for the Aj and F, and A is defined by (2.5).
As we focus our study in a neighborhood of the distinguished point (0, 0) ∈ Rt × Rdx (recall
that x0 = 0), we rewrite now (3.4) as
∂su−A∂θu = G(s, x,u) (3.5)
where A(s, x) = A(εs, x) in accordance with notation (3.3). We define the source term
G = (A−A) ∂θu+ ε
∑
j
Aj∂xju+ Fu
 (3.6)
using the notation (3.3).
3.3 Upper bounds for the propagator
To solve the Cauchy problem of the equation (3.5) with initial datum hε specified in Section 3.4,
we first study the case G ≡ 0, that is
∂su(s, x, θ)−A(s, x)∂θu(s, x, θ) = 0. (3.7)
Note that this equation is linear, non autonomous and non scalar. We define the matrix propa-
gator U(s′, s, x, θ) as the solution of
∂sU(s
′, s, x, θ)−A(s, x)∂θU(s′, s, x, θ) = 0 , U(s′, s′, x, θ) ≡ Id. (3.8)
and U(s′, s, x, θ) is periodic in θ, following the ansatz (3.2).
Lemma 3.1 (Growth of the propagator). The matrix propagator U(s′, s, x, θ) satisfies the fol-
lowing growth of its Fourier modes in the θ variable:
|Un(s′, s, x)| . ω−(m−1) exp
(∫ s
s′
γ](τ ;R,ω)dτ |n|
)
, ∀ 0 ≤ s′ ≤ s and ∀n ∈ Z. (3.9)
• Under Assumption 2.4, bound (3.9) holds with
γ](τ ;R,ω) = γ0 + ετ +R
−1 + ω (3.10)
where γ0 is defined in Notation 2.5, m ≥ 1 is the algebraic multiplicity of λ0. The bounds
hold for ω > 0 small enough, uniformly in x in the ball BR−1(0).
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• Under Assumption 2.6, bound (3.9) holds with m = 1 and
γ](τ ;R,ω) = γ0 + ετ +R
−1 (3.11)
with ω = 0, both uniformly in x in the ball BR−1(0).
• Under Assumptions 2.6 and 2.8, bound (3.9) holds with ω = 1 and
γ](τ ;R,ω) = γ0 (3.12)
The bounds hold uniformly in x in the ball BR−1(0).
In the framework of Assumption 2.4, the parameter ω is chosen in Proposition 6.2.
Proof. As A(t, x) does not depend on θ, equation (3.8) reads in Fourier transform in θ as
∂sUn(s
′, s, x)− inA(εs, x)Un(s′, s, x) , Un(s′, s, x) = Id
where Un is the n-th Fourier component of U(θ). That implies that operator U(θ) acts diagonally
on each Fourier components.
The bounds (3.9) - (3.10) follow from elementary, and purely linear-algebraic, arguments
detailed in Sections (4.2) and (4.3) of [LNT17].
The bounds (3.9) - (3.11) follow from a smooth partial diagonalization of symbol A over the
eigenspace associated with λ. In particular, there is no diagonalization or trigonalization error,
hence m = 1 in (3.9) and ω = 0 in (3.11).
The bounds (3.9) - (3.12) follow from a smooth partial diagonalization as described above,
and the fact that the imaginary part of λ is maximal at (t, x) = (0, x0), as described in Remark
2.9.
3.4 Free solutions
After getting the previous upper bounds for the propagator, we seek initial conditions hε that
achieve the maximal growth. For this purpose, following again [Mét05] we introduce the following
high-oscillating, small and well-polarized initial data
hε(x) = ε e
−M(ε)Re
(
e−ix·ξ0/ε~e+ + eix·ξ0/ε~e−
)
(3.13)
which correspond in the ansatz (3.2) of high-oscillating solutions to
hε(x, θ) = e
−M(ε)Re
(
e−iθ~e+ + eiθ~e−
)
. (3.14)
Here ~e+ is defined in Notation 2.5, and ~e− = ~e+. The parameterM(ε) is large in the limit ε→ 0,
chosen such that the Gevrey norm of hε is small. We introduce also
fε(s, x, θ) = U(0, s, x, θ)hε(x, θ) (3.15)
which we call the free solution of equation (3.5) as it solves the equation for G ≡ 0.
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3.4.1 Growth of the free solution
Lemma 3.2 (Growth of the free solution). There holds
|fε(s, x, θ)| & ω−(m−1) e−M(ε) exp
(∫ s
0
γ[(τ ; r, ω)dτ
)
. (3.16)
• Under Assumption 2.4, bound (3.16) holds with
γ[(τ ; r, ω) = γ0 − ετ − r − ω, (3.17)
pointwise in (s, x, θ) ∈ [0, s)×Br(x0)× T.
• Under Assumption 2.6, bound (3.16) holds with m = 1 and
γ[(τ ; r, ω) = γ0 − ετ − r, (3.18)
with ω = 0, pointwise in (s, x, θ) ∈ [0, s)×Br(0)× T.
• Under Assumptions 2.6 and 2.8, bound (3.16) holds with ω = 1 and
γ[(τ ; r, ω) = Imλ(ετ, 0)− r. (3.19)
pointwise in (s, x, θ) ∈ [0, s)×Br(0)× T.
Proof. Our choice of datum (3.13)-(3.15) allows an exact localization at the distinguished fre-
quency ξ0. Similarly to the proof of Lemma 3.1, the lower bounds follow from linear algebraic
arguments detailed in [LNT17].
3.4.2 Smallness of the free solution and Gevrey index
The size of the Gevrey-σ norm of the initial data hε is linked to the exponent M(ε) as shown by
the following
Lemma 3.3. For any σ ∈ (0, 1), c > 0 and K a compact of Rd there holds
||hε||σ,c,K . ε exp
(
−M(ε) + ε
−σ
σcσ
)
. (3.20)
We emphasize that the constant in the previous inequality does not depend on K.
Proof. First we have
∂kxe
±ix·ξ0/ε = (±iξ0/ε)k e±ix·ξ0/ε , ∀k ∈ Nd , ∀x ∈ Rd
using notation (1.28) and then
|∂kxe±ix·ξ0/ε| ≤ Cd ε−|k| , ∀k ∈ Nd , ∀x ∈ Rd
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as |ξ0| = 1, with Cd > 0 a constant depending only of the dimension d. So that for any compact
K of Rd and by definition (3.13) of the initial data hε, there holds
c−|k||k|!−1/σ|∂kxhε|L∞(K) . ε e−M(ε) ε−|k| c−|k||k|!−1/σ , ∀k ∈ Nd.
By Definition 2.1 of the Gevrey norms, this implies
||hε||σ,c,K . εe−M(ε) sup
k∈Nd
ε−|k| c−|k||k|!−1/σ.
For any t > 0 we have
t|k|
|k|! ≤ e
t , ∀t > 0 , ∀k ∈ Nd
and note that the loss is smaller as |k| is larger. This leads to
||hε||σ,c,K . εe−M(ε) sup
k∈Nd
ε−|k| c−|k|
(
t|k|e−t
)−1/σ
and then by putting t = ε−σc−σ into this last inequality, we finally obtain the inequality (3.20).
As we need hε to be small both in Gevrey-σ norm and in amplitude, we posit
M(ε) = ε−δ, δ ∈ (σ, 1). (3.21)
Remark 3.4. With the previous definition (3.21), the initial data hε is exponentially small, both
in Gevrey-σ norm and in absolute value. This last point is of importance, as we need hε to be
small enough to see the exponential growth of the solution it generates in a sufficiently long time
T (ε) to be defined later. A constraint on this final time will lead to a constraint on the size e−M(ε)
of hε, and then to the constraint σ < δ (see (3.21)) bearing on the admissible Gevrey regularity.
3.5 Fixed point equation
Using the propagator U(s′, s, θ), the free solution (3.13) and the Duhamel formula, we can express
now (3.5) as the fixed point equation
u(s, x, θ) = fε(s, x, θ) +
∫ s
0
U(s′, s, x, θ)G(s′,u(s′, x, θ))ds′ (3.22)
where G(u) is defined by (3.6). We denote the integral term
T (s,u) =
∫ s
0
U(s′, s)G(s′,u(s′))ds′ (3.23)
which we split into three parts thanks to definition (3.6) like
T (s,u) =
∫ s
0
U(s′, s)
(A−A) ∂θu+ ε
∑
j
Aj∂xju+ Fu
 ds′
= T [θ](s,u) + T [x](s,u) + T [u](s,u) (3.24)
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where we define
T [θ](s,u) =
∫ s
0
U(s′, s) (A−A) ∂θu(s′)ds′ (3.25)
T [x](s,u) =
∫ s
0
U(s′, s)
∑
j
(
εAj(s
′,u(s′))
)
∂xju(s
′)ds′ (3.26)
T [u](s,u) =
∫ s
0
U(s′, s)
(
εF(s′,u(s′))
)
u(s′)ds′. (3.27)
3.6 Sketch of the proof
We have now reduced the initial question of finding a family of initial data hε generating a family
of appropriately growing analytic solutions uε to the fixed point equation (3.22) for operator T .
To find smooth solutions of this equation we have first to find a suitable functional space E with
the following properties:
• The space E should be a Banach space to make use of the Banach fixed point theorem.
Moreover functions of E should be smooth functions in variables (s, x, θ).
• The space E should be a Banach algebra equipped with norm ||| · ||| satisfying |||uv||| ≤
|||u||| |||v||| as we deal with non linear terms G(u).
• We will need to precisely evaluate the action of derivation operators ∂xj and ∂θ on E. In
an analytical framework, these are a priori not bounded operators, and as in [Uka01] and
[Mét05] we should use time integration to get back boundedness in E with some loss in the
bounds we should quantify.
• The space E should be invariant by the flow U(s′, s, x, θ). In this view, we need estimates
in E for the matrix flow Un(s′, s, x).
• The operator T should be a contraction on E for well chosen parameters, and for small ε.
To this end, Section 4 will present the satisfying functional setting, and Section 5 will prove the
contraction estimate for T .
In order to prove the Hadamard instability, the existence of solutions to the fixed point
equations (3.22) is not sufficient. The key of the proof is to obtain for the solution u associated
to fε the same kind of growth as fε, as developed in Section 1.3.4, and this is the aim of Section
6. Finally, such a growth for u leads to the Hadamard instability of the Cauchy problem (3.1).
This completes the proof of Theorems 1, 2 and 3 in Section 7.
4 Majoring series and functional spaces
4.1 Properties of majoring series
One aim of the paper is to construct a family of analytical solutions of the fixed point equation
(3.22). We deal with functions of several variables: x, (s, x) or (s, x, u), and the question of
analyticity of these functions with respect to all variables or only to some arises. In that purpose
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we consider formal series of µ variables, with complex coefficients that depend eventually on a
parameter y in some open domain O of Cµ′ . We denote such formal series
φ(z, y) =
∑
k∈Nµ
φk(y)z
k , φk(y) ∈ C , ∀ k ∈ Nµ , ∀ y ∈ O
where we introduce formal unknowns z = (z1, . . . , zµ). A formal series φ(z, y) is really a y-
dependent sequence (φk(y))k indexed by k ∈ Nµ . An important parameter is the dimension µ
of the indices k. We define now the relation of majoring series between two formal series φ(z, y)
and ψ(Z, y), with z and Z denoting µ variables.
Definition 4.1 (Majoring series). For φ(z, y) and ψ(Z, y) formal series of respectively variable
z and variable Z, and y a parameter in some open domain O of Cµ′ , with furthermore
ψ(Z, y) =
∑
k∈Nµ
ψk(y)Z
k with ψk(y) ≥ 0 ∀k ∈ Nµ , ∀y ∈ O
we define
φ(z, y) ≺y ψ(Z, y) ⇐⇒
(
∀k ∈ Nµ , ∀y ∈ O : |φk(y)| ≤ ψk(y)
)
(4.1)
Remark 4.2. In notation ≺y we emphasize that we consider y as a parameter in the formal
series φ(z, y).
In the following we sum up several classical properties of the relation (4.1) (see [Car61]).
Lemma 4.3. Let φ and ψ be as in the previous definition, with φ ≺y ψ. Then
1. If ψ converges at a point (Z, y) with Zi ≥ 0 for all i = 1, . . . ,m, then φ converges on all
(z, y) such that |zi| ≤ Zi, and
|φ(z1, . . . , zµ, y)| ≤ ψ(|z1|, . . . , |zµ|, y) (4.2)
2. The relation ≺y is compatible with formal derivations: denoting ∂i the formal derivation
along the i-th variable, we have
φ ≺y ψ =⇒ ∂iφ(z, y) ≺y ∂iψ(Z, y) (4.3)
3. The relation ≺y is compatible with multiplication:
φ1 ≺y ψ1 and φ2 ≺y ψ2 =⇒ φ1φ2 ≺y ψ1ψ2 (4.4)
4. There is a constant c0 > 0 such that the series
Φ(z1) =
∑
k≥0
c0
k2 + 1
zk1 (4.5)
satisfies
Φ2 ≺ Φ (4.6)
The series Φ is analytic on B1(0), defined in (1.33).
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Proof. We give here a short proof of this Lemma.
1. Assume that ψ(Z, y) is converging at a point (Z, y), with all Zi ≥ 0. By definition of the
majoring series, we have for all k ∈ Nµ the inequality |φk(y)| ≤ ψk(y). Since the series∑
k ψk(y)Z
k is convergent, then for all z ∈ Cµ such that |zi| ≤ Zi the series
∑
k φk(y)z
k
converges and there holds by (1.28) and Definition 4.1∣∣∣∣∣∑
k∈Nµ
φk(y)z
k
∣∣∣∣∣ ≤ ∑
k∈Nµ
|φk(y)|
∏
|zj |kj
≤
∑
k∈Nµ
ψk(y)
∏
|zj |kj
= ψ(|z1|, . . . , |zµ|, y)
Hence the importance of using two different notations for the µ variables, z and Z.
2. By definition of formal derivation ∂i, there holds
∂iφ(z, y) =
∑
k∈Nµ
(ki + 1)φk+1i(y)z
k
where 1i is defined by (1.30) and for all k ∈ Nµ there holds
|(ki + 1)φk+1i(y)| ≤ (ki + 1)ψk+1i(y)
by Definition 4.1, which is exactly the k-th coefficient of the formal series ∂iψ(Z, y).
3. Let φ1, φ2, ψ1 and ψ2 be such that φ1 ≺y ψ1 and φ2 ≺y ψ2. By definition of the multipli-
cation of two formal series, the coefficients of the formal series φ1φ2(z, y) in z are
(φ1φ2)k(y) =
k∑
p=0
φ1p(y)φ
2
k−p(y)
and then for all y ∈ O and k ∈ Nµ there holds
∣∣(φ1φ2)k(y)∣∣ ≤ k∑
p=0
∣∣φ1p(y)∣∣ ∣∣φ2k−p(y)∣∣
≤
k∑
p=0
ψ1p(y)ψ
2
k−p(y)
because φ1 ≺y ψ1 and φ2 ≺y ψ2. As the right-hand side of the previous inequality is just
(ψ1ψ2)k(y), this ends the proof.
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4. For µ = 1 and µ′ = 0, we consider the series
Φ(z) =
∑
k∈N
c0
k2 + 1
zk
We compute
Φ2(z) =
∑
k∈N
k∑
p=0
c0
p2 + 1
c0
(k − p)2 + 1z
k.
To prove the existence of some c0 > 0 such that (4.6) holds, it suffices to prove that
k∑
p=0
k2 + 1
(p2 + 1)((k − p)2 + 1)
is bounded for all k ∈ N. Thanks to k2 ≤ 2(p2 + (k − p)2) there holds
k∑
p=0
k2 + 1
(p2 + 1)((k − p)2 + 1) ≤ 4
k∑
p=0
1
p2 + 1
≤ 4
∑
p∈N
1
p2 + 1
which suffices to end the proof.
After these abstract considerations we come back to series in the spatial variable x, where
t a parameter. The principle behind the relation of majoring series is to replace unknown
analytical functions by a fixed, well-known series. In this view we consider the series in d
variables (X1, . . . , Xd), with t ∈ [0, ρ−1) a parameter and R and ρ some positive constants
Φ(RX1 + · · ·+RXd + ρt) =
∑
k∈Nd
R|k|∑
p∈N
c0
(|k|+ p)2 + 1
(|k|+ p
k, p
)
ρptp
Xk (4.7)
using the notations (1.28) for Xk and (1.29) for
(|k|+p
k,p
)
. We denote
Φk(t) = R
|k|∑
p∈N
c0
(|k|+ p)2 + 1
(|k|+ p
k, p
)
ρptp , ∀k ∈ Nd (4.8)
where it is implicit that Φk(t) depend also on R and ρ. Note that the series in the right hand
side of (4.8) is convergent for |t| < ρ−1. Since the series Φ(z) converges in B1(z = 0), the series
Φ(RX1 + · · · + RXd + ρt) is convergent as a series in X and t variables on ΩR,ρ(0) defined by
(2.4).
From now on, we will note for convenience and with an abuse of notation
Φ(RX + ρt) = Φ(RX1 + · · ·+RXd + ρt) (4.9)
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as the reference series in the x variable, for some positive constants R and ρ. In the following
Lemma we sum up properties for formal series φ in d variables with one parameter t that satisfy
φ(x, t) ≺t CΦ(RX + ρt)
for some C > 0. This is equivalent, thanks to (4.1), (4.7) and (4.8) to
|φk(t)| ≤ CΦk(t) , ∀k ∈ Nd and 0 ≤ t < ρ−1. (4.10)
Lemma 4.4. For φ(x, t) a formal series in x with φ(x, t) ≺t CΦ(RX + ρt) there holds
1. φ(x, t) is analytic as a series in x in the domain ΩR,ρ,t(0) for all 0 ≤ t < ρ−1.
2. For all 0 ≤ t < ρ−1, there holds
∂xjφ(x, t) ≺t CRΦ′(RX + ρt) (4.11)
with Φ′ the derivative of Φ.
3. For any R ≥ R0 and ρ ≥ ρ0, there holds
Φ(R0X + ρ0t) ≺R0,ρ0,R,ρ,t Φ(RX + ρt). (4.12)
4. For any R > 0, ρ > 0 and 0 ≤ t′ < t < ρ−1, there holds
Φ(RX + ρt′) ≺t′,t Φ(RX + ρt). (4.13)
Proof. 1. By the first property of Lemma 4.3, the formal series φ(x, t) is analytic in x on the
domain of convergence of the series Φ(RX + ρt) thought as a series in X variable. As it
is just ΩR,ρ,t(0), defined by (2.3), the function φ(x, t) is analytic on ΩR,ρ,t(0) as a series in
the x variable for all 0 ≤ t < ρ−1.
2. By the second property of Lemma 4.3 there holds ∂xjφ(x, t) ≺t C∂Xj (Φ(RX + ρt)) and as
∂Xj (Φ(RX + ρt)) = ∂Xj (Φ(RX1 + · · ·+RXd + ρt)) = RΦ′(RX + ρt)
for all 0 ≤ t < ρ−1, we finally get (4.11).
3. Thanks to notation (4.8) we have Φ(RX+ρt) =
∑
k∈Nd Φk(t)X
k for all 0 ≤ t < ρ−1, where
we recall it is implicit that the coefficients Φk(t) = Φk(t, R, ρ) depend also on R and ρ. In
the definition (4.8) we easily see that
Φk(t, R0, ρ0) ≤ Φk(t, R, ρ) , ∀R ≥ R0, ∀ρ ≥ ρ0, ∀0 ≤ t < ρ−1
which is exactly (4.12).
4. In the same way we see that, R and ρ being fixed, the coefficients Φk(t) are increasing
functions of t:
Φk(t
′) ≤ Φk(t) ∀k ∈ Nd, ∀0 ≤ t′ < t < ρ−1
which is exactly (4.13).
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The first property of the previous Lemma indicates that series controlled by Φ are analytic.
Conversely the following Lemma proves that analytic functions are controlled by appropriate
series:
Lemma 4.5. Let H(t, x, u) an analytic function in the neighborhood of (0, 0, 0) ∈ R×Rd×RN .
Then there are some positive constants CH , RH , ρH and aH such that
H(t, x, u) ≺ CHΦ(RHX + ρHt)
N∏
j=1
1
1− aHuj (4.14)
Proof. Formally we write
H(t, x, u) =
∑
k1,k2,k3
Hk1,k2,k3 t
k1 xk2 uk3
with k1 ∈ N, k2 ∈ Nd and k3 ∈ NN . By the Cauchy relations for H, we know there are some
positive constants C, r1, r2 and r3 depending only on H such that
|Hk1,k2,k3 | ≤ C
1
rk11 r
|k2|
2 r
|k3|
3
, ∀ (k1, k2, k3) ∈ N× Nd × NN .
We compare |Hk1,k2,k3 | to the coefficients of the series Φ(RHX + ρHt)
∏
(1− aHuj)−1:
Φ(RHX + ρHt)
N∏
j=1
1
1− aHuj
=
∑
p∈N
c0
p2 + 1
(RHX + ρHt)
p
∑
q∈NN
a
|q|
H u
q
=
∑
p
∑
k1+|k2|=p
c0
p2 + 1
(
p
k1, k2
)
(ρHt)
k1(RHX)
k2
∑
q
a
|q|
H u
q
=
∑
k1,k2,k3
c0
(k1 + |k2|)2 + 1
(
k1 + |k2|
k1, k2
)
ρk1HR
|k2|
H a
|k3|
H t
k1Xk2uk3
Then we have for all (k1, k2, k3) ∈ N× Nd × NN we have
|Hk1,k2,k3 | ≤ C
1
rk11 r
|k2|
2 r
|k3|
3
≤ C
c0
(k1 + |k2|)2 + 1
(ρHr1)
k1(RHr2)
|k2|(aHr3)|k3|
c0
(k1 + |k2|)2 + 1
(
k1 + |k2|
k1, k2
)
ρk1HR
|k2|
H a
|k3|
H
thanks to
(k1+|k2|
k1,k2
) ≥ 1 for all k1, k2. By choosing RH , ρH and aH such that ρHr1, RHr2 and
aHr3 are larger than 1, the term
(k1 + |k2|)2 + 1
(ρHr1)
k1(RHr2)
|k2|(aHr3)|k3|
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is bounded for all (k1, k2, k3) ∈ N× Nd × NN . Then there is a constant CH > 0 depending only
on H, RH , ρH and aH such that for all (k1, k2, k3) ∈ N× Nd × NN there holds
|Hk1,k2,k3 | ≤ CH
c0
(k1 + |k2|)2 + 1
(
k1 + |k2|
k1, k2
)
ρk1HR
|k2|
H a
|k3|
H
which implies
H(x, t, u) ≺ CHΦ(RHX + ρHt)
N∏
j=1
1
1− aHuj .
Lemma 4.6. There is c1 > 0 such that∑
p∈Z
c1
p2 + 1
c1
(n− p)2 + 1 ≤
c1
n2 + 1
(4.15)
Proof. In the same way of the proof of the third point of Lemma 4.3, there holds
∑
p∈Z
n2 + 1
(p2 + 1)((n− p)2 + 1) ≤
∑
p∈Z
2(p2 + 1 + (n− p)2 + 1)
(p2 + 1)((n− p)2 + 1) ≤ 4
∑
p∈Z
1
p2 + 1
which suffices to end the proof.
4.2 Definitions of functional spaces
4.2.1 Fixed time spaces Es
We consider trigonometric series in one variable θ with coefficients in the space of formal series in
d variables x in the sense of Section 4.1, and we denote Fd+1 the space of all such trigonometric
series:
Fd+1 =
v(x, θ) = ∑
n∈Z
vn(x)e
inθ
∣∣∣ vn(x) = ∑
k∈Nd
vn,kx
k
 .
Definition 4.7 (Fixed time spaces Es). Given s ∈ [0, (ερ)−1), R > 0, ρ > 0, M ′ > 0 and
β ∈ (0, 1), we denote Es = Es(R, ρ,M ′, β) the space of trigonometric series v ∈ Fd+1 such that
for some constant C > 0 there holds
vn(x) ≺ C c1
n2 + 1
exp
(
− (M ′ − ∫ s
0
γ(τ)dτ
) 〈n〉)Φ (RX + ερs) , ∀n ∈ Z. (4.16)
where we denote
γ(τ) = γ(τ ;R,ω) := γ](τ ;R,ω) + β. (4.17)
We define a norm on Es with
‖v‖s = inf {C > 0 | (4.16) is satisfied } . (4.18)
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Note that in definition (4.17) of γ, the function γ] corresponds to either one defined in Lemma
3.1. In previous Definition 4.7, it is implicit that space Es depends on a positive function γ].
Thanks to Lemma 4.4, for s ∈ [0, (ερ)−1), all v ∈ Es are holomorphic in the x variable in the
domain ΩR,ερ,s defined by (2.3). We introduce also the growth time s1 defined implicitely as
M ′ =
∫ s1
0
γ(τ)dτ. (4.19)
For 0 ≤ s < s1 we have M ′ −
∫ s
0 γ(τ)dτ > 0 and then analyticity of v in the θ variable. We
will also see in Lemma 4.11 that if 0 ≤ s < s1, the space (Es, || · ||s) is an algebra. After these
considerations it is convenient to define the final time as
s = min
{
s1, (ερ)
−1
}
. (4.20)
To simplify the notations, in all the following we will omit the parameters R, ρ, M ′ and
β in Es(R, ρ,M ′, β). All properties of spaces Es do not depend on particular values of those
parameters.
4.2.2 Spaces E
We consider now trigonometric series
u(s, x, θ) =
∑
n∈Z
un(s, x)e
inθ
with coefficients un(s, x) being formal series in x whose coefficients depend smoothly on s ∈ [0, s).
We denote Fd+2 the space of all such trigonometric series:
Fd+2 =
u(s, x, θ) = ∑
n∈Z
un(s, x)e
inθ
∣∣∣ un(s, x) = ∑
k∈Nd
un,k(s)x
k with un,k(s) C∞ in s
 .
Definition 4.8 (Spaces E). We introduce
E = {u ∈ Fd+2 | ∀ 0 ≤ s < s , u(s) ∈ Es} (4.21)
and the corresponding norm
|||u||| = sup
0≤s<s
‖u(s)‖s. (4.22)
Recalling the definition of majoring series (4.1) and the definition of Es (4.16), for all u ∈ E
there holds
un(s, x) ≺s |||u||| c1
n2 + 1
exp
(
− (M ′ − ∫ s
0
γ(τ)dτ
) 〈n〉)Φ (RX + ερs) , ∀n ∈ Z, ∀s ∈ [0, s).
(4.23)
For u valued in CN , u ∈ E means simply that each component of u is in E, and |||u||| is then
the maximum of the norms of the components.
We denote the ball of E of radius a, centered in u ∈ E by
BE(u, a) = {v ∈ E | |||v − u||| < a} . (4.24)
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4.3 Some properties of spaces E
4.3.1 The spaces Es are Banach spaces
Proposition 4.9. For all s ∈ [0, s), the space Es equipped with the norm || · ||s is a Banach
space.
Proof. Any v in Es is uniquely determined by the sequence of coefficients (vn,k)n∈Z,k∈Nd , where
v(x, θ) =
∑
n∈Z
vn(x)e
inθ with vn(x) =
∑
k∈Nd
vn,kx
k.
By the definition of majoring series (4.10) and notation (4.8), the definition (4.16) is equivalent
to
|vn,k| ≤ C c1
n2 + 1
exp
(
− (M ′ − ∫ s
0
γ(τ)dτ
) 〈n〉)Φk(εs) , ∀n ∈ Z, k ∈ Nd, 0 ≤ s < (ερ)−1
where γ is defined in (4.17). Thus the map
O(s) : v ∈ Es 7→ (vn,kOn,k(s))n∈Z,k∈Nd (4.25)
with
On,k(s) =
(
c1
n2 + 1
exp
(
− (M ′ − ∫ s
0
γ(τ)dτ
) 〈n〉)Φk(εs))−1
is onto `∞(CZ×Nd). By definition of the norm in Es, the map O(s) is clearly an isometric
isomorphism between Es and `∞(CZ×N
d
). This implies that (Es, || · ||s) is a Banach space.
This implies immediately the following
Corollary 4.10. The space (E, ||| · |||) is a Banach space.
4.3.2 The spaces Es are Banach algebra
Lemma 4.11. For all s ∈ [0, s), for all v and w in Es, the product vw is in Es and we have
||vw||s ≤ ||v||s ||w||s. (4.26)
Proof. Starting with the definition of Es (4.16), we obtain first for all n ∈ Z the following
(vw)n(x) =
∑
p+q=n
vp(x)wq(x)
≺
∑
p+q=n
||v||s c1
p2 + 1
exp
(
− (M ′ −
∫ s
0
γ(τ)dτ) 〈p〉
)
Φ (RX + ερs)
×||w||s c1
q2 + 1
exp
(
− (M ′ −
∫ s
0
γ(τ)dτ) 〈q〉
)
Φ (RX + ερs)
≺ ||v||s ||w||s Φ2 (RX + ερs)
∑
p+q=n
c1
p2 + 1
c1
q2 + 1
exp
(
− (M ′ −
∫ s
0
γ(τ)dτ)(〈p〉+ 〈q〉)
)
.
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Recalling that Φ2 ≺ Φ by Lemma 4.3, we have
(vw)n(x) ≺ ||v||s ||w||s Φ (RX + ερs)
∑
p+q=n
c1
p2 + 1
c1
q2 + 1
exp
(
− (M ′ −
∫ s
0
γ(τ)dτ)(〈p〉+ 〈q〉)
)
≺ ||v||s ||w||sΦ (RX + ερs) exp
(
− (M ′ −
∫ s
0
γ(τ)dτ) 〈n〉
) ∑
p+q=n
c1
p2 + 1
c1
q2 + 1
because 〈p〉+ 〈q〉 ≥ 〈p+ q〉 = 〈n〉 and M ′ − ∫ s0 γ(τ)dτ is positive for all s < s, and γ is defined
in (4.17). And by definition (4.15) of c1 we have finally
(vw)n(x) ≺ ||v||s ||w||s c1
n2 + 1
exp
(
− (M ′ −
∫ s
0
γ(τ)dτ) 〈n〉
)
Φ (RX + ερs)
which implies the result.
This implies immediately the following
Corollary 4.12. The space E is an algebra, and the norm ||| · ||| is an algebra norm.
4.3.3 Action of holomorphic functions
Lemma 4.13. Let H(t, x, u) be a holomorphic function on a neighborhood of (0, 0, 0) ∈ Rt ×
Rdx × RNu . Then for ε small enough there are constants CH , RH and ρH which depend only on
H and c0, such that for all R ≥ RH and ρ ≥ ρH ,
∀u ∈ BE(R,ρ)(0, 1) : |||H(u)||| ≤ CH2N (4.27)
where H is defined by (3.3) and ||| · ||| is defined by (4.22).
Proof. Thanks to Lemma 4.5 we have
H(t, x, u) ≺ CHΦ(RHX + ρHt)
N∏
j=1
1
1− aHuj
Let u be in BE(0, 1) with E = E(R, ρ) for R ≥ RH and ρ ≥ ρH . For ε small enough we have
εaH < 1/2 so that |||εaHu||| ≤ 1/2. We now prove that H(s, x,u) is indeed in E. By Lemma
4.5 it suffices to prove that
(s, x, θ) 7→ CHΦ(RHX + ερHs)
N∏
j=1
1
1− εaHuj(s, x, θ)
is in E. Because E is a Banach algebra (Corollary 4.12)and εaH < 1/2, the operator
u 7→
N∏
j=1
(1− εaHuj)−1
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is a bounded operator and we have∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
N∏
j=1
1
1− εaHuj(s, x, θ)
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣ ≤
N∏
j=1
1
1− εaH |||u||| ≤
(
1
1− 1/2
)N
= 2N
By (4.12), we have Φ(RHX + ερHs) ≺s Φ(RX + ερs) for all R ≥ RH and ρ ≥ ρH , so that
Φ(RHX + ερHs)Φ(RX + ερs) ≺s Φ(RX + ερs)2
≺s Φ(RX + ερs)
by (4.6). Hence (s, x, θ) 7→ CHΦ(RHX + ερHs)
∏N
j=1(1− εaHuj(s, x, θ))−1 is in E, and then for
all u ∈ E in the ball BE(0, 1) the bound (4.27) holds.
In the operators T [θ], T [x] and T [u] defined by (3.25), (3.26) and (3.27), there appear A, A,
Aj and F . In Corollary 5.5, there will appear also Auj , all of which are analytic functions in
variables (t, x, u) ∈ R × Rd × RN in a neighborhood of (0, 0, 0) ∈ Rt × Rdx × RNu . The previous
Lemma applies:
Corollary 4.14. There are constants R0 and ρ0 such that for all R ≥ R0, ρ ≥ ρ0 and ε small
enough:
∀u ∈ BE(R,ρ)(0, 1) : |||H(u)||| . 1 (4.28)
with H equals to A, A, Aj, F , or Auj .
4.4 Action of U(s′, s) on E
Recall the growth of the Fourier modes of the propagator as showed in Lemma 3.1
|Un(s′, s, x)| . ω−(m−1) exp
(
|n|
∫ s
s′
γ](τ)dτ
)
.
Here, as opposed to [Mét05], the propagator Un does depend on x. As Un(s′, s, x) is the solution
of the differential equation (3.8) and as A(t, x) is analytic in x, so is Un(s′, s, x). Using the
Cauchy inequalities as in the proof of Lemma 4.5, we can prove in particular that
Un(s
′, s, x) ≺s′,s ω−(m−1) exp
(
|n|
∫ s
s′
γ](τ)dτ
)
Φ(R0X) (4.29)
for R0 determined in Corollary 4.14. We use this result to determine precisely the action of the
propagator on E.
Lemma 4.15. Given u in E = E(R, ρ,M ′, β) then for all n ∈ Z ans 0 ≤ s′ ≤ s < s there holds
Un(s
′, s)un(s′, x) ≺s′,s Cn(s′, s)ω−(m−1) ||u(s′)||s′ c1
n2 + 1
e−(M
′−∫ s0 γ(τ)dτ)〈n〉Φ (RX + ερs)
(4.30)
with Cn(s′, s) = exp
(− 〈n〉β (s− s′)) ≤ 1. (4.31)
In particular we have
‖U(s′, s)u(s′)‖s ≤ ω−(m−1) ‖u(s′)‖s′ , ∀ 0 ≤ s′ ≤ s < s. (4.32)
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Proof. By the estimate (4.23) for u ∈ E we have
un(s
′, x) ≺s′ ||u(s′)||s′ c1
n2 + 1
exp
(
− (M ′ −
∫ s′
0
γ(τ)dτ) 〈n〉
)
Φ
(
RX + ερs′
)
where γ is defined in (4.17). By estimate (4.29) and the multiplicative property of ≺ there holds
Un(s
′, s)un(s′, x) ≺s′,s ω−(m−1) exp
(
|n|
∫ s
s′
γ](τ)dτ
)
×||u(s′)||s′ c1
n2 + 1
exp
(
− (M ′ −
∫ s′
0
γ(τ)dτ) 〈n〉
)
Φ
(
RX + ερs′
)
≺s′,s ω−(m−1) ||u(s′)||s′ c1
n2 + 1
exp
(
− (M ′ −
∫ s
0
γ(τ)dτ) 〈n〉
)
Φ (RX + ερs)
× exp
(
− 〈n〉
∫ s
s′
(
γ(τ)− γ](τ)
)
dτ
)
because Φ(RX + ερs′) ≺s′,s Φ(RX + ερs) for s′ ≤ s < s by (4.13). This gives us exactly (4.30)
using (4.17), and then (4.32).
Remark 4.16. The estimate (4.32) is not precise enough to show that T is a contraction in E.
The more precise estimate (4.30) is very important for the estimate (5.6) below.
4.5 Norm of the free solution
Lemma 4.17 (Norm of the free solution). The free solution f defined by (3.13) satisfies
|||f ||| . ω−(m−1) eM ′−M(ε). (4.33)
Proof. The Fourier decomposition of fε is given by fε = f+1e−iθ + f−1eiθ with f±(s, x) =
U∓(0, s, x)~e±. The Fourier coefficients f± satisfy thanks to (4.29) the estimate
f±1(s) ≺s ω−(m−1) e−M(ε)e
∫ s
0 γ
](τ)dτΦ(R0X). (4.34)
Then by definition of ||| · ||| given by (4.22), and by definition (4.17) of γ, there holds
|||f±1||| = 2
c0c1
ω−(m−1) eM
′−M(ε) max
[0,s)
e
∫ s
0 γ
](τ)dτe−
∫ s
0 γ(τ)dτ
=
2
c0c1
ω−(m−1) eM
′−M(ε) max
[0,s)
e−
∫ s
0 βdτ
. ω−(m−1) eM ′−M(ε)
which ends the proof.
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5 Regularization by integration in time and contraction estimates
In this section we prove estimates in spaces E for the three operators T [θ], T [x] and T [u] defined
respectively by (3.25), (3.26) and (3.27). Note that in the first two operators there appear
derivation operators ∂θ and ∂xj . As we will see in the next subsection, these are not bounded
operators in E. But thanks to some smoothing effect of the time-integration, as used in [Mét05],
we will show that operators T [θ], T [x] and T [u] are in fact bounded in E. We will follow in this
section the work of [Uka01].
5.1 Lack of boundedness of derivation operators
In the following we make precise how the derivation operators ∂xj and ∂θ act on E.
Lemma 5.1 (Estimates for the derivation operators). For any u in E, we have the following
estimates
(∂θu)n(s, x) ≺s |n| |||u||| c1
n2 + 1
e−(M
′−∫ s0 γ(τ)dτ)〈n〉Φ (RX + ερs) (5.1)
(∂xju)n(s, x) ≺s R |||u|||
c1
n2 + 1
e−(M
′−∫ s0 γ(τ)dτ)〈n〉Φ′ (RX + ερs) (5.2)
for all n ∈ Z and s ∈ [0, s).
Proof. The estimates (5.1) and (5.2) are straightforward. Indeed (∂θu)n = nun for all n ∈ Z
which implies (5.1). For (5.2) there holds (∂xju)n = ∂xjun for all n ∈ Z and we get (5.2) thanks
to the relation (4.11).
Remark 5.2 (Lack of boundedness of derivation operators). Lemma 5.1 does not prove directly
that the ∂xj and ∂θ are not bounded operators on E. But let us consider the function in E defined
by its Fourier modes
un(s, x) =
c1
n2 + 1
e−(M
′−∫ s0 γ(τ)dτ)〈n〉Φ (RX + ερs) ∀n ∈ Z
Then
(∂θu)n (s, x) =
c1n
n2 + 1
e−(M
′−∫ s0 γ(τ)dτ)〈n〉Φ (RX + ερs)
and ∂θu is not in E as we may not bound |n|n2+1 by
1
n2+1
. Since Φ′ ≺ Φ does not hold, the
applications ∂xju are not in E either. Hence the derivation operators ∂xj and ∂θ are not bounded
operators in E.
In the following, we will need exact estimates on terms like v∂θu, or U(s′, s)∂xju(s′).
Lemma 5.3 (Action of product and U(s′, s) on the lack of boundedness). For any u and v in
E, for all n ∈ Z and 0 ≤ s′ ≤< s, there holds
(v∂θu)n(s, x) ≺s C|n| |||u||| |||v||| c1
n2 + 1
e−(M
′−∫ s0 γ(τ)dτ)〈n〉Φ (RX + ερs) (5.3)
(v∂xju)n(s, x) ≺s C ′R |||u||| |||v|||
c1
n2 + 1
e−(M
′−∫ s0 γ(τ)dτ)〈n〉Φ′ (RX + ερs) (5.4)
(U(s′, s, x, θ)∂xju(s
′, x, θ))n ≺s′,s Cn(s′, s)Rω−(m−1) ||u(s′)||s′ c1
n2 + 1
e−(M
′−∫ s0 γ(τ)dτ)〈n〉Φ′ (RX + ερs′)
(5.5)
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for some constants C > 0 and C ′ > 0 independent of all parameters.
Proof. To prove estimate (5.3) it suffices to get back to the proof of Lemma 4.11. Following the
same computations we get
(v∂θu)n(s, x) ≺s ||u||s ||v||sΦ (RX + ερs) exp
(
− (M ′ −
∫ s
0
γ(τ)dτ) 〈n〉
) ∑
p+q=n
c1
p2 + 1
c1|q|
q2 + 1
.
By adaptating the proof of the existence of some c1 such that (4.15) in Lemma 4.6 there holds∑
p+q=n
c1
p2 + 1
c1|q|
q2 + 1
. c1|n|
n2 + 1
, ∀n ∈ Z
and then (5.3) holds.
In the same way we have
(v∂xju)n(s, x) ≺s ||v||s ||w||s
c1
p2 + 1
exp
(
−(M ′−
∫ s
0
γ(τ)dτ) 〈n〉
)
RΦ′ (RX + ερs) Φ (RX + ερs)
Thanks to Lemma 4.3, we differentiate the inequality Φ2 ≺ Φ to get 2ΦΦ′ ≺ Φ′, hence estimate
(5.4).
For estimate (5.5) it suffices to adapt the proof of Lemma 4.15, as U(s′, s) acts only on the
size of the Fourier coefficients un(s, x) and not on the coefficients of the series un,k(s).
5.2 Integration in time and regularization of ∂θ
Proposition 5.4. For operator T [θ] defined by (3.25), for any u ∈ BE(0, 1) there holds
|||T [θ](u)||| . ω−(m−1) β−1|||(A−A)(u)||| |||u|||. (5.6)
Proof. By Lemma 4.13, the function (A−A)(·,u) is in E. Applying first estimate (5.3) we get(
(A−A)(s′,u(s′))∂θu(s′)
)
n
≺s′ |n| |||u||| |||(A−A)(u)||| c1
n2 + 1
e−(M
′−∫ s′0 γ(τ)dτ)〈n〉Φ (RX + ερs′)
where γ is defined in (4.17). Then by (5.5) there holds(
U(s′, s)(A−A)(s′,u(s′))∂θu(s′)
)
n
≺s′,s Cn(s′, s)|n|ω−(m−1) |||u||| |||(A−A)(u)||| c1
n2 + 1
e−(M
′−∫ s0 γ(τ)dτ)〈n〉Φ (RX + ερs) .
As integration in time and Fourier transform commute, we have(
T [θ](u)
)
n
(s) =
∫ s
0
(
U(s′, s)(A−A)∂θu(s′)
)
n
ds′
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and then(
T [θ](u)
)
n
(s)
≺s
∫ s
0
Cn(s
′, s)|n|ω−(m−1) |||u||| |||(A−A)(u)||| c1
n2 + 1
e−(M
′−∫ s0 γ(τ)dτ)〈n〉Φ (RX + ερs) ds′
≺s ω−(m−1) |||u||| |||(A−A)(u)||| c1
n2 + 1
e−(M
′−∫ s0 γ(τ)dτ)〈n〉Φ (RX + ερs) ∫ s
0
Cn(s
′, s)|n| ds′.
To end the proof, we prove a uniform bound independent of n for the integral term
∫ s
0 Cn(s
′, s)|n| ds′.
Recalling first the definition (4.31):
Cn(s
′, s) = exp
(−β (s− s′) 〈n〉)
there holds ∫ s
0
Cn(s
′, s)|n| ds′ =
∫ s
0
exp
(−β (s− s′) 〈n〉) |n|ds′
= exp (− β s 〈n〉)
∫ s
0
exp
(
β s′ 〈n〉) |n|ds′
≤ β−1
which ends the proof.
Thanks to the definition (2.8) of A and an expansion formula we make the previous result
more precise:
Corollary 5.5. For operator T [θ] defined by (3.25), for any u ∈ BE(0, 1) there holds
|||T [θ](u)||| . ω−(m−1) β−1 ε |||u|||2. (5.7)
Proof. By analyticity of A(t, x, u) there are a family of matrices Auj (t, x, u) depending analyti-
cally on (t, x, u) such that
A(t, x, u)−A(t, x) =
∑
j
Aujuj .
This implies that
|||(A−A)(u)||| ≤ ε|||u|||
by definition of notation (3.3).
5.3 Integration in time and regularization of ∂xj
After managing to deal with unbounded term ∂θu we consider the other unbounded terms ∂xju.
We consider then the operator T [x]:
Proposition 5.6. For operator T [x] defined by (3.26) and any u ∈ BE(0, 1), there holds
|||T [x](u)||| . ω−(m−1)Rρ−1 |||u|||. (5.8)
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Proof. By Lemma 4.13, functions Aj(·, ·,u(·)) are in E. Applying first estimate (5.4) we get(
Aj(s
′,u(s′))∂xju(s
′)
)
n
≺s′ R |||u||| |||Aj(u)||| c1
n2 + 1
e−(M
′−∫ s′0 γ(τ)dτ)〈n〉Φ′ (RX + ερs′)
where we denote |||Aj(u)||| for |||Aj(·, ·,u(·))|||. Then by Lemma 4.15 there holds∑
j
U(s′, s)Aj(s′,u(s′))∂xju(s
′)

n
≺s′,s Cn(s′, s)Rω−(m−1) |||u|||
∑
j
|||Aj(u)||| c1
n2 + 1
e−(M
′−∫ s0 γ(τ)dτ)〈n〉Φ′ (RX + ερs′)
≺s′,s Rω−(m−1) |||u|||
∑
j
|||Aj(u)||| c1
n2 + 1
e−(M
′−∫ s0 γ(τ)dτ)〈n〉Φ′ (RX + ερs′)
as Cn(s′, s) ≤ 1. As integration in time and Fourier transform commute, we have
(
T [x](u)
)
n
(s) =
∫ s
0
U(s′, s)ε∑
j
Aj(s
′,u(s′))∂xju(s
′)

n
ds′
and then(
T [x](u)
)
n
≺s
∫ s
0
εRω−(m−1) |||u|||
∑
j
|||Aj(u)||| c1
n2 + 1
e−(M
′−∫ s0 γ(τ)dτ)〈n〉Φ′ (RX + ερs′) ds′
≺s εRω−(m−1) |||u|||
∑
j
|||Aj(u)||| c1
n2 + 1
e−(M
′−∫ s0 γ(τ)dτ)〈n〉 ∫ s
0
Φ′
(
RX + ερs′
)
ds′.
By term-wise integration of the series, we have∫ s
0
Φ′
(
RX + ερs′
)
ds′ =
∫ s
0
(ερ)−1∂s′
(
Φ
(
RX + ερs′
))
ds′
≺s (ερ)−1Φ (RX + ερs)
which suffices to end the proof.
5.4 Integration in time and product
As E is an algebra the operator T [u] is directly bounded, with no need of a regularization by time
result, on the contrary of operators T [θ] and T [x]. The following proposition gives us precisely
Proposition 5.7. For the operator T [u] defined by (3.27), for any u ∈ BE(0, 1) there holds
|||T [u](u)||| . ω−(m−1) β−1 ε |||F(u)||| |||u|||. (5.9)
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Proof. As in the proof of Proposition 5.4 we have(
T [u](u)
)
n
(s)
≺s
∫ s
0
Cηn(s
′, s)ω−(m−1) |||u||| ε|||F(u)||| c1
n2 + 1
e−(M
′−∫ s0 γ(τ)dτ)〈n〉Φ (RX + ερs) ds′
≺s εω−(m−1) |||u||| |||F(u)||| c1
n2 + 1
e−(M
′−∫ s0 γ(τ)dτ)〈n〉Φ (RX + ερs)∫ s
0
Cn(s
′, s)|n| ds′
and as ∫ s
0
Cn(s
′, s)|n| ds′ . β−1 , ∀n ∈ Z, ∀0 ≤ s < s
we get (5.9).
Using Assumption 2.10, we have in fact a more precise estimate:
Corollary 5.8. Under Assumption 2.10, operator T [u] defined by (3.27) satisfied for any u ∈
BE(0, 1) the following bound
|||T [u](u)||| . ω−(m−1) β−1ε |||u|||2. (5.10)
5.5 Contraction estimates
The three previous subsections give us some precious estimates on operators T [θ], T [x] and T [u]
in E. In the perspective of using a fixed point theorem on the Banach space E, we prove now
estimates on the differences T [θ](u)− T [θ](v), T [x](u)− T [x](v) and T [u](u)− T [u](v) for u and
v in the ball BE(0, 1).
Proposition 5.9 (Contraction estimates in E). There are R0, ρ0 > 0 such that for all R ≥ R0,
ρ > ρ0 and ε ∈ (0, 1), we get the following estimates for all u and v in BE(0, 1):
|||T (u)||| . ω−(m−1) (β−1 (ε|||F(u)|||+ |||A(u)−A(u)|||) +Rρ−1) |||u||| (5.11)
|||T (u)− T (v)||| . ω−(m−1) (β−1 (ε|||F(u)|||+ |||A(u)−A(u)|||) +Rρ−1) |||u− v||| (5.12)
Proof. Recalling that T = T [θ] + T [x] + T [u], we can apply directly Propositions 5.4, 5.6 and 5.7
to get (5.11).
To prove the contraction estimate (5.12), we write for all u and v in BE(0, 1) the following
T (u)− T (v) =
(
T [θ](u)− T [θ](v)
)
+
(
T [x](u)− T [x](v)
)
+
(
T [u](u)− T [u](v)
)
To get estimates on those three terms we first introduce some notations:
T
[θ]
H (s,u) =
∫ s
0
U(s′, s)H(u(s′)) ∂θu(s′)ds′
T
[xj ]
H (s,u) =
∫ s
0
U(s′, s)H(u(s′)) ∂xju(s
′)ds′
T
[u]
H (s,u) =
∫ s
0
U(s′, s)H(u(s′))u(s′)ds′
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with H(t, x, u) holomorphic on the neighborhood of (0, 0, 0) ∈ Rt×Rdx×RNu , and using notation
(3.3). For example,
T [θ](s,u) = T
[θ]
H (s,u) with H = A−A (5.13)
Differences like T [θ](s,u)− T [θ](s,v) are now easier to write. For example
T
[θ]
H (s,u)− T [θ]H (s,v) =
∫ s
0
U(s′, s)
(
H(u(s′)) ∂θu(s′)−H(v(s′)) ∂θv(s′)
)
ds′
=
∫ s
0
U(s′, s)
(
H(u(s′))−H(v(s′))) ∂θv(s′)ds′ (5.14)
+
∫ s
0
U(s′, s)H(u(s′)) ∂θ(u− v)(s′)ds′ (5.15)
and these two terms are very similar to T [θ]H . The same proof as Proposition 5.4 gives then
directly ∣∣∣∣∣∣∣∣∣∣∣∣∫ s
0
U(s′, s)H(u(s′)) ∂θ(u− v)(s′)ds′
∣∣∣∣∣∣∣∣∣∣∣∣ . β−1 |||H(u)||| |||u− v|||
For the other term (5.14) we first note that for all (t, x, u) and (t, x, v) close to the distinguished
point (0, 0, 0) ∈ R× Rd × RN , with u− v small enough, there holds
H(t, x, u)−H(t, x, v) = (u− v) H˜(t, x, u, v)
with
H˜(t, x, u, v) =
∫ 1
0
∂uH(t, x, v + y(u− v))dy.
Note that H˜ is an analytic function of (t, x, u, v) near (0, 0, 0, 0). Hence an adaptation of the
proof of Proposition 5.4 gives∣∣∣∣∣∣∣∣∣∣∣∣∫ s
0
U(s′, s)
(
H(u(s′))−H(v(s′))) ∂θvds′∣∣∣∣∣∣∣∣∣∣∣∣
. ω−(m−1) β−1ε |||u− v||| |||H˜(u,v)||| |||v|||
. ω−(m−1) β−1ε |||u− v||| |||H˜(u,v)|||
as v ∈ BE(0, 1), and recalling the prefactor ε in notation (3.3). In particular, for H = A−A we
have just for all u and v in BE(0, 1) both
|||H(u)||| . |||A(u)−A(u)||| and |||H˜(u,v)||| . 1
thanks to Lemma 4.13. Finally there holds for all u and v in BE(0, 1):
|||T [θ](u)− T [θ](v)||| . ω−(m−1) β−1 (|||A(u)−A(u)|||+ ε) |||u− v|||.
For both T [x](u)− T [x](v) and T [u](u)− T [u](v) we do the same to finally get
|||T [x](u)− T [x](v)||| . ω−(m−1)Rρ−1|||u− v|||
|||T [u](u)− T [u](v)||| . ω−(m−1) β−1ε|||u− v|||
as ε is small.
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Thanks to Corollary 5.5, we have a finer version of the contraction estimates:
Corollary 5.10 (Finer contraction estimates in E). There are R0, ρ0 > 0 such that for all β > 0,
R ≥ R0, ρ > ρ0 and ε ∈ (0, 1), we get the following estimates for all u and v in BE(0, 1):
|||T (u)||| . ω−(m−1) (β−1 ε|||u|||+Rρ−1) |||u||| (5.16)
|||T (u)− T (v)||| . ω−(m−1) (β−1 ε|||u|||+Rρ−1) |||u− v|||. (5.17)
6 Existence of solutions and estimates from below
6.1 Existence of solutions
Thanks to the Corollary 5.10, we can now solve the fixed point equation (3.22) in the ball
BE (0, |||fε|||), provided that |||fε||| ≤ 1/2:
Corollary 6.1 (Existence of solutions). Let R(ε) > R0, ρ(ε) > ρ0, β(ε) > 0 and s(ε) be such
that
lim
ε→0
ω−(m−1)
(
β−1ε|||fε|||+Rρ−1
)
= 0. (6.1)
Then for any ε small enough, the fixed point equation (3.22), with fε defined by (3.15), has a
unique solution uε in BE(R,ρ) (0, 2|||fε|||). This solution satisfies
|||uε − fε||| . ω−(m−1)
(
β−1ε|||fε|||+Rρ−1
) |||fε|||. (6.2)
The proof of the Corollary is straigthforward using the estimates of Corollary 5.10, under the
condition of smallness (6.1). For convenience we introduce
K(ε) = ω−(m−1)
(
β−1 ε|||fε|||+Rρ−1
)
. (6.3)
6.2 Bounds from below for the solutions
Recall that in Section 3.6, we explained that to prove Hadamard instability, we prove first that
the solution uε of (3.22) has the same growth as fε given by Lemma 3.2. That is, the goal is to
prove
|uε(s, x, θ)| & ω−(m−1) e−M exp
(∫ s
0
γ[(τ ; r)dτ
)
, ∀ (s, x, θ) ∈ (s− 1, s)×Br(0)× T (6.4)
with γ[ given by either (3.17) (under Assumption 2.4), (3.18) (under Assumption 2.6) or (3.19)
(under Assumptions 2.6 and 2.8). It is indeed sufficient to prove this kind of estimate only on a
small neighborhood of (s, 0)× T, and not on all the domain ΩR,ερ(0)× T. To this effect in view
of Lemma 3.2 it suffices to prove that
|(uε − fε)(s, x, θ)| . C(ε)ω−(m−1) e−M(ε) exp
(∫ s
0
γ[(τ ; r)dτ
)
(6.5)
for some constant C(ε) such that C(ε) → 0 as ε → 0. The constant C(ε) will depend on the
parameters M ′, R, ρ, β and ω. Finding suitable parameters such that C(ε) → 0 as ε → 0 will
depend on under which Assumption we work, as it is precised in Propositions 6.2, 6.3 and 6.4.
37
First, we decompose uε − fε with its Fourier modes
(uε − fε)(s, x, θ) =
∑
n∈Z
(u− fε)n(s, x)einθ.
Thanks to the first property of Lemma 4.3 and estimate (4.23), for all (s, x, θ) ∈ ΩR,ερ(0) × T
there holds
|(uε − fε)(s, x, θ)| ≤
∑
n∈Z
|(uε − fε)n|(s, x)
≤ |||uε − fε|||
∑
n∈Z
c1
n2 + 1
exp
(
−
(
M ′ −
∫ s
0
γ(τ)dτ
)
〈n〉
)
Φ (R|x|1 + ερs)
where γ is defined in (4.17). Then, as M ′ − ∫ s0 γ(τ)dτ > 0 for any s ∈ [0, s) (recall definition
(4.19) of s1 and definition (4.20) of s) and 〈n〉 ≥ 1 for all n, we have
|(uε − fε)(s, x, θ)| ≤ |||uε − fε||| exp
(
−
(
M ′ −
∫ s
0
γ(τ)dτ
)
〈n〉
)∑
n∈Z
c1
n2 + 1
Φ (R|x|1 + ερs)
≤ |||uε − fε||| exp
(
−
(
M ′ −
∫ s
0
γ(τ)dτ
)
〈n〉
)∑
n∈Z
c1
n2 + 1
Φ(1)
and the last inequality holds because Φ is convergent in 1. As the series of the right-hand side
of the previous inequality is convergent, there holds
|(uε − fε)(s, x, θ)| . |||uε − fε||| exp
(
−
(
M ′ −
∫ s
0
γ(τ)dτ
)
〈n〉
)
for all (s, x, θ) ∈ ΩR,ερ(0)× T.
Next, by Lemma 4.17, estimate (6.1) of Corollary 6.1 and notation (6.3), we have successively
|(uε − fε)(s, x, θ)| . K(ε) |||fε||| exp
(
−
(
M ′ −
∫ s
0
γ(τ)dτ
)
〈n〉
)
. K(ε)ω−(m−1)eM ′−M(ε) exp
(
−
(
M ′ −
∫ s
0
γ(τ)dτ
)
〈n〉
)
. K(ε)ω−(m−1)e−M(ε) exp
(∫ s
0
γ(τ)dτ
)
(6.6)
using 〈n〉 ≥ 1 for all n ∈ Z. Note that estimate (6.6) holds pointwise for all (s, x, θ) ∈ ΩR,ερ(0)×T.
Now we focus our analysis to the smaller domain (s− 1, s)× Br(0)× T. Having (6.5) in mind,
we rewrite (6.6) to get
|(uε − fε)(s, x, θ)|
. K(ε) exp
(∫ s
0
(γ(τ)− γ[(τ ; r))dτ
)
ω−(m−1) e−M exp
(∫ s
0
γ[(τ ; r)dτ
)
. K(ε) exp
(∫ s
0
(γ(τ)− γ[(τ ; r))dτ
)
ω−(m−1) e−M exp
(∫ s
0
γ[(τ ; r)dτ
)
(6.7)
. K(ε) exp
(
s β +
∫ s
0
(γ](τ ;R,ω)− γ[(τ ; r, ω))dτ
)
ω−(m−1) e−M exp
(∫ s
0
γ[(τ ; r, ω)dτ
)
(6.8)
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by definition (4.20) of s and definition (4.17) of γ. So to get (6.5) we need
lim
ε→0
K(ε) exp
(
s β +
∫ s
0
(γ](τ ;R,ω)− γ[(τ ; r, ω))dτ
)
= 0.
If K(ε)→ 0 as in (6.1), and as ω(ε) is a small parameter, it suffices then to have
lim
ε→0
exp
(
s β +
∫ s
0
(γ](τ ;R,ω)− γ[(τ ; r, ω))dτ
)
= 0 (6.9)
which brings another constraint on the parameters, after (6.1).
We recall also the constraint on the parameters M ′ and ρ coming from the competition
between the growth time s1 defined in (4.19) and the regularity time (ερ)−1. To see the growth
of the solution, we need it to exist on a sufficiently large time compared to the growth time, that
is we need s = s1. This is equivalent to
lim
ε→0
s1ερ = 0. (6.10)
A last constraint on the parameters comes from the smallness of the norm of the free solution,
that is
lim
ε→0
ω−(m−1) eM
′−M = 0 (6.11)
following Lemma 4.17.
In constraint (6.9), recall that bound γ](τ ;R,ω) is defined in Lemma 3.1. Under Assumption
2.4, the bound γ] is given by (3.10) ; under Assumption 2.6, by (3.11) ; and under Assumptions
2.6 and 2.8, by (3.12). Similarly, recall that bound γ[(τ ; r, ω) is defined in Lemma 3.2. Under
Assumption 2.4, the bound γ[ is given by (3.17) ; under Assumption 2.6, by (3.18) ; and under
Assumptions 2.6 and 2.8, by (3.19). In each case, we combine altogether constraints (6.1), (6.9),
(6.10) and (6.11), and we give in the following three Propositions a choice of parameters satisfying
those constraints.
Proposition 6.2. Under Assumption 2.4, with the following choice of parameters
ω = εδ, β = εδ, R−1 = εδ, ρ−1 = ε(1+(m−1)δ)/2, M ′ = M(ε)−min{0, 1−(2m−1)δ}| ln(ε)|
(6.12)
and the limitation on the Gevrey index
σ < δ < 1/(m+ 1)
where m is the algebraic multiplicity of λ0, the fixed point equation (3.22) has a unique solution
uε in E which satisfies
|uε(s, x, θ)| & ε−δ(m−1)e−M(ε) exp
(∫ s
0
γ[(τ ; r, ω)dτ
)
, ∀ (s, x, θ) ∈ (s− 1, s)×Br(0)× T
(6.13)
for any r . εδ. Another consequence of (6.12) is
s ≈ ε−δ. (6.14)
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Proof. It is straightforward to verify that parameters given by (6.12) satisfy the four constraints
(6.1), (6.9), (6.10) and (6.11). The aim of the proof is to show that those parameters are optimal,
in some sens. For that, we assume that the constraints are satisfy and we get constraints directly
on M ′, ρ, R, ω and β.
First, (6.10) being satisfied the final time is
s = s1
defined by (4.19). In the asymptotic ε→ 0 there holds∫ s1
0
γ(τ)dτ ∼ s1γ(s1)
≈ γ0s1
which implies that
s1 ≈
M ′
γ0
.
Constraint (6.11) implies that M ′ −M = − c(ε) + (m − 1) lnω with limε→0 c(ε) = +∞. We
assume that c(ε) = o
(
ε−δ
)
to get M ′ ∼M , hence
s ≈M = ε−δ.
We also rewrite (6.10) as
lim
ε→0
ε1−δρ = 0. (6.15)
Second, we focus on (6.9). By definitions (3.10) and (3.17) we have∫ s
0
(γ](τ ;R,ω)− γ[(τ ; r, ω))dτ . s (εs+R−1 + r + ω) .
As s ≈ ε−δ, for (6.9) to be satisfied we need s (β + εs+R−1 + r + ω) to be bounded, hence the
choices
β = εδ , r = εδ , ω = εδ
and the constraints
εs2 . 1 , R−1 . εδ. (6.16)
The first one implies in particular
δ < 1/2.
The constraint (6.1) is now
lim
ε→0
ε−δ(m−1)
(
ε1−δε−δ(m−1)eM
′−M +Rρ−1
)
= 0
using (4.33), and that is equivalent to both
lim
ε→0
eM
′−Mε1−δ(2m−1) = 0 and lim
ε→0
ε−δ(m−1)Rρ−1 = 0.
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The first limit leads to the choice
M ′ = M −min{0, 1− (2m− 1)δ}| ln(ε)|
reminding that δ ∈ (0, 1/m). The second limit, combined with (6.15), gives us
ε1−δ  ρ−1  εδ(m−1)R−1 (6.17)
using notation (1.32). We note then that in particular, R−1 has to be greater than ε1−mδ. As
R−1 has to be also smaller than εδ, it implies the limitation
ε1−δ  εδ(m−1)εδ (6.18)
which is equivalent to
δ < 1/(m+ 1),
compatible with the previous limitation δ < 1/2 as m ≥ 1.
Proposition 6.3. Under Assumption 2.6, with the following choice of parameters
ω = 0, β = εδ, R−1 = ε, ρ−1 = ε1−δ/2, M ′ = M(ε)− (1− δ)| ln(ε)| (6.19)
and the limitation on the Gevrey index
σ < δ < 1/2
the fixed point equation (3.22) has a unique solution uε in E which satisfies
|uε(s, x, θ)| & e−M(ε) exp
(∫ s
0
γ[(τ ; r, ω)dτ
)
, ∀ (s, x, θ) ∈ (s− 1, s)×Br(0)× T (6.20)
for any r . εδ. Another consequence of (6.12) is
s ≈ ε−δ. (6.21)
Proof. The proof is the same the one of Proposition 6.2, with the difference that with Assumption
2.6, estimate (6.17) is replaced by ε1−δ  ρ−1  R−1 as m = 1. Hence constraint (6.18) is now
ε1−δ  εδ(m−1)εδ which is equivalent to δ < 1/2.
Proposition 6.4. Under Assumptions 2.6 and 2.8, with the following choice of parameters
ω = 1, β = εδ, R−1 = ε, ρ−1 = ε1−δ/2, M ′ = M(ε)− (1− δ)| ln(ε)| (6.22)
and the limitation on the Gevrey index
σ < δ < 2/3
the fixed point equation (3.22) has a unique solution uε in E which satisfies
|uε(s, x, θ)| & e−M(ε) exp
(∫ s
0
γ[(τ ; r, ω)dτ
)
, ∀ (s, x, θ) ∈ (s− 1, s)×Br(0)× T (6.23)
for any r . εδ. Another consequence of (6.12) is
s ≈ ε−δ. (6.24)
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Proof. The proof is the same the one of Proposition 6.2, with the difference that with Assump-
tion 2.6, the bounds (3.10) and (3.17) are replaced by the sharper bounds (3.12) and (3.19),
respectively. First, note that the parameter of trigonalization ω does not appear anymore, and
is then taken equal to one. Second, thanks to Assumption 2.6, difference γ] − γ[ is improved:
γ](τ ;R,ω)− γ[(τ ; r, ω) . ε2s2 + r (6.25)
This implies in particular that∫ s
0
(γ](τ ;R,ω)− γ[(τ ; r, ω))dτ . s (r + ε2s2)
which no longer implies constraints (6.16). It suffices then to follow the rest of the proof of
Proposition 6.2.
Remark 6.5. Estimate (6.25) in the previous proof shows that the limiting Gevrey index increases
as γ] − γ[ decreases (with γ] and γ[ the upper and lower rates of growth introduced in Lemmas
3.1 and 3.2). In particular, if the distinguished eigenvalue λ is very flat at the distinguished point
(0, x0), then the limiting Gevrey index is close to 1, as claimed in Remark 2.11.
7 Conclusion: Hadamard instability in Gevrey spaces
To close the proofs of Theorems 1, 2 and 3 we have now to get an estimate of the ratio
||uε||L2(ΩR,ρ(0))
||hε||ασ,c,K
The previous Sections show the existence of a family of solutions u starting from fε of the fixed
point equation (3.22). Thanks to the ansatz (3.2) which we recall here
uε(t, x) = εu(ε
−1 t, x, x · ξ0/ε)
we have then a family of solutions uε existing in domains ΩR,ρ(0), with R and ρ given by (6.12).
As s < (ερ)−1 the domain of regularity ΩR,ρ(0) for u contains the cube of size ε
Cε = {(t, x) | εs− ε < t < εs, |x| < ε}
On one hand, thanks to estimate (6.4) with r = ε there holds
||uε||L2(ΩR,ρ) ≥ ||uε||L2(Cε)
& inf
εs−ε<t<εs
(
ε−δ(m−1)e−M(ε) exp
(∫ t/ε
0
γ[(τ/ε)dτ
))
||1||L2(Cε)
& ε−δ(m−1)e−M(ε) exp ((s− 1) (γ0 − εs− r − ω)) ε(d+1)/2
& ε−δ(m−1)e−M(ε)eγ0s ε(d+1)/2
Next, by choice of M ′ = M − (mδ − 1)| ln(ε)| we get
||uε||L2(ΩR,ρ) & ε−δ(2m+1)+1e−M
′(ε)eγ0s ε1+(d+1)/2.
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As
M ′ = sγ = sγ0(1 + 2εδ)
this implies that
||uε||L2(ΩR,ρ) & e−sγ0(1+2ε
δ)+γ0s ε1+(d+1)/2−δ(2m+1)
& ε1+(d+1)/2−δ(2m+1)
as sεδ ≈ 1.
On the other hand, by Lemma 3.3 and definition (3.21) of M there holds
||hε||σ,c,K . εe−Mecε−σ = ε exp(cε−σ − ε−δ)
which is small as soon as σ < δ. Combining those two estimates we have then
||uε||L2(ΩR,ρ)
||hε||ασ,c,K
& ε1+(d+1)/2−δ(2m+1)−α exp(−αcε−σ + αε−δ)
that tends to +∞ as ε→ 0 because σ < δ no matter whether 1 + (d+ 1)/2− δ(2m+ 1)− α is
positive or negative , which ends the proof of Theorem 1.
The proofs of Theorems 2 and 3 rely on the exact same computations, using Proposition 6.3
and Proposition 6.4 respectively, instead of Proposition 6.2.
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