ABSTRACT For every simple connected graph, we present a polynomial time algorithm for computing a numerical index, which is composed of primary and secondary parts. Given a graph G = (V , E) where V and E are, respectively, vertex and edge sets, the primary part of the index is a set of |V | fractions and the secondary part of the index is a set of |B| × |V | fractions, where B is the partition of the vertex set V . Basically, each fraction in the primary and secondary parts is the electrical resistance between two vertices when every edge in the graph is replaced with a unit resistor (1 ). The experimental results show that our indexing algorithm produced a unique index for every simple connected graph with ≤10 vertices, including all graphs that are counterexamples for detecting graph isomorphism by resistance spectrum comparison. The strength of our indexing algorithm lies in its extreme simplicity. An index of a graph is solely derived from the determinants of reduced Laplacian matrices, which represent the graph. Therefore, the performance of our indexing algorithm only depends on how fast the matrix determinants can be computed.
I. INTRODUCTION
Graph is a data structure that has been used for representing data in a wide range of applications including an EXtensible Markup Language (XML), chemical compounds, multimedia databases, social networks, biological pathways, proteinprotein interaction networks, semantic webs, and business process models [1] . The increasing popularity in these applications produces a plethora of graph databases which demand an efficient querying method. A graph database could be either a single extremely large graph (e.g., social networks) or a large collection of small graphs (e.g., chemical compounds). Basically there are three types of query in graph databases.
• Exact matching query. The task is to search for graphs in a database which are exactly matched or isomorphic with the query graph. Let V and E respectively represent vertex and edge sets in a graph. Graphs G = (V G , E G ) and H = (V H , E H ) are isomorphic if and only if there exists a permutation matrix P such that A H = PA G P −1 where A G and A H are respectively the adjacency matrices that represent graphs G and H [2] .
• Subgraph/supergraph query. This task is to search for graphs in a database in which the query graph is a subgraph or a supergraph. It relates to the subgraph isomorphism problem which determines whether graph G contains a subgraph that is isomorphic to graph H . This problem is known to be NP-complete [3] .
• Similarity (approximate matching) query. This task is to search for graphs in a database which share some similarities with the query graph. The degree of similarity is defined by edit distance between two graphs [4] . Although the exact matching query, which searches for isomorphic graphs, is the simplest one, a polynomial time algorithm for the task has not been found. The fastest known algorithm, standing for more than three decades, has the time complexity 2 O( √ n log n) where n is the number of vertices [5] . Thus, it is still interesting to limit our scope to the exact matching query.
We propose a graph index which is a numerical array of fractions. The indexing algorithm is carried out by replacing every edge in a graph with a unit resistor (1 ) . The graph can then be viewed as an electronic circuit with some electrical properties. Finally, the graph index is constructed from the resistance characteristics of the circuit. Our indexing algorithm is empirically proven to be perfect (no collisions between non-isomorphic graphs) for all simple connected graphs with ≤10 vertices. The algorithm is not limited to only connected graphs because a disconnected graph can be decomposed into multiple connected subgraphs. The index of each subgraph can be computed independently and can be merged later into a single index.
The computational time for computing an index grows in a polynomial relationship with the number of vertices. For larger graphs with >10 vertices, although there might be some collisions, we did not find a counterexample -two nonisomorphic graphs that produce the same index. Since finding such a counterexample is not trivial, we estimate that our algorithm is effective for indexing graphs in general.
Nauty and its variant Traces are outstanding algorithms for canonical labeling of graphs [6] . These algorithms relabel vertices in such a way that isomorphic graphs become identical after canonical labeling. Determining the isomorphism of canonized graphs is a direct comparison in a convenient representation, for instance, comparing their adjacency matrices. Moreover, a canonized graph is guaranteed to have a unique index for exact matching queries. Nauty uses a search-tree approach for canonical labeling. At the root of the search tree, the first vertex is chosen for labeling. Branches from the root are choices of the second vertex for labeling and so on. The relabeled graphs appear at leaf nodes of the search tree and only one of them is canonical labeling. Nauty dramatically speeds up the search by exploiting a graph automorphism -the isomorphism of a graph to itself. An automorphism of a graph G is a permutation P such that A G = PA G P −1 where A G is the adjacency matrix of graph G. With the innovative use of automorphisms, Nauty avoids an exhaustive search by pruning the search tree. Traces is a variance of Nauty with a major improvement in performance. Although the time complexity of Traces is not bounded by a polynomial, in practice Traces outperforms other algorithms [6] . The performance of Traces is not consistently uniform; it varies significantly with different graph families.
Alternatively, an undirected graph can be indexed using eigenvalues of its adjacency matrix. Unfortunately, two nonisomorphic graphs may produce the same set of eigenvalues. The smallest counterexample is a pair of non-isomorphic connected graphs with six vertices [7] . However, there are polynomial time algorithms for a special case of isomorphism testing where the eigenvalues of an undirected graph have bounded multiplicity. Deterministic and Las Vegas algorithms respectively have time complexity O(n 4m+c ) and O(n 2m+c ) where n is the number of vertices, m is the multiplicity of eigenvalues, and c is an absolute constant [8] .
In practice, bounded multiplicity might be too restricted for general use.
Other graph indexing algorithms do not focus only on an exact matching query but are more concerned with subgraph/supergraph and similarity queries. This kind of indexes is made of local structures such as paths in GraphGrep [9] , trees in GCoding [10] , and subgraphs in GDIndex [11] . The local structures of graphs are more difficult to manipulate than numerical indexes and the size of local-structure indexes may increase drastically with the size of database. Some indexing methods are designed for specific applications, for instance, GString considers the semantics of chemical structures and uses them as index features [12] . A common querying strategy is to use indexes for filtering candidate graphs which are related to the query. Next, each candidate is verified that it really satisfies the conditions of the query. This line of research was reviewed elsewhere [1] .
The resistance distance was proposed by Klein and Randié. ''If fixed resistors are assigned to each edge of a connected graph, then the effective resistance between pairs of vertices is a graphical distance'' [13] . This novel distance function has established a number of graph theorems and successful applications in cyclicity, which is a structural feature in graphs [14] - [16] . An efficient method for calculating effective resistance between any two vertices is needed to compute the resistance distance. A common method in electrical engineering is Nodal Anaylsis [17] . However, there is a more efficient way to calculate the resistance between all vertex pairs at once. Given a graph G = (V , E), the following matrix operations result in a resistance-distance matrix , whose element ij is the effective resistance between vertex v i ∈ V and vertex v j ∈ V . Let L = (l ij ) be the Laplacian matrix of graph G. It is similar to the adjacency matrix except that the diagonal element l ii is equal to the degree of vertex v i , elements l ij = l ji , and element l ij = −1 if there is an edge between vertices v i and v j . Let be an auxiliary matrix whose all elements are equal to one. Consequently,
( 1) and
where |V | is the number of vertices in graph G. A more elegant method for calculating the effective resistance is solely derived from determinants of reduced Laplacian matrices [18] . The effective resistance is given by
where L(i) is the matrix resulting from removing the i th row and the i th column of Laplacian matrix L, L(i, j) is the matrix resulting from removing both the i th and j th rows as well as the i th and j th columns of Laplacian matrix L, and det denotes a determinant operation. An example of the calculation of effective resistance using Equation 3 is given in Fig. 1 . It is noted that det L(i) equals VOLUME 4, 2016 the number of spanning trees in the graph represented by Laplacian matrix L. Equations 1, 2, and 3 are suitable for connected graphs. In the case of disconnected graphs, the matrix inversion in Equation 1 cannot be performed while det L(i)= 0 leads to a division by zero in Equation 3. To cope with disconnected graphs, effective resistance ij must be set to +∞ when vertices v i and v j are not connected.
A resistance spectrum refers to a set of effective resistance between every pair of vertices in a graph. The original idea of solving the graph isomorphism problem by means of resistance spectrums was discussed elsewhere [19] . A simple algorithm replaces every edge in a graph with a 1-resistor and calculates the resistance spectrum. It was hypothesized that two graphs are isomorphic if and only if their resistance spectrums are identical. However, this hypothesis was rejected quickly after the discovery of counterexamples [20] , [21] . Fig. 2 shows 13 pairs of non-isomorphic graphs that every pair produces the same resistance spectrum given in Table 1 .
Our indexing algorithm uses an approach similar to that leading to resistance spectrums. However, it is further improved by multiple steps of graph perturbation and resistance measurement. In the Results, it will be shown that our algorithm produced a unique index for every counterexample in Fig. 2 .
II. METHODS
A. INDEXING ALGORITHM Algorithm 1 computes an index (P, S) of a simple connected graph G = (V , E) in two main steps. The first step computes the primary part P which is a set of |V | fractions. The second step computes the secondary part S which is a set of |B| × |V | fractions where B is a partition of the vertex set V . An example of the algorithm is given in Fig. 3 . There are three major steps.
The first step is to build the primary part of the index. A crucial step is to add a dummy vertex v 0 to the graph, and add |V | edges to connect the dummy vertex v 0 with all original vertices v 1 , . . . , v |V | . Next, the Laplacian matrix L that corresponds to the new graph is constructed so that the effective resistance between vertices v 0 and v i can be calculated using the formula P i = det L(0, i)/ det L(0). The fraction P i is then labeled to the original vertex v i . Finally, the primary part is composed of |V | fractions in the vertexordered list P. The vertex-ordered list P is not yet sorted but it will be sorted at the end of the algorithm. The sorting is to canonize the index so that isomorphic graphs produce the same index.
The second step is to partition the vertex set V by vertex labels in the vertex-ordered list P. Basically all vertices with the same label are put in the same block. The resulting partition is a set of |B| blocks where each block is a set of vertices. In addition, the blocks are sorted so that the vertex label (effective resistance) associated with block b i is always less than the vertex label associated with block b j when i < j. Sorting the blocks is a preparation for canonizing the secondary part of the index.
The third step is to build the secondary part of the index. It is noted that if there is only one block in the partition B, then 5572 VOLUME 4, 2016 FIGURE 2. Pairs of non-isomorphic graphs that produce the same resistance spectrum. the secondary part is an empty list. The graph is perturbed using information in the partition B to make the secondary part differs from the primary part. The perturbation is done sequentially for each block b i where it starts with block b 1 and ends with block b |B| in the following manner. First, a dummy vertex is added and is connected to all vertices in graph G except the vertices in the block b i . Next, the effective resistance from the dummy vertex v 0 to every original vertex is calculated in a similar fashion to the calculation performed for building the primary part. The effective resistance can reach the value of +∞ if the graph is disconnected. In practice, the primary parts are compared first because most non-isomorphic graphs can be distinguished using only the primary parts. In the Results, it will be shown that there were only 1.63% of simple connected graphs with ≤10 vertices that Sort X in ascending order; 31:
Append X to S; 32: end 33: end 34: Sort P in ascending order; 35: return (P, S); their non-isomorphisms must be decided by the secondary parts.
The computation of primary and secondary parts of an index depends mostly on the calculation of matrix determinants. The computation of the primary part calculates n + 1 determinants (n numerators, det L(0, i), and one denominator, det L(0)) where n is the number of vertices excluding the dummy vertex. In the worst case, the partition produces the maximum n blocks and the computation of secondary part calculates (n + 1) determinants for each block. Totally, (n + 1) + n (n + 1) = (n + 1) 2 or O(n 2 ) determinants are calculated for an index of a graph. The determinant of an n×n matrix can be computed in O(n 3 ) time using LU decomposition [22] . Therefore, the time complexity of computing an index is O(n 5 ).
However, the effective resistance is stored as a precise fraction. Therefore, the time complexity also depends on the memory space used for storing fractions. A fraction is composed of a numerator and a denominator, and both are matrix determinants. The largest matrix is L(0), which is the Laplacian matrix reduced by removing the first row and the first column. The determinant of matrix L(0), which is denoted by det L(0), equals the number of spanning trees in the Laplacian matrix L. Fortunately, many upper bounds for the number of spanning trees in a graph were proposed [23] . An upper bound for the number of spanning trees in a graph G, denoted by κ(G), was proposed by Grimmett [24] and is given by
where n and e are the number of vertices and the number of edges in graph G, respectively. In the worst case, a fully-connected graph has (n 2 − n)/2 edges. Subsequently, κ(G) can be rewritten only in terms of n as
Therefore, det L(0) is no more than O(n n ). In computer hardware, this number occupies only O(log n n ) or O(n log n) bits under the assumption that the implementation of Big Integer in modern programming languages is space efficient. Moreover, the time complexity of basic arithmetic operations such as addition and multiplication increases not faster than a polynomial of the problem size. It is noted that there are sharper bounds for κ(G) [23] but using Grimmett's upper bound is sufficient to show that the time complexity of building an index is bounded by a polynomial. Two isomorphic graphs always produce the same index. However, two graphs with the same index are not necessarily isomorphic. We cannot prove that the index is unique for every simple connected graph. If it can be proved, the graph isomorphism problem will immediately be in the complexity class P. In the Results, it will be shown that the index may be unique for every simple connected graph and the proof of the conjecture is hence worth the pursuit.
B. GRAPH DATASETS
Two datasets were used for benchmarking our indexing algorithm.
• The first dataset was proposed as counterexamples against the use of resistance spectrums for solving the graph isomorphism problem [25] . In this dataset, each pair of non-isomorphic graphs produces the same resistance spectrum. Therefore, the non-isomorphism between two graphs cannot be detected by comparing their resistance spectrums.
• The second dataset contains all simple connected graphs with ≤10 vertices. This dataset was taken from McKay's collection of combinatorial data at the Australian National University's website: http://cs.anu.edu.au/∼bdm/ data/graphs.html.
C. BIG FRACTION
The effective resistance between vertices v i and v j can be written as a fraction of det
This fraction cannot be stored in a 32-bit or 64-bit floating-point register because the precision will be lost. Thus, we developed a new data structure called Big Fraction. The numerator and the denominator of a Big Fraction are stored separately as Big Integer, which is a data structure for integers with no limitation on the maximum value. The only limitation is the available computer memory. Big Integer is a common data type in modern programming languages such as Java and C#. Every time a new fraction is calculated, the numerator and the denominator are divided by their greatest common divisor (GCD) so that the fraction is always reduced to its lowest terms. Euclidean algorithm makes the calculation of GCD very efficient. LU decomposition provides a means for the calculation of a Laplacian matrix determinant [22] .
III. RESULTS
Our indexing algorithm was tested for correctness using the first two graph datasets described in the Methods. First, we built an index of every counterexample against the use of resistance spectrums for solving the graph isomorphism problem. Second, an index of every simple connected graph with ≤10 vertices was generated. Each index was checked whether it collides with the indexes of other non-isomorphic graphs. We tested the algorithm on the counterexamples against the use of resistance spectrums in Fig. 2 . The graph indexes are given in Table 2 . Using only the primary part of the index was sufficient for distinguishing the non-isomorphic graphs. Therefore, the secondary part of the index is not shown. Next, we generated an index for every simple connected graphs with ≤10 vertices. The collisions between the primary parts of the index were observed when the number of vertices reaches eight as shown in Table 3 . An example of the collisions is given in Fig. 4 . There were a small percentage of graphs that their primary parts of the index collide. Nonetheless, a unique index for every graph was produced once its primary and secondary parts of the index are combined. In practice, the primary part of the index is sufficient for distinguishing the vast majority of graphs. Moreover, the demand for the secondary part of the index appeared to be unnecessary with the decreasing of the graph size. When the number of vertices is eight, there were 122 pairs of non-isomorphic graphs where each pair has the same primary part of the index. When the number of vertices is nine, the collisions between the primary parts of the index increased as observed from 384 graph pairs. When the number of vertices is 10, three and four non-isomorphic graphs with the same primary part of the index were first observed. There were 94,000 graph pairs, 2,148 graph triplets, and 28 graph quadruplets that lead to the collisions. We expected that collisions between the primary parts of the index would occur more frequently with the increasing of the graph size. For instance, collisions among three or four graphs would expand to collisions among any number of graphs. Unfortunately, further experiments were not feasible due to the extremely large number of connected graphs. There are 1,006,700,565 graphs with 11 vertices, and 64,059,830,476 graphs with 12 vertices.
IV. DISCUSSION
We presented a graph indexing algorithm for an exact matching query. A numerical index of a graph can be constructed in polynomial time. The index is composed of primary and secondary parts. The primary part is a list of n fractions where n is the number of vertices. On the other hand, the secondary part is a list of fractions of which its size is variable with the partitioning of vertices. Features of our indexing algorithm are discussed as follows. • The major difference between our indexing algorithm and the resistance spectrum method is that our algorithm adds a dummy vertex to a graph. The dummy vertex plays an important role for being a reference point during vertex labeling. Every original vertex is labeled by the effective resistance between itself and the dummy vertex. The vertex labels become the primary part of the index and allow the partitioning of vertices. Each block in the partition is perturbed so that the vertices are relabeled to form the secondary part of the index.
• The index is hierarchically separated into primary and secondary parts. Most non-isomorphic graphs can be distinguished by the primary part of the index, which has a fixed length and is easily computed. There were only a few graphs that their non-isomorphisms must be decided by the secondary part of the index, which is length variable and can be computed using more efforts.
• The time complexity of our indexing algorithm is bounded by a polynomial. More precisely, computing an index requires no more than (n + 1) 2 calculations of the determinant of an n×n matrix. This is a sharp contrast to the canonical labeling algorithms, which its asymptotic bound is difficult to estimate.
• The calculation of a matrix determinant was efficiently implemented in many software libraries such as LINPACK [26] , MATLAB [27], and Mathematica [28] . However, a matrix of Big Fractions was not provided. Thus, we had to implement Big Fraction and used LU decomposition, which is a standard method for calculating a matrix determinant. In the case of sparse matrices, several optimization techniques can speed up the computation of determinants [29] . Moreover, each determinant can be computed independently and extremely fast on a massively parallel computer.
• The performance of determinant computation in our indexing algorithm largely suffers from the lack of primitive operators for Big Fraction. In theory, the time complexity of arithmetic operators for Big Fraction implemented in software grows in a polynomial relationship with the problems size but the execution time in practice is slower than primitive data types by orders of magnitude. This problem can be solved only by implementing arithmetic hardware for Big Fraction.
• We cannot prove that every simple connected graph produces a unique index. If the index is unique, the graph isomorphism problem will immediately be in the complexity class P. The potential of using our indexing algorithm for solving the graph isomorphism problem remains an open problem. On the other hand, a counterexample such as two non-isomorphism graphs producing the same index is also useful for further improvement of our indexing algorithm.
• Our indexing algorithm is not only limited to connected graphs but it is also applicable to disconnected graphs. A disconnected graph can be decomposed into multiple connected subgraphs. The index of each subgraph can be computed individually and can be combined later to form the index of the disconnected graph.
Although some issues mentioned above remain unsolved, our indexing algorithm illustrated an interconnection between graph isomorphism, electrical resistance, and linear algebra. More importantly, our indexing algorithm suggested a polynomial time algorithm for solving the graph isomorphism problem. We sincerely persuade other researchers to prove the conjecture that every simple connected graph produces a unique index or show a counterexample that disproves the conjecture.
