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Pro´logo
El Centro de Investigacio´n Atmosfe´rica de Izan˜a (CIAI) lleva trabajando desde el an˜o
2004 en el desarrollo e implementacio´n de herramientas nume´ricas aplicadas a la caracter-
izacio´n y prono´stico de la calidad del aire en zonas de Canarias afectadas por la emisio´n
industrial de contaminantes. En ese an˜o se creo´ el actual Grupo de Calidad del Aire y Mete-
orolog´ıa, en colaboracio´n con La Consejer´ıa de Medio Ambiente del Gobierno de Canarias,
comenzando con el desarrollo de me´todos estad´ısticos que permitieran prever condiciones
atmosfe´ricas favorables al aumento de la contaminacio´n. Poco a poco, las investigaciones
que se realizaban dieron lugar al desarrollo de herramientas cada vez ma´s sofisticadas
y fiables. Actualmente, el grupo tiene implementados modelos nume´ricos meteorolo´gicos
mesoscales de alta (2 km) y alt´ısima resolucio´n (100 m) que se acoplan con modelos de
dispersio´n para generar predicciones de concentracio´n de contaminantes con un alcance de
72 h dos veces al d´ıa. Uno de los modelos utilizados, el HYbrid Single-Particle Lagrangian
Integrated Trajectory (HYSPLIT), requiere de recursos computacionales muy altos a la
hora de realizar experimentos de dispersio´n para un nu´mero de fuentes y de part´ıculas
muy altos, y a la hora de realizar experimentos de prediccio´n por conjuntos en perio-
dos histo´ricos largos. Estos modelos se ejecutan en un cluster principal compuesto por 20
procesadores en el modo rutinario, y en otro secundario, compuesto por 12 procesadores,
que se utiliza para la realizacio´n de experimentos a tiempo pasado.
Teniendo en cuenta que el volumen de trabajos relacionados con el preproceso y postpro-
ceso de los resultados que se obten´ıan consumı´an cada vez ma´s recursos de programacio´n,
se solicito´ financiacio´n al Gobierno de Canarias para la contratacio´n de un informa´tico
a trave´s de la Fundacio´n Empresa Universidad (FEU) de la Universidad de La Laguna.
Establecidos los contactos con el Departamento de Estad´ıstica, Investigacio´n Operativa y
Computacio´n de la Universidad de La Laguna, se llego´ a un acuerdo para la contratacio´n
de un alumno de la Escuela Te´cnica Superior de Ingenier´ıa Informa´tica en su u´ltimo an˜o de
carrera. Como motivacio´n formativa para el alumno, el CIAI solicito´ una tarea relacionada
con la mejora de HYSPLIT al Air Resources Laboratory (ARL) de la NOAA, con la que
tiene establecido acuerdos a trave´s de la Universidad de Huelva como Unidad Asociada al
CSIC. Fruto de esta solicitud surgio´ la necesidad de mejorar la programacio´n paralela del
mo´dulo de concentraciones del HYSPLIT que ha sido la finalidad principal del proyecto
de fin de carrera aqu´ı publicado.
En nombre del CIAI y del ARL-NOAA, me gustar´ıa agradecer principalmente a su
autora, Sonia Gonza´lez Cairo´s, y a sus directoras, Coromoto Leo´n Herna´ndez y Gara
Miranda Valladares, por haber aceptado y llevado a cabo con tanta ilusio´n y rigor cient´ıfico
este proyecto que aportara´ tantos beneficios a miles de usuarios del HYSPLIT en todo el
mundo.
Carlos Luis Marrero de la Santa Cruz
Investigador Principal del Grupo de Calidad del Aire y Meteorolog´ıa
Centro de Investigacio´n Atmosfe´rica de Izan˜a
Agencia Estatal de Meteorolog´ıa (AEMET)
Resumen
En esta memoria se presenta un estudio del funcionamiento del programa HYSPLIT
realizado con el objetivo de detectar puntos de´biles que permitan mejorar su eficiencia.
HYSPLIT es un software que implementa un modelo de ca´lculo de trayectorias, concen-
traciones y dispersio´n de part´ıculas atmosfe´ricas y contaminantes ampliamente utilizado
en meteorolog´ıa. El trabajo se ha desarrollado en el marco de un convenio de colaboracio´n
entre la Universidad de La Laguna y la Agencia Estatal de Meteorolog´ıa (AEMET). Es-
ta institucio´n mantiene proyectos de investigacio´n con la National Oceanic Atmospheric
Administration (NOAA) que ha desarrollado el co´digo del programa. HYSPLIT esta´ es-
crito en FORTRAN y cuenta tanto con versiones secuenciales como paralelas. Las ver-
siones para redes de ordenadores esta´n implementadas usando el paradigma de paso de
mensajes con la herramienta MPI (Message Passing Interface). Sin embargo, los usuarios
del software paralelo observan que a medida que se aumenta el nu´mero de procesadores el
rendimiento del programa empeora. As´ı pues, el principal objetivo al iniciar este trabajo
era detectar las causas de este decremento de las prestaciones del programa.
El estudio realizado del co´digo fuente, as´ı como de los resultados obtenidos con un
conjunto de problemas reales, permite afirmar que la adquisicio´n de los datos de entrada se
realiza en paralelo y al estar el fichero correspondiente compartido mediante NFS (Network
File System) se provoca una secuencializacio´n del proceso. La solucio´n que se propone y
presenta en esta memoria esta´ basada en el paradigma de programacio´n paralela Maestro-
Esclavo. Espec´ıficamente, consiste en hacer que la lectura la realice el procesador maestro y
e´ste la difunda (broadcast) al resto de los procesadores participantes, denominados esclavos.
Los resultados computacionales obtenidos demuestran la validez de la solucio´n planteada.
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Cap´ıtulo 1
Introduccio´n
La atmo´sfera es un sistema extremadamente complejo y reactivo donde tienen lugar de
manera simulta´nea numerosos procesos f´ısicos y qu´ımicos. Por ello, la evaluacio´n del im-
pacto potencial que sobre la calidad del aire pueden tener las emisiones provenientes de una
fuente o conjunto de fuentes, as´ı como el disen˜o de estrategias costo-efectivas orientadas a
su control, demandan un conocimiento preciso de los procesos que determinan la disper-
sio´n, la transformacio´n qu´ımica y el destino final de los contaminantes en la atmo´sfera.
Esto ha supuesto un reto a los meteoro´logos de todo el mundo [31], que buscan soluciones
en la creacio´n de modelos o herramientas utilizando como base los avances tecnolo´gicos,
principalmente de la informa´tica. Una de las aplicaciones ma´s efectivas que ha mostrado
excelentes resultados es la modelacio´n nume´rica de la atmo´sfera que permite conocer las
variables meteorolo´gicas con muchas horas de anticipacio´n, lo que ayuda a las autoridades,
entre otras circunstancias, a tomar decisiones importantes ante un posible feno´meno des-
favorable. En este sentido, los modelos de calidad del aire [52] son una herramienta de
gran valor, ya que en su formulacio´n se incorporan los conocimientos ma´s recientes sobre
dina´mica atmosfe´rica para modelar, con cierto grado de confianza, los patrones de dis-
persio´n, transformacio´n qu´ımica y deposicio´n de los contaminantes, con lo que se obtiene
una estimacio´n de su concentracio´n en la atmo´sfera. La complejidad de estos modelos,
que exigen gran capacidad de co´mputo, requiere de herramientas de paralelizacio´n para
su implementacio´n en modo operativo.
En este cap´ıtulo, se presenta una breve descripcio´n de los procesos atmosfe´ricos que
tienen mayor impacto en el transporte y el destino de los contaminantes, as´ı como de las
caracter´ısticas ma´s sobresalientes de los diferentes tipos de modelos que se usan para simu-
lar estos procesos. Posteriormente, se realiza una pequen˜a introduccio´n a la computacio´n
paralela, desribiendo las arquitecturas paralelas existentes, as´ı como las principales te´cnicas
y paradigmas de programacio´n paralela y sus correspondientes esta´ndares. Finalmente, y
puesto que ha sido la librer´ıa utilizada en el presente proyecto, se explica con detalle
algunas de las principales caracter´ısticas de MPI.
1
2 Sonia Gonza´lez Cairo´s
1.1. Modelizacio´n de los procesos atmosfe´ricos
La contaminacio´n atmosfe´rica se produce de forma inherente a la actividad humana,
siendo una consecuencia no deseable del progreso tecnolo´gico con la que se ha de convivir.
So´lo en los u´ltimos an˜os ha alcanzado proporciones que amenazan con poner en peligro el
equilibrio del planeta a escala global. No obstante, por la compleja naturaleza del sistema
natural involucrado, la atmo´sfera, las soluciones a los problemas abordados requieren en
muchos casos un conocimiento cient´ıfico riguroso. La conexio´n entre las emisiones a la
atmo´sfera y los receptores u´ltimos, ya se trate de ecosistemas naturales o del propio ser
humano, se produce a trave´s de procesos atmosfe´ricos complejos y complicados, que in-
volucran escalas muy diferentes, con continuas transformaciones f´ısicas y qu´ımicas de las
distintas especies. En la siguiente seccio´n, se pretende introducir una breve descripcio´n de
los principales procesos atmosfe´ricos implicados.
1.1.1. Transporte y contaminacio´n del aire
El te´rmino dispersio´n [52] generalmente se usa para referirse al conjunto de procesos que
ocurren en la atmo´sfera y por los cuales se diluyen, transportan, remueven o transforman
qu´ımicamente los contaminantes, hasta alcanzar una fuente receptora. En este contexto, la
dispersio´n de los contaminantes esta´ determinada tanto por variaciones locales, regionales
o globales del clima, como por diversos procesos atmosfe´ricos ı´ntimamente ligados a la to-
pograf´ıa. As´ı, el movimiento global de las masas de aire tiene su origen en el calentamiento
desigual de la superficie de la Tierra; asimismo, los relieves naturales del terreno, e incluso
la presencia de edificios, modifican el re´gimen local de los vientos. Estos feno´menos tienen
un efecto directo sobre el movimiento de los contaminantes en la atmo´sfera. De lo ante-
rior se desprende que si se desea entender y, en alguna medida, modelar la dispersio´n,
la transformacio´n qu´ımica y el destino de los contaminantes emitidos a la atmo´sfera, es
necesario comprender los procesos atmosfe´ricos ba´sicos que influyen en su movimiento y su
transformacio´n, y tambie´n las escalas espaciales y temporales en que se registran. Ambos
aspectos se presentan a continuacio´n.
1.1.1.1. Escalas de movimiento
La atmo´sfera se puede describir como un enorme reactor qu´ımico al que se introducen
y del que se remueven miles de especies qu´ımicas sobre un gran conjunto de escalas tem-
porales y espaciales. Por ello, todos los procesos atmosfe´ricos de importancia para la prob-
lema´tica de la contaminacio´n del aire tradicionalmente se estudian sobre la base de esta
gama de escalas. En general, dependiendo del autor y del criterio que se utilice para definir-
las, el nu´mero de escalas de movimiento en la atmo´sfera var´ıa; para efectos de este cap´ıtulo
y considerando su simplicidad, se hara´ referencia a tres escalas: microescala, mesoescala y
macroescala.
Los movimientos a microescala son aquellos que pueden ocurrir en una escala espacial
del orden de un par de kilo´metros y en periodos del orden de segundos a minutos, y
cuya causa es, principalmente, la interaccio´n de la atmo´sfera con la superficie subyacente.
Ejemplos de eventos que ocurren en esta escala son los truenos, los rela´mpagos y las ra´fagas
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de viento. En cambio, los movimientos a mesoescala tienen una influencia del orden de
decenas de kilo´metros y ocurren en periodos de unos minutos hasta varios d´ıas; se trata,
por ejemplo, de islas de calor urbanas, brisas de mar-tierra, brisas de valle-montan˜a y
tormentas ele´ctricas. Por u´ltimo, los movimientos a macroescala abarcan la escala global y
la sino´ptica. En este caso se encuentran la circulacio´n general de los vientos, los huracanes,
los sistemas de alta presio´n (anticiclo´n) y de baja presio´n (ciclo´n), las corrientes de chorro,
etce´tera, que se desarrollan en una longitud de cientos a miles de kilo´metros, y pueden
tener una duracio´n de entre un par de d´ıas hasta semanas.
1.1.1.2. Transporte atmosfe´rico de contaminantes
Una vez en la atmo´sfera, los contaminantes experimentan complejos procesos de trans-
porte, mezcla y transformacio´n qu´ımica, que dan lugar a una distribucio´n espacial y tem-
poralmente variable, tanto en lo que respecta a su concentracio´n, como en te´rminos de su
composicio´n en el aire. As´ı, una vez emitidos, los contaminantes se someten a procesos de
transporte por adveccio´n, transporte por difusio´n, transformacio´n qu´ımica y remocio´n seca
o hu´meda, y son afectados, en mayor o menor grado, por las condiciones meteorolo´gicas
que prevalecen durante su emisio´n.
La dispersio´n de los contaminantes emitidos depende de la cantidad de turbulencia en la
atmo´sfera cercana, turbulencia que se puede crear por el movimiento horizontal y vertical
de la atmo´sfera. Al movimiento horizontal se le llama viento. As´ı, cuando el transporte
de los contaminantes se da con la misma velocidad y en la misma direccio´n que el viento
que los transporta, se le conoce como transporte por adveccio´n. Por lo general, una mayor
velocidad del viento reduce las concentraciones de los contaminantes al nivel del suelo, ya
que facilita la dilucio´n.
1.1.1.3. Deposicio´n seca y deposicio´n hu´meda
Al transporte y la dispersio´n de los contaminantes por efecto del movimiento vertical
de la atmo´sfera se le conoce como transporte por difusio´n, y puede ser de tipo molecular o
turbulento. El primero se refiere al movimiento de las mole´culas en el aire por diferencias
de concentracio´n entre dos puntos del espacio (gradiente de concentraciones), y tiene
poca importancia para fines del estudio de la contaminacio´n del aire. El segundo se debe
ba´sicamente a la existencia de remolinos en el aire, que se producen por irregularidades
en el terreno (turbulencia meca´nica) o por diferencias de temperatura entre las capas
atmosfe´ricas (turbulencia te´rmica).
La turbulencia meca´nica se produce por la friccio´n de las masas de aire en movimiento
con la superficie terrestre, y puede afectar a una capa de aire de hasta 1000 metros de
altitud. La turbulencia te´rmica, por su parte, se genera por el intercambio de calor entre
la atmo´sfera y la superficie terrestre. Ambos procesos contribuyen al movimiento vertical
de las masas de aire y definen las condiciones de estabilidad atmosfe´rica.
Al mismo tiempo que los contaminantes son transportados en la atmo´sfera (por di-
fusio´n o adveccio´n), pueden experimentar reacciones qu´ımicas que los lleven a formar
nuevos contaminantes con propiedades f´ısicas y qu´ımicas que, en algunos casos, podr´ıan
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Figura 1.1: Representacio´n esquema´tica de la deposicio´n hu´meda y la deposicio´n seca
significar un mayor riesgo para el ambiente y la salud de la poblacio´n, que los contami-
nantes que les dieron origen. As´ı, los contaminantes secundarios son aquellos que se forman
en la atmo´sfera por reacciones qu´ımicas entre contaminantes o entre los contaminantes y
sustancias que se encuentran en la atmo´sfera de manera natural; los ejemplos ma´s carac-
ter´ısticos son el O3 y algunos tipos de PM2,5, como son los sulfatos y nitratos.
Si bien la transformacio´n qu´ımica de los contaminantes es un factor importante para
determinar su destino final en la atmo´sfera, tambie´n es cierto que la deposicio´n f´ısica en
la superficie de la Tierra es de gran importancia para muchos contaminantes primarios y
secundarios. En general, tanto gases como part´ıculas pueden depositarse sobre la superficie
a trave´s de los procesos de deposicio´n seca y deposicio´n hu´meda, dependiendo de la fase
en que el contaminante haga contacto con la superficie y sea absorbido por e´sta. Estos
procesos pueden verse de forma esque´matica en la Figura 1.1. Cuando un contaminante se
disuelve en el agua de una nube, de lluvia o de nieve, y posteriormente las gotas impactan
la superficie de la Tierra (incluyendo a´rboles, edificios, etc.), se dice que el contaminante
fue depuesto por v´ıa hu´meda. Por el contrario, si el contaminante se transporta a nivel del
suelo y se absorbe por los materiales sin que antes se haya disuelto en las gotas de agua
de la atmo´sfera, entonces se trata de deposicio´n seca. Esto es, la distincio´n entre los dos
procesos se refiere al mecanismo de transporte a la superficie y no a la naturaleza de la
superficie misma.
De acuerdo con lo anterior, los factores que determinan la importancia relativa del
mecanismo mediante el cual se deponen los contaminantes del aire son los siguientes: la
naturaleza f´ısica del contaminante (gas o part´ıcula); su reactividad qu´ımica; su morfolog´ıa;
su solubilidad en el agua; y las caracter´ısticas clima´ticas y fisiogra´ficas de la regio´n.
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1.1.2. Modelos de simulacio´n de calidad del aire
Un modelo de simulacio´n de la calidad del aire [52] es una herramienta de ana´lisis que
permite simular de manera integral, a trave´s de expresiones matema´ticas, los procesos
atmosfe´ricos que intervienen en el transporte, la dispersio´n, la deposicio´n y, en algunos
casos, la transformacio´n qu´ımica de los contaminantes. Con estos modelos es posible rela-
cionar directamente las concentraciones ambientales de los contaminantes con sus fuentes
de emisio´n (en el caso de los contaminantes primarios como el CO), o con la emisio´n de
sus precursores (en el caso de los contaminantes secundarios como el O3, los sulfatos y
nitratos), incluyendo en la modelacio´n variables tales como las condiciones topogra´ficas,
el uso del suelo y la meteorolog´ıa de una regio´n determinada.
Dada su gran variedad y los grados de detalle con que tratan los procesos atmosfe´ricos,
los modelos actualmente se usan para simular una diversidad de feno´menos atmosfe´ricos
que abarcan desde la qu´ımica atmosfe´rica global hasta la dispersio´n de contaminantes
locales. En general, con los modelos de simulacio´n de la calidad del aire es posible responder
o ayudar a responder preguntas tales como:
¿Cua´l es la contribucio´n de una fuente de emisio´n a la concentracio´n ambiental de
un contaminante?
¿Cua´l es la estrategia ma´s efectiva para reducir la concentracio´n ambiental de un
contaminante?
¿Cua´l sera´ el efecto sobre la calidad del aire al aplicar una medida de control?
¿En do´nde se deber´ıa colocar en el futuro una nueva fuente (por ejemplo, un complejo
industrial) para minimizar su impacto ambiental?
¿Cua´l sera´ la calidad del aire el d´ıa de man˜ana o de pasado man˜ana?
¿Do´nde debe ubicarse una nueva estacio´n o red de estaciones de monitorizacio´n?
1.1.2.1. Estructura y entradas de un modelo de simulacio´n
Las diferencias entre los distintos tipos de modelos de la calidad del aire radican funda-
mentalmente en el nu´mero de procesos atmosfe´ricos considerados, el nivel de profundidad
con que son tratados, y los me´todos utilizados para resolver las ecuaciones que los des-
criben. En general, operan con un conjunto de datos de entrada que caracterizan las
emisiones, la topograf´ıa y la meteorolog´ıa de una regio´n, y producen salidas que describen
la calidad del aire en dicha regio´n, tal como se aprecia en la Figura 1.2. En el caso de
los modelos ma´s avanzados, tambie´n se incluye un mecanismo qu´ımico que describe las
transformaciones qu´ımicas de los contaminantes. Es importante destacar que la cantidad
y el grado de detalle de la informacio´n necesaria para alimentar un modelo de la calidad
del aire var´ıan de acuerdo con el tipo de modelo y con la naturaleza del estudio que se
pretenda realizar.
6 Sonia Gonza´lez Cairo´s
Figura 1.2: Entradas requeridas por un modelo de calidad del aire
Los modelos matema´ticos de la calidad del aire se basan en la descripcio´n fundamental
de los procesos atmosfe´ricos o en el ana´lisis estad´ıstico de datos. Por ello, se clasifican
en modelos estad´ısticos y modelos deterministas (ve´ase la Figura 1.3). Los modelos es-
tad´ısticos se basan en las relaciones estad´ısticas existentes entre los datos histo´ricos y las
mediciones disponibles, en tanto que los modelos deterministas lo hacen en una descripcio´n
matema´tica de los procesos atmosfe´ricos, estableciendo una relacio´n causa (emisiones) -
efecto (contaminacio´n del aire).
Un ejemplo de un modelo estad´ıstico es el prono´stico de la concentracio´n de un con-
taminante como una funcio´n estad´ıstica de las mediciones actuales disponibles y de sus
tendencias histo´ricas. Por otra parte, un ejemplo de un modelo determinista es un modelo
de difusio´n, en el cual las concentraciones ambientales de los contaminantes se calculan a
partir de la simulacio´n de los procesos atmosfe´ricos, utilizando como entrada la informa-
cio´n sobre la fuente de emisio´n (por ejemplo, tasas de emisio´n) y su entorno (por ejemplo,
para´metros meteorolo´gicos y topograf´ıa).
Los modelos deterministas son los ma´s importantes para aplicaciones pra´cticas dado
que, si son apropiadamente calibrados y usados, proporcionan una relacio´n fiable entre la
fuente de emisio´n de contaminantes y las a´reas receptoras (o de impacto). Dicho en otras
palabras, solamente un modelo determinista puede evaluar la fraccio´n con la que cada
fuente emisora participa en las concentraciones ambientales de cada contaminante en el
a´rea receptora o de impacto, permitiendo as´ı el disen˜o o la evaluacio´n de estrategias de
control de emisio´n.
Los modelos atmosfe´ricos deterministas pueden clasificarse de diferentes maneras de
acuerdo con el criterio que se tome como referencia; por ejemplo, su escala espacial, o
bien, la forma en que plantean las ecuaciones que describen el comportamiento de los
contaminantes en la atmo´sfera. Por su escala espacial, los modelos deterministas se pueden
clasificar en modelos a microescala, mesoescala, regionales, sino´pticos y globales. En la
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Figura 1.3: Tipos de modelos matema´ticos de calidad del aire
Tabla 1.1 se presenta el domino y resolucio´n t´ıpicos asociados a los modelos deterministas,
segu´n su escala espacial. Por la forma en que plantean las ecuaciones que describen el
comportamiento de los contaminantes en la atmo´sfera, se les puede clasificar como modelos
eulerianos (que usan un sistema de coordenadas fijo con respecto a la tierra) y lagrangianos
(que usan un sistema de coordenadas que sigue el movimiento de la atmo´sfera). Puede
apreciarse esta clasificacio´n en la Figura 1.3.
Los modelos eulerianos representan la clase ma´s elaborada de modelos atmosfe´ricos. En
ellos, las ecuaciones que describen el movimiento y la transformacio´n qu´ımica de los con-
taminantes en la atmo´sfera se resuelven considerando un sistema fijo de coordenadas, y la
regio´n a modelar se puede dividir en celdas o cajas, tanto horizontal como verticalmente.
La concentracio´n de los contaminantes en cada celda se estima a intervalos espec´ıficos de
tiempo, teniendo en cuenta la informacio´n sobre campos meteorolo´gicos tridimensionales,
as´ı como las concentraciones iniciales de los contaminantes, las emisiones, el transporte,
la dilucio´n y las transformaciones qu´ımicas. La aplicacio´n de estos modelos resulta ma´s
conveniente cuando existen patrones complejos de emisio´n (por ejemplo, numerosas y di-
versas fuentes de emisio´n, dispersas en un a´rea geogra´fica amplia), o cuando los procesos
de transformacio´n qu´ımica desempen˜an un papel relevante en la generacio´n y el destino
de los contaminantes (por ejemplo, para contaminantes secundarios). En general, cuan-
do se cuenta con informacio´n suficientemente detallada sobre el inventario de emisiones,
la calidad del aire y la meteorolog´ıa, estos modelos pueden aplicarse para evaluaciones
detalladas de la calidad del aire, urbanas o regionales.
Los modelos lagrangianos se caracterizan por hacer uso de un sistema de referencia
que se ajusta al movimiento atmosfe´rico. Es decir, tanto las emisiones y reacciones, como
la deposicio´n y el mezclado de los contaminantes, se analizan para un volumen de aire
que va cambiando su posicio´n de acuerdo con la velocidad y la direccio´n del viento (y no
para una regio´n entera, como en los eulerianos). Con este esquema general, los modelos
lagrangianos se pueden clasificar en modelos de trayectoria y modelos gaussianos, como se
puede apreciar en la Figura 1.3, de acuerdo con la geometr´ıa del sistema de modelacio´n.
Los procesos antes mencionados se pueden simular para una columna hipote´tica de aire,
como en los modelos de trayectoria; cuando la simulacio´n se hace para una pluma de
emisio´n (masa de aire que contiene contaminantes vertida a la atmo´sfera), continua o
discreta (como paquetes denominados puffs), se trata de modelos gaussianos.
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Modelo Dominio t´ıpico Resolucio´n t´ıpica
Microescala 200 x 200 x 100 m 5 m
Mesoescala (urbano) 100 x 100 x 5 km 2 km
Regional 1000 x 1000 x 10 km 20 km
Sino´ptico (continental) 3000 x 3000 x 20 km 80 km
Global 65000 x 65000 x 20 km 555 x 555 km
Tabla 1.1: Modelos atmosfe´ricos de acuerdo con su escala espacial
En los modelos de trayectoria se define una columna hipote´tica de aire que se desplaza
bajo la influencia de los vientos dominantes, y se asume que no hay intercambio de masa
entre la columna y sus alrededores, excepto por las emisiones que ingresan a la columna
por la base durante su recorrido. La columna se mueve continuamente, de tal forma que
el modelo estima la concentracio´n de los contaminantes en diferentes lugares y momentos
a partir de las concentraciones iniciales, las emisiones y las transformaciones qu´ımicas.
Su aplicacio´n es recomendable en evaluaciones de la calidad del aire que consideren el
transporte a grandes distancias, para modelar el comportamiento de masas individuales
de aire, e incluso para evaluar la calidad del aire en casos donde existan limitaciones de
informacio´n para caracterizar las emisiones y la meteorolog´ıa de una regio´n completa.
Finalmente, en los modelos gaussianos se describe el transporte y la mezcla de los
contaminantes asumiendo que las emisiones presentan, en las direcciones horizontal y
vertical, una distribucio´n normal o de curva gaussiana, con una concentracio´n ma´xima en
el centro de la pluma. Generalmente estos modelos se aplican para evaluar la dispersio´n de
contaminantes provenientes de fuentes puntuales, aunque en ocasiones tambie´n se aplican
para simular emisiones de fuentes de a´rea y de l´ınea. Otra caracter´ıstica de este tipo
de modelos es que normalmente son aplicados para evaluar la dispersio´n de contami-
nantes primarios no reactivos, aunque existen versiones que incluyen en su formulacio´n
consideraciones especiales para poder simular procesos de deposicio´n y transformacio´n
qu´ımica.
1.1.2.2. Criterios de seleccio´n y aplicacio´n de un modelo
La decisio´n sobre el modelo ma´s adecuado a utilizar en un estudio espec´ıfico depende
de varios factores, entre los que se pueden mencionar los siguientes:
El problema a resolver : depende en gran medida de si se analizara´ la dispersio´n de
un contaminante primario o secundario; si el contaminante es reactivo o no reactivo;
si se estudiara´n las emisiones de una o varias fuentes.
La extensio´n geogra´fica del a´rea de estudio: se debe considerar que haya transporte de
corto o de largo alcance y que se cuente con informacio´n suficiente para caracterizar
la meteorolog´ıa, la topograf´ıa y las emisiones de una zona industrial, de un valle o
de una ciudad.
La complejidad topogra´fica y meteorolo´gica del a´rea de estudio: es fundamental analizar
las caracter´ısticas de la topograf´ıa (plana o accidentada) y de la meteorolog´ıa, de
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forma que sea posible caracterizarla adecuadamente con datos de superficie, o si se
requieren datos de altura.
El grado de detalle y la exactitud requeridos para el ana´lisis: es necesario decidir si
los resultados deben de tener una resolucio´n espacial de unos cuantos kilo´metros o
de una regio´n completa.
Los recursos te´cnicos y humanos disponibles: estas consideraciones pra´cticas incluyen
las caracter´ısticas del equipo de co´mputo (alta o baja capacidad de memoria y proce-
samiento), y la experiencia del personal, tanto en la aplicacio´n de modelos, como en
el procesamiento de los datos que se utilizan como entradas para los modelos y en
la interpretacio´n de los resultados de la simulacio´n.
El detalle y la calidad de las bases de datos disponibles: es indispensable analizar el
tipo de datos de entradas con que se cuenta, como son los datos de las emisiones
(para una sola fuente o para una regio´n completa), la fiabilidad, el grado de detalle
y la precisio´n de la informacio´n disponible.
1.1.2.3. Modelos de simulacio´n
Algunos de modelos de simulacio´n [33] ma´s utilizados son:
MM5 (Fifth-Generation Mesoscale Model)
Es un modelo nume´rico de prediccio´n meteorolo´gica para a´reas limitadas [8] que
fue desarrollado por la Universidad Estatal de Pennsylvania y el NCAR (National
Center for Atmospheric Research) [19], en Estados Unidos. Este u´ltimo se encarga
del soporte operativo. MM5 puede ser utilizado para realizar simulaciones de fechas
anteriores (reana´lisis), actuales o a manera de prono´stico. Se trata de un modelo
de tipo euleriano que hace uso de la asimilacio´n de datos en cuatro dimensiones
o FDDA (Four-Dimensional Data Assimilation), es decir, en los ejes X, Y, Z, y el
tiempo. Se puede aplicar a cualquier zona del mundo, ya que es posible desarrollar la
informacio´n de entrada (campos meteorolo´gicos, topograf´ıa y uso de suelo) necesaria
para su funcionamiento.
MM5 es un modelo complejo pero muy completo. Los feno´menos meteorolo´gicos y su
parametrizacio´n esta´n descritos en ma´s de 100000 l´ıneas de co´digo fuente y cerca de
1000 subrutinas (funciones espec´ıficas de un lenguaje de programacio´n). El co´digo
fuente esta escrito en lenguaje de programacio´n FORTRAN 90/77, y cuenta con una
amplia gama de parametrizaciones de capa l´ımite planetaria, conveccio´n, f´ısica de
nubes, etc. Algunas de las principales caracter´ısticas del modelo MM5 se describen
a continuacio´n:
• Capacidad de anidamiento mu´ltiple con interaccio´n (hasta nueve dominios
corriendo simulta´neamente e intercambiando informacio´n entre ellos) en am-
bas direcciones (two-way) entre los dominios de una forma hidrosta´tica o no
hidrosta´tica, lo que facilita el estudio de feno´menos atmosfe´ricos bajo distintas
escalas espaciales y el disen˜o de predicciones a muy alta resolucio´n.
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• Formulacio´n de una dina´mica no hidrosta´tica, la cual permite que el modelo
pueda ser empleado eficazmente para representar feno´menos con dimensiones
de muy pocos kilo´metros.
• Inicializacio´n automa´tica con diferentes fuentes de ana´lisis meteorolo´gicos y
observaciones, incluyendo su capacidad de asimilacio´n 4-dimensional de datos.
• Asimilacio´n variacional de datos convencionales y de sate´lite durante la predic-
cio´n.
• Incorporacio´n de los ma´s modernos y realistas esquemas de parametrizacio´n
de los procesos f´ısicos relacionados con la radiacio´n atmosfe´rica, microf´ısica de
nubes y precipitacio´n, conveccio´n por cu´mulos, turbulencia, y flujos de energ´ıa
y momento sobre la superficie terrestre.
• Adaptacio´n informa´tica para mu´ltiples plataformas y para su ejecucio´n en modo
multitarea sobre computadoras de memoria compartida o distribuida.
Se puede consultar ma´s informacio´n sobre este modelo en su pa´gina oficial [17].
WRF (Weather Research and Forecasting)
Es un modelo atmosfe´rico de a´rea limitada de u´ltima generacio´n [7], [29], [64] desa-
rrollado en NCAR [19]. Esta´ disen˜ado tanto para la prediccio´n operativa como para
tareas de investigacio´n de la dina´mica atmosfe´rica. Se puede considerar como el suce-
sor evolucionado del modelo MM5. El co´digo fuente esta escrito en FORTRAN 90 y
dispone de dos mo´dulos dina´micos para la resolucio´n de las ecuaciones primitivas de
la atmo´sfera, de una amplia variedad de parametrizaciones f´ısicas y de un mo´dulo de
asimilacio´n variacional (3DVar y 4DVar). Incorpora los u´ltimos avances en la repre-
sentacio´n f´ısica de la atmo´sfera, en integracio´n nume´rica y en asimilacio´n de datos.
Su arquitectura permite aprovechar diversas formas de paralelismo computacional.
Esta´ disen˜ado para ser un sistema de simulacio´n atmosfe´rica de u´ltima generacio´n,
flexible, portable y eficiente. Esto hace que sea adecuado para un amplio rango de
aplicaciones en diferentes escalas espaciales y temporales.
WRF es actualmente empleado en forma operacional por el NCEP (National Centers
for Environmental Prediction) [20]. Este sitio proporciona la informacio´n sobre los
trabajos de desarrollo sobre el WRF y su organizacio´n, referencias a proyectos y
prono´sticos en los que se usa dicho modelo, y se vincula a la pa´gina de los usuarios
WRF, usos en tiempo real y acontecimientos relacionados con el mismo.
HYSPLIT (HYbrid Single Particle Lagrangian Integrated Trajectory)
Este modelo [12] es una herramienta para determinar la emisio´n, transporte, disper-
sio´n y deposicio´n de part´ıculas. El me´todo de ca´lculo usado por HYSPLIT se basa
en un modelo h´ıbrido entre el euleriano y el lagrangiano. Ha sido desarrollado con-
juntamente por el Bureau of Meteorology of Australia [4] y el ARL (Air Resources
Laboratory) [1] de la NOAA (National Oceanic and Atmospheric Administration) [21]
en Estados Unidos. La versio´n inicial fue desarrollada por Draxler y Taylor en
1982 [45]. La u´ltima versio´n disponible del modelo es la 4.9.
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El co´digo fuente de HYSPLIT esta´ escrito en FORTRAN 77/90 y no es de dominio
pu´blico. Sin embargo, s´ı posible hacer uso de HYSPLIT de forma gratuita, estando
disponible la versio´n para PC, que puede ser descargada desde su pa´gina oficial
para Windows o Mac. Asimismo, puede ejecutarse HYSPLIT de forma interactiva
a trave´s de la website READY (Real-time Environmental Applications and Display
sYstem) [25].
Algunas de las mu´ltiples caracter´ısticas del modelo HYSPLIT son las siguientes:
• Esquema de adveccio´n: predictor-corrector
• Interpolacio´n lineal espacial y temporal de datos meteorolo´gicos provenientes
de fuentes externas
• Emisio´n simulta´nea de mu´ltiples fuentes
• Dispersio´n de puffs y part´ıculas simples calculada a partir de la varianza en las
velocidades
• Concentraciones calculadas con distribuciones Top-Hat/Gaussianas o part´ıculas-
en-celda
• Meteorolog´ıa y/o mallas de concentracio´n simulta´neas y mu´ltiples
• Herramientas para visualizar y manipular informacio´n meteorolo´gica
• Utilidades para la conversio´n de datos a otros formatos: GIF, GrADS, ArcView,
Vis5D, postscript, etc
Se ofrece informacio´n ma´s detallada sobre el modelo HYSPLIT en el cap´ıtulo 2.
1.2. Computacio´n paralela
Actualmente se esta´n planteando en numerosos y diferentes campos de estudio, pro-
blemas tratables (problemas donde el nu´mero de operaciones sea una funcio´n que crezca
moderadamente con el taman˜o del problema y que pueden ser resolubles en un computa-
dor en un tiempo razonable), pero con caracter´ısticas que lo hacen de dif´ıcil solucio´n
con los computadores secuenciales disponibles hoy en d´ıa. Este tipo de problemas supo-
nen una demanda continua de una potencia computacional superior que especialmente se
pone de manifiesto en problemas que requieren costosos ca´lculos iterativos sobre grandes
cantidades de datos y fuertes restricciones temporales (prediccio´n meteorolo´gica, biocom-
putacio´n, astrof´ısica, etc), as´ı como en el modelado y simulacio´n nume´rica de problemas
en ciencia e ingenier´ıa. Los problemas anteriormente citados son especialmente suscepti-
bles de beneficiarse de la computacio´n paralela y representan su a´mbito de aplicabilidad
fundamental.
La computacio´n paralela [51], [61] permite la ejecucio´n simulta´nea de mu´ltiples instruc-
ciones. Se basa en el principio de que los problemas grandes se pueden dividir en partes
ma´s pequen˜as que pueden resolverse de forma concurrente (“en paralelo”), permitiendo:
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Reducir el tiempo de co´mputo
Procesar gran cantidad de datos
Resolver problemas complejos
Proveer concurrencia
Ampliar los l´ımites de memoria para resolver problemas grandes
Utilizar recursos remotos de co´mputo cuando los locales son escasos
Reducir costos usando mu´ltiples recursos “baratos” en lugar de costosas supercom-
putadoras
Entre las consideraciones ma´s importantes que deben tomarse a la hora emplear la
computacio´n paralela, destacan: la arquitectura paralela y el modelo de programacio´n
paralela a utilizar. En las siguientes subsecciones, se presenta una breve introduccio´n a
ambas.
1.2.1. Arquitecturas paralelas
La clasificacio´n de los computadores [35], [65] puede realizarse atendiendo a mu´ltiples
factores, sin embargo, quiza´s la clasificacio´n ma´s conocida y citada sea la taxonomı´a de
Flynn. En ella se utiliza la ausencia o presencia de un control global que permite regular
el flujo de instrucciones y datos del computador. De esta forma aparecen cuatro clases de
computadores:
SISD (Single Instruction Single Data): un flujo u´nico de instrucciones se ejecuta
sobre un u´nico conjunto de datos. A esta clase pertenecen los computadores secuen-
ciales.
SIMD (Single Instruction Multiple Data): un u´nico flujo de instrucciones se ejecuta
sobre diferentes conjuntos de datos. Las ma´quinas vectoriales pertenecen a esta clase.
MISD (Multiple Instruction Single Data): diferentes flujos de instrucciones se eje-
cutan sobre el mismo conjunto de datos. Es dif´ıcil encontrar ma´quinas reales que
respondan a este modelo, debie´ndose considerar su existencia exclusivamente a nivel
conceptual.
MIMD (Multiple Instruction Multipe Data): diferentes flujos de instrucciones se eje-
cutan sobre diferentes conjuntos de datos. Desde el punto de vista teo´rico, representa
el modelo ma´s versa´til de los cuatro. La mayor´ıa de los sistemas multicomputadores
y multiprocesadores (definidos ma´s abajo) pertenecen a esta clase, como: IBM SP,
Intel Paragon y Cray T3D.
Atendiendo a la clasificacio´n de Flynn, las arquitecturas paralelas pueden ser esencial-
mente de dos tipos: SIMD y MIMD.
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Figura 1.4: Distintos sistemas de memoria compartida
Otra forma de clasificar a los computadores paralelos se basa en la distribucio´n de
la memoria. En este caso se puede distinguir entre sistemas de memoria compartida y
sistemas de memoria distribuida.
Sistemas de memoria compartida (multiprocesadores)
En los sistemas de memoria compartida [35], todos los procesadores acceden al mismo
espacio f´ısico de memoria. Las restricciones de acceso a la memoria son u´nicamente
de tipo f´ısico y no de tipo lo´gico, en el sentido de que el tiempo de acceso a una
posicio´n de memoria puede ser diferente en funcio´n del mo´dulo en que se encuentre
la posicio´n de memoria. Una red de interconexio´n une los distintos procesadores con
los mo´dulos de esta memoria compartida. La comunicacio´n entre los procesadores
se consigue utilizando un espacio de direcciones comu´n. Dentro de los sistemas de
memoria compartida podemos encontrar:
• UMA (Uniform Memory Access): multiprocesadores con acceso a memoria
uniforme. El tiempo de acceso a cualquier posicio´n de memoria es constante.
• NUMA (Non-Uniform Memory Access): multiprocesador con acceso a memo-
ria no uniforme. El tiempo de acceso a unas posiciones de memoria es mayor
que a otras.
El esquema de ba´sico de las estructura de los sistemas UMA y NUMA pueden
verse en la Figura 1.4. Cabe destacar que los accesos a memoria y la gestio´n de
los correspondientes conflictos de acceso normalmente se convierten en un cuello de
botella que condicionan el rendimiento de estas ma´quinas. Es por ello que la red de
interconexio´n es determinante para la eficacia de este tipo sistemas.
Sistemas de memoria distribuida (multicomputadores)
En los sistemas de memoria distribuida (Figura 1.5), cada procesador cuenta con
su propia memoria local, no existiendo una memoria global comu´n. Una red de
interconexio´n une los distintos elementos de procesamiento entre s´ı. La comunicacio´n
entre los procesadores se realiza mediante paso de mensajes. Como ejemplo de este
tipo de sistemas podemos encontrar:
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Figura 1.5: Sistema de memoria distribuida
• Procesadores masivamente paralelos (MPP): un u´nico computador con
mu´ltiples procesadores conectados por un bus de datos.
• Clusters: mu´ltiples computadores conectados mediante una red de interconexio´n
ra´pida. Existen mu´ltiples tipos de clusters, como los Beowulf, que tienen com-
putadores dedicados o los NOW (Network Of Workstations), que esta´n consti-
tuidos por computadores no dedicados.
Es importante tener en cuenta que el rendimiento de los multicomputadores viene
determinado por las comunicaciones y su gestio´n, las cuales juegan un papel decisivo,
similar al que representan los accesos a memoria en el caso de los multiprocesadores
de memoria compartida.
1.2.2. Modelos de programacio´n paralela
Los paradigmas de programacio´n [34], [60] no esta´n un´ıvocamente ligados a las arqui-
tecturas paralelas, aunque un determinado modelo puede ser ma´s eficiente que otro al
programar sobre determinadas arquitecturas paralelas. En esta seccio´n se presentan los
principales paradigmas de programacio´n paralela: programacio´n mediante paso de men-
sajes y programacio´n mediante memoria compartida, utilizados normalmente en los sis-
temas paralelos de memoria distribuida y los sistemas paralelos de memoria compartida,
respectivamente.
1.2.2.1. Programacio´n mediante memoria compartida
Uno de los modelos de programacio´n usados en sistemas con memoria compartida [43]
es la programacio´n multithread. Antes de explicar en que´ consiste, es preciso introducir
el concepto de thread. Un thread o hilo de ejecucio´n puede definirse como un flujo de
instrucciones independiente que permite ser planificado para su ejecucio´n como tal por el
sistema operativo. Desde la perspectiva del programador, se asocia a un proceso que se
ejecuta de forma independiente de su programa principal. Esta idea puede generalizarse de
modo que si el programa principal tiene ma´s de un procedimiento, todos los procedimientos
se podr´ıan planificar para su ejecucio´n simulta´neamente e independientemente por sistema,
lo que describir´ıa un programa multithread. Un thread normalmente comparte su memoria
con otros threads, mientras que para los procesos, normalmente se tienen diferentes a´reas
Paralelizacio´n de la obtencio´n de datos de entrada de HYSPLIT 15
de memorias para cada uno de ellos. La ventaja de utilizar un grupo de threads en lugar
de un grupo de procesos es que el cambio de contexto entre threads es mucho ma´s ra´pido
que el cambio de contexto entre procesos. Adema´s, las comunicaciones entre dos threads
son, generalmente, ma´s sencillas y ra´pidas de implementar que la comunicacio´n entre dos
procesos.
El modelo de programacio´n multithread proporciona a los desarrolladores una abstrac-
cio´n bastante u´til para la ejecucio´n concurrente. Sin embargo, la aplicacio´n ma´s interesante
de esta tecnolog´ıa aparece cuando se aplica con el fin de permitir la ejecucio´n de mu´ltiples
tareas en un sistema paralelo. Cuando el sistema dispone de ma´s de una CPU o CPU con
mu´ltiples nu´cleos, los threads se ejecutan independientemente en un marco de aute´ntico
paralelismo. En tal caso, el programador es responsable de evitar las condiciones de carrera
(race conditions) y otros comportamientos no intuitivos y no deseados. Para obtener una
correcta manipulacio´n de los datos, los threads deben sincronizarse cada cierto tiempo y
as´ı procesar los datos en orden correcto. Los threads tambie´n pueden realizar operaciones
ato´micas (implementadas frecuentemente mediante sema´foros) con el fin de prevenir que
los datos comunes sean modificados de forma simulta´nea o le´ıdos por un thread al mismo
tiempo que esta´n siendo modificados por otro thread.
Dos ejemplos de esta´ndares en memoria compartida son POSIX y OpenMP.
POSIX (POrtable Operating System Interface (UNIX))
Un esta´ndar en memoria compartida para sistemas UNIX es IEEE POSIX 1003.1c-
1995, una interfaz para programacio´n mediante threads utilizando el lenguaje C.
Las implementaciones que se adhieren a este esta´ndar se conocen como librer´ıas de
threads POSIX [28] o de Pthreads. Se considera que las primitivas que se proporcionan
son de bajo nivel y que el esfuerzo y conocimiento requeridos por el programador es
elevado.
OpenMP
OpenMP [22], [40] constituye un esfuerzo de estandarizacio´n de la programacio´n
paralela en ma´quinas de memoria compartida que comenzo´ en 1997. Se trata de
una API (Aplication Programming Interface) que puede ser utilizada para disen˜ar
expl´ıcitamente programas paralelos multithread en memoria compartida, permitien-
do al usuario, a alto nivel, introducir las directivas adecuadas. OpenMP ofrece es-
tandarizacio´n, facilidad de uso y portabilidad, y esta´ compuesto por tres elementos:
directivas de compilacio´n, variables de entorno y rutinas de librer´ıa.
1.2.2.2. Programacio´n mediante paso de mensajes
El modelo de paso de mensajes [59] es uno de los paradigmas ma´s antiguo y ma´s uti-
lizado en la programacio´n de ma´quinas paralelas. Parte de su e´xito se debe a los mı´nimos
requerimientos que impone el hardware para poder implementarse. El paralelismo es ex-
presado expl´ıcitamente por el programador, buscando formas de extraer concurrencia del
co´digo secuencial, lo que constituye, probablemente, uno de sus mayores inconvenientes,
siendo responsabilidad de e´ste resolver cuestiones como las dependencias de datos y evitar
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interbloqueos (deadlocks) y condiciones de carrera (race conditions). El modelo de paso
de mensajes presenta las siguientes caracter´ısticas:
Existe un conjunto de procesos o tareas que utilizan su propia memoria durante la
computacio´n.
En un mismo procesador pueden residir f´ısicamente varios procesos, sin embargo, es
bastante comu´n la ejecucio´n de un u´nico procesos por procesador.
Los procesos se comunican mediante el env´ıo y recepcio´n de mensajes.
La transferencia de los datos entre procesos requiere operaciones de tipo cooperativo
que deben ser ejecutadas en cada proceso (una operacio´n de env´ıo se corresponde
con una operacio´n de recepcio´n).
Dos ejemplos de especificaciones de librer´ıas de pasos de mensajes [39], [48] son:
PVM (Parallel Virtual Machine)
La primera librer´ıa ampliamente adoptada y aceptada como librer´ıa de paso de
mensajes fue PVM [24], desarrollada por el Laboratorio Nacional Oak Ridge de la
Universidad de Tennessee, Estados Unidos, a inicios de 1990.
PVM esta´ compuesto de dos partes [39]: un proceso demonio (denominado pvmd3)
y varias librer´ıas basadas en rutinas. Cada vez que el usuario ejecuta una aplicacio´n
PVM, primero se crea una ma´quina virtual. Es posible que un usuario ejecute va-
rios programas PVM simulta´neamente sobre su propia ma´quina virtual. Adema´s, se
pueden configurar varias ma´quinas virtuales (una por cada nodo del cluster) para
formar una sola ma´quina virtual de mejores caracter´ısticas.
La interfaz de la librer´ıa PVM contiene las primitivas necesarias para la cooperacio´n
entre las tareas de una aplicacio´n. Aqu´ı se definen todas las rutinas para paso de men-
sajes, sincronizacio´n de tareas, creacio´n de procesos, y configuracio´n de la ma´quina
virtual. El sistema PVM actualmente soporta los lenguajes C, C++ y FORTRAN.
MPI (Message Passing Interface)
La estandarizacio´n de MPI [27] comenzo´ en abril de 1992, apareciendo la primera
versio´n del esta´ndar en mayo de 1994, disen˜ada para los lenguajes C y FORTRAN 77.
En Marzo de 1995, se extendio´ la versio´n original, y culmino´ con la creacio´n del
esta´ndar MPI-2 que incluye la implementacio´n para C++ y FORTRAN 90.
MPI no es un lenguaje de programacio´n, es un conjunto de funciones y macros que
conforman una librer´ıa esta´ndar de C y C++, y subrutinas en FORTRAN. Ofrece
un API, junto con especificaciones de sintaxis y sema´ntica que explican como sus
funcionalidades deben an˜adirse en cada implementacio´n que se realice (tal como
almacenamiento de mensajes o requerimientos para entrega de mensajes). Actual-
mente esta´n disponibles diversas implementaciones de la librer´ıa MPI. Obviando
las versiones proporcionadas por los fabricantes de computadores, espec´ıficas de sus
propias plataformas, se puede mencionar un amplio conjunto de versiones que sue-
len proporcionarse como librer´ıas de libre distribucio´n: LAM/MPI [15], MPICH [18],
OpenMPI [23], etc.
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1.2.3. Me´tricas de rendimiento
El rendimiento obtenido en un sistema paralelo viene dado por una compleja relacio´n en
la que intervienen una gran cantidad de factores: el taman˜o del problema, la arquitectura
de soporte, la distribucio´n de los procesos en los procesadores, etc. Como en cualquier
a´rea, en la computacio´n paralela es necesario disponer de me´tricas que ayuden a evaluar
objetivamente el rendimiento de un programa paralelo. Entre las me´tricas ma´s conocidas
se encuentran la aceleracio´n y la eficiencia, cada una de las cuales se define a continuacio´n.
1.2.3.1. Aceleracio´n (speedup)
Formalmente, la aceleracio´n es la relacio´n entre el tiempo de ejecucio´n sobre un proce-
sador secuencial y el tiempo de ejecucio´n en mu´ltiples procesadores. Por tanto, la ace-
leracio´n representa la ganancia de velocidad que se consigue con un programa paralelo
respecto a su correspondiente programa secuencial, los cuales resuelven un mismo proble-
ma. La ecuacio´n asociada a la aceleracio´n se muestra a continuacio´n:
S =
Ts
Tp
(1.1)
donde S es el valor de la aceleracio´n, Ts representa el tiempo de ejecucio´n del programa
secuencial y Tp es tiempo de ejecucio´n del programa paralelo usando p procesadores.
La aceleracio´n normalmente tiene un valor entre cero y p (sublineal), siendo lo ideal
que sea igual a p, ya que, en teor´ıa, la aceleracio´n tiene una cota superior dado por el
nu´mero de procesadores p. Una aceleracio´n mayor que p es posible so´lo si cada elemento
de procesamiento consume menos de Ts
Tp
resolviendo el problema. A esto se le conoce como
superlinealidad. Una razo´n de esto es que la versio´n paralela realiza menos trabajo que el
correspondiente algoritmo secuencial. Puede deberse tambie´n a factores relacionados con
los recursos que utiliza, a diferencias en el hardware (cache´s, memorias, etc) o diferencias
en el programa secuencial y paralelo (por ejemplo, inicializaciones).
1.2.3.2. Eficiencia (efficiency)
La eficiencia puede definirse como la porcio´n de tiempo que los procesadores dedican a
trabajo u´til. Normaliza el valor de la aceleracio´n dividiendo por el nu´mero de procesadores.
La fo´rmula que define la eficiencia es la siguiente:
E =
Sp
p
(1.2)
donde E es el valor de la eficiencia, Sp representa la aceleracio´n asociada a la ejecucio´n
del programa paralelo usando p procesadores y p es el nu´mero de procesadores.
La eficiencia tiene un valor entre cero y uno, siendo lo ideal que sea igual a uno. Expe-
rimentalmente se puede obtener una eficiencia mayor que uno cuando hay superlinealidad.
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1.3. MPI (Message Passing Interface)
MPI [27] es un esta´ndar que define la sintaxis y la sema´ntica de las funciones contenidas
en una librer´ıa para la realizacio´n de aplicaciones paralelas bajo el modelo de paso de men-
sajes utilizando C, C++ o FORTRAN. MPI ha sido desarrollado por el MPI Forum [16],
un comite´ formado por investigadores de universidades, laboratorios y empresas involucra-
dos en la computacio´n de altas prestaciones. El MPI Forum encamino´ sus esfuerzos hacia
los siguientes objetivos:
Definir un entorno de programacio´n u´nico que garantice la portabilidad de las apli-
caciones paralelas.
Definir totalmente el interfaz de programacio´n, sin especificar co´mo debe ser la im-
plementacio´n del mismo.
Ofrecer implementaciones de calidad, de dominio pu´blico, para favorecer la extensio´n
del esta´ndar.
Convencer a los fabricantes de computadores paralelos para que ofrezcan versiones
de MPI optimizadas para sus ma´quinas (lo que ya han hecho fabricantes como IBM
y Silicon Graphics).
Figura 1.6: Estructura ba´sica de un programa MPI
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La primera versio´n esta´ndar de MPI [49] se finalizo´ y publico´ en 1994. En el an˜o
1997 se presento´ la especificacio´n MPI-2 que extiende MPI sin introducir cambios en la
versio´n 1. En esta nueva versio´n se introdujeron caracter´ısticas disen˜adas para incrementar
la robustez de MPI, como operaciones en memoria remota, entrada/salida paralela, gestio´n
dina´mica de procesos, etc. Este proceso de especificacio´n ha permitido que MPI sea la
primera librer´ıa esta´ndar portable con buenos rendimientos. Cabe destacar que:
MPI es una librer´ıa, no es un lenguaje. Especifica los nombres, secuencias de llamadas
y resultados de las rutinas que sera´n invocadas desde programas FORTRAN, de las
funciones invocadas desde programas C, y de las clases y me´todos que componen la
librer´ıa MPIC++.
MPI es una especificacio´n, no una implementacio´n particular. Todos los proveedores
de computadores paralelos ofrecen una implementacio´n de MPI para sus ma´quinas.
Adema´s, es posible encontrar muchas implementaciones de libre distribucio´n. Los
programas que los usuarios escriben en FORTRAN, C y C++ se compilan utilizando
los compiladores habituales y se enlazan con la librer´ıa MPI.
MPI ofrece estandarizacio´n, portabilidad, rendimiento y funcionalidad. Actualmente
esta´n disponibles diversas implementaciones de libre distribucio´n como MPICH [18],
LAM/MPI [15], FT-MPI [9], LA-MPI [14], OpenMPI [23], etc.
1.3.1. Programas MPI
Un programador que quiera emplear MPI para sus proyectos trabajara´ con una imple-
mentacio´n concreta de MPI, que constara´ de, al menos, estos elementos:
Una biblioteca de funciones para C y otra para FORTRAN, ma´s el fichero de cabecera
correspondiente (mpi.h y mpif.h, respectivamente) con las definiciones de esas fun-
ciones y de una coleccio´n de constantes y macros.
Comandos para compilacio´n, t´ıpicamente mpicc y mpif77, que son versiones de los
comandos de compilacio´n que incorporan automa´ticamente las bibliotecas MPI.
Comandos para la ejecucio´n de aplicaciones paralelas, t´ıpicamente mpirun.
Herramientas para monitorizacio´n y depuracio´n.
La estructura ba´sica de un programa MPI se muestra en la Figura 1.6. Todo programa
MPI [47] debe incluir el fichero de cabecera correspondiente (para poder hacer uso de las
rutinas MPI), comenzar con una llamada a la rutina MPI INIT (para inicializar MPI) y
finalizar con una llamada a MPI FINALIZE (finaliza MPI). No se puede invocar ninguna
funcio´n MPI antes de la llamada a MPI INIT ni despue´s de la llamada a MPI FINALIZE.
So´lo el co´digo dispuesto entre las llamadas a dichas rutinas se ejecuta en paralelo.
Para la compilacio´n y ejecucio´n de programas MPI suele ser habitual disponer de
scripts, los cuales compilan el co´digo y enlazan rutinas utilizadas con las de la librer´ıa
MPI y que permite tambie´n lanzar ejecuciones del programa en la ma´quina paralela. Para
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el caso de la compilacio´n, una forma t´ıpica de hacerlo es (programa fuente en FORTRAN 77
y FORTRAN 90, respectivamente):
$> mpif77 -o ejemplo ejemplo.f -lmpi
$> mpif90 -o ejemplo ejemplo.f -lmpi
que genera el programa ejecutable ejemplo, y para la ejecucio´n del programa:
$> mpirun -np 4 ejemplo
que lanza cuatro copias del ejecutable ejemplo siguiendo el modo de programacio´n SPMD
(Single Program Multiple Data), pudiendo ser asignadas cada una de ellas a un procesador
diferente.
1.3.2. Comunicaciones MPI
Toda comunicacio´n MPI [35] se produce dentro de un comunicador, que es, ba´sica-
mente, un conjunto de procesos y un contexto de comunicacio´n. El comunicador universal
MPI COMM WORLD esta´ siempre definido e incluye a todos los procesos que forman parte de
la aplicacio´n. Los comunicadores permiten que diferentes grupos de procesos actu´en sin
interferir, as´ı como dividir la aplicacio´n en fases no solapadas. MPI siempre garantiza la
entrega ordenada de mensajes dentro de un mismo comunicador. Algunas de las funciones
sobre comunicadores ma´s utilizadas son:
MPI Comm size: devuelve el nu´mero de procesos perteneciente al comunicador por
defecto (MPI COMM WORD).
MPI Comm rank: devuelve el identificador del proceso (rank) en un comunicador.
MPI Comm dump: permite crear un nuevo comunicador, con el mismo grupo de proce-
sos, pero diferente contexto.
MPI Comm split: crea, a partir de un comunicador inicial, varios comunicadores di-
ferentes, cada uno con un conjunto disjunto de procesos.
MPI Comm free: destruye un comunicador.
Los mensajes gestionados por MPI son secuencias de elementos con un tipo asociado.
MPI define una coleccio´n de tipos de datos primitivos correspondientes a los tipos de datos
existentes en C y otra para FORTRAN. Los principales tipos de datos MPI se listan en
la Tabla 1.2.
1.3.2.1. Comunicacio´n punto a punto
MPI define dos modelos de comunicacio´n [36]: bloqueante (blocking) y no bloqueante
(nonblocking). El modelo de comunicacio´n tiene que ver con el tiempo que un proceso pasa
bloqueado tras llamar a una funcio´n de comunicacio´n, sea e´sta de env´ıo o de recepcio´n.
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Tipo de dato en MPI Tipo de dato en FORTRAN
MPI INTEGER INTEGER
MPI REAL REAL
MPI DOUBLE PRECISION DOUBLE PRECISION
MPI COMPLEX COMPLEX
MPI LOGICAL LOGICAL
MPI UNSIGNED CHARACTER CHARACTER
MPI BYTE
MPI PACKED
Tabla 1.2: Tipos de datos ba´sicos en MPI y FORTRAN
Una funcio´n bloqueante (MPI Send, MPI Recv) mantiene a un proceso bloqueado hasta
que la operacio´n solicitada finalice. Una no bloqueante (MPI Isend, MPI Irecv) simple-
mente “encarga” al sistema la realizacio´n de una operacio´n, recuperando el control inme-
diatamente. El proceso tiene que preocuparse, ma´s adelante, de averiguar si la operacio´n
ha finalizado.
Al margen de si la funcio´n invocada es bloqueante o no, el programador puede tener
un cierto control sobre la forma en la que se realiza y completa un env´ıo. MPI define, en
relacio´n a este aspecto, cuatro modos de env´ıo:
Ba´sico (basic): no especifica la forma en la que se completa la operacio´n, depende
de la implementacio´n. Normalmente equivale a un env´ıo con buffer para mensajes
cortos y a un env´ıo s´ıncrono para mensajes largos.
Con buffer (buffered): tras el env´ıo se guarda inmediatamente en un buffer una copia
del mensaje. La operacio´n se da por completa cuando se ha efectuado esta copia. En
caso de que no haya espacio en el buffer, el env´ıo fracasa.
S´ıncrono (synchronous): la operacio´n se da por terminada so´lo cuando el mensaje
ha sido recibido en el destino.
Listo (ready): so´lo se puede realizar el env´ıo si antes, el otro extremo esta´ preparado
para una recepcio´n inmediata. No hay copias adicionales del mensaje.
1.3.2.2. Comunicaciones colectivas
Muchas aplicaciones requieren de la comunicacio´n entre ma´s de dos procesos. Esto se
puede hacer combinando operaciones punto a punto, pero para que le resulte ma´s co´modo
al programador, y para posibilitar implementaciones optimizadas, MPI incluye una serie
de operaciones colectivas. El esquema asociado a cada una de las comunicaciones colectivas
m´‘as importantes se muestran en la Figura 1.7. A continuacio´n se explican detalladamente
cada una de ellas:
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MPI Broadcast: permite que un u´nico proceso env´ıe un mensaje a todos los procesos
del comunicador.
MPI Gather: realiza una recoleccio´n de los datos en un u´nico proceso (proceso maes-
tro) que recopila un vector de datos al que contribuyen todos los procesos del comu-
nicador con la misma cantidad de datos. El proceso maestro almacena las contribu-
ciones de forma consecutiva.
MPI Allgather: equivale a MPI Gather, so´lo que la recoleccio´n de los datos se dis-
tribuyen a todos los procesos del comunicador en lugar de so´lo al proceso maestro.
MPI Scatter: realiza la operacio´n sime´trica a MPI Gather.
MPI Reduce: permite hacer una operacio´n de forma cooperativa entre todos los pro-
cesos de un comunicador, de tal forma que se obtiene un resultado final que se
almacena en un u´nico proceso.
MPI Allreduce: realiza un operacio´n de forma cooperativa entre todos los procesos
de un comunicador, obteniendo un resultado final que se almacena en todos los
procesos del comunicador.
MPI Scan: es similar a MPI Allreduce, salvo que cada proceso del comunicador recibe
un resultado parcial de la reduccio´n en lugar del final.
Figura 1.7: Esquema de las principales comunicaciones colectivas en MPI
Cap´ıtulo 2
HYSPLIT
El modelo de transporte y dispersio´n HYSPLIT (HYbrid Single-Particle Lagrangian
Integrated Trajectory) [12] esta´ disen˜ado para soportar un amplio rango de simulaciones
relacionadas con el transporte de part´ıculas atmosfe´ricas y la dispersio´n de contaminantes,
as´ı como la deposicio´n de esos materiales sobre la superficie terrestre. Los ca´lculos se
realizan a partir de una part´ıcula simple o puff, o siguiendo el movimiento dispersivo
de un gran nu´mero de part´ıculas. Ha ido desarrolla´ndose conjuntamente por el Bureau
of Meteorology of Australia [4] y el ARL (Air Resources Laboratory) [1] de la NOAA
(National Oceanic and Atmospheric Administration) [21], en Estados Unidos, a lo largo
de numerosas etapas durante la u´ltima de´cada y media. La versio´n inicial fue desarrollada
por Draxler y Taylor en 1982 [45]. La u´ltima versio´n disponible del modelo es la 4.9. El
co´digo fuente de HYSPLIT esta´ escrito en FORTRAN 77/90 y aunque no es de dominio
pu´blico, es posible obtener la versio´n para PC del programa de forma gratuita en su pa´gina
web, o bien ejecutarlo online en el website READY [25].
En este cap´ıtulo, inicialmente se presentan las mu´ltiples aplicaciones que tiene el modelo
HYSPLIT y a continuacio´n se realiza una breve explicacio´n del funcionamiento general del
programa. Posteriormente, se comenta su modo de uso, indicando las diversas plataformas
sobre las que se puede ejecutar HYSPLIT, co´mo instalarlo y co´mo realizar una ejecucio´n
(describiendo previamente los ficheros de entrada y configuracio´n que se precisan). Final-
mente, se comentan algunas de las utilidades adicionales ma´s importantes que incorpora
HYSPLIT.
2.1. Aplicaciones
Los efectos intencionados o accidentales de los agentes qu´ımicos, biolo´gicos y nucleares
pueden afectar de forma significativa a la salud, la economı´a, la seguridad nacional e in-
ternacional y por supuesto, tener implicaciones ecolo´gicas. HYSPLIT es una herramienta
que ayuda a explicar co´mo, do´nde y cua´ndo sustancias qu´ımicas y materiales son trans-
portados, dispersados y depositados. Conocerlo es esencial a la hora de responder de forma
apropiada y prevenir cata´strofes, permitiendo, por ejemplo, que los sistemas de emergencia
puedan realizar una correcta evacuacio´n de los afectados.
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HYSPLIT cuenta con un nu´mero considerable de aplicaciones [26], [30], entre las que
destacan, la prediccio´n del transporte y dispersio´n, as´ı como el seguimiento de:
Contaminacio´n procedente de varias fuentes de emisio´n (tanto mo´viles como esta-
cionarias) [46]
Emisiones de materiales radioactivos [53]
Incendios forestales [42]
Intrusiones de polvo sahariano [6]
Emisiones de ceniza volca´nica [38]
Tormentas de arena y polvo [55]
Part´ıculas de polen [56], [62]
Actualmente, el modelo es usado ampliamente por mu´ltiples centros de meteorolog´ıa
y centros de investigacio´n, como el Servicio Nacional de Meteorolog´ıa de la NOAA [1]
(Estados Unidos), AEMET [5] (Espan˜a), as´ı como en departamentos de investigacio´n de
diversas universidades (Univ. de Huelva, Univ. de Houston, Univ. de Hawaii, Univ. de
York, etc).
A nivel regional, HYSPLIT es usado para responder a las peticiones sobre previsio´n
de dispersio´n derivadas de emergencias de cara´cter local. En Estados Unidos, el modelo
se aplica a las necesidades en la industria de la aviacio´n y a los reguladores calidad del
aire. Internacionalmente, NOAA colabora a trave´s de su participacio´n con la Organizacio´n
Mundial de Meteorolog´ıa y la Agencia Internacional de Energ´ıa Ato´mica proporcionando
su modelo de prediccio´n de dispersio´n en caso de producirse un incidente nuclear a gran
escala [32].
2.2. Funcionamiento general
La u´ltima versio´n de HYSPLIT [45] realiza un amplio rango de simulaciones rela-
cionadas con el transporte a gran escala, dispersio´n y deposicio´n de contaminantes. Entre
los numerosos modelos que implementa, destacan: el modelo de concentraciones hymodelc
y el modelo de trayectorias hymodelt que permiten monitorizar y pronosticar el movimien-
to y la concentracio´n, respectivamente, que presentan las part´ıculas de aire o contami-
nacio´n en sucesos tales como incendios, contaminacio´n atmosfe´rica, tornados, huracanes y
diversos acontecimientos naturales. Ambos modelos cuentan adema´s, con su correspondi-
ente versio´n paralela (hymodelm y hymodelp).
Las entradas y salidas de HYSPLIT se muestran de forma esquema´tica en la Figura 2.1.
La ejecucio´n secuencial de cualquiera de los modelos que implementa HYSPLIT recibe
como entrada uno o varios (hasta un ma´ximo de doce) ficheros de datos meteorolo´gicos
en formato ARL. Adema´s, requiere la especificacio´n de un fichero de control (CONTROL)
donde se definen varios para´metros del modelo, as´ı como el nombre y localizacio´n de los
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Figura 2.1: Esquema de las entradas y salidas de HYSPLIT
ficheros con datos meteorolo´gicos y el nombre del fichero de salida. Tambie´n es necesario
incluir un fichero de configuracio´n (SETUP.CFG) donde se definen algunas caracter´ısticas de
simulacio´n ma´s avanzadas (como nu´mero ma´ximo de part´ıculas emitidas en la simulacio´n,
taman˜o inicial de la malla meteorolo´gica, etc). Una vez aportados los datos necesarios,
se puede realizar una simulacio´n del modelo elegido (trayectorias o concentraciones) que
generara´ como salida un fichero binario (OUTPUT) con los resultados obtenidos. Es posible
realizar representaciones gra´ficas de la salida, as´ı como convertir el fichero a otros formatos.
La simulacio´n tambie´n genera un fichero de texto MESSAGE que contiene informacio´n de
diagno´stico acerca de la simulacio´n realizada.
En cuanto al me´todo de ca´lculo que usa HYSPLIT [13] se basa en un modelo h´ıbrido
entre el euleriano y el lagrangiano. El ca´lculo de la adveccio´n y difusio´n lo realiza en
un marco lagrangiano, mientras que para la concentracio´n utiliza un marco euleriano.
HYSPLIT puede simular una distribucio´n de contaminantes a partir de una part´ıcula
simple o puff, o siguiendo el movimiento dispersivo de un gran nu´mero de part´ıculas.
El me´todo euleriano describe la concentracio´n estad´ıstica en te´rminos de las velocidades
eulerianas del fluido, es decir, velocidades medidas en puntos fijos. Como se aprecia en la
parte izquierda de la Figura 2.2, bajo la aproximacio´n euleriana, la concentracio´n en cada
celda de la malla se calcula integrando el flujo de contaminantes correspondiente a cada
interfaz de cada celda proveniente de la dispersio´n y adveccio´n de dicho contaminante.
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Figura 2.2: Me´todos de ca´lculo de adveccio´n y dispersio´n
La aproximacio´n lagrangiana describe la concentracio´n de un contaminante en te´rminos
de las propiedades estad´ısticas de los desplazamiento de las part´ıculas del fluido. Cuando
se utiliza la metodolog´ıa lagrangiana, las concentraciones se computan sumando la con-
tribucio´n de cada puff de contaminantes que se transporta a trave´s de la malla siguiendo
su trayectoria, tal como se observa en la parte derecha de la Figura 2.2.
Una vez conocido el funcionamiento general de HYSPLIT, se explica co´mo hacer uso del
programa en funcio´n de la plataforma elegida para su ejecucio´n. En la siguiente seccio´n
se presentan cada una de las plataformas sobre las que se puede ejecutar HYSPLIT,
indicando co´mo realizar su instalacio´n, as´ı como la preparacio´n del entorno de trabajo
para la realizacio´n de simulaciones.
2.3. Modo de uso
En esta seccio´n se presenta una breve gu´ıa sobre el uso de HYSPLIT. Inicialmente, se
comentan brevemente los pasos ba´sicos para la correcta instalacio´n de HYSPLIT. Poste-
riormente, se detallan las caracter´ısticas y formato de cada uno los ficheros de entrada y
configuracio´n que son necesarios para la realizacio´n de una simulacio´n y luego se explica
co´mo se realiza la ejecucio´n de un modelo en funcio´n de la plataforma elegida. Seguida-
mente, se indican cua´les son los ficheros de salida de una simulacio´n y finalmente, se expo-
nen algunas de las utilidades adicionales ma´s importantes de las que dispone HYSPLIT.
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2.3.1. Instalacio´n
Es posible obtener HYSPLIT de forma gratuita para la realizacio´n de simulaciones, a
pesar de que el co´digo fuente no es de dominio pu´blico. HYSPLIT esta´ disponible sobre
las siguientes plataformas:
PC : se puede descargar HYSPLIT desde su pa´gina oficial [12] y ejecutarlo sobre un
PC bajo Windows o Mac.
Online : HYSPLIT puede ejecutarse online, a trave´s del website READY [25] sin
necesidad de instalar ningu´n paquete.
Cluster : es necesario solicitar el co´digo fuente para compilar e instalar HYSPLIT
adecuadamente. Es la u´nica v´ıa que permite ejecutar los modelos paralelos.
La instalacio´n de la versio´n para PC de HYSPLIT requiere tener previamente instalado
el siguiente software:
Tcl/Tk (versio´n 8.5.4) para poder utilizar la interfaz gra´fica (GUI).
Ghostscript (versio´n 8.63) y Ghostview (versio´n 4.9) para visualizar e imprimir una
salida postscript.
ImageMagick (versio´n 6.4) para convertir archivos postscript a otros formatos gra´fi-
cos.
Cuando se realiza la instalacio´n, se crea en la ma´quina local una carpeta denominada
hysplit4 que contiene los directorios siguientes:
bdyfiles: archivos de altura de terreno y usos de suelo.
browser: personaliza los scripts tcl para la interfaz del GUI de ayuda.
concmdl: scripts y archivos para automatizar y personalizar las simulaciones.
csource: archivos dll requeridos para visualizar y editar part´ıculas.
data2arl: programas para convertir datos meteorolo´gicos al formato HYSPLIT.
document: versio´n mas reciente de documentos te´cnicos y gu´ıa de usuario.
exec: todos los ejecutables se encuentran en este directorio.
grads: co´digo fuente para convertir el archivo de salida de HYSPLIT y los datos
meteorolo´gicos a formato GRADS.
graphics: archivos de mapas de fondo y mapas personalizados.
guicode: scripts tcl requeridos para ejecutar el GUI.
html: archivos de ayuda.
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metdata: archivo de datos meteorolo´gicos de muestra y programa para lectura de
datos.
source: subrutinas para compilar programas de conversio´n de datos meteorolo´gicos.
trajmdl: scripts y archivos para personalizar simulaciones de trayectoria.
utilities: herramientas de conversio´n y chequeo de datos.
vis5d: co´digo fuente del programa para convertir archivos de salidas de concentracio´n
a vis5d.
working: directorio de trabajo, donde se encuentran los ficheros de entrada, confi-
guracio´n y control.
Se puede acceder al programa a trave´s del acceso directo que se crea en el escritorio
tras la instalacio´n. El aspecto de la aplicacio´n al abrirla puede verse en la Figura 2.3.
Para la instalacio´n de HYSPLIT en un cluster, es necesario disponer del co´digo fuente.
Se deben configurar los ficheros makefiles para compilarlo de forma adecuada sobre el
cluster y realizar la instalacio´n en funcio´n de la arquitectura disponible. La instalacio´n
requiere de ma´s software adicional, como por ejemplo, la librer´ıa OpenMPI [23]. No obs-
tante, esta es la u´nica forma en la que se puede ejecutar las versiones paralelas de los
modelos de HYSPLIT, como hymodelm y hymodelp. La jerarqu´ıa de directorios creada
tras la instalacio´n es muy similar a la indicada anteriormente, incluyendo adema´s varias
carpetas ma´s con co´digo fuente. Finalizada la instalacio´n, todas las o´rdenes se indican a
trave´s de l´ınea de comandos.
Figura 2.3: Versio´n de HYSPLIT para PC
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2.3.2. Ficheros de entrada y configuracio´n
La ejecucio´n de una simulacio´n en HYSPLIT requiere la presencia de los ficheros si-
guientes [13]:
Fichero de control : en e´l se definen varios para´metros del modelo y otros ficheros
de entrada y salida.
Fichero de configuracio´n : en este fichero se pueden definir algunas caracter´ısticas
ma´s avanzadas de la simulacio´n.
Ficheros con datos meteorolo´gicos: los ficheros de entrada contienen datos me-
teorolo´gicos en un formato compatible con HYSPLIT.
A continuacio´n se explica con detalle los requisitos que deben cumplir cada uno de estos
ficheros de entrada para poder realizar una simulacio´n exitosamente.
2.3.2.1. Ficheros de datos meteorolo´gicos
HYSPLIT recibe como entrada [44] uno o varios ficheros de datos meteorolo´gicos. Sola-
mente acepta como entrada ficheros de datos meteorolo´gicos en formato ARL [2]. Si no se
dispone de datos en dicho formato, proporciona una utilidad para convertir el fichero al for-
mato adecuado. Una de las caracter´ısticas fundamentales de una simulacio´n en HYSPLIT
es la de poder seleccionar los mejores archivos de datos meteorolo´gicos disponibles. En la
u´ltima versio´n se permiten definir hasta 12 archivos simulta´neamente.
ARL proporciona un servidor de ficheros de datos meteorolo´gicos que el usuario puede
utilizar para realizar simulaciones. Estos datos cubren tres dominios geogra´ficos: Ame´rica
del Norte, el hemisferio norte y el hemisferio sur. En la versio´n para PC de HYSPLIT, se
incorpora una opcio´n en el menu´ que permite descargar estos ficheros desde el servidor.
Esta´ disponible en la opcio´n Meteorology → ARL Data FTP . Asimismo, incorpora otras
utilidades adicionales que permiten chequear los datos de entrada y visualizar el dominio
meteorolo´gico.
Cada uno de los ficheros de entrada que se incluya en la simulacio´n debe especificarse
en el fichero de control, el cual se presenta con detalle en la siguiente subseccio´n.
2.3.2.2. Fichero de control
El fichero de control (denominado CONTROL) permite la definicio´n de varios para´metros
del modelo: nu´mero de fuentes de emisio´n, duracio´n de la simulacio´n, resolucio´n de la
malla, esquinas inferior izquierda y superior derecha del dominio de emisiones deseado,
etc. Asimismo, permite definir cua´les son los ficheros con datos meteorolo´gicos de entrada
y el nombre y ubicacio´n del fichero de salida de la simulacio´n.
El formato general del fichero de control se indica a continuacio´n, apareciendo a la
derecha de cada uno de los campos un comentario que describe su funcio´n:
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00 00 00 00 A~no, mes, dı´a, hora de inicio
1 Nu´mero de localidades de inicio
40.0 -90.0 10.0 Latitud, longitud, altura de inicio
48 Duracio´n de la simulacio´n en horas
0 Opcio´n de movimiento vertical
10000.0 Tope del dominio del modelo en metros
1 Nu´mero de archivos meteorolo´gicos de entrada
../working/ Directorio del 1er archivo meteorolo´gico
oct1618.BIN Nombre del 1er archivo meteorolo´gico
1 Nu´mero de contaminantes emitidos por cada fuente
TEST Nombre del contaminante (4 caracteres)
1.0 Unidades de velocidad de emisio´n por hora
1.0 Duracio´n de la emisio´n en horas
00 00 00 00 00 A~no, mes, dı´a, hora, minuto de inicio de emisio´n
1 Nu´mero de mallas de salida de concentracio´n
0.0 0.0 Latitud, longitud centrales de la malla
0.5 0.5 Resolucio´n de la malla de concentracio´n en grados
30.0 30.0 Latitud y longitud abarcadas por la malla
./ Directorio de salida
cdump Nombre del archivo de salida
1 Nu´mero de niveles de salida de concentracio´n
100 Altura de los niveles de salida de concentracio´n
00 00 00 00 00 Tiempo inicial de salida de datos (a,m,d,h,m)
00 00 00 00 00 Tiempo final de salida de datos (a,m,d,h,m)
00 12 00 Flag de promediacio´n, intervalo de promediacio´n horas, minutos
1 Nu´mero de contaminantes
0.0 0.0 0.0 Dia´metro de partı´cula, densidad, forma
0.0 0.0 0.0 0.0 0.0 Velocidad,peso molecular,cocientes de actividad,difusividad,Henry
0.0 0.0 0.0 Coef. de Henry para nubes, coef. de Scavenging, cociente
0.0 Vida media para decaimiento radiactivo
0.0 Factor de resuspensio´n
El fichero de control puede editarse manualmente desde el directorio working. En la
versio´n para PC, tambie´n es posible hacerlo a trave´s de la opcio´n Concentration → Setup
Run o Trajectory → Setup Run para editar el fichero de control asociado al modelo
de concentraciones o trayectorias, respectivamente. Los pasos a seguir se muestran en la
Figura 2.5.
2.3.2.3. Fichero de configuracio´n
El fichero de configuracio´n (denominado SETUP.CFG) permite definir algunas carac-
ter´ısticas de simulaciones ma´s avanzadas como: establecer el nu´mero ma´ximo de part´ıculas
emitidas en la simulacio´n, el taman˜o inicial de la malla meteorolo´gica, la vida ma´xima de
las part´ıculas, etc. Este fichero se encuentra disponible en el directorio working, desde
donde puede editarse manualmente. En la versio´n para PC, tambie´n es posible editarlo a
trave´s de la opcio´n Advanced → Configuration Setup → Concentration | Trajectory del
menu´ (si se desea editar el fichero de configuracio´n asociado al modelo de concentraciones
o trayectorias, respectivamente). En la Figura 2.4 se ilustra el proceso.
El formato general del fichero de configuracio´n se indica a continuacio´n, apareciendo a
la derecha de cada uno de los campos un comentario que describe su funcio´n:
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&SETUP
tratio = 0.75, Lapso de tiempo del cociente de estabilidad
initd = 4, Distribucio´n inicial de partı´culas
khmax = 9999, Vida ma´xima de las partı´culas
numpar = 500, Partı´culas emitidas durante 1 ciclo de emisio´n
qcycle = 0.0, Intervalo del ciclo de emisio´n en horas
isot = 0, Flag de turbulencia isotro´pica
ndump = 0, Inicio de archivo de salida de partı´culas en horas
ncycl = 0, Intervalo del archivo de salida de partı´culas en horas
mgmin = 10, Tama~no inicial de la malla meteorolo´gica
kmsl = 0, Flag para tratar las alturas como si estuvieran arriba del nivel del mar
maxpar = 10000, Nu´mero ma´ximo de partı´culas permitidas
cpack = 1, Flag de empaquetamiento de concentracion
dxf = 1.0, Opcio´n de conjunto (Ensemble) offset de malla en la direccio´n x
dyf = 1.0, Opcio´n de conjunto (Ensemble) offset de malla en la direccio´n y
dzf = 0.01, Opcio´n de conjunto (Ensemble) offset de malla en la direccio´n z
ichem = 0, Flag de mo´dulos de quı´mica
/
En la realizacio´n de simulaciones online con HYSPLIT, la configuracio´n se hace in-
troduciendo los datos en un formulario que establecera´ los para´metros necesarios de la
misma forma en que se hac´ıa en los ficheros de control y configuracio´n. En la Figura 2.6
se muestra la pantalla de configuracio´n de la simulacio´n online.
Figura 2.4: Edicio´n del fichero de configuracio´n (versio´n PC)
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Figura 2.5: Edicio´n del fichero de control (versio´n PC)
Figura 2.6: Edicio´n del fichero de control y configuracio´n (versio´n online)
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2.3.3. Ejecucio´n
Una vez aportados los datos meteorolo´gicos necesarios y editado de forma adecuada el
fichero de control y el fichero de configuracio´n, se esta´ preparado para ejecutar cualquiera
de los modelos que implementa HYSPLIT. La realizacio´n de una simulacio´n en HYSPLIT
dependera´ de la plataforma sobre la que se realice la ejecucio´n. Para la versio´n online
y de PC de HYSPLIT so´lo es posible ejecutar los modelos en secuencial. Para realizar
simulaciones en paralelo es necesario disponer de un cluster.
A continuacio´n se indican los pasos a seguir para realizar una simulacio´n sobre las
diferentes plataformas en las que puede ejecutarse HYSPLIT.
PC (Mac o Windows)
La versio´n para PC de HYSPLIT provee una interfaz gra´fica que permite realizar
simulaciones de forma sencilla. Si se desea ejecutar el modelo de concentraciones,
basta con elegir la opcio´n Concentration → Run Model disponible en la barra de
menu´ del programa. Para la ejecucio´n del modelo de trayectorias, se elegira´ la opcio´n
Trajectory → Run Model, tal como se muestra en la Figura 2.7.
Figura 2.7: Ejecucio´n de una simulacio´n (versio´n PC)
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Online (READY website)
A trave´s del website READY, es posible ejecutar varios modelos. Si se quiere comen-
zar la simulacio´n, primero se debe elegir el modelo a ejecutar. Para ilustrar este pro-
ceso, se eligio´ el modelo de trayectorias. Una vez elegido el modelo, tan so´lo hay que
seguir los pasos para seleccionar los ficheros de meteorolog´ıa de entrada (disponibles
online) y las opciones de configuracio´n y control. El primer paso (eleccio´n de los
ficheros de entrada) se muestra en la Figura 2.8. Una vez finalizada la simulacio´n, se
muestran gra´ficamente los resultados obtenidos tras la ejecucio´n del modelo elegido.
Cluster
Si se dispone de un cluster, es posible realizar tanto ejecuciones en secuencial como en
paralelo. Para realizar una simulacio´n, por ejemplo, del modelo de concentraciones, se
debe dar la siguiente orden en la l´ınea de comandos (suponiendo que nos encontramos
en el directorio working):
$> ../exec/hymodelc
Si se desea ejecutar la versio´n en paralelo del modelo de concentraciones para 4
procesadores, se debe escribir:
$> mpirun -machinefile file -np 4 ../exec/hymodelm
donde la opcio´n -machinefile indica el fichero que contiene la lista de nodos sobre
los que se ejecutara´ (file) y la opcio´n -np permite especificar el nu´mero de procesos
que ejecutara´n el programa.
Figura 2.8: Ejecucio´n del modelo de trayectorias (versio´n online)
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Figura 2.9: Salidas de HYSPLIT en modo gra´fico
2.3.4. Ficheros de salida
Una vez aportados los datos necesarios y finalizada la simulacio´n, HYSPLIT devuelve
como salida un fichero binario con los resultados obtenidos. Existen varias opciones para
transformar estos datos en otros formatos de intere´s para el usuario como postscript,
ASCII, GRADS, ArcView, Vis5D, etc.
En la Figura 2.9 se pueden ver dos ejemplos de ficheros de salida convertidos en formato
postscript. A la izquierda se muestra la salida correspondiente a una simulacio´n del modelo
de trayectorias y a la derecha del modelo de concentraciones.
Por otro lado, toda simulacio´n realizada en HYSPLIT genera un fichero de texto
MESSAGE.txt que contiene informacio´n de diagno´stico acerca de la simulacio´n realizada.
Este fichero esta´ disponible en el directorio working. Tambie´n puede consultarse a trave´s
de la opcio´n de menu´ Advanced → V iew Messages de la versio´n para PC de HYSPLIT.
2.3.5. Utilidades
HYSPLIT incorpora una serie de utilidades que permiten editar y convertir a otros
formatos tantos los datos de entrada como los de salida. Algunas de la opciones ma´s u´tiles
se presentan a lo largo de esta subseccio´n, mostrando co´mo se utilizan en la versio´n para
PC.
2.3.5.1. Validacio´n de los datos de entrada
Esta opcio´n es especialmente u´til, ya que permite chequear un fichero de datos meteo-
rolo´gicos para saber si se encuentra en un formato compatible con HYSPLIT. Esto se hace
a trave´s de la herramienta check file. Se encarga de desempaquetar y leer cada uno de e-
lementos de cada registro contenidos en un fichero meteorolo´gico empaquetado en formato
ARL y escribe sus valores en un fichero de salida chk file.txt (en el directorio working).
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Figura 2.10: Validacio´n del formato de un fichero de entrada
El contenido de este fichero se muestra por pantalla al usuario. Se puede acceder a esta
utilidad eligiendo la opcio´n del menu´ Meteorology → Display Data → Check F ile, tal
como se muestra en la Figura 2.10. Se selecciona el archivo de meteorolog´ıa que se desea
chequear y se pulsa el boto´n Meteorological Info. Se mostrara´ por pantalla toda la infor-
macio´n asociada. En caso de que el proceso falle, significara´ que el fichero de datos elegidos
no esta´ en formato ARL y por tanto, no puede usarse como entrada para HYSPLIT.
2.3.5.2. Visualizacio´n del dominio meteorolo´gico
El dominio meteorolo´gico puede ser visualizado a trave´s de la opcio´n Display Data →
Grid Domain disponible en la opcio´n de menu´ Meteorology. Los pasos a seguir se indican
en la Figura 2.11. Primero se selecciona el archivo de meteorolog´ıa cuyo dominio se desea
visualizar, se establecen el nu´mero de nodos y el valor de los intervalos en grados de latitud
y longitud. En el ejemplo de la Figura 2.11 se ha establecido que se muestre 1 de cada 10
nodos de la malla y las l´ıneas de latitud y longitud cada 5 grados. Una vez configurado,
se debe pulsar sobre el boto´n Create Map para generar el mapa de dominio.
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Figura 2.11: Pasos a seguir para visualizar el dominio meteorolo´gico
2.3.5.3. Conversio´n a formato ARL
Como se vio anteriormente, los datos de entrada de HYSPLIT deben estar en formato
ARL. Teniendo en cuenta los formatos de datos meteorolo´gicos ma´s comunes, HYSPLIT in-
corpora una utilidad para convertir los datos a formato ARL. Esta utilidad esta´ disponible
a trave´s de la opcio´n Meteorology → Convert to ARL, como se muestra en la Figura 2.12
donde adema´s se aprecian los distintos formatos de fichero a partir de los cuales se puede
realizar la conversio´n.
Figura 2.12: Conversio´n de un fichero de entrada al formato ARL
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2.3.5.4. Conversio´n de los datos de salida
HYSPLIT permite la conversio´n de los datos de salida a otros formatos de intere´s para
el usuario como postscript, ASCII, GRADS, ArcView, Vis5D, etc. Si por ejemplo, se desea
convertir a postscript la salida obtenida con la ejecucio´n del modelo de concentraciones,
se deben seguir los pasos indicados en la Figura 2.13. Inicialmente, se selecciona la opcio´n
Concentration → Display → Concentration → Contours del menu´. Luego, se cambian
las opciones que se desean o se dejan las que esta´n por defecto y finalmente, se pulsa sobre
el boto´n Execute Display. Se abrira´ una nueva ventana con la representacio´n gra´fica
de la salida en formato postscript (muy similar al mostrado en la parte derecha de la
Figura 2.9). Si se desea obtener la salida en postscript para el modelo de trayectorias, se
debe seleccionar la opcio´n Trajectory → Display.
Tambie´n es posible cambiar el formato del postscript generado (mediante alguna de
las opciones anteriores) a otros formatos como por ejemplo, GIF. Para ello, basta con
seleccionar la opcio´n Meteorology → Utilities → Convert Postscript y elegir el formato
deseado.
Figura 2.13: Conversio´n de los datos de salida a postscript (versio´n PC)
Cap´ıtulo 3
Ana´lisis del rendimiento de
HYSPLIT para cluster
En los problemas meteorolo´gicos se debe computar un gran nu´mero de datos en un
tiempo relativamente corto, puesto que el objetivo principal es la prediccio´n y no tendr´ıa
sentido obtenerla en un momento muy cercano o incluso posterior al que se desea predecir.
HYSPLIT [12] cuenta con versiones paralelas (en MPI) de algunos de los modelos que
implementa. Concretamente, la versio´n paralela del modelo de concentraciones es una de
las ma´s usadas en el ARL [1] de la NOAA. Generalmente es ejecutada sobre un cluster
formado por ma´s de una treintena de procesadores que utilizan NFS (Network File System)
como sistema para compartir archivos. Sin embargo, esta implementacio´n presenta un
comportamiento poco adecuado que se pone de manifiesto en la ralentizacio´n del programa
a medida que el nu´mero de procesadores con que se ejecuta aumenta, por lo que no
escala convenientemente. Se sospecha que el origen de este comportamiento esta´ en la
inadecuada gestio´n de la obtencio´n de los datos de entrada. As´ı pues, el objetivo de este
trabajo es estudiar el comportamiento de la versio´n paralela del modelo de concentraciones,
determinar las causas de la degradacio´n del rendimiento y proponer soluciones con su
correspondiente implementacio´n.
En este cap´ıtulo se describe el problema que presenta la versio´n paralela de HYSPLIT
para cluster. Para ello, se realiza un ana´lisis del co´digo fuente, as´ı como diversos experi-
mentos sinte´ticos que reproducen el problema y permiten proponer una solucio´n abstracta
al mismo.
3.1. Ana´lisis del co´digo fuente
En esta seccio´n se presenta la estructura general del co´digo fuente de HYSPLIT, as´ı co-
mo los pasos seguidos durante el ana´lisis al que fue sometido. El co´digo fuente utilizado
permite realizar ejecuciones en paralelo sobre un cluster y corresponde a la versio´n 4.8. Co-
mo u´nica documentacio´n se proporciono´ la Gu´ıa de Usuario de HYSPLIT [44]. El objetivo
inicial es obtener el diagrama de flujo de la versio´n paralela del modelo de concentraciones
(hymodelm). Asimismo, se desea conocer do´nde y co´mo se realiza la obtencio´n de los datos
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de entrada ante la sospecha de que los problemas de escalabilidad provienen de ah´ı, ya
que se ejecuta sobre un cluster con NFS y es sabido que los sistemas paralelos con NFS
producen un cuello de botella que impide alcanzar una escalabilidad lineal [37], [54], [63].
3.1.1. Estructura del co´digo fuente
La versio´n 4.8 de HYSPLIT para cluster se distribuye en un total de 19 carpetas
incluyendo co´digo fuente, utilidades, documentacio´n, ejemplos, tests, etc. Existen ma´s de
200 rutinas distribuidas en 196 ficheros distintos (con extensio´n *.f), as´ı como 17 mo´dulos
donde se definen variables, constantes y los prototipos de algunas rutinas. Asimismo,
HYSPLIT cuenta con dos ficheros main: uno para el modelo de concentraciones (en el
fichero hymodelc.F) y otro para el modelo de trayectorias (en el fichero hymodelt.F). A
partir de dichos ficheros, se generan distintos ejecutables. El co´digo fuente esta´ contenido
principalmente en las siguientes carpetas:
./source: incluye los ficheros main del modelo de concentraciones y el de trayecto-
rias, as´ı como otros programas de utilidades para conversio´n de formatos de ficheros
de entrada, creacio´n de representaciones gra´ficas, chequeo de datos de entrada, etc.
./library/source: en este directorio se encuentran cerca de 200 rutinas usadas
en los distintos modelos de simulacio´n, as´ı como varios mo´dulos con definiciones de
datos y prototipos.
Como hymodelm es la versio´n paralela del modelo de concentraciones, en el presente
proyecto so´lo se sometio´ a estudio el fichero main hymodelc.F. Tambie´n formo´ parte del
ana´lisis el co´digo fuente incluido en la carpeta ./library/source que cuenta con la im-
plementacio´n de todas las rutinas, as´ı como los ficheros makefiles. Debido a la naturaleza
del programa, orientado a la realizacio´n de ca´lculos meteorolo´gicos para la obtencio´n de
prono´sticos, fue necesario obtener una explicacio´n previa sobre su funcionamiento antes
de comenzar con el ana´lisis del co´digo. Sin embargo, teniendo en cuenta que el proyecto se
estaba desarrollando en el CIAI-AEMET (Tenerife, Espan˜a) y el u´nico v´ınculo ma´s directo
con los desarrolladores trabaja en ARL (Maryland, Estados Unidos) se encontraron ciertos
problemas de comunicacio´n debido principalmente, al gran desfase horario. Por esta razo´n,
la comunicacio´n con ARL se acabo´ estableciendo u´nicamente v´ıa e-mail. Por otro lado,
dada la gran complejidad del programa, as´ı como el enorme taman˜o del co´digo fuente, no
era viable una explicacio´n detallada del mismo sin una reunio´n presencial. No obstante,
debido a la imposibilidad de una reunio´n presencial hasta cinco meses despue´s de la fecha
de inicio del presente proyecto, se partio´ de la idea muy general acerca del funcionamiento
del programa y se opto´ por comenzar un ana´lisis del co´digo au´n disponiendo de escasa
documentacio´n. U´nicamente se proporciono´ como documentacio´n la Gu´ıa de Usuario de
HYSPLIT en donde no se establece ningu´n tipo de aclaracio´n sobre el co´digo del progra-
ma. As´ı que fue solamente el propio co´digo fuente, junto a los comentarios de cabecera de
las rutinas y comentarios te´cnicos en algunas l´ıneas de co´digo, la informacio´n con la que
se conto´ acerca del co´digo de HYSPLIT para su ana´lisis.
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3.1.2. Determinacio´n del co´digo asociado a hymodelm
El primer fichero a estudiar para comenzar el ana´lisis del co´digo fue el main del modelo
de concentraciones, que se encuentra disponible en el fichero hymodelc.F del directorio
source. Cuenta con un total de 2400 l´ıneas de co´digo. En e´l se implementan adema´s otros
modelos que se compilan a partir de dicho fichero realizando la definicio´n de las constantes
correspondientes en tiempo de compilacio´n (para ser procesadas por el preprocesador). Es
por ello que a lo largo de todo el co´digo fuente se presentan innumerables l´ıneas con
directivas del preprocesador del tipo:
#ifdef cte
code_1
#else
code_2
#endif
Estas directivas se usan en el co´digo para realizar las compilaciones condicionales an-
teriormente mencionadas y poder obtener as´ı, a partir de un u´nico fichero fuente, varios
ejecutables. El problema que se encontro´ es que se hace un gran uso de estas directivas a lo
largo de todo el co´digo, estando incluso anidadas en algunos casos y separando secciones
de co´digo en intervalos irregulares. A esto hay que an˜adir, que es posible definir en tiempo
de compilacio´n numerosas constantes que permiten la generacio´n de hasta diez programas
distintos a partir del fichero hymodelc.F.
Como el estudio so´lo se centra en hymodelm, se accedio´ al fichero makefile de HYSPLIT
para saber que´ constantes se defin´ıan en tiempo de compilacio´n para obtener este progra-
ma. Para ello, se localizo´ la l´ınea de compilacio´n correspondiente y se busco´ el s´ımbolo
que iba a continuacio´n del flag -D de compilacio´n. La constante que se define es MPI. Una
vez encontrada la constante, fue posible intentar filtrar en el main las zonas de co´digo que
pertenec´ıan a la implementacio´n de hymodelm. En principio, bastaba con descartar todo
aquel co´digo que estuviera rodeado por las directivas condicionales:
#ifdef cte
code
#endif
donde cte fuera distinta de MPI. Sin embargo, no se pudo aplicar esto tan directamente
como se pensaba, pues se descubrio´ que en el propio fichero main se definen nuevas cons-
tantes en funcio´n de las que se han definido previamente en tiempo de compilacio´n, como
se muestra a continuacio´n:
#ifdef MPI
#define MPIENSVAR
code
#endif
Por tanto, hab´ıa que tener en cuenta tambie´n estas nuevas constantes definidas, lo
que hizo au´n ma´s tedioso el ana´lisis del co´digo, ya que en algunos casos se encontraron
muchas ramificaciones provocadas por el anidamiento de directivas condicionales del pre-
procesador. Un ejemplo se muestra a continuacio´n:
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#ifdef MPI
#ifndef ENS
#ifndef CB4
code_1
#else
code_2
#endif
#else
code_3
#endif
#else
code_4
#endif
A esto hay que an˜adir, que el co´digo que no esta´ dentro de una secuencia de directivas
condicionales del preprocesador tambie´n es ejecutado por hymodelm. Tras salvar todas
estas dificultades mediante un minucioso ana´lisis del co´digo, se consiguio´ determinar las
zonas de co´digo correspondientes a hymodelm.
3.1.3. Determinacio´n del flujo de hymodelm
Una vez determinado el co´digo fuente asociado a hymodelm el siguiente paso consistio´ en
realizar un estudio del flujo del programa. De esta forma, se tendr´ıa una idea general de su
comportamiento que ayudar´ıa a determinar las zonas ma´s importantes en el desarrollo del
presente proyecto, como la obtencio´n de los datos de entrada. Sin embargo, nuevamente
se encontraron algunas dificultades como:
La implementacio´n de cada una de las rutinas llamadas desde el main esta´ en un
fichero fuente aparte.
La mayor´ıa de las definiciones de las variables no esta´n disponibles en el fichero
fuente sino en los mo´dulos que se incluyen. Hay un total de 17 mo´dulos distintos.
Se desconoce el funcionamiento detallado de los algoritmos implementados. No son
“algoritmos esta´ndar” que tengan documentacio´n disponible.
Todos los ca´lculos realizados en el programa pertenecen al a´mbito meteorolo´gico,
por lo que son de dif´ıcil comprensio´n.
Debido a todo ello, era realmente complicado poder realizar una traza de ejecucio´n
sobre el co´digo fuente, as´ı que se decidio´ intentar buscar directamente la zona donde se
le´ıan los datos de entrada por las siguientes razones:
1. La zona de co´digo de intere´s para este estudio corresponde a donde se realiza la
lectura de los datos de entrada.
2. La lectura de datos es el punto previo a la realizacio´n de los ca´lculos meteorolo´gicos.
3. El punto anterior ayudar´ıa a separar el co´digo perteneciente a inicializaciones (de
bajo intere´s para determinar el flujo principal del programa) del co´digo en el cual se
invierte mayor tiempo (ca´lculos meteorolo´gicos).
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As´ı que se decidio´ empezar a buscar en el co´digo fuente donde se obtienen los datos
de entrada. En principio se desconoc´ıa la forma en que se realiza la lectura de datos en
paralelo. Inicialmente, se supuso que cada proceso (en funcio´n de su identificador) lee una
zona determinada del fichero de entrada de datos. Por tanto, lo lo´gico era comenzar a
filtrar las zonas de co´digo donde hubiera llamadas a rutinas MPI. Para ello, desde los
directorios ./source y ./library/source se utilizo´ el comando:
$> grep -rin ‘‘MPI ’’ *
donde -r busca recursivamente, -i ignora mayu´sculas/minu´sculas y -n muestra las l´ıneas
donde esta´ cada ocurrencia. Este comando proporciono´ una forma ra´pida y eficaz de
localizar las llamadas a MPI, indicando la l´ınea y el fichero correspondiente.
En el directorio con el co´digo fuente de las rutinas no se encontro´ ninguna llamada a
funciones MPI, aunque en el fichero main se localizaron un total de cinco llamadas (dentro
de la zona de co´digo correspondiente a hymodelm):
MPI INIT
MPI COMM SIZE
MPI COMM RANK
MPI REDUCE
MPI FINALIZE
Por otro lado, como era posible que algunos datos relacionados con la utilizacio´n de
MPI (como nu´mero de procesadores o el identificador asociado a un proceso) pod´ıan ser
pasados como argumentos a otras rutinas, fue necesario buscar en el co´digo estas posibles
variables. Se encontraron:
job id: identificador (rank) asociado a un proceso.
num job: nu´mero de procesadores que esta´n ejecutando el programa.
Una vez localizadas, se analizaron las zonas de co´digo donde se emplean estas varia-
bles, ya que, si la lectura se realizaba de forma diferente segu´n el proceso (como se hab´ıa
supuesto), ser´ıan utilizadas. Para ello se uso´ de nuevo el comando grep y se encontraron
un total de cinco rutinas que reciben como argumento alguna de las variables anteriormen-
te citadas: CB4CON, CB4GRD, EMSPNT, EMSTMP y TRJSET. Se estudiaron los ficheros fuente
asociados a cada una de estas rutinas con el fin de determinar si alguna de ellas realizaba la
lectura de los datos de entrada. Como primer paso se leyeron los comentarios de cabecera
que describ´ıan en un par de l´ıneas la funcionalidad de la rutina. A pesar de que en ninguno
de los comentarios indicaba que se realizaba la obtencio´n de los datos de entrada, se
busco´ alguna llamada a la sentencia READ de FORTRAN, pero en ninguno de los casos se
encontro´. Por tanto, todas estas rutinas esta´n destinadas exclusivamente a la realizacio´n
de ca´lculos, con lo que se clasificaron como rutinas de bajo intere´s en el estudio. Tampoco
se encontro´ ninguna llamada expl´ıcita a READ en las zonas del main donde se hac´ıa uso de
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alguna de las variables job id o num job, con lo que se concluyo´ que la lectura de datos
la realizaban todos los procesos simulta´neamente.
El siguiente paso consistio´ en buscar las llamadas a READ realizadas en todo el resto
del co´digo, para determinar cua´l es la rutina encargada de obtener los datos de entrada.
No se encontro´ ninguna llamada expl´ıcita a READ en el main, sin embargo, se obtuvo
una amplia lista de ficheros donde s´ı se realizaba alguna llamada. Esta lista resulto´ ser
demasiado grande como para plantearse analizar cada fichero independientemente, leyendo
su correspondiente cabecera y localizando las llamadas a READ en el cuerpo de la rutina.
El hecho de haber obtenido una lista tan amplia es lo´gico. Esto se debe a que algunas de
las rutinas son u´nicamente usadas en utilidades que incorpora HYSPLIT al margen de la
implementacio´n del modelo, como conversio´n del fichero binario de salida a otros formatos,
chequeo del fichero de entrada, etc. Teniendo en cuenta la naturaleza de las utilidades, las
rutinas usadas para su implementacio´n cuentan con mu´ltiples llamadas a READ. Adema´s,
como en el directorio ./library/source no existe ningu´n tipo de separacio´n entre las
rutinas usadas en la implementacio´n de las utilidades y las usadas en la implementacio´n
de los modelos, no era viable realizar un ana´lisis fichero a fichero. As´ı que se decidio´ buscar
otro me´todo que facilitara el encuentro de la rutina encargada de la obtencio´n de los datos
de entrada.
Si se parte del supuesto de que la lectura de los datos ocupa gran parte del tiem-
po de ejecucio´n, lo lo´gico es que la rutina encargada de ello sea llamada desde la ruti-
na que mayor tiempo de ejecucio´n consume. En este caso, la mejor forma de determi-
narla es realizando un perfil de ejecucio´n (profile). Para la obtencio´n del profile se hi-
zo uso de la herramienta gprof [10] y se ejecuto´ la versio´n secuencial del modelo de
concentraciones (hymodelc). Como entrada se utilizo´ el fichero con datos meteorolo´gicos
20080312 hysplit.t00z.namsa.AK de 606 MB cuyo dominio meteorolo´gico corresponde
a Alaska. Este fichero fue obtenido desde el ftp de ARL [3]. El fichero de control utilizado
esta´ disponible en el Ape´ndice A.2 y cuenta con cinco fuentes de emisio´n. El fichero de
configuracio´n que se uso´ establece una simulacio´n con 10000 part´ıculas y puede consul-
tarse en el Ape´ndice B.3. A partir de los resultados del profile se elaboro´ la Tabla 3.1. En
ella se muestran las cuatro rutinas que consumen mayor tiempo de ejecucio´n en la colum-
na izquierda, mientras que en la columna derecha se especifica el porcentaje de tiempo
de ejecucio´n consumido por cada rutina, incluyendo el tiempo invertido en las funciones
llamadas desde el cuerpo de la propia rutina.
Nombre de Tiempo total de ejecucio´n usado
la rutina por la rutina y sus hijas (%)
ADVPNT 76.1
ADVMET 49.2
ADV3NT 38.8
PARDSP 18.4
Tabla 3.1: Resumen del profile
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Como se puede observar, la rutina que con diferencia, consume ma´s tiempo de eje-
cucio´n es ADVPNT, llegando a un 76.1% con respecto al tiempo total. Por tanto, exist´ıa
una alta probabilidad de que la lectura de datos de entrada se realizara en algu´n punto
de dicha rutina. Se analizaron los comentarios de cabecera de ADVPNT que describ´ıan su
funcionalidad. La informacio´n aportada se indica a continuacio´n:
“ADVPNT (ADVection of one PoiNT in space) es la principal rutina que se usa en las
simulaciones de trayectorias y dispersio´n. Se encarga de calcular la adveccio´n de un punto
del espacio. Es llamada cada periodo de tiempo y chequea la informacio´n meterolo´gica
almacenada en arrays. Si el punto a calcular coincide con el periodo de tiempo y los
l´ımites espaciales actuales, el ca´lculo continu´a, en otro caso, solicita la lectura de nuevos
datos a partir del fichero de entrada.”
En la u´ltima l´ınea de esta descripcio´n se indica que desde ADVPNT se obtienen los datos
de entrada, as´ı que tan so´lo hab´ıa que encontrar do´nde. Primero se busco´ la presencia de
llamadas a READ en el cuerpo de la rutina, pero no se encontro´ ninguna, as´ı que la lectura
Figura 3.1: A´rbol de rutinas llamadas desde ADVPNT
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de datos deb´ıa hacerse a trave´s de una de las mu´ltiples rutinas a las que llama ADVPNT. Se
realizo´ un a´rbol de llamadas para facilitar la bu´squeda de la rutina de lectura, el cual se
muestra en la Figura 3.1.
Analizando los ficheros de co´digo fuente asociados a las rutinas llamadas desde ADVPNT
se logro´ encontrar la rutina encargada de la lectura de los datos de entrada: METINP. La
descripcio´n de la misma disponible en los comentarios de cabecera se indica a continuacio´n:
“METINP (METeorological INPut): en cada llamada, lee los datos meteorolo´gicos corre-
spondientes a un u´nico periodo de tiempo y los almacena en las variables correspondientes
(arrays). Los datos que no se encuentren se ignoran y los valores pertenecientes al paso
de tiempo anterior permanecen almacenados.”
Una vez localizada la rutina de lectura, se determino´ desde que´ zonas de co´digo se
realizan llamadas a la misma. Para ello, se uso´ de nuevo el comando grep. Se obtuvo
que METINP so´lo es llamada desde la rutina ADVPNT, la cual a su vez, so´lo es llamada
desde el main. Se estudio´ el cuerpo de ambas rutinas con el fin de comprender cua´ndo y
de que´ forma se realizaba la lectura de los datos de entrada. Se llegaron a las siguientes
conclusiones:
No se lee todo el fichero de entrada de una sola vez. La lectura se hace bajo demanda,
leye´ndose los registros correspondientes en funcio´n de los datos que se necesitan para
realizar los ca´lculos en cada paso de tiempo.
Todos los procesos leen los mismos datos de entrada y de forma simulta´nea.
No se realiza una lectura selectiva del fichero en funcio´n del identificador asociado a
cada proceso, como se penso´ en un primer momento.
Analizando las llamadas realizadas desde el main a la rutina ADVPNT, as´ı como a las
rutinas MPI, se pudo determinar a grandes rasgos el flujo principal del programa. En la
Figura 3.2 se muestra un diagrama de flujo de hymodelm para n procesos. Cada l´ınea roja
representa a un proceso. A la izquierda se presentan los ficheros principales que intervienen
en la simulacio´n: el fichero de control (CONTROL) y el de configuracio´n (SETUP.CFG), los
ficheros con datos de entrada (INPUT 1, INPUT 2,... INPUT 12), el fichero de mensajes de
diagno´stico de la simulacio´n (MESSAGE) y el fichero de salida (OUTPUT). Asimismo se repre-
senta en que´ momento de la ejecucio´n intervienen.
Cuando se comienza una simulacio´n, primero se realizan la operaciones de inicializacio´n,
entre las que destaca la inicializacio´n de MPI (llamada a MPI INIT). Despue´s se lleva a
cabo el chequeo de las opciones de simulacio´n y luego, se entra en el bucle principal
del programa, donde se realizan los ca´lculos meteorolo´gicos (se destaca el ca´lculo de la
adveccio´n): para cada hora de simulacio´n establecida, para cada paso de tiempo, para cada
part´ıcula o puff se calcula la adveccio´n. El ca´lculo de la adveccio´n requiere de la lectura de
los datos de entrada por parte de todos los procesos (llamadas a la rutina METINI). Tras
el ca´lculo de la adveccio´n, se recolectan los datos obtenidos por todos los procesos en un
u´nico proceso (proceso maestro) llamando a la rutina MPI REDUCE y se realizan ca´lculos
globales. El proceso maestro escribe los resultados en el fichero de salida y luego todos los
procesos escriben los mensajes de diagno´stico de la simulacio´n en el fichero MESSAGE. Una
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Figura 3.2: Diagrama de flujo de hymodelm
vez hecho esto, se vuelve a iterar hasta finalizar los pasos de tiempo, y a su vez, las horas
de simulacio´n. Posteriormente, se finaliza MPI (se llama a MPI FINALIZE) y se muestra el
mensaje de finalizacio´n del programa: “Complete Hysplit”.
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Una vez conocido el funcionamiento general de hymodelm y determinado co´mo y do´nde
se realiza la lectura de los datos de entrada, resulto´ de intere´s estimar cua´nto tiempo ocupa
la lectura respecto al tiempo de ejecucio´n total. A partir del profile realizado con anteriori-
dad, se pudo obtener que, en una ejecucio´n en secuencial del modelo de concentraciones, el
porcentaje de tiempo invertido por la rutina METINP durante la ejecucio´n representaba un
12.6%. Este valor es ma´s bajo de lo que se esperaba, con lo que se hizo necesario averiguar
que´ factores podr´ıan afectar al aumento del tiempo de lectura.
3.2. Estudio del tiempo invertido en la lectura
En esta seccio´n se presenta el estudio sobre los para´metros configurables por el usuario
que pueden incrementar el tiempo de obtencio´n de los datos de entrada en HYSPLIT.
Asimismo, se explican cada uno de los experimentos realizados para reproducir y analizar
el comportamiento de los procesos cuando se realiza una lectura en paralelo. Tambie´n se
comentan los experimentos elaborados con el fin de proponer una solucio´n abstracta al
problema planteado.
3.2.1. Factores que incrementan el tiempo de lectura
Se realizo´ un estudio de las variables de los ficheros de control y configuracio´n cuyos
valores podr´ıan aumentar el tiempo de obtencio´n de datos del fichero de entrada. Para ello
se analizo´ la Gu´ıa de Usuario de HYSPLIT [44] aportada como documentacio´n. De entre
los mu´ltiples para´metros, se descarto´ la mayor´ıa por su descripcio´n y tan so´lo quedaron
tres candidatos:
Variable topmod del fichero de control: tambie´n se denomina variable “tope del mod-
elo”. Representa el l´ımite vertical de la malla meteorolo´gica, es decir, la altura (en
metros) ma´s alla´ de la cual los datos meteorolo´gicos no se procesan.
Variable mgmin del fichero de configuracio´n: esta variable representa el valor mı´nimo
en unidades de malla horizontal de la sub-malla meteorolo´gica para el ca´lculo de
concentraciones. Su valor por defecto es 10. Incrementar este valor permite forzar
una carga de datos de todo la malla (full-grid).
Variable numpar del fichero de configuracio´n: representa el nu´mero de part´ıculas
emitidas por una fuente durante una simulacio´n.
Para determinar la influencia de la variable topmod sobre el tiempo de lectura, se
realizaron varias ejecuciones de hymodelc con distintos valores superiores al que ten´ıa esta
variable por defecto (10000 m) y se observo´ que a medida que aumentaba este valor, se
incrementaba el tiempo de lectura, ya que se procesaban un mayor nu´mero de niveles.
Los meteoro´logos comentaron que un valor superior a 10000 m en esta variable carece de
sentido, pues 10 km representa el tope adecuado para los ca´lculos dentro de la troposfera,
donde tienen lugar todas las simulaciones meteorolo´gicas. Por tanto, la manipulacio´n de
la variable topmod quedo´ descartada.
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Por otro lado, segu´n la documentacio´n consultada, la variable mgmin s´ı influye en el
aumento del tiempo de lectura. Se debe cambiar el valor por defecto de esta variable a 1000
(o valores superiores) cuando realizan ejecuciones de los modelos paralelos. Esto provoca
el aumento del taman˜o mı´nimo de la malla meteorolo´gica y fuerza una carga de datos de
todo la malla. Es por ello que el tiempo de lectura se incrementa, pues se lee una mayor
cantidad de datos. Se cambio´ el valor de mgmin a 1000 para garantizar un estudio ma´s
fiable, ya que es el valor mı´nimo que se recomienda que tenga esta variable cuando se
realizan ejecuciones de los modelos paralelos en HYSPLIT.
Finalmente, para poder determinar si la variacio´n del valor de numpar influye en el
aumento del tiempo de lectura, se decidio´ realizar el experimento que se describe en la
siguiente seccio´n.
3.2.2. Ejecuciones secuenciales del modelo de concentraciones
Este experimento consistio´ en medir el tiempo total empleado en la lectura del fichero de
entrada, as´ı como el tiempo de ejecucio´n total, realizando varias ejecuciones en secuencial
del modelo de concentraciones (hymodelc) usando ficheros de entrada de diversa ı´ndole y
taman˜o y variando el nu´mero de part´ıculas de cada simulacio´n. El objetivo era determinar
si el nu´mero de part´ıculas y el taman˜o del fichero de entrada influyen en el incremento del
tiempo de obtencio´n de los datos. Para desarrollar este experimento, se modifico´ el co´digo
fuente de hymodelc an˜adiendo dos temporizadores que midieran el tiempo de ejecucio´n
total del programa y el tiempo total de lectura de los datos, respectivamente. Para ello se
hizo uso de la rutina SYSTEM CLOCK disponible en FORTRAN 90.
ID del fichero Nombre del fichero Taman˜o del fichero
1 20080830 hysplit.t00z.namsa.HI 68 MB
2 20080422 hysplit.t00z.namsa.HI 68 MB
3 20080512 hysplit.t00z.namsa.HI 68 MB
4 20080612 hysplit.t00z.namsa.HI 68 MB
5 20080711 hysplit.t00z.namsa.HI 68 MB
6 20080812 hysplit.t00z.namsa.HI 68 MB
7 20080912 hysplit.t00z.namsa.HI 68 MB
8 20081012 hysplit.t00z.namsa.HI 68 MB
9 20081112 hysplit.t00z.namsa.HI 68 MB
10 20081212 hysplit.t00z.namsa.HI 68 MB
11 20080830 hysplit.t00z.namsa.AK 606 MB
12 20080422 hysplit.t00z.namsa.AK 606 MB
13 20080512 hysplit.t00z.namsa.AK 606 MB
14 20080612 hysplit.t00z.namsa.AK 606 MB
15 20080711 hysplit.t00z.namsa.AK 606 MB
16 20080812 hysplit.t00z.namsa.AK 606 MB
17 20080912 hysplit.t00z.namsa.AK 606 MB
18 20081012 hysplit.t00z.namsa.AK 606 MB
19 20081112 hysplit.t00z.namsa.AK 606 MB
20 20081212 hysplit.t00z.namsa.AK 606 MB
Tabla 3.2: Lista de ficheros de entrada
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Como ficheros con datos meteorolo´gicos de entrada, se eligieron un total de 20. Cada
fichero contiene datos meteorolo´gicos relativos a un determinado dominio meteorolo´gico.
Los ficheros con extensio´n *.HI y *.AK contienen datos correspondientes a los dominios
meteorolo´gicos de Hawaii y Alaska, respectivamente. En la Tabla 3.2 se muestra el nombre
de cada uno de los ficheros utilizados, as´ı como su taman˜o y un identificador que se
asigno´ para permitir referenciarlos de forma ma´s sencilla. Cada uno de los ficheros de
entrada usados fueron descargados desde el servidor ftp de ARL [3].
Se crearon tres ficheros de configuracio´n distintos, ya que se deseaba realizar las ejecu-
ciones con 10000, 50000 y 100000 part´ıculas. En cada fichero de configuracio´n se cambio´ el
valor por defecto de la variable mgmin a 1000, tal y como se hab´ıa recomendado. El valor
de la variable topmod se mantuvo a 10000. El fichero de configuracio´n para la simulacio´n
con 10000 part´ıculas esta´ disponible en el Ape´ndice B.2. El resto de ficheros de configu-
racio´n utilizados son iguales que e´ste, salvo que el valor de la variable numpar (nu´mero de
part´ıculas) se cambio´ de 10000 a 50000 y 100000, respectivamente.
Debido a que en el fichero de control se debe indicar el nombre y ruta del fichero de
entrada, se tuvo que crear un fichero de control por cada fichero de meteorolog´ıa con el que
se iba a realizar el experimento. Adema´s, fue necesario establecer el nu´mero de fuentes de
emisio´n de part´ıculas (un total de 5) y su localizacio´n, que se mantuvo constante para un
mismo dominio meteorolo´gico. El formato general de los ficheros de control usados para los
ficheros de entrada con dominio correspondiente a Hawaii y Alaska pueden consultarse en
los Ape´ndices A.1 y A.2, respectivamente. Para un mismo dominio, los ficheros de control
tan so´lo difieren en la ruta y nombre del fichero de entrada.
Para la realizacio´n de las diferentes ejecuciones del experimento se conto´ con la ma´quina
Hurricane, que se encuentra en el CIAI (Centro de Investigacio´n Atmosfe´rica de Izan˜a)
de la Agencia Estatal de Meteorolog´ıa. Hurricane tiene Linux como sistema operativo y
consta de un total de dos procesadores Intel Xeon de 3.2 GHz con 4 GB de memoria.
El desarrollo del experimento consistio´ en realizar tres ejecuciones en secuencial de
hymodelm con 10000, 50000 y 100000 part´ıculas, respectivamente, tomando como entrada
varios ficheros con dominio meteorolo´gico de Alaska y de Hawaii. Esto dio lugar a un total
de 60 simulaciones. Para cada una de ellas se obtuvo el tiempo de ejecucio´n total y el
tiempo empleado en la lectura de los datos de entrada. Los resultados del experimento
pueden consultarse en las Tablas 3.3 y 3.4.
En la primera columna de la Tabla 3.3 se indican los identificadores de los distintos
ficheros de entrada utilizados, cuyo dominio meteorolo´gico corresponde a Hawaii. En la
segunda y tercera columna, se presentan el tiempo de ejecucio´n total y el tiempo invertido
en la lectura de los datos de entrada, respectivamente. En la cuarta columna se indica el
nu´mero de part´ıculas con que se ha ejecutado la simulacio´n y finalmente, la u´ltima columna
expresa el porcentaje de tiempo de lectura invertido respecto al tiempo de ejecucio´n total.
En esta tabla se observa que a medida que aumenta el nu´mero de part´ıculas, el tiempo
empleado en la lectura parece mantenerse constante. No obstante, el tiempo de ejecucio´n
del programa s´ı aumenta. Esto es debido a que, al tener que procesar un mayor nu´mero
de part´ıculas, se realiza un mayor nu´mero de ca´lculos, con el consecuente aumento del
tiempo de ejecucio´n. Sin embargo, esto no provoca un aumento en el tiempo de lectura.
Paralelizacio´n de la obtencio´n de datos de entrada de HYSPLIT 51
ID del Tiempo de Tiempo de Nu´mero de Tiempo de
fichero ejecucio´n (seg) lectura (seg) part´ıculas lectura (%)
1 230.6306000 6.6773000 10000 2.8952359
2 251.7543000 6.8490000 10000 2.7205096
3 225.5241000 6.8498000 10000 3.0372807
4 282.5821000 6.8719000 10000 2.4318242
5 218.4099000 6.6723000 10000 3.0549439
6 252.4474000 6.6720000 10000 2.6429268
7 348.2351000 6.7767000 10000 1.9460129
8 272.8972000 6.7165000 10000 2.4611831
9 238.3032000 6.6783000 10000 2.8024382
10 328.1791000 6.7341000 10000 2.0519588
1 1275.7817000 6.6454000 50000 0.5208884
2 1387.9817000 6.5558000 50000 0.4723261
3 1247.0804000 6.6443000 50000 0.5327884
4 1562.6842000 6.5757000 50000 0.4207951
5 1188.8764000 6.4028000 50000 0.5385589
6 1394.2875000 6.5404000 50000 0.4690854
7 1957.9539000 6.5871000 50000 0.3364277
8 1517.4997000 6.4375000 50000 0.4242175
9 1306.6814000 6.5679000 50000 0.5026397
10 1837.8718000 6.4716000 50000 0.3521246
1 2698.3232000 6.4995000 100000 0.2408718
2 3051.0731000 7.3797000 100000 0.2418722
3 2621.2623000 6.3526000 100000 0.2423488
4 3307.5480000 6.5850000 100000 0.1990900
5 2551.0294000 6.5345000 100000 0.2561514
6 2951.8827000 6.4641000 100000 0.2189822
7 4156.9394000 6.5921000 100000 0.1585806
8 3251.0633000 6.4707000 100000 0.1990333
9 2780.3511000 6.4589000 100000 0.2323051
10 3850.1012000 6.4340000 100000 0.1671124
Tabla 3.3: Tiempos de ejecucio´n y lectura con los ficheros de Hawaii
En la Tabla 3.4 se presentan los resultados de las simulaciones realizadas usando difer-
entes ficheros con dominio meteorolo´gico de Alaska como entrada. Esta tabla tiene el
mismo formato y resultados similares a los obtenidos en la Tabla 3.3. El tiempo de lectura
se mantiene constante a pesar de variar el nu´mero de part´ıculas en las simulaciones. No
obstante, el tiempo de ejecucio´n total s´ı aumenta, por las mismas razones explicadas con
anterioridad. Comparando los resultados de ambas tablas, se observa que el tiempo em-
pleado en la lectura de un fichero con datos meteorolo´gicos de Hawaii es menor que el de
Alaska. Si se observa la Tabla 3.2 se comprueba que el taman˜o de los ficheros con meteo-
rolog´ıa de Hawaii tienen menor taman˜o que los de Alaska. Por tanto, como era de esperar,
el tiempo de lectura se incrementa con el taman˜o del fichero de entrada. Por otro lado,
el porcentaje de tiempo de ejecucio´n que consume la obtencio´n de los datos de entrada
supone hasta un 16.41% en el caso de los ficheros de Alaska, mientras que apenas llega al
2.89% en el caso de Hawaii. Estos valores ma´ximos se alcanzan con simulaciones de 10000
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ID del Tiempo de Tiempo de Nu´mero de Tiempo de
fichero ejecucio´n (seg) lectura (seg) part´ıculas lectura (%)
11 490.8182000 73.2153000 10000 14.9169896
12 452.0824000 74.1845000 10000 16.4095085
13 539.0655000 73.9297000 10000 13.7144187
14 481.3583000 73.8604000 10000 15.3441626
15 473.3149000 73.8637000 10000 15.6056148
16 500.9904000 73.9376000 10000 14.7582868
17 492.2537000 74.0639000 10000 15.0458798
18 526.1700000 74.1042000 10000 14.0836992
19 480.3894000 73.7001000 10000 15.3417415
20 501.4946000 73.9063000 10000 14.7372075
11 2086.0626000 72.6187000 50000 3.48113714
12 1871.5337000 72.4800000 50000 3.87275954
13 2354.3349000 72.4956000 50000 3.07923907
14 2033.3373000 72.3025000 50000 3.55585372
15 1969.3306000 72.4469000 50000 3.67875764
16 2116.6431000 72.6046000 50000 3.43017677
17 2076.8407000 72.4178000 50000 3.48692126
18 2281.5021000 72.4002000 50000 3.17335671
19 2226.7163000 77.2014000 50000 3.46705146
20 2151.6054000 72.5863000 50000 3.37358793
11 4211.5540000 72.4988000 100000 1.72142634
12 3787.0485000 72.3165000 100000 1.90957417
13 4781.9636000 72.3827000 100000 1.51366062
14 4116.0231000 72.2881000 100000 1.75626079
15 3971.0031000 72.4592000 100000 1.82470772
16 4335.7044000 72.3708000 100000 1.66918206
17 4269.2488000 72.4960000 100000 1.69809733
18 4629.3511000 72.2755000 100000 1.56124473
19 4065.5608000 72.6648000 100000 1.78732538
20 4376.8788000 72.2263000 100000 1.65017820
Tabla 3.4: Tiempos de ejecucio´n y lectura con los ficheros de Alaska
part´ıculas. Este porcentaje baja en las simulaciones con un nu´mero de part´ıculas mayor,
debido a que el tiempo de lectura se mantiene, pero aumenta el tiempo de ejecucio´n.
En la Tabla 3.5 se presenta un resumen de los resultados obtenidos en el experimento. En
la tercera, cuarta y quinta columna se indican el tiempo medio de ejecucio´n del programa,
el tiempo medio empleado en la lectura de los datos de entrada y el porcentaje medio
de tiempo de lectura empleado en relacio´n al tiempo de ejecucio´n total, respectivamente.
Estos datos se muestran para cada simulacio´n realizada combinando un fichero de entrada
con un determinado dominio meteorolo´gico y un nu´mero de part´ıculas distinto. Se observa
que el tiempo medio de ejecucio´n y de lectura, as´ı como el porcentaje medio de lectura
en los ficheros de meteorolog´ıa de Alaska es mayor que el de Hawaii en todos los casos.
Asimismo, el valor del tiempo medio de lectura es mayor en el caso del fichero de entrada
de Alaska que en el de Hawaii. Por tanto, se pudo concluir que el nu´mero de part´ıculas no
influye significativamente en el aumento del tiempo empleado en la lectura de los datos
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Taman˜o del Nu´mero de Tiempo medio de Tiempo medio de Tiempo medio de
fichero part´ıculas ejecucio´n (seg) lectura (seg) lectura (%)
68 MB 10000 264.89630 6.74979 2.54808
68 MB 50000 1467.6699 6.54285 0.44579
68 MB 100000 3121.9574 6.57711 0.21067
606 MB 10000 493.79374 73.87657 14.96101
606 MB 50000 2116.79070 72.95540 3.44650
606 MB 100000 4254.43360 72.39787 1.70117
Tabla 3.5: Resumen de los resultados del experimento
de entrada, pero s´ı el taman˜o del fichero de entrada. Segu´n los resultados, parece que el
porcentaje de tiempo empleado en la lectura respecto el tiempo de ejecucio´n total no es
tan significativo como se pensaba. Hay que tener en cuenta que las simulaciones se han
ejecutado de forma secuencial, as´ı que cabe la posiblidad de que el comportamiento cambie
cuando se ejecute en paralelo. Por ello, fue necesario estudiar la lectura paralela de los
datos de entrada.
3.2.3. Lectura paralela (nodos heteroge´neos)
Existen grandes dificultades para medir con exactitud cua´l es el tiempo empleado en
la obtencio´n de los datos de entrada de la versio´n en paralelo del modelo de concentra-
ciones. Se puede medir el tiempo que ha invertido cada proceso en la lectura, pero no
es posible determinar si dichos tiempos se solapan total o parcialmente, con lo que no se
puede obtener de forma precisa el tiempo total invertido en la lectura. Debido a esto, se
decidio´ reproducir el problema implementando un programa que leyera un fichero. Como
la funcionalidad de dicho programa so´lo es la de leer datos de entrada, el tiempo de ejecu-
cio´n total es aproximadamente igual al tiempo empleado en la lectura. De esta forma, se
dispone de un me´todo que ofrece la posibilidad de analizar efizcamente el comportamiento
que se desea estudiar.
Por otro lado, se debe tener en cuenta que las simulaciones se realizan sobre un cluster
con NFS [37], [54], [63] y que esto provoca ralentizacio´n en las ejecuciones. Como el fichero
de entrada esta´ compartido, si se desea realizar una lectura paralela del mismo por n
procesadores, no se puede hacer de forma simulta´nea. Los procesos son gestionados por
el sistema para que so´lo uno acceda cada vez al recurso. Esto provoca que la lectura en
paralelo por n procesadores tienda a secuencializarse, es decir, el tiempo total empleado
en la lectura es aproximadamente la suma del tiempo invertido por cada proceso en leer
el fichero. Esto es casi equivalente a realizar n lecturas secuenciales. Por tanto, como la
funcionalidad del programa desarrollado para este experimento es la de leer un fichero, se
estima que el tiempo de ejecucio´n del mismo sera´:
Texec ≃ n ∗ Tsec (3.1)
donde Texec es el tiempo de ejecucio´n total del programa paralelo con n procesadores, n
es el nu´mero de procesadores y Tsec es el tiempo de ejecucio´n del programa en secuencial.
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Para desarrollar este experimento se implemento´ un programa en FORTRAN 90 [41]
que realiza la lectura de un fichero en paralelo usando MPI. Adema´s, se incluyeron tempo-
rizadores que miden el tiempo invertido por cada proceso en la lectura, as´ı como el tiempo
de ejecucio´n del programa. Para ello se hizo uso de la funcio´n SYSTEM CLOCK. El co´digo
fuente de dicho programa esta´ disponible en el Ape´ndice C.1.
Como entrada al programa se eligio´ un fichero de taman˜o considerable (2.3 GB apro-
ximadamente), ya que los ficheros de entrada de HYSPLIT suelen ser bastantes grandes
debido a la naturaleza de los datos que contienen. As´ı, se podr´ıa simular de forma ma´s real
el problema. La ma´quina utilizada para el desarrollo de este experimento fue el cluster de
AEMET. Este cluster es un sistema Beowulf, el cual se caracteriza por estar dedicado al
procesamiento en paralelo y construido a partir de hardware esta´ndar. Ejecuta un sistema
operativo de libre distribucio´n (Linux), y se interconecta mediante una red privada de gran
velocidad. El software que se ejecuta de forma paralela hace uso de la librer´ıa MPI para las
comunicaciones. Se compone de un total de cinco nodos (siguiendo el paradigma maestro-
esclavo). El nodo maestro controla todo el cluster y comparte un sistema de ficheros (NFS)
con los nodos esclavos. Tambie´n es la consola del cluster y su conexio´n al exterior. Los
esclavos no tienen teclado ni monitor y son accesibles so´lo a trave´s de login remoto. El
cluster no es homoge´neo y cada uno de sus nodos son identificados como: jet0 (maestro),
jet1, jet2, jet3 y jet4 (esclavos). Los nodos jet0, jet1 y jet2 disponen cada uno de un
procesador de cuatro nu´cleos Intel Quad Core de 2.40 GHz y memoria de 4 GB. Los nodos
jet3 y jet4 cuentan con un procesador de cuatro nu´cleos Intel Quad Core de 2.50 GHz y
8 GB de memoria.
El experimento consistio´ en ejecutar el programa implementado y obtener los tiempos
de ejecucio´n y lectura realizando ejecuciones en secuencial y en paralelo con 1, 2, 4, 8, 12
y 16 procesadores.
Los resultados obtenidos pueden verse en la Tabla 3.6. En ella se representa el tiempo
de lectura invertido por cada uno de los procesos en cada ejecucio´n en paralelo, as´ı como el
tiempo de ejecucio´n total. Tambie´n se indica el tiempo de lectura y ejecucio´n en la versio´n
secuencial. Como se observa, los tiempos de la ejecucio´n en secuencial y en paralelo con
un u´nico procesador son pra´cticamente los mismos, como era de esperar. Sin embargo,
se aprecia como el tiempo de ejecucio´n (y consecuentemente, de lectura) se incrementa
a medida que el nu´mero de procesadores aumenta. Cabe destacar el gran “salto” que se
establece en tiempo de ejecucio´n cuando se pasa de dos a cuatro procesadores, siendo e´ste
u´ltimo casi diez veces superior al tiempo de ejecucio´n con dos procesadores. En la ejecucio´n
con ocho procesadores tambie´n se aprecia un incremento del tiempo de ejecucio´n, pero en
este caso menor que el anterior. A partir de ocho procesadores, parece que el tiempo de
ejecucio´n se mantiene y se estabiliza en torno al valor de 1800 segundos. Claramente no
se cumple la ecuacio´n 3.1.
Tambie´n se observa en los resultados que en una misma ejecucio´n, algunos procesos
emplean ma´s tiempo en la lectura que otros. Esto se pone de manifiesto en las ejecuciones
usando ocho o ma´s procesadores. En el caso de la ejecucio´n realizada con ocho proce-
sadores, los procesos del 0 al 3 emplean unos 1293 segundos en la lectura, mientras que
los procesos con identificador del 4 al 7 invierten uno 1750 segundos (ma´s de 450 segundos
de diferencia). Esto puede deberse a que los procesos, en su lucha por acceder al recurso,
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Nu´mero de ID del Tiempo de Tiempo de
procesadores proceso lectura (seg) ejecucio´n (seg)
Secuencial 88.14293000 88.14330000
1 0 89.28270000 89.28290000
2
0 120.6380000
122.7180000
1 121.7112000
4
0 1284.657800
1285.669400
1 1284.164300
2 1284.499200
3 1284.182000
8
0 1293.498600
1752.545300
1 1293.091700
2 1292.623200
3 1292.977500
4 1751.435100
5 1750.693200
6 1750.964800
7 1749.872900
12
0 1284.600100
1771.844400
1 1284.172300
2 1283.329900
3 1284.152700
4 1752.155100
5 1752.506600
6 1753.548400
7 1753.489500
8 1770.753000
9 1767.845100
10 1766.944500
11 1770.350600
16
0 1304.665000
1802.80260
1 1305.706200
2 1306.017700
3 1305.639400
4 1745.345700
5 1745.372700
6 1745.847900
7 1744.825000
8 1801.705600
9 1799.568600
10 1797.864200
11 1799.545300
12 1376.046500
13 1375.533000
14 1375.561400
15 1375.840400
Tabla 3.6: Tiempos de lectura y ejecucio´n del programa de lectura paralela
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provocan que unos acaben ma´s tarde la lectura que otros. Por otro lado, cabe destacar la
ralentizacio´n que sufre el programa paralelo: la ejecucio´n en secuencial tarda en torno a
90 segundos, mientras que con 16 procesadores unos 1800 segundos. Esto implica que la
lectura de un fichero en paralelo con 16 procesadores tarde 20 veces ma´s que la lectura del
fichero en secuencial. Estableciendo analog´ıas con respecto al comportamiento de la ver-
sio´n paralela del modelo de concentraciones (hymodelm), estos resultados podr´ıan reflejar
las causas por las que dicho programa no escala adecuadamente.
El “salto” que se aprecia entre el tiempo de ejecucio´n de dos a cuatro procesadores hizo
pensar que probablemente, el taman˜o del fichero de lectura influye en los resultados, ya
que pudo haberse realizado un swapping debido a la limitacio´n de memoria de los nodos.
El espacio de memoria de intercambio o swap, es lo que se conoce como memoria virtual.
La diferencia entre la memoria real y la virtual es que esta u´ltima utiliza espacio en el
disco duro en lugar de un mo´dulo de memoria. Cuando la memoria real se agota, el sistema
copia parte del contenido de e´sta directamente en este espacio de memoria de intercambio
a fin de poder realizar otras tareas. El swapping con disco consume demasiado tiempo de
acceso y transferencia, con lo que se penso´ que probablemente esto podr´ıa ser lo que estaba
ocurriendo a partir de las ejecuciones con cuatro procesadores. Por otro lado, observando
las caracter´ısticas de los nodos del cluster utilizado, se ve que no son homoge´neos y que
la memoria de la cual disponen var´ıa, as´ı que cab´ıa la posibilidad de que esto tambie´n
estuviera influyendo. Con el fin de averiguarlo, se inicio´ un nuevo experimento, el cual se
explica con detalle en la siguiente seccio´n.
3.2.4. Lectura paralela (nodos homoge´neos)
Este experimento consistio´ en ejecutar el mismo programa utilizado en el experimento
anterior, pero so´lo sobre nodos homoge´neos, es decir, con el mismo procesador y canti-
dad de memoria diponible. Con esto se prentend´ıa averiguar cua´l es la causa de la gran
diferencia (hasta diez veces ma´s) entre los tiempos de ejecucio´n obtenidos con la ejecu-
cio´n del programa paralelo con dos y cuatro procesadores, respectivamente. Se penso´ que
este feno´meno podr´ıa deberse a que se realiza un swapping con disco, el cual consume un
tiempo significativo. De ser as´ı los resultados cambiar´ıan respecto a los obtenidos en el
experimento anterior. Asimismo, tambie´n se comprobo´ si en este caso tampoco se cumple
la ecuacio´n 3.1.
Para la realizacio´n de este experimento se hizo uso del cluster de AEMET, cuyas carac-
ter´ısticas se explican en la seccio´n 3.2.3 y como entrada al programa se eligieron ficheros de
taman˜os distintos: 1 GB, 2 GB, 4 GB y 8 GB. Se seleccionaron estos taman˜os basa´ndose
en la memoria disponible en cada nodo, con el fin de determinar si se estaba realizando
swapping. El taman˜o ma´ximo de los ficheros que se emplearon en las ejecuciones sobre los
nodos jet1 y jet2 es de 4 GB, debido a que coincide con el taman˜o de la memoria de la
que disponen. Por esta misma razo´n, se eligio´ un fichero de hasta 8 GB para las pruebas
realizadas con los nodos jet3 y jet4.
El experimento consistio´ en la realizacio´n de varias ejecuciones del programa de lectura
paralela utilizado en el experimento anterior (disponible en el Ape´ndice C.1), haciendo uso
exclusivo de nodos homoge´neos y tomando como entrada ficheros de distintos taman˜os.
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Las caracter´ısticas de las pruebas realizadas se indican a continuacio´n:
Ejecucio´n en secuencial con un fichero de entrada de 1 GB, 2 GB, 4 GB y 8 GB,
respectivamente.
Ejecucio´n en paralelo con 1, 2, 4 y 8 procesadores usando los nodos:
• jet1 y jet2, con un fichero de entrada de 1 GB, 2 GB y 4 GB, respectivamente.
• jet3 y jet4, con un fichero de entrada de 1 GB, 2 GB, 4 GB y 8 GB, respecti-
vamente.
Los resultados obtenidos se muestran en las Tablas 3.7 a la 3.13. En las Tablas 3.7, 3.8
y 3.9 se presentan el tiempo de lectura empleado por cada proceso y el tiempo de ejecucio´n
total ejecutando el programa con 1, 2, 4 y 8 procesadores sobre los nodos jet1 y jet2. Como
entrada se empleo´ un fichero de 1 GB, 2 GB y 4 GB, respectivamente. Tambie´n se indican
los tiempos asociados a la ejecucio´n del programa en secuencial. En estas tablas se puede
observar co´mo se sigue produciendo un “salto” respecto al valor del tiempo de ejecucio´n,
entre las ejecuciones del programa en paralelo con dos y cuatro procesadores. Esto ocurre
en el caso del fichero de entrada de 1 GB, de 2GB y de 4 GB. Parece ser que no se
esta´ realizando swapping a disco, ya que si no, no se obtendr´ıan estos mismos resultados
para los tres taman˜os de los ficheros de entrada y menos au´n para los de menor taman˜o. Por
otro lado, se observa que en la lectura en secuencial del fichero de 1 GB se emplean 49.356
segundos, en el de 2 GB un total de 97.724 segundos y en fichero de 4 GB se invierten
197.32 segundos. Analizando estos valores se aprecia que existe una relacio´n lineal entre
los tiempos de lectura en secuencial obtenidos en funcio´n del taman˜o de los ficheros. Esta
linealidad tambie´n se aprecia en los tiempos asociados a la lectura paralela, dependiendo
adema´s, del nu´mero de procesadores, de forma que, aproximadamente se cumple:
Tp,n ≃ Tp,1 ∗ n (3.2)
donde Tp,n es el tiempo de lectura en paralelo por p procesadores de un fichero de n GB,
Tp,1 es el tiempo de lectura en paralelo por p procesadores de un fichero de 1 GB y n es
el taman˜o en GB del fichero le´ıdo.
En las Tablas 3.10 a la 3.13 se presentan el tiempo de lectura empleado por cada proceso
y el tiempo de ejecucio´n total ejecutando el programa con 1, 2, 4 y 8 procesadores sobre los
nodos jet3 y jet4. Tambie´n se indican los tiempos asociados a la ejecucio´n del programa
en secuencial. Como entrada se tomo´ un fichero de 1 GB, 2 GB, 4 GB y 8 GB. Se observan
resultados ana´logos a los obtenidos con las ejecuciones sobre los nodos jet1 y jet2 : se
cumple la relacio´n lineal 3.2 y se aprecia un “salto” en el valor de los tiempos entre la
ejecucio´n con dos a cuatro procesadores. En este caso, tampoco parece que la causa de esta
diferencia sea la realizacio´n de un swapping, ya que se tienen los mismos resultados con
todos los ficheros de entrada (independientemente de su taman˜o) y no deber´ıa presentarse
el “salto” en los tiempos obtenidos con ficheros de entrada de pequen˜o taman˜o (como
1 GB y 2 GB).
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Nu´mero de ID del Tiempo de Tiempo de
procesadores proceso lectura (seg) ejecucio´n (seg)
Secuencial 49.3562000 49.3563000
1 0 67.8825000 67.8883000
2
0 58.4760000
59.4826000
1 58.3792000
4
0 734.6797000
736.4299000
1 735.2743000
2 735.4190000
3 735.3565000
8
0 721.5606000
722.6976000
1 721.1490000
2 721.1328000
3 721.2192000
4 685.1576000
5 685.1537000
6 685.1579000
7 685.1569000
Tabla 3.7: Tiempos de lectura y ejecucio´n con fichero de 1 GB (jet1 y jet2 )
Nu´mero de ID del Tiempo de Tiempo de
procesadores proceso lectura (seg) ejecucio´n (seg)
Secuencial 97.7240000 97.7241000
1 0 133.2673000 133.2834000
2
0 123.4058000
124.4146000
1 123.1062000
4
0 1472.7749000
1474.8585000
1 1472.9618000
2 1473.8470000
3 1473.6140000
8
0 1444.3860000
1446.1312000
1 1444.7179000
2 1445.0345000
3 1443.5583000
4 1382.4037000
5 1382.4052000
6 1382.4052000
7 1382.4046000
Tabla 3.8: Tiempos de lectura y ejecucio´n con fichero de 2 GB (jet1 y jet2 )
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Nu´mero de ID del Tiempo de Tiempo de
procesadores proceso lectura (seg) ejecucio´n (seg)
Secuencial 197.3269000 197.3271000
1 0 234.9417000 234.9616000
2
0 248.5361000
249.5497000
1 248.5421000
4
0 2951.2020000
2952.2544000
1 2951.1952000
2 2951.2225000
3 2951.2295000
8
0 2932.8305000
2933.8698000
1 2932.8155000
2 2932.8252000
3 2932.8228000
4 2800.5496000
5 2800.5498000
6 2800.5474000
7 2800.5494000
Tabla 3.9: Tiempos de lectura y ejecucio´n con fichero de 4 GB (jet1 y jet2 )
Nu´mero de ID del Tiempo de Tiempo de
procesadores proceso lectura (seg) ejecucio´n (seg)
Secuencial 49.3562000 49.3563000
1 0 66.0460000 66.0698000
2
0 58.4517000
59.4601000
1 58.0688000
4
0 923.4110000
924.4229000
1 923.0592000
2 921.8099000
3 923.3265000
8
0 906.4154000
912.6326000
1 910.5585000
2 910.4687000
3 910.0757000
4 910.4502000
5 910.2034000
6 910.4299000
7 910.4059000
Tabla 3.10: Tiempos de lectura y ejecucio´n con fichero de 1 GB (jet3 y jet4 )
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Nu´mero de ID del Tiempo de Tiempo de
procesadores proceso lectura (seg) ejecucio´n (seg)
Secuencial 97.7240000 97.7241000
1 0 126.2196000 126.2258000
2
0 114.1108000
116.1206000
1 115.1122000
4
0 1838.1686000
1839.3688000
1 1837.3313000
2 1838.3564000
3 1837.8670000
8
0 1847.5104000
1854.5153000
1 1847.7081000
2 1846.6397000
3 1847.5314000
4 1852.4111000
5 1852.4886000
6 1852.3529000
7 1852.1756000
Tabla 3.11: Tiempos de lectura y ejecucio´n con fichero de 2 GB (jet3 y jet4 )
Nu´mero de ID del Tiempo de Tiempo de
procesadores proceso lectura (seg) ejecucio´n (seg)
Secuencial 197.3269000 197.3271000
1 0 263.8379000 263.8443000
2
0 227.6209000
230.1590000
1 229.1509000
4
0 3632.8609000
3634.9661000
1 3631.7540000
2 3627.2286000
3 3633.9541000
8
0 3703.1164000
3705.1887000
1 3703.1110000
2 3703.1206000
3 3703.1017000
4 3695.8500000
5 3695.8197000
6 3695.8095000
7 3695.8379000
Tabla 3.12: Tiempos de lectura y ejecucio´n con fichero de 4 GB (jet3 y jet4 )
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Nu´mero de ID del Tiempo de Tiempo de
procesadores proceso lectura (seg) ejecucio´n (seg)
Secuencial 394.4895000 394.4897000
1 0 523.756000 523.8085000
2
0 592.8527000
593.8085000
1 592.8527000
4
0 7375.6469000
7376.7405000
1 7375.6510000
2 7375.6514000
3 7375.6403000
8
0 7486.1931000
7488.3162000
1 7486.1979000
2 7486.1935000
3 7486.1967000
4 7267.8345000
5 7267.4478000
6 7267.7941000
7 7267.8151000
Tabla 3.13: Tiempos de lectura y ejecucio´n con fichero de 8 GB (jet3 y jet4 )
Por otro lado, se observa que, en todas las tablas, tanto en las ejecuciones sobre jet1
y jet2 como en las de jet3 y jet4, a partir de cuatro procesadores, se produce un incre-
mento del tiempo de lectura en paralelo diez veces superior al tiempo de lectura con dos
procesadores:
Tp,n > 10 ∗ T2,n siendo p > 4 (3.3)
donde Tp,n es el tiempo de lectura en paralelo por p procesadores de un fichero de n GB,
T2,n es el tiempo de lectura en paralelo por dos procesadores de un fichero de n GB y n
es el taman˜o en GB del fichero le´ıdo.
Comparando las tablas correspondientes a este y al anterior experimento se puede
apreciar que en ningu´n caso se cumple la ecuacio´n 3.1 y que existen muchas similitudes
entre los resultados obtenidos. Esto indica que la ejecucio´n sobre nodos homoge´neos y
heteroge´neos parece no influir significativamente sobre el tiempo invertido en la lectura y
que la idea de que se esta´ realizando swapping a disco debe ser descartada.
3.2.5. Lectura secuencial y broadcast
En el experimento anterior se comprobo´ que el swapping no es la causa de la gran
diferencia de tiempos entre ejecuciones con dos y cuatro procesadores. Teniendo en cuenta
que el cluster utiliza NFS, una posible explicacio´n a este feno´meno es que se debe a la
ralentizacio´n producida por la competicio´n de los procesos al intentar acceder a un mismo
recurso de forma simulta´nea. Como so´lo se permite el acceso de un u´nico proceso a la vez
al recurso, el sistema debe realizar la gestio´n correspondiente, lo que hace incrementar el
tiempo de lectura a medida que se involucra a un mayor nu´mero de procesos. Una posible
solucio´n a este problema es que tan so´lo uno de los procesos acceda al fichero, lea los datos
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del mismo y posteriormente los env´ıe al resto de procesadores. Este tipo de comunicacio´n
colectiva entre procesos se denomina broadcast.
Se decidio´ implementar un programa que realizara la lectura de la forma anteriormente
explicada con el fin de estudiar su comportamiento. Para ello, se hizo uso de la rutina que
provee MPI [58] para realizar broadcast : MPI BROADCAST. Se modifico´ el programa utilizado
en los anteriores experimentos para que fuera un u´nico proceso el que leyera la informacio´n
y fuera almacena´ndola en un buffer y envia´ndola al resto de procesos mediante sucesivas
llamadas a MPI BROADCAST. El co´digo fuente de este programa puede consultarse en el
Ape´ndice C.2. Como adema´s, se quer´ıa comprobar si el buffer de lectura utilizado pod´ıa
influir en los tiempos de lectura, se utilizaron distintos taman˜os.
Como entrada al programa se eligio´ un fichero de 2,3 GB y las ejecuciones se realizaron
sobre el cluster de AEMET (el mismo utilizado en los dos experimentos anteriores). El
experimento consistio´ en medir el tiempo de ejecucio´n y lectura en los siguientes casos:
Ejecucio´n del programa en secuencial.
Ejecucio´n del programa en paralelo (con 1, 2, 4, 8, 12 y 16 procesadores) variando
el taman˜o del buffer de lectura en 8 KB, 512 KB, 32 MB y 512 MB.
Los resultados obtenidos esta´n disponibles en las Tablas 3.14, 3.15, 3.16 y 3.17. En
todas ellas se indica el tiempo de lectura invertido por cada uno de los procesos en una
ejecucio´n del programa en paralelo con 1, 2, 4, 8, 12 y 16 procesadores, as´ı como el tiempo
de ejecucio´n total. Tambie´n se muestran los tiempos de la ejecucio´n en secuencial.
En la Tabla 3.14 se observa como no existe ninguna diferencia especialmente notable
entre el tiempo de ejecucio´n con dos procesadores y el correspondiente al de cuatro proce-
sadores (apenas unos tres segundos). Por tanto, ya no aparece ese “salto” que se produc´ıa
en los experimentos anteriores. La mayor diferencia se establece a partir de ejecuciones
con ma´s de ocho procesadores, incrementa´ndose el tiempo de lectura en torno a 25 se-
gundos, siendo este valor poco significativo. De hecho, el mayor tiempo obtenido, en la
ejecucio´n en paralelo con 16 procesadores, llega tan so´lo a 179 segundos. Por otro lado, si
comparamos, por ejemplo, el tiempo de ejecucio´n obtenido con ocho procesadores en este
y el anterior experimento, a trave´s de las Tablas 3.14 y 3.11, respectivamente, se observa
que hay una diferencia considerable. En el presente experimento se invierten 131 segundos
mientras que en el anterior 1854 segundos. Estos resultados se obtienen en la lectura de
un fichero de taman˜o similar (unos 2 GB) y refleja que el programa que implementa la
lectura secuencial y luego un env´ıo broadcast es ma´s eficiente que el que realiza la lectura
en paralelo.
En las Tablas 3.15 y 3.16 se presentan unos resultados muy similares a los de la
Tabla 3.14, a pesar de que se utilizan buffers de env´ıo de mayor taman˜o, en este caso
de 512 KB y 32 MB, respectivamente. El tiempo de lectura se incrementa muy poco a
medida que aumenta el nu´mero de procesadores no llegando a alcanzar, en ninguno de los
casos, los 180 segundos.
En la Tabla 3.17 se indican los tiempos de lectura y ejecucio´n usando un buffer de env´ıo
de datos de 512 MB. Estos tiempos son ligeramente mayores a las correspondientes ejecu-
ciones mostradas anteriormente (con buffer de menor taman˜o) llegando a alcanzar como
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Nu´mero de ID del Tiempo de Tiempo de
procesadores proceso lectura (seg) ejecucio´n (seg)
Secuencial 117.9923000 117.9923000
1 0 118.1943000 118.1943000
2
0 118.3028000
119.3103000
1 118.3027000
4
0 121.5239000
122.5352000
1 121.5241000
2 121.5239000
3 121.5239000
8
0 129.7724000
131.4328000
1 129.7724000
2 129.7724000
3 129.7727000
4 129.7731000
5 129.7729000
6 129.7728000
7 129.7730000
12
0 154.7102000
156.1014000
1 154.7102000
2 154.7102000
3 154.8994000
4 154.8995000
5 154.7109000
6 154.7108000
7 154.8996000
8 154.8946000
9 154.7070000
10 154.7068000
11 154.8943000
16
0 177.1538000
179.1674000
1 177.1539000
2 177.1540000
3 177.1538000
4 177.1459000
5 177.1458000
6 177.1455000
7 177.1454000
8 177.1518000
9 177.1514000
10 177.1513000
11 177.1516000
12 177.1526000
13 177.1522000
14 177.1522000
15 177.1528000
Tabla 3.14: Tiempos de lectura y ejecucio´n con buffer de 8 KB
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Nu´mero de ID del Tiempo de Tiempo de
procesadores proceso lectura (seg) ejecucio´n (seg)
Secuencial 118.0125000 118.0125000
1 0 117.1299000 117.1299000
2
0 117.0241000
118.0406000
1 117.0241000
4
0 119.9443000
121.0375000
1 119.9443000
2 119.9443000
3 119.9442000
8
0 148.8928000
150.1387000
1 148.8930000
2 148.8930000
3 148.8992000
4 148.9000000
5 148.8989000
6 148.8988000
7 148.8996000
12
0 156.4036000
157.4486000
1 156.4021000
2 156.4019000
3 156.4272000
4 156.4257000
5 156.4130000
6 156.4129000
7 156.4237000
8 156.4119000
9 156.4061000
10 156.4060000
11 156.4013000
16
0 174.1313000
176.1996000
1 174.1314000
2 174.1313000
3 174.1313000
4 174.1336000
5 174.1335000
6 174.1335000
7 174.1336000
8 174.1296000
9 174.1297000
10 174.1296000
11 174.1295000
12 174.1318000
13 174.1318000
14 174.1318000
15 174.1318000
Tabla 3.15: Tiempos de lectura y ejecucio´n con buffer de 512 KB
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Nu´mero de ID del Tiempo de Tiempo de
procesadores proceso lectura (seg) ejecucio´n (seg)
Secuencial 119.0833000 119.0833000
1 0 119.8397000 119.8397000
2
0 120.6098000
121.6175000
1 120.6098000
4
0 122.2506000
123.2628000
1 122.2507000
2 122.2509000
3 122.2510000
8
0 153.3357000
154.3776000
1 153.3392000
2 153.3428000
3 153.3465000
4 153.3489000
5 153.3490000
6 153.3491000
7 153.3491000
12
0 171.4759000
172.5274000
1 171.4821000
2 171.4884000
3 171.4945000
4 171.4976000
5 171.4978000
6 171.4978000
7 171.4982000
8 171.4941000
9 171.4944000
10 171.4946000
11 171.4945000
16
0 177.4703000
178.5361000
1 177.4764000
2 177.4824000
3 177.4887000
4 177.4919000
5 177.4921000
6 177.4921000
7 177.4925000
8 177.4881000
9 177.4884000
10 177.4884000
11 177.4886000
12 177.4921000
13 177.4922000
14 177.4925000
15 177.4924000
Tabla 3.16: Tiempos de lectura y ejecucio´n con buffer de 32 MB
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Nu´mero de ID del Tiempo de Tiempo de
procesadores proceso lectura (seg) ejecucio´n (seg)
Secuencial 117.8132000 117.8132000
1 0 117.9289000 117.9289000
2
0 119.7791000
120.7861000
1 119.7790000
4
0 125.8375000
126.8557000
1 125.8375000
2 125.8377000
3 125.8376000
8
0 168.8620000
169.9308000
1 168.8658000
2 168.8693000
3 168.8743000
4 168.8763000
5 168.8765000
6 168.8766000
7 168.8765000
12
0 197.6539000
198.7517000
1 197.6600000
2 197.6662000
3 197.6723000
4 197.6752000
5 197.6754000
6 197.6755000
7 197.6760000
8 197.6710000
9 197.6713000
10 197.6714000
11 197.6713000
16
0 197.3816000
199.4738000
1 197.3876000
2 197.3936000
3 197.3996000
4 197.4026000
5 197.4028000
6 197.4031000
7 197.4047000
8 197.3999000
9 197.4000000
10 197.4001000
11 197.4004000
12 197.4042000
13 197.4043000
14 197.4045000
15 197.4044000
Tabla 3.17: Tiempos de lectura y ejecucio´n con buffer de 512 MB
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ma´ximo 199 segundos con 16 procesadores. Au´n as´ı, sigue siendo un tiempo much´ısimo
menor que el obtenido en el experimento anterior bajo ficheros de entrada de similar
taman˜o.
A partir de los resultados de este experimento se concluye que, en general, el taman˜o
del buffer de env´ıo no supone una ralentizacio´n importante de las comunicaciones entre
los procesos para obtener los datos le´ıdos por el proceso maestro. Por lo que, en principio,
el coste asociado al env´ıo de datos es aproximadamente equivalente en todos los casos.
Asimismo, se observa que el tiempo de lectura aumenta ligeramente con el nu´mero de
procesadores. Sin embargo, este incremento es, comparado con el obtenido con el progra-
ma de lectura paralela, much´ısimo menor. Todo esto pone de manifiesto que la lectura
secuencial de un fichero y el posterior env´ıo broadcast de los datos se podr´ıa presentar
como una posible solucio´n al problema planteado en el presente proyecto.
3.2.6. Lectura secuencial y broadcast con acceso a datos
En el experimento anterior se comprobo´ que, con respecto a la lectura paralela, se
produce una considerable reduccio´n del tiempo de lectura cuando e´sta se realiza por un
u´nico proceso que comunica luego los datos le´ıdos al resto de procesos. Sin embargo, fue
necesario realizar otro tipo de comprobaciones antes de proponer esto como solucio´n como,
por ejemplo, estudiar el comportamiento del programa utilizado en el experimento previo
si adema´s, se realiza un acceso a los datos. Para ello, se modifico´ el programa anterior
con el fin de que todos los procesos hicieran un acceso a los datos le´ıdos. Los cambios
introducidos dieron lugar a un nuevo programa cuyo co´digo fuente esta´ disponible en el
Ape´ndice C.3.
Como fichero de entrada al programa se uso´ el del experimento de la seccio´n 3.2.5.
Adema´s, las ejecuciones se realizaron sobre la misma ma´quina y con ide´nticos supuestos
en cuanto a nu´mero de procesadores y taman˜o de buffers.
Los resultados obtenidos usando un buffer de taman˜o 8 KB, 512 KB, 32 MB y 512 MB
se presentan en las Tablas 3.18, 3.19, 3.20 y 3.21, respectivamente. En todas ellas se
indica el tiempo de lectura invertido por cada uno de los procesos en una ejecucio´n del
programa paralelo con 1, 2, 4, 8, 12 y 16 procesadores, as´ı como el tiempo de ejecucio´n
total. Tambie´n se muestran los tiempos de la ejecucio´n en secuencial.
Si comparamos la Tabla 3.18 con la Tabla 3.14 del experimento anterior, se aprecia
que los resultados son pra´cticamente iguales, tanto los tiempos de ejecucio´n como los de
lectura, para todas las ejecuciones realizadas sobre distinto nu´mero de procesadores. Los
mismo ocurre con las Tablas 3.19, 3.20 y 3.21, lo que indica que el acceso a los datos
le´ıdos no implica un aumento del tiempo de lectura. En las ejecuciones donde se utilizaba
un buffer de env´ıo de 512 MB es donde se presento´ mayor tiempo de ejecucio´n, llegando
a los 206 segundos con 16 procesadores, tal como se observa en la Tabla 3.21. Au´n as´ı,
este tiempo sigue siendo muy inferior a los obtenidos en los experimentos mostrados en
las secciones 3.2.3 y 3.2.4 donde se hac´ıa una lectura en paralelo. En general, los tiem-
pos reflejan un buen comportamiento del programa a medida que se aumenta el nu´mero
de procesadores con que se ejecuta, no producie´ndose ningu´n “salto” significativo como
ocurrio´ en casos anteriores.
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Nu´mero de ID del Tiempo de Tiempo de
procesadores proceso lectura (seg) ejecucio´n (seg)
Secuencial 119.9661000 119.9661000
1 0 121.9577000 121.9632000
2
0 119.2695000
120.2774000
1 119.2696000
4
0 120.2926000
121.3035000
1 120.2926000
2 120.2927000
3 120.2925000
8
0 130.9667000
132.0492000
1 130.9669000
2 130.9669000
3 130.9672000
4 130.9676000
5 130.9672000
6 130.9673000
7 130.9674000
12
0 159.4228000
160.4549000
1 159.4230000
2 159.4230000
3 159.1912000
4 159.1914000
5 159.4236000
6 159.4235000
7 159.1915000
8 159.1857000
9 159.4194000
10 159.4193000
11 159.1855000
16
0 179.2722000
180.9149000
1 179.2729000
2 179.2729000
3 179.4466000
4 179.4473000
5 179.2734000
6 179.2733000
7 179.4472000
8 179.4392000
9 179.2695000
10 179.2695000
11 179.4389000
12 179.4423000
13 179.2718000
14 179.2718000
15 179.4422000
Tabla 3.18: Tiempos de lectura y ejecucio´n con buffer de 8 KB
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Nu´mero de ID del Tiempo de Tiempo de
procesadores proceso lectura (seg) ejecucio´n (seg)
Secuencial 117.9836000 117.9836000
1 0 118.1122000 118.1177000
2
0 116.6868000
117.7015000
1 116.6940000
4
0 117.7881000
118.8066000
1 117.7953000
2 117.7952000
3 117.7952000
8
0 154.7306000
155.799000
1 154.7250000
2 154.7249000
3 154.7413000
4 154.7431000
5 154.7319000
6 154.7325000
7 154.7436000
12
0 159.5136000
160.5928000
1 159.5186000
2 159.5184000
3 159.5339000
4 159.5335000
5 159.5351000
6 159.5351000
7 159.5324000
8 159.5164000
9 159.5276000
10 159.5276000
11 159.5166000
16
0 176.6606000
178.7409000
1 176.6678000
2 176.6684000
3 176.6677000
4 176.6706000
5 176.6699000
6 176.6698000
7 176.6699000
8 176.6658000
9 176.6657000
10 176.6658000
11 176.6657000
12 176.6681000
13 176.6681000
14 176.6681000
15 176.6681000
Tabla 3.19: Tiempos de lectura y ejecucio´n con buffer de 512 KB
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Nu´mero de ID del Tiempo de Tiempo de
procesadores proceso lectura (seg) ejecucio´n (seg)
Secuencial 118.0712000 118.0712000
1 0 117.0057000 117.0112000
2
0 119.8267000
121.2978000
1 120.2900000
4
0 121.8385000
123.3153000
1 122.3030000
2 122.3032000
3 122.3030000
8
0 149.1183000
150.6503000
1 149.5870000
2 149.5899000
3 149.5936000
4 149.5954000
5 149.5956000
6 149.5955000
7 149.5949000
12
0 170.6141000
172.1570000
1 171.0868000
2 171.0905000
3 171.0966000
4 171.1003000
5 171.0995000
6 171.0997000
7 171.1001000
8 171.0836000
9 171.0852000
10 171.0809000
11 171.0842000
16
0 170.7631000
173.4654000
1 171.4006000
2 171.2396000
3 171.2458000
4 171.2498000
5 171.2492000
6 171.2490000
7 171.2491000
8 171.2330000
9 171.2317000
10 171.2407000
11 171.2351000
12 171.2343000
13 171.2361000
14 171.2372000
15 171.2369000
Tabla 3.20: Tiempos de lectura y ejecucio´n con buffer de 32 MB
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Nu´mero de ID del Tiempo de Tiempo de
procesadores proceso lectura (seg) ejecucio´n (seg)
Secuencial 118.0949000 118.0949000
1 0 118.5320000 118.5377000
2
0 127.5199000
129.9913000
1 128.9838000
4
0 131.3997000
132.8427000
1 131.8252000
2 131.8302000
3 131.8295000
8
0 175.2645000
179.4359000
1 175.6975000
2 175.7022000
3 175.7030000
4 175.7041000
5 175.3822000
6 175.7042000
7 175.7044000
12
0 194.1035000
195.6128000
1 194.5402000
2 194.5431000
3 194.5471000
4 194.5518000
5 194.5525000
6 194.5539000
7 194.5534000
8 194.3494000
9 194.3204000
10 194.3171000
11 194.4716000
16
0 203.7826000
206.2952000
1 204.2181000
2 204.2193000
3 204.2307000
4 204.2313000
5 204.2292000
6 204.2276000
7 204.2316000
8 203.9728000
9 204.0008000
10 204.0046000
11 204.2078000
12 204.0059000
13 203.9889000
14 204.0499000
15 204.0102000
Tabla 3.21: Tiempos de lectura y ejecucio´n con buffer de 512 MB
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Se concluyo´ que una posible solucio´n al problema de escalabilidad que presenta hymodelm
es la implementacio´n de la lectura de los datos de entrada en secuencial y el env´ıo de datos
mediante broadcast, ya que de forma experimental, se han obtenido excelentes resultados.
En el siguiente cap´ıtulo se abordan los temas relacionados con la implementacio´n de la
solucio´n propuesta.
Cap´ıtulo 4
Paralelizacio´n de la obtencio´n de
datos de entrada
En base a los estudios y experimentos realizados se ha propuesto una solucio´n a la
ralentizacio´n que se produce en la versio´n paralela del modelo de concentraciones a medida
que el nu´mero de procesadores con que se ejecuta aumenta. La solucio´n consiste en la
obtencio´n de los datos de entrada por parte de un u´nico proceso, el cual se encarga de
enviar los datos le´ıdos al resto de procesadores (broadcast). A continuacio´n, se explica
co´mo se llevo´ a cabo su implementacio´n, as´ı como los pasos seguidos para la validacio´n de
la misma.
4.1. Implementacio´n
Para la implementacio´n de la solucio´n fue necesario, en primer lugar, determinar cada
una de las variables que almacenan los datos de entrada y elegir el tipo de broadcast ma´s
apropiado. La difusio´n de datos o broadcast es un tipo de comunicacio´n colectiva definida
en MPI [66] cuyo esquema de funcionamiento se muestra en la Figura 4.1. Finalmente,
se establecio´ el nu´mero y tipo de datos adecuado para cada comunicacio´n broadcast y se
realizo´ la implementacio´n en co´digo. En esta seccio´n se describen cada uno de los pasos
indicados anteriormente.
Figura 4.1: Esquema de la comunicacio´n colectiva broadcast
73
74 Sonia Gonza´lez Cairo´s
4.1.1. Variables con los datos de entrada
El ana´lisis al que fue sometido el co´digo fuente (seccio´n 3.1) permitio´ conocer cu´al es la
rutina que realiza la lectura de los datos de entrada: METINP. Esta rutina recibe un total
de 33 argumentos entre los que se encuentran aque´llos que almacenan los datos de entrada
le´ıdos. La definicio´n de cada uno de ellos, as´ı como el prototipo de la rutina se indican a
continuacio´n:
SUBROUTINE METINP(BACK,KG,KT,KUNIT,KREC,LX1,LY1,NXS,NYS,NZS,MC,KEND, &
IFHR,ZT,DS,P0,T0,U0,V0,UF,VF,HF,RT,ZI,U,V,W,A,Q,P,E,H,X)
!-------------------------------------------------------------------------------
! Lista de argumentos
!-------------------------------------------------------------------------------
LOGICAL, INTENT(IN) :: back ! integration direction
INTEGER, INTENT(IN) :: kg ! number of active grid
INTEGER, INTENT(IN) :: kt ! number of active time
INTEGER, INTENT(IN) :: kunit ! input device unit number
INTEGER, INTENT(IN) :: krec ! record number of index record
INTEGER, INTENT(IN) :: lx1,ly1 ! lower left of subgrid FG unit
INTEGER, INTENT(IN) :: nxs,nys ! dimensions of sub-grid
INTEGER, INTENT(IN) :: nzs ! number of data levels to read
INTEGER, INTENT(INOUT) :: mc ! accumulated minutes of data read
INTEGER, INTENT(IN) :: kend ! last valid record number of file
INTEGER, INTENT(OUT) :: ifhr ! current forecast hour
REAL, INTENT(OUT) :: zt (:,:) ! terrain height
REAL, INTENT(OUT) :: ds (:,:) ! downward shortwave
REAL, INTENT(OUT) :: p0 (:,:) ! surface pressure
REAL, INTENT(OUT) :: u0 (:,:) ! low level u wind
REAL, INTENT(OUT) :: v0 (:,:) ! low level v wind
REAL, INTENT(OUT) :: t0 (:,:) ! low level temperature
REAL, INTENT(OUT) :: uf (:,:) ! u momentum flux
REAL, INTENT(OUT) :: vf (:,:) ! v momentum flux
REAL, INTENT(OUT) :: hf (:,:) ! sensible heat flux
REAL, INTENT(OUT) :: rt (:,:) ! rainfall total
REAL, INTENT(OUT) :: zi (:,:) ! mixed layer depth
REAL, INTENT(OUT) :: u (:,:,:) ! upper level u wind
REAL, INTENT(OUT) :: v (:,:,:) ! upper level v wind
REAL, INTENT(OUT) :: w (:,:,:) ! upper level w wind
REAL, INTENT(OUT) :: a (:,:,:) ! upper level temperature
REAL, INTENT(OUT) :: q (:,:,:) ! upper level moisture
REAL, INTENT(OUT) :: p (:,:,:) ! upper level pressure
REAL, INTENT(OUT) :: e (:,:,:) ! turbulent kinetic energy or v’2
REAL, INTENT(OUT) :: h (:,:,:) ! velocity variance u’2
REAL, INTENT(OUT) :: x (:,:,:) ! velocity variance w’2
Para determinar los datos que deben enviarse mediante broadcast fue necesario estudiar
la lista de para´metros de METINP. So´lo interesaba enviar el contenido de aquellas variables
cuya modificacio´n tiene efecto ma´s alla´ del a´mbito de ejecucio´n de la rutina, o lo que
es lo mismo, las que se pasan como argumento de salida (INTENT OUT) o entrada/salida
(INTENT INOUT). Por tanto, los para´metros de intere´s son: mc, zt, ds, p0, u0, v0,
t0, uf, vf, hf, rt, zi, u, v, w, a, q, p, e, h y x.
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Una vez determinados los argumentos de METINP a tener en cuenta en el broadcast, se
estudiaron las llamadas a dicha rutina con el fin de identificar las variables correspondien-
tes. METINP so´lo es llamada desde la rutina ADVPNT un total de dos veces, cada una de las
cuales se muestra a continuacio´n:
!load meteorological data according to positioning
!reads data for NZS levels
CALL METINP(BACK,KG,KT1,KUNIT1,KREC1,LX1(KG),LY1(KG),NXS(KG),NYS(KG), &
NZS,FTIME(KG,K1),KEND1,FHOUR(K1,KG),ZT(:,:,KG),DS(:,:,K1,KG), &
P0(:,:,K1,KG),T0(:,:,K1,KG),U0(:,:,K1,KG),V0(:,:,K1,KG), &
UF(:,:,K1,KG),VF(:,:,K1,KG),HF(:,:,K1,KG),RT(:,:,K1,KG),ZI(:,:,K1,KG), &
U(:,:,:,K1,KG),V(:,:,:,K1,KG),W(:,:,:,K1,KG),A(:,:,:,K1,KG), &
Q(:,:,:,K1,KG),P(:,:,:,K1,KG),E(:,:,:,K1,KG),H(:,:,:,K1,KG), &
X(:,:,:,K1,KG))
(code ...)
!load data for subgrid
CALL METINP(BACK,KG,KT2,KUNIT2,KREC2,LX1(KG),LY1(KG),NXS(KG),NYS(KG), &
NZS,FTIME(KG,K2),KEND2,FHOUR(K2,KG),ZT(:,:,KG),DS(:,:,K2,KG), &
P0(:,:,K2,KG),T0(:,:,K2,KG),U0(:,:,K2,KG),V0(:,:,K2,KG), &
UF(:,:,K2,KG),VF(:,:,K2,KG),HF(:,:,K2,KG),RT(:,:,K2,KG),ZI(:,:,K2,KG), &
U(:,:,:,K2,KG),V(:,:,:,K2,KG),W(:,:,:,K2,KG),A(:,:,:,K2,KG), &
Q(:,:,:,K2,KG),P(:,:,:,K2,KG),E(:,:,:,K2,KG),H(:,:,:,K2,KG), &
X(:,:,:,K2,KG))
Se analizaron estas llamadas y en cada una de ellas se seleccionaron aquellas varia-
bles que son pasadas como argumento de salida o de entrada/salida (como se hab´ıa es-
tablecido previamente). En ambos casos, las variables elegidas son de tipo array multi-
dimensional: FTIME, FHOUR, ZT, DS, P0, U0, V0, T0, UF, VF, HF, RT, ZI, U, V,
W, A, Q, P, E, H y X. Adema´s, en estas dos llamadas se aprecia que las u´ltimas dimen-
siones de estos arrays esta´n fijadas por alguna de las variables: K1, K2 y KG. Por ello, en
principio, se penso´ que no era necesario enviar el contenido de todos los arrays multidi-
mensionales (sino so´lo el “trozo” especificado) al realizar un env´ıo broadcast. No obstante,
analizando el co´digo fuente de la rutina METINP se descubrio´ que tambie´n se modifican
otras regiones de dichos arrays, a partir de otros datos proporcionados como argumen-
tos. Por tanto, esto hizo necesario que se tuviera que enviar el contenido de todos los
arrays multidimensionales despue´s de cada llamada a METINP para garantizar que todos
los procesos dispusieran de los mismos valores tras la realizacio´n de la lectura. Las u´nicas
excepciones fueron las variables FTIME y FHOUR donde no fue necesario enviar la totalidad
del array.
Las definiciones de las variables FHOUR y FTIME se encuentran en la rutina ADVPNT
(son variables locales), mientras que las del resto de variables se localizan en el fichero
METVAL.f, ya que son globales. A continuacio´n se listan las definiciones de todas ellas:
76 Sonia Gonza´lez Cairo´s
INTEGER, ALLOCATABLE :: fhour(:,:) ! forecast hour associated with data
INTEGER, ALLOCATABLE :: ftime(:,:) ! time of meteo data in array
REAL, ALLOCATABLE :: u (:,:,:,:,:) ! x wind (inp m/s; out grid/min)
REAL, ALLOCATABLE :: v (:,:,:,:,:) ! v wind (inp m/s; out grid/min)
REAL, ALLOCATABLE :: w (:,:,:,:,:) ! z wind (inp dp/dt; out sigma/min)
REAL, ALLOCATABLE :: a (:,:,:,:,:) ! ambient temp (deg-K)
REAL, ALLOCATABLE :: q (:,:,:,:,:) ! humid (inp rh or kg/kg; out rh/100)
REAL, ALLOCATABLE :: p (:,:,:,:,:) ! local air pressure (mb)
REAL, ALLOCATABLE :: e (:,:,:,:,:) ! input TKE (J/kg), output V’2 (m2/s2)
REAL, ALLOCATABLE :: x (:,:,:,:,:) ! vertical turbulence W’2 (m2/s2)
REAL, ALLOCATABLE :: h (:,:,:,:,:) ! horizontal turbulence U’2 (m2/s2)
REAL, ALLOCATABLE :: p0 (:,: ,:,:) ! model sfc press (mb)
REAL, ALLOCATABLE :: rt (:,: ,:,:) ! rainfall total (m)
REAL, ALLOCATABLE :: u0 (:,: ,:,:) ! low-level u horizontal wind (m/s)
REAL, ALLOCATABLE :: v0 (:,: ,:,:) ! low-level v horizontal wind (m/s)
REAL, ALLOCATABLE :: t0 (:,: ,:,:) ! low-level ambient temp (deg-K)
! u,v flux replaced by U* in prfcom
REAL, ALLOCATABLE :: uf (:,: ,:,:) ! u momentum flux (n/m2) or (kg/m2-s)
REAL, ALLOCATABLE :: vf (:,: ,:,:) ! v momentum flux (n/m2)
REAL, ALLOCATABLE :: hf (:,: ,:,:) ! sensible heat flux (w/m2)
REAL, ALLOCATABLE :: zi (:,: ,:,:) ! mixed layer depth (m)
REAL, ALLOCATABLE :: ds (:,: ,:,:) ! downward shortwave flux (w/m2)
REAL, ALLOCATABLE :: zt (:,: ,:) ! terrain elevation (m)
Como se observa, todas estas variables son arrays dina´micos, es decir, se crean y des-
truyen en tiempo de ejecucio´n y no se puede conocer su taman˜o durante la compilacio´n.
Adema´s son arrays multidimensionales (con 2, 3, 4 o incluso 5 dimensiones en este caso).
Todos almacenan elementos de tipo REAL, excepto fhour y ftime cuyos elementos son
tipo INTEGER.
Una vez localizadas las variables de intere´s en la lectura y los tipos de datos asociados,
el siguiente paso consistio´ en estudiar las caracter´ısticas del broadcast a implementar.
4.1.2. Seleccio´n del tipo de broadcast
Con el fin de determinar cua´l es el tipo de broadcast [36], [50], [57] ma´s adecuado para
la implementacio´n de la solucio´n propuesta, se estudiaron los distintos mecanismos que
provee MPI para agrupar datos en un u´nico mensaje:
Para´metro contador : permite agrupar datos que tengan el mismo tipo ba´sico en
un mismo mensaje. Para ello, dichos datos deben estar contiguos en memoria y el
para´metro contador indica el nu´mero de elementos a enviar.
Tipos de datos derivados (MPI Datatype): se crean tipos de datos en tiempo de
ejecucio´n para permitir el env´ıo, en un u´nico mensaje, de varios datos con distintos
tipos asociados y/o no contiguos en memoria.
MPI Pack/MPI Unpack: MPI Pack permite almacenar datos no contiguos en memoria
en un buffer contiguo. MPI Unpack copia los datos desde el buffer contiguo a zonas
de memoria no contiguas.
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Como pra´cticamente la totalidad de los datos a enviar esta´n almacenados en zonas
contiguas de memoria (arrays) y son del mismo tipo ba´sico, lo ma´s eficiente es usar el
para´metro contador, ya que no incluye la sobrecarga adicional provocada por llamadas a
constructores de tipos de datos derivados o llamadas a las rutinas MPI Pack/MPI Unpack.
Por tanto, la llamada a la funcio´n MPI para env´ıo de datos mediante broadcast que se
eligio´ usar en la implementacio´n es:
MPI BROADCAST(source, counter, data type, root, communicator, ierr)
donde source es un puntero al comienzo de la zona de memoria en la que se encuentran
los datos a enviar, counter indica el nu´mero de elementos a enviar (para´metro contador),
root representa el idenficador del proceso que env´ıa los datos, datatype indica tipo de
dato de los elementos a enviar, communicator es el comunicador y ierr el indicador de
error de env´ıo/recepcio´n.
Tras elegir el tipo de broadcast ma´s apropiado, se procedio´ a determinar el nu´mero de
elementos que deben enviarse en cada llamada a MPI BROADCAST.
4.1.3. Nu´mero y tipo de datos a enviar
Como se determino´ en la seccio´n 4.1.1, todas las variables que recibe METINP como
argumento que son de intere´s para el env´ıo broadcast son arrays dina´micos, as´ı que el
nu´mero de elementos que debe enviarse en cada caso viene determinado por otras variables
del programa. Por ello, fue necesario analizar el co´digo fuente con el fin de encontrar las
dimensiones de dichos arrays. Inicialmente, se buscaron llamadas a la rutina ALLOCATE, ya
que es la que permite reservar memoria para la creacio´n de un array dina´mico. Adema´s,
teniendo en cuenta que a ALLOCATE se le deben pasar como argumentos las dimensiones
del array que se desea crear en tiempo de ejecucio´n, esto permite conocer el nu´mero de
elementos que se deben enviar.
Se encontraron varias llamadas a ALLOCATE desde ADVPNT y a partir de ellas, se pudieron
determinar los valores y variables que definen las dimensiones de los arrays. Debido a que
todos los elementos a enviar son, o bien del tipo ba´sico REAL o INTEGER, el tipo de dato
ba´sico MPI asociado a cada env´ıo fue MPI REAL y MPI INTEGER, respectivamente. En la
Tabla 4.1 se presenta la relacio´n entre variables, tipos de datos y valor del para´metro
contador asociado. Las variables NXT y NXY indican el taman˜o ma´ximo de la sub-malla,
mientras que NGRD indica el nu´mero de mallas meteorolo´gicas y NLVL el nu´mero de niveles
verticales.
Variables Tipo de No de elementos a enviar
dato MPI (para´metro contador)
fhour,ftime MPI INTEGER 1
zt MPI REAL NXT*NYT*NGRD
ds,p0,u0,v0,t0,uf,vf,hf,rt,zi MPI REAL NXT*NYT*NGRD*2
u,v,w,a,q,p,e,h,x MPI REAL NXT*NYT*NGRD*2*NLVL
Tabla 4.1: Relacio´n de variables, tipo de datos y nu´mero de elementos para env´ıo broadcast
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Una vez conocidos en que´ variables se almacenan los datos le´ıdos, el nu´mero de elemen-
tos a enviar, a que´ destino y de que´ forma, tan so´lo quedaba comenzar con la codificacio´n
de la solucio´n a partir del co´digo fuente disponible. En la siguiente seccio´n se explican con
detalle cada uno de los pasos seguidos.
4.1.4. Codificacio´n
A la hora de realizar la implementacio´n de la solucio´n propuesta, se contaba con las
siguientes restricciones:
Implementar una nueva versio´n de hymodelm (denominada hymodelmb) que realice
la lectura secuencial de los datos de entrada y los correspondientes env´ıos broadcast.
Mantener en la medida de lo posible la estructura de librer´ıas y mo´dulos, as´ı como
la de los ficheros makefiles disponibles en la distribucio´n del programa.
Debido a las restricciones anteriores, antes de comenzar con la codificacio´n fue necesario
estudiar el impacto que pod´ıan tener las modificaciones que deb´ıan llevarse a cabo en
la rutina ADVPNT sobre el resto del co´digo, especialmente en el momento de realizar la
compilacio´n. Se encontraron los siguientes problemas:
Ninguna de las rutinas de HYSPLIT realiza llamadas a funciones de la librer´ıa MPI,
so´lo el programa principal.
La rutina ADVPNT que se debe modificar para implementar la lectura secuencial y
broadcast es externa y forma parte, junto con otras rutinas, de una librer´ıa dina´mica
(libhysplit.a) que se enlaza durante la compilacio´n del programa principal. Por
tanto, es necesario compilar previamente de dos formas distintas dicha rutina, una
para el co´digo original y otra para la implementacio´n MPI de la solucio´n, o bien
“separarla” del resto rutinas.
La librer´ıa mpif.h que se necesita incluir para realizar llamadas a rutinas MPI desde
ADVPNT, no la encuentra el compilador desde el directorio donde se halla dicha rutina,
con lo que se deben modificar convenientemente los ficheros makefiles.
El objetivo consistio´ en solventar todos los problemas listados anteriormente realizando
las mı´nimas modificaciones posibles sobre la distribucio´n del co´digo de HYSPLIT. Para
ello, se decidio´ mantener la librer´ıa de rutinas original y crear una nueva rutina denomina-
da ADVPNTBCAST en el fichero donde se encuentra la implementacio´n del main del modelo
de concentraciones (hymodelc.F), justo a continuacio´n de la u´ltima l´ınea del main. La
rutina ADVPNTBCAST es igual que la rutina ADVPNT, pero implementa la obtencio´n de los
datos de entrada realizando una lectura secuencial y env´ıos broadcast. Por otro lado, para
poder crear una nueva versio´n de hymodelm, fue necesario definir una directiva para el
preprocesador a la que se denomino´ BCAST. De esta forma, se puede llevar a cabo una
compilacio´n condicional del co´digo fuente para la obtencio´n de la nueva versio´n. El pseu-
doco´digo asociado a las modificaciones que se realizaron sobre el fichero hymodelc.F se
muestra a continuacio´n:
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__
| !Co´digo Main...
|
| !Asegura que el broadcast so´lo es posible con la versio´n MPI del main
| #ifdef BCAST
| #ifndef MPI
| #undef BCAST
| #endif
| #endif
|
| !Para cada llamada a ADVPNT:
|
| #ifdef BCAST
| CALL ADVPNTBCAST
| #else
| CALL ADVPNT
| #endif
|__
#ifdef BCAST
__
| !Co´digo rutina ADVPNTBCAST...
|
| !Para cada llamada a METINP:
|
| !El proceso maestro lee los datos de entrada
| IF (job_id .EQ. 0 )
| CALL METINP
| ENDIF
|
| !El proceso maestro envı´a los datos/
| !el resto de procesos recibe los datos
| CALL MPI_BCAST
| ...
|__
#endif
Tal como se aprecia, so´lo se llama a la rutina ADVPNTBCAST si se define la constante
BCAST, en caso contrario, el programa mantiene la implementacio´n de la lectura de datos
de entrada original (a trave´s de ADVPNT).
Para la implementacio´n del co´digo asociado a la nueva rutina ADVPNTBCAST, se partio´ del
co´digo fuente de la rutina ADVPNT y se an˜adio´ un nuevo para´metro job id, necesario
para identificar el proceso que debe leer los datos de entrada (proceso maestro). Adema´s,
se definieron dos nuevas variables locales SIZEA y IERR, ambas de tipo INTEGER. SIZEA
almacena el nu´mero de elementos a enviar en cada llamada a MPI BROADCAST, mientras
que IERR registra si un error ha ocurrido durante el env´ıo. Asimismo, para la correcta
compilacio´n, fue necesario registrar el prototipo de la rutina ADVPNTBCAST, as´ı como sus
para´metros, en el fichero DEFARG1.INC.
Se coloco´ una sentencia condicional rodeando a cada llamada a METINP para permitir
que so´lo el proceso maestro lea los datos de entrada. A continuacio´n de la llamada a METINP,
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se implemento´ el env´ıo broadcast de los datos le´ıdos mediante sucesivas llamadas a la
funcio´n MPI BCAST disponible en la librer´ıa MPI para FORTRAN [58]. En el Ape´ndice C.4
se puede consultar el fragmento de co´digo fuente de la rutina ADVPNTBCAST que implementa
la lectura de datos secuencial y las correspondientes comunicaciones broadcast.
Finalmente, para realizar la compilacio´n de hymodelmb se modifico´ el fichero makefile
introduciendo las siguientes l´ıneas:
all:
(...)
hymodelmb
(...)
hymodelmb : $(SRC)/hymodelc.F $(MPI) -o $@ $(PREP)-DMPI -DBCAST $(CFLAGS)
$(SRC)/hymodelc.F $(MLIB) -L$(LIB) -lhysplit $(XLIB)
(...)
clean:
rm -f hymodelmb
(...)
Como se observa, para la obtencio´n de hymodelmb es necesario definir durante la com-
pilacio´n las constantes MPI y BCAST.
4.2. Validacio´n
Una vez compilada la implementacio´n de la solucio´n propuesta, fue necesario compro-
bar la validez de la misma. Para ello se realizaron mu´ltiples ejecuciones de hymodelm y
hymodelmb con varios ficheros de entrada, diferente nu´mero de part´ıculas y distinto nu´mero
de procesadores, y se compararon las correspondientes salidas.
Para llevar a cabo las ejecuciones se utilizo´ el cluster Tegasaste. Este cluster consta de un
total de 24 nodos (denominados node1, node2,. . . y node24, respectivamente) interconec-
tados mediante una red Infiniband y ejecuta un sistema operativo de libre distribucio´n
(Linux). Los nodos utilizados para realizar las simulaciones fueron: node17, node18,. . . y
node24. Cada uno de ellos cuenta con dos procesadores Intel Xeon de 3.20 GHz y 1 GB
de memoria.
Como entrada se utilizaron varios ficheros con dominio meteorolo´gico correspondiente
a Alaska y Hawaii, obtenidos directamente desde el ftp de ARL [3]. La lista de los ficheros
que se usaron se indica en la segunda columna de la Tabla 4.2. El fichero de configuracio´n
utilizado en las simulaciones se puede consultar en el Ape´ndice B.2 y el formato general
de los ficheros de control asociados a los ficheros con datos meteorolo´gicos de Alaska y
Hawaii se muestra en el Ape´ndice A.4 y A.3, respectivamente.
La validacio´n de la implementacio´n de la solucio´n propuesta consistio´ en realizar mu´lti-
ples ejecuciones de hymodelm y hymodelmb con 1, 2, 4, 8 y 16 procesadores, comprobando
que la salida de cada simulacio´n realizada con hymodelm coincide con la correspondiente
salida de hymodelmb. Para ello se utilizaron dos me´todos:
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Comando diff [11]: compara dos ficheros e informa si existen diferencias entre ellos.
diff -q SALIDA hymodelm SALIDA hymodelmb
La opcio´n -q informa tan so´lo sobre si existen diferencias o no, sin mostrarlas.
Comparacio´n gra´fica de las salidas: la versio´n para PC de HYSPLIT incopora una
utilidad que permite convertir el fichero binario de salida a formato postscript a
trave´s de la opcio´n Concentration → Display → Concentration → Contours [13].
Cada representacio´n gra´fica obtenida fue comparada visualmente.
Utilizando estos dos me´todos, se logro´ comprobar que en todos los casos, las salidas de
las simulaciones con hymodelm son iguales a las correspondientes con hymodelmb. Por tanto,
se concluyo´ que la implementacio´n de la solucio´n propuesta es completamente va´lida. Una
vez hecho esto, el u´ltimo paso consistio´ en medir la mejora introducida por la nueva versio´n
respecto a la original. Esto se explica detalladamente en la siguiente seccio´n.
Figura 4.2: Conversio´n de la salida de una simulacio´n en un fichero postscript
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4.3. Estudio del rendimiento de hymodelmb
Con el fin de medir el rendimiento de la implementacio´n de la solucio´n propuesta
(hymodelmb) se decidio´ determinar la aceleracio´n (ve´ase la Fo´rmula 1.1 en el cap´ıtulo 1),
as´ı como el porcentaje de tiempo reducido por hymodelmb respecto al tiempo de ejecucio´n
de hymodelm. Para ello, se an˜adio´ al co´digo correspondiente una serie de temporizadores
(usando la funcio´n SYSTEM CLOCK de FORTRAN) para medir los tiempos requeridos.
El experimento consistio´ en la realizacio´n de un total de diez simulaciones usando dis-
tintos ficheros de entrada, de configuracio´n y de control, y ejecutando con 1, 2 ,4, 8 y 16
procesadores. Para la ejecucio´n se utilizaron los nodos: node17, node18,... y node24 del
cluster Tegasaste, cuyas caracter´ısticas se especificaron ya en la seccio´n anterior. Como en-
trada se utilizaron varios ficheros con dominio meteorolo´gico de Alaska y Hawaii, obtenidos
desde el ftp de ARL [3]. La lista de estos ficheros se muestra en la segunda columna de la
Tabla 4.2. Como ficheros de configuracio´n y control se usaron los indicados en la tercera
y cuarta columna, respectivamente, de la tabla anteriormente citada.
No´tese que el fichero de configuracio´n usado en cada simulacio´n es pra´cticamente el
mismo que se indica en los Ape´ndices A.3 y A.4, con la salvedad de que se cambio´ el valor
de numpar al valor indicado en la columna “Nu´mero de part´ıculas”. De igual manera, el
fichero de control utilizado en cada simulacio´n es ide´ntico al de los Ape´ndices B.1 y B.2,
con la excepcio´n de que so´lo var´ıa el nombre de fichero de entrada por el de la columna
“Fichero de entrada”. La relacio´n de ficheros de entrada, control y configuracio´n asociada
a cada simulacio´n se especifican en la Tabla 4.2.
Para cada simulacio´n x se adjuntan sus correspondientes gra´ficas Sx y Tx. En las
gra´ficas Sx, con x = 1, 2.,10 se representa la aceleracio´n asociada a las ejecuciones de
hymodelm y de hymodelmb. En las gra´ficas Tx, con x = 1, 2.,10 se representa el porcentaje
de tiempo reducido al ejecutar hymodelmb respecto al tiempo de ejecucio´n de hymodelm.
En las Figuras 4.3 a la 4.5 se presentan las gra´ficas Sx y Tx con x = 1, 2, 3, asociadas
a las simulaciones realizadas tomando como entrada ficheros con datos meteorolo´gicos de
Hawaii. Debido a que estos ficheros son de pequen˜o taman˜o, el tiempo de lectura invertido
es mucho menor que en los ficheros con meteorolog´ıa de Alaska. Por ello, so´lo se aprecia
ligeramente la mejora de tiempos introducida con la solucio´n propuesta, manifesta´ndose
Nu´mero de Fichero de Fichero de Fichero de Nu´mero de
simulacio´n entrada control configuracio´n part´ıculas
1 20080711.namsa.HI CtrlHI2 Config2 90000
2 20080612.namsa.HI CtrlHI2 Config1 90000
3 20080711.namsa.HI CtrlHI2 Config1 75000
4 20081212.namsa.AK CtrlAK2 Config1 15000
5 20080711.namsa.AK CtrlAK2 Config2 90000
6 20080612.namsa.AK CtrlAK2 Config1 75000
7 20090101.namsa.AK CtrlAK2 Config2 75000
8 20090101.namsa.AK CtrlAK2 Config1 15000
Tabla 4.2: Relacio´n de ficheros de entrada, configuracio´n y control de cada simulacio´n
Paralelizacio´n de la obtencio´n de datos de entrada de HYSPLIT 83
so´lo a partir de las ejecuciones con ocho o ma´s procesadores. Esto se observa claramente
en las gra´ficas S1, S2 y S4, donde la aceleracio´n asociada a hymodelmb es superior a la
de hymodelm (independientemente del fichero de entrada y de configuracio´n) a partir de
las ejecuciones con ocho procesadores. Adema´s, en las gra´ficas S2 y S3 se aprecia que la
aceleracio´n asociada a hymodelmb presenta un crecimiento ma´s ra´pido que la de hymodelm
a medida que aumenta el nu´mero de procesadores.
En las gra´ficas T1, T2 y T3 se presenta el porcentaje de tiempo reducido por hymodelmb
respecto al tiempo de ejecucio´n de hymodelm. Se observa que se obtiene una mayor dis-
minucio´n cuando se realiza la simulacio´n con ocho o ma´s procesadores, llegando incluso
a alcanzar un 7,10% de reduccio´n del tiempo de ejecucio´n cuando se ejecuta sobre 16
procesadores, como se aprecia en la gra´fica T2 de la Figura 4.4.
En las Figuras 4.6 a la 4.10 se indican las gra´ficas Sx y Tx con x = 4, 5, . . . , 8 aso-
ciadas a las simulaciones realizadas con ficheros de entrada cuyo dominio meteorolo´gico
corresponde a Alaska. Estos ficheros son de mayor taman˜o que los que contienen datos
meteorolo´gicos de Hawaii, por lo que el tiempo de lectura invertido en los mismos es supe-
rior. Por ello, son en estas ejecuciones donde se aprecia la considerable mejora introducida
por la implementacio´n de la solucio´n propuesta. Observando las gra´ficas de la aceleracio´n
(vea´nse las gra´ficas S4 − S8) se puede ver que en todos los casos la aceleracio´n asociada
a hymodelmb es superior a la de hymodelm, especialmente en las gra´ficas S4, S6 y S8.
Adema´s, la aceleracio´n de hymodelmb se incrementa con mayor rapidez desde las ejecu-
ciones con dos procesadores y tiene tendencia a aumentar a medida que las ejecuciones
se realizan sobre un mayor nu´mero de procesadores. Esta tendencia es deseable, ya que
normalmente el nu´mero de procesadores involucrados en las simulaciones suele ser superior
a 16.
En las gra´ficas T4-T8 el porcentaje de tiempo de ejecucio´n reducido es, en todas las
simulaciones realizadas con 16 procesadores, superior al 12%, llegando a alcanzar incluso
un valor ma´ximo de 27.35% en la gra´fica T8. En la gra´fica T4 de la Figura 4.6 se observa
que el porcentaje de tiempo de ejecucio´n reducido por hymodelmb respecto al obtenido con
hymodelm se situ´a en torno al 20% en todas las ejecuciones con dos o ma´s procesadores
y en general, aumentando a medida que crece el nu´mero de procesadores involucrados
en la simulacio´n. Lo mismo ocurre en la gra´fica T8 de la Figura 4.10. Esto refleja un
ahorro importante en tiempo de ejecucio´n, que tiende a incrementarse con el nu´mero de
procesadores.
En general, a partir de los resultados obtenidos, se observa que el rendimiento de
hymodelmb es mejor que el de hymodelm, especialmente a medida que el nu´mero de proce-
sadores aumenta, presentando una escalabilidad adecuada. Esto se aprecia en una amplia y
diversa coleccio´n de simulaciones que emplean diferentes ficheros de entrada, configuracio´n
y control. Por otro lado, cabe destacar que normalmente se realizan simulaciones con do-
minios meteorolo´gicos ma´s amplios que el de Hawaii o Alaska, invertiendo, por tanto, ma´s
tiempo en la lectura y empleando habitualmente un mayor nu´mero de procesadores. Te-
niendo en cuenta esto, se estima que la reduccio´n del tiempo de ejecucio´n proporcionada
por hymodelmb es ma´s apreciable y mucho mayor en dichos casos, solventando satisfacto-
riamente el problema de escalabilidad que presenta hymodelm.
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Figura 4.3: Gra´ficas del rendimiento de hymodelm y hymodelmb (simulacio´n 1)
Figura 4.4: Gra´ficas del rendimiento de hymodelm y hymodelmb (simulacio´n 2)
Figura 4.5: Gra´ficas del rendimiento de hymodelm y hymodelmb (simulacio´n 3)
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Figura 4.6: Gra´ficas del rendimiento de hymodelm y hymodelmb (simulacio´n 4)
Figura 4.7: Gra´ficas del rendimiento de hymodelm y hymodelmb (simulacio´n 5)
Figura 4.8: Gra´ficas del rendimiento de hymodelm y hymodelmb (simulacio´n 6)
86 Sonia Gonza´lez Cairo´s
Figura 4.9: Gra´ficas del rendimiento de hymodelm y hymodelmb (simulacio´n 7)
Figura 4.10: Gra´ficas del rendimiento de hymodelm y hymodelmb (simulacio´n 8)
Cap´ıtulo 5
Conclusiones
HYSPLIT es un software que permite determinar la emisio´n, transporte, dispersio´n y
deposicio´n de part´ıculas atmosfe´ricas y contaminantes. Ha sido desarrollado por el ARL
de la NOAA y la Agencia de Meteorolog´ıa de Australia. Esta´ escrito en FORTRAN y
cuenta con versiones secuenciales y paralelas. Puede ejecutarse sobre distintas plataformas
y tiene mu´ltiples aplicaciones en el campo de la meteorolog´ıa, entre las que destacan la
prediccio´n del transporte y dispersio´n de part´ıculas contaminantes, cenizas volca´nicas,
incendios forestales, tormentas de polvo, polen, etc.
Las motivaciones para la realizacio´n de este proyecto surgieron a ra´ız del problema de
escalabilidad que presenta la versio´n paralela del modelo de concentraciones (hymodelm)
de HYSPLIT. Se observa que a medida que el nu´mero de procesadores con que se ejecuta
dicho programa aumenta, el tiempo de ejecucio´n se incrementa ma´s de lo esperado. Debido
a que las ejecuciones se realizan sobre un cluster con NFS, se sospecho´ que una de las
principales causas del bajo rendimiento pod´ıa ser que la lectura paralela de los datos de
entrada no esta´ implementada de forma adecuada. Teniendo en cuenta el amplio nu´mero
de aplicaciones que tiene HYSPLIT, principalmente en el campo meteorolo´gico, como
herramienta de prono´stico, se hizo realmente necesario la solucio´n del problema citado.
Por esta razo´n se plantearon los objetivos a alcanzar con el desarrollo del presente proyecto:
estudiar el comportamiento de hymodelm con el fin de determinar cua´les son las causas por
las que el programa no escala adecuadamente, proponer una solucio´n al mismo y realizar
la correspondiente implementacio´n en co´digo, creando una nueva versio´n del modelo.
Para iniciar el desarrollo del proyecto, se conto´ con la versio´n 4.8 del co´digo fuente de
HYSPLIT y como u´nica documentacio´n, la Gu´ıa de Usuario de HYSPLIT. Se comenzo´ por
analizar el co´digo fuente, con el fin de seleccionar las zonas de co´digo asociadas a hymodelm.
Una vez hecho esto, se consiguio´ determinar el diagrama de flujo del programa, as´ı como
do´nde y de que´ forma se realiza la lectura de los datos de entrada. Se descubrio´ que la
lectura se hace bajo demanda y que todos los procesos leen los mismos datos de entrada
y de forma simulta´nea. Esta fase de ana´lisis fue especialmente dif´ıcil debido a la falta
de documentacio´n y al gran taman˜o y complejidad del co´digo, teniendo que hacer uso de
algunas herramientas como gprof para la realizacio´n de un perfil de ejecucio´n. Este profile
sirvio´ adema´s, para estimar el porcentaje de tiempo que ocupa la rutina de lectura respecto
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al tiempo de ejecucio´n total en la ejecucio´n secuencial del modelo de concentraciones, que
no resulto´ ser un valor tan alto como se pensaba. Por ello, se decidio´ estudiar aquellos
factores que pueden influir en el aumento del tiempo de lectura. Se descubrio´ que la
variable mgmin es la que ma´s influye y se aconsejo´ cambiar su valor con el fin de reproducir
las circunstancias en las normalmente se ejecuta el programa. De esta forma se hizo un
experimento para determinar si el nu´mero de part´ıculas emitidas influye tambie´n en el
incremento del tiempo de lectura, tomando como entrada diversos ficheros de meteorolog´ıa
y realizando ejecuciones en secuencial. Se obtuvo que el tiempo de lectura no aumentaba
significativamente.
Posteriormente, se decidio´ estudiar el comportamiento de la lectura en paralelo reali-
zando un programa en FORTRAN 90 que reprodujera la obtencio´n de datos de entrada
que se realizaba en hymodelm. Se realizaron varios experimentos, variando el nu´mero de
procesadores y tomando como entrada ficheros de diversos taman˜os. Con los resultados
obtenidos, se concluyo´ que la lectura en paralelo de un fichero es realmente ineficiente,
especialmente cuando se realiza con un nu´mero de procesadores mayor o igual a cuatro,
llegando a ralentizarse la lectura hasta veinte veces ma´s que la realizada en secuencial.
La razo´n de esto es que los procesos compiten por el acceso a un mismo recurso, lo
que hace que a medida que aumente el nu´mero de procesadores implicados, la lectura
tiende a secuencializarse, con el correspondiente incremento del tiempo empleado en ello.
Una vez determinada la causa del problema, se penso´ que una solucio´n al mismo era
la lectura del fichero de entrada por un u´nico proceso, y el posterior env´ıo de los datos
le´ıdos al resto de procesadores (broadcast). Para comprobar la validez de esta propuesta, se
creo´ un nuevo programa en FORTRAN 90 que lo implementara. Con e´l se realizaron varios
experimentos ejecutando con 1, 2, 4, 8 y 16 procesadores, utilizando diferentes taman˜os
de buffers de env´ıo y tomando como entrada ficheros de diversos taman˜os. En todos los
casos se obtuvieron resultados ana´logos y muy favorables que permit´ıan realizar la lectura
en un tiempo razonable, au´n ejecutando sobre un nu´mero elevado de procesadores. Por
ello, se propuso como solucio´n al problema la obtencio´n de datos de entrada mediante la
lectura secuencial y broadcast.
La implementacio´n de la solucio´n propuesta requirio´ seguir una serie de pasos. Primero
se determinaron las variables que almacenaban los datos le´ıdos. En base al nu´mero y tipo
de los datos a enviar, se eligio´ el tipo de broadcast ma´s adecuado y se comenzo´ con la
codificacio´n. Se encontraron algunas dificultades a la hora de incorporar la nueva ver-
sio´n (denominada hymodelmb) en HYSPLIT, que se solventaron creando una nueva rutina
ADVPNTBCAST en el fichero hymodelc.F, a continuacio´n del main. Esta rutina es la mis-
ma que ADVPNT salvo que la obtencio´n de los datos de entrada se implementa mediante
una lectura en secuencial y broadcast. Para la compilacio´n de hymodelmb se definio´ en
tiempo de compilacio´n una nueva constante para obtener el correspondiente ejecutable,
modificando el fichero makefile. Una vez finalizada la implementacio´n de la solucio´n, se
procedio´ a validarla. Se realizaron varias simulaciones ejecutando hymodelm y hymodelmb
y se compararon sus respectivas salidas, que resultaron ser ide´nticas en todos los casos.
Con esto se comprobo´ que la implementacio´n de hymodelmb es correcta.
El siguiente paso consistio´ en comparar el rendimiento de ambos programas. Se deci-
dio´ determinar la aceleracio´n, as´ı como el porcentaje de tiempo reducido por hymodelmb
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respecto al tiempo de ejecucio´n de hymodelm. Para ello, se an˜adieron al co´digo una serie
de temporizadores con el fin de medir los tiempos requeridos. Se realizaron una serie de
simulaciones usando distintos ficheros de entrada, de configuracio´n y de control, y eje-
cutando sobre diferente nu´mero de procesadores. Los resultados obtenidos en la mayor´ıa
de los casos fueron altamente favorables. En las representaciones gra´ficas realizadas de la
aceleracio´n se muestra que hymodelmb presenta un mejor rendimiento que hymodelm en
pra´cticamente todos los casos, especialmente a medida que aumenta el nu´mero de proce-
sadores con que se ejecuta. Asimismo, el porcentaje de tiempo de ejecucio´n reducido por
hymodelmb respecto al tiempo de ejecucio´n de hymodelm tiende a aumentar con el nu´mero
de procesadores involucrados en la simulacio´n, llegando a alcanzar incluso un 27,35%,
como se aprecia en la gra´fica T10 de la Figura ??.
Por tanto, se ha logrado desarrollar de forma exitosa una nueva versio´n de hymodelm
que permite obtener los mismos resultados en un tiempo menor de ejecucio´n y presen-
tando una mejor escalabilidad, solventando as´ı el problema que motivo´ el desarrollo del
presente proyecto. A modo de resumen, se citan a continuacio´n las principales conclusiones
obtenidas en este trabajo:
La versio´n paralela del modelo de concentraciones (hymodelm) presenta problemas de
escalabilidad cuando se ejecuta sobre clusters con NFS, derivados de la inadecuada
gestio´n de la lectura de datos de entrada.
Los datos meteorolo´gicos que recibe como entrada hymodelm son solicitados bajo
demanda durante la ejecucio´n en paralelo y son le´ıdos de forma simulta´nea por
todos los procesos.
Cuando todos los procesos intentan obtener los datos de entrada del fichero, entran
en competicio´n por dicho recurso, aumentando as´ı, el tiempo invertido en la lectura.
Este tiempo aumenta con el nu´mero de procesadores involucrados en la ejecucio´n,
provocando que hymodelm tienda a secuencializarse.
Como todos los procesos necesitan leer exactamente los mismos datos de entrada,
basta con que sea un u´nico proceso el encargado de realizar la lectura, enviando
posteriormente la informacio´n al resto de procesos (broadcast).
La implementacio´n de la obtencio´n de los datos de entrada mediante una lectura
secuencial y broadcast permite que se disminuya considerablemente el tiempo de
ejecucio´n con respecto a la lectura paralela, especialmente en las ejecuciones con
ocho o ma´s procesadores.
Cabe destacar que la reduccio´n del tiempo de ejecucio´n que ofrece hymodelmb respecto
a hymodelm es apreciable cuanto mayor sea la cantidad de tiempo invertido en la lectura de
los datos de entrada respecto al de ejecucio´n, lo que puede variar en funcio´n del contenido
del fichero de entrada y de su taman˜o, as´ı como de los ficheros de configuracio´n y de
control utilizado en la simulacio´n. Por otro lado, tambie´n es importante hacer especial
hincapie´ en que normalmente se realizan simulaciones con dominios meteorolo´gicos ma´s
amplios que los aqu´ı presentados (como por ejemplo Estados Unidos o incluso dominios
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globales) tomando como entrada ficheros con datos meteorolo´gicos de mayor taman˜o, con
lo que el tiempo invertido en la lectura de los mismos es mayor. Adema´s, el nu´mero de
procesadores involucrados en dichas simulaciones supera la treintena (en el caso de la
NOAA). Por tanto, tras el estudio realizado se estima que la reduccio´n del tiempo de
ejecucio´n proporcionada por hymodelmb sera´ ma´s apreciable y mucho mayor en dichos
casos, pues la mejora es ma´s visible a medida que el fichero de entrada y el nu´mero
de procesadores es mayor. No cabe duda de que esto proporcionara´ un gran ahorro de
tiempo de ejecucio´n en las simulaciones del modelo de concentraciones en paralelo, con
las consecuentes ventajas que esto conllevara´ para todos aquellos centros meteorolo´gicos,
organismos y universidades que actualmente utilizan el modelo para la realizacio´n de
prono´sticos e investigaciones.
Como posibles trabajos futuros, podr´ıan realizarse ejecuciones de hymodelmb con mayor
nu´mero de procesadores y dominios meteorolo´gicos ma´s amplios que los utilizados en este
proyecto, con el fin de estudiar su rendimiento en dichos casos (el cual se estima bastante
favorable). Asimismo, la solucio´n propuesta en este trabajo para la versio´n paralela del
modelo de concentraciones de HYSPLIT podr´ıa aplicarse a la versio´n paralela del modelo
de trayectorias, pues ambas hacen uso de la misma rutina para la lectura de los datos
de entrada. Tan so´lo se necesita incluir la rutina ADVPNTBCAST en el fichero hymodelt.F
(fichero main del modelo de trayectorias) y colocar las directivas del preprocesador corres-
pondientes para la compilacio´n de una nueva versio´n, al igual que se hizo con el modelo de
concentraciones. De esta forma, las conclusiones obtenidas en el presente proyecto acerca
de la lectura de los datos de entrada sirven como base para futuras optimizaciones de
HYSPLIT aplicables a otros modelos que implementa.
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Ape´ndice A
Ficheros de control
A.1. Fichero de control CtrlHI1 (Hawaii)
00 00 00 00
5
18.453373 -159.263757 50.0 267.0
20.381941 -158.356905 50.0 491.0
19.085742 -157.492970 50.0 126.0
18.042345 -159.411533 50.0 491.0
17.804243 -158.437750 50.0 68.0
24
0
10000.0
1
../working/
20080312_hysplit.t00z.namsa.HI
1
SO2
1.0
24.0
00 00 00 00 00
1
18.0 -158.0
0.005 0.005
4.0 4.0
./
5Sources_em_curr
1
100
00 00 00 00 00
00 00 00 00 00
00 1 00
1
0.0 0.0 0.0
0.003 0.0 0.0 0.0 0.0
0.0 0.0 0.0
0.0
0.0
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A.2. Fichero de control CtrlAK1 (Alaska)
00 00 00 00
5
63.453373 -150.263757 50.0 267.0
62.381941 -151.356905 50.0 491.0
64.085742 -152.492970 50.0 126.0
62.042345 -150.411533 50.0 491.0
63.804243 -151.437750 50.0 68.0
24
0
10000.0
1
../working/
20080312_hysplit.t00z.namsa.AK
1
SO2
1.0
24.0
00 00 00 00 00
1
63.0 -150.0
0.005 0.005
4.0 4.0
./
5Sources_em_curr
1
100
00 00 00 00 00
00 00 00 00 00
00 1 00
1
0.0 0.0 0.0
0.003 0.0 0.0 0.0 0.0
0.0 0.0 0.0
0.0
0.0
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A.3. Fichero de control CtrlHI2 (Hawaii)
00 00 00 00
5
18.453373 -159.263757 50.0 267.0
18.501941 -157.906905 50.0 491.0
19.085742 -157.492970 50.0 126.0
18.042345 -159.411533 50.0 491.0
17.804243 -158.437750 50.0 68.0
24
0
10000.0
1
../working/
20080711_hysplit.t00z.namsa.HI
1
SO2
1.0
24.0
00 00 00 00 00
1
18.0 -158.0
0.005 0.005
4.0 4.0
./
5Sources_em_curr
1
100
00 00 00 00 00
00 00 00 00 00
00 1 00
1
0.0 0.0 0.0
0.003 0.0 0.0 0.0 0.0
0.0 0.0 0.0
0.0
0.0
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A.4. Fichero de control CtrlAK2 (Alaska)
00 00 00 00
5
63.453373 -150.263757 50.0 267.0
62.381941 -151.356905 50.0 491.0
63.105742 -149.122970 50.0 126.0
62.042345 -150.411533 50.0 491.0
63.804243 -151.437750 50.0 68.0
24
0
10000.0
1
../working/
20090101_hysplit.t00z.namsa.AK
1
SO2
1.0
24.0
00 00 00 00 00
1
63.0 -150.0
0.005 0.005
4.0 4.0
./
5Sources_em_curr
1
100
00 00 00 00 00
00 00 00 00 00
00 1 00
1
0.0 0.0 0.0
0.003 0.0 0.0 0.0 0.0
0.0 0.0 0.0
0.0
0.0
Ape´ndice B
Ficheros de configuracio´n
B.1. Fichero de configuracio´n Config1
&SETUP
delt = 12.0,
initd = 4,
kpuff = 0,
khmax = 240,
frmr = 0.01,
numpar =75000,
qcycle = 1.0,
efile = ’’,
isot = 0,
ninit = 1,
ndump = 1,
ncycl = 1,
pinpf = ’PARINIT’,
poutf = ’PARDUMP’,
mgmin = 10000,
kmsl = 0,
maxpar = 30000000,
cpack = 1,
cmass = 0,
dxf = 1.0,
dyf = 1.0,
dzf = 0.005,
ichem = 3,
p10f = 1.0,
/
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B.2. Fichero de configuracio´n Config2
&SETUP
tratio = 0.75,
initd = 0,
kpuff = 0,
khmax = 9999,
numpar = 10000,
qcycle = 0.0,
efile = ’’,
isot = 0,
tkerd = 0.18,
tkern = 0.18,
ninit = 1,
ndump = 12,
ncycl = 0,
pinpf = ’PARINIT’,
poutf = ’PARDUMP’,
mgmin = 1000,
kmsl = 0,
maxpar = 1000000,
cpack = 1,
cmass = 0,
dxf = 1.0,
dyf = 1.0,
dzf = 0.01,
ichem = 0,
/
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B.3. Fichero de configuracio´n Config3
&SETUP
tratio = 0.75,
initd = 0,
kpuff = 0,
khmax = 9999,
numpar = 10000,
qcycle = 0.0,
efile = ’’,
isot = 0,
tkerd = 0.18,
tkern = 0.18,
ninit = 1,
ndump = 12,
ncycl = 0,
pinpf = ’PARINIT’,
poutf = ’PARDUMP’,
mgmin = 10,
kmsl = 0,
maxpar = 1000000,
cpack = 1,
cmass = 0,
dxf = 1.0,
dyf = 1.0,
dzf = 0.01,
ichem = 0,
/
Ape´ndice C
Co´digo fuente
C.1. Programa de lectura paralela
!Lectura paralela de un fichero por N procesadores
PROGRAM lecturaParalela
IMPLICIT NONE
INCLUDE ’mpif.h’
CHARACTER :: dato
INTEGER ::count0,count_rate,count_max,job_id,num_job,ierr
REAL*8 :: t1,t2,t3,t4,t5,t6,taux
!Momento inicial de ejecucio´n
CALL system_clock(count0,count_rate,count_max)
t1 = dble(count0)
!Inicializar MPI
CALL MPI_INIT(ierr)
CALL MPI_COMM_SIZE (MPI_COMM_WORLD,num_job,ierr)
CALL MPI_COMM_RANK (MPI_COMM_WORLD,job_id,ierr)
!Tiempo de comienzo de lectura del proceso N
CALL system_clock(count0,count_rate,count_max)
t4 = dble(count0)
!Lectura del fichero por cada proceso
OPEN (UNIT=10, FILE=’entrada.dat’,STATUS="OLD")
finFich = EOF(10)
DO WHILE (.NOT.EOF(10))
READ(10,*) dato
END DO
CLOSE(10)
!Tiempo de finalizacio´n de lectura del proceso
CALL system_clock(count0,count_rate,count_max)
t5 = dble(count0)
taux =(t5/dble(count_rate))
write (*,*) ’Proceso ’,job_id,’ acaba en t=’,taux
t6 = ((t5-t4)/dble(count_rate))
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write (*,*) ’TIEMPO TOTAL DE LECTURA (Proceso: ’,job_id,’): ’,t6
!Finalizar MPI
CALL MPI_FINALIZE(ierr)
!Tiempo de ejecucio´n total
CALL system_clock(count0,count_rate,count_max)
t2 = dble(count0)
taux =(t2/dble(count_rate))
write (*,*) ’Proceso ’,job_id,’ termina en t=’,taux
t3 = ((t2-t1)/dble(count_rate))
write (*,*) ’TIEMPO TOTAL DE EJECUCIO´N (Proceso: ’,job_id,’)=’,t3
STOP
END PROGRAM
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C.2. Programa de lectura secuencial y broadcast
!Lectura secuencial de un fichero y broadcast
PROGRAM broadcast
IMPLICIT NONE
INCLUDE "mpif.h"
CHARACTER*32 dato
INTEGER ::i,count0,count_rate,count_max,job_id,num_job,ierr
REAL*8 :: t1,t2,t3,t4,t5,t6,taux
LOGICAL :: finFich
CHARACTER*65536 buff
INTEGER :: tamBuff,numBytes
REAL*8 :: totalBytes,bytesLeidos
PARAMETER (tamBuff=65536)
PARAMETER (totalBytes=2303090817.0)
bytesLeidos = 0
numBytes = 1
!Momento inicial de ejecucio´n
CALL system_clock(count0,count_rate,count_max)
t1 = dble(count0)
!Inicializar MPI
CALL MPI_INIT(ierr)
CALL MPI_COMM_RANK(MPI_COMM_WORLD,job_id,ierr)
CALL system_clock(count0,count_rate,count_max)
t4 = dble(count0)
!Proceso maestro lee el fichero y envı´a los datos a los dema´s procesos
IF (job_id == 0) THEN
OPEN (UNIT=10, FILE=’entrada.txt’,STATUS="OLD")
finFich = EOF(10)
DO WHILE (.NOT.finFich)
IF (numBytes .LT. tamBuff) THEN
READ(10,’(A32)’), dato
buff(numBytes:numBytes+32) = dato
numBytes = numBytes + 32
bytesLeidos = bytesLeidos + 32
finFich = EOF(10)
ELSE
CALL MPI_BCAST(buff,tamBuff,MPI_CHARACTER,0,MPI_COMM_WORLD,ierr)
numBytes = 1
END IF
END DO
IF (numBytes .GT. 1) THEN
CALL MPI_BCAST(buff,tamBuff,MPI_CHARACTER,0,MPI_COMM_WORLD,ierr)
bytesLeidos = bytesLeidos + numBytes
END IF
CLOSE(10)
!No es el proceso maestro (recibe datos leı´dos por el proceso maestro)
ELSE
DO WHILE (bytesLeidos .LT. totalBytes)
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bytesLeidos = bytesLeidos + tamBuff
CALL MPI_BCAST(buff,tamBuff,MPI_CHARACTER,0,MPI_COMM_WORLD,ierr)
END DO
ENDIF
!Tiempo de finalizacio´n de lectura del proceso N
CALL system_clock(count0,count_rate,count_max)
t5 = dble(count0)
taux =(t5/dble(count_rate))
write (*,*) ’Proceso ’,job_id,’ acaba en t=’,taux
t6 = ((t5-t4)/dble(count_rate))
write (*,*) ’TIEMPO TOTAL DE LECTURA (Proceso: ’,job_id,’): ’,t6
!Finalizar MPI
CALL MPI_FINALIZE(ierr)
!Tiempo de ejecucio´n total
CALL system_clock(count0,count_rate,count_max)
t2 = dble(count0)
t3 = ((t2-t1)/dble(count_rate))
write (*,*) ’TIEMPO TOTAL DE EJECUCION: ’,t3
STOP
END
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C.3. Programa de lectura secuencial y broadcast con acceso
a datos
!Lectura secuencial y broadcast, realizando
!una operacio´n de acceso a los datos leı´dos
PROGRAM broadcastOp
IMPLICIT NONE
INCLUDE "mpif.h"
CHARACTER*32 dato
INTEGER ::i,count0,count_rate,count_max,job_id,num_job,ierr
REAL*8 :: t1,t2,t3,t4,t5,t6,taux
LOGICAL :: finFich
CHARACTER*65536 buff
CHARACTER*2 :: dat
INTEGER :: tamBuff,numBytes
REAL*8 :: totalBytes,bytesLeidos
PARAMETER (tamBuff=65536)
PARAMETER (totalBytes=2303090817.0)
bytesLeidos = 0
i = 1
numBytes = 1
!Momento inicial de ejecucio´n
CALL system_clock(count0,count_rate,count_max)
t1 = dble(count0)
!Inicializar MPI
CALL MPI_INIT(ierr)
CALL MPI_COMM_RANK(MPI_COMM_WORLD, job_id, ierr)
CALL system_clock(count0,count_rate,count_max)
t4 = dble(count0)
!Proceso maestro lee el fichero y envı´a los datos a los dema´s procesos
IF (job_id == 0) THEN
OPEN (UNIT=10, FILE=’entrada.txt’,STATUS="OLD")
finFich = EOF(10)
DO WHILE (.NOT.finFich)
IF (numBytes .LT. tamBuff) THEN
READ(10,’(A32)’), dato
buff(numBytes:numBytes+32) = dato
!Acceso al dato por el proceso maestro
dato = buff(numBytes:numBytes+32)
numBytes = numBytes + 32
bytesLeidos = bytesLeidos + 32
finFich = EOF(10)
ELSE
CALL MPI_BCAST(buff,tamBuff,MPI_CHARACTER,0,MPI_COMM_WORLD,ierr)
numBytes = 1
END IF
END DO
IF (numBytes .GT. 1) THEN
CALL MPI_BCAST(buff,tamBuff,MPI_CHARACTER,0,MPI_COMM_WORLD,ierr)
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!Acceso al dato por el proceso maestro
dato = buff(numBytes:numBytes+32)
bytesLeidos = bytesLeidos + numBytes
END IF
CLOSE(10)
!No es el proceso maestro (recibe datos leı´dos por el proceso maestro)
ELSE
DO WHILE (bytesLeidos .LT. totalBytes)
bytesLeidos = bytesLeidos + tamBuff
CALL MPI_BCAST(buff,tamBuff,MPI_CHARACTER,0,MPI_COMM_WORLD,ierr)
!Acceso a los datos recibidos
DO WHILE (i .LT. tamBuff)
dat = buff(i:i+1)
i = i + 1
END DO
i = 1
END DO
ENDIF
!Tiempo de finalizacio´n de lectura del proceso N
CALL system_clock(count0,count_rate,count_max)
t5 = dble(count0)
taux =(t5/dble(count_rate))
write (*,*) ’Proceso ’,job_id,’ acaba en t=’,taux
t6 = ((t5-t4)/dble(count_rate))
write (*,*) ’TIEMPO TOTAL DE LECTURA (Proceso: ’,job_id,’): ’,t6
!Finalizar MPI
CALL MPI_FINALIZE(ierr)
!Tiempo de ejecucio´n total
CALL system_clock(count0,count_rate,count_max)
t2 = dble(count0)
t3 = ((t2-t1)/dble(count_rate))
write (*,*) ’TIEMPO TOTAL DE EJECUCION: ’,t3
STOP
END
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C.4. Lectura de datos secuencial y broadcast (rutina ADVPNTBCAST)
(...)
!-------------------------------------------------------------------------------
! test if new data required at the last time (k1)
!-------------------------------------------------------------------------------
IF(NEW1)THEN
! load meteorological data according to positioning
! reads data for NZS levels
! Root job reads input data
IF (job_id == 0) THEN
CALL METINP(BACK,KG,KT1,KUNIT1,KREC1,LX1(KG),LY1(KG),NXS(KG),NYS(KG), &
NZS,FTIME(KG,K1),KEND1,FHOUR(K1,KG),ZT(:,:,KG),DS(:,:,K1,KG), &
P0(:,:,K1,KG),T0(:,:,K1,KG),U0(:,:,K1,KG),V0(:,:,K1,KG), &
UF(:,:,K1,KG),VF(:,:,K1,KG),HF(:,:,K1,KG),RT(:,:,K1,KG),ZI(:,:,K1,KG), &
U(:,:,:,K1,KG),V(:,:,:,K1,KG),W(:,:,:,K1,KG),A(:,:,:,K1,KG), &
Q(:,:,:,K1,KG),P(:,:,:,K1,KG),E(:,:,:,K1,KG),H(:,:,:,K1,KG), &
ENDIF
! Root job sends input data / jobs 1..num_job-1 receive input data
! Send/receive argument mc
CALL MPI_BCAST(FTIME(KG,K1),1,MPI_INTEGER,0,MPI_COMM_WORLD,ierr)
! Send/receive argument ifhr
CALL MPI_BCAST(FHOUR(K1,KG),1,MPI_INTEGER,0,MPI_COMM_WORLD,ierr)
! Send/receive input data
! Size of array variable zt
SIZEA = NXT*NYT*NGRD
CALL MPI_BCAST(ZT(:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
! Size of array variables: ds,p0,u0,v0,t0,uf,vf,hf,rt,zi
SIZEA = SIZEA*2
CALL MPI_BCAST(DS(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(P0(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(U0(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(V0(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(T0(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(UF(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(VF(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(HF(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(RT(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(ZI(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
! Size of array variables: u,v,w,a,q,p,e,h,x
SIZEA = SIZEA*NLVL
CALL MPI_BCAST(U(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(V(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(W(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(A(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(Q(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
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CALL MPI_BCAST(P(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(E(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(H(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(X(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
! vertical interpolation to terrain following coordinates
! data from NZS levels processed to NLVL of internal grid
CALL PRFCOM(TKERD,TKERN,KG,KT1,KSFC,GX(:,:,KG),GY(:,:,KG),Z0(:,:,KG), &
ZT(:,:,KG),NXS(KG),NYS(KG),NZS,ZMDL,ZSG,NLVL,VMIX,ZI(:,:,K1,KG), &
P0(:,:,K1,KG),T0(:,:,K1,KG),U0(:,:,K1,KG),V0(:,:,K1,KG),UF(:,:,K1,KG), &
VF(:,:,K1,KG),HF(:,:,K1,KG),SF(:,:,K1,KG),SS(:,:,K1,KG),U(:,:,:,K1,KG),&
V(:,:,:,K1,KG),W(:,:,:,K1,KG),A(:,:,:,K1,KG),T(:,:,:,K1,KG), &
Q(:,:,:,K1,KG),P(:,:,:,K1,KG),E(:,:,:,K1,KG),H(:,:,:,K1,KG), &
X(:,:,:,K1,KG))
! reset meteo time position if data are missing
IF(FTIME(KG,K1).NE.MTIME(1))THEN
WRITE(KF21,*)’WARNING advpnt: Time 1 input does not match request!’
WRITE(KF21,*)’ Internal time: ’,JET
WRITE(KF21,*)’ Time of data: ’,FTIME(KG,K1)
WRITE(KF21,*)’ Request time: ’,MTIME(1)
MTIME(1)=FTIME(KG,K1)
END IF
END IF
!-------------------------------------------------------------------------------
! test if new data required at the next time (k2)
!-------------------------------------------------------------------------------
IF(NEW2)THEN
! load data for subgrid
! Root job reads input data
IF (job_id == 0) THEN
CALL METINP(BACK,KG,KT2,KUNIT2,KREC2,LX1(KG),LY1(KG),NXS(KG),NYS(KG), &
NZS,FTIME(KG,K2),KEND2,FHOUR(K2,KG),ZT(:,:,KG),DS(:,:,K2,KG), &
P0(:,:,K2,KG),T0(:,:,K2,KG),U0(:,:,K2,KG),V0(:,:,K2,KG), &
UF(:,:,K2,KG),VF(:,:,K2,KG),HF(:,:,K2,KG),RT(:,:,K2,KG),ZI(:,:,K2,KG), &
U(:,:,:,K2,KG),V(:,:,:,K2,KG),W(:,:,:,K2,KG),A(:,:,:,K2,KG), &
Q(:,:,:,K2,KG),P(:,:,:,K2,KG),E(:,:,:,K2,KG),H(:,:,:,K2,KG), &
X(:,:,:,K2,KG))
ENDIF
! Root job sends input data / jobs 1..num_job-1 receive input data
! Send/receive argument mc
CALL MPI_BCAST(FTIME(KG,K2),1,MPI_INTEGER,0,MPI_COMM_WORLD,ierr)
! Send/receive argument ifhr
CALL MPI_BCAST(FHOUR(K2,KG),1,MPI_INTEGER,0,MPI_COMM_WORLD,ierr)
! Send/receive input data
! Size of array variable zt
SIZEA = NXT*NYT*NGRD
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CALL MPI_BCAST(ZT(:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
! Size of array variables: ds,p0,u0,v0,t0,uf,vf,hf,rt,zi
SIZEA = SIZEA*2
CALL MPI_BCAST(DS(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(P0(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(U0(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(V0(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(T0(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(UF(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(VF(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(HF(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(RT(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(ZI(:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
! Size of array variables: u,v,w,a,q,p,e,h,x
SIZEA = SIZEA*NLVL
CALL MPI_BCAST(U(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(V(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(W(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(A(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(Q(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(P(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(E(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(H(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
CALL MPI_BCAST(X(:,:,:,:,:),SIZEA,MPI_REAL,0,MPI_COMM_WORLD,ierr)
! vertical interpolation of profile
CALL PRFCOM(TKERD,TKERN,KG,KT2,KSFC,GX(:,:,KG),GY(:,:,KG),Z0(:,:,KG), &
ZT(:,:,KG),NXS(KG),NYS(KG),NZS,ZMDL,ZSG,NLVL,VMIX,ZI(:,:,K2,KG), &
P0(:,:,K2,KG),T0(:,:,K2,KG),U0(:,:,K2,KG),V0(:,:,K2,KG),UF(:,:,K2,KG), &
VF(:,:,K2,KG),HF(:,:,K2,KG),SF(:,:,K2,KG),SS(:,:,K2,KG),U(:,:,:,K2,KG),&
V(:,:,:,K2,KG),W(:,:,:,K2,KG),A(:,:,:,K2,KG),T(:,:,:,K2,KG), &
Q(:,:,:,K2,KG),P(:,:,:,K2,KG),E(:,:,:,K2,KG),H(:,:,:,K2,KG), &
X(:,:,:,K2,KG))
! missing data metpos will wait longer before reading
IF(FTIME(KG,K2).NE.MTIME(2))THEN
WRITE(KF21,*)’WARNING advpnt: Time 2 input does not match request!’
WRITE(KF21,*)’ Internal time: ’,JET
WRITE(KF21,*)’ Time of data: ’,FTIME(KG,K2)
WRITE(KF21,*)’ Request time: ’,MTIME(2)
MTIME(2)=FTIME(KG,K2)
END IF
END IF
(...)
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