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Abstract
After the discovery of the Higgs boson, its consistency with the standard model has been tested
extensively in many different channels. Importantly the coupling of the Higgs boson with the
top quark was observed in the top quark pair production in association with the Higgs boson
(tt¯H) in 2018. In the standard model, the Higgs boson decays to bb¯ with the largest branching
fraction. To improve the sensitivity of the tt¯H(bb¯) process, it is essential to understand the tt¯bb¯
process precisely. In this paper, the two additional b jets in the tt¯bb¯ process are identified in the
lepton+jets channel by using minimum ∆R(b, b¯) method or neural network with multiple variables.
The performances of these two approaches are compared quantitatively. This study will provide
valuable information towards precise measurement of differential cross sections as a function of
properties of the additional b jets in the tt¯bb¯ events.
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I. INTRODUCTION
After the discovery of the Higgs boson, its consistency with the standard model has been
tested extensively in many different channels. Importantly the coupling of the Higgs boson
with the top quark was observed in the top quark pair production in association with the
Higgs boson (tt¯H) in 2018 [1, 2] directly. The branching fraction of the Higgs boson to bb¯ is
the largest. Therefore, tt¯H(bb¯) process can be measured with the best statistical precision.
To improve the sensitivity of the tt¯H(bb¯) process, it is essential to understand the tt¯bb¯
process, precisely. The uncertainty on the theoretical NLO calculation is also large [3]. The
inclusive cross sections of the tt¯bb¯ process have been measured in the dilepton channel at
√
s = 13 TeV by the CMS experiment [4]. The cross section in the hadronic channel is
measured recently [5]. The inclusive and differential tt¯bb¯ cross sections are also measured
by the ATLAS experiment [6]. However, in the ATLAS measurement, the origin of the b
jet is not identified. When it comes to measuring the differential cross section as a function
of properties of the additional b jets, the origin of the b jet needs to be identified. In real
data, it is very challenging since there is no single variable that can distinguish between
additional b jets and the b jets from top quark decays. In the CMS experiment, using early
data at
√
s = 8 TeV, identifying the additional b jets was already attempted for the first time
with a boosted decision tree in the dilepton channel [7]. In this Ref. [7], the differential cross
sections as a function of the pT and |η| of the the leading and subleading additional b jets, and
∆R(b, b¯) and invariant mass m(b, b¯) of two additional b jets are measured. Recently, a deep
neural network has been proposed to reconstruct the tt¯ events and compared with kinematic
fitting [8]. In this paper, the two additional b jets in the tt¯bb¯ process in the lepton+jets
channel are identified using the minimum ∆R(b, b¯) method or deep learning techniques.
The performances of these two approaches are compared quantitatively. This study will
provide valuable information towards precise differential cross section measurement in the
lepton+jets channel. This measurement suffers from large combinatorial backgrounds. For
example, if there are 6 jets in the clean tt¯bb¯ events, the probability of identifying additional
b jets with random choice is only around 7% (2/6 × 1/5) when we for sure there are two
additional jets in the selected events. For this reason, the dilepton channel would have
advantage compared to the lepton+jets channel. However, in the differential cross section
measurements of tt¯bb¯, it is crucial to have larger statistics. Therefore, this study makes
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FIG. 1: A feynman diagram for the tt¯bb¯ process in the lepton+jets where one of the W bosons
decays hadronically.
use of the lepton+jet events which have larger cross section. The feynman diagram of tt¯bb¯
process in the lepton+jets mode is shown in Fig. 1. This study focuses on finding the
best combination of two additional b jets in the lepton+jets channel with different event
selections for quantitative comparisons.
II. SAMPLES
The simulated tt¯bb¯ events in pp collisions are produced at a center-of-mass energy of 13
TeV. 10M events for the tt¯bb¯ samples are generated by using the MadGraph5 aMC@NLO
program (v2.6.6) [9] at the leading order and are further interfaced to Pythia (v8.240) [10]
for the hadronization. A W boson decays through MadSpin [11]. The events are generated
in a 4-flavor scheme, where the b quark has mass.
The generated events are processed by the detector simulation using DELPHES package
(v3.4.1) [12] for the CMS detector. The physics objects used in this analysis are recon-
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structed based on the particle-flow algorithm implemented in the DELPHES framework. In
the DELPHES fast simulation, the final momenta of all the physics objects, such as elec-
trons, muons and jets, are smeared as a function of transverse momentum pT and pseudo
rapidity η so that they can represent the detector effects. The identification efficiencies of
the electrons, muons and jets are also parameterized as functions of pT and η based on infor-
mation from the measurements using the CMS data [12]. The muon identification efficiency
is set to 95% for the muons with momenta pT > 10 GeV and pT < 100 GeV. The electron
identification efficiency is set to 95% for |η| > 1.5 and 85% for 1.5 < |η| < 2.5. The isolated
muons and electrons are selected by applying a relative isolation of Irel < 0.25 and 0.12,
respectively, where Irel is defined as the sum of the surrounding energy from the particle-flow
tracks, photons and neutral hadrons divided by the transverse momentum of the muon or
electron. The particle-flow jets used in this analysis are clustered by using the particle-flow
tracks and particle-flow towers. If the jet is already reconstructed as an isolated electron,
muon or photon, the jet is excluded from further consideration. The b-tagging efficiency
parameterized as a function of pT and η of the jet following polynomial functions is around
50% at the tight-working point of the deep combined secondary vertex (DeepCSV) algorithm
in the CMS measurement [13]. The corresponding fake b-tagging rates from the c-flavor and
light flavor jet are set to around 2.6% and 0.1%, respectively.
Once events are produced, the tt¯bb¯ process is defined based on the particle-level jets which
are obtained by clustering all final-state particles at the generator level. A jet is considered
as the additional b jet if the jet is matched to the last b quark not from a top quark within
∆R(j, q) =
√
∆η(j, q)2 + ∆φ(j, q)2 < 0.5, where j denotes jets at the generator level and q
denotes the last b quark. The additional b jets are required to be within the experimentally
accessible kinematic region of η < 2.5 and pT > 20 GeV. At least two additional b jets
should exist to be tt¯bb¯ events.
III. EVENT SELECTION
In the lepton+jets channel, at the reconstruction level, the event must have exclusively
one lepton with pT > 30 GeV and η < 2.4 at the preselection (S1). Jets are selected with
the threshold of pT > 30 GeV and η < 2.5. The tt¯bb¯ event has the final state of four b jets
and two jets from one of two W bosons in top quark decays. However, the efficiencies of
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the jet reconstruction and b jet tagging algorithms are not 100%. Some of the tt¯bb¯ events
have less number of jets at the reconstruction level. Therefore, starting from at least 2 jet
requirement, the events are split into 12 datasets based on the number of the jets (S2) and
b-tagged jets (S3) inclusively. The number of selected events and corresponding acceptance
for each event selection are shown in Table I. These number of events are used for the ∆R
and deep neural network methods in following sections.
Nj Nb tt¯bb¯ events S1 ( Nl = 1) S2, S3 ( ≥ Nj , ≥ Nb ) Acceptance (%)
2
2
1888043 561273
275117 2.75
3 273659 2.74
4 259712 2.60
5 213440 2.13
6 137136 1.37
3
3
91961 0.92
4 90187 0.90
5 79489 0.79
6 55439 0.55
4
4
15329 0.15
5 14638 0.15
6 11478 0.11
TABLE I: The number of events in each event selection based on the number of the jets and
b-tagged jets inclusively and corresponding acceptances are shown.
IV. MINIMUM ∆R ANALYSIS
One simple approach to identify two additional b jets is to select two b-tagged jets with the
minimum angle of ∆R between them. This method is based on the fact that the additional
b jets are from the gluon splitting to bb¯. If the selected jet is matched to any of additional
b jets at the generation level within ∆R < 0.4, the jet is considered to be from additional
b jet. Both of two selected jets should be matched to be a correct combination. Then, the
matching efficiency is defined as the ratio of the number of “matched” events to the number
of events after each event selection. The matching efficiency is used as a figure of merit to
check the performance in this analysis. The ∆R in the correct combination tends to have
smaller angle between two jets so it can be distinguished from the wrong combinations, as
shown in Section V.
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FIG. 2: Matching efficiency from the ∆R analysis is shown as a function of number of jets. The
results with different requirements of number of b-tagged jets are also shown with rectangle mark
for at least 2 b-tagged jets, circle for 3 b-tagged jets and triangle for 4 b-tagged jets (color online).
After the preselection, events are selected by requiring at least 2 jets and at least 2 of
which are b-tagged jets. With requirements on various (b) jet multiplicities, the performance
is tested in each dataset as the matching efficiency can be different. With the ∆R approach,
the matching efficiency is calculated as around 21% with the requirement of at least 2 b-
tagged jets, 28% for at least 3 b-tagged jets and 30% for at least 4 b-tagged jets. Figure 2
shows the matching efficiency as a function of number of jets and b-tagged jets with different
colors. All of these cases, the matching efficiencies are worse slightly as more jets are required.
In this result, there are two aspects. Due to large combinatorial background with higher
jet multiplicity, these additional wrong combinations could decrease the matching efficiency.
On the contrary, if the number of b-tagged jets is larger, there would be more chance to
have the correct assignment. Figure 3 shows the fraction of number of events which have
the matchable combination with respect to the selected events. As expected, the ratio
significantly goes up with the requirement of at least 3 b-tagged jets.
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FIG. 3: Fraction of matchable events in the selected dataset as a function of number of jets. The
results with different requirements of number of b-tagged jets are also shown with rectangle mark
for 2 b-tagged jets, circle for 3 b-tagged jets and triangle for 4 b-tagged jets (color online).
V. DEEP NEURAL NETWORK ANALYSIS
As the second approach, the deep neural network with multi-variables is used to increase
the matching efficiency. The goal of the neural network is to make use of multi-variables
from the properties of the selected objects to decide which combination is most probable to
originate from gluon splitting. The variables are selected considering all possible combina-
tions of four-vector of the final state objects such as selected two b-tagged jets, a lepton, a
reconstructed hadronic W boson and missing transverse energy (MET). The list of total 78
variables are shown in Tables II and III.
We will use a deep neural network for the binary classification. For this classification,
if two selected jets among the combinations of all b-tagged jets are matched to additional
b jets, this combination is considered as “signal”. All other combinations are considered
as “background”. For example, when there are three b-tagged jets, there are three possible
combinations of two jets. Possibly one combination is signal and other two combinations
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Variable Description
∆R(b, b¯) ∆R between two b-tagged jets
∆η(b, b¯) ∆η between two b-tagged jets
∆φ(b, b¯) ∆φ between two b-tagged jets
pT(b, b¯) pT of two b-tagged jets
η(b, b¯) η of two b-tagged jets
m(b, b¯) Mass of two b-tagged jets
mT(b, b¯) Transverse mass of two b-tagged jets
pT(b, b¯) Scalar sum of pT of two b-tagged jets
∆R(bb¯, l) ∆R between two b-tagged jets and lepton
∆η(bb¯, l) ∆η between two b-tagged jets and lepton
∆φ(bb¯, l) ∆φ between two b-tagged jets and lepton
pT(bb¯, l) pT of two b-tagged jets and lepton
η(bb¯, l) η of two b-tagged jets and lepton
m(bb¯, l) Mass of two b-tagged jets and lepton
mT(bb¯, l) Transverse mass of two b-tagged jets and lepton
pT(bb¯, l) Scalar sum of pT of two b-tagged jets and lepton
∆R(bb¯, ν) ∆R between two b-tagged jets and missing transverse energy (MET)
∆η(bb¯, ν) ∆η between two b-tagged jets and MET
∆φ(bb¯, ν) ∆φ between two b-tagged jets and MET
pT(bb¯, ν) pT of two b-tagged jets and MET
η(bb¯, ν) η of two b-tagged jets and MET
m(bb¯, ν) Mass of two b-tagged jets and MET
mT(bb¯, ν) Transverse mass of two b-tagged jets and MET
pT(bb¯, ν) Scalar sum of pT of two b-tagged jets and MET
∆R(b1, l) ∆R between b-tagged jet with the highest pT and lepton
∆η(b1, l) ∆η between b-tagged jet with the highest pT and lepton
∆φ(b1, l) ∆φ between b-tagged jet with the highest pT and lepton
pT(b1, l) pT of b-tagged jet with the highest pT and lepton
η(b1, l) η of b-tagged jet with the highest pT and lepton
m(b1, l) Mass of b-tagged jet with the highest pT and lepton
mT(b1, l) Transverse mass of b-tagged jet with the highest pT and lepton
pT(b1, l) Scalar sum of pT of b-tagged jet with the highest pT and lepton
∆R(b1, ν) ∆R between b-tagged jet with the highest pT and MET
∆η(b1, ν) ∆η between b-tagged jet with the highest pT and MET
∆φ(b1, ν) ∆φ between b-tagged jet with the highest pT and MET
pT(b1, ν) pT of b-tagged jet with the highest pT and MET
η(b1, ν) η of b-tagged jet with the highest pT and MET
m(b1ν) Mass of b-tagged jet with the highest pT and MET
mT (b1, ν) Transverse mass of b-tagged jet with the highest pT and MET
HT (b1, ν) Scalar sum of pT of b-tagged jet with the highest pT and MET
TABLE II: Input variables for deep neural network (Continued in Table III)
are backgrounds. Therefore, requiring more jets implies more background in training. The
signal and background distributions of the most distinguished variables are shown in Fig. 4.
The dataset in each event selection is split into two datasets, 80% of data to train model
and remaining 20% for test. Hyper-parameters of the neural network such as number of
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Variable Description
∆R(b1,W ) ∆R between b-tagged jet with the highest pT and W
∆η(b1,W ) ∆η between b-tagged jet with the highest pT and W
∆φ(b1,W ) ∆φ between b-tagged jet with the highest pT and W
pT(b1,W ) pT of b-tagged jet with the highest pT and W
η(b1,W ) η of b-tagged jet with the highest pT and W
m(b1,W ) Mass of b-tagged jet with the highest pT and W
mT(b1,W ) Transverse mass of b-tagged jet with the highest pT and W
pT(b1,W ) Scalar sum of pT of b-tagged jet with the highest pT and W
∆R(b2, l) ∆R between b-tagged jet with the second highest pT and lepton
∆η(b2, l) ∆η between b-tagged jet with the second highest pT and lepton
∆φ(b2, l) ∆φ between b-tagged jet with the second highest pT and lepton
pT(b2, l) pT of b-tagged jet with the second highest pT and lepton
η(b2, l) η of b-tagged jet with the second highest pT and lepton
m(b2, l) Mass of b-tagged jet with the second highest pT and lepton
mT(b2, l) Transverse mass of b-tagged jet with the second highest pT and lepton
pT(b2, l) Scalar sum of pT of b-tagged jet with the second highest pT and lepton
∆R(b2, ν) ∆R between b-tagged jet with the second highest pT and MET
∆η(b2, ν) ∆η between b-tagged jet with the second highest pT and MET
∆φ(b2, ν) ∆φ between b-tagged jet with the second highest pT and MET
pT(b2, ν) pT of b-tagged jet with the second highest pT and MET
η(b2, ν) η of b-tagged jet with the second highest pT and MET
m(b2, ν) Mass of b-tagged jet with the second highest pT and MET
mT(b2, ν) Transverse mass of b-tagged jet with the second highest pT and MET
pT(b2, ν) Scalar sum of pT of b-tagged jet with the second highest pT and MET
∆R(b2,W ) ∆R between b-tagged jet with the second highest pT and W
∆η(b2,W ) ∆η between b-tagged jet with the second highest pT and W
∆φ(b2,W ) ∆φ between b-tagged jet with the second highest pT and W
pT(b2,W ) pT of b-tagged jet with the second highest pT and W
η(b2,W ) η of b-tagged jet with the second highest pT and W
m(b2,W ) Mass of b-tagged jet with the second highest pT and W
mT(b2,W ) Transverse mass of b-tagged jet with the second highest pT and W
pT(b2,W ) Scalar sum of pT of b-tagged jet with the second highest pT and W
pT(b1) pT of b-tagged jet with the highest pT
η(b1) η of b-tagged jet with the highest pT
e(b1) energy of b-tagged jet with the highest pT
pT(b2) pT of b-tagged jet with the second highest pT
η(b2) η of b-tagged jet with the second highest pT
e(b2) energy of b-tagged jet with the second highest pT
TABLE III: Continued from Table II
epochs, number of layers and number of nodes per each hidden layer are optimized based on
the matching efficiency calculated on the test dataset. To minimize overtraining, regular-
ization technique of L2 regularization, batch normalization [14] and dropout [15] dropping
out nodes by 8% in each hidden layer are used. Two main hyperparameters of the number
of layers and the number of nodes in each hidden layer are configured by scanning the 2D
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FIG. 4: Input variables of invariant mass, ∆η, ∆φ and ∆R of two selected b jets (clockwise from
upper left).
parameter space fixing the number of epochs as 100. The parameters are chosen in a way
that the efficiency is the highest. This procedure is done for each event selection scenario.
Figure 5 shows the matching efficiency in the 2D parameter space for number of nodes and
layers after at least 4 jets and 4 b-tagged jets. We found that the efficiency is not sensitive in
this parameter space. Therefore, as optimal point, 4 layers and 100 nodes per each layer are
used throughout all the deep neural network models. The output scores from the training
and test samples are shown together in Fig. 6. The distributions from both samples agree
each other. This agreement shows that there is no overtraining in the model. For the 10k
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FIG. 5: Matching efficiency in 2D with different number of layers and nodes per each hidden layer
ranges after the requirement of at least 4 jets and 4 b-tagged jets. The number of layers of 4 and
the number of nodes of 100 are selected as the optimal numbers.
events, total training time costs almost 700 seconds using Nvidia Titan XP Graphic cards
of 4 with 12 GB of RAM is used for this analysis.
Figure 7 shows the matching efficiencies in different requirements of number of jets and
b-tagged jets together with the results from the minimum ∆R analysis. The corresponding
numbers are shown in Table IV. As shown in Fig. 7, overall the matching efficiency is getting
larger when applying higher number of b-tagged jets. After the requirement of at least two
b jets, around 23% matching efficiency is observed while it is 21% for the ∆R method.
Around 2% improvement is shown throughout the different number of jet requirements. For
the requirement of at least 3 b jets, the matching efficiency of 33% is obtained, which is
around 4% higher than the ∆R method. With the requirement of at least 4 b jets, the
matching efficiency goes up to 39%. This efficiency is 8% higher than the ∆R method. In
general, we could reach up to around 40% level matching efficiency using the deep neural
network in the lepton+jets mode.
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FIG. 6: Deep neural network output score for training and test samples. Test sample is indicated
with dot. Two distributions for training and test datasets agree each other. This indicates that
there is no overtraining. Only statistical uncertainty is given.
VI. CONCLUSIONS
To measure the differential cross section as a function of properties of the additional b
jets, the origin of the b jet needs to be identified. In this paper, we present the perfor-
mance of identifying two additional b jets using simulated pp collision data at
√
s = 13
TeV. Comparing with the minimum ∆R analysis, the performance of deep neural network
improves by 2-8% level depending on the number of b-tagged jet requirement. In partic-
ular, it is shown that requiring at least 4 b-tagged jets leads to better performance with
the matching efficiency of around 40%. However, it would suffer from the lack of statistics
with the current LHC data to apply this tight number of b-tagged jets. Using data from
the Run-3 or the High Luminosity-LHC, it is conceivable to tighten the requirement of the
number of b-tagged jets to improve the matching efficiency. In real analysis, more sophis-
ticated high-level features are available. Optimizing those variables can lead us to improve
the performance.
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