Multi-person tracking is still a challenging problem due to recurrent occlusion, pose variation and similar appearances between people. Inspired by the success of sparse representations in single object tracking and face recognition, we propose in this paper an online tracking by detection framework based on collaborative sparse representations. We argue that collaborative representations can better differentiate people compared to target-specific models and therefore help to produce a more robust tracking system. We also show that despite the size of the dictionaries involved, these representations can be efficiently computed with large-scale optimization techniques to get a near real-time algorithm. Experiments show that the proposed approach compares well to other recent online tracking systems on various datasets.
INTRODUCTION
Object tracking is an important topic of interest in Computer Vision since it is needed for many practical applications. Existing techniques can be divided into single object tracking (SOT) or multi-object tracking approaches (MOT), and despite a lot of improvements in these fields it remains a challenging problem to design an efficient multi-object tracker due to similar appearances and occlusions of the targets.
Multi-object tracking can be performed either offline [1, 2] , using past and future frames usually in a batch setting, or online [3, 4, 5, 6] . Online algorithms are more suitable for time critical applications and remain competitive with offline methods, as shown by some papers [7, 8] . Recent online approaches mainly rely on the tracking-by-detection scheme, in which an offline learned detector yields target locations in each frame. Detections from the current frame are then associated to existing tracks to reconstruct the trajectories across time. Most often, target-specific models are learned online and used to evaluate an appearance score for a track-detection pair, and recent works have proposed more complex and robust models to differentiate similar objects [5, 7, 8] .
Employing more sophisticated appearance models has also led to significant improvements in SOT over the past years. In particular, sparse representations have been used to produce generative and discriminative appearance models [9, 10, 11] . Even though the first trackers based on sparse representations could not fulfill real time constraints, this problem has been handled with compressed sensing techniques as shown in [12] . Inspired by these methods, sparse representations have been used recently in MOT for designing target-specific models [3] .
Sparse representations have also been successfully employed earlier in Computer Vision for face recognition. In [13] , a sparse representation based classification considers a collaborative representation among all classes and assigns the represented sample to the class which achieves the smallest residual error. This technique achieved striking results at the time and has led to many extensions, involving especially dictionary learning methods. It has also been shown in [14] that the collaborative property of the representations has an essential role in the discriminative ability of this approach.
We propose in this paper an online multi-person tracking algorithm based on collaborative sparse representations between individuals. We argue that collaborative representations can better differentiate people compared to targetspecific representations (as done in [3] ) without any complex features and help to reduce the number of false associations between detections and tracks. Even though it implies computing sparse representations on large dictionaries, we will show that it can be rapidly and efficiently approximated with large-scale optimization techniques involving active sets as used for example in [15] , leading to a near real-time method.
This paper is organized as follows. In Sections 2 and 3 we introduce respectively the proposed tracking approach and the optimization process. Experimental results are then provided in Section 4 while Section 5 concludes our paper.
PROPOSED APPROACH

System overview
At each frame, a person detector yields a set of detections D t which are linked to existing tracks, thanks to specific appearance and motion models, or used to initialize new tracks. Tracks that have a high association rate are considered confident, and those with a low rate are declared lost and are later terminated. The tracker management is inspired from [4] .
In order to associate detections to tracks, we compute an affinity matrix A where A ij stands for the affinity score between the i th track and the j th detection in D t . The association between detections and tracks is then formulated as a maximum matching problem in a bipartite graph, which can be solved with the Hungarian or a greedy algorithm. Like [4] , we first associate detections to confident tracks and match the remaining detections and tracks in a second time.
Our approach mainly differs from previous ones in the way to compute the affinity scores, as explained in the following section.
Affinity scores
At frame t, we denote by T t = {T 1 , ..., T k } the set of all existing tracks and by D t = {d 1 , ..., d l } the set of detections given by the pedestrian detector. y d stands for the feature vector related to a detection d. The affinity score A ij between T i and d j is given by
where a(i, j) is an appearance based term and L includes all track-detection pairs (T i , d j ) that can be linked together by considering two criteria, one based on the distance between d j and the estimated location of T i in the current frame, and the second one based on their shapes. L is defined as
where dist Ti,dj is the Euclidean distance between T i and d j , and h j (resp. h i ) is the height related to d j (resp. T i ).
The values R i and S i are estimated for each track and are increasing when one is lost in order to allow a wider search area.
Sparse representations are used to estimate the a(i, j) values. Specifically, we denote by D i the template dictionary related to the i th track (which includes the most recent views of its associated person) and for any set
stands for the joint dictionary of the tracks T i1 , ..., T i l . Each detection d j is associated to a sparse code α y d j defined by
where I dj is a set of indexes specific to d j and λ determines a trade-off between the reconstruction error ||y dj − D I d j α|| 2 2 and the sparsity constraint ||α|| 1 . The appearance affinity a(i, j) is then defined as
is derived from α y d j by setting all coordinates not related to the i th track to zero, and
stands for the residual error of the i th track.
Local and global collaborative representations
We have considered two possible options for designing the set I dj . The first one consists in defining I dj = [1.
.k] which means that α y d j involves the specific dictionaries of all existing tracks and is therefore denoted as the global sparse collaborative representation of d j (GSC). The second option is
In this setting, α y d j is only computed using the specific dictionaries from the tracks that can be associated to d j and this representation will be considered as the local sparse collaborative representation of d j (LSC). At first glance it seems useless to involve the existing tracks that cannot be associated with d j and it also requires to optimize (1) over a much larger dictionary. However using the local representations means the affinities are defined as the residual errors of sparse codes found on unbalanced dictionaries and it is not obvious that these terms are truly comparable.
OPTIMIZATION
As the number of simultaneous tracks can be significant (up to 30 in some sequences), computing the global representations may require to solve the equation (1) over a large dictionary. In order to achieve a reasonable runtime, usual optimization techniques cannot be directly applied. We explain in this section how this problem can be efficiently solved using some large-scale optimization techniques.
Accelerated proximal gradient
Proximal methods have been used to solve the problem (1) and applied to several domains, especially single object tracking [16] . These techniques can be seen as a generalization of usual first order optimization methods and are of particular interest when the objective function can be expressed as the sum of two closed proper convex function f and g with f differentiable. The objective function in (1) can be decomposed this way by choosing f (α) = The accelerated proximal gradient method is able to find the minimum of f + g with a convergence rate of O(1/i 2 ), i being the iteration index [17] . This method requires to compute at each iteration the gradient ▽f (α i ) and a few proximal values and evaluations of the function f at several points during a line search step. The main computation bottleneck is actually the computation of ▽f (α i ) and the evaluations of f , each of these indeed requires O(nm) operations when dictionary D has n elements of size m. As shown in [17] , one can compute the Gram matrix D T D, which requires O(n 2 m) operations, in order to perform each iteration in O(n 2 ). This leads to a significant speed-up in the optimization process when n ≪ m. However, it is not relevant in our case because the condition n ≪ m is not satisfied for the involved dictionaries (especially for the global representations).
Active set strategy
Some approaches have been proposed to handle the case of large dictionaries. In fact, optimality condition for (1) This optimization process is detailed in algorithm 1, in which K elements are added to A at each selection step.
using α y as starting point and G find α y = argmin 
Implementation
Our approach is implemented in C++ and tested using a single core at 2.7 GHz. We compare two variants of our approach, one using global sparse collaborative representations (GSC) and a second one using local sparse collaborative representations (LSC) in order to compute the affinity scores. We also introduce a last method, using non-collaborative representations and called TSS (target-specific sparse representations), in which the values a(i, j) in the affinity matrix are defined as the opposite of the reconstruction error of y dj over the specific dictionary D i related to T i . Kalman filters are used to estimate the locations of the targets in the next frame. The association of detections to tracks, formulated as a maximum matching problem, is solved with a greedy algorithm. We do not consider any complex features and directly use RGB intensity values of the templates (resized to 30x30 pixels). All parameters are empirically fixed and remained unchanged for all the sequences. Particularly, the size of the specific dictionaries is fixed to 30 elements, and the parameter λ in (1) is set to 0.1.
Experimental setting
We evaluate our approach on various datasets: PETS S2L1 and S2L2, TownCenter and Parking Lot. These sequences differ in terms of number of people, point of view and frame rate. Like [4] we do not use any 3D camera calibration. Two different sets of detections are used for the PETS and TownCenter sequences (same detections as in [4] ) to show the robustness of our tracker over the employed detector. In order to yield a fair comparison we compare our approach against other state-of-the-art online trackers [3, 4, 5, 6] on the sequences for which the detections used are available.
We use the CLEARMOT metrics, detailed in [18] , which are evaluated using the public implementation from [4] (with a standard overlap threshold of 0.5 instead of the unusual one used in [4] ). The given trajectories from the authors' website are used when available [4, 6] .
Results
First of all, our strategies with collaborative representations (GSC or LSC) give better results compared with target specific representation (TSS) as shown in table 2. Since the tracked people are quite similar in appearance, it seems that specific dictionaries cannot really discriminate them as shown in figure 1 where we plot the residual error of true detectiontrack matches and false ones. Even though using more complex features could improve the discriminative ability of the specific dictionaries, collaborative representations also improve the tracking results without any advanced features and seem to better differentiate targets. Furthermore, global representations (GSC) yield better results than local ones (LSC) and we argue this result can be explained by the following reason. The global representations are computed at each frame on the same dictionary and therefore we avoid comparing residual errors from unbalanced dictionaries, as done with the local representations.
The CLEARMOT metrics for our approach based on global representations (GSC) and some other trackers are shown in table 3, and some samples of estimated trajectories are shown in figure 2. Our approach yields most often better results in terms of MOTA, and is still in any case comparable with other online trackers. Our system produces in overall far less ID-switches (IDS) thanks to the great discriminative ability of collaborative representations. Therefore, our approach is competitive to existing ones and robust with respect to the person detector.
The runtime of our approach relies mainly on the number of targets and the number of detections per frame. Computation times for the usual accelerated proximal gradient method and the one using active sets are shown in table 1 (for the GSC approach on a single core). This demonstrates that our approach can be near real-time using active sets and even be fully real-time by using a parallelized implementation.
CONCLUSION
We have proposed in this paper an online tracking by detection system based on global and collaborative sparse representations of all the tracked people. We have shown that these collaborative representations produce superior tracking results compared with those derived from target-specific representations and can be efficiently computed despite the possible size of the involved dictionary. An extensive evaluation of our system on several datasets confirms that this approach is robust and competitive to existing ones.
In future work, we plan to replace the sparse prior used to compute the representations by a prior more adapted to the tracking context. We also plan to explore the possibility of jointly computing the sparse representations and performing the association between tracks and detections.
