Introduction
In 13] Stembridge gave a combinatorial rule for the coe cients f de ned by P P = X f P where P is the Schur P-function, de ned by P = P (x; ?1) where P (x; t) is the Hall-Littlewood symmetric function 7, III.2]. The purpose of this paper is to
give another combinatorial rule for f . This rule leads naturally to an e cient algorithm for computing all of the coe cients f for xed and and arbitrary where s is the Schur function. Our rule is analogous to that of D. White 15] , who gave a dual formulation of the LR rule. Section 2 reviews White's rule (Theorem 2) which characterizes the recording tableaux arising from the Robinson-Schensted insertion of reading words of columnstrict tableaux of a xed skew shape. Section 3 gives several versions of Theorem 2 that will be used in the proof of our rule, and shows how a proof of (an equivalent version of) Theorem 2 can be reduced to the special cases that D is a rectangle with at most two rows. Special care is paid when D is a single row; this case must be studied even more carefully in our proof.
Our rule (Theorem 11) characterizes the recording tableaux arising from Sagan's shifted insertion 10] of reading words of appropriate tableaux of a given skew shifted shape. For any given word, its ordinary and shifted recording tableaux are related by a jeu-de-taquin. This was conjectured by Shor and proven by Haiman 4] . The proof of Theorem 11 appears in Section 5 and relies on a delicate analysis of a local version of this jeu-de-taquin. In Section 6 a simple algorithm is given to compute the set of tableaux described by our rule. The tree-traversal algorithm is analyzed and shown to be quite e cient.
Many thanks to Je Remmel, who advised the author's 1991 thesis 12] that contains the results in this paper.
White's rule
This section reviews White's rule and its connection with the LR rule.
The coe cients c satisfy s = = X c s (2.1) where s = is the skew Schur function 7, I.9.1].
In order to combinatorialize this identity, a few de nitions are required. The English notation is adopted for partition diagrams and tableaux. For the de nition of a partition, its shape or diagram, or a skew shape, see 7] . Let Next is a predicate on standard tableaux that is essentially due to White 15] .
De ne the direct labelling DL(D) of the skew shape D to be the (not usually column-strict) tableau of shape D with row-reading word 123 . Say that a (skew) standard tableau Q is D-compatible if it has the same number of cells as D and For the reader who is wondering about the choice of this particular version of the LR rule, here is an explanation. White was the rst to give a characterization of the recording tableaux arising from insertion of reading words of column-strict tableaux of a xed skew shape. In his rule one uses the reverse of the direct labelling and column insertion rather than row insertion. Subsequently Hillman and Grassl 5] proved the analogous result for row insertion. The precise formulation given below appears in 3] and its column insertion version in 9]. Similar results hold for column-reading words. Fomin and Greene 2] have given an intrinsic poset-theoretic approach to the LR rule and White's rule; they give an order-theoretic condition on a reading order of a skew shape, such that Theorem 2 holds for that reading order and some set of standard tableaux (such as D-compatible tableaux for the direct labelling). Unfortunately our shifted analogue of White's rule does not seem to have an order-theoretic interpretation. Here it is necessary to choose a speci c reading order and corresponding set of recording tableaux, in such a way that can be analogized to the shifted case.
3. Versions and special cases of White's rule The results in this section are well-known and will be used later. The rst is a more exible but equivalent version of Theorem 2.
Theorem 4. Let D be a skew shape, w a word, T a column-strict tableau of partition shape, and Q the skew standard tableau that records the successive row insertions of the letters of w into T. Then w ts D if and only if Q is D-compatible.
Next is a version of Theorem 4 for column insertion.
Theorem 5. Let D be a skew shape, w = w 1 : : : w n a word, T a column-strict tableau of partition shape, and Q the skew standard tableau that records the successive column insertions of the letters w 1 , w 2 , up to w n , into T. Let (1) , (2) obviously holds for any word v of length m. (2) , (3) by assumption. (3) , (4) since the only conditions in the E-compatibility of Q(vw) apply to the subshape D in E. (4) , (5) since Q 1 is obtained from Q by adding m to each entry. Lemma 7. To prove Theorem 4 it may be assumed that D is a single row or a two-rowed rectangle.
Proof. Let S be the (not-necessarily-column-strict) tableau of shape D whose rowreading word is w.
Let E D be a skew shape such that the restriction DL(D)j E of DL(D) to the subshape E is labelled by an interval of integers A. Let w 0 = word(Sj E ); it is a contiguous subword of w = word(S). Let v be the part of w that comes before w 0 , T 0 the column-strict tableau obtained by the row insertion of the word v into T, and Q 0 the recording tableau of the row insertion of w 0 into T 0 using the alphabet A. It is clear that Q 0 is the restriction Qj A of Q to the alphabet A.
This argument shows that for such subshapes E of D, Qj A is the recording tableau of the row insertion of word(Sj E ) into some column-strict tableau of partition shape. Denote by A(E) the subinterval A that corresponds to the subshape E.
For each row index r, let D r D be the r-th row of D, and R r D the rectangle whose northwest corner is the westmost cell of the r-th row of D and whose southeast corner is the eastmost cell of the (r + 1)-st row of D. The above argument applies to each of the subshapes D r and R r .
The following are equivalent.
1. w ts D (that is, S is column-strict). 2. Sj Dr and Sj Rr are column-strict for all r. 3 . Qj A(Dr) is D r -compatible in the alphabet A(D r ) and Qj A(Rr) is R r -compatible in the alphabet A(R r ) for all r. 4 . Q is D-compatible.
(1) , (2) and (3) , (4) follow from the de nitions, since each pair (i; i + 1) in condition (C1) of the de nition of the D-compatibility of Q, is covered by one of the shapes D r , and each pair (i; j) in (C2) is covered by one of the shapes R r .
(2) , (3) follows by assumption since D r is a single row and R r is a two-rowed rectangle.
When D is a single row, Theorem 4 is a well-known result with an easy direct proof. Both the row and column insertion versions are packaged together. The bumping path of a row insertion is the sequence of cells whose contents change, and the bumping path of a column insertion is de ned somewhat similarly. Lemma 8. (Pieri's rules) Let T be a column-strict tableau of partition shape, x and y letters, and s and t the cells created by the successive row (resp. column) insertions into T of x and then y. 1 . If x y (resp. x < y) then the bumping path of the insertion of y is strictly east (resp. south) of that of x. In particular t is strictly east (resp. south) and weakly north (resp. west) of s. 2 . If x > y (resp. x y) then t is strictly south (resp. east) and weakly west (resp. north) of s. Proof. Let D = = . Suppose the r-th row of D is the northmost that contains a diagonal cell. The subshape of D given by the rows weakly south of the r-th, is (up to translation) a nonskew shifted shape . The subshape E of D given by its rst r rows satis es the hypotheses of Proposition 14. These two subshapes encompass all of the pairs (i; i + 1) and (i; j) in the de nition of D-shift compatibility. This shows that the lemma is true if (2) and (3) are replaced by the general case of Proposition 14. However this replacement is valid, by a proof similar to that of Lemma 7. 
Lemma 17. To prove Theorem 11 it may be assumed that w consists of distinct plain letters. Proof. The following are equivalent.
Each of these assertions is equivalent to the next, by (L2), assumption, and (L4).
Lemma 18. To prove Proposition 14, it may be assumed that w and T consist of plain letters that are collectively disjoint.
Proof. Let v be any word such that P (v) = T and write L (vw) = xy where v and x have the same length. By (L4) Q is also the recording tableau of the shifted insertion of y into P (x). The following are equivalent.
Each assertion implies the next, by (L2), (L1), (L2), and assumption.
Sagan's Lifting Lemma. A crucial tool in the proof of Theorem 11 is Sagan's
Lifting Lemma 10, Lemma 4.3], which realizes shifted insertion in terms of ordinary Schensted insertion. It is appropriate to introduce some detailed notation for Schensted insertion, whose utility will become apparent.
Let T be a column-strict tableau of partition shape and x 2 N. Let P be the column-strict tableau obtained by the row insertion of the letter x into T, written P = TR x (all the insertion operators such as R x act on their left, so that they appear from left to right in chronological order). Let U be any tableau of the same shape as T and a another letter. Let Q be the tableau obtained by adjoining the letter a to the tableau U so that Q and P have the same shape. This situation shall be written as Q P = U T R a x : Similarly, if T and U are as above and y and b are letters, write Q P = U T C b y to indicate that P = TC y is the result of the column insertion of the letter y into T and Q is obtained from U by adjoining the letter b so that Q and P have the same shape.
For shifted insertion, let T 2 GT( ) and x 2 A. Write P = T I x to mean that P is obtained by the shifted insertion of x into T . Suppose also that U is a tableau of the same shape as T and k is a plain letter. Then Q P = U T I k Suppose s a = s b = s. Let x 0 and y 0 be the letters that occupy the cell s in the tableaux TR x and TC y respectively. Recall that the bumping paths of row insertions proceed strictly south and weakly west, while those of column insertions proceed strictly east and weakly north.
Suppose that y 0 x 0 . During the row insertion of x into TC y , the letter x 0 is bumped into the row containing s but cannot displace the number y 0 in s, so it must come to rest in the cell s 0 just to the east of s. But this contradicts the assumption that s and s 0 are not adjacent. Otherwise suppose y 0 > x 0 . During the column insertion of y into TR x , the letter y 0 is bumped into the column containing s but cannot displace the number x 0 in s, so it must come to rest in the cell s 0 just to the south of s, again reaching a contradiction.
Therefore s a 6 = s b , from which it follows that Q rc = Q cr .
The next observation is that when a column insertion is switched past a sequence of row insertion operators, the result is a jeu-de-taquin in the recording tableaux.
For A and B alphabets, let A+B be the alphabet with underlying set the disjoint union of A and B, with inherited total order on A and B and a < b for all a 2 A and b 2 B. Lemma 21. Let T and U be tableaux of the same partition shape with T columnstrict, y a letter and x 1 through x n letters, b another letter not appearing in U, and A = fa 1 < a 2 < < a n g with no a i appearing in U. Write
x1 R an xn C b y ; which is Then P = P 1 and the skew tableaux Q nw and Q se are standard in the alphabets fbg+ A and A + fbg respectively, and Q nw (resp. Q se ) is obtained by the jeu-de-taquin that slides the tableau Q se ?b (resp. Q nw ?b) outward (resp. inward) into the \hole" indicated by the cell of Q se (resp. Q nw ) containing the letter b. Proof. P = P 1 by Lemma 20. Standardness follows by de nition. Let a i be the smaller of the letters adjacent to b in Q nw . By Lemma 20, exchanging the insertion C b y with R a k x k for k < i has no e ect on the recording tableau, but upon exchanging C b y with R ai xi , the letters a i and b switch places. The rest of the proof is clear.
Lemma 22. Let T and U be tableaux of the same partition shape with T columnstrict, y = y 1 : : : y m and x = x 1 : : : x n words, and A = fa 1 < a 2 < < a n g and B = fb 1 Suppose that w ts D, that is, x < y. Applying Lemma 8 for the operator C x C y acting on T, it follows that b 0 is strictly south and weakly west of a 0 in Q 1 , that is, the di erence in the shapes of T and TC x C y is a vertical strip. Applying Lemma 8 with R x R y acting on TC x C y , it follows that b is strictly east and weakly north of b in Q 1 , that is, the di erence in the shapes of TC x C y and P is a horizontal strip. This proves that the common shape of Q 1 and Q is thin.
Even if Q and Q 1 di er by switching b 0 and a, since their common shape is thin, b 0 remains strictly south and weakly west of a 0 in Q, so that Q is D-shift compatible.
Conversely, suppose that w does not t D, that is, x > y. Applying Lemma 8 for C x C y acting on T, it follows that b 0 is strictly east and weakly north of a 0 in Q 1 , so that the di erence of the shapes of T and TC x C y is a vertical strip. Applying Lemma 8 to R x R y acting on TC x C y , the shape of Q 1 is thin, being the sum of a vertical strip extended by a horizontal. In Q, b 0 remains strictly east and weakly north of a 0 , so that Q is not D-shift compatible. Lemma 25. 1 . All of the Q X have the same shape, which is thin and shiftsymmetric.
2. word(Q X ) is a shu e of the words n 0 (n ? 1) 0 1 0 and 12 n, for all X. 3 . The primed letters of Q X form a vertical strip for all X and increase from north to south.
4. The plain letters of Q X form a horizontal strip for all X and increase from east to west.
5. For any X and any connected component Z of Q X , either Z is saturated or has exactly one row that does not contain a primed letter.
6. The diagonal component of Q X (if it exists) is saturated for all X. 7 . If j lies due north or due west of i 0 in Q then both lie weakly below the lower diagonal. If j lies due south or due east of i 0 in Q then both letters lie weakly above the lower diagonal.
8. In an unsaturated component of Q n] 0 + n] (resp. Q n]+ n] 0) the southmost (resp. northmost) row contains no primed letter. In a positive (resp. negative) unsaturated component of Q, the southmost (resp. northmost) row contains no primed letter.
Proof. (1): By Lemma 20 Q X has a common shape for all X; call it E. E is shiftsymmetric since it is the shape of the shift-antisymmetric tableau Q. E is thin, since it is the shape of the tableau Q n] 0 + n] , which is a vertical strip extended by a horizontal one by Lemma 8.
Next it is shown that (2) is equivalent to the conjunction of (3) and (4). Assume (2). Let 1 i < n. Since Q X is thin and standard in the alphabet X, i + 1 must be strictly east and weakly north of i in Q X , proving (4) . (3) is proven similarly. Conversely, for all 1 i < n, i + 1 is strictly east and weakly north of i in Q X by (4), so that i + 1 follows i in word(Q X ). Also i + 1 0 is strictly south and weakly west of i 0 in Q X by (3), so i + 1 0 precedes i 0 in word(Q X ). This proves (2). Now (2), (3), and (4) are proven. It has already been shown that (3) and (4) In light of (3), (5) is tantamount to saying that any component Z of Q X has at most one more row than it has primed letters. Neither of these quantities changes under the jeu-de-taquin that is involved in passing from Q X to Q Y where X and Y are related by an exchange of a plain and primed letter. Thus it may be assumed that X = n] 0 + n]. Every letter in Q X that is not at the bottom of its column must be primed, by (4) and the standardness of Q X in the alphabet X. Every row of Q X has at most one primed letter by (3). So every row has exactly one primed letter except possibly the southmost rows of connected components, proving (5) and the part of (8) (7) and the part of (8) regarding Q also holds. (6): It may be assumed that Z is the diagonal component of Q. Let r be the unique row in which Z intersects the diagonals. The lower diagonal cell in the r-th row of Z contains a primed letter by the shift-antisymmetry of Q and the standardness of Q in the alphabet A n . Let k < r be a row that intersects Z. Since Z is connected, the westmost cell in the k-th row of Z has a cell of Z immediately south of it, and both lie weakly above the lower diagonal. By (4) and (7), the westmost cell in the k-th row of Z is primed. Similarly the eastmost cell in any row of Z south of the r-th contains a primed letter, proving that Z is saturated. 1 0 1 2 0 4 5 0 2 3 0 3 6 0 8 4 0 6 7 0 7 5 8 Proof. By Lemma 17, it may be assumed that w consists of plain distinct letters.
The proof proceeds by induction on the number of parts of . The notation in the de nition of SRT( ) will be used here. Let T be the tableau of shape such that w = word(T ); T is not assumed to be in GT( ). Let v be the rst row of T , b T the remainder of T , u = word( b T ), so that w = uv. By induction it may be assumed that u ts b , b Q := Q (u) = SRT( b ), and b T = P (u). By Lemma 24 it may be assumed that v is increasing and that the letters n+1 0 through n+m 0 proceed strictly south and weakly west in Q = ASYM(Q ) where Q = Q (w).
Q = SRT( ).
2. The shape of Q is . 3. The shape of P := P (w) is . 4. w ts . Suppose (4) holds. By direct computation, each column insertion in passing from T to V , pushes due east, so V is formed by adjoining to the west of T, a column with the numbers of the word v. This shows that in Q 1 , the letter n + k 0 is in the k-th row for 1 k m. By direct computation of P = V R v1 R vm , it is clear that P is formed by pushing each of the letters in the subtableau T of V south by a cell, then placing v in the rst row starting at the second column. Evidently P = SYM(T ), so by Lemma 19 T = P . In particular the shape of P is , proving (3). Conversely, suppose (4) T . The bumping path of the column insertion C v k into T 1 must start in a row strictly south of the k-th. By Lemma 8, the bumping path of the C vj must start in a row strictly south of the j-th for all j k. The length m of v is strictly greater than the number of rows 2 in T; this guarantees that V has strictly more than m rows, so that P does also. However P = SYM(P ) has the same number of rows as P has columns. This contradicts (3), so it may be assumed that (5.2) holds. Now assume the negation of (4) This means that i + m 0 is strictly above the diagonals, so it doesn't move in passing from Q to V . It is enough to show that Z is unsaturated, for this guarantees that i 0 must move north one cell in passing from Q to V . Suppose that Z is saturated. It follows from (SC1) and (SC2) that for every k i with k 0 2 Z, k + m 0 is just southeast of k 0 in Q. Let k 0 be the primed letter in the southmost row of Z. The letter x immediately south of k 0 in Q is also immediately east of k + m 0 , so it is either in Q 1 or Q 2 . But it is not in Q 1 since it would then be in Z and k 0 was in the southmost row of Z. So x 2 Q 2 . x cannot be primed, since it is in the same row as k + m 0 in Q 2 by (SC1).
On the other hand, x cannot be plain, for it is east of a primed letter in Q 2 , by Lemma 25(7). This is a contradiction, so this case is done. . So is y a plain letter in Q 1 . In particular, the rst row of Z contains plain letters. The eastmost of these must be t by the shift-antisymmetry of Z. By shift-antisymmetry t 0 is due south of`, which is the westmost plain letter in Z. Let The tree T (D) may also be de ned as the set of shift-antisymmetric tableaux that are standard in the interleaved alphabet, that contain ASYM(SRT( )) as a subtableau, and satisfy the (SC1) and (SC2) for all the numbers that they contain.
T is a child of Q if Q is a subtableau of T and there is no tableau U with Q U T. 6 .2. The algorithm. A memory-e cient, straightforward, and naive way to compute the leaves of T (D) of maximal depth, is to perform a depth-rst traversal that outputs a desired leaf when it is reached; this will be adopted as the overall algorithm. For data structures, a tableau should be represented by its shape and two arrays ROW(x) and COL(x) that give the row and column index of the letter x in the tableau.
The adjacency information for DL(D) should be precomputed, since the calculation of edges is identical for any vertex at a given depth. Construct two arrays WEST(k) and SOUTH(k) that either give the number in DL(D) that is immediately west or south of k respectively for j j < k jDj, or indicate that no such number exists.
The initial step is given by computing ASYM(SRT( )). The de nition of this tableau immediately leads to an algorithm for its computation; if implemented correctly, the time to do this is linear in j j.
For the recursive step (using the above notation), it su ces to compute the set of corner cells (r; c) for the shape of the tableau Q such that both of the following hold: These are the conditions (SC1) and (SC2'). For each such cell (r; c), the letter m + 1 0 is adjoined to Q at (r; c), then m + 1 is adjoined in the shift-symmetric cell to create a child T of Q, and the shape of T is updated from that of Q. More precisely, set ROW(m + 1 0 ) = r, COL(m + 1 0 ) = c, etc.
6.3. Bad branches. The analogous tree for computing White's rule has a very desirable property, namely, all of its leaves are at maximum depth. Unfortunately our algorithm does not have this property. Edges will be referred to as \branches" and leaves of maximum depth will be called \fruit". Edges will be considered to be directed away from the root. As is customary, to say that one vertex is \above" another, means that the two vertices are connected by a directed path in the tree, where the rst vertex is closer to the root. To say that a vertex is \below" another is to say that the latter is above the former. Say that a branch is bad if it has no fruit below it; call it good otherwise.
In general the tree T (D) has bad branches. This means that a naive exhaustive tree traversal algorithm such as depth-rst, will have to waste some amount of time traversing branches that do not lead to fruit. Because the existence of bad branches is the only obviously wasteful feature of our naive depth-rst traversal algorithm, and because there are always critics who are eager to dispute unsubstantiated claims of an algorithm's e ciency, bad branches will be analyzed somewhat carefully.
Consider a branch Q ! T where m + 1 0 and m + 1 are adjoined to Q to obtain T. Say that this branch is exotic if in T, m + 1 0 is strictly east of`0 and in the row just south of`0, where`is immediately south of m+1 in DL(D); if there is no such then the branch is not considered exotic. Note that each vertex Q has at most one exotic branch, and often has none, because having an exotic branch means (by (SC2)) that the cell just southwest of`0 must be a corner cell. Say that a branch is skinny if there is exactly one leaf below it.
Lemma 32. If a branch is bad then it is exotic and skinny. Proof. Badness: Suppose the branch Q ! T is not exotic. Suppose T has maximum number m + 1. It is not hard to see that it is possible to adjoin m + 2 0 to T then m + 2 shift-antisymmetrically, all the way up to jDj 0 and jDj, by adjoining the primed letters as far north as possible subject only to (SC1). By de nition the resulting tableau is fruit and the branch Q ! T is good. The existence of this fruit is based on the fact that the tree coming from White's rule has no bad branches.
So not exotic implies good, that is, bad implies exotic. Skinniness: By de nition, if a branch is bad then all branches below it are also bad. It has just been shown that the source vertex of a bad branch has exactly one (necessarily exotic) branch leading downward from it. In other words, bad implies skinny.
Lemma 32 proves that if a branch is bad, there is a unique leaf below it. Next it will be shown that this leaf is not far away. This shows that traversing a bad branch won't waste much time, since the unique leaf below the bad branch isn't too far away. Further, to check whether an exotic branch Q ! T is bad, one must test the existence of an entire path of exotic branches leading down to the tableau V of Lemma 33. So one must somehow gure out \ahead of time" that such a sequence of corner cells exists or not. The author would not be surprised if checking for the badness of an exotic branch, is equivalent to attempting to traverse an exotic branch up to the tableau V of Lemma 33, whose existence assures the branch is good.
In summary, the obvious depth-rst algorithm will traverse bad branches. The author's best guess is that it is faster to run the naive algorithm that blindly traverses all exotic branches, than to spend time at each exotic branch encountered, testing whether it is bad or not.
