Abstract. Let A, B be C * -algebras; A separable, B σ-unital and stable. We introduce a notion of translation invariance for asymptotic homomorphisms from SA = C 0 (R) ⊗ A to B and show that the Connes-Higson construction applied to any extension of A by B is homotopic to a translation invariant asymptotic homomorphism. In the other direction we give a construction which produces extensions of A by B out of such a translation invariant asymptotic homomorphism. This leads to our main result; that the homotopy classes of extensions coincide with the homotopy classes of translation invariant asymptotic homomorphisms.
Introduction
The excision properties of the E-theory of Connes and Higson hinges on a fundamental construction, introduced in [4] , which associates an asymptotic homomorphism SA → B to an extension of the separable C * -algebra A by another σ-unital C * -algebra B. This construction transforms an extension into something which seems to be of a different nature, in much the same way as the Busby-invariant transforms extensions, viewed as short exact sequences of C * -algebras, into * -homomorphisms. Both constructions have turned out to be very useful for the study of extensions of C * -algebras, and in this way also for many other purposes. But while it is easy to see that the Busby-invariant holds all relevant information on the extension, it is far more difficult to decide how much information is lost when considering the asymptotic homomorphism arising from an extension, rather than the extension itself. This question is quite intriguing because the approach to the study of extensions which is based solely on the Busby-invariant, i.e. the approach developed by Brown, Douglas and Fillmore in [3] , and later in higher generality by Kasparov [8] , is now known to have serious deficiencies: It may not have a group structure, [2] , not even in cases where the homotopy classes of extensions do have such a structure, [10] . In our previous work, [11, 13] , we have been able, in certain cases, to determine exactly which structure the asymptotic homomorphism arising from the Connes-Higson construction encodes. But the general case has escaped us, and the results of the present paper show why. As we shall explain the asymptotic homomorphism SA → B has a property which has been overlooked so far; it is namely translation invariant in the sense that a shift in the parameter of the asymptotic homomorphism corresponds exactly to a shift of the same amount in SA. This observation shows that the parameter of the asymptotic homomorphism is not just a structureless dummy, whose only raison d'être is to approach infinity without actually getting there, but that it has a serious relationship to the C * -algebra SA on which the asymptotic homomorphism is defined, at least when it arises from the Connes-Higson construction. Besides making this observation precise, we will show that this additional structure of the asymptotic homomorphism is exactly what is needed in order to recover the extension, showing that there are no more surprises to be uncovered.
Let A and B be C * -algebras. We say that a one-parameter family of maps, ψ = (ψ t ) t∈R : A → B, is an asymptotic homomorphism when (ψ t ) t∈ [1,∞) is (in the usual sense, [4] ) and lim t→−∞ ψ(a) = 0 for all a ∈ A. ψ is uniformly continuous when the function t → ψ t (a) is uniformly continuous for all a ∈ A, and equi-continuous when the family of maps ψ t : A → B, t ∈ R, is.
Let τ = (τ s ) s∈R be the action of R on SA = C 0 (R, A) by translations, τ s (f )(t) = f (t − s), f ∈ SA, and consider an asymptotic homomorphism ψ = (ψ t ) t∈R : SA → B. We say that ψ is asymptotically translation invariant when lim t→∞ ψ t−s (f ) − ψ t • τ s (f ) = 0 for all s ∈ R and all f ∈ SA, and translation invariant when ψ is equicontinuous, and ψ t • τ s = ψ t−s for all t, s ∈ R. Two (asymptotically) translation invariant asymptotic homomorphisms, ϕ and ψ, are homotopic when there is a (asymptotically) translation invariant asymptotic homomorphism Φ : It will be a corollary of our main result that this map is an isomorphism of abelian semigroups when A is separable and B σ-unital and stable.
From extensions to translation invariant asymptotic homomorphisms
Let A and B be C * -algebras; A separable, B σ-unital. The multiplier algebra of B will be denoted by M(B) and the generalized Calkin algebra M(B)/B by Q(B). Let ψ : A → Q(B) be an extension. We choose a) a strictly positive element b 0 ∈ B such that 0 ≤ b 0 ≤ 1, b) a continuous and homogeneous lift s : A → M(B) of ψ, and c) a sequence
and the sequence u n = h n (b 0 ), n = 0, 1, 2, . . . , has the properties i) lim n→∞ u n s(a) − s(a)u n = 0 for all a ∈ A, and ii) lim n→∞ u n b = b for all b ∈ B. This is possible by the arguments that prove the existence of quasi-central approximate units, [1] . {u n } ∞ n=0 is a unit sequence in the sense of [11] and [12] . We set ∆ 0 = √ u 0 and ∆ n = √ u n − u n−1 , n ≥ 1. A crucial observation is that thanks to i) we have that
The following lemma appears in [12] .
Lemma 2.1. For any norm-bounded sequence {m j } ⊆ M(B), and for any k ∈ N, the sum ∞ j=0 ∆ j m j ∆ j+k converges in the strict topology to an element of M(B), and
For each t ∈ R, define ϕ t : SA → B by
The sum converges in norm because lim j→∞ s (f (t − t j )) = 0, cf. Lemma 2.1.
Since s is homogeneous and continuous at 0, there is an L > 0 such that s(a) ≤ L a for all a ∈ A. It follows that
3) for all f and t, cf. Lemma 2.1.
Proof. B) is a trivial observation and C) follows from Lemma 2.1 since lim x→−∞ s(f (x)) = 0, so it remains to prove A) and D). We begin with A): Let f, g ∈ SA and let ǫ > 0. By uniform continuity of the map x → s(g(x)), there is a δ > 0 so small that s(g(x)) − s(g(y)) < ǫ when |x−y| < δ. Choose N ∈ N so large that t j −t j−1 < δ when j ≥ N. Since lim t→∞ s(k(t−t j )) = 0 for all j ∈ N and all k ∈ SA, there is then a T ∈ N so large that
and
In what follows we use the notation a ∼ ǫ b when a − b ≤ ǫ. Then
when j ≥ N. So by increasing N if necessary, we may assume, thanks to Lemma 2.1, that
so by increasing N further, and using Lemma 2.1 again, we can arrange that
when t ≥ T . By using iv) we can also arrange that
All in all it follows that there is a T ∈ R so that
for all t ≥ T . The asymptotic linearity and self-adjointness of ϕ follows in the same way.
is a compact subset of A, and s is continuous, there are finite sets, {x 1 , x 2 , . . . , x N } ⊆ K and
The next aim is to show that up to homotopy of translation invariant asymptotic homomorphisms, ϕ depends only on ψ.
Independence of the choice of {t
The arguments that proved Lemma 2.2 show that Φ = (Φ t ) t∈R is a translation invariant asymptotic homomorphism. It clearly defines a homotopy of translation invariant asymptotic homomorphisms connecting the translation invariant asymptotic homomorphisms arising from the two choices of sequences {t n } ∞ n=0 and {t
2.2. Independence of the choice of unit sequence.
We can then find a third sequence
holds and the sequence w n = k n (b 0 ), n = 0, 1, 2, . . . , also satisfies i)-ii), and at the same time that
The arguments of Lemma 2.2 show that Φ = (Φ t ) t∈R is a translation invariant asymptotic homomorphism, so it gives us a homotopy of translation invariant asymptotic homomorphisms connecting the translation invariant asymptotic homomorphisms arising from the two choices of sequences {u n } 
for all f ∈ SA. It follows then (from Lemma 2.1) that
2.5. Homotopy invariance. Let ψ ′ : A → Q(B) be an extension weakly homotopic to ψ. Then there exist an extension Ψ : A → Q(IB) with evaluation maps at the endpoints coinciding with ψ and ψ ′ , respectively. Once more, constructing an asymptotic homomorphism SA → IB from Ψ as in Lemma 2.2 gives us a homotopy of translation invariant asymptotic homomorphisms.
We can now summarize in the following: In other words, if we denote by Ext h (A, B) the (weak) homotopy classes of extensions of A by B, the formula (2.2) gives rise to a map
Relation to the Connes-Higson construction.
In this section we show that up to homotopy CH τ (ψ) agrees with the Connes-Higson construction CH(ψ), as it was introduced in [4] . 
Then the sum
converges in the strict topology to an element λ t (h) ∈ M(B) for all t ∈ R and every h ∈ I, cf. Lemma 2.1.
Note that λ t : I → M(B) is a linear completely positive contraction for all t. We claim that
for all f, g ∈ I. To see this, observe that
Hence Lemma 2.1 shows that
for all large enough t, i.e. (3.1) holds. Note that λ t • τ s = λ t−s . Furthermore, it is obvious that lim t→−∞ λ t (f ) = 0 for all f ∈ S = C 0 (R), and that lim t→±∞ λ t (g)b = g(±∞)b for all b ∈ B and all g ∈ I. In fact,
Lemma 3.1. There is a completely positive and translation invariant asymptotic homomor-
Since A is separable there is a compact subset X ⊆ A with dense span in A.
for all a ∈ X, and
for all a ∈ A.
Proof. As is well-known there is a sequence
If we therefore choose h n , as we can, such that u n s(a) − s(a)u n < δ n for all n ∈ N and all a ∈ X, we find that (3.2) holds. Note that
for all a ∈ A, with strictly convergent sums. It follows from (3.2) that the last sum is convergent in norm when a ∈ X, so that s(a) − ∞ j=0 ∆ j s(a)∆ j ∈ B for all a ∈ X. Since s is linear modulo B and since X spans a dense subspace of A, we conclude that
Let κ : R →]0, 1[ be a continuous increasing function such that lim t→−∞ κ(t) = 0 and lim t→∞ κ(t) = 1. Set 
Proof. a) follows from Lemma 2.1 because lim x→−∞ κ(x) = 0. b) : Let b ∈ B and ǫ > 0 be given. There is an N so large that
we conclude that v t b ∼ 3ǫ b for all t large enough. c): Since s(a) − ∞ j=0 ∆ j s(a)∆ j ∈ B for all a ∈ A, it suffices, thanks to b), to show that
Let ǫ > 0. Choose a δ > 0 so small that x, y ∈ R, |x − y| < δ ⇒ |κ(x) − κ(y)| < ǫ, and let K ∈ N be so large that t n+2 − t n < δ when n ≥ K − 1. Setκ = 1 − κ and note
for all large enough t. Similarly, we find that
for all large enough t. Hence (3.4) holds.
We may assume that a ∈ X. Since s is homogeneous, we find that
is a C * -subalgebra of C 0 (0, 1]. Since it contains the identity function it must be all of C 0 (0, 1], so we conclude that
In conclusion: Let CH(ψ) : SA → B be the asymptotic homomorphism arising from the Connes-Higson construction introduced in [4] . Then CH(ψ) is homotopic to a translation invariant asymptotic homomorphism.
From translation invariant asymptotic homomorphisms to extensions.
In this section we construct an inverse of CH τ .
Let β 0 ∈ C 0 (R) be a continuous function with support in [−1, 1] such that
. Then {β i } i∈Z is a partition of unity in C 0 (R) such that β i is supported in [−i − 1, −i + 1]. Set α i = √ β i , and note that
Let ϕ = (ϕ t ) t∈R : SA → B be an asymptotically translation invariant asymptotic homomorphism. For convenience we assume that ϕ t (0) = 0 for all t. Then
for all a ∈ A. Let K be the C * -algebra of compact operators on l 2 (Z), and let e ij , i, j ∈ Z, be the standard matrix units in K.
The sum converges in the strict topology because of (4.5) and sup i, 
Using (4.5) again we find that
Since ϕ is translation invariant, we have that
By using that lim t→−∞ ϕ t (f ) = 0 for all f ∈ SA, we find easily that
By combining (4.6), (4.7) and (4.8), we conclude that Φ(a)Φ(b) = Φ(ab). It can be shown in a similar way that Φ is linear and self-adjoint. Thus Φ is an extension of A by B ⊗ K.
The extension Φ of Lemma 4.1 will be denoted by I(ϕ). It is clear that the construction gives rise to a well-defined map
Remark 4.2. At first sight it may seem odd that I(ϕ) only depends of the 'discrete part' of the asymptotic homomorphism ϕ; i.e. of ϕ z , z ∈ Z. This is not so strange because a discrete translation invariant asymptotic homomorphism ψ, as defined in the obvious way, determines a unique element in [[SA, B]] a,τ via the formula
Remark 4.3. We want to point out that the I construction, considered as a map [[SA, B]] a,τ → Ext h (A, B ⊗ K), can be wrapped in other, maybe more familiar guises: As pointed out in Remark 4.2 there is nothing lost in thinking of ϕ as a translation invariant discrete asymptotic homomorphism, and then the discrete version of the M-construction from [7] gives us a Zextension E of SA by C 0 (Z, B). The crossed product E ×Z is then an extension of C(T)⊗K⊗A by B ⊗ K. The pull back of this extension along the homomorphism a → e ⊗ a, where e ∈ C(T) ⊗ K is a projection which generates K 0 (C(T) ⊗ K) ≃ Z, gives us an extension of A by B ⊗ K which is homotopic to I(ϕ). Alternatively, the I map can be realized via the genuine M-construction, using crossed products by R. Proof. We adopt the notation from above and from Section 2. Let ϕ : A → Q(B) be an extension. Then I • CH τ [ϕ] is represented by the map
We may assume that there is a compact subset X ⊆ A with dense span in A such that
for all a ∈ X, cf. Lemma 3.2. Let λ : I → B be the completely positive asymptotic homomor-
Since lim k→∞ t k − t k+1 = 0, there is an N ∈ N so large that |t k − t k+1 | ≤ N for all k. Since α 0 is supported in [−1, 1], it follows from (2.1) that
tends to 0 as i tends to ±∞. It follows that
where the sum converges in the strict topology. By using that i∈Z λ i (α 0 ) 2 = 1, with convergence in the strict topology, we see that V V * = 1 ⊗ e 00 ∈ M(B ⊗ K). Note that
It follows from (4.9) that lim i→∞ λ i (α 0 )s(a) − s(a)λ i (α 0 ) = 0 for all a ∈ X. Since lim i→−∞ λ i (α 0 ) = 0, we conclude that
s(a)⊗e 00 0 (4.10)
for all a ∈ X. Since X spans a dense set in A, (4.10) holds for all a ∈ A. Now the lemma follows because U can be connected to 1 in the strict topology, by a path of unitaries in M(M 2 (B ⊗K)).
Lemma 4.5. Let ϕ = (ϕ t ) t∈R : SA → B be an asymptotically translation invariant asymptotic homomorphism. It follows that there is a homogeneous equi-continuous and uniformly continuous asymptotic homomorphism ψ = (ψ t ) t∈R : SA → B such that
Proof. Let X = {f ∈ C b (R, B) : lim t→−∞ f (t) = 0} and X 0 = {f ∈ X : lim t→∞ f (t) = 0}. Define an automorphism θ x of X such that θ x (f )(t) = f (t − x), and note that θ x leaves X 0 globally invariant, so that θ x induces an automorphism of X/X 0 which we denote by θ x again. Let Φ 0 : SA → X be the map Φ 0 (f )(t) = ϕ t (f ). Let q : X → X/X 0 be the quotient map, and note that Φ = q • Φ 0 is then an equivariant * -homomorphism. Let X R denote the C * -subalgebra of X consisting of the elements f ∈ X for which x → θ x (f ) is continuous. It follows from Theorem 2.1 of [15] that Φ(SA) ⊆ q (X R ). Let L : q (X R ) → X R be a continuous and homogeneous right-inverse for q : X R → q (X R ), and set
is an equicontinuous and homogeneous asymptotic homomorphism such that lim t→∞ ψ t (f ) − ϕ t (f ) = 0, lim t→−∞ ψ t (f ) = 0 and
for all f ∈ SA and all s ∈ R. The uniform continuity of ψ follows because L • Φ(f ) ∈ X R . And then 2) follows from (4.11), the uniform continuity and the equicontinuity of ψ, as follows: By uniform continuity there is δ > 0 so small that sup t∈R ψ t−x (f ) − ψ t−y (f ) ≤ ǫ when |x − y| < δ. By equicontinuity of ψ there is for each
It follows from Lemma 4.5 that we can always replace an asymptotically translation invariant asymptotic homomorphism with one which has the properties spelled out in Lemma 4.5; namely, uniform continuity and equicontinuity. Property 2) of Lemma 4.5 is then automatic. Lemma 4.6. Let ϕ = (ϕ t ) t∈R : SA → B be an equi-continuous asymptotically translation invariant asymptotic homomorphism, and let M ⊆ SA be a pre-compact subset. It follows that i) lim t→−∞ sup x∈M ϕ t (x) = 0. ii) For all ǫ > 0, there is a T > 0 such that
for all x, y ∈ M and all t ≥ T .
iii) For all ǫ > 0, there is a T > 0 such that
for all x, y ∈ M and all t ≥ T . iv) For all ǫ > 0, there is a T > 0 such that
for all x, y ∈ M and all t ≥ T . v) For any ǫ > 0, and any compact subset K ⊆ R, there is a T > 0 such that
for all x ∈ M and all t ≥ T .
Proof. Left to the reader. Proof. As in the previous proof we will adopt the notation from above and from Section 2. Let ϕ = (ϕ t ) t∈R : SA → B be an asymptotically translation invariant asymptotic homomorphism. By Lemma 4.5 we may assume that ϕ has the properties spelled out there (for ψ). Set Λ(a) = i,j∈Z ϕ i (τ i (α i α j ) ⊗ a) ⊗ e ij . Let c be a strictly positive element in B.
is a strictly positive element of B ⊗ K which we may use to construct CH τ (I(ϕ)). However, we consider instead 
for all n, and the sequence u n = h n (b 0 ), n = 0, 1, 2, . . . has the properties a) lim n→∞ u n Φ 0 (a) − Φ 0 (a)u n = 0 for all a ∈ A, and b) lim n→∞ u n x = x for all x ∈ B ⊗ K.
is represented by a translation invariant asymptotic homomorphism ψ :
Note that we can choose the sequence {t j } ∞ j=0 in [0, ∞) at will, as long as lim j→∞ t j = ∞ and lim j→∞ t j+1 − t j = 0. This freedom is used as follows: For each i ∈ 0, 1, 2, 3, . . . , set
It follows from (4.12) that j i ≤ j i+1 and from b) that lim i→∞ j i = ∞. We can therefore choose {t j } ∞ j=0 such that lim i→∞ t j i − t j i−1 = 0. With this choice, it follows from (4.12) that
if we set h −1 = 0. Set s i = t j |i| , i ∈ Z, and note that lim i→±∞ |s i − s i−1 | = 0 and lim i→±∞ s i = ∞. It follows from (4.14) that
for all f ∈ C 0 (R), and then from (4.13) that
for all f ∈ C 0 (R), a ∈ A. Let β : R → R be a continuously differentiable decreasing function such that β(i) = s i = t j |i| for all i ∈ Z, i < 0, while β(x) = −x, x ≥ 0, and such that β ′ is bounded. The last condition can be met because lim i→±∞ |s i − s i−1 | = 0. Then
Indeed, we claim that
To see this, let ǫ > 0 and observe that τ i (α i α j f (t − s i )) = α 0 α j−i f (t − s i ) is a pre-compact set in C 0 (R). By i) of Lemma 4.6 there is a K < 0 such that
for all i ≤ K. Similarly, it follows from Ascoli's theorem, cf. e.g. Theorem A 5 on page 369 of [14] , that
is pre-compact in C 0 (R). By using i) of Lemma 4.6 again, we may assume, by decreasing K if necessary, that also
for all i ≤ K. It follows from the uniform continuity of f , and the fact that
It follows therefore from ii) of Lemma 4.6 that there is an L > 0 so large that
we conclude from (4.17),(4.18) and (4.19) that (4.16) holds. Hence (4.15) holds.
To proceed it is useful to apply the following statement, which is an abstract version of Ascoli's theorem. In fact, the proof is identical to the standard proof of Ascoli's theorem, as presented for example in [14] . Alternatively, it can be deduced from the version of Ascoli's theorem on page 81 of [9] .
Theorem 4.8. Let K be a locally compact Hausdorff space, X a Banach space, and C 0 (K, X) the Banach space of continuous X-valued functions on K that vanish at infinity, with the norm
and all f ∈ M, c) the elements of M vanish equicontinuously at infinity, i.e. for all ǫ > 0 there is compact subset C ⊆ K such that f (k) ≤ ǫ for all f ∈ M and all k ∈ K\C.
Set now β λ (x) = λβ(x) − (1 − λ)x, and note that sup λ∈[0,1] β ′ λ < ∞. It follows then from Theorem 4.8 that for any f ∈ SA = C 0 (R, A), the set
is a pre-compact set in SA. We claim that as a consequence of this we have that
To see this, note that by iii) and iv) of Lemma 4.6, there is a K > 0 such that
for all λ ∈ [0, 1], k ∈ Z when i ≥ K. Since ǫ > 0 is arbitrary, (4.20) will follow if we can show that there is a T > 0 so large that
for all i ≤ K + 1 and all λ ∈ [0, 1] when t ≥ T . Since
is a pre-compact set in SA by Theorem 4.8, it follows from i) of Lemma 4.6 that there is a L < 0 such that (4.24) holds for all t ∈ R and all λ
the equi-continuity of ϕ at 0 ensures that
We can therefore find T > 0 such that ϕ i (τ i (α i α j f (t − β λ (·)) * )) − ϕ j (τ j (α i α j f (t − β λ (·)))) * = 0, (4.28) for all f, g ∈ SA, µ ∈ C. For t ∈ R, define Φ t : SA → IB by
The continuity in λ follows from another application of Theorem 4.8 and ii) of Lemma 4.6. To see that that lim t→−∞ Φ t (f ) = 0 use first the pre-compactness of (4.25) to find a K < 0 such that sup j,t,λ ϕ i (τ i (α i α j f (t − β λ (·)))) ≤ ǫ Combined with (4.29) this shows that lim t→−∞ Φ t (f ) = 0, as desired. Together with (4.20), (4.26) and (4.28) we see that (Φ t ) t∈R : SA → IB is an asymptotic homomorphism. We claim that Φ is translation invariant. The algebraic condition, that Φ t−s = Φ t •τ s , is trivially satisfied, so it remains to show that Φ is equi-continuous. To prove this, let C ⊆ SA be a compact subset containing the set (4.25). Let ǫ > 0. By equi-continuity of ϕ and compactness of C there is a finite set g 1 , g 2 , . . . , g N ∈ C and a δ > 0 such that i {h ∈ SA : h − g i < δ 2 } ⊇ C, and sup t ϕ t (h) − ϕ t (g i ) ≤ ǫ when h − g i < δ. It follows sup t Φ t (h) − Φ t (f ) ≤ 3ǫ when h − f ≤ Let ǫ > 0. Since ϕ is equi-continuous at 0 there is δ > 0 such that x ≤ δ ⇒ sup t ϕ t (x) ≤ ǫ.
Since f vanishes at infinity there is a K > 0 such that f (s) ≤ δ when |s| ≥ K − 1. It follows that α 0 α j−i f (t + · − i) ≤ δ when |t − i| ≥ K, and hence that i,j∈Z ϕ i (τ i (α i α j f (t + ·))) ⊗ e ij − i,j∈Z,|t−i|≤K ϕ t+(i−t) (α 0 α j−i f (t + · − i)) ⊗ e ij ≤ 3ǫ.
It follows from Theorem 4.8 that {α 0 α j−i f (t + · − i) : t ∈ R, i, j ∈ Z} is a pre-compact subset of SA, so we can apply v) Lemma 4.6 to conclude that i,j∈Z,|t−i|≤K ϕ t+(i−t) (α 0 α j−i f (t + · − i)) ⊗ e ij − i,j∈Z,|t−i|≤K ϕ t (τ t (α i α j f (t + ·))) ⊗ e ij ≤ ǫ for all t large enough. Since τ t (α i α j f (t + ·)) = α 0 α j−i f (t + · − i) ≤ δ when |t − i| ≥ K, we find all together that
ϕ t (τ t (α i α j f (t + ·))) ⊗ e ij ≤ 7ǫ for all t large enough. It follows from Theorem 4.8 that {τ t (α i α j )f : t ∈ R, i, j ∈ Z} is a pre-compact subset of SA, so we conclude from i) of Lemma 4.6 that lim t→−∞ i,j∈Z ϕ t (τ t (α i α j f (t + ·))) ⊗ e ij = 0.
It follows that if we set ψ
