Although the association between industrial agglomeration and productivity has been widely examined and documented, little work has explored the possibility that these 'external' productivity shifts are the product of more advanced technologies. This paper offers a look at this hypothesis using data on individual-level computer usage across a sample of U.S. metropolitan areas over the years 1984, 1989, 1993, and 1997. The results indicate that, for a wide array of industries at the two-, three-, and four-digit SIC level, an industry's scale within a metropolitan area is positively associated with the frequency of computer use by its workers. However, in spite of these observable differences in workplace technology, I also find that estimated localization effects on wages are largely not explained by computer usage. Even after controlling for computer use, there remain significant own-industry scale effects in labor earnings.
Introduction
One of the more robust findings emerging from studies of industrial agglomeration is the positive association between an industry's scale within a local market and its productivity.
This relationship has been shown to hold both at the 'aggregate' level, where the productivity of an entire city-industry is considered (e.g. Carlino (1979) and Henderson (1986) ), and the micro level, where plant-level productivity (e.g. Henderson (2003) ) or the wages of individual workers (e.g. Wheeler (2004) ) are considered. Although the exact magnitudes of these 'localization effects' vary somewhat depending on the unit of analysis, most studies find them to be both statistically and economically significant. 1
These empirical results are often interpreted as evidence of Marshall's (1920) scale economies; that is, positive productivity shifts associated with the localization of industry. Marshall (1920) , of course, suggested three primary sources for these shifts: the spillover of industry-specific knowledge across producers, greater efficiency in the firm-worker matching process, and the creation of an extensive array of specialized input providers. In each instance, the hypothesis is that, holding producer and worker characteristics constant, an increase in the magnitude of an economic agent's own local industry is associated with higher productivity.
There is, however, an issue that has not received much attention (at least empirically) in the localization -or more generally, agglomeration -literature: technological differences between producers in small and large markets. In particular, one reason for the observed positive productivity shifts among both producers and workers in localized markets may be 1 Henderson (1986) , for example, estimates output-employment elasticities near 0.1 (that is, a 10 percent increase in own-industry employment corresponds to a 1 percent increase in output) for U.S. and Brazilian manufacturing. Also using manufacturing, Wheeler (2004) estimates wage-employment elasticities between 0.02 and 0.08, while Henderson (2003) finds that a 10 percent increase in the number of own-industry plants within the same county increases an establishment's total factor productivity by 0.2 to 0.8 percent.
2 the use of more advanced technologies.
Two well-established empirical findings serve as the basic motivation for this conjecture.
First, several recent papers (e.g. Kim (1995) , Holmes and Stevens (2002) , and Wheeler (2004) ) have shown that localization is positively associated with average plant size. That is, large clusters of industry -measured either by total employment within a local market or by the extent to which an industry is over-represented in local employment relative to the aggregate U.S. level -tend to be characterized by plants which are, on average, larger.
Second, larger producers tend to make greater use of advanced production technologies than their smaller counterparts. For example, looking at a sample of manufacturing establishments, Dunne (1994) finds that large plants are more likely to adopt relatively sophisticated technologies such as computer aided design and engineering, lasers, and robotics than small plants. Given the positive association between the use of these technologies and various measures of productivity (e.g. Doms et al. (1997) , Black and Lynch (2001) , Bresnahan et al. (2002) ), the use of more advanced capital may be an important aspect of industrial localization.
To date, most studies of either city-industry (e.g. Carlino (1979) and Henderson (1986)) or plant-level data (e.g. Henderson (2003) ) have not attempted to account for technological differences across producers in markets of varying sizes. Capital and labor are usually treated as homogeneous, regardless of the extent of the local industry. Studies of individuallevel wage earnings (e.g. Wheeler (2004) ) tend to be based upon a similar premise. Although the influence of various observable measures of skill (e.g. education and experience) is usually taken into account when estimating the localization-wage relationship, estimation still proceeds under the assumption that the nature of a job in a particular industry, including its degree of technological sophistication, is the same across markets of varying sizes.
Admittedly, such an approach is understandable given the general lack of easily-accessible data covering technological use among either producers or workers within small geographic 3 areas. However, one commonly used data set, the Current Population Survey (CPS), does provide some information about the use of information technology in places of work. Beginning in 1984, a series of supplements to the usual monthly survey asked individuals whether they used a computer at work or not.
2 Because information about an individual's metropolitan area of residence and detailed industry of employment can also be identified for the majority of the respondents, the CPS provides a means of examining the relationship between industrial localization and technological 'sophistication.' This paper seeks to estimate this relationship.
To what extent can computers really be considered an advanced technology? Although the effect of computer technology on productivity has been debated in recent years (e.g.
Gordon (2000)), a number of studies have linked the recent rise in U.S. productivity to the growth of information technology. Indeed, a host of evidence supports this conclusion at both the aggregate national level (Oliner and Sichel (2000) ) as well as across a wide array of industries (Stiroh (2002) ). At the micro-level, Doms et al. (1997) report a similar result:
wages are positively associated with the adoption of computer-based technologies across plants in U.S. manufacturing. Moreover, using the same CPS data employed here, Krueger (1993) shows that, after conditioning on a number of personal characteristics, workplace computer use is associated with a 10 percent increase in hourly wages. 3 While this result does not necessarily represent a purely causal association (see DiNardo and Pischke (1997) 
it is certainly indicative of a strong correlation between the use of this particular technology and productivity.
Briefly summarizing the results, I find a statistically significant, positive association between the employment of a worker's own metropolitan area-industry and the frequency of 2 Computer usage was covered in the October 1984 October , 1989 October , 1993 October , and 1997 computer usage. Point estimates suggest that, on average, a 1 standard deviation increase in city-industry employment is associated with a 3 to 4.5 percentage point rise in the frequency of computer usage. These results are robust to a variety of alterations to the basic estimating equation, including the addition of controls for overall city size, density, economic diversity, local human capital, as well as time-, industry-, and city-specific fixed effects.
When I turn to the analysis of individual labor earnings, however, I also find that the association between the scale of a worker's own city-industry is affected only very little by the inclusion of computer usage in the regression. Hence, while there appear to be important observable differences in workplace technology across industrial clusters of varying sizes, those differences (at least as captured by computer use) do not, for the most part, explain localization effects.
The remainder of the paper proceeds as follows. The next section maps out the data and estimation techniques. Section 3 then describes the results. Section 4 concludes.
Data and Estimation

Data
The 1984, 1989, 1993, and 1997 October supplements to the Current Population Survey include information about workplace computer usage for nearly all respondents. The sample used here consists of all individuals between the ages of 18 and 65 who report having a job.
The fundamental variable of interest from these files is the response to the question "Do you directly use a computer at work?" While questions about computer usage were also asked in later supplements (August 2000 , September 2001 , October 2003 , I limit the sample to the years 1984 to 1997 to facilitate the construction of consistent city-industry employment 5 series. 4
As noted previously, the CPS identifies the metropolitan statistical area (MSA) In this paper, I define industries at the most detailed level available in the CPS. For the most part, these correspond to the three-digit SIC level of aggregation, although a number of the them represent either two-or four-digit sectors, or groups of three-digit sectors. In all, a total of 201 distinct industries drawn from all major private industry sectors are identified in one or more of the years.
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Data covering total employment within metropolitan areas for these industries are taken 4 The principal concern involves the County Business Patterns (CBP) files (described below), which switched over from the Standard Industrial Classification (SIC) system to the North American Industry Classification System (NAICS) in 1998. Since the correspondence between the two is far from exactparticularly for the detailed industries examined here -I restrict the analysis to the pre-1998 data. There are also important differences in the extent of computer use across the industries in the sample. 
Statistical Methods
To model computer usage statistically, I follow two common approaches: a linear probability model (LPM) and a probit specification. Letting y j ict represent a computer-use indicator variable for worker j of industry i in city c at time t, the LPM implies
ict is a vector of personal covariates, including four educational attainment dummies (no high school, some high school, high school, some college, college), a quartic in potential work experience, race, gender, marital status, union membership, and 11 occupation indicators; 11 z ct is a vector of city-level variables which vary over time; Emp ict is the total employment of the worker's city-industry; and µ i , µ c , µ t denote industry-, city-, and timespecific fixed effects. These last three terms are intended to capture the fact that, as seen in Tables 1A and 1B , some industries and years are simply characterized by more intensive computer use than others. Since there may also be certain unobserved features of cities that influence the propensity of workers to use computers, I further include time invariant city-specific terms.
11 Occupations include executive, administrative, managerial; professional specialty; technicians and related support; sales; administrative support; protective services; other service; precision production, craft, repair; machine operators, assemblers, inspectors; transportation and material moving equipment; handlers, equipment cleaners, laborers. The calculation of potential experience is described in the Appendix.
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Because y j ict is a binary variable, its expected value follows as
where is a mean zero stochastic element. Estimation then proceeds by least squares where the standard errors are adjusted to account for the heteroskedasticity implied by the model.
With the probit model, the probability that this worker uses a computer at work is specified as
where all of the terms are the same as in (1), and Φ(·) is the normal cumulative distribution function. The parameters are then chosen to maximize the sum of the log likelihoods over all observations, where the contribution from observation j, industry i, city c, time t is
Results
Baseline Findings
I begin by estimating a version of equations (1) and (2) in which the vector of metropolitan area-level characteristics z ct is omitted simply to focus on the association between ownindustry local employment and the frequency of computer use. The resulting estimates appear in the columns labeled I in Table 2 . Throughout, the probit results are reported in terms of their estimated marginal associations -calculated using the mean values of all covariates -rather than the raw coefficient estimates. Doing so allows for a direct comparison of the probit and LPM estimates.
Beginning with the individual level covariates, a number of the trends reported in Tables   1A and 1B emerge here too. Computer usage, for instance, tends to be higher among females, non-union members, and workers who are white. It also increases significantly with educational attainment: the probability that a college graduate uses a computer at work, for example, is between 14 and 17 percentage points higher than that for a high school graduate.
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With respect to localization, the estimated association between computer usage and a worker's log own-industry employment is significantly positive across both LPM and probit estimation techniques. 13 The LPM point estimate suggests that, all else held constant, a 1 standard deviation increase in a worker's log own-industry employment is associated with a 3 percentage point increase, roughly, in the probability of using a computer. 14 The probit result suggests that the marginal association is somewhat higher, approximately 4.5 percentage points. Hence, there seems to be some evidence that the nature of production in large industry clusters differs from that utilized in smaller markets.
To determine the robustness of this result, the next two specifications add the vector of time-varying city-level characteristics, z ct , back into the analysis. In particular, one potentially important determinant of computer usage is an aggregate human capital 12 Since the high school indicator has been omitted, the education estimates represent probabilities relative to a high school graduate.
13 I also performed all of the estimation measuring localization by the share of a metropolitan area's total employment accounted for by each industry rather than log city-industry employment. The results were
qualitatively similar to what is reported here.
14 The standard deviation of log own-industry employment is approximately 2 in these data.
measure. Acemoglu (2002) , for example, has argued that a producer's decision to adopt skill-complementing technologies, such as computer equipment, may be related to the supply of skilled labor. Because markets with larger overall numbers of workers also tend to be populated by workers with higher levels of education (e.g. Glaeser (1999) ), log own-industry employment may simply be picking up the influence of human capital on computer usage.
To address this matter, I add the fraction of a metropolitan area's adult population (age 25 or older) with a bachelor's degree to the specification labeled II in Table 2 Could a city's overall size or density explain these results? Recent work by Carlino et al. (2004) , for example, shows that innovative activity in the form of patents is strongly tied to metropolitan density. Similarly, Harrison et al. (1996) find that, among metalworking establishments in the U.S., the adoption of new production technologies tends to be higher in large, diverse markets. City-industry employment may, therefore, be proxying for the effects of overall urban scale on the propensity of producers to use relatively sophisticated capital equipment.
The specification labeled III in Table 2 includes the logarithm of two variables: metropolitan area population and population density. 15 As it happens, neither of these variables en-ters significantly in either set of results, and the coefficients on log own-industry employment maintain their values from the previous two specifications.
Robustness
This section considers three additional variations of equations (1) and (2) The results appear in Table 3 as specifications IV , V , and V I. Overwhelmingly, they reveal little change from the findings described above. In fact, none of the LPM or probit estimates of the association between log own-industry employment and computer usage change noticeably when any of these alterations are made. All remain statistically significant and take on the same magnitudes as before.
The Dixit-Stiglitz index, interestingly, does not enter significantly in any of the specifications considered. Given the lack of significant coefficients for population and population density, of course, such a finding is not all that surprising since the diversity index is strongly correlated with both of these variables. 20 Although not reported, there is also a general lack of significant coefficients across the 17 broad industry shares. Collectively, these results suggest that, after accounting for the scale of a worker's own industry, the overall diversity and industrial makeup of a metropolitan area are not important determinants of individual-level computer usage. Interpreting computer adoption as an indicator of technological change, such a result stands in contrast to the literature stressing the importance of diversity (i.e. 'Jacob's' externalities) over localization (see, for example, Harrison et al. (1996) ). After having accounted for the local scale of an industry, the size and diversity of the surrounding market are not important correlates of computer usage.
Education-Group Estimates
As demonstrated by the results thus far, computer use increases significantly with education, both in absolute terms (Table 1A) and conditional on a variety of personal characteristics (Table 2 ). This feature of the data suggests that the relationship between city-industry employment and computer usage may vary by educational attainment. In such an instance, the models estimated above would be misspecified.
estate; business and repair services; personal services; entertainment and recreation services; medical services; educational services; social services; other professional services. 20 The correlation of the Dixit-Stiglitz index with log population is 0.77; with log density, 0.72.
Indeed, it could very well be the case that workers with low levels of education exhibit little variation with respect to their use of computer technology while workers with high levels of education show large increases in computer use as industry scale rises. When pooled, the resulting coefficient on log own-industry employment may very well be positive, but the relationship would be driven entirely by highly educated workers.
To examine this possibility, I interact the logarithm of own-industry employment with each of the education group indicators -no high school, some high school, high school, some college, college -which are entered in place of log (Emp ict ) in equations (1) and (2). LPM and probit estimates from the specification in which all of the city-level variables considered so far (i.e. specification V I from Table 3 ) appear in Table 4 .
What they show, however, is a lack of any substantial difference between the localization coefficients across education categories within either estimation technique. Only the probit coefficient for the no high school category seems to diverge from the other coefficients in any significant way. Still, formal tests fail to reject (at conventional significance levels) the hypothesis that all education groups carry the same coefficient on log own-industry employment. These results are summarized in the bottom two rows of Table 4 . The localization-computer usage relationship, therefore, seems to hold uniformly across workers of differing 'skill' levels.
Controlling for Computers at Home
As pointed out by Krueger (1993) , there may be a variety of unobserved worker characteristics that lead some individuals to take jobs that require the use of a computer while others do not. If these characteristics are correlated with localization (e.g. workers with
propensities to self-select into jobs that make use of computer equipment may choose to live in large labor markets), the estimated coefficients on log industry employment would be biased.
In an effort to address this matter, I follow Krueger's (1993) strategy of conditioning on whether a worker reports having a computer at home. 21 Although only a rough proxy for unobserved heterogeneity, this variable should at least capture some of the characteristics by which workers sort into computer-and non-computer-related jobs.
The results, which have been suppressed in the interest of saving space, reveal a significantly positive association between computers at home and computers at work. The LPM and probit estimates both suggest that the presence of a computer at home increases the likelihood that a worker will use a computer at work by roughly 8 to 10 percentage points.
More importantly, the results also reveal virtually no change in any of the localization coefficients. The LPM and probit coefficients in the pooled specifications average, respectively, 0.015 and 0.023 just as in Tables 2 and 3 . The education-group specific results are similarly close to what is reported in Table 4 .
Industry-Specific Estimates
While the analysis above accounts for industry-specific fixed effects in computer usage, it does not consider inter-industry differences in the relationship between computer usage and city-industry employment. In light of the differences in mean computer usage (Table 1B) across different sectors, it is reasonable to expect such slope differences too.
Just for the sake of showing some broad industry differences, impressive degree of uniformity. All are positive and significantly non-zero at conventional confidence levels.
Results from the more detailed set of industries are summarized in Table 6 (320)).
Wages, Localization, and Computer Usage
Although the primary intent of this paper is to explore technology differences as a function of localization, the evidence reported thus far leads naturally to the following question:
given that workers employed in cities with a large own-industry presence are more likely to use relatively advanced technologies at the workplace, do localization economies disappear after we account for these technological differences? To provide an answer, I consider the following straightforward characterization of hourly labor earnings:
where w j ict is the log hourly wage of worker j, employed in industry i of city c in year t; µ i , µ c , and µ t are industry-, city-, and time-specific fixed effects; x j ict and z ct are the same vectors of personal and city-level variables specified in equations (1) and (2); and j ict is a residual. To this baseline specification, I add two variables: the logarithm of a worker's city-industry employment and a dummy variable describing his or her computer usage at work. The basic intent here is to compare the estimated coefficient on log city-industry employment before conditioning on a worker's computer usage to the coefficient after doing so. If localization effects are driven by the use of more sophisticated capital equipment, controlling for individual computer usage should substantially reduce the magnitude of the coefficient on log own-industry employment.
Hourly wages are calculated by dividing a worker's weekly wage and salary income by usual hours worked per week. 23 Because the CPS only collects wage and salary information for a subset of the respondents, the sample size that can be used to estimate equation (3) is only about one quarter of the sample available for the study of computer use. In forming the sample, however, I also restrict the analysis to individuals with a calculated hourly wage between 1 and 100 dollars (in real 2000 dollars) in an effort to minimize the effects of outliers. Doing so produces a sample of 22794 observations.
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Results appear in Table 7 . For the sake of brevity, I have limited the output reported to the coefficients on log own-industry employment and computer usage. The first column, labeled I, demonstrates the standard localization result: after conditioning on a host of individual-specific observable characteristics, including education, experience, occupation, and industry, as well as a variety of city-level features, there is a significantly positive association between the scale of a worker's own industry and his or her hourly earnings.
Based on the point estimate, the implied elasticity is 0.028 which is similar to what previous work has documented, at least for manufacturing (e.g. Henderson (1986 , 2003 ), Wheeler (2004 ).
Does this estimated localization effect change once we condition on an individual's com-
23 Additional details about the computation of hourly wages appear in the Appendix. 24 The estimates of interest, as it turns out, were not sensitive to this trimming.
puter usage? What we can see from the second specification in the table (labeled II) is that, while the use of a computer at work is positively associated with a worker's wage -the coefficient suggests that, all else equal, computer usage is associated with 12 percent higher hourly earnings 25 -the estimated magnitude of the localization coefficient changes only slightly between the two specifications. In particular, the elasticity only drops from 0.028 to 0.026, leading to the conclusion that only a very small fraction (less than 10 percent) of the estimated boost to wages associated with the geographic concentration of industry can be linked to the use of computer equipment.
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Because the majority of localization studies focus on manufacturing, I repeated the analysis just using those workers employed in one of the 77 manufacturing industries identified in the sample. 27 Although the estimated localization coefficient turns out to be somewhat smaller than what is reported above for all 201 industries, 0.018 (t-statistic = 3.33), it is still significantly positive and suggestive of an important shift in labor earnings. When I control for computer usage, I find very much the same computer premium, 0.12 (t-statistic = 7.46) as previously. What is more, I also find nearly the same localization term, 0.016 (t-statisic = 2.97).
Might there be differences across education groups? In particular, while the use of computer equipment might not explain localization effects across all individuals as a whole, could the extent to which this particular technology influences the localization-wage connection differ by education group? Localization effects on wages might, for instance, stem from the use of more advanced technologies among one type of worker but not another. third and fourth columns of results in Table 7 report education-group-specific estimates, beginning with the inclusion of log own-industry employment only in specification III, and then after controlling for individual computer usage in specification IV .
On the whole, the coefficients show remarkable consistency across the returns to both city-industry scale and computer use across workers of different educational attainment levels. Although formal tests reject the hypotheses that all five localization coefficients are equal and all five computer use coefficients are equal, the point estimates show relatively little variation. Localization elasticities range between 0.013 for workers with 0 to 8 years of education to 0.036 for workers with a bachelor's degree or more. Computer usage coefficients fall between 0.1 for workers with some college and 0.15 for college graduates.
Moreover, while the magnitudes of the log own-industry employment coefficients do decline between specifications III and IV , the size of the decline is small and approximately the same for workers of all five groups: 0.013 to 0.011 for no high school, 0.029 to 0.026 for some high school, 0.021 to 0.019 for high school, 0.029 to 0.027 for some college, 0.036 to 0.034 for college. Hence, the extent to which localization economies are accounted for by computer usage appears to be small for workers at all points of the educational attainment distribution.
Industry-Specific Wage Results
Because previous work has shown the localization-wage association to differ across industries, I have also estimated (3) allowing the coefficient on log own-industry employment to differ across the 201 sectors identified the sample. To summarize briefly, the resulting estimates show that, for a majority of industries, geographic concentration is associated with higher average wages. Without conditioning on computer use, 148 of the 201 coefficients are positive; 60 of which differ statistically from zero. Furthermore, the average value across these 201 estimates, 0.031 (standard deviation = 0.1), is very close to what is reported in Table 7 just as one would expect.
When I condition on individual-level computer usage, I find essentially the same results.
In particular, when a single computer-use indicator is added to the regression, the average change in the log own-industry employment coefficients -relative to the first regression in which it does not appear -is only -0.001 (standard deviation = 0.009). 28 When the computer use coefficients are also permitted to differ by industry, the average change of the employment coefficients is somewhat larger in magnitude: -0.003 (standard deviation = 0.04). 29 Nevertheless, these figures are small when compared to a mean of 0.031 for the unconditional localization estimates, suggesting once again that computer use does not seem to account for much of localization-wage association.
A closer look at this result is given by the following simple exercise. Suppose that we take the estimated industry-specific log industry employment coefficients from the linear probability model (1) -summarized in Table 6 -and correlate them with the industryspecific log industry employment coefficients from the wage equation (3). effects also tend to show larger increases in computer usage with local market scale than do industries experiencing only small localization-wage effects. This result helps to explain the fact that the estimated localization-wage associations diminish somewhat when computer use is included in the regression.
However, the correlation is also relatively small, suggesting a fair amount of 'independence' between the two. That is, industries exhibiting large wage gains with city-industry employment only experience modestly higher rates of computer adoption as city-industry employment increases than industries exhibiting small wage gains. Put differently, the localization-wage effects in the pooled results (Table 7) seem to be driven primarily by industries for which there is only a moderate increase in the frequency of computer use with local market scale. At the same time, the localization-computer use associations in Tables 2 and 3 appear to be driven by industries which experience only moderate increases in wage earnings with local market scale. This result, of course, helps to explain why the localization-wage coefficients drop only very little once computer use is added to (3).
Conclusion
A large literature has shown that the geographic concentration of industry is associated with significantly higher productivity, measured either at the plant or worker level. While often interpreted as evidence of positive externalities, this paper has explored the hypothesis that localization economies may be related to the use of more advanced technologies.
Evidence taken from the Current Population Survey on individual computer usage indicates that the frequency of computer use is positively associated with the magnitude of an industry's presence within a metropolitan area. These results hold with striking consistency across a wide array of relatively detailed industries and are robust to the inclusion This procedure gives greater weight to those observations which are estimated more precisely. The resulting correlation turned out to be quite similar to the unweighted statistic, 0.12 (p-value = 0.08).
of a variety of city-specific characteristics, both time-varying and fixed. In spite of this finding, however, I also find that the association between a worker's hourly wage and the size of his or her own city-industry is not strongly influenced by computer use. Hence, although technology appears to differ across industrial clusters of varying sizes, technological differences (at least as quantified by computer usage) account for very little of the observed shift in productivity that accompanies localization.
Such findings raise two issues for future work. First, since the CPS computer usage data is rather limited in terms of describing technological differences across workers and producers, exploration of more detailed plant-level data on the types of capital equipment used would provide a more definitive conclusion regarding the extent to which observed technological differences explain localization effects. This paper has merely taken a first step in answering this research question.
Second, while this paper has reported some empirical evidence on technological use, it has not offered any theoretical insights that may help to understand why workplace technology may vary with city-industry scale. One possibility is that, with localization comes a thick market externality in which producers find it easier to locate skilled employees. Following the hypothesis advanced by Acemoglu (2002) , this search externality may encourage producers to adopt more sophisticated technologies. Of course, similar stories could be told with respect to Marshall's (1920) two additional explanations for localization. Knowledge spillovers or the increased use of specialized input providers may, for some reason, change the nature of the technology that producers adopt. 32 Theoretical work studying this issue would be useful in further assessing the plausibility of these ideas.
32 Knowledge spillovers across large numbers of workers, for instance, may allow workers to acquire skills at a faster rate (e.g. Glaeser (1999) ). This, in turn, may give producers the incentive to adopt advanced (i.e. skill-complementing) technologies. 3 by 1000, experience 4 by 10000. Absolute values of heteroskedasticityconsistent t-statistics (z-statistics), with respect to a null of zero, are reported in parentheses for the LPM (probit) results. All specifications include time-, industry-, and city-specific fixed effects. Table 3 . All specifications include time-, industry-, and city-specific fixed effects. Note: 22794 observations. Dependent variable is log hourly wage. Regressions also include education, experience, occupation, race, gender, marital status, and union membership (all of which carry time-varying coefficients); industry-, city-, and time-specific intercepts; log resident population, log population density, and the college rate. Heteroskedasticityconsistent t-statistics, with respect to a null of zero, are reported in parentheses.
A Appendix
A.1 Current Population Survey Data
The October supplements of the CPS included questions about computer usage. Workplace usage is quantified from the responses to the question "Do you directly use a computer at work?" All calculations in the 1984, 1989, and 1993 samples are weighted by the CPS 'supplement' weight. Calculations using the 1997 data are weighted with the CPS 'final' weight. A worker's potential experience is computed as the maximum of (age-years of education-6) and 0. Since the CPS in 1993 and 1997 does not code educational attainment in years of schooling completed for all individuals, years of education are imputed from Table 5 of Park (1994) for these two years of data.
In the wage analysis, I calculate hourly wages by dividing an individual's weekly wage by usual hours worked per week. These are converted to real terms using the Personal Consumption Expenditure Chain-Type Price Index of the National Income and Product Accounts. Topcoded weekly wages (999 dollars for 1984, 1923 dollars for 1989, 1993, 1997) are multiplied by 1.5 to approximate the mean of the upper tail of the wage distribution. This procedure is similar to those used in other studies of CPS wage data (e.g. Katz and Murphy (1992) , Juhn et al. (1993) , Card and DiNardo (2002) ). To remove the influence of outlier observations, I restrict the sample to individuals with a calculated hourly wage between 1 and 100 dollars (in year 2000 dollars). The resulting sample of 22794 observations on hourly wage earnings has a mean of 14.27 dollars (standard deviation = 9.46).
A.2 Industry Coverage
A total of 201 industries at various levels of aggregation (two-, three-, and four-digit standard industrial classification) appear in final sample. These industries cover most of the private sector with the exception of agricultural production (i.e. 1984 CPS industry codes 20 through 890). Since the CPS industry codes changed slightly between 1992 and 1993, a consistent set of codes have been implemented based on the crosswalks provided by the U.S. Bureau of the Census. These are described by Barry Hirsch at his website www.trinity.edu/bhirsch. After matching these consistent industry codes to their SIC counterparts, total city-level employment for these industries is constructed from County Business Patterns files for each of the years by aggregating county-level data to the metropolitan area level. Due to disclosure constraints, employment figures in the CBP are occasionally reported as ranges for certain county-industries: 0-19, 20-99, 100-249, 250-499, 500-999, 1000-2499, 2500-4999, 5000-9999, 10000-24999, 25000-49999, 50000-99999 , 100000 or more. The two largest ranges were not reported for any of the county-industries used in this paper. Where ranges are given, I impute employment by taking midpoints. 
