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Abstract
The aim of this thesis is to consider the degree to which biological systems and coupled
oscillator networks, may be comparable in financial context, and to examine whether
epidemiological models developed to explain the dynamics of infectious diseases may be
practically applied to financial sectors. Evidently, epidemics and financial crises share
certain general features, such as the global spread potential, due to rapid mobility of
people, commodities, information and capital. Disease outbreaks may also induce market
turbulence, necessitating catastrophic risk management, which is clear from the COVID-19
pandemic. The term financial is used broadly, for instance in Chapter 2 and Chapter 3 we
consider Blockchain-based cryptocurrency markets.
Complex systems can be deconstructed into homogeneous interacting subsystems, rep-
resented as nodes of a network. The interactions between the subsystems are expressed as
links between the nodes. In the case of Blockchain, one type of network would be depict-
ing the blocks as nodes, and links between these blocks representing the chain. Another
network would consist of nodes of the network being the users/miners, and the links de-
scribing the connections between them. The main idea of a decentralised Blockchain is the
dynamical process of information transfer. Analysis of and insights into the Blockchain
network is crucial for understanding the dynamics. Dynamics with time delays, as well as
latency in the coupling are an important aspect in scientific and technological fields. Our
focus for the second part of the thesis is to determine the influence of distributed delays
on coupled phase oscillators.
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1.1 Analysis of cryptocurrencies
1.1.1 Review
Over the last decade, researchers have been studying adaptations of epidemiological mod-
elling approach to various kinds of social interactions, such as modelling of dynamics of
online social networks, including the adoption and abandonment of such networks, infec-
tiousness of Twitter hashtags, language competition, the dynamics of religious affiliations,
the spread of ideas, memes and so forth [47, 128, 27, 104, 141, 38, 78, 140]. This section
of the thesis analyses the dynamics of the Blockchain-based cryptocurrencies by adapt-
ing mathematical models previously used to successfully describe the spread of epidemics.
The population dynamics that governs the adoption and diffusion of new technology has
qualitatively similar traits to those observed in the dynamics of disease spreading. In
epidemiological setting, the modelling allows one to estimate contact rates, duration of
infectious periods, incubation time, and the final size of an epidemic. These quantities
can be easily translated into the framework of modelling the adoption of Blockchain-based
technology, such as cryptocurrencies, effectively allowing one to estimate the popularity
and loss of interest in them.
In many cases, mathematical modelling cannot indicate specifically why the exposure
to certain ideas leads to intellectual epidemics or epidemics of social interactions. However,
it provides information on their intensity, duration, adoption and loss of interest rates. The
simple and well known epidemiological models act as essential starting tools in fields where
the concept of ‘spreading’ is applied, like the rapid diffusion of ideas and technology, this
is further highlighted in Chapter 2.
2
1.1.2 Blockchain
Blockchain [5] is a distributed public ledger, which can be looked at as a list of transactions
that is reproduced across a number of computers, instead of being stored on a central
server. Blockchain is the technology underpinning many digital currencies, and the tech-
nology itself was designed to create Bitcoin. Invented by Satoshi Nakamoto in 2008 [108],
Blockchain is seen as the main technological innovation of cryptocurrencies, since it stands
as proof of all the transactions on the network. However, what is stored on the Blockchain
does not have to be a currency unit - there is a myriad of other applications, such as smart
contracts, digital signatures and identities, decentralised notary, and digital voting.
Blockchain applications are still being explored by companies and enthusiasts [8]. The
trustworthy nature of Blockchain is of interest to many and can potentially have several
applications. We predict that Blockchain is here to stay and it will transform how the
digital society functions. Currently, various financial institutions are in the process of
considering how Blockchain, the technology underpinning digital currencies, could in itself
reshape the financial industry [6, 26].
Figure 1.1: Types of ledgers: (A) centralised, (B) decentralised, (C) distributed.
A Blockchain consists of blocks containing specific transactions in a particular order,
with computers linked to each other (as seen in Fig. 1.1 (C)) instead of a central server,
making the Blockchain decentralised. Each and every node, or in other words participant,
maintains, updates, and approves new entries. By having all the blocks in a chain, all
nodes have the full history of transactions. This is in contrast to centralised systems (as
demonstrated in Fig. 1.1 (A)), where the database is a snapshot of information at a specific
point in time, and it is more prone to hacks and data leaks as there is one single point of
failure. The members of a Blockchain network ensure that all blocks are in order, resulting
in data validity and security. The nodes that perform this verification process are also
3
referred to as miners. After completing the verification process, known as Proof of Work,
the nodes receive a reward; in some cases, such as Bitcoin and Ethereum (cryptocurrencies
based on Blockchain), only the first miner receives this reward. New nodes joining a peer-
to-peer (P2P) Blockchain network, receive a full copy of the chain. Fig. 1.2 encapsulates
the process of adding a new transaction in a Blockchain network.
Figure 1.2: Schematic diagram of Blockchain transaction.
Blockchains are distributed; data is consensually shared and synchronised across the
nodes in the network. By being a distributed ledger, Blockchain provides transparency,
trust and data security. Blockchain can be either public or private; in many public Block-
chains, the users are anonymous, whereas in private Blockchains, the users are not an-
onymous [32, 77, 103]. A common misconception is that users are identifiable in public
Blockchains, however the word ‘public’ here means that the Blockchain network is fully
decentralised; it can be joined by any individual, and the data can be viewed by all. Upon
joining a public Blockchain, users receive a unique identity number, ensuring that the iden-
tity of that user remains unknown to others. Private Blockchains on the other side, are
not open for everyone and a single organisation has authority over the network, meaning
the entity of authority can control users’ access to information.
Each block contains the hash of the block, the hash of the previous block, and some
data that is relevant to that type of Blockchain. For example, in Bitcoin, this would be
data about the receiver, sender and the amount of coins. Including the hash of the previous
block is one of the main elements behind Blockchain’s architecture, as it is what ensures a
chain of blocks. Fig. 1.3 illustrates these elements in the first three blocks of a Blockchain.
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The first block in the chain, sometimes referred to as the Genesis block, has no previous
hash value [32].
Figure 1.3: Blockchain structure example.
A hash is a sequence of some digits and letters. Each block hash is generated using
a cryptographic hash, for example the one-way SHA-256 function. Each hash is almost
unique, so it helps identify each block in the chain. Hashes are attached to blocks as soon
as they are created or subsequently updated. This means that hashes allow easy detection
of changes in blocks. The miners combine a random, whole number called nonce with the
list of transactions in the block, to calculate a hash (using SHA-256 function or similar);
this process is repeated for a number of nonce values until the miner finds a hash that is
lower or equal to that set by the network difficulty. Searching for this low hash means
miners will often test and discard millions of nonces, per second, before they find a hash
that meets the network’s requirements of n leading zeroes in the hash.
With most websites nowadays using ads to generate revenue, the concept and tech-
niques considered in Chapter 2 could be used to monitor advertisement coverage, inform-
ation spread to the intended user, and ad effectiveness [7, 111]. The application of Block-
chain in digital advertising is quite significant, with many marketing companies looking
into digital advertisement using the new technology. Blockchain advertising in marketing
enables data to be trustworthy for all involved parties (ad buyer, publisher, consumer).
Ad buyers can view the performance of their ads, and therefore determine if an ad is
effective. The Blockchain structure means that records are tamper-proof, and can only
be accessed by those who have the permission, making digital advertisement with Block-
chain a solution that consumers can trust. Decentralised platforms running on Blockchain
provide transparency and real-time tracking; it can also cut out the middlemen, meaning
advertisers can buy ads directly from publishers. All this reduces the amount of fraud,
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which is very common and comes at a high cost to advertisers.
At least 15 countries, including Russia, USA (West Virginia, Utah), Estonia, Sierra
Leone, have conducted digital voting on various levels since 2018 [82]. The city of Zug
in Switzerland did a successful experimental trial in 2018. The decentralised nature of
Blockchain technology makes it suitable for many applications where trust is vital, whether
that is in voting, finance, or advertisement.
1.1.3 Cryptocurrencies
Cryptocurrencies are digital money created from code, used in an autonomous P2P system,
without bank/government dependencies. The initial release of Bitcoin was in 2009, and its
success led to emergence of other alternative cryptocurrencies, referred to as Altcoins [146,
147, 148]. There are well over 3000 Altcoins on the market, most of which rely on the same
or similar Blockchain technology as Bitcoin. Some of the cryptocurrencies considered in
this research are Litecoin emerged in 2011, Mastercoin and Peercoin in 2012, and Ethereum
in 2015.
We use data from 2013 onwards, and consider a five-year period in our initial analysis
in Chapter 2. In Chapter 3, we revisit this topic to analyse segments of data up to 2020
and draw comparisons to our initial analysis. Although there exist cryptocurrencies which
are not based on Blockchain technology (Ripple, IOTA and Byteball to name a few), in
this thesis we will mainly be looking at Blockchain-based cryptocurrencies, and briefly
consider Ripple in Chapter 3 to show that it follows similar trends.
Table 1.1: Cryptocurrency characteristics
Cryptocurrency Mechanism Block creation Max supply
Bitcoin (BTC) PoW 10 min 21 million
Litecoin (LTC) PoW 2.5 min 84 million
Ethereum (ETH) PoW → PoS 15-17 sec Unlimited
Peercoin (PPC) PoW & PoS 10 min Unlimited
Mastercoin/OMNI (OMC) PoW 3 min 620K
Ripple (XRP) BC 3-5 sec 100 billion
Table 1.1 presents the characteristics of cryptocurrencies considered in our analysis,
such as the duration of a block creation, the block generation mechanism, and the maximum
coin supply. The block generation mechanisms, i.e., consensus mechanisms, in the table
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are Proof-of-Work (PoW), Proof-of-Stake (PoS), Delegated Byzantine Consensus (BC).
Ethereum is in the process of moving to PoS protocol (2020), Peercoin uses combination
of PoW and PoS.
As reflected in Table 1.1, Bitcoin has a limited total coin supply, many other crypto-
currencies have followed the same path by capping the maximum limit. For those with
a limited supply, i.e., Bitcoin, Litecoin, Ripple, the coin growth rate decreases over time,
and upon reaching the maximum limit will converge to zero. The fixed supply differs for
each cryptocurrency, as well as the block creation speed, hence some will reach the set
maximum faster. Some Altcoins regulate the growth rate and the total amount of coins,
i.e., Ethereum and Peercoin have an unlimited total supply. The scarcity of these is en-
sured by imposing an annual limit, so only a certain number of coins can be minted. By
controlling the scarcity, the relative growth rate decreases over time, as there are fewer
coins to mint [4].
Supply limit inevitably has an effect on cryptocurrency price. Unlike fiat currencies,
this supply limit is not controlled by a centralised financial authority or government,
but rather by the software algorithm. The algorithm is publicly known to all involved
participants, made available from the cryptocurrency launch.
A limited supply encourages individuals to adopt faster; the incentive there, is to
acquire as soon as possible in order to take advantage of potential future price increase.
On the other side, the expectation for Altcoins that have an unlimited supply is that the
cryptocurrencies will be inflationary in the first few years after they are launched, however
eventually they will be deflationary if their demand increases sufficiently high.
Cryptocurrency adoption is on the rise, and the number of vendors/retailers that accept
cryptocurrencies is constantly growing. Fiat currencies are dominated by the banks, and
users must therefore trust banks. However, it is not uncommon for banks to lose accounts,
payments, transfers, and such; centralised banks have a single point of failure. Blockchain
technology is safe and secure, the wallet is in possession of the user, and the user is fully
responsible for storing it safely (offline, encrypted, taking regular backups).
Fintech companies like Revolut are providing their customers with the ability to ex-
change between fiat and decentralised cryptocurrencies built on top of Blockchain. This
reduces the barrier to entry as there is no requirement to mine for cryptocurrencies or
consider cryptocurrency exchange platforms. What started of as a fiat currency exchange
platform now also incorporates digital currencies, accessible to all types of individuals
including those who are not particularly tech-savvy or looking to invest.
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1.1.4 Mining
Mining involves attempting to find a numerical value, known as a nonce, that when com-
bined with all open transactions can be hashed into a value that satisfies a certain com-
plexity. Although calculating these numerical values is possible by almost any computer,
having a set of GPUs (graphics processing units) that have a high hash rate (h/s, or hashes
per second) improves the chances of being a successful miner (where the total value of the
mined coin(s) outweighs the overheads of running the computer).
Blockchain mining is a process of yielding an encrypted string of data, known as hash.
Bitcoin mining is the process of adding transaction records to the Blockchain. Bitcoin
nodes use the Blockchain to distinguish legitimate Bitcoin transactions from attempts to
double spend coins. Miners maintain a complete copy of the Blockchain and monitor the
network for recently reported transactions, they then perform work in an attempt to fit all
new and valid transactions into the current block. Since the number of Bitcoins is limited,
the faster the calculation, the more coins can be collected by a miner.
The measure of complexity of finding a new block is recalculated every 2016 blocks,
to a value such that the previous 2016 blocks would have been generated in exactly two
weeks at this level of difficulty, which yields around one block every 10 minutes for Bitcoin
and Peercoin, 10-20 seconds for Ethereum, and 2.5 minutes for Litecoin, as outlined in
Table 1.1. With more new miners joining the network, the rate of block creation will go
up, with the rate of mining going up accordingly, and the difficulty of block generation
increasing as a consequence, pushing the rate of block creation back down. Blocks that
do not meet the required complexity target will be rejected by everyone on the network,
making them worthless.
1.1.5 Wavelet analysis
This section holds a summary of wavelet methodology, which we employ in Chapter 2 and
Chapter 3. We make use of cross wavelet coherence analysis which can localise correlations
between series and evolution in time and across scales. Short term dynamics of the time
series can be analysed by observing the lower scales, and the long term dynamics with the











where s is scale (width of the wavelet), u is location, and t is time. Wavelets are functions
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consisting of time and frequency domain components. In visual terms, this would appear
as wave-like oscillations, standardly normalised around the zero mean,
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The projection of a wavelet ψ(.) on the examined series x(t) gives us a continuous
wavelet transform Wx(u, s), where ψ












Original series can be reconstructed from the continuous wavelet transforms for given
frequencies without any information loss. There exist a range of complex-valued wavelets
that allow for a multivariate analysis. The Morlet wavelet [30, 71] provides a good balance
between time and frequency localisation; therefore we conduct our analysis with the Morlet









where ω0 is the central frequency of the wavelet. Setting ω = 6 provides a good balance
between time and frequency localisation [71, 124, 138, 31].
We employ the wavelet squared coherence to assess the cross-correlation behaviour over
time and frequency. The continuous wavelet framework allows examining the relationship
between two time series in time and across scales by generalising for a bivariate case. A
continuous wavelet transform is generalised into a cross wavelet transform as
Wxy(u, s) = Wx(u, s)W
∗
y (u, s), (1.4)
with Wx(u, s) and Wy(u, s) as cross wavelet transforms of time series x(t) and y(t), and
the asterisks denoting the complex conjugate [135].
The cross wavelet power |Wxy(u, s)| is often used as a measure of co-movement between
two time series since the cross wavelet transform is in general complex. The cross wavelet
power exposes time-frequency space regions where the series have a common high power,
and therefore it can be understood as a covariance localised in the time-frequency space.
As for the standard covariance, however, the explanation power of |Wxy(u, s)| is limited






















where S is a smoothing operator [136, 71]. The squared wavelet coherence can be inter-
preted as a square correlation localised in time and frequency, ranging between 0 and 1.
However, the information about the direction of the relationship is lost. Consequently, a
phase difference is introduced as



















where I is an imaginary part operator, andR is a real part operator, and φx,y ∈ [−π, π] [71,
87].
A phase difference of zero indicates that the time series move together at the specified
frequency. A phase difference of π indicates an antiphase relation. Phase differences are
indicated by the arrows in the wavelet coherence plots. Arrows pointing to the right indic-
ate positive correlation (in-phase); arrows pointing to the left indicate negative correlation
(antiphase). Arrows pointing down mean the first series leads and the second lags, and
conversely, arrows pointing up mean that the second series leads the first. Often, the
relationship is a combination of the two. Arrows point up and right when the series are
positively correlated and the second series leads the first. The interpretation of phase rela-
tionships is partially dependent on specific expectations about the relationship; a leading
relationship in in-phase can be a lagging relationship in the antiphase [71].
Wavelet Applications
The applications of wavelet and spectral methods for the study of nonlinear and dynamical
processes in economics and finance are on the rise, with the recent developments including
analysis of business cycles, asset prices, financial econometrics, and forecasting [64].
Aguiar-Conraria et al. [30] were one of the first to use cross-wavelet tools in an economic
setup, to show that the relation between monetary policy variables and macroeconomic
variables has changed and evolved with time. The authors illustrate how wavelet analysis
can naturally be applied to the study of business cycles due to their periodic nature, or to
any field of economics, or finance, especially when there is a distinction between short term
and long term relations. Yang et al. [151] investigate the contagion and interdependence
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of foreign exchange markets using the wavelet coherence analysis. Barunik et al. [37] use
wavelet power spectra and wavelet coherence to uncover interesting dynamics of cross-
correlations between Central European and Western European stock markets.
Krǐstoufek [87] applies wavelet coherence analysis techniques to study the potential
drivers of Bitcoin prices, ranging from fundamental sources to speculative and technical
ones, as well as the possible influence of the Chinese market. The author concludes that
the Bitcoin forms a unique asset possessing properties of both a standard financial asset
and a speculative one.
Phillips et al. [114] investigate whether relationships between online factors and price
are dependent on market regime. Similarly to analysis conducted by Krǐstoufek [87], the
authors use wavelet coherence to study co-movement between a cryptocurrency price and
its related factors, they also test for financial asset bubbles to explore whether relationships
change dependent on regime.
Mensi et al. [105] use wavelet transform approaches to show that a mixed portfolio,
i.e., Bitcoin with other cryptocurrencies provides better diversification benefits for investors
and portfolio managers. More recently, Goodell et al. [69] applied wavelet methods to daily
data of COVID-19 world deaths and daily Bitcoin prices, their findings include that levels
of COVID-19 caused a rise in Bitcoin prices.
1.1.6 Data
Interest data analysed in this thesis was retrieved from Google Trends [9] (GT). CoinMar-
ketCap [14] was used for the daily closing price index (in USD) and market capitalisation
data for each coin, therefore allowing us to calculate the number of coins in circulation
(supply). As we are exploring a period of over 8 months, for higher accuracy, we down-
loaded daily interest data from GT in 8 month sections and rescaled, before chaining the
sections. The raw data from Google Trends and CoinMarketCap, utilised in Chapters 2
and 3, can be found in an online repository [123].
Data transformation
Google Trends data, historical price and market capitalisation data are all non-stationary
time series since they clearly exhibit trending patterns. The raw time series can be mul-
timodal (multiple different maxima), which are not ideal for use in wavelet analysis [71].
For this reason, we transform this non-stationary data to stationary. There are a few
possible ways to do so, we use the log return approach. Multiplicative relationships can
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be transformed to additive relationships using logs, since log(xy) = log(x) + log(y). Like-
wise, logs convert exponential growth or decay, typically seen in financial/economic time
series, to linear trends, enabling the use of linear models to understand the behaviour. Log







where xi is the GT search interest, price index, or supply at timestep i. Log returns are
stationary because they tend to oscillate around a mean. Properties of stationary time
series do not depend on time at which the series is observed, and therefore the time series
can be considered as growth rates rather than absolute values. Log returns are a common
choice for modelling financial time series, due to their characteristics. They are additive,
which makes them easier to compute.
1.1.7 Models
In this section, we review variations of SIR type models recently used to study spreads and
forecasting predictions. In a network context, there are similarities between information
diffusion and spreading of disease in a population. Epidemiological models are becoming
increasingly popular in publications, not only in mathematics and biology, but also in
generalist journals. It is interdisciplinary with applications in several fields where there is
a concept of spreading. The SIR model is one of the base models for modelling an epidemic,
it was introduced in 1927, by Kermack and McKendrick [83]. This is a compartmental
model and it considers an individual to be in any one of three states based on their role in
disease spread, S (susceptible), I (infected) and R (recovered). These compartments are
functions of the time t, and change according to a system of differential equations. We will
be applying a variation of the SIR model in Chapter 2 to cryptocurrency interest data.
New adaptations of the model have been experimented with, to study social interac-
tions. Social networks such as Facebook, Twitter and Instagram provide users with a
platform through which they can broadcast information. The use of epidemiological mod-
els to study the take-up/abandonment of social networks, information diffusion through
these networks, and use of social networks for viral marketing to share product informa-
tion has been vast in literature [47, 110, 52, 153, 119]. These networks can often be taken
advantage of to spread rumours and misinformation.
Zhao et al. [153] extend the classical SIR model to study rumour spreading, they
combine the impacts of temporal lag, spatial diffusion, media coverage. The study shows
that the direct link from the ‘ignorants’ to the ‘stiflers’ advances the rumour terminal time
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and reduces the maximum rumour influence. In addition, the forgetting and remembering
mechanisms of ‘hibernators’ postpone the rumour terminal time and reduce the maximum
rumour influence.
Nekovee et al. [110] introduce a new model of rumour spreading on complex networks
by unifying the MK model of rumour spreading with the SIR model of epidemics. Their
study shows that scale-free social networks are prone to the spreading of rumours, just as
they are to the spreading of infections. They are relevant to the spreading dynamics of
chain emails, viral advertising and large-scale information dissemination algorithms on the
Internet.
Cannarella et al. [47] modify the traditional SIR model by incorporating infectious
recovery dynamics, to describe the adoption and abandonment dynamics of user activity
of online social networks. The proposed irSIR model is validated using publicly available
Google search query data for ‘MySpace’ as a case study of an online social network that
has exhibited both adoption and abandonment phases, it is then applied to search query
data for ‘Facebook’.
Fibich [59] considers the diffusion of new products in social networks, where consumers
who adopt the product can later ‘recover’ and stop influencing others to adopt the product.
The author shows that the diffusion is described by the Bass-SIR model, which combines
the Bass model for diffusion of new products with the SIR model for epidemics. It is
concluded that diffusion in the proposed model only depends on the local structure of the
social network, but not on the average distance between consumers.
Bettencourt et al. [38] proposed the SEIZ (susceptible, exposed, infected, skeptic)
model to quantify behavioural patterns, by capturing the adoption of Feynman diagrams
using the publication counts after the second World War. They extract the general features
for idea spreading and estimate the idea adoption process, concluding that the SEIZ model
can fit the long term idea adoption process with reasonable error.
More recently, Mutlu et al. [107] tackle the problem of predicting information cascades
by presenting a novel variation of SEIZ model that takes into account the cognitive
processing depth of users. Information cascade is defined as the set of reactions from
social media users to the original content which requires at least minimal physical and
cognitive effort, their framework is tested on 1000 Twitter cascades.
Hill et al. [76] evaluate the spread of long-term emotional states across a social net-
work. A novel form of the classical SIR disease model is introduced which includes the
possibility for ‘spontaneous’ (or ‘automatic’) infection, in addition to disease transmission.
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The authors show that long-term emotional states can spread between socially connected
individuals, giving insight into the transmissive nature of positive and negative emotions.
Rodrigues et al. [120] apply SIR model to study the effects of a viral marketing strategy,
conducting a set of simulation experiments to explore the influence of several controlled
and external factors that could influence viral campaigns. The study exposes marketing
implications identifying a number of strategies that can optimise marketing communication
tool.
In psychology, there have been studies in how and why an individual’s behaviour
changes in response to behaviour of other members in the social group. A distinct attitude
in a few individuals can rapidly spread to other individuals. Bayesian model selection ap-
proach has been applied by Mann et al. [101] to study the dynamics of how social cues can
induce a spread of social behaviour in a group of people. It was found that depending on
the set of infected people, clapping in an audience can vary, even when other parameters,
such as presentation quality, are kept constant.
Funk et al. [63], explore the concept of epidemiology in the human behaviour when
public campaigns and mass media reports are diffused, they describe the dynamics of
disease spread, focusing on the relation between awareness and proximity of disease in the
network. The authors conclude that changes in host behaviour can be triggered by public
campaigns and mass media reporting, and also by person-to-person communication and
influence from peers.
SIR type models have also been applied to investigate properties of file distribution in
P2P networks. Lebnitz et al. [96] proposed an adapted SIR model (IDS) for file diffusion
P2P file-sharing network based on biological epidemics. In P2P networks, the peer shares
the downloaded parts of a file with other nodes in the network, therefore contributing to
the distribution of the file within the network.
The SIR model considered in this thesis is quite successful in reproducing and explain-
ing the real-world dynamics and behaviour of large populations for which the assumption
of full mixing is a good approximation. However, despite the success and usefulness of
applying fully mixed compartmental models to large populations, their utility tends to
reduce significantly as population size decreases and network structure increases. To ad-
dress the above, we will study smaller networks, in particular coupled oscillators in the
second half of the thesis, as this would allow for modelling a number of interactions, unlike
compartmental models, which treat individuals as well mixed.
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1.2 Coupled oscillators and their synchronisation
This section of the introduction will cover synchronisation [115] phenomena in systems of
coupled oscillators, and outline the earlier contributions to the field by Winfree [144, 145],
Kuramoto [88, 89] and others. Introducing the Kuramoto order parameter as a measure of
coherence, we discuss the effects of delayed coupling. In Chapters 4-6, we introduce systems
of coupled phase oscillators and study the effect of distributed time delays [81, 56, 60].
We can define complex systems as a network [34, 132], where each node in the network is
an oscillator, i.e., a dynamical process, and the network topology describes which oscillators
interact with each other [40]. Using networks to depict complex systems enables us to study
the relation between the dynamics and its topology. The autonomously oscillating parts
interact and as a result, can lead to organised collective behaviour, like synchronisation.
Synchronisation occurrence in large populations of interacting elements is encountered
in different disciplines such as physics, ecology, engineering, economics and social sci-
ences [115, 133, 53, 67, 95, 57, 33, 72]. The concept of coordinated motion has been a
subject of intense research efforts over the past years; a successful approach to the problem
of synchronisation involves modelling each member of the population as a phase oscillator.
The technological advancements over the years have facilitated modelling of oscillatory
networks.
Systems of coupled oscillators [134] have been used to describe a variety of phenomena
in scientific fields, ranging from brain activity behaviour to network modelling [152, 131,
143, 62, 122]. Research in this field allows for development in understanding of how a
group of moving objects, such as murmuration of starlings, flocks of fireflies, crowds of
people, or collections of autonomous robots can reach a consensus and move in formation
without centralised coordination [115]. Synchronisation in complex systems occurs when
the behaviour of the nodes in the network adjusts to that of other nodes [132]. Chris-
tiaan Huygens [115] was one of the first to record his observations on synchronisation,
when he noticed two pendulum clocks hung on a wooden beam move in opposite swings
concurrently. The oscillations of the pendulum interacted with the clocks, which in turn
interacted with the wooden beam. These motions of the beam caused the pendulums to
have exactly contrary swings - a phased-locked state of the system.
In 1967, Winfree proposed that large systems of interacting oscillators can be used to
model many rhythmic processes in biology [144]. Winfree found that organised collective
behaviour and formation of patterns are possible, even when there are differences between
oscillators. Inspired by Winfree’s work, in 1975, Kuramoto proposed a tractable model
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for oscillator synchronisation, that has become one of the most representative models of
coupled phase oscillators [88].
1.2.1 Oscillators in business and finance
We look at a few examples of work conducted in fields related to business and finance.
Groth and Ghil [72] studied dynamical properties of business cycle fluctuations by apply-
ing the methodology of multivariate singular spectrum analysis to identify oscillator modes
and to establish whether the modes are shared by clusters of phase- and frequency-locked
oscillators. Yuichi et al. [152] analysed gross domestic product time series to find entrain-
ment and partial phase locking to be direct evidence of synchronisation in business cycles.
Synchronisation is explained by developing a coupled limit-cycle oscillator model, where
the interaction due to international trade is interpreted as the origin of the synchronisation.
Financial markets can be thought of as complex systems with autonomous oscillating
parts. Peron and Rodrigues [113] studied the time evolution of the phase coherence among
stock prices, and verified that a synchronous state emerges in the system during financial
crisis, influencing the market’s direction. Financial asset price formation is dependent on
human decision; every trade is a result of a human deciding to make the trade, or, by
an algorithm developed by a human. Synchronisation in human decision making could
therefore have a large impact on asset prices; research in this area is emerging.
Massad and Anderson [102] discuss three different pathways, in which financial markets
can experience turbulent periods and contagion phenomena due to the synchronisation of
human decision-making. The first pathway is caused by synchronisation of stock market in-
dices, which are seen as a collection of coupled integrate-and-fire oscillators. Humans have
a tendency to ignore small changes but act when a large change occurs, known as ‘change
blindness’. The integrate-and-fire dynamics is an effect of this ‘change blindness’. The
second pathway occurs as a result of feedback mechanisms between market performance
and the use of certain decoupled trading strategies. The third pathway happens as a
consequence of communication and its impact on human decision-making.
1.2.2 Network topology of cryptocurrencies and decentralised technolo-
gies
Blockchain technology has many similarities with networks. The structure of Blockchain
itself is a type of network as the topology is a chain, with each node (block) linked to
the next in a linear sequence, with the first and last nodes (blocks) having just one link
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and the rest having two links. Additionally, the miners/users of Blockchain are connected
to one another in a decentralised, P2P network; each miner/user can be represented as a
node in the network. Depicting Blockchain/cryptocurrencies as networks and analysing
their characteristics is an area that would benefit from further exploration.
The public availability of cryptocurrency transactions enables these financial interac-
tions to be modelled as a complex network. This allows studying the Blockchain graph
as well as the relationship between the Blockchain network features and cryptocurrency
risk investment. Dey et al. [50] use this data to expand the ideas of network motifs and
introduce a novel concept of chainlets, or Blockchain motifs, for cryptocurrency predictive
analytics.
Past studies on correlations of financial markets have revealed collective market be-
haviour and strong correlations. Stošić et al. [129] use methods of random matrix theory
and minimum spanning trees (MST) to analyse cross correlations between price changes
of various cryptocurrencies. Analysis of these correlations allows to quantify the collective
behaviour among constituents in the cryptocurrency market.
MST is also utilised by Francés et al. [61] to examine the cryptocurrency market and its
dependencies, by modelling the graph nodes as cryptocurrencies and links constructed from
the Pearson correlation matrix. By constructing a network in which nodes interact and
affect each other, allows analysing the degree of co-operations between the cryptocurrencies
and identifying the currencies that have greater influence on the price and market evolution.
The value of correlation networks as a tool for visually exploring interconnectedness
of cryptocurrencies is highlighted by Burnie [46]. This study uses correlation networks to
evaluate characteristics which may potentially impact the fluctuation of cryptocurrency
prices. The paper provides evidence to suggest that token creation mechanism and token
functionality are not particularly important determinants.
Jian and Dandan [79] summarise research outcomes of P2P networks from the per-
spective of complex network theory and state that there are many directions which can
be further explored such as studying large scale P2P networks, to find the degree of in-
fluence of different nodes to the behaviour of network topologies and interaction between
nodes. Ethereum is analysed by modelling the system as a complex network, by Ferretti
and D’Angelo [58]. The accounts are defined as nodes, and the interactions between these
accounts, recorded on the Blockchain, are modelled as links in the network.
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1.2.3 Coupling topology and delay in the coupling
Coupling, delay, and topology are the three main factors characterising the interaction in
a system of coupled oscillators [34, 99]. Displayed in Fig. 1.4, are the two examples of
coupling topologies considered in Chapters 4-6, two mutually coupled oscillators with and
without feedback.
Figure 1.4: Schematic diagram. (a) Two mutually coupled oscillators. (b) Two mutually
coupled oscillators with self feedback.
Information exchange between two different elements in a system involves the propaga-
tion of a signal with a finite speed, causing a communication delay [34]. Often, this delay
cannot be ignored as it may lead to new phenomena not otherwise present in the descrip-
tion. Delays can occur naturally or be artificial in a range of applications [56].
Delay systems are often categorised as discrete, or distributed [55, 90]. With discrete
delays, only the state at one past time is considered for the present time evolution, since
the assumption here is that all delays are equal and constant. Discrete delays in the
coupling of coupled phase oscillators also contribute to effect like the multistability of
steady states [51]. In real world applications, the processing delay rarely has the same
length at every time step, but instead follows a distribution with some mean value [55].
In this thesis our focus will be on distributed-delay systems.
Systems of almost identical oscillators that are weakly coupled are commonly expressed
as Kuramoto oscillators, which assume that each oscillator has its own natural frequency
associated with it, and information exchange between the oscillators is sinusoidally related
by the phase difference between the oscillators. A phase-locked solution is when all oscil-
lators are completely synchronised; the oscillators share the same frequency and each cycle
of oscillations starts at the same time [115]. It is also possible to have synchronised states
where oscillators share the same frequency however the cycles of oscillations do not start
at the same time, but start in a defined relation that is constant in time. The Kuramoto
order parameter must be adapted in order to determine these different states.
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1.2.4 The Kuramoto order parameter








where we have θj(t) as the phase of individual oscillators at time t, with j = 1, 2, . . . , N ,
and N being the number of oscillators in the system. ψ(t) and r(t) denote the mean-field
in systems where all members are connected to each other, r(t) ≤ 1 being the measure of
phase coherence, and ψ(t) the average phase. The order parameter is a complex number
and defined as the normalised sum over the real and imaginary parts of all phases in
complex plane.
The order parameter achieves its maximum r = 1 when all the phases are identical,
it achieves its minimum r = 0 when the phases are balanced around the circle, such as
evenly spread or in clusters that balance each other out. The parameter r(t) is a synchrony
measure of the population of oscillators often referred to as the phase coherence. Fig. 1.5
illustrates the dynamics of two coupled oscillators, cases (a) and (b) will be considered in
Chapters 4-6.
Figure 1.5: Schematic diagram for varying r(t) for a system of two coupled oscillators. (a)
Oscillators θ1 and θ2 are in antiphase, hence the order parameter is zero. (b) Oscillators θ1
and θ2 are in-phase, hence the order parameter is one, (c) Oscillators θ1 and θ2 are almost
in antiphase, resulting in a small order parameter larger than zero. (d) Oscillators θ1 and
θ2 are closer together resulting in a larger order parameter (closer to one).
19
1.2.5 Systems of N coupled phase oscillators with discrete and distributed
time delays
This section introduces systems of coupled phase oscillators with discrete and distributed
delays in the coupling function. We consider the case of discrete delays first,










where, θi(t), with i = 1, 2, . . . , N , represents the phase variables of the individual oscillators
at time t. The number of oscillators in the system is represented by N . Ki corresponds to
the number of connections oscillator i has to other oscillators in the system. The coupling
strength, described by K, couples an oscillator to its neighbours; f is a 2π-periodic coupling
function; ω0 is the natural frequency of the identical oscillators. The connectivity topology
of the system is represented by the adjacency matrix Aij≥0, which holds the information
about all connections between the oscillators in the system, where Aij are either one, if
oscillator i is connected to oscillator j, or zero otherwise, Ki =
∑
Aij is the total input
received by the ith oscillator. Next, we consider the cases of distributed delays








g(s)θj(t− s)ds− θi(t)− β
]
, (1.9)
where, θi(t), N , Ki, ω0, K, Aij , f are as above; g(s) is the delay distribution, and β is the
coupling phase parameter, which introduces a phase shift in the coupling function f . In
the case of sinusoidal coupling function f(θ) = sin(θ), β = π leads to repulsive coupling,
the effects of which we consider later on in the thesis.













taking the integral outside the coupling function f is the alternative implementation of
distributed delays, which corresponds to independently assessed signaling events.
1.2.6 Distributed time delays
One can expect that exchanging information physically, or even digitally, takes some time -
when a system is modelled with differential equations, a delay term is induced to represent
this time delay. Therefore, time delays are ubiquitous [60, 81]. There are many biological
and physical models where taking time delays into consideration is vital, a number of those
assume that the delay is fixed, i.e., discrete delay models. Quite often it is more likely
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that the delay will vary, hence some systems include distribution of delays, expressing the
occurrence of delay in some range of values with a specified probability distribution g(s).
(a) Uniform (b) Gamma
Figure 1.6: (a) Uniform distribution of delay in the range ρ = 0.8, 1, 2 and mean delay
τ = 2. (b) Gamma distribution: two examples, weak and strong gamma distributions for
p = 1, 2, and mean delay τ = pγ = 2.
In literature there are two commonly used delay distributions, those are presented in






where the function g(s) is referred to as the kernel of the distribution, representing the




g(s)ds = 1. The value of the delayed phase θ̇i(t) character-
ises information about the past phases of oscillator i. The delay integral can be inside

























when τ − ρ ≤ s ≤ τ + ρ,
0 otherwise,
(1.13)
which has the mean time delay
τm ≡< τ >=
∫ ∞
0









The parameter ρ determines the width and the height of the distribution. The Laplace












The second example we consider, is the gamma distribution kernel, with an integer shape





where γ, p ≥ 0.





















The uniform and gamma distributions have different types of support, the kernel of
gamma distribution is continuous and positive on (0,∞); the uniform distribution has
compact support [τ − ρ, τ + ρ] and it is zero outside of the range. Hence, the two distri-
butions have different characteristic equations; for gamma distributed delay the equation
is a polynomial, whereas for uniformly distributed delay it is transcendental. The former
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changes the system into ODE system with the use of linear chain method, the latter be-
comes discrete delay system. Both of these distributions have been successfully used in a
number of different contexts, such as delayed driver response in traffic dynamics [127, 126],
time delayed feedback control [66], genetic regulation [36], stem cell dynamics [28], popula-
tion dynamics [42, 48, 106, 73], wireless communication object control [121], enhancement
of noise-induced switching times [91], and dynamics of neutral systems [117].
Distributed time delays in the context of coupled oscillators have been considered by
Kyrychko et al. [92], the authors studied the effect of coupling with distributed delay on
the suppression of oscillations in a system of coupled Stuart-Landau oscillators. Their
results indicate that larger widths of delay distribution increase the regions of amplitude
death in the parameter space. In [93] Kyrychko et al., for a system of coupled Stuart-
Landau oscillators, obtain the conditions for amplitude death in terms of average frequency,
frequency detuning, parameters of the coupling, coupling strength and phase, mean time
delay, and the width of the delay distribution, identifying various branches of phase-locked
solutions.
Rahman et al. [118] have studied a globally coupled network of oscillators, they found
that increasing the width of uniform distribution for the same mean delay allows aging
transition to happen for a smaller coupling strength and a smaller proportion of inactive
elements. Kyrychko et al. [94] in their paper on synchronisation of network oscillators with
distributed delay coupling, develop a generalised master stability function approach. The
authors use a generic example of Stuart-Landau oscillators, and show how the stability
of synchronized solutions in networks with distributed delay coupling can be determined
through a semi-analytic computation of Floquet exponents.
Schuster and Wagner [125] have shown that in a system of coupled phase oscillators,
two coupled limit oscillators can synchronise such that they share the same frequency and
phase, without the presence of a time delay. Amplitude death is possible in systems of
coupled oscillators with amplitude of oscillation, e.g. coupled Stuart-Landau oscillators.
Sufficiently strong coupling, and a sufficiently wide-spread distribution of intrinsic fre-
quencies can cause coupling-induced state of zero amplitude, in other words, an amplitude
death.
1.2.7 Discrete delays model literature example
D’Huys et al. [51] examined the effect of coupling delays on the synchronisation properties
of various network motifs. The authors studied the Kuramoto model with delayed coupling,
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considering the case of discrete delays and two coupled oscillators.
θ̇1(t) = 1 + κ sin(θ2(t− τ)− θ1(t)),
θ̇2(t) = 1 + κ sin(θ1(t− τ)− θ2(t)).
(1.21)
The coupling is attractive if the coupling strength κ > 0, with oscillators evolving to
a symmetric state θ1(t) = θ2(t) = t. The coupling is repulsive if κ < 0, with oscillators
tending towards an antiphase oscillation θ1(t) = θ2(t) + π = t. The solutions with θ1(t)−
θ2(t) = const., are different from multiples of π that occur at special delays τ . The authors
state that if there is a coupling delay, the system still exhibits frequency-locked symmetric
and antisymmetric states, and multiple solutions with different locking frequencies become
possible. The frequencies can be found by solving ω = 1 − κ sin(ωτ), for the in-phase
state, and ω = 1 + κ sin(ωτ) for the antiphase. Using the method from [54] by Earl and
Strogatz to determine the stability of the anti-phase solutions, the authors state that an
anti-phase solution is stable if and only if κ cosωτ < 0. In Chapters 4-6 we further extend
System (1.21) by inclusion of distributed time delay.
1.3 Thesis Outline
This chapter outlined the analysis of the dynamics of the Blockchain-based cryptocurren-
cies by adapting mathematical models successfully used to describe the spread of epidem-
ics. The population dynamics that governs the adoption and diffusion of new technology
has qualitatively similar traits to those observed in the dynamics of the disease spread-
ing. These quantities are translated into the framework of modelling the adoption of
Blockchain-based technology, such as cryptocurrencies, effectively allowing one to estim-
ate the popularity and loss of interest in them, we look further into this in Chapters 2-3.
This chapter also briefly introduced models based on a system of coupled phase os-
cillators with discrete and distributed delays in the coupling. We considered whether the
formulation with discrete delays in the coupling of the oscillators is sufficient to capture
all effects introduced by delayed communication in systems. In order to answer this ques-
tion, we introduce a model of phase oscillators with distributed delays in the coupling. In
Chapters 4-6 of this thesis we present our results.
Results from Chapters 4 and 6 have been summarised in a research paper:
• A. Ross, S.N. Kyrychko, K.B. Blyuss, Y.N. Kyrychko. Dynamics of coupled Kur-




Using Google Trends Data
Various cryptocurrencies have emerged as possible competitors to fiat currencies, with
the underlying Blockchain technology spreading and gaining recognition. This chapter
analyses and estimates the proliferation of such cryptocurrencies. SIR type model is
adapted to describe the take-up and abandonment of the Blockchain-based technology by
the general population. Publicly available Google Trends data is used for model validation
and prediction testing, reflecting the interest generated by the cryptocurrencies discussed.
The data reflects the search queries, including “Blockchain”, “Bitcoin”, “Litecoin” and
several other cryptocurrencies. Using the least-squares method we find the best fit for
parameters, such as the take-up rates reflecting the interest in Blockchain mining amongst
the population, and the abandonment rate, i.e., the loss of interest.
2.1 Methods
2.1.1 Google Trends data
One of the new measures used to estimate the attention to various factors is Google Trends
(GT), which gives the popularity of search queries over time. These query indices are of-
ten correlated with various economic indicators and are generally helpful for prediction [9].
GT delivers data on the frequencies of search terms categorised by geographical location
and time, relativising the data to the total search volume, therefore making it normalised.
In the current information age, this publicly available data can be used by anyone with
Internet access, and given the online nature of the Blockchain technology in general and
cryptocurrencies in particular, the most attention is attracted through the Internet. Re-
25
search using GT data has experienced a dramatic rise in recent years, a report released
by the research company comScore shows that in January 2015 about 64.4% of all online
searches in the US were conducted through Google [97]. Moreover, given that 93% of all
online traffic starts from search engines [39], it becomes obvious why GT data is a very
good proxy for online attention in particular, as well as attention in general. In 2018, Jun et
al. [80] conducted a network analysis of 657 research papers that used GT, concluding that
GT use has dramatically increased in the last decade for describing and diagnosing trends,
and the focus of research has gradually shifted to forecasting changes. Since Google be-
gun the GT service to share aggregated information on the volume of queries for different
search terms, having access to this big data in a free, easily available and comparable
way, has been instrumental for modelling financial markets [116, 35, 41, 84, 43, 86]. For
example, Preis et al. [116] analysed changes in Google search queries for finance related
search terms, and found patterns that can be interpreted as early warning signs of stock
market moves.
There are several studies related to the use of GT data for analysing the behaviour of
various cryptocurrencies. Krǐstoufek [85] used GT data and Wikipedia visits, and found
a strong correlation between the price of the cryptocurrency and internet searches; it was
also shown that not only internet searches influence prices but prices also influence internet
searches. Similar conclusions are drawn by idatavox [2]. Garcia et al. [65] have studied
the formation of price bubbles on the example of Bitcoin by using the data on volume
of information sharing online, price on online exchanges, user base growth and volume of
information search. Their analysis shows that there are two feedback loops, namely, a
reinforcement cycle between search volume, word-of-mouth and price, and a user adoption
cycle between search volume, number of new users and price. The study also suggests
that waves of growth of the Bitcoin were driven by the corresponding waves of new users
from public opening to the currency. Nasir et al. [109] conducted a brief study analysing
the predictability of Bitcoin volume and returns using GT. Their findings suggest that
the frequency of Google searches leads to positive returns and a surge in Bitcoin trading
volume.
2.1.2 Model
The classical susceptible-infectious-recovered (SIR) model was first considered by Ker-
mack & McKendrick, and is used for prediction, and analysis of epidemic dynamics in a
population [83]. Such model has been used in recent studies to describe the dynamics of
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social interactions [47, 128].
Figure 2.1: Schematic representation of the transition of users across the three classes.
Since our interest lies in exploring the longer term persistence and dynamics of crypto-
currencies we adapt the classical SIR model with the incorporated demography to describe
the temporal evolution of interest in the Blockchain-based cryptocurrencies by drawing
the equitable analogues to the SIR model parameters. We interpret the susceptible
population, N , as the population of all individuals interested in but not currently using
the Blockchain-based technology. The infected population, M , corresponds to current
Blockchain miners/users. The recovered population, O, is equivalent to the population of
individuals who are using the Blockchain-based technology from time to time. Members












− vM + αO − µM,
dO
dt
= vM − αO − µO,

(2.1)
where N(t) +M(t) +O(t) = P .
Table 2.1: Definitions of parameters of System (2.1)
Parameters Description
β transmission rate of non-miners/users to miners/users
v transmission rate of miners/users to occasional miners/users
α the rate of reactivation of active mining/using for occasional
miners/users
B the rate of take-up of cryptocurrencies and/or Blockchain-based
technology
µ the rate of permanent loss of interest in cryptocurrencies and/or
Blockchain-based technology
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Analysis of changes in query volumes for search terms related to Blockchain and
different cryptocurrencies provides an estimate on behavioural patterns, which can be
analysed by comparing our model to data. In order to validate the model, we use GT data





(datai −modeli)2, (i = 1, . . . , n).
The model parameters are chosen so that they minimise the sum of squared differences
between the model prediction and the data. The scripts to find a best fit for the GT data






















To determine the relationship between the reviewed cryptocurrencies, we use the wavelet
transform coherence (WTC) method [71], conducting a one-to-one comparison of the time
series of the searched keywords. WTC helps analyse the coherence and phase lag between
two time series as a function of both time and frequency, a similar approach has been used
in [87], determining the main drivers of the Bitcoin price.
2.2 Results
Google Trends data fitting
In order to quantify the interest in Blockchain-based cryptocurrencies, we collected and
analysed the GT weekly datasets in December 2016 on queries for the words “bitcoin”,
“litecoin”, “mastercoin”, “peercoin”, “ethereum”, and “blockchain” [9]. To avoid ambigu-
ity the cryptocurrencies were selected so that the names differ and are not associated with
anything else, in addition all considered cryptocurrencies are of varying price range, mar-
ket capitalisation, and popularity. The aim is to determine the differences in behaviour,
and compare the dynamics. Although it is impossible to distinguish the reason for internet
users to search for information related to Blockchain technology, the GT data serves as a
very good proxy to estimate the user interest and involvement.
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Ethereum was launched in 2015, but it had been announced in 2013. Unsurprisingly,
as one of the first cryptocurrencies with features such as smart contracts, it captured a lot
of interest before the official launch and start of trading, with potential adopters eagerly
waiting for the launch. Hence, we take the dates from 2013 onwards into account when
analysing Ethereum.
The GT query data for the cryptocurrencies is assumed to be representative of the
magnitude of the mining population compartment of the model, used to analyse the search
query data by curve fitting the mining population curve generated by the model to the
search query data. The data analysis was performed in R, with a special emphasis on
finding the optimal parameters in the model to obtain the best possible fit. We apply the
least squares approximation to System (2.1), where parameters are chosen from a given
interval allowing for minimisation of the sum of the squared distances between the model
prediction and the data.
Each plot displays the GT data for a specified search term and the best fit dynamical
curve based on the model. The weekly data is broken down into two to three sections,
followed by evaluating a range of parameter values and calculating the best fit for each
part, which are then appended together.
The process for finding the best β, v, α and µ variables involves some trial and im-
provement. We split the dataset for each search term into sections, such that each section
has at most one large peak in it. We then initialise arrays for β, v, α and µ, with ranges of
possible values for the first section of the dataset. For each of β, v, α and µ, we apply the
NMO function script to find the model fit. Using the dataset and the model fit values,
we can find the total sum of squares for miners/users quantity and consequently can select
the combination of parameters that give the least squares statistic. Experimenting with
arrays of different ranges leads to finding the best β, v, α and µ values for the model. We
then create another set of arrays with values around these optimal variables and repeat
the process for the remaining peaks.
For the first section, the miner/user population (number of infected individuals) is
1, the occasional miner/user population (number of recovered individuals) is 0. For the
subsequent sections, the number of miners/users and occasional miners/users carries on
from the previous section. The total population value remains constant. Tables A.1 - A.6
with the optimal parameter sweep values for each search term can be found in Appendix A.
Although there are qualitative similarities and differences between the reviewed crypto-
currencies, the search interest follows the same general pattern: an initial peak resulting
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in a high level of searches, followed by the decline, and eventually, the number of searches
stays at a low steady level. Analysis of historical performances of these cryptocurrencies
could help develop an improved investment strategy, as well as provide future projection
in other possible networks.
Figure 2.2: Worldwide Google search interest: (A) Bitcoin GT data fitting, (B) Litecoin
GT data fitting.
Fig. 2.2 shows that the time trends in Google search interest for Bitcoin and Litecoin
are roughly paralleled, the initial peak followed by a drop can be explained by the following
two events, US Senate holding hearing on risks of virtual currency, resulting in high in-
terest and Bitcoin trading at 1242 USD, followed by China’s central bank banning Bitcoin
transactions, which explains the drop in price, as well as interest [1]. It is also believed that
the spike was caused by low exchange rates between the two cryptocurrencies, so the price
drop of Bitcoin triggered the loss of interest in Litecoin, making it evident that Bitcoin is
the driver for Litecoin [3].
With Bitcoin, Litecoin, Mastercoin, and Peercoin, the so-called life cycle is short-lived,
peak followed by decline and somewhat stability. In all four cases, it takes up to two years
to reach a stable point, as can be seen from Figs. 2.2 and 2.3. In the case of Litecoin,
Mastercoin, and Peercoin, the interest drops down to almost the starting level, for Bitcoin
the point of stability is considerably higher. As can be seen from Fig. 2.4 (A), Ethereum
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Figure 2.3: Worldwide Google search interest: (A) Mastercoin GT data fitting, (B) Peer-
coin GT data fitting.
Figure 2.4: Worldwide Google search interest: (A) Ethereum GT data fitting, (B) Block-
chain GT data fitting.
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has grown at a significant rate over the course of 2016, and its value is largely powered by its
ability to leverage the application of smart contracts within its code. However, Ethereum’s
future is uncertain, the network could be at a stage now where it follows the same route of
decline and stability, unless further diversification and advertisement takes place. So the
open question remains of whether it has reached the top yet. Fig. 2.4 (B) shows a growing
trend in Blockchain since 2014, an increasing interest can only be attributed to a diverse
and expanding range of applications unlike cryptocurrencies.
The initial high growth and volatility of the reviewed cryptocurrencies are the result
of news, hype, speculation, and adoption in the early stages of the life cycle. This is also
evident from the significantly high correlation between price movement and GT searches
for the cryptocurrencies [14, 87].
2.2.1 Wavelet coherence analysis
In this section, we are using daily data to analyse relationships in time frequency space
between two time series. Google Trends provides daily data (up to eight months), weekly
(up to five years), or monthly (over five years). To obtain daily series for Google searches,
we download the data in eight months blocks, these blocks are then rescaled and concaten-
ated. Plots of the daily data, and corresponding log returns can be found in Appendix A,
Figs. A.1 - A.3.
This section describes the co-movement of the GT interest in the reviewed cryptocur-
rencies by resorting to cross wavelet analysis using daily data, covering a four year period
from 2013 to 2017, for Bitcoin, Blockchain, Litecoin, Mastercoin, Peercoin, and a three
year period from 2014 to 2017 for Ethereum comparisons.
The phase differences between the two data series are indicated by arrows. Arrows
pointing to the right show in-phase behaviour (positive correlation), i.e., they move in the
same direction, having cyclical effects on each other. Arrows pointing to the right and up,
indicate that the two datasets are positively correlated and the second is leading, if they
point to the right and down then the same relationship holds but the second one lags. If
the arrows point down, then the first dataset is leading and the second is lagging. Arrows
pointing up indicate that the second dataset is leading and the first is lagging. Arrows
pointing to the left illustrate that the variables are out-of-phase (negatively correlated),
i.e., they have anti-cyclical effects on each other. If the arrows point to the left and up, the
first dataset is leading, and if they point to the left and down, the first dataset is lagging.
The horizontal axis shows the time, and the vertical axis shows the period. The
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relationships that occur at the start of the data interval are positioned on the left side
of the diagram, those on the right are relationships that occurred at the end of the data
interval. Higher period bands, or lower frequencies, are positioned near the bottom of
the diagram and are of interest to those with long term prospects; lower bands, or higher
frequencies, are near the top and are of interest to those with shorter term prospects.
Wavelet coherence plots highlight areas in the time-frequency space where the two series
co-move. In all plots, the statistically significant correlations are indicated by the thick
black contour (the 5% significance level against red noise). Higher coherence (correlation)
is highlighted by warmer colours at that location in the time-frequency space. The colour
bar corresponds to the significance level of the Monte-Carlo test, 1 (red) indicates high
correlation (coherence) between two time series, 0 (blue) no correlation (coherence). Due
to the nature of finite time series and wavelets, the beginning and end of the wavelet
coherence are affected by the discontinuities at the edges. The region below the thin black
line indicates the cone of influence, and is shown as a blurred light blue shade separating
less reliable regions. Grinsted et al. [71] and Torrence et al. [135] have written detailed
studies on significance testing and derivation of background spectra.
Fig. 2.5 presents the cross wavelet coherence for the Bitcoin interest compared to Block-
chain, Litecoin, Mastercoin, and Peercoin. The compared variables are mostly positively
correlated across all scales. In Fig. 2.5 (A) the datasets are in-phase with each other at
almost all scales and during the entire examined period. In the 2013 to 2015 section,
Blockchain leads Bitcoin at low scales (4 to 16 days), however at high timescales (128 to
approximately 450 days) the two variables are highly correlated and Bitcoin is the driver.
From 2015 onwards there is less correlation across all scales, and no apparent leader, with
Blockchain driving Bitcoin in 2015 at 128 days scale, and Bitcoin briefly leading at medium
scales between 16 and 64 weeks in 2016. Fig. 2.5 (B) shows in-phase movement across lower
scales (4 to 16 days), no apparent leader. At medium timescales Bitcoin leads Litecoin (16
to 64 days) from mid 2014 to beginning of 2016. There is high strong positive correlation
long term between 128 and approximately 500 days, Bitcoin leads Litecoin 2013 to mid
2014, the two variables move in-phase until 2015.
In Fig. 2.5 (C) Bitcoin and Mastercoin are positively correlated across all scales from
2013 to 2015, with Bitcoin leading Mastercoin during that period. Post 2015, the relation-
ship between the two variables is unstable with a phase change at medium scales in 2016.
In Fig. 2.5 (D) we observe one island of high coherency at high timescales between 128
and 400 days, Bitcoin is an evident leader from 2015 onwards. At low timescales there are
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Figure 2.5: Wavelet coherence of the daily GT interest: (A) Bitcoin and Blockchain, (B)
Bitcoin and Litecoin, (C) Bitcoin and Mastercoin, (D) Bitcoin and Peercoin.
limited areas of co-movement, with positive (in-phase) and negative (antiphase) correla-
tion. Bitcoin seems to drive Peercoin at medium scales between 2013 and 2014, which is
explained by the peak of interest in Figs. 2.2 (A), 2.3 (B).
Fig. 2.6 (A) highlights that overall Blockchain is an evident leader from 2014 to 2016
across lower and medium scales. In 2013, Litecoin leads Blockchain at medium scales
between 16 and 64 days. The popularity of Litecoin seems to briefly drive interest in
Blockchain technology at higher scales between 2015 and 2016. The two variables mostly
move in-phase up until 2016 and are highly positively correlated long term, at medium
scales between 16 and 32 days. In first half of 2016, we observe a change of behaviour from
in-phase to antiphase with increase of interest in Blockchain technology taking lead. In
Fig. 2.6 (B) there is a lack of longer-term relationship between the two datasets. Blockchain
almost always leads Mastercoin short term between 1 and 8 days up until 2016. There are
two small islands of higher coherency between 8-32 and 64-128 timescales in 2014, similarly
to other comparisons, where Mastercoin lags. Mastercoin seems to briefly lead Blockchain
at the end of 2014 between 32 to 64 days, followed by a phase change suggesting that
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Figure 2.6: Wavelet coherence of the daily GT interest: (A) Blockchain and Litecoin,
(B) Blockchain and Mastercoin, (C) Blockchain and Peercoin, (D) Litecoin and Mastercoin,
(E) Litecoin and Peercoin, (F) Mastercoin and Peercoin.
increase in Blockchain interest preceds a decrease in Mastercoin interest.
In Fig. 2.6 (C) at lower scales of up to 8 days and at medium scales Blockchain leads
Peercoin. There is a region of high coherency between 32 and 128 days frame that occurs
from end of 2013 to beginning of 2014, in which the variables are in-phase with Peercoin
leading. Blockchain seems to slightly lag between 2014 and 2015 at higher scales of 256
days. There seems to be an apparent phase change mid 2015 at 16 days, again suggesting
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that increase of the first variable comes before decrease of the second. We can conclude
that post 2015 the relationship is somewhat unstable, without much coherence between
the two terms.
Fig. 2.6 (D) shows brief intervals of co-movement across all scales, there is no apparent
leader short term, as the relationship between the two terms seems to alternate between
phases, however at higher scales from 64 day band onwards, Litecoin seems to lead Mas-
tercoin from mid 2013 to mid 2014. In Fig. 2.6 (E) coherency regions are more significant
than in Fig. 2.6 (D), Litecoin is in-phase with Peercoin across higher scales during 2013 to
2017, Litecoin leads Peercoin from 2015 at 128 day band. We can observe that from end of
2013 to 2014 at higher scales of 64-128 days, there is an island of high positive correlation
between the two variables, where Peercoin leads Litecoin.
In Fig. 2.6 (F), in the 1-4 day band at the beginning of 2013, Mastercoin is a clear
leader for that short period, which could be explained by low Peercoin interest. For the
remainder of the examined period, the relationship between the two variables seems to
be mostly out of phase across lower scales for the duration of the examined period, with
Mastercoin briefly leading in the 32 day band at the end of 2014. However, Mastercoin and
Peercoin are highly correlated exhibiting in-phase behaviour at higher scales of 64 days
onwards, between 2013 and 2016, with Peercoin evidently leading and Mastercoin lagging.
Fig. 2.7 presents the cross wavelet coherence for the Ethereum interest compared to Bit-
coin, Blockchain, Litecoin, Mastercoin, and Peercoin. Figs. 2.7 (A), (B) highlight similar
behaviour in terms of co-movement and high power in individual comparisons, Bitcoin and
Blockchain evidently drive Ethereum across medium and high scales. At higher scales, past
the 128 day band most of the high power island is hidden in the cone of influence, however
the sections outside the cone of influence clearly indicate that Ethereum is lagging at higher
scales. In Fig. 2.7 (A), in the 16-128 day band between the end of 2014 and beginning
of 2016, there are islands of higher in-phase correlation where Bitcoin leads Ethereum; in
Fig. 2.7 (B) the same behaviour is observed between 2016 and 2017. In Figs. 2.7 (A), (B)
Ethereum briefly leads both Bitcoin and Blockchain at lower scale in the 4-16 day band
for a short period of time in September to October 2016, overall there is no evident leader
at the lower scale comparisons, the datasets alternate between in-phase and antiphase
movements.
Figs. 2.7 (C), (D) there are areas of high correlation in the long term band, however
those are under the cone of influence, hence have no significance in this instance. In
Fig. 2.7 (E), there is no evidence of long term relationship between Ethereum and Peercoin,
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Figure 2.7: Wavelet coherence of the daily GT interest: (A) Ethereum and Bitcoin,
(B) Ethereum and Blockchain, (C) Ethereum and Litecoin, (D) Ethereum and Master-
coin, (E) Ethereum and Peercoin.
there are also limited areas of short term co-movement with no clear pattern in their
behaviour, with antiphase dominating across all scales.
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2.3 Discussion
Bitcoin at the moment is the most extensive and acknowledged application based on the
Blockchain technology, it can be looked at as the trendsetter, as it triggered the launch of
many other cryptocurrencies, due to its initial success. Blockchain, the technology under-
pinning Bitcoin, is itself only just starting to come into prominence and diverge into various
other fields, the conducted analysis can help make predictions and draw conclusions on its
possible short and long term behaviour. Bitcoin has revealed the practical possibility of
maintaining irrevocable records of transactions and ownership using its consensus process
or the Proof of Work, so it is clear that the underlying Blockchain technology works and
can be used for other non-financial applications, as has been successfully demonstrated by
Ethereum.
With the help of Blockchain technology more applications besides cryptocurrency can
be developed to aid its growth and potential. Tracking and managing digital identities,
such as citizenship documentation, national security, healthcare, can be made both secure
and efficient with the use of Blockchains, where identity can be uniquely authenticated
in an irrefutable, immutable, and secure manner, reducing fraud and avoiding outpaced
spreadout identity-based security innovations. Most of the applications mentioned above
are still being developed, so now is a good time for companies to start focusing on how this
technology could be of benefit to them. The future potential of applications of Blockchain
technology is still unwinding. Regardless of which application comes next on a global scale,
it is predicted that Blockchain is a permanent addition and will transform how the digital
society functions.
The comparison of Google Trends data for a number of cryptocurrencies allowed for
validation of the modelling approach, with similar qualitative behaviour suggesting its
feasibility. Similarities in cryptocurrency behaviour suggest that there is no evident
competition between them, as they tend to grow and decay at roughly the same rate.
Blockchain and Ethereum data both showed a growing trend, which can be attributed to
their diversification into various non-financial fields and a growing range of applications,
so the interest levels are much higher compared to cryptocurrencies.
The wavelet analysis indicated that most of the cryptocurrencies tend to move together
very tightly, with the exception of Ethereum, which we attribute to its continuing growth.
Bitcoin appears to be the leading cryptocurrency, as it clearly is the driver in all one-
to-one comparisons at higher timescales, i.e., long term, however short term the lead-lag
relationship alternates between scales. Overall the long term relationship between all
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cryptocurrencies starts to break down closer to the end of 2016. We can also conclude
that the Mastercoin peak in 2014 observed in Fig. 2.3 (A) was driven by more popular
cryptocurrencies such as Bitcoin, Litecoin, Peercoin, and general interest in Blockchain
technology. Similarly with Peercoin, there is clear leadership in one-to-one comparisons
with Bitcoin, Litecoin, and Blockchain; each coin is leading Peercoin in 2014 when it
reached its highest GT score.
The lack of competition between the reviewed cryptocurrencies is again highlighted
by the co-movement of Bitcoin, Litecoin, Mastercoin, and Peercoin. When there is a high
interest in one cryptocurrency, it attracts interest not only to Bitcoin but also other crypto-
currencies and the underpinning Blockchain technology. Individuals who start becoming
interested in well known coins such as Bitcoin and Litecoin, will also explore other Altcoins
in their research.
The model considered in this chapter yields results that are comparable with the
observed GT patterns of the reviewed cryptocurrencies, this is a good first-hand indication
that the model is useful for data validation and analysis, but is also open for improvement
which would allow for a greater comprehension of the mathematics underlying the dynam-
ics of cryptocurrencies and Blockchain technology.
Analysis of the dynamics of the presented model suggests that once the interest wanes,
and the system settles on some small steady level of miners/users, it will remain there
forever, and no other dynamics are possible, unless there are external kicks/perturbations
to the system, such as introduction of the new technology, fall in electricity costs, major
investment, cultural adoption, etc. Any such changes would have to be incorporated in the







The cryptocurrency research we discussed so far was conducted in preparation for SIAM
2017 conference, since then the popularity and use of cryptocurrencies has increased dra-
matically. In this section, we revisit the topic and present the latest results, looking
from 2013 to 2020. Our initial theory was that cryptocurrency interest moves in the same
direction as Bitcoin, and events can trigger peaks in interest. It is now evident that crypto-
currencies and Blockchain are an integral part of our modern life, and the variety of digital
currencies available on the market can be overwhelming. As Blockchain applications are
still being explored, interest in the cryptocurrencies depending on Blockchain technology
will fluctuate.
The NMO model introduced in Chapter 2 provides a good approximation in fitting the
model to the interest data. The level of GT interest varies, however the general pattern is
recursive so the model can be re-applied to other surges of interest. From December 2017,
the price and the interest dropped considerably, but after this drop the number of searches
of the ‘Bitcoin’ term remained at a high level, higher than before the peak. This is likely
to continue gradually growing. After the next significant peak, the number of searches will
increase as the awareness of the cryptocurrency will grow.
The objective of this chapter is to further analyse the interdependence between interest
and prices of Bitcoin and top cryptocurrency alternatives. We are curious as to whether
Bitcoin is the driver for the prices of Altcoins. The patterns between Bitcoin and Altcoin’s
prices are quite similar. Not only is the price for most Altcoins measured with Bitcoins,
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but for many businesses and consumers Bitcoin can be the expected medium of exchange.
This gives us a strong indication that Bitcoin and Altcoin prices are interdependent.
We focus on cryptocurrencies that are successful in price and market capitalisation,
as analysing their performance enables us to see patterns that would otherwise not be
very visible with lower end cryptocurrencies; Bitcoin, Ethereum and Litecoin match this
description. Peercoin and Mastercoin are no longer considered as they are positioned low
in terms of market capitalisation but are stable in the market, and there have not been
any interesting developments worth exploring at this stage.
In this chapter we introduce Ripple (XPR) - another Altcoin launched in 2012, based
on Ethereum. The key differences with Ripple are that it is not based on Blockchain, and
it is not designed to be mined, hence why it was not considered in our original research.
Ripple has 100 billion pre-mined coins, with around half of those available on the market,
the rest are in Ripple labs and can be periodically released. However now, at the end of
2020, we can see that Ripple followed the same pattern as the other cryptocurrencies in
terms of interest growth and decline, thus further supporting our initial hypothesis.
We observe the interest, price, and supply properties of the cryptocurrencies. Ana-
lysing GT behaviour with price of a cryptocurrency gives us invaluable insight into the
relationship between the two. We also consider supply, as this can potentially affect both
interest and price; some cryptocurrencies can be harder to get hold of due to their supply
limitations. Rarity and capacity of obtaining a coin can have a large impact on its price,
and trigger interest from individuals looking for challenges. Studying patterns in these re-
lationships would allow making reasonable predictions about the future interest and price
movements. These forecasts are of great importance to those that are looking to invest
their time, and/or money, in cryptocurrencies.
Over the last few years, the market capitalisations of the cryptocurrencies have had
many fluctuations. In mid 2013, Bitcoin’s market capitalisation value was 1.5 billion USD,
with a 95% share in the cryptocurrency market. With the rise of Altcoins, Bitcoin’s market
share decreased to just over 85% at the beginning of 2017, but its strong growth ensured a
market capitalisation of 15 billion USD. It reached its highest ever, at 324 billion USD, in
the beginning of 2018, however at the same time, the market share dropped to its lowest at
32%. Bitcoin has gradually been regaining the market share since, having reached around
60% in October 2020. Although the market capitalisation also declined after 2018, Bitcoin
maintains a dominant position, with 240 billion USD at the time of writing. Market
capitalisation is constantly oscillating; Bitcoin prices are currently on the rise so we expect
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the market capitalisation to increase over the next few months. Ethereum is the largest
Altcoin with a market share of approximately 10%. The rest of the Altcoins account for
less than 5% of the market share each. Analysing these significant developments that
happened over the past few years could help better understand future price movements
and what drives them.
3.1.1 Search queries
Figure 3.1: Worldwide Google search interest: Bitcoin, Ethereum, Litecoin, Ripple, search
terms GT data fitting.
Fig. 3.1 highlights the GT patterns of Bitcoin, Ethereum, Litecoin and Ripple, covering
a period from 2013 to 2020 (Fig. B.1 in Appendix B visualises the time series of Fig. 3.1
on the semilogy axis). It is clear from the plot that these cryptocurrencies follow the
same pattern, with Bitcoin still remaining the leader. With Bitcoin removed, we can see
that the peaks of the other three cryptocurrencies are more pronounced, highlighting the
resemblance in their behaviour. As discussed earlier, each peak is followed by a steady low
time period as interest stabilises. The peaks occur in cycles, however in recent years, it is
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evident that the steady period is shorter with new peaks appearing more often. Between
peaks, the interest does not drop by much; interest remains above a certain threshold, this
is consistent between all four cryptocurrencies. It remains at a steady level until an event
triggers a spike of interest. In the recent years, even when the interest wanes to its lowest,
it is still significantly higher than the initial years of the cryptocurrencies.
3.1.2 Market capitalisation





















Figure 3.2: Market capitalisation of Bitcoin compared to top ten Altcoins, expressed
in USD (billion) for the period April 2019 to October 2020. The data is obtained by
multiplying the current market price of the cryptocurrency coin in USD, with the total
number of coins in circulation. The market capitalisation of top ten Altcoins is calculated
as the sum of their values.
Bitcoin is still maintaining its place as one of the strongest cryptocurrencies in the market.
We take ten Altcoins [14] with the highest market capitalisation as of October 2020 and a
launch date before 2018, and compare their sum with Bitcoin [16]. The combined market
capitalisation of these ten most influential Altcoins is still lower than Bitcoin’s, as shown
in Fig. 3.2, highlighting Bitcoin’s dominance. Appendix B Fig. B.2 displays the average
market capitalisation of the top ten Altcoins compared to Bitcoin. However, the true gap
between Bitcoin’s market capitalisation and the average of Altcoins would be significantly
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wider if all Altcoins in the market were taken into account. The ten Altcoins in descending
order are Ethereum [21], Tether [24], Ripple [23], Bitcoin Cash [17], Chainlink [20], Binance
Coin [15], Litecoin [22], Bitcoin SV [18], Cardano [19], and USD Coin [25], ranging from
46 billion USD to 2.8 billion USD (these figures were obtained in October 2020). As
market capitalisation is dependent on the price of the coin and the total number of coins
in circulation, it will fluctuate over time.
3.2 Discussion
In the world of cryptocurrencies, it is common for investors and those with an interest
to categorise Altcoins into ‘oscillators’ and ‘degenerators’ [149]. Dividing them into two
segments is a good strategy for estimating their viability and added value as alternative
investments. The value of oscillating cryptocurrencies tends to remain over time, their
market behaviour resembles Bitcoin trading movements, their price usually increases when
Bitcoin rises and decreases when it falls. Degenerative Altcoins tend to go down in value
over time; most cryptocurrencies belong to the degenerator category. In many cases, these
appear very promising initially, but ultimately fail to overcome periods of bearish markets
and lose their price [44, 139].
By comparing Altcoin’s performance with Bitcoin, we can get a coherent view of the
cryptocurrency market. For Altcoins, Bitcoin is the de facto source of liquidity, which
makes it an ideal reference point for this comparison. Ethereum, Ripple, Litecoin are
oscillators as they all follow Bitcoin’s price performance closely and remain well correlated
with Bitcoin. Altcoins fitting the degenerator segment, do not oscillate with Bitcoin.
It is recommended to distinguish between oscillator and degenerator cryptocurrencies
before making investments. Observing the market performance for the past four years
should be enough to obtain an idea. As per the Lindy effect [68, 100] theory, the future life
expectancy of non-perishable items is proportional to its current age. Cryptocurrencies
belong to that group, therefore if a cryptocurrency has successfully survived for four years,
it suggests that it will continue to do so in the the next four years. The longer it has
survived, the higher the likelihood that it will survive the same period of time again.
Examining the behaviour of a cryptocurrency during Bear and Bull cycles of Bitcoin
markets allows one to know whether that cryptocurrency can retain its value [44, 139].
When an event or news triggers a trend, it attracts both types of groups of individuals,
those who are already interested in cryptocurrencies, and those who are unaware of crypto-
currencies or want to find out more.
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Observing GT interest popularity behaviour is not uncommon for investors deciding
on the right time to buy/sell Bitcoins, or Altcoins. Early stages of rising interests are
likely to continue, especially if the price is also rising, until the interest and price reach
a stable point. Equally some may choose to observe when the interest declines, which
usually results in price declining as well, consequently choosing the right time to invest.
Some also use historical data to make predictions and to work out how long each stage
(one peak) usually lasts. Careful observation may help recognise early stages of a peak and
determine when the peak might reach its highest point, before it starts to decline again.
In 2016, we conducted the analysis for the 2013 to 2015 time period for Bitcoin, Lite-
coin, Peercoin and Mastercoin cryptocurrencies. As there were no further spikes in interest
past 2014, the 2015 was a reasonable cut-off point. However, we can see now that at the
beginning of 2017, both the interest and the price of the cryptocurrencies began experien-
cing large movements. Our analysis for Ethereum terminated at end of 2016. Now, it is
visible that Ethereum’s behaviour resembles that of Bitcoin and Litecoin. The interest was
low in the early years, but then two distinct peaks occurred one shortly after the other.
3.3 Analysis: Google Trends interest and price comparison
3.3.1 GT search queries and price index
We are interested in the dynamics of the connection between GT search queries and the
cryptocurrency price. The production and consumption of information on cryptocurren-
cies has soared over the years, leading to an increase in market capitalisation as well as
general interest. We are curious as to whether the price and the volume of interest of a
cryptocurrency are symmetric; i.e., an increase in price comes with an increase in interest,
or vice versa. One of these properties may potentially be the driving force for the other
one; changes in price could lead to changes in interest. Figs. 3.3 - 3.6 highlight evolution
of GT searches compared to the price index of Bitcoin [10], Ethereum [11], Litecoin [12],
and Ripple [13]. We observe a highest and fastest price increase throughout 2017, followed
by a sudden substantial drop early 2018. Since hitting the peak in December 2017, all
four coins have fluctuated extensively. Post 2018, all four cryptocurrencies follow the same
scenario in which the price index is subject to occurrences of explosive bubbles followed
by rectifications, that tend to be higher than the starting value of the pre-bubble phase,
however none have come close to retesting the highs of December 2017.
Throughout 2017 the market’s attention was firmly focused on Bitcoin’s price tag, with
45
the value of a single Bitcoin increasing over 2000%, from 800 USD in January to a high
of nearly 20000 USD in December. Ethereum, Litecoin, and Ripple achieved even greater
gains ranging from 5000% to 20000% January to December 2017.
For each cryptocurrency, we obtain daily price and market capitalisation data from [14].
The time period is from the earliest month data available (this varies for each coin), to
October 2020. The same time period for GT search interest data is selected. We apply
the same rescaling method as from Chapter 2.
Figure 3.3: Bitcoin GT interest compared to Bitcoin price.
When a cryptocurrency hits a milestone price, it often is mentioned in the news, which
makes it more likely for people to search for the cryptocurrency on Google - either to find
out more about it, or to get involved to buy/sell the cryptocurrency. This activity in turn
can cause fluctuations in price. Growing popularity of cryptocurrencies and Blockchain
technology results in higher search volumes, which in turn result in increased social media
activity on this subject. More interest encourages the investment into cryptocurrencies by
individual users, aiding price increases, which ultimately reflects on the search volumes.
An examination of millions of transactions revealed that Tether, another cryptocur-
rency, was used to purchase Bitcoin at key moments when it was declining in 2017, and
it is believed that this played a major role in the Bitcoin price surge [70]. Several factors
may have contributed to the bubble bursting in 2018. A South Korean cryptocurrency
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exchange, Coinrail, was hacked and lost in the region of 40 million USD. The US Se-
curity and Exchange Commission (SEC) did not approve a Bitcoin exchange trade fund
(ETF) due to worries that cryptocurrency is subject to manipulation as shown in Griffin et
al. [70]. Both these events occurred in 2018 and may have had an impact on the bubble
burst. Bitcoin halving took place in May 2020, this may have been a trigger for the Bitcoin
price movements in 2019, as cryptocurrency enthusiasts race to secure Bitcoin before the
halving event. The halving makes mining more difficult, as supply goes down. This means
Bitcoins could become rare, so individuals invest in Bitcoin with the hopes to make profit
later on.
Figure 3.4: Ethereum GT interest compared to Ethereum Price.
Cryptocurrency price movements have tracked GT search queries quite closely, all four
figures show how Google Trends scores proceed in the same direction of BTC, ETH, LTC,
XRP prices, emphasising prominent similarity between them.
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Figure 3.5: Litecoin GT interest compared to Litecoin Price.
Figure 3.6: Ripple GT interest compared to Ripple Price.
The growing hype around cryptocurrencies has encouraged more people to want to
learn about crypto. If this trend continues, there could be another healthy development
like the one seen in 2017, with price and in GT interest. Bitcoin, Ethereum, Litecoin, and
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Ripple show a strong positive trend in the price development over the past two years. The
mounting trend of price changes in all four graphs seem to follow a similar pattern, which
implies that the prices of considered cryptocurrencies could be driven by the same external
driver, or the prices of Altcoins are following the price of Bitcoin, as the market leader.
These developments are the reason why we are interested in the individual relationships
of the cryptocurrencies and their effect on each other, and Bitcoin’s leadership status over
this period of time.
3.3.2 Wavelet coherence: GT search queries and price index
The work in this chapter will revisit and extend the application of wavelet coherence
analysis conducted in Chapter 2, incorporating additional factors, such as price and supply,
covering new data period, to determine the leading or lagging dynamics of these relation-
ships. We examine relationships in time frequency space between two time series, in
particular this section studies the relationship between GT interest and the price index of
the associated cryptocurrency. We take the datasets from Figs. 3.3 to 3.6 and calculate
log returns, to study the co-movement of GT interest and prices. Plots of the daily data,
and corresponding log returns can be found in Appendix B Figs. B.3 - B.10.
As specified in the previous chapter, the statistically significant correlations are indicated
by the thick black contour. The region below the thin black line indicates the cone of in-
fluence, and is shown as a blurred light blue shade separating less reliable regions. The
colour bar corresponds to the significance level of the Monte-Carlo test, 1 (red) indicates
high correlation between two time series, 0 (blue) no correlation.
The phase differences between the two data series are indicated by arrows. Arrows
pointing to the right show in-phase behaviour (positive correlation). Arrows pointing to
the right and up, indicate that the two datasets are positively correlated and the second
is leading, if they point to the right and down then the same relationship holds but the
second one lags. If the arrows point down, then the first dataset is leading and the second
is lagging. Arrows pointing up indicate that the second dataset is leading and the first is
lagging. Arrows pointing to the left illustrate that the variables are out-of-phase (negative
correlation). If the arrows point to the left and up, the first dataset is leading, and if they
point to the left and down, the first dataset is lagging.
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Figure 3.7: Wavelet coherence of GT interest and price index of (A) Bitcoin, (B) Ethereum,
(C) Litecoin, (D) Ripple.
Fig. 3.7 shows the squared wavelet coherence between cryptocurrency interest and the
price. Fig. 3.7 (A) features the co-movement of Bitcoin’s GT interest and price index,
covering the period from 2012 to 2020. The two datasets are highly positively correlated
across medium and long term scales. At high scales between 512 and 1024 day band,
interest leads the price. Across medium scales of 128 to 512 days we observe mostly strong
positive correlation, with interest predominantly leading from 2012 to 2015. We then see
a change in the relationship where price leads interest for approximately a year, from 2015
to 2016, after which interest takes lead, followed by the two variables moving in-phase,
with no evident leader. From 2018 onwards, interest seems to slightly lag at medium time
scales. Short term, the relationship is somewhat unstable and alternates between phases.
In the 32-64 day band in 2013 (around the first price and interest peak, see Fig. 3.3) price
seems to drive interest, similar dynamics seem to be present in 2016-2017 and 2019 when
Bitcoin started experiencing price oscillations again.
In Fig. 3.7 (B), looking at higher time bands of 128 to 512 days, we notice that from
2016 to the end of 2018 interest is a clear leader in the Ethereum comparison. In the
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128-256 day band from the end of 2018 to the end of 2019 price is the driver. Between
2016 and 2017 at medium scales (32-64 days) the relationship between the variables starts
off with interest leading for the first couple of months in 2016, from approximately March
onwards price briefly leads interest. In 2017, a change in relationship is apparent with
interest leading price for approximately a year. Interestingly, in Ethereum comparison, as
opposed to Fig. 3.7 (A), at short term scales (4-32 days) interest predominantly leads the
price.
In Fig. 3.7 (C), the Litecoin interest and price comparison highlights a clear leader, the
two variables are strongly positively correlated. Interest seems to drive the price across all
scales and reliable regions, with an exception of a brief change of leadership around 2016
at higher scales, where interest lagged. However, the latter cannot be attributed to any
major price or interest changes (see Fig. 3.5).
From Fig. 3.7 (D), we can also observe that it is predominantly the interest that drives
the price of Ripple. At the higher scale of 512 days onwards between mid 2016 and mid 2017
price seems to slightly lead interest. The two datasets are strongly positively correlated,
but only from the beginning of 2016, prior to that most of the dynamics at the higher
scales fall outside the reliable region.
There is a strong causal relationship between prices and the interest. This is bi-
directional, the prices have an impact on search queries, and the volume of interest has an
impact on prices. Across all comparisons interest is an evident leader, especially at higher
scales, i.e., in the long term.
3.3.3 Wavelet coherence: One-to-one comparisons of GT search queries
and price index
In this section, we further explore the relationship between considered cryptocurrencies, by
pairing them up with each other and analysing the dynamics. We explore the co-movement
of GT interest and price index of individual coins in one-to-one comparison, covering a
four-year period, mid 2016 to mid 2020. Analysis of price co-movement between different
cryptocurrencies is key to understand short and long term relationship between them,
which would be of interest to those wishing to diversify and broaden their digital coin
investment portfolio.
Altcoins differ from each other in terms of network and transaction setup. We can
expect that these differences affect the price formation and how closely they follow the
Bitcoin prices. They will also have an impact on interest, as each cryptocurrency will
51
have its own benefits and costs, also causing a differentiated price formation. We expect
that the Altcoins with price formation mechanisms similar to Bitcoin, will closely follow
Bitcoin’s price development.
Figure 3.8: Wavelet coherence of Bitcoin and Ethereum: (A) GT interest, (B) Price index.
In Fig. 3.8 (A), we observe a distinct evolution of the Bitcoin and Ethereum search
interest compared to the time periods considered in Chapter 2 (refer to Fig. 2.7 (A)). At
lower scales we observe a number of high coherency regions, with in-phase relation across
the considered time period. There is no apparent leader in the short term band (4-16
days), however Bitcoin seems to drive Ethereum at the end of 2018 and in the first half
of 2019. We get a clearer picture in the medium scales between 16 and 64 day bands,
Ethereum leads Bitcoin for around a year from mid 2017 to mid 2018, after which the
relationship changes and Bitcoin becomes the driver. In the 64-128 day band Bitcoin is
an evident leader, however in the 128-256 day band the two variables are mainly in-phase
with Bitcoin taking lead from the end of 2018.
From Fig. 3.8 (B), we can see that there is not much high power in the lower and
medium scales during the first year, and across the entire examined period past the 256
day band. We observe a section of high positive correlation in the 64-256 day band between
2017 and 2018, where Bitcoin is a clear leader of Ethereum price. From 2018 onwards we
notice high coherency between the two variables across all scales, there is no evident leader
in the shorter term relationship, however from around April 2020 Ethereum price seems
to lead (16-64 days).
Fig. 3.9 (A) looks at the GT interest comparison, Bitcoin and Litecoin are positively
correlated across all significant regions. Over short and medium term scales we notice a
number of high coherency islands, mainly concentrated in the post 2017 section; there is
no strong leader, Litecoin seems to be the driver around 2017 and Bitcoin interest seems
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Figure 3.9: Wavelet coherence of Bitcoin and Litecoin: (A) GT interest, (B) Price index.
to slightly drive Litecoin closer to 2018. In the 64-128 day band at the end of 2017 to the
beginning of 2018, Bitcoin is a clear leader. Long term the relationship varies over time,
until 2019 Bitcoin seems to drive Litecoin, after which the relationship starts to break
down and there is no apparent leader.
Fig. 3.9 (B) highlights lack of long term relationship for the first year of examined
period. During the same period at lower scales (1-16 days) we observe frequent islands of
high positive coherency, where changes in Bitcoin price seem to lead Litecoin short term,
prior to the relationship changing, where Bitcoin’s price starts to lag at the end of 2017 to
beginning of 2018. From there onwards, in the short scale band there is no apparent leader
and both variables are positively correlated. At medium scales between 16 and 64 day band
Litecoin briefly leads Bitcoin at the end of 2016, followed by an in-phase movement of both
variables and then a quiet phase. At the end of 2017 for a short period of time in the
same medium scale band Bitcoin drives Litecoin. From 2018, the two datasets are highly
positively correlated with no obvious leader, however Bitcoin seems to lead more often
than Litecoin. The long term relationship between Bitcoin and Litecoin only appears at
the end of 2017, when the price of both coins was on the rise (refer to Figs. 3.3 and 3.5),
Bitcoin is a clear leader at higher scales in the 128-256 day band.
In Fig. 3.10 (A), Bitcoin and Ripple exhibit strong positive correlation from 2017
onwards at higher scales between approximately 100 and 500 days, where Bitcoin is a
strong leader. The long term relationship between the two variables starts to break down
in 2019. In the low and medium scales the significant correlations mainly appear from
2018 onwards, with no evident leader, however Bitcoin seems to slightly lag in 2018 and
2019. Interestingly, in Fig. 3.10 (B), all significant co-movement seems to happen post
2018. The two datasets are highly correlated and move together at almost all scales. At
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Figure 3.10: Wavelet coherence of Bitcoin and Ripple: (A) GT interest, (B) Price index.
lower and medium scales the lead/lag relationship alternates, both cryptocurrencies are
in-phase, with Ripple briefly leading in 2018 and 2019, similar movement as Fig. 3.10 (A),
and Bitcoin taking lead at the end of 2019. In the higher scales of approximately 100-256
day band, between 2018 and 2019, Bitcoin is again a strong leader.
Figure 3.11: Wavelet coherence of Ethereum and Litecoin: (A) GT interest, (B) Price
index.
Fig. 3.11 (A) indicates that Ethereum and Litecoin are positively correlated across all
scales and during the entire examined period. There is no evident leader in the relationship.
At lower and medium scales the lead/lag relationship alternates between the two variables.
In Fig. 3.11 (B), we see that Ethereum and Litecoin move together across all scales from the
end of 2017 onwards. The two datasets are highly positively correlated. The relationship
changes somewhat and the two variables are mainly in-phase, however Litecoin seems to
be the leader in the price comparison, especially at higher scales around 2018.
Fig. 3.12 (A) lacks co-movement at medium scales, however in the islands of high
coherency that are present in the 16-64 day band, Ripple takes lead. At lower scales, there
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Figure 3.12: Wavelet coherence of Ethereum and Ripple: (A) GT interest, (B) Price index.
is no evident leader, but the two variables are positively correlated. At higher scales, the
relationship between Ethereum and Ripple seems to break off in 2019, prior to which we
observe in-phase behaviour, with Ethereum leading in 2018. In Fig. 3.12 (B), similarly to
the previous two price comparisons, significant coherence regions can be observed closer
to 2018, which we can attribute to major price increases in 2017 across all considered
cryptocurrencies. We mainly observe in-phase movement, however Ripple seems to slightly
lead across all scales.
Figure 3.13: Wavelet coherence of Litecoin and Ripple: (A) GT interest, (B) Price index.
In Fig. 3.13 (A), there is no evident leader at lower scales, at medium scales Litecoin
leads between 16 and 64 day band from 2019. At higher scales, Litecoin is a strong leader.
Fig. 3.13 (B) shows high coherence across all scales. Litecoin is a clear leader in higher
scales between approximately 90 and 300 days, the long term relationship starts to vanish
at around 2019. Between 2019 and 2020 in the 32-128 day band Ripple price is the driver.
The short term lead/lag relationship at lower scales is somewhat unstable, but Litecoin
seems to lead more often than Ripple.
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We can observe that initially the lower scale correlation between Bitcoin and Altcoin
prices is sparse until mid 2017, indicating the lack of co-movement between short term
traders. High positive coherence is present in all comparisons covering the considered
period, with the exception of Bitcoin and Ripple (Fig. 3.10 (B)), indicating a possible
increased presence of long term investors and users. As the market capitalisation and
market share increase, co-movement also increases from the second half of 2017, which
is indicative of both short and long term investors and users across the Bitcoin and the
Altcoin markets.
3.3.4 Wavelet coherence: coin supply
As with fiat currencies, the price of a cryptocurrency is determined by its supply and
demand. This is applicable in the short, medium, and long run. The more transactions
there are, the higher the demand. Shifts in demand will have a direct impact on the price
of the cryptocurrency. We can expect that coin supply limitation will also affect prices.
Figure 3.14: Wavelet coherence of Bitcoin GT interest and price index compared to coin
supply: (A) Interest, (B) Price.
In Fig. 3.14 (A), Bitcoin’s interest and supply are negatively correlated at higher scales
between 64 and 256 day band from end of 2017 to beginning of 2019, at around 128 days
in 2018, interest lags, and in the 64-128 day band in 2019, interest leads. However the two
variables are in-phase around 2020 with supply driving the interest, in the lead to reward
halving which took place in May 2020. There is no evident leader in the lower scales and
the phase relationship alternates.
Interestingly, we observe two islands of high positive coherence in Fig. 3.14 (B) from
the end of 2018 to 2020 between the 32-128 day band with Bitcoin price leading, followed
by a phase change in 2020 around April time with supply being the driver, just before
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the reward halving event. From the end of 2017 to beginning of 2018 at higher scales of
around 128 days there is a single island of high correlation, the two variables are antiphase
with supply leading, it also coincides with major Bitcoin price movements at the time
(refer to Fig. 3.3). At higher scales at around 128 day band from mid 2019, the price
and supply of Bitcoin are positively correlated with supply driving the price. Most of the
dynamics is concentrated in the 2019 to 2020 region; interpreting the lead/lag relationship
at lower scales is challenging as there is not much co-movement between the datasets and
no apparent leader.
Figure 3.15: Wavelet coherence of Ethereum GT interest and price index compared to coin
supply: (A) Interest, (B) Price.
In Fig. 3.15 (A), we observe a lot of phase changes short term in the low and medium
scales, and there is no evident leader in the lead/lag relationship. Ethereum interest is
positively correlated with its supply in the long term between 128 and 256 days from end
of 2017 to 2019, in the statistically significant at 5% region interest is the driver. At
higher scales of approximately 300 to 500 day band the variables are highly correlated
and antiphase, most of the dynamics are in the cone of influence, the reliable section
indicates that interest leads supply. As expected the price and supply of Ethereum in
Fig. 3.15 (B) are mainly negatively correlated across lower and medium scales. At higher
scales of approximately 128-300 day band around 2018 there is a segment of strong, but
not statistically significant at the 5% level, positive correlation between the variables where
price leads supply.
In Fig. 3.16 (A), we can observe a few phase changes at lower scales, and as expected
there is no evident leader in the 1-8 day band. Overall in the medium and higher scales
the variables are mainly positively correlated. In the 8-32 day band, there are a couple of
islands of high coherency where supply seems to drive interest. In the 32-128 day band
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Figure 3.16: Wavelet coherence of Litecoin GT interest and price index compared to coin
supply: (A) Interest, (B) Price.
around 2018 and again around 2020, interest is a strong leader. At higher scales past the
256 day band, there is a segment of strong, but not statistically significant at the 5% level,
negative correlation between the variables where supply leads interest.
Fig. 3.16 (B) shows some in-phase and antiphase co-movement at lower scales (1-8
days), from 2017 to 2020 the relationship is lead by supply. Price and supply are highly
positively correlated around 2018 at medium scales; between 16 and 32 days, supply drives
the price, between 64 and 128 days, price starts to lead. There are islands of strong, but
not statistically significant at the 5% level, negative correlation past 2018 where supply is
the driver in the 16-128 day band.
Figure 3.17: Wavelet coherence of Ripple GT interest and price index compared to coin
supply: (A) Interest, (B) Price.
In the interest and supply comparison of Ripple (Fig. 3.17 (A)), the long term dynamics
is behind the cone of influence, hence cannot be interpreted as reliable. At medium scales
between approximately 32 and 80 day band around 2018, there are two regions of high
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coherency where supply leads interest. At lower scales there is not much co-movement
and no apparent leader. In Fig. 3.17 (B), most of the long term dynamics (approximately
256-500 day band) is again hidden in the cone of influence, hence cannot be treated as
reliable, however the middle section outside the cone of influence suggests that supply of
Ripple drives its price in the long run. There are a number of islands of high coherency
across lower and medium scales, the relationship alternates between phases, however supply
clearly leads the price of the coin.
Cryptocurrencies with a limited maximum coin supply, such as Bitcoin, Litecoin, and
Ripple seem to have more correlation present in the plots. Coin supply has an effect on
both, interest and the price, and supply drives the price. Ripple has the highest supply
cap of 100 billion and it is reflected in the long term relationship in the cross-wavelet
comparison. However, in the case of Ethereum the coin supply is not limited, hence it
is the interest and the price that drive the supply, i.e., it is the search queries and price
increases that get miners and investors interested in the coin.
3.4 Conclusion
Blockchain technology has been serious contender from the beginning. It aimed to tackle
the centralisation and monopolistic nature of banks. The idea was not immediately wel-
comed however we can see that there is growing interest and many industries, including
banks, are now integrating Blockchain. Comparing our Chapter 2 analysis with the one
in Chapter 3, it is clear that cryptocurrencies are on the rise. Blockchain and Bitcoin
are both past their respective acceptance stages, and people have started to realise the
potential opportunities they offer. Social media platform Facebook are developing Libra,
a Blockchain based cryptocurrency; banks, such as HSBC, are investing in distributed
ledger technologies; Russia are looking into CryptoRuble as a new digital currency also
based on Blockchain; lender companies like Nexo allow loans (including mortgages) with
Bitcoins; no doubt more companies will follow suit. Blockchain is recognised as a secure
and trustworthy solution with applications in several fields. Bitcoin has now been around
for over 10 years. Having survived Bull and Bear cycles, Bitcoin has proved its worth and
is highly likely to stay for many more years to come.
In the individual coin comparisons, we notice a significant increase in activity from 2018
onwards, which is undoubtedly due to the Bitcoin market share dropping, and the market
share and capitalisation of Altcoins increasing. We can also conclude that cryptocurrency’s
interest (GT interest) is an evident driver of the price index. Hence, increasing interest in
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the cryptocurrency, assists in increasing demand and therefore increasing prices. Bitcoin
and Altcoin prices are indeed interdependent, the lead/lag relationship tends to alternate
between low and medium scales, i.e., short term; however long term Bitcoin seems to
lead more often. Cryptocurrency supply influences both, prices and interest/demand, the
impact is stronger at lower and medium scales, i.e., in the short run.
Using cryptocurrency exchanges has become easier over the years; the coins that cannot
be mined or are hard to mine have been made accessible by these exchanges and fintech
companies like Revolut. As a result, there are well over 3000 cryptocurrencies out there,
with different types of consensus mechanisms. There are also many cryptocurrencies that
are released as an improvement to their predecessors. For example, Ethereum 2.0 will
be the next version of Ethereum, and it will support Proof of Stake as the consensus
mechanism, which requires significantly less computing power as not all participants are
required to attempt to solve the hash.
Since there exists such a vast range of cryptocurrencies, investors should evaluate
these to assess the risk of investment, and miners should pay attention to the consensus
mechanism. Some cryptocurrencies are easier to mine than others, some provide extremely
fast block creation times, e.g. Ripple can confirm transactions within 5 seconds, a con-
siderable difference to Bitcoin’s 10 minute average. Not all cryptocurrencies are based on
Blockchain, but the trend is similar.
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Chapter 4
System of two coupled phase
oscillators with distributed time
delays
In this chapter, we introduce a system of coupled Kuramoto oscillators [89], which describes
the oscillatory dynamics of nodes in the network. The coupling function incorporates a
delay term, consisting of weighted influences from past times [81], with a probability given
by a delay distribution kernel. The case of discrete delay was considered in [51]. The
elements of the network are assumed to be identical, and the natural frequency is elim-
inated. The system admits synchronous and antisynchronous frequency locked solutions,
i.e., in-phase and antiphase.
Figure 4.1: Two mutually coupled oscillators.
We investigate the effect of distributed time delay on the synchronisation of nonlinear
oscillators. The two coupled delay-differential equations describing the phase dynamics
are













where θ1, θ2 are the phases of the oscillator, κ is the coupling strength, and g(·) is the
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kernel of the delay distribution, which is assumed to be positive definite and normalised
to unity




If the delay distribution is governed by the Dirac delta function g(s) = δ(s), the
two oscillators in System (4.1) are interacting instantaneously reducing it to the Adler
equation [29], and if g(s) = δ(s − τ), then System (4.1) reduces to the case of discrete
time-delayed coupling between oscillators, considered in [51].
Phase-locked solutions in steady state are characterised by a collective frequency ω,
with which all oscillators evolve in time, and a common phase shared by all oscillators
in the system, i.e., in-phase, antiphase. The focus is on solutions with fixed frequency of
oscillation; rotating wave solutions. The coupling is attractive when the coupling strength
κ is positive, so the oscillators progress towards a symmetric state, i.e., in-phase. The
coupling is repulsive when the coupling strength κ is negative, so the oscillators tend
towards an antiphase oscillation. As a result of the symmetry of a coupling function,
stable in-phase and antiphase solutions interchange when the coupling strength κ changes
from positive to negative, and vice versa. Delayed coupling induces multiple solutions with
different locking frequencies in the frequency locked symmetric and antisymmetric states.
The ansatz for the in-phase solutions is θ1(t) = θ2(t) = ωt, and signifies linear growth
of the phases with the global frequency ω. The frequencies can be found by solving




























Similarly for the anti-phase solutions θ1(t) = θ2(t) + π = ωt, the system of equations
reduces to solving








We have that (4.2) and (4.3) are the implicit in-phase and antiphase expressions for
collective frequency ω. Both equations are only dependent on the mean of the delay
distribution g(s). The shape of distribution g(s) does not affect the equation, nor does the
quantity of oscillators in the system.
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4.1 In-phase solution analysis - linearisation
Linear stability analysis deduces the linear stability of a solution to a dynamical system.
The synchronised system in steady state is affected by small perturbations in the case
of linearised dynamics, valid only close to the steady state. Perturbations will grow for
unstable steady states as the system is not attracted back to the steady state. However
for stable steady states, the perturbation will approach zero. When the linear stability
analysis cannot determine the stability of a steady state, higher order terms must be taken
into consideration [130].
To linearise System (4.1), a small perturbation is added to the in-phase solution
θ1(t) = ωt+ εφ1(t),
θ2(t) = ωt+ εφ2(t),
where 0 < ε 1, substituting this into the system of equations (4.1) yields







































































Taylor expansion for ε 1 leads to








































































4.1.1 In-phase solution analysis - characteristic equation
The solutions of (4.4) are linear combinations of exponentials for general linear dynam-
ical systems [74]. To determine whether the perturbation grows or decays as the system
changes, we consider φi(t) = cie
λt, where i = 1, 2 and λ ∈ C. The characteristic equation
derived from (4.4) describes the linear dynamics of the perturbation.
The stability of a solution is decided by the sign of the real part of λ [75]. A solution is
stable when the real part is negative, the perturbation decays exponentially. A solution is
unstable when the real part is positive, here, the perturbation grows exponentially. When
the real part is 0, the solution is neutral; in this case the linearised dynamics are insufficient
to decide the stability (higher order terms need to be examined) [54, 130]. The value of
the real part of λ determines the rate at which the perturbation grows/decays. The ima-





























































































which has the form
λIφ = L0φ +M{Lg}(λ)φ
φ
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The solutions are rotating waves (periodic orbits), hence the characteristic equation (4.5)
always has λ = 0 as an eigenvalue, corresponding to the phase shift symmetry of the
oscillators.
4.2 Antiphase solution analysis - linearisation
A small perturbation is added to the antiphase solution
θ1(t) = ωt+ εφ1(t),
θ2(t) = ωt− π + εφ2(t),
where 0 < ε 1, substituting this into the system of equations (4.1) yields










































































Taylor expansion for ε 1 leads to











































































4.2.1 Antiphase solution analysis - characteristic equation
Similarly to the in-phase analysis we consider φi(t) = cie
λt, where i = 1, 2 and λ ∈ C. The


















which has the form
φ
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g(s)e−λsds is the Laplace transform of the function g(s). Now taking
det
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Characteristic equation (4.7) always has λ = 0 as an eigenvalue.
4.3 Uniformly distributed delay
In this section, we consider Systems (4.4) and (4.6) with the uniform distribution used as
the delay kernel.
4.3.1 In-phase solution
















We now consider the solutions in the form λ = iω̄, hence
















Separating equation (4.9) into real and imaginary parts gives











Squaring and adding the two equations (4.10) results in
κ2 cos2(ωτ) + ω̄2 = κ2 cos2(ωτ)δ2(ω̄, ρ)(cos2(ω̄τ) + sin2(ω̄τ)),
⇒ κ2 cos2(ωτ)(1− δ2(ω̄, ρ)) + ω̄2 = 0.
(4.11)
Since |δ(ω̄, ρ)| ≤ 1, this equation has no solutions for ω̄ > 0, i.e., there is no possibility
for phase locked solutions to lose/gain their stability via a Hopf bifurcation. Hence, any
stability change can only occur through a steady-state bifurcation.
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κ cos(ωτ)(− sin(ω̄τ))δ(ω̄, ρ)
κ cos(ωτ)(cos(ω̄τ))δ(ω̄, ρ)
,




Now, rewriting the linearised system with the uniformly distributed kernel with
φ = (φ1, φ2) results in








 −κ cos(ωτ) 0
0 −κ cos(ωτ)
 , M =
 0 κ cos(ωτ)
κ cos(ωτ) 0
 ,
for the in-phase locked frequency.
4.3.2 Antiphase solution
















Similarly to the in-phase case, we look for characteristic roots in the form λ = iω̄. Substi-
tuting this into (4.14) and separating real and imaginary parts we obtain





Rewriting the linearised system with the uniformly distributed kernel with
φ = (φ1, φ2) results in






where for the antiphase locked frequency we have
L0 =
 κ cos(ωτ) 0
0 κ cos(ωτ)
 , M =
 0 −κ cos(ωτ)
−κ cos(ωτ) 0
 .
System (4.17) is now in the form suitable for computing the maximum real part of the




This section looks at in-phase and antiphase locking frequencies, i.e., number of total,
stable, and unstable solutions. The colour code corresponds to the possible number of
solutions, ω, in the specified τ and κ range. As can be seen from Figs. 4.2 and 4.3, the
number of locking frequencies increases with increasing delay τ , and coupling strength κ.
Figure 4.2: In-phase and antiphase locking frequencies (colour bar corresponds to the
number of possible frequencies at every point), ρ = 0.0001: (a) and (d) total locked
frequencies, (b) and (e) stable locking frequencies, (c) and (f) unstable locking frequencies.
We perform numerical simulations to identify the regions of stable in-phase and an-
tiphase solutions for various parameter values. For distribution width ρ, we specify an
array of τ , κ, and ω values, for the ranges displayed in the plots (i.e., for Figs. 4.2, 4.3 it
is 0 to 20 for both κ and τ , we also note that τ cannot be less than ρ, hence the blank
shift in Figs. 4.2 - 4.8 as the width of the distribution, ρ, increases). The transcendental ω
equation is then evaluated for all τ , κ, ω. The bigger the range of τ , κ, and ω, the more ω
frequencies there are. For each of the ω roots, we use the traceDDE Matlab tool to obtain
λ values. We consider the maximum real part of the eigenvalues; stability is declared if
the maximum real part is negative, and instability otherwise.
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Figure 4.3: In-phase and antiphase locking-frequencies (colour bar corresponds to the
number of possible frequencies at every point), ρ = 0.5: (a) and (d) total locked frequencies,
(b) and (e) stable locking frequencies, (c) and (f) unstable locking frequencies.
For Figs. 4.2, 4.3, 4.5, and 4.6 the total number of stable and unstable solutions we find
is recorded for both in-phase and antiphase, and used to plot the results. For the stability
regions in Fig. 4.4, and branches in Figs. 4.7 - 4.10, if there exists at least one stable
solution in the range of ω roots for a given τ and κ, we say the point is stable, otherwise
it is unstable. The two sets of results (in-phase and antiphase) are used to plot stability
regions (green for in-phase stable solutions only, grey for antiphase stable solutions only,
yellow for both in-phase and antiphase stable solutions), and branches (blue solid line
represents stable in-phase, green solid for stable antiphase, magenta dashed is unstable
in-phase, and red dashed represents unstable antiphase).
4.3.4 Stability regions and corresponding locking frequencies
Fig. 4.4 highlights a rich framework of coexisting in-phase and antiphase stable solutions
with different frequencies. Multistability is more prominent at higher values of τ and κ.
For small values of the coupling strength κ, the system alternates between stable in-phase
and anti-phase states and increasing the coupling strength allows for both solutions to
co-exist. Increasing the mean time delay leads to the shrinking of the stability islands,
while increase in the distribution width ρ does not play a role on the overall stability
70
structure, as those remain identical, unlike the cases considered in [93, 150, 117], though
it bounds from below the smallest mean time delay, for which the phase-locked solutions
can be observed.
Figure 4.4: Stability regions of in-phase and antiphase solutions. Green: only in-phase
solutions are stable, grey: only antiphase solutions are stable, yellow: in-phase and anti-
phase solutions coexist. (a) ρ = 0.0001, (b) ρ = 0.5, (c) ρ = 1, (d) ρ = 1.5.
In Figs. 4.5 and 4.6, we indicate by a colour code the total number of stable solutions
for the same range as demonstrated in Fig. 4.4, with varying width of the distribution ρ.
The stability map shows high level of symmetry.
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Figure 4.5: Total lock frequencies of stable in-phase solutions (colour bar corresponds to
the number of possible frequencies at every point). (a) ρ = 0.0001, (b) ρ = 0.5, (c) ρ = 1,
(d) ρ = 1.5.
Figure 4.6: Total lock frequencies of stable antiphase solutions (colour bar corresponds to
the number of possible frequencies at every point). (a) ρ = 0.0001, (b) ρ = 0.5, (c) ρ = 1,
(d) ρ = 1.5.
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4.3.5 Graphical determination of the locking frequencies
This section presents branches of stability and instability regions with varying mean time
delay, τ , coupling strength, κ, and uniform distribution width, ρ. Stable and unstable
solutions are represented by full and dashed lines, respectively. Blue solid line corresponds
to stable in-phase solutions, green solid line to stable antiphase solutions, dashed magenta
and red to unstable in-phase and antiphase solutions, respectively.
Fixed τ
Figure 4.7: Blue solid: stable in-phase, green solid: stable antiphase, magenta dashed:
unstable in-phase, red dashed: unstable antiphase. (a) τ = 2, ρ = 0.0001, (b) τ = 2,
ρ = 0.5, (c) τ = 2, ρ = 1, (d) τ = 2, ρ = 1.5.
In Figs. 4.7 and 4.8, branches of stable and unstable in-phase and antiphase solutions as
functions of locking frequencies ω and the coupling strength κ for fixed values of the mean
time delay τ and the width of the distribution ρ are illustrated. In-phase and antiphase
states alternate, and for positive frequencies upper branches are stable. Increasing the
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mean time delay leads to a faster switching between different branches (i.e. a higher
number of branches within the same range of possible phase-locked frequencies), whereas
higher values of the coupling strength κ and the mean time delay τ enhance multistability.
Similarly to the case of stability regions illustrated in Fig. 4.4, one can note that for the
same value of the mean time delay, increasing the width of the delay distribution results
in the increase of the minimum value of the coupling strength, for which phase-locked
solutions can exist.
Figure 4.8: Blue solid: stable in-phase, green solid: stable antiphase, magenta dashed:
unstable in-phase, red dashed: unstable antiphase. (a) τ = 3, ρ = 0.0001, (b) τ = 3,
ρ = 0.5, (c) τ = 3, ρ = 1, (d) τ = 3, ρ = 1.5.
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Fixed κ
An effect introduced by the delay is the multistability of steady states, as can be seen in
Figs. 4.9 and 4.10, there are multiple solutions for the collective frequency ω for sufficiently
large values of the mean delay τ and repulsive coupling κ. In Fig. 4.9, it is easy to see
that there are lower ranges of τ where only a single frequency is stable, as well as higher
ranges of τ where more than one frequency is stable. It is also clear from Fig. 4.10 that
the overlapping multistable region increases with increasing value of coupling strength κ.
Figure 4.9: Blue solid: stable in-phase, green solid: stable antiphase, magenta dashed:
unstable in-phase, red dashed: unstable antiphase. (a) κ = −0.1, ρ = 0.0001, (b) κ = −0.1,
ρ = 0.5, (c) κ = −0.1, ρ = 1, (d) κ = −0.1, ρ = 1.5.
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Figure 4.10: Blue solid: stable in-phase, green solid: stable antiphase, magenta dashed:
unstable in-phase, red dashed: unstable antiphase. (a) κ = −0.3, ρ = 0.0001, (b) κ = −0.3,
ρ = 0.5, (c) κ = −0.3, ρ = 1, (d) κ = −0.3, ρ = 1.5.
4.3.6 Numerical simulations for the uniform distribution kernel
In this section, numerical results are obtained using dde23 suite in MATLAB. We directly
approximate the solution of the distributed delay system (4.4) through the trapezoidal
rule [49], with the trapezoidal quadrature formula for the integrals as
∫ b
a




























where τ1 = τ − ρ and τ2 = τ + ρ.
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(a) κ = 0.2, τ = 7, ω = 0.9406 (b) κ = 0.6, τ = 7, ω = 0.9173
Figure 4.11: Solutions of System (4.19) for stable in-phase locking frequencies.






















where τ1 = τ − ρ and τ2 = τ + ρ.
(a) κ = 0.2, τ = 3, ω = 1.0177 (b) κ = 0.6, τ = 7, ω = 1.2777
Figure 4.12: Solutions of System (4.20) for stable antiphase locking frequencies.
Simulations in Figs. 4.11, 4.12 illustrate the stability of in-phase and antiphase locking
frequencies of Systems (4.4) and (4.6) in different parameter regimes. Selected parameters
are consistent with stability regions in Fig. 4.4.
4.4 Gamma distributed delay
In this section, we consider a gamma distribution kernel. Equations (1.18) and (1.20)

































For the general value of p, the characteristic equation is a polynomial of order p + 2
and has at most p+ 2 roots, in contrast to the characteristic equation of the discrete delay
model, which is transcendental and has infinitely many roots.
Stability criterion
Rewriting the equation (4.21), for a general γ and p, and a = ±κ cos(ωτm) for in-phase
and antiphase, respectively, we have
(λ+ a)(λ+ γ)p = ±aγp
|λ+ a||λ+ γ|p = |aγp|.
(4.23)
Rewriting the root λ in a real and imaginary part, λ = x+ iy, we find
√
(x+ a)2 + y2
(
(x+ γ)2 + y2
) p
2 = |a|γp. (4.24)
We know that γ > 0 for a physical delay distribution. Assuming a > 0 and x > 0, we
deduce √
(x+ a)2 + y2
(
(x+ γ)2 + y2
) p
2 ≥ (x+ a)(x+ γ)p > aγp. (4.25)
We have that, if a > 0, solutions with x > 0 do not exist. Hence we have a stability
criterion for any γ and p, for in-phase solutions,
a = κ cos(ωτm) > 0, (4.26)
and for antiphase solutions,
a = −κ cos(ωτm) < 0. (4.27)
4.4.1 Weak delay kernel, in-phase
The delay kernel with gamma distribution of order p = 1 is known as the ‘weak’ kernel
and has exponential form, hence g(s) = γe−γs. We use the linear chain trick described




























































(a− 1)γe−γsφ2(t− s)− γe−γsφ2(t− s) + e−γsφ̇2(t− s)
)
ds− aγφ3(t)
= − aγφ3(t) + γ(a− 1)φ3(t) + γφ2(t).
Hence, a new system of equations is






















φ̇3(t) = − γφ3(t) + γφ2(t),
φ̇4(t) = − γφ4(t) + γφ1(t).
(4.29)










































4.4.2 Weak delay kernel, antiphase










and rewrite System (4.6) as






















φ̇3(t) = − γφ3(t) + γφ2(t),
φ̇4(t) = − γφ4(t) + γφ1(t).
(4.33)









































4.4.3 Locking frequencies and stability regions, weak delay kernel
This section looks at in-phase and antiphase locking frequencies, i.e., number of total,
stable, and unstable solutions, as well as the stability dynamics. The colour code cor-
responds to the possible number of solutions, ω, in the specified γ and κ range. As can
be seen from Fig. 4.13 the number of in-phase and antiphase locking frequencies mainly
increases with the increase of coupling strength κ.
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Figure 4.13: Locking-frequencies of in-phase and antiphase solutions (colour bar corres-
ponds to the number of possible frequencies at every point): (a) and (d) total locked
frequencies, (b) and (e) stable locking frequencies, (c) and (f) unstable locking frequencies.
Figure 4.14: Stability regions of in-phase and antiphase solutions. Green: only in-phase
solutions are stable, grey: only antiphase solutions are stable, yellow: in-phase and anti-
phase solutions coexist.
Figs. 4.14 and 4.15 show a dynamical phase diagram as a function of the parameters γ and
81
κ. Here again a rich structure of coexisting in-phase and antiphase solutions with different
frequencies is present, and multistability is more pronounced at higher values of κ.
Figure 4.15: Stability regions of in-phase and antiphase solutions. Green: only in-phase
solutions are stable, grey: only antiphase solutions are stable, yellow: in-phase and anti-
phase solutions coexist.
Smaller values of γ (large value of τm) with sufficiently small coupling strength κ
induce multiple switches between stable in-phase and antiphase solutions, and the size of
parameter regions. Increasing the coupling strength leads to simultaneous stabilisation of
multiple branches, and the resulting multistability, as can be seen in Figs. 4.14 and 4.15.
4.4.4 Branches of solutions, weak delay kernel
This section presents branches of stability and instability regions with varying γ and
coupling strength, κ. Stable and unstable solutions are represented by full and dashed
lines, respectively. Blue solid line corresponds to stable in-phase solutions, green solid line
to stable antiphase solutions, dashed magenta and red to unstable in-phase and antiphase
solutions, respectively. In Fig. 4.16 increasing γ, which corresponds to reducing the mean
time delay, in-phase and antiphase states alternate, and for positive frequencies upper
branches are stable. The number of possible multistable solutions decreases, and phase-
locked solutions only appear starting with larger values of the coupling strength.
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Figure 4.16: Blue solid: stable in-phase, green solid: stable antiphase, magenta dashed:
unstable in-phase, red dashed: unstable antiphase. (a) γ = 0.25, (b) γ = 0.5, (c) γ = 0.75,
(d) γ = 1.
4.4.5 Strong delay kernel, in-phase
We now consider gamma distribution of order p = 2, referred to as the strong delay





































we follow the same method as for the weak delay kernel to obtain the equations for φ̇3(θ)



























































(a− 1)γse−γsφ2(t− s)ds− γφ3(t)− aγφ3(t)
=γ(a− 1)φ4(t) + γφ3(t)− aγφ4(t).
Hence, a new system of equations is






















φ̇3(t) = − γφ3(t) + γφ2(t),
φ̇4(t) = − γφ4(t) + γφ3(t),
φ̇5(t) = − γφ5(t) + γφ1(t),
φ̇6(t) = − γφ6(t) + γφ5(t).
(4.37)
The in-phase characteristic equation (4.21) combined with (1.18) and (1.20), is transformed
to [

























4.4.6 Strong delay kernel, antiphase
A new system of equations is






















φ̇3(t) = − γφ3(t) + γφ2(t),
φ̇4(t) = − γφ4(t) + γφ3(t),
φ̇5(t) = − γφ5(t) + γφ1(t),
φ̇6(t) = − γφ6(t) + γφ5(t).
(4.39)
Antiphase characteristic equation (4.22) is transformed to
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The eigenvalues for the characteristic equations for the in-phase (4.37) and antiphase (4.39)




















which gives similar conditions κ cos(ωτm) > 0 and κ cos(ωτm) < 0 for stability of the




4.4.7 Locking frequencies and stability regions, strong delay kernel
This section looks at in-phase and antiphase locking frequencies, i.e., number of total,
stable, and unstable solutions, as well as the stability dynamics. The colour code cor-
responds to the possible number of solutions, ω, in the specified γ and κ range. As can
be seen from Fig. 4.17, the number of in-phase and antiphase locking frequencies mainly
increases with the increase of coupling strength κ.
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Figure 4.17: Locking-frequencies of in-phase and antiphase solutions (colour bar corres-
ponds to the number of possible frequencies at every point): (a) and (d) total locked
frequencies, (b) and (e) stable locking frequencies, (c) and (f) unstable locking frequencies.
Figure 4.18: Stability regions of in-phase and antiphase solutions. Green: only in-phase
solutions are stable, grey: only antiphase solutions are stable, yellow: in-phase and anti-
phase solutions coexist.
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Fig. 4.18 shows a dynamical phase diagram as a function of the parameters γ and κ, we
observe regions of stability of different solutions. Here, again, a rich structure of coexisting
in-phase and antiphase solutions with different frequencies is present, and multistability
is more pronounced at higher values of κ and γ. Similarly to the case of weak gamma
distribution, there are alternating regions where only in-phase or antiphase solutions are
stable for smaller values of κ, whereas for sufficiently high κ, we observe multistability. We
note that for the same values of γ, multistability occurs for smaller values of the coupling
strength, and for the same values of κ, stability regions are wider in terms of γ values.
4.4.8 Branches, strong delay kernel
Figure 4.19: Blue solid: stable in-phase, green solid: stable antiphase, magenta dashed:
unstable in-phase, red dashed: unstable antiphase. (a) γ = 0.25, (b) γ = 0.5, (c) γ = 0.75,
(d) γ = 1.
This section presents branches of stability and instability regions with varying γ and
coupling strength, κ. Stable and unstable solutions are represented by full and dashed
lines, respectively. Blue solid line corresponds to stable in-phase solutions, green solid line
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to stable antiphase solutions, dashed magenta and red to unstable in-phase and antiphase
solutions, respectively. In Fig. 4.19 for varying γ, in-phase and antiphase states alternate,
and for positive frequencies upper branches are stable.
4.4.9 Numerical simulations for gamma distributed delay
In this section, we numerically solve the ODE systems (4.29), (4.33), (4.37), (4.39), ob-
tained after employing the linear chain trick on Systems (4.4) and (4.6). Simulations
in Fig. 4.20, illustrate the stability of in-phase and antiphase locking frequencies of Sys-
tems (4.4) and (4.6) for weak delay kernel in different parameter regimes, corresponding to
Fig. 4.14. Simulations in Figs. 4.21, 4.22 illustrate the frequency stability of Systems (4.4)
and (4.6) for strong delay kernel in different parameter regimes, in-phase and antiphase,
respectively. Selected parameters are consistent with stability regions in Fig. 4.18.
(a) κ = 0.5472, γ = 0.25, ω = 1.3807 (b) κ = 0.31604, γ = 0.25, ω = 0.88044
Figure 4.20: Solutions of Systems (4.29) and (4.33) for stable (a) in-phase, and (b) anti-
phase locking frequencies, weak delay kernel.
(a) κ = 1.25, γ = 0.75, ω = 0.29015 (b) κ = 0.46464, γ = 0.25, ω = 1.4257
Figure 4.21: Solutions of System (4.37) for stable in-phase locking frequencies, strong delay
kernel.
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(a) κ = 1.3, γ = 0.75, ω = 1.1406 (b) κ = 0.31604, γ = 0.25, ω = 0.1.1256
Figure 4.22: Solutions of System (4.39) for stable antiphase locking frequencies, strong
delay kernel.
4.5 Summary
In this chapter, we introduced the model (4.1) for a system of identical phase mutually
coupled oscillators, with a delay term in the coupling function. We assume that the delay
is distributed and model the delay using uniform and gamma distribution kernels. In the
next chapter, we add a delayed self feedback term to System (4.1).
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Chapter 5
System of two coupled phase
oscillators with feedback and
uniformly distributed time delay
Figure 5.1: Two mutually coupled oscillators with self feedback.
We investigate the influence of self feedback and the effect of distributed time delay on
the synchronisation of nonlinear oscillators. The two coupled delay-differential equations
describing the phase dynamics are































where θ1, θ2 are the phases of the oscillator, κ is the coupling strength, and g(·) is the
kernel of the delay distribution, which is assumed to be positive definite and normalised
to unity:




Due to the delay coupling, multiple solutions with different locking frequencies are possible.
90
For the in-phase solutions θ1(t) = θ2(t) = ωt, the frequencies can be found by solving















































For the in-phase solution the locking frequency is the same as (4.2), hence it does not change
with introduction of feedback. However, for the anti-phase solutions θ1(t) = θ2(t)+π = ωt,
the system of equations reduces to solving














when the oscillators are antiphase there is only one locking frequency, ω = 1.
5.1 In-phase solution analysis - linearisation
To linearise System (5.1), a small perturbation is added to the in-phase solution
θ1(t) = ωt+ εφ1(t),
θ2(t) = ωt+ εφ2(t),
where 0 < ε 1, substituting this into the system of equations (5.1) yields

























































































































































5.1.1 In-phase solution analysis - characteristic equation
To determine whether the perturbation grows or decays as the system evolves we consider
φi(t) = cie
λt, where i = 1, 2 and λ ∈ C. The characteristic equation derived from (5.4)



















































which has the form
λIφ = L0φ +M{Lg}(λ)φ
φ
(











 λ+ 2a− a{Lg}(λ) −a{Lg}(λ)







































































Characteristic equation (5.5) always has λ = 0 as an eigenvalue.
5.2 Antiphase solution analysis - linearisation
A small perturbation is added to the antiphase solution
θ1(t) = ωt+ εφ1(t),
θ2(t) = ωt− π + εφ2(t),
where 0 < ε 1, substituting this into the system of equations (5.1) yields


















































































































































5.2.1 Antiphase solution analysis - characteristic equation
Similarly to the in-phase analysis we consider φi(t) = cie
λt, where i = 1, 2 and λ ∈ C. The





































 λ− a{Lg}(λ) a{Lg}(λ)
a{Lg}(λ) λ− a{Lg}(λ)
 = 0,

































{Lg}(λ) = 0. (5.7)
Characteristic equation (5.7) always has λ = 0 as an eigenvalue.
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5.3 Uniformly distributed delay
5.3.1 In-phase solution











Rewriting the linearised system with the uniformly distributed kernel with
φ = (φ1, φ2) results in








 −κ cos(ωτ) 0
0 −κ cos(ωτ)
 , M =






for the in-phase locked frequency.
5.3.2 Antiphase solution
Equations (1.14) and (1.16) transform the antiphase characteristic equation (5.7) to







Now, rewriting the linearised system with the uniformly distributed kernel with







where for the antiphase locked frequency we have
M =





Systems (5.9) and (5.11) are now in the form suitable for computing the maximum real
part of the eigenvalues using the algorithm described in Breda et al. [45] and implemented
in traceDDE suite in Matlab.
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5.4 Locking frequencies and stability regions
This section looks at in-phase locking frequencies, i.e., number of total, stable, and unstable
solutions. The colour code corresponds to the possible number of solutions, ω, in the
specified τ and κ range. As can be seen from Figs. 5.2 and 5.3, the number of locking
frequencies increases with increasing delay τ , and coupling strength κ. The width of the
distribution, ρ, does not alter the dynamics.
Figure 5.2: In-phase locking frequencies (colour bar corresponds to the number of possible
frequencies at every point), ρ = 0.0001: (a) total locked frequencies, (b) stable locking
frequencies, (c) unstable locking frequencies.
Figure 5.3: In-phase locking frequencies (colour bar corresponds to the number of pos-
sible frequencies at every point), ρ = 1.5: (a) total locked frequencies, (b) stable locking
frequencies, (c) unstable locking frequencies.
Fig. 5.4 shows stable in-phase and antiphase solutions. The alternation between in-
phase and antiphase stable frequencies is present at lower values of coupling strength, κ.
Multistability is now less prominent at higher values of τ and κ. The in-phase states are
stable for a larger range of delay, τ , compared to the antiphase. The stability regions are
identical for varying width of the distribution, ρ.
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Figure 5.4: Stability regions of in-phase and antiphase solutions. Green: only in-phase
solutions are stable, grey: only antiphase solutions are stable, yellow: in-phase and anti-
phase solutions coexist. (a) ρ = 0.0001, (b) ρ = 1.
The system with delayed feedback (5.1) has a stronger symmetry compared to the sys-
tem without feedback (4.1) - regardless of whether the oscillators are in-phase or antiphase,
they will always get the same input, whereas components in a system without feedback
only get the same input given that they are in-phase or antiphase. Both systems, with
and without feedback, only admit synchronous or antisynchronous frequency-locked solu-
tions. For the in-phase solutions, the locking frequencies are not affected by the presence
of feedback, as can be seen in the next section.
5.4.1 Graphical determination of the locking frequencies
This section presents branches of stability and instability regions with varying mean time
delay, τ , coupling strength, κ, and uniform distribution width, ρ. Stable and unstable
solutions are represented by full and dashed lines, respectively. Blue solid line corresponds
to stable in-phase solutions, dashed magenta corresponds to unstable in-phase solutions.
From Figs. 5.5 and 5.6, we can see that stability alternates between upper and lower
branches of solutions, similarly to the model without feedback delay term (4.1). The
width of the distribution, ρ, does not alter the stability properties.
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Figure 5.5: Blue solid: stable in-phase, magenta dashed: unstable in-phase. (a) τ = 2,
ρ = 0.0001, (b) τ = 2, ρ = 0.5, (c) τ = 2, ρ = 1, (d) τ = 2, ρ = 1.5.
Figure 5.6: Blue solid: stable in-phase, magenta dashed: unstable in-phase. (a) κ = −0.3,
ρ = 0.0001, (b) κ = −0.3, ρ = 0.5, (c) κ = −0.3, ρ = 1.5, (d) κ = −0.3, ρ = 2.
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5.5 Numerical simulations
We follow the same method as in Chapter 4, by directly approximating the solution of the
distributed delay system through the trapezoidal rule [49]. Making use of the trapezoidal




























where τ1 = τ − ρ and τ2 = τ + ρ.
(a) κ = −0.3, τ = 5, ω = 0.7866 (b) κ = 0.3, τ = 3, ω = 0.5011
Figure 5.7: Solutions of System (5.12) for stable in-phase locking frequencies.


















where τ1 = τ − ρ and τ2 = τ + ρ.
(a) κ = 0.2, τ = 3, ω = 1 (b) κ = 0.5, τ = 3, ω = 1
Figure 5.8: Solutions of System (5.13) for stable antiphase locking frequencies.
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Simulations in Figs. 5.7 and 5.8 illustrate the stability of in-phase and antiphase locking
frequencies of Systems (5.4) and (5.6) in different parameter regimes.
5.6 Summary
In Chapters 4 and 5, we considered two identical coupled phase oscillators with distributed
delay, and investigated the solutions with constant frequency, Chapter 5 briefly looked
at the influence of self feedback on the system. A typical implementation of the delay
distribution is considered in these chapters. We discovered that the solutions themselves
are the same as for a constant delay (equal to the mean delay). In Chapter 6, we consider
an alternative way to implement delay-distributed coupling.
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Chapter 6
System of two coupled phase
oscillators with an untypical
distributed time delay
Figure 6.1: Two mutually coupled oscillators.
We consider an alternative way to implement a distributed delay, where the distribution
is outside the sine function

















where θ1, θ2 are the phases of the oscillator, κ is the coupling strength, and g(·) is the
kernel of the delay distribution, which is assumed to be positive definite and normalised
to unity:




The ansatz for the in-phase solutions θ1(t) = θ2(t) = ωt, the frequencies can be found by
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solving









This denotes linear growth of the phases with the global frequency ω. Similarly for the
anti-phase solutions θ1(t) = θ2(t) + π = ωt, the system of equations reduces to solving
ω =1 + κ
∫ ∞
0







To linearise System (6.1), a small perturbation is added to the in-phase solution
θ1(t) = ωt+ εφ1(t),
θ2(t) = ωt+ εφ2(t),
where 0 < ε 1, substituting this into the system of equations (6.1) yields













− ωs+ εφ2(t− s)− εφ1(t)
)
ds









































































κg(s) cos(ωs)ds = 1.














Similarly to our previous analysis, we have the characteristic equation as
det
(































where λ is an eigenvalue of the Jacobian, and {LG}(λ) is the Laplace transform of the
function G(s). Characteristic equation (6.6) always has λ = 0 as an eigenvalue.
6.2 Antiphase solution
A small perturbation is added to the antiphase solution
θ1(t) = ωt+ εφ1(t),
θ2(t) = ωt− π + εφ2(t),
where 0 < ε 1, substituting this into the system of equations (6.1) yields





ω(t− s)− π + εφ2(t− s)− ωt− εφ1(t)
)
ds





− ωs− π + εφ2(t− s)− εφ1(t)
)
ds





ωs− εφ2(t− s) + εφ1(t)
)
ds





sin(ωs) + (−εφ2(t− s) + εφ1(t)) cos(ωs)
)
ds




















with a = κ
∫ ∞
0






















Similarly to the in-phase case, the characteristic equation is
det
(































Characteristic equation (6.9) always has λ = 0 as an eigenvalue.
6.3 Uniformly distributed delay
In this section, we consider a uniformly distributed kernel. Taking into account the Laplace























































































































Rewriting the linearised system with the uniformly distributed kernel with φ = (φ1, φ2)
results in





































cos(ωτ) sin(ωρ). System (6.12) is
now in the form suitable for computing the maximum real part of the eigenvalues using
the algorithm described in Breda et al. [45] and implemented in traceDDE suite in Matlab.
6.3.1 Locking frequencies
This section looks at in-phase and antiphase locking frequencies, i.e., number of total,
stable, and unstable solutions. The colour code corresponds to the possible number of
solutions, ω, in the specified τ and κ range. As can be seen from Figs. 6.2 - 6.5, the
number of locking frequencies increases with increasing delay τ , and coupling strength κ.
Unlike in previous two chapters, here we also notice the number of frequencies reducing
with the increase of the distribution width, ρ.
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Figure 6.2: In-phase and antiphase locking-frequencies (colour bar corresponds to the
number of possible frequencies at every point), ρ = 0.0001: (a) and (d) total locked
frequencies, (b) and (e) stable locking frequencies, (c) and (f) unstable locking frequencies.
Figure 6.3: In-phase and antiphase locking-frequencies (colour bar corresponds to the
number of possible frequencies at every point), ρ = 0.5: (a) and (d) total locked frequencies,
(b) and (e) stable locking frequencies, (c) and (f) unstable locking frequencies.
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Figure 6.4: In-phase and antiphase locking-frequencies (colour bar corresponds to the
number of possible frequencies at every point), ρ = 1.5: (a) and (d) total locked frequencies,
(b) and (e) stable locking frequencies, (c) and (f) unstable locking frequencies.
Figure 6.5: In-phase and antiphase locking-frequencies (colour bar corresponds to the
number of possible frequencies at every point), ρ = 2: (a) and (d) total locked frequencies,
(b) and (e) stable locking frequencies, (c) and (f) unstable locking frequencies.
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6.3.2 Stability regions and corresponding locking frequencies
In Fig. 6.6, we again notice a rich framework of coexisting in-phase and antiphase stable
solutions with different frequencies. Stable in-phase and antiphase solutions are alternating
for small coupling strength κ; an increase in the coupling strength results in multistability,
hence multistability is more prominent at higher values of τ and κ.
The increasing width of the distribution, ρ, has an effect on the dynamical behaviour of
the stability regions, by increasing the regions where stable in-phase or antiphase solutions
occur, in particular, increasing the range of values of the coupling strength κ where only
one type of stable phase-locked solutions is observed. With increasing ρ the two states still
alternate with respect to each other, however the stable in-phase and antiphase regions
increase with increasing coupling strength.
Figure 6.6: Stability regions of in-phase and antiphase solutions. Green: only in-phase
solutions are stable, grey: only antiphase solutions are stable, yellow: in-phase and anti-
phase solutions coexist. (a) ρ = 0.0001, (b) ρ = 0.5, (c) ρ = 1.5, (d) ρ = 2.
In Figs. 6.7 and 6.8, we indicate by a colour code the total number of stable solutions
for the same parameter range as demonstrated in Fig. 6.6, with varying width of the distri-
bution ρ. A decreasing number of stable, in-phase and antiphase frequencies is observed,
as ρ increases. Increasing the width of distribution ρ drives a decrease in the number of
stable in-phase solutions and a slight increase in the number of stable antiphase solutions.
108
Figure 6.7: Total lock frequencies of stable in-phase solutions (colour bar corresponds to
the number of possible frequencies at every point). (a) ρ = 0.0001, (b) ρ = 0.5, (c) ρ = 1.5,
(d) ρ = 2.
Figure 6.8: Total lock frequencies of stable antiphase solutions (colour bar corresponds to
the number of possible frequencies at every point). (a) ρ = 0.0001, (b) ρ = 0.5, (c) ρ = 1.5,
(d) ρ = 2.
109
6.3.3 Graphical determination of the locking frequencies
This section presents branches of stability and instability regions with varying mean time
delay, τ , coupling strength, κ, and uniform distribution width, ρ. Stable and unstable
solutions are represented by full and dashed lines, respectively. Blue solid line corresponds
to stable in-phase solutions, green solid line to stable antiphase solutions, dashed magenta
and red to unstable in-phase and antiphase solutions, respectively.
Fixed τ
In Figs. 6.9 and 6.10 for varying time delay τ , in-phase and antiphase states alternate for
small distribution widths, ρ = 0.0001, ρ = 0.5, and for positive frequencies upper branches
are stable. As we increase ρ, the branches of solutions for higher coupling strength, κ,
start to disappear, and we notice a change in stability of in-phase and antiphase branches.
Figure 6.9: Blue solid: stable in-phase, green solid: stable antiphase, magenta dashed:
unstable in-phase, red dashed: unstable antiphase. (a) τ = 2, ρ = 0.0001, (b) τ = 2,
ρ = 0.5, (c) τ = 2, ρ = 1, (d) τ = 2, ρ = 1.5.
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Figure 6.10: Blue solid: stable in-phase, green solid: stable antiphase, magenta dashed:
unstable in-phase, red dashed: unstable antiphase. (a) τ = 3, ρ = 0.0001, (b) τ = 3,
ρ = 0.5, (c) τ = 3, ρ = 1, (d) τ = 3, ρ = 1.5.
Further increasing ρ, with τ = 2, leads to the loss of almost all stable in-phase solutions
as shown in Fig. 6.9 (d). In contrast, for larger τ , stable in-phase branches persist even
for rather large widths ρ, as is observed in Fig. 6.10 (d). In both of these figures, weaker
coupling strength κ, and larger distribution width ρ, are associated with a reduction in
the number of possible stable and unstable branches, together with a change in stability
of in-phase and anti-phase branches.
Fixed κ
As can be seen in Figs. 6.11 and 6.12, there are multiple solutions for the collective fre-
quency ω for sufficiently large values of the mean delay τ with repulsive coupling. Again,
from Fig. 6.11 it is easy to see that there are lower ranges of τ where only a single frequency
is stable, as well as higher ranges of τ where more than one frequency is stable.
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Figure 6.11: Blue solid: stable in-phase, green solid: stable antiphase, magenta dashed:
unstable in-phase, red dashed: unstable antiphase. (a) κ = −0.1, ρ = 0.0001, (b) κ = −0.1,
ρ = 0.5, (c) κ = −0.1, ρ = 1.5, (d) κ = −0.1, ρ = 2.
While only a single frequency is stable for smaller τ , as the value of τ increases, this
leads to the emergence of several simultaneously stable frequencies. Fig. 6.12 highlights
well that the overlapping multistable region increases with increasing value of coupling
strength κ.
Comparison of Figs. 6.11 and 6.12 illustrates that the overlapping multistable region
increases with increasing value of the coupling strength κ. At the same time, as we
increase the width of the distribution, ρ, i.e., make the distribution broader, this narrows
the spectrum of locking frequencies.
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Figure 6.12: Blue solid: stable in-phase, green solid: stable antiphase, magenta dashed:
unstable in-phase, red dashed: unstable antiphase. (a) κ = −0.3, ρ = 0.0001, (b) κ = −0.3,
ρ = 0.5, (c) κ = −0.3, ρ = 1.5, (d) κ = −0.3, ρ = 2.
6.3.4 Numerical simulations for the uniform distribution kernel
We follow the same method as in the previous two chapters, by directly approximating
the solution of the distributed delay system through the trapezoidal rule [49]. Making




























































where τ1 = τ − ρ and τ2 = τ + ρ.
Simulations in Figs. 6.13 and 6.14 illustrate the stability of in-phase and antiphase locking
frequencies of Systems (6.5) and (6.8) in different parameter regimes. We take the width of
the distribution into account, to highlight the impact. Selected parameters are consistent
with stability regions in Fig. 6.6.
(a) κ = 0.2, τ = 6, ω = 1.0256 (b) κ = 0.2, τ = 6, ω = 1.0256
(c) κ = 0.7, τ = 6, ω = 1.0381 (d) κ = 0.7, τ = 6, ω = 1.0381
Figure 6.13: Solutions of System (6.13) for stable in-phase locking frequencies, (a) and (c)
ρ = 0.0001, (b) and (d) ρ = 1.
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(a) κ = 0.4, τ = 4, ω = 0.8689 (b) κ = 0.4, τ = 4, ω = 0.8689
(c) κ = 0.7, τ = 8, ω = 0.4938 (d) κ = 0.7, τ = 8, ω = 0.4938
Figure 6.14: Solutions of System (6.14) for stable antiphase locking frequencies, (a) and (c)
ρ = 0.0001, (b) and (d) ρ = 1.
6.4 Gamma distributed delay
6.4.1 Weak delay kernel
In this section, we consider the delay kernel with gamma distribution of order p = 1, hence
g(s) = γe−γs. We follow the same method as in Chapter 4, of employing the linear chain




































































































combining the two, we get φ̇3(t) =
γ
b


































combining the two, we get φ̇4(t) = −γφ4(t) +
ω2
γ2
φ3(t). We follow the same approach for





























Similarly, for antiphase we have
φ̇1(t) = a
(






































In-phase and antiphase characteristic equations







e−γs cos(ωs) with {LG}(λ) = λ+ γ
ω2 + (λ+ γ)2
transform the in-phase char-





























































Figure 6.15: Blue solid: stable in-phase, red dashed: unstable antiphase. (a) γ = 0.25,
(b) γ = 0.5, (c) γ = 0.75, (d) γ = 1.
Fig. 6.15 shows that in the case of weak gamma distributed kernel, only in-phase solutions
are stable, and all antiphase solutions are unstable, independently of the coupling strength
κ and the values of γ, which is completely different to the case of the same distribution
kernel considered in Chapter 4. Increasing the parameter γ, i.e., reducing the mean time
delay, leads to an increase in the range of locking frequencies ω, where neither in-phase
nor antiphase solutions are found for sufficiently small coupling strengths.
6.4.2 Strong delay kernel
In this section, we consider System (6.4) the delay kernel with gamma distribution of order
p = 2, hence g(s) = γ2se−γs. Similarly to the weak delay kernel case from (6.5) we have































































































































again, combining the above we get φ̇6(t) = γφ4(t)− γφ6(t) +
ω2
γ2
φ5(t). Now, we have that




















φ̇5(t) = γφ3(t)− γφ5(t)− γ2φ6(t),












φ̇9(t) = γφ7(t)− γφ9(t)− γ2φ10(t),





Similarly, for strong gamma antiphase, we have that the system can be written as
φ̇1(t) = a
(
















φ̇5(t) = γφ3(t)− γφ5(t)− γ2φ6(t),












φ̇9(t) = γφ7(t)− γφ9(t)− γ2φ10(t),





In-phase and antiphase characteristic equations



















ω2 − (λ+ γ)2
(ω2 + (λ+ γ)2)2
,
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transform the in-phase characteristic equation (6.6), to the following[








similarly from (6.9) we have that the antiphase characteristic equation is of the form
[








Figure 6.16: Blue solid: stable in-phase, green solid: stable antiphase, magenta dashed:
unstable in-phase, red dashed: unstable antiphase. (a) γ = 0.25, (b) γ = 0.5, (c) γ = 0.75,
(d) γ = 1.
Fig. 6.16 illustrates the branches of stable and unstable in-phase and anti-phase solutions
in the case of strong gamma distribution for increasing values of γ. For small values of
γ, all branches of phase-locked solutions are unstable for any values of κ, but as γ is
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increased, for large enough values of the coupling strength κ, in Fig. 6.16 (b), there appear
branches of stable in-phase solutions. A further increase in γ allows for the stable in-phase
solutions to exist for weaker coupling κ, and for very large γ, an antiphase solution also
gets stabilised for a sufficiently weak coupling strength and large enough locking frequency
ω.
6.4.3 Numerical simulations for gamma distributed delay
In this section, we numerically solve the ODE systems (6.17), (6.18), (6.22), (6.23), ob-
tained after employing the linear chain trick on Systems (6.5) and (6.8). Simulations in
Fig. 6.17, illustrate the stability of in-phase locking frequencies of System (6.5) for weak
delay kernel in different parameter regimes. Simulations in Fig. 6.18 illustrate the fre-
quency stability of Systems (6.5) and (6.8) for strong delay kernel in different parameter
regimes, in-phase and antiphase, respectively.
(a) κ = 1.25, γ = 0.75, ω = 0.52026 (b) κ = 0.25, γ = 0.25, ω = 0.93547
Figure 6.17: Solutions of Systems (6.17) for stable in-phase locking frequencies, weak delay
kernel.
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(a) κ = 1.3, γ = 0.75, ω = 0.67534 (b) κ = 1.5, γ = 1, ω = 2.2911
Figure 6.18: Solutions of Systems (6.22) and (6.23) for stable (a) in-phase, and (b) anti-
phase locking frequencies, strong delay kernel.
6.5 Summary
In this chapter, we considered the case of two mutually coupled Kuramoto oscillators, where
the distribution is taken outside of the coupling function. In this case, the distribution
does have an effect on the constant frequency solutions. For a uniform distribution, the
width of the distribution modulates the effective coupling strength, and for a suitable
choice of parameters the delay distribution can make the coupling vanish or reverse the
coupling phase. The results indicate that having the distribution outside the coupling
function does play a role in terms of both existence, as well as stability of phase-locked
solutions. Moreover, not only the mean time delay, but also the type of distribution kernel




Blockchain technology is in many ways similar to networks. The structure of Blockchain
itself is a type of network as the topology is a chain, with each node (block) linked to
the next in a linear sequence, with the first and last nodes (blocks) having just one link
and the rest having two links. Additionally, the miners/users of Blockchain are connected
to one another in a decentralised, P2P network; each miner/user can be represented as a
node in the network. Depicting Blockchain/cryptocurrencies as networks and analysing
their characteristics is an area that would benefit from further exploration.
In Chapters 4-6, we look at coupled oscillators. We first consider two phase oscillators
with distributed delay, and investigate the solutions with constant frequency. In Chapters 4
and 5, we consider a typical implementation of the delay distribution. Implementing in-
phase and antiphase synchronous states, we find transcendental equations for the locking
frequencies ω. For uniform and gamma distribution kernels we look at stability regions.
In this case, the solutions themselves are the same as for a constant delay (equal to the
mean delay).
In Chapter 6, we introduce the new formulation of the system of delay coupled phase
oscillators with distributed delays and investigated phase-locked solutions of uniform and
gamma delay distribution kernels. We find that the distributed delay has an effect on the
constant frequency solutions, by narrowing the spectrum of locking frequencies.
We paid attention to identical individual elements, as our interest was in symmetry
networks, as well as the effect of distributed delays on the stability regions. Potential
progression of this work could include extensions to other network topologies, such as




A.1 Parameter sweep method
Table A.1: Bitcoin, parameter sweep values
1 2 3
β 1.167 0.8 1.8
v 0.709 0.333 0.167
α 0.003 0.003 0.003
µ 0.003 0.006 0.004
Table A.2: Litecoin, parameter sweep values
1 2 3
β 0.45 1.5 2.1
v 0.974 0.8 0.125
α 0.202 0.004 0.001
µ 0.003 0.00004 0.001
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Table A.3: Mastercoin, parameter sweep values
1 2 3
β 0.5 0.825 0.625
v 0.739 0.75 0.425
α 0.401 0.0015 0.001
µ 0.202 0.005 0.001
Table A.4: Peercoin, parameter sweep values
1 2 3
β 0.5 1.3 0.65
v 0.358 1.1 0.4
α 0.003 0.02 0.001
µ 0.202 0.0095 0.02
Table A.5: Ethereum, parameter sweep values
1 2 3
β 1.1 0.4 0.5
v 0.875 0.07 0.3
α 0.002 0.001 0.005
µ 0.2 0.3 0.05
Table A.6: Blockchain, parameter sweep values
1 2 3
β 0.85 0.546 0.15
v 0.75 0.25 0.025
α 0.006 0.001 0.001
µ 0.0074 0.04 0.045
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A.2 GT interest and corresponding log returns
Figure A.1: GT interest and corresponding log returns for Bitcoin (A) and (B), Blockchain
(C) and (D).
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Figure A.2: GT interest and corresponding log returns for Litecoin (E) and (F), Mastercoin
(G) and (H).
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Figure B.1: Semilog plot. Worldwide Google search interest: Bitcoin, Ethereum, Litecoin,
Ripple, search terms GT data fitting.
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B.2 Market capitalisation
Figure B.2: Market capitalisation. Bitcoin compared to the average of top ten Altcoins.
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B.3 GT interest, price and corresponding log returns
Figure B.3: Bitcoin GT interest (A), price (C), and corresponding log returns (B) and
(D).
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Figure B.4: Ethereum GT interest (A), price (C), and corresponding log returns (B) and
(D).
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Figure B.5: Litecoin GT interest (A), price (C), and corresponding log returns (B) and
(D).
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Figure B.6: Ripple GT interest (A), price (C), and corresponding log returns (B) and (D).
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B.4 GT interest, price, supply and corresponding log re-
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