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Reducing Guesswork via an Unreliable Oracle
Amir Burin and Ofer Shayevitz ∗
Abstract
Alice holds an random variable X, and Bob is trying to guess its value by asking questions
of the form “is X = x?”. Alice answers truthfully and the game terminates once Bob guesses
correctly. Before the game begins, Bob is allowed to reach out to an oracle, Carole, and ask
her any yes/no question, i.e., a question of the form “is X ∈ A?”. Carole is known to lie with
a given probability p. What should Bob ask Carole if he would like to minimize his expected
guessing time? When Carole is always truthful (p = 0), it is not difficult to check that Bob
should order the symbol probabilities in descending order, and ask Carole whether the index
of X w.r.t this order is even or odd. We show that this strategy is almost optimal for any
lying probability p, up to a small additive constant upper bounded by a 1/4. We discuss a
connection to the cutoff rate of the BSC with feedback.
1 Introduction and Main Result
In the classical guessing game introduced and studied by Massey [1], Alice is in possession of a
discrete random variable (r.v.) X , and Bob would like to guess its value as quickly as possible. He
is allowed to guess one symbol at a time, namely to ask Alice questions of the form “is X = x?”;
Alice truthfully answers Bob’s guesses with “yes” or “no”, and the game terminates when Bob
guesses correctly. Bob’s optimal strategy, in the sense of minimizing his expected guessing time,
is to guess the symbols in decreasing order of probability [1]. Suppose now that before the game
begins, Bob can reach out to an Oracle, Carole, and ask her a yes/no question of his choosing
regarding X . What is the best question for him to ask in order to minimize his expected guessing
time? Ordering the probability distribution of X in descending order, it is not difficult to show
that Bob is better off using the zigzag query, i.e., asking whether X has an even index or an odd
index w.r.t. this order (there are other equally good queries). But, suppose now that Carole lies
with some known probability p. What should Bob ask in this case? This seemingly simple problem
turns out to be nontrivial. In this paper, we show that the zigzag query is almost optimal, in the
sense of minimizing Bob’s expected guessing time up to an additive constant of |1−2p |4 , independent
of the cardinality of X . This is done by formulating the problem as that of finding a maximum cut
in a certain weighted graph, and bounding the weight of the maximum cut via quadratic relaxation
using special properties of the graph. We conjecture that the zigzag query is in fact exactly optimal
for any p.
Admittedly, on an intuitive level the optimality of the zigzag query may feel almost trivial.
In order to get a glimpse of why this problem is not as easy as it might seem at a first glance,
∗This work has been supported by an ERC grant no. 639573, a CIG grant no. 631983, and an ISF grant no.
1367/14. The authors are with the Department of Electrical Engineering - Systems, Tel Aviv University, Tel Aviv,
Israel (emails: amirburin@gmail.com, ofersha@eng.tau.ac.il).
1
consider a simplified version where the only questions Bob is allowed to ask Carole are of the form
“is X = x?”. Namely, the question he can ask Carole (and get a noisy answer to) is also of the
guessing form used in the game with Alice. What should Bob ask? It is perhaps initially tempting
to think Bob is better off asking “is X = xmax?”, where xmax is the symbol with the maximal
probability. This is of course correct when p = 0, but is not true in general. To see why, consider
an extreme case where xmax has probability very close to one, and where p is sufficiently close to
1/2. In this case, the posterior distribution of X after receiving a very noisy answer to the question
“is X = xmax?”, has exactly the same order as the prior distribution. In other words, Bob already
knew that xmax is the most likely symbol, and Carole’s answer is too noisy to change this belief.
Thus, the optimal guessing strategy before and after receiving the answer remains the same, and
therefore so does the expected guessing time. However, if for example there are two other symbols
of equal probability, which a priori have no preferable order among themselves, then asking Carole
about any of them would be beneficial for Bob as it would determine a preferable order.
What is the optimal “is X = x?” question then? The answer is somewhat counterintuitive. As
we later demonstrate in Example 2, for any p > 0 and positive integers k ≤ N , it is not difficult to
show that there exists an r.v. X of cardinality N such that asking whether X equals the kth largest
symbol is the optimal question. The underlying reason yet again is that the probability of a symbol
is not so important; what matters the most is whether the order of the symbol changes between the
prior distribution of X and the posterior distribution of X given the answer, and how many other
symbols it “passes” on its way up or down the probability order. This reveals the combinatorial
nature of the problem, which arguably is what makes it more difficult.
We proceed to formally define the problem. Let X be an r.v. taking values in a finite alphabet
X , where without loss of generality will be assumed throughout to be X = {1, . . . , N}, and let
PX denote its probability mass function. A guessing strategy for Bob is any bijective function
g : X → {1, . . . , N}, determining the order of guessing. Now, define G(X) to be the minimal
expected time required for Bob to correctly guess the value of X , i.e.,1
G(X)
def
= min
g
E(g(X)). (1)
where the minimum is taken over all guessing strategies. Let ORDX : X → {1, . . . , N} be the order
function of X , namely where ORDX(x) is the index associated with the probability PX(x) when
the probabilities are ordered in a descending order, and where ties are resolved arbitrarily, say by
taking the symbol with the smaller index to have a smaller order. It was observed by Massey [1]
that ORDX is Bob’s best guessing strategy, i.e.,
G(X) = E(ORDX(X)). (2)
This follows by noting that for any guessing strategy g for which PX(j) ≥ PX(k) but g(j) > g(k),
replacing the guessing order of j and k cannot increase the expected guessing time.
We note in passing the following properties of G(X). The proofs are relegated to the appendix.
Proposition 1. Let X,X ′ take values in the same finite alphabet, and suppose that the transition
probability matrix PX′|X(x′ |x) is doubly stochastic. Then G(X) ≤ G(X ′).
Corollary 1. 1 ≤ G(X) ≤ (N+1)/2. The lower bound is attained if and only if X is deterministic,
and the upper bound is attained if and only if X is uniform.
1Note that in the literature, G(·) typically denotes a guessing function (strategy), and E(G(X)) is used as the
expected guessing time.
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The original guessing game has been extended by Arikan [2] to the case where Bob has side
information, in the form of another r.v. Y over some alphabet Y, such that (X,Y ) ∼ PXY are jointly
distributed. In this case, a conditional guessing strategy for Bob is a function g : X×Y → {1, . . . , N},
with the property that g(·, y) is a bijection for any y ∈ Y, determining the order of guessing given
that Y = y. We can similarly define G(X |Y ) to be the minimal expected time required for Bob to
correctly guess the value of X given that he knows Y , i.e.,
G(X |Y ) def= min
g
E (g(X,Y )) , (3)
where the minimum is taken over all conditional guessing strategies. Let the conditional order
function ORDX |Y (x | y) be the order function pertaining to the distribution PX|Y (· | y). It was
observed by Arikan [2] that ORDX |Y is Bob’s best conditional guessing strategy, i.e.,
G(X |Y ) = E(ORDX|Y (X |Y )). (4)
This follows similarly by noting that for any conditional guessing strategy g where PX|Y (j | y) ≥
PX|Y (k | y) but g(j | y) > g(k | y), replacing the guessing order of j and k given Y = y cannot
increase the conditional expected guessing time.
In this paper, we are concerned with side information that is actively obtained by asking a
binary question and getting a noisy answer. A binary question corresponds to a partition of the
alphabet into X = A ∪ A¯ for some A ⊆ X . In the sequel, we informally refer to the set A itself as
the partition. Let
YA
def
= 1(X ∈ A)⊕ V, (5)
where V ∼ Ber(p) is independent of X for some given p, and let
GA(X)
def
= G(X |YA). (6)
The quantity GA(X) is Bob’s minimal expected guessing time of X after asking Carole the binary
question pertaining to A, and receiving an answer that is incorrect with probability p. We are
interested in studying the best possible question / partition, i.e., to characterize
Gopt(X)
def
= min
A⊆X
GA(X), (7)
as well as the question/partition that attains the minimum. From this point on, and without loss
of generality, we assume that pk
def
= PX(k) are non-increasing p1 ≥ p2 ≥ · · · ≥ pN . We define the
zigzag partition:
AZZ
def
= {k : k is odd}, (8)
and write GZZ(X) to denote GAZZ(X). As we later show in Proposition 2, the zigzag partition is
optimal when Carole is always truthful (p = 0). More generally, we prove the following theorem.
Theorem 1 (zigzag is almost optimal). For any discrete r.v. X and any p ∈ [0, 1]
GZZ(X) ≤ Gopt(X) + |1− 2p |
4
. (9)
We conjecture the following.
Conjecture 1. GZZ(X) = Gopt(X) for any discrete r.v. X and any p ∈ [0, 1].
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1.1 Related Work
The classical problem of determining the value of a discrete r.v. X by asking general binary
questions is well studied in information theory and source coding, going back to Shannon [3] and
Huffman [4]. As is well known, this problem leads to the notion of Shannon entropy H(X) as the
essential fundamental limit for the minimal number of questions required on average to describe
a single copy of X , and as the exact number of questions per instance (with high probability)
required to describe i.i.d. copies of X in the limit of multiple instances. More recently, Massey [1]
introduced a different notion of r.v. complexity, corresponding to the minimal number of guesses
required on average in order to determine the value of X , referred to here as G(X). Massey related
G(X) to H(X) by deriving a lower bound showing that the expected guessing time of X grows at
least exponentially with its Shannon entropy:
G(X) ≥ 2H(X)/4 + 1. (10)
This bound it tight within a (4/e) multiplicative factor when X is geometrically distributed. In a
follow-up work, Arikan [2] defined the notion of conditional guessing, and provided general lower
and upper bounds for the ρ-th moment of the conditional guessing time of X given Y , relating
them to H 1
1+ρ
(X |Y ), the Arimoto-Re´nyi conditional entropy of order 11+ρ . Arikan’s upper bound
without the conditioning was later tightened by Boztas¸ [5] for integer moments. In particular, when
evaluated for a bivariate i.i.d. sequence {(Xk, Yk)}nk=1 i.i.d∼ PXY and ρ = 1, Arikan’s bounds imply
that
lim
n→∞
1
n
logG(Xn |Y n) = H1/2(X |Y ), (11)
with a similar result for general ρ. Continuing his previous work on the cutoff rate of single-user
sequential decoding [6], Arikan used the conditional guessing moment bounds to determine the
cutoff rate of sequential decoding in multiple-access channels.
Arikan’s work has been extended in many directions. Arikan and Merhav [7] considered the case
of guessing a possibly continuous r.v, where Bob’s guess is considered correct if it is close enough
to the true value w.r.t some distortion measure. They derived a single letter variational expression
for the exponent of the guessing moment as a function of the distortion level. The same authors
then extended the discussion to a joint source-channel coding setup with a guessing decoder [8],
and to the wiretap channel setting with a guessing wiretapper [9]. Arikan and Boztas¸ considered a
one-sided lying variation of the guessing game [10], where Alice lies with some probability when she
rejects Bob’s guesses, but never lies when he guesses correctly. Sundaresan [11] studied the case of
universal guessing, where the underlying distribution PX is only known to belong to some family
of distributions, and determined the associated penalty (redundancy) in the guessing exponent
incurred by this uncertainty. When specialized to the case of an i.i.d. distribution with an unknown
marginal, his general results indicate that the redundancy term vanishes asymptotically, a fact that
was already observed by Arikan and Merhav [7]. Massey’s guessing game has inspired a myriad of
other works, tackling various other guessing setups and relations between guessing moments and
entropy, see e.g. [12, 13, 14, 15, 16], as well as discussing the implications and applications of
guessing in cryptographic settings, see e.g. [17, 18, 19, 20, 21], among many others.
The guessing game considered in this paper allows Bob, the guesser, to ask a single general
binary question to which he obtains a possibly incorrect answer, before proceeding with symbol-
by-symbol guessing. The first phase of our setup is thus reminiscent of another game, known as
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the Re´nyi-Ulam game [22, 23]. In this game, Bob is allowed to ask Carole multiple general binary
questions (adaptively), to which he obtains possibly incorrect answers, and his goal is to identify
X . The classical version of this game is adversarial: The number of questions Bob can ask as
well as the maximum number of lies Carole can tell are given, and Bob needs to find X with
certainty (so there is no need to assume a distribution on X , only the cardinality N matters).
The problem is to determine, for a given set of parameters, whether Bob has a strategy to always
win the game, see [24] for a comprehensive survey. In his PhD thesis, Berlekamp [25] studied
the properties of winnable games from the equivalent perspective of error correction with noiseless
feedback. Specifically, he provided bounds on the asymptotic version of this problem, where the
cardinality of X grows exponentially as N = 2nR and the maximum number of lies grows linearly
as np, and where n is the total number of questions. Berlekamp’s bounds together with a result
by Zigangirov [26] provide a complete characterization of the relation between p and R, unlike the
case where Bob needs to decide on his questions in advance, which is equivalent to the problem of
finding the maximum growth rate of a binary error correcting code with minimum distance that
scales linearly with the block length, a notorious open problem in coding theory.
In our setup the lies are random; the version of the Re´nyi-Ulam game in which Carole lies
with probability p and Bob needs to determine X with high probability given Carole’s answers,
can essentially be thought of as the standard channel coding with noiseless feedback over a binary
symmetric channel with crossover probability p [27, 28]. Going back to our guessing game, if we
allow Bob to ask Carole multiple questions before he starts guessing X , then our setup can in fact
be viewed as channel coding with noiseless feedback where instead of a small error probability we
are interested in a small expected guessing time at the decoder. This problem is closely related
to that of the cutoff rate of the binary symmetric channel with feedback [29, 6], which we briefly
discuss later in this paper.
1.2 Organization
In Section 2 we analyze the simple noiseless case and show that zigzag (as well as some other
partitions) is exactly optimal. Section 3 is devoted to the proof of our main result, showing that
zigzag is almost optimal in the noisy case. In Section 4 we provide two additional results: We show
that most non-zigzag partitions that are noiseless-optimal become strictly suboptimal with noise,
and also that repeated zigzag partitions achieve the cutoff rate of the binary symmetric channel
with feedback.
2 Noiseless Case
In this section we discuss the special case where Carole answers truthfully, i.e., p = 0. In this simple
setting, if Bob asks a question “is X ∈ A?”, his posterior distribution is simply PX restricted to
either A or A according to Carole’s answer, hence his optimal guessing strategy is going over the
symbols in the relevant set in a descending order. We fully characterize the family of optimal
questions in this simple case, and specifically show that the zigzag partition is optimal. We provide
an explicit expression for Gopt(X).
Below we assume whenever convenient and without loss of generality that N is even (if this
is not the case, we can append a zero probability symbol). We call A a C-partition if for any
i ∈ {1, . . .N/2} it holds that either 2i − 1 ∈ A and 2i ∈ A, or 2i − 1 ∈ A and 2i ∈ A. In other
words, when the symbols are divided into pairs in a descending order, the members of each pair
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are on the opposite side of the partition. When there are symbols with equal probabilities, we also
call A a C-partition if it can be trivially transformed into one by swapping between such symbols.
Note in particular that the zigzag partition is a C-partition.
We prove the following.
Proposition 2. Let p = 0. Then for any discrete r.v. X of cardinality N ,
Gopt(X) =
1
2

G(X) + ⌈N/2⌉∑
i=1
p2i−1

 , (12)
which implies that
G(X)
2
+
1
4
≤ Gopt(X) ≤ G(X)
2
+
1
2
. (13)
Moreover, GA(X) = Gopt(X) if and only if A is a C-partition. In particular, the zigzag partition is
optimal.
Proof. The reason for the optimality of a C-partition is quite intuitive. Following Carole’s answer,
Bob’s first guess will be correct if X is equal to the maximal probability symbol on either side of
the partition. To maximize this probability, the symbols 1 and 2 better be on opposite sides of the
partition. Similarly, Bob’s second guess will be correct if X is equal to the second largest symbol
on either side of the partition, hence he should place symbols 3 and 4 on opposite sides as well.
Continuing this argument, it can be observed that we are getting a C-partition, and that it is an
optimal one.
To make this precise, let A be some partition and assume without loss of generality that |A| ≥
N/2. Recall that Carole’s answer in this noiseless setting is YA = 1(X ∈ A). The minimal expected
guessing time associated with A is
GA(X) = E
(
ORDX|YA(X |YA)
)
(14)
=
N∑
i=1
pi · ORDX|YA(xi |1(xi ∈ A)) (15)
=
|A|∑
k=1
k

∑
i∈A
pi1(ORDX|YA(xi | 1) = k) +
∑
i∈A
pi1(ORDX|YA(xi | 0) = k)

 (16)
≥
N/2∑
k=1
k(p2k−1 + p2k) (17)
=
1
2
N/2∑
k=1
((2k − 1)p2k−1 + 2kp2k + p2k−1) (18)
=
1
2

G(X) + N/2∑
k=1
p2k−1

 . (19)
In (16) we rearrange the summation and count on orders instead of symbols. The inequality (17)
holds by virtue of the fact that each k is multiplied by the sum of a distinct pair of symbol
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probabilities; the best possible assignment is to associate lower k values with as much probability
mass as possible. We now observe that the inequality (17) is tight if and only if A is a C-partition,
completing the proof.
Example 1 (Multiple questions). Suppose that before starting to guess X , Bob can ask Carole
multiple binary questions. How many questions does he need in order for his guessing time to
reduce to 1 + δ, for some 0 ≤ δ ≤ G(X) − 1? And what is the best strategy? Asking k questions
(either sequentially depending on previous answers, or in a batch, since all answers are correct)
is equivalent to partitioning the alphabet into 2k disjoint subsets and asking Carole to point out
the correct one. Following similar steps as done above, the best such partition is obtained by
2k-ary zigzag, i.e., putting symbol i in subset (i − 1) mod 2k. Moreover, this can be achieved
sequentially by using simple zigzag queries k times (adaptively). Let G
(k)
opt(X) be Bob’s minimal
expected guessing time after asking k questions. Appealing to (13), we have that
2−k(G(X)− 1/2) + 1/2 ≤ G(k)opt(X) ≤ 2−k(G(X)− 1) + 1, (20)
and hence the number of required questions satisfies
log
(
G(X)− 1/2
δ + 1/2
)
≤ k ≤ log
(
G(X)− 1
δ
)
. (21)
We therefore conclude that Bob optimally requires logG(X) questions in order to reduce his ex-
pected guessing time to a constant 1 + δ, up to an O(log(1/δ)) additive factor independent of PX .
This can be compared with the fact that when asking general binary questions, H(X) questions are
necessary andH(X)+1 questions are sufficient on average in order to completely learnX , e.g. using
Huffman coding. Note that Massey’s lower bound (10) indicates that logG(X) ≥ H(X)− 2, which
is essentially tight for geometric distributions. In general however, the number of questions required
to reduce the guessing time to a constant can be much larger than the entropy. For Xn
i.i.d∼ PX ,
Arikan’s asymptotic result (11) in conjunction with (21) shows that H1/2(X) is roughly the number
of guesses per instance that Bob optimally requires in order to reduce his guessing time of Xn to
a constant. This in general is strictly larger than H(X), which is asymptotically the number of
general binary questions per instance that are required in order to determine Xn with probability
approaching one. In Subsection 4.2, we generalize this discussion and determine the number of
questions required to reduce the expected guessing time to sub-exponential in the noisy answers
case, relating the result to the cutoff rate of the binary symmetric channel with feedback.
3 Noisy Case
In this section we turn to the main focus of the paper, namely the case where Carole lies with
probability p. We assume throughout and without loss of generality that p1 ≥ p2 ≥ · · · ≥ pN > 0,
and that 0 ≤ p ≤ 1/2. Whereas in the noiseless case Carole’s response simply eliminated all the
symbols on the wrong side of the partition, in the noisy case Bob needs to carefully calculate the
posterior distribution of X given Carole’s answer before guessing in the posterior descending order.
This posterior distribution generally involves all the symbols, and can “interlace” symbols from
opposite sides of the partition when ordered in descending order. We would like to find the optimal
7
partition, namely the one such that the posterior order will result (on average w.r.t. Carole’s lies)
in the least expected guessing time.
To get a sense as to why this problem is nontrivial, consider the following simpler problem.
Assume Bob is limited to choosing sets A of cardinality |A| = 1, i.e., to ask a question of the form
”Is X the kth member?”. What is the optimal question in this case? As the following example
demonstrates, for any positive integers N , k ≤ N and any 0 < p < 12 , there exists an r.v. X of
cardinality N for which ”is X the kth member?” is (strictly) the optimal question to ask.
Example 2. Fix any cardinality N ∈ N. Let 0 < p < 12 and k ∈ {1, 2, ..., N−1}. Pick some numbers
α, β such that 0 < α < p < β < 12 . Define the sequence {qi}Ni=1 as follows. Set q1 = 1, and for i > 1
set
qi =
{
α
1−α qi−1 i 6= k + 1
β
1−β qi−1 i = k + 1
. (22)
Now, consider an r.v. X with distribution pi
def
= qi/
∑
j qj . By construction, if Bob asks about
any symbol other than k, then the posterior distribution given any answer by Carole has the
exact same order as the prior, and hence the minimal expected guessing time remains the same.
However, if Bob asks about k, then in case Carole says “yes” then k strictly moves up at least one
spot in the posterior order; hence, the minimal expected guessing time is reduced. This example
highlights the fact that the most important feature of good partitions is not so much the exact
symbol probabilities, but rather which symbol can “pass” which in the posterior probability order.
Before proceeding, we note that it is sometimes technically convenient to consider setups in which
all the distributions under consideration do not have symbols with equal probabilities. Precisely,
we say that PX is non-degenerate (for a fixed p) if for any partition A ⊆ X and answer y ∈ {0, 1},
the symbol probabilities of the associated conditional distribution PX|YA(· | y) are all distinct. Note
that this includes in particular PX itself, which can obtained by choosing the empty partition A = ∅.
The following lemma shows that the set of non-degenerate distributions is dense in the probability
simplex. The proof is relegated to the appendix.
Lemma 1. For any PX and any ε > 0, there exists a non-degenerate QX such that ‖PX−QX‖1 < ε.
As a direct consequence, we have the following corollary.
Corollary 2. Let g be a continuous real-valued function over the N -dimensional probability simplex
equipped with the L1 metric. Then g(PX) can be approximated arbitrarily well by non-degenerate
distributions.
As we shall see, the functions considered in the proofs below are all continuous in PX , and hence
assuming non-degeneracy will incur no loss of generality.
3.1 Graph Theoretic Formulation
In this subsection, we reformulate our problem in graph theoretic terms, by defining a weighted
graph whose maximal cut is equal to the maximal possible reduction in expected guessing time.
Specifically, let GX be a simple undirected weighted graph with vertex set X = {1, . . . , N}, where
the weight of the edge connecting any two vertices i 6= j is given by
wi,j =
∣∣(1 − p)min{pi, pj} − pmax{pi, pj}∣∣+, (23)
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where |a|+ def= max{0, a}. We will typically assume that i < j and hence that wij = |(1−p)pj−ppi|+.
The cut weight associated with any partition A ⊆ X , i.e., the total weight of edges connecting
A and A¯, is denoted by
CUTA(GX) def=
∑
i∈A,j 6∈A
wi,j , (24)
and the maximal cut weight is
MAXCUT(GX) def= max
A⊆X
CUTA(GX). (25)
We have the following result.
Theorem 2. For any discrete r.v. X and any 0 ≤ p ≤ 12 ,
GA(X) = G(X)− CUTA(GX). (26)
Specifically,
Gopt(X) = G(X)−MAXCUT(GX). (27)
Before we prove the theorem, a few remarks are in order.
Remark 1. Note that for i < j, the vertices i and j are not connected in GX (i.e., wi,j = 0) if and
only if pipj ≥
1−p
p . In other words, i < j are not connected if and only if their respective probabilities
pi > pj are sufficiently far so that regardless of the question asked and the answer received, they
will never pass each other in the posterior order.
Remark 2 (almost noiseless case). In the noiseless case p = 0, the graph GX is fully connected
and the weights are given by wi,j = min{pi, pj}. It can be verified that the maximal cut is indeed
attained by the zigzag partition, as expected. More generally, if p is small enough to render the
graph fully connected (all positive weights), then again it can be readily shown that the zigzag
partition achieves the maximal cut, and is hence optimal. For this to happen, it should hold that
1−p
p >
max pi
min pi
= p1pN .
Remark 3 (very noisy case). On the other extreme, if p is sufficiently close to half then the graph
becomes empty. In this case MAXCUT(GX) = 0 and is achieved by any partition. In other words,
when the answer is too noisy there may be no gain to be reaped by asking the question. Specifically,
this happens when 1−pp ≤ mini
pi
pi+1
, which corresponds to the case where the prior and posterior
orders are always the same for any possible partition.
Proof of Theorem 2. Fix any partition A, and let YA = 1(X ∈ A) ⊕ V be Carole’s noisy answer
to Bob’s question. First, let us consider by how much the order of a symbol i ∈ X changes after
Carole answers the question. Applying Bayes law, the posterior distribution of X given YA is given
by
PX|YA(i | y) =
PYA|X(y | i) · PX(i)
PYA(y)
(28)
=
1
1
2 (1 + (1− 2y)(1− 2p)(1− 2pA))
·
{
(1− p)pi y = 1(i ∈ A)
ppi y = 1(i 6∈ A) , (29)
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where pA
def
=
∑
j∈A pj.
For the purpose of technical convenience and to avoid edge cases, we assume below that
PX is non-degenerate, which means that {pi} are all distinct, and that (1 − p)min{pi, pj} 6=
pmax{pi, pj} for all pairs i 6= j. This incurs no loss of generality: Examining (29), we see that
PX|YA(· | y) is a continuous function of PX for any fixed choice of A, y and p. Since by defini-
tion GA(X) is linear in PX|YA(· | y), it is continuous in PX as well . Similarly, the edge weights
of GX are continuous in PX , thus so is CUTA(GX) for any fixed A, and so is MAXCUT(GX) be-
ing the maximum of a finite number of continuous functions. Hence, in light of Corollary 2,
G(X),GA(X),Gopt(X),CUTA(GX),MAXCUT(GX) can all be approximated arbitrarily well by non-
degenerate distributions.
We now note that each symbol retains its order w.r.t. all other members on the same side of
the partition, i.e., for any i, j ∈ A it holds that ORDX(i) > ORDX(j) implies ORDX|YA(i | y) >
ORDX|YA(j | y) (and similarly for i, j ∈ A¯). However, the order may not be preserved between
symbols on the opposite side of the partition, and a symbol i ∈ A may pass or be passed by
members of A¯. Precisely: Let A(i) be equal to A if i ∈ A and to A¯ otherwise. Write i ∼ j if
wi,j > 0. Then eq. (29) implies that
ORDX(i)− ORDX|YA(i |1(i ∈ A)) (30)
= |{j 6∈ A(i) : pj > pi, (1 − p)pi − ppj > 0}| (31)
= |{j 6∈ A(i) : pj > pi, j ∼ i}| , (32)
and
ORDX(i)− ORDX|YA(i |1(i 6∈ A)) (33)
= − |{j 6∈ A(i) : pj < pi, (1− p)pj − ppi > 0}| (34)
= − |{j 6∈ A(i) : pj < pi, j ∼ i}| , (35)
where we can use strict inequalities between the probabilities due to non-degeneracy. Now, recall
that V = YA ⊕ 1(X ∈ A) ∼ Ber(p) is independent of X . Then
G(X)− GA(X) (36)
= E
(
ORDX(X)− ORDX|YA(X |YA)
)
(37)
= EV EX,YA |V
(
ORDX(X)− ORDX|YA(X |YA) |V
)
(38)
= (1− p)E (ORDX(X)− ORDX|YA(X |1(X ∈ A))) (39)
+ pE
(
ORDX(X)− ORDX|YA(X |1(X 6∈ A))
)
(40)
= (1− p)
∑
i
pi · |{j 6∈ A(i) : pj > pi, j ∼ i}| (41)
− p
∑
i
pi · |{j 6∈ A(i) : pj < pi, j ∼ i}| (42)
= (1− p)
∑
i
∑
j 6∈A(i)
pj>pi
j∼i
pi − p
∑
i
∑
j 6∈A(i)
pj<pi
j∼i
pi (43)
=
∑
i
∑
j 6∈A(i)
pj>pi
j∼i
(1− p)min{pi, pj} −
∑
i
∑
j 6∈A(i)
pj<pi
j∼i
pmax{pi, pj} (44)
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=
∑
i∈A
∑
j 6∈A
wi,j (45)
= CUTA(GX). (46)
We have used (32) and (35) in (41), and (45) follows from the weights definition by reordering the
summations.
3.2 Properties of GX
In this subsection we point out two basic properties of the graph GX , monotonicity and additivity,
which prove useful in the sequel. To that end, it is instructive to think of an edge (i, j) as an interval
[i, j] (which is identified with [j, i] if i > j). With this in mind, we say that two edges intersect or
contain each other whenever their intervals do. For edges that intersect, we can define their union
and intersection to be the edges that correspond to the union and intersection of their intervals,
respectively.
Lemma 2 (Monotonicity). The weight of an edge is monotonically non-increasing w.r.t. contain-
ment, i.e., if [i, j] ⊆ [k, l] then wi,j ≥ wk,ℓ. Specifically, if an edge is disconnected (i.e., has zero
weight) then so are all the edges that contain it.
Proof. By definition (23) we immediately have that wi,j = |(1−p)pi−ppj |+ ≥ |(1−p)pk−ppℓ|+.
Lemma 3 (Additivity). The sum of weights of two intersecting edges is equal to the sum of weights
of their union and intersection, provided that all four edge weights are nonzero. Namely, for any
i, k ≤ j, ℓ with wi,j , wk,l, wi,l, wk,j > 0,
wi,j + wk,l = wi,l + wk,j . (47)
Proof. By definition (23) and the assumption of positive weights, we have
wi,j + wk,l = (1− p)pi − ppj (48)
+ (1 − p)pk − ppl (49)
= (1− p)pi − ppl (50)
+ (1 − p)pk − ppj (51)
= wi,l + wk,j . (52)
3.3 A Weak Bound via a Greedy Algorithm
We are now in a position to prove a weak version of the zigzag optimality. It is well known and easy
to check that a cut chosen uniformly at random has an expected cut weight equal to at least half the
maximal cut weight. More interestingly, it is also known that this procedure can be derandomized
via the conditional probabilities technique [30], to show that a greedy algorithm attains at least
this average performance, i.e., at least half the maximal. It turns out that we can set up a greedy
algorithm that always converges to the zigzag partition, and hence show that zigzag achieves at
least half of the maximal possible guessing time reduction.
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Theorem 3 (zigzag is greedy). The greedy max-cut algorithm applied to GX by adding the vertices
in descending order of probability, yields the zigzag partition (possibly with suitable tie-breaking).
Moreover,
CUTZZ(GX) ≥ 12MAXCUT(GX). (53)
Proof. We prove by induction on the cardinality N of X . For N = 2, zigzag is trivially the greedy
(and also optimal) solution. Assume that for cardinality N = k, descending order greedy yields
zigzag, and let X be any r.v. with cardinality N = k+1. We can see that the induced subgraph of
GX corresponding to the vertices {1, . . . , k} has the same weights as the graph associated with the
distribution {pi/
∑k
j=1 pj}ki=1, up to the normalizing scaling factor. Thus, by our induction assump-
tion, descending order greedy applied to {p1, . . . , pk} yields the zigzag partition over {1, . . . , k}. We
are therefore left with the assignment of the least likely symbol pk+1, which can either continue the
zigzag pattern or break it. Let us look at the difference between the weight added to the cut by
the first option and that of the second option:
⌊(k+1)/2⌋∑
j=1
wk+2−2j,k+1 −
⌊k/2⌋∑
j=1
wk+1−2j,k+1 (54)
=
⌊(k+1)/2⌋∑
j=1
(wk+2−2j,k+1 − wk+1−2j,k+1) (55)
≥ 0, (56)
where weights are set to zero whenever the indices go out-of-bounds. The inequality above follows
directly from the monotonicity and nonnegativity properties of the weights. Thus, continuing the
zigzag pattern is always at least as good as breaking it, establishing the inductive step.
The inequality (53) now holds due to the aforementioned general result [30] indicating that
greedy achieves at least half the maximal cut. But in fact, in our setup this can be proved directly
by the same induction on the cardinality N . Inequality (53) trivially holds for N = 2. Assuming
it holds for N = k and using the same rationale as above, we can see from (56) that adding pk+1
in the zigzag position adds at least half of the total weight of all edges connected to vertex k + 1
into the cut, thereby establishing the inductive step.
Combining Theorem 2 and Theorem 3, we immediately obtain the following.
Corollary 3. For any discrete r.v. X and any p, it holds that
GZZ(X) ≤ 12 (G(X) + Gopt(X)) . (57)
We have thus shown that the zigzag partition is at worst half-way between the best and the
worst partitions in terms of guessing time. This weak bound can be loose by an additive factor that
is linear in G(X), e.g., in the noiseless case. Note that we have not used the additivity property
when proving this bound; only monotonicity has been utilized. Next, we prove Theorem 1 which
shows that the zigzag partition is optimal up to a small additive constant, that is independent of
the distribution and cardinality of X .
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3.4 Proof of Theorem 1 (main result)
To prove our main result, we represent the associated max-cut problem as an integer quadratic
programming problem, and then relax the integer assumption to optimize over the reals. This is
a standard approach in combinatorial optimization [31]. Once this is done, it will remain to show
that the resulting matrix is positive semidefinite, and to bound the relaxation loss. While the latter
is a simple exercise, proving positive semidefiniteness requires a specialized manipulation tailored
to our graph, that makes use of both its monotonicity and additivity properties.
For any partition A, let us define the partition assignment vector x ∈ {1,−1}n such that
xi = 1(i ∈ A)− 1(i ∈ A¯), i.e. the i-th coordinate is set to 1 if the member i is in the set A, and to
−1 otherwise. Using this notation, the associated cut weight can be expressed as
CUTA(GX) = 1
4
∑
i,j
(1− xixj)wi,j , (58)
where wi,j are the weights of the edges in GX , given in (23). Note that although wi,i is not defined
in the original context (there are no self loops), these weights can be chosen arbitrarily as they
do not change the value of the cut in (58). Thus, for the purpose of the optimization to follow,
we find it convenient to naturally define these diagonal weights to satisfy (23) as well, i.e., we set
wi,i = (1 − 2p)pi. Also, for brevity of exposition, we naturally set out-of-bounds weights to zero,
i.e., wi,j = 0 whenever either i or j are not in the range 1, . . . , N . Practicing some algebra, we
obtain
CUTA(GX) = 1
4

∑
i,j
wi,j

− 1
4
xTWx, (59)
where the symmetric matrix W has entries wi,j =
∣∣(1− p)min{pi, pj}− pmax{pi, pj}∣∣+ for all i, j.
We now claim the following.
Lemma 4. The matrix W is positive semidefinite.
Showing that W is positive semidefinite directly appears to be quite difficult, mainly due to the
nonlinear nullifying operator | · |+, which renders the eigenvalues and the determinant of principal
minors intractable. To circumvent this, we will perform a certain manipulation that makes use of
the special monotonic/additive structure of W. To that end, we first need a few simple lemmas.
The proofs are relegated to the appendix.
Recall that two square matrices B and C are called congruent if there exists an invertible matrix
A such that C = ATBA.
Lemma 5. Let B,C be two congruent matrices. Then B is positive semidefinite if and only if C
is positive semidefinite.
Lemma 6 (Gershgorin’s Disks [32]). Let B be a square complex matrix with entries bi,j. Define
Ri =
∑
j 6=i |bi,j |, and let Di ⊂ C be a disk of radius Ri centered at bi,i. Then each eigenvalue of B
lies in at least one Di.
The matrix B is called diagonally dominant if it is real-valued |bi,i| ≥ Ri, i.e., the Gershgorin
disks all lie in the right-hand-side of the complex plane. The following is an immediate consequence
of Lemma 6.
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Corollary 4. Suppose B is a symmetric, real-valued, diagonally dominant matrix, with nonnegative
diagonal entries. Then B is positive semidefinite.
Proof of Lemma 4. Our strategy is to find an invertible matrix A such that Q = ATWA is diag-
onally dominant, for any distribution PX and any value of 0 ≤ p ≤ 1/2. In light of Lemma 5 and
Corollary 4, this will conclude our proof.
Consider the following matrix A with entries ai,j = δi,j − δi,j+1, where δi,j is the Kronecker
delta:
A =


1 0 0 0 . . . 0 0 0
−1 1 0 0 . . . 0 0 0
0 −1 1 0 . . . 0 0 0
0 0 −1 1 . . . 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 . . . −1 1 0
0 0 0 0 . . . 0 −1 1


. (60)
Note that the change of basis induced by this matrix essentially corresponds to taking a “discrete
derivative” – this in some sense implies that working with the derivative of the partition assignment
vector makes a more useful representation. It can be seen that A is invertible. Let us compute
the matrix Q = ATWA and show that it is diagonally dominant. Multiplying from the right, we
obtain
ui,j
def
= (WA)i,j (61)
= wi,j − wi,j+1, (62)
where recall we define wi,N+1
def
= 0. Now multiplying from the left, we obtain
qi,j =
(
ATWA
)
i,j
(63)
= ui,j − ui+1,j (64)
= wi,j + wi+1,j+1 − wi,j+1 − wi+1,j . (65)
Using (65) and the properties of the matrix W, let us now proceed to show that Q has
nonnegative diagonal entries, and non-positive off-diagonal entries. Monotonicity implies that
wi,i + wi+1,i+1 ≥ wi+1,i + wi,i+1 = 2wi,i+1, and therefore by (65) we have that qi,i ≥ 0. Now
consider off-diagonal entries qi,j and assume without loss of generality that i < j. If all the edge
weights in the expression (65) for qi,j exist (i.e., for p small enough), then by additivity qi,j = 0. As
p is increased, monotonicity implies that the first edge weight to become zero is wi,j+1, at which
point we have
qi,j = wi,j + wi+1,j+1 − wi+1,j (66)
= (1− p)pj+1 − ppi (67)
≤ 0, (68)
where the last inequality follows from wi,j+1 = |(1 − p)pj+1 − ppi|+ and our assumption that
wi,j+1 = 0. When p is further increased, the next edge weight to become zero is either wi,j or
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wi+1,j+1. The following two edges to become zero are wi,j , wi+1,j+1, which leaves us with qi,j that
equals either wi+1,j+1 −wi+1,j , or wi,j −wi+1,j , or −wi+1,j , all of which are non-positive by mono-
tonicity and nonnegativity of the weights. Finally, when p is large enough, all the participating
weights are zero and qi,j = 0.
We are now in a position to show that Q is diagonally dominant:
qi,i −
N∑
j=1,j 6=i
|qi,j | =
N∑
j=1
qi,j (69)
=
N∑
j=1
(wi,j + wi+1,j+1 − wi,j+1 − wi+1,j) (70)
= wi,1 − wi+1,1 + wi+1,N − wi,N (71)
≥ 0, (72)
where (69) follows since the off-diagonal entries of Q are non-positive, (70) holds by virtue of (65),
and (72) follows from monotonicity. Combined with the fact that the diagonal entries of Q are
non-negative and appealing to Corollary 4, we conclude that Q is positive semidefinite.
Returning to (59), and noting that Lemma 4 indicates that xTWx ≥ 0 for any x, we have that
MAXCUT(GX) ≤ 1
4
∑
i,j
wi,j . (73)
Let us relate this upper bound to CUTZZ(GX). To that end, note that
CUTZZ(GX) =
N−1∑
i=1
⌊N/2⌋∑
k=1
wi,i+2k−1. (74)
Observe also that by monotonicity, wi,i+2k−1 ≥ wi,i+2k and therefore
2wi,i+2k−1 ≥ wi,i+2k−1 + wi,i+2k (75)
for any k ≥ 1 (note that this bounds holds vacuously in case 2k > N). Now we can write
MAXCUT(GX) ≤ 1
4
∑
i,j
wi,j (76)
=
1
4
N∑
i=1
wi,i +
1
2
N−1∑
i=1
N∑
j=i+1
wi,j (77)
=
1
4
N∑
i=1
(1− 2p)pi + 1
2
N−1∑
i=1
⌊N/2⌋∑
k=1
(wi,i+2k−1 + wi,i+2k) (78)
≤ 1
4
(1− 2p) + 1
2
N−1∑
i=1
⌊N/2⌋∑
k=1
2wi,i+2k−1 (79)
=
1
4
(1− 2p) + CUTZZ(GX), (80)
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where we have used (74), (75), and our definition of the diagonal wi,i. We have therefore shown
that
CUTZZ(GX) ≥ MAXCUT(GX)− 1
4
(1− 2p). (81)
Appealing to Theorem 2, the proof is concluded.
4 Additional Results
4.1 Suboptimality of General C-partitions
Recall that A is called a C-partition if the symbols 2k − 1 and 2k are on the opposite side of the
partition, for any k. In the noiseless case, we saw that all the C-partitions (and zigzag among them)
are optimal. We now show that in the noisy case, whereas zigzag is almost optimal, non-zigzag
C-partitions are in general strictly suboptimal.
Let us call {2k − 1, 2k} a C-pair if 2k − 1 ∈ A and 2k ∈ A¯, and a C¯-pair if 2k − 1 ∈ A¯ and
2k ∈ A. We say that A is zigzag-equivalent if for any pair of C-pair and C¯-pair, either all cross-pair
edges exist, or none of them exist. It can be directly verified that for non-degenerate PX , if A is
zigzag-equivalent then it has the exact same cut weight as the zigzag itself, for essentially the same
reasons as in the noiseless case. However, if A is not zigzag-equivalent, then it generally performs
strictly worse.
Theorem 4. Let A be a C-partition. Then
CUTZZ(GX) ≥ CUTA(GX), (82)
and hence
GZZ(X) ≤ GA(X). (83)
Furthermore, if PX is non-degenerate, the inequalities are strict if and only if A is not zigzag-
equivalent.
Proof. We transform all C¯-pairs in A into C pairs, thereby transforming the C-partition A into the
zigzag partition, and we keep track of the resulting change in the cut weight. To that end, we only
need to take into account cross-pair edges, since edges within each pair are in the cut both before
and after the transformation. Consider two generic pairs (1, 2) and (3, 4) that are in a C-pair and
C¯-pair position respectively (they need not be adjacent). Let us writeWCC¯ andWCC to denote the
total weight of edges between the distinct pairs before and after we transform the pair (3, 4) into a
C-pair, respectively. Evoking monotonicity, there are six cases to take into consideration (Figure 1
is helpful here):
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w1,2 w1,3
w1,4
w2,3
w2,4 w3,4
(a) Prior to change
1
2
3
4
w1,2
w1,3
w1,4
w2,3
w2,4
w3,4
(b) After the change
Figure 1: Edges between C pairs (thick edges are in the cut)
1. Edges between all 4 members of the C, C¯-pairs are positive. Since the edges (1, 3) and (2, 4)
are overlapping, then by additivity there is no change in the weight:
WCC¯ = w1,3 + w2,4 (84)
= w1,4 + w2,3 (85)
=WCC . (86)
2. w1,3, w2,3, w2,4 > 0 and w1,4 = 0:
WCC¯ = w1,3 + w2,4 (87)
= (1− p)p3 − pp1 + (1− p)p4 − pp2 (88)
= (1− p)p3 − pp2 + (1− p)p4 − pp1 (89)
= w2,3 + (1− p)p4 − pp1 (90)
≤ w2,3 (91)
=WCC . (92)
The inequality follows since w1,4 = 0 implies (1− p)p4 − pp1 ≤ 0.
3. w2,3 > 0, w2,4 ≥ 0 and w1,3, w1,4 = 0. In this case WCC¯ = w2,4 ≤ w2,3 = WCC , by
monotonicity.
4. w2,3 > 0, w1,3 ≥ 0 and w1,4, w2,4 = 0. In this case WCC¯ = w1,3 ≤ w2,3 = WCC , by
monotonicity.
5. w2,3 > 0 and w1,4, w2,4, w1,3 = 0. In this case WCC¯ = 0 < w2,3 =WCC .
6. w1,4, w2,4, w1,3, w2,3 = 0. In this case WCC¯ =WCC = 0.
We conclude that transforming A into the zigzag partition can only increase the cut weight. Now, it
can be directly verified that if A is zigzag-equivalent, which corresponds to cases 1 and 6 above, then
all the inequalities hold with equality, essentially since in this case additivity holds. Conversely,
and assuming non-degeneracy, if A is not zigzag-equivalent there must exist a C-pair and a C¯-pair
such that some but not all of the cross-pair edges exist. This situation falls into cases 2, 3, 4 or 5
above. In all those cases, it can again be directly verified that the inequalities are strict under the
non-degeneracy assumption.
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4.2 Cutoff Rate with Feedback
Consider the case of communicating a message W ∼ Uniform({1, . . . ,M}) over n independent uses
of a Binary Symmetric Channel (BSC) with crossover probability p. A coding scheme is a mapping
e : {1, . . . ,M} → {0, 1}n from the message set to the channel inputs. Let Y n denote the channel
outputs corresponding to the input e(W ). The cutoff rate Rcutoff(p) associated with the channel
is the supremum over all rates R for which there exists a sequence (in n) of coding scheme with
M = 2nR, such that given Y n, the expected number of messages that are more likely than the
correct message tends to zero, or equivalently, the minimal conditional guessing time tends to one:
lim
n→∞G(W |Y
n) = 1. (93)
It is well known [2] that
Rcutoff(p) = 1− h 1
2
(p), (94)
where h 1
2
(p) = 2 log
(√
p+
√
1− p) is the binary Re´nyi entropy of order 1/2. Arikan [6, 2] has
characterized the cutoff rate for general discrete memoryless channels, and also for general moments
of the guessing time. Here we restrict our discussion to the BSC and the first moment.
Now assume that the channel is equipped with instantaneous noiseless feedback from the receiver
back to the transmitter. A feedback coding scheme is a sequence of mappings ek : {1, . . . ,M} ×
{0, 1}k−1 → {0, 1}, such that the input to the channel at time k is ek(W,Y k−1). The cutoff rate
with feedback Rcutoff,fb(p) is defined similarly to its no-feedback counterpart, where now feedback
coding schemes are allowed. It was conjecture by Arikan [6] and recently shown by Bunte and
Lapidoth [33, 34] that Rcutoff,fb(p) = Rcutoff(p), i.e., that feedback does not increase the cutoff rate
(for general discrete memoryless channels). This was achieved by proving that
G(W |Y n) ≥ 2
n(R−Rcutoff (p))
1 + nR
. (95)
for any feedback coding scheme of rate R. Thus in fact, the definition of the cutoff rate (either
with or without feedback) can be slightly relaxed; it is the maximal rate R such that the message
guessing can be made sub-exponential, i.e., such that
lim
n→∞
1
n
logG(W |Y n) = 0, (96)
In this section, we provide an explicit feedback communication scheme that achieves the cutoff
rate in this slightly relaxed sense. Not surprisingly, our scheme is to simply use the zigzag partition
repeatedly; namely, at each step k the transmitter partitions the current posterior distribution of
W given Y k−1 using the zigzag rule, and generates the channel input Xk as the indicator pertaining
to the side of the partition where the message W lies. This can be thought of as the “guessing
analogue” of the probabilistic bisection scheme of Horstein [27], which uses a median partition
of the posterior, and was later shown to achieve channel capacity within the posterior matching
framework [28]. We prove the following.
Theorem 5. For any rate R < Rcutoff,fb(p), using the zigzag partition scheme described above
yields a guessing time of G(W |Y n) = O(n2).
18
Remark 4. If one could claim that using the zigzag partition in each step is optimal, then that
would also recover the converse of [34]. However, unlike the noiseless case (see Example 1), that
is not immediately clear. This multi-step problem can be thought of as a finite-horizon Markov
decision process, and it does not appear trivial to show that being “greedy” in each step (i.e., using
the zigzag) is the best overall strategy. Nevertheless, Theorem 5 and the converse in [34] show that
this scheme is optimal at least in the exponential sense.
Proof. For the meanwhile, let us ignore integer issues and assume that the M symbols are infinitely
divisible, i.e., that we can chop up a symbol into any number of parts and place them on opposite
sides of the partition. Since W is uniform, the graph G0 associated with it (prior to transmission)
is a complete graph. We can therefore use an arbitrary equal partition for the first transmission.
After the first transmission and given the first channel output Y1, we are left with a posterior
distribution whose graph G1 is a disjoint union of two cliques, each of size M/2, where disjointness
is a result of the ratio between symbols that have received a “yes” and those that received a
“no”, which is exactly 1−pp . The probabilities of all members in the first (resp. second) clique
are hence all equal to 2pM (resp.
2(1−p)
M ). The zigzag strategy at this point is thus to partition
each of the cliques equally, which will result in G2 having three cliques of sizes {M/4,M/2,M/4},
with probabilities in each clique equal to 4M · {p2, p(1 − p), (1 − p)2} respectively. Continuing this
binomial process, we can see that after k channel uses the associated graph Gk is a disjoint union
of k + 1 cliques of sizes {m(k)j = M · 2−k
(
k
j
)}kj=0. The probability of each member in the jth
cliques is q
(k)
j =
1
M 2
kpj(1− p)k−j . Note that this structure holds regardless of the specific channel
output sequence Y k, which only determines the specific members of each clique but not their sizes
or distribution.
Let us now resolve the issue of non-integer partitions. Using the actual zigzag strategy, whenever
a clique is of odd size we have a single “leftover symbol” that gets assigned to an arbitrary side of
the partition, rather than being “split in half” as we fictitiously assumed above. Since at each step
k there are exactly k + 1 cliques, the number of such leftover symbols during the entire process is
at most O(n2). Since the total weight of edges connected to a single vertex in any graph of the
form we are considering is at most one, the total weight associated with the leftover symbols is
also O(n2). Hence, computing the total “cut weight” induced by all the non-integer partitions is
O(n2)-close to the cut weight induced by the zigzag partitions strategy.
Following the above, let us estimate the minimal expected guessing time following n steps of
the zigzag strategy, by summing up all the intermediate cut weights:
G(W |Y n) = G(W )− 1− 2p
4
n−1∑
k=0
k∑
j=0
m2jqj +O(n
2) (97)
=
M + 1
2
− 1− 2p
4
n−1∑
k=0
k∑
j=0
m2jqj +O(n
2) (98)
=
M + 1
2
− (1− 2p)
4
n−1∑
k=0
M · 2−k
k∑
j=0
(
k
j
)2
pj(1− p)k−j +O(n2) (99)
= 2nR−1

1− (1
2
− p
) n−1∑
k=0
(
1− p
2
)k k∑
j=0
(
k
j
)2(
p
1− p
)j+O(n2) (100)
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= 2nR−1(1−Bn) +O(n2), (101)
where Bn was implicitly defined. To proceed, let us recall two well known properties of the Legendre
polynomials.
Lemma 7. Let Pk(x) be the kth-degree Legendre polynomial. Then for any 0 < α < 1
k∑
j=0
(
k
j
)2
αj = (1− α)kPk
(
1 + α
1− α
)
(102)
and
∞∑
k=0
αkPk(x) =
1√
1 + α2 − 2αx. (103)
Using these relations, we have
B∞ =
(
1
2
− p
) ∞∑
k=0
(
1− p
2
)k k∑
j=0
(
k
j
)2(
p
1− p
)j
(104)
=
(
1
2
− p
) ∞∑
k=0
(
1
2
− p
)k
Pk
(
1
1− 2p
)
(105)
=
(
1
2
− p
)
1√
1 + (1/2− p)2 − 2(1/2− p)/(1− 2p) (106)
= 1. (107)
With this in hand, let us define
β∗(p) def= max
α∈[0,1]
2h(α) + α log
p
1− p , (108)
where h(x) = −x log x− (1−x) log(1−x) is the binary entropy function. Note that the maximizing
value is α∗ =
√
p√
p+
√
1−p . We can now rewrite (101) as follows (using j = αk):
G(W |Y n) = 2nR−1(B∞ −Bn) +O(n2) (109)
= 2nR−1
(
1
2
− p
) ∞∑
k=n
(
1− p
2
)k k∑
j=0
(
k
j
)2 (
p
1− p
)j
+O(n2) (110)
≤ 2nR−1
(
1
2
− p
) ∞∑
k=n
(
1− p
2
)k
(k + 1) 2kβ
∗(p) +O(n2) (111)
= 2n(R+β
∗(p))−1
(
1
2
− p
) ∞∑
k=0
(n+ k + 1) 2k(log
1−p
2
+β∗(p)) +O(n2) (112)
= 2n(R+log
1−p
2
+β∗(p)) ·O(1) +O(n2). (113)
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We have used the standard binary entropy bound
(
k
j
) ≤ 2kh(j/k) for the binomial coefficients [35],
and the last equality holds since log 1−p2 + β
∗(p) < 0, which is verified below in (114)-(116). Thus,
we conclude that using the zigzag strategy yields G(W |Y n) = O(n2) whenever the rate satisfies
R < −
(
log
1− p
2
+ β∗(p)
)
(114)
= 1− log(1 − p)−
√
p√
p+
√
1− p log
p
1− p − 2h
( √
p√
p+
√
1− p
)
(115)
= 1− h 1
2
(p), (116)
where the last equality follows by direct computation. This concludes the proof.
5 Discussion
We have shown that the zigzag partition, which amounts to querying whether X has an odd or
even index when ordered in descending order of probabilities, is the best question to ask in terms
of reducing the minimal expected guessing time, up to a constant of at most (1− 2p)/4, where p is
the probability of getting a wrong answer. This small constant is generally an artifact of our proof
technique, since for p = 0 we know that the zigzag partition is precisely optimal. Moreover, as
stated in Conjecture 1, we believe that the zigzag partition is precisely optimal for any distribution
and any error probability p. Our paper only deals with the expectation of the guessing time; it
may be desirable to explore partitions that minimize other moments of the guessing time as well.
Our graph-theoretic approach relies heavily on the linearity of expectation and does not seem to
naturally lend itself to this problem, hence it is likely that a different approach would be needed.
Additionally, our treatment has been limited to binary questions and a binary symmetric channel
to the Oracle. It is interesting to study the structure of optimal partitions in more general cases,
where either the questions are multiple-choice, the channel is asymmetric, or both.
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A Appendix
Proof of Proposition 1. We first note that G(X |Y ) ≤ G(X), a fact that can be verified directly
from definition or observed as a special case of [2, Corollary 1]. Thus, the function G(X) is concave
in the distribution PX . Furthermore, G(X) is also permutation invariant by definition. Thus, G(X)
is Schur-concave. Since PX′ is obtained from PX by multiplying by a doubly-stochastic matrix, then
PX′ is majorized by PX . The result follows since Schur-concave functions respect that majorization
partial order [32].
Proof of Corollary 1. A deterministic distribution strictly majorizes any other non-deterministic
distribution, and the uniform distribution is strictly majorized by any other distribution. The
result now follows immediately from Proposition 1 and a direct computation.
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Proof of Lemma 1. Let YA = 1(X ∈ A) ⊕ V . Applying Bayes law, the posterior distribution of X
given YA is given by
PX|YA(i | y) =
1
PYA(y)
·
{
(1− p)pi y = 1(i ∈ A)
ppi y = 1(i 6∈ A) . (117)
Note that PYA(y) 6= 0 for any 0 < p < 1 and y ∈ {0, 1}. We can see that PX|YA(· | y) has all distinct
symbol probabilities for a fixed A, y and 0 < p < 1 if and only if pi 6= pj whenever i and j are on
the same side of the partition A, and pipj 6∈ {
p
1−p ,
1−p
p } whenever i, j are on opposite sides of the
partition A. Thus, PX is non-degenerate if and only if
pi
pj
6∈ {1, p1−p , 1−pp } for all i, j ∈ {1, . . . , N}
with i 6= j.
Now, let PX be any distribution over {1, . . . , N}. Fix some δ > 0 and draw a Wn i.i.d∼
Uniform([0, δ]). Define the (random) distribution QX to have symbol probabilities
qi
def
=
pi +Wi
1 +
∑N
j=1Wj
. (118)
First, note that
|pi − qi| ≤
∣∣∣∣∣pi
∑N
j=1Wj −Wi
1 +
∑N
j=1Wj
∣∣∣∣∣ (119)
≤ δ(N + 1). (120)
with probability one. Setting any δ < εN(N+1) , we have that
Pr(‖PX −QX‖1 ≥ ε) = 0. (121)
Now, the probability ratio
qi
qj
=
pi +Wi
pj +Wj
(122)
has a continuous p.d.f with support
[
pi
pj+δ
, pi+δpj
]
. Hence,
Pr
(
qi
qj
= c
)
= 0 (123)
for any constant c. Applying the union bound, we see that QX is non-degenerate and ‖PX−QX‖1 <
ε, with probability one. In particular, there exists a deterministic choice of such a distribution.
Proof of Lemma 5. xTCx ≥ 0 if and only if (Ax)TB(Ax) ≥ 0.
Proof of Lemma 6. This result is classical; we give a short proof for completeness. Let λ be an
eigenvalue of B and let x be a corresponding eigenvector, and let i = argmaxj |xj |. Then |xi| > 0
unless x is the all-zeros vector, and |xj
xi
| ≤ 1 for any j. Since Bx = λx, we have
∑
j 6=i
bi,jxj = λxi − bi,ixi, (124)
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and therefore
|λ− bi,i| =
∣∣∑
j 6=i
bi,jxj
xi
∣∣ (125)
≤ ∣∣∑
j 6=i
bi,j
∣∣ (126)
≤
∑
j 6=i
|bi,j | (127)
= Ri. (128)
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