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Abstract
This article provides an overview of the local description of polar-
ization for nonparaxial fields, for which all Cartesian components of the
vector field are significant. The polarization of light at each point is char-
acterized by a 3 × 3 polarization matrix, as opposed to the 2 × 2 matrix
used in the study of polarization for paraxial light. For nonparaxial light,
concepts like the degree of polarization, the Stokes parameters and the
Poincare´ sphere have generalizations that are either not unique or not
trivial. This work aims to clarify some of these discrepancies and pro-
vide a framework that highlights the similarities and differences with the
description for the paraxial regimes. Particular emphasis is placed on
geometric interpretations.
1 Introduction
The polarization of electromagnetic waves refers to the statistical description
of the geometric behavior of the oscillations of the electric (or sometimes the
magnetic) field vector. The study of optical polarization and the implementation
of techniques for measuring it have been mainly restricted until fairly recently to
light with a well defined local direction of propagation. This restriction is valid in
many common situations, such as when the light source is distant and subtends
a small range of angles at the point of observation, or when a collimated laser
beam is considered. The transversality of the electric and magnetic fields then
means that their component in the direction of propagation is much smaller
than those normal to this direction and hence has a negligible effect on the
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measurements. These longitudinal field components can therefore be ignored
for most practical purposes.
In recent years, however, there has been growing interest within areas such
as nano-optics, plasmonics and microscopy, in the characterization of the po-
larization of light in cases where all three Cartesian field components can be
significant. In these situations, the polarization properties often vary signifi-
cantly within length scales of the order of the wavelength, which explains why
some of the early work on the subject was within the context of electromagnetic
waves at low frequencies [1, 2, 3], and why measurements within the optical
spectrum were challenging until fairly recently. Optical measurements of non-
paraxial polarization typically imply the interaction of the field with a known
small probe, such as a metallic nanoparticle, placed at the point where the
polarization is measured [4, 5, 6, 7]. The field scattered by this particle is col-
lected over a high numerical aperture by a microscope objective that collimates
it, so that standard polarimetric techniques can be used to characterize it in the
Fourier (or angular spectrum) domain. The polarization of the nonparaxial field
at the point can be inferred from these measurements. These techniques have
lead to the experimental verification of interesting local polarization effects such
as transverse spin [8, 9, 10, 11, 12]. Further, by scanning the probe, the spatial
distribution of polarization can be detected, hence allowing the observation of
(extended) topological features such as Mo¨bius bands formed by the directions
of largest electric field component at all points over a loop [7], as predicted by
Freund [13, 14] and Dennis [15], or knotted structures [16, 17, 18] and skyrmions
[19, 20].
Another application where nonparaxial measures of polarization are of in-
terest is fluorescence microscopy, where the nanoparticles in question are not
elastic scatterers but fluorescent molecules that behave as sources. There-
fore, rather than the particle allowing the retrieval of local information about
the field, the measured emitted field reveals information about the particle
[21, 22, 23, 24, 25, 26, 27]. In particular, the measured nonparaxial polarization
of the field emitted by each fluorophore provides information about its orienta-
tion and even whether it is static or “wobbling”. This information is encoded in
a 3× 3 matrix, referred to in this context as the second moment matrix, that is
similar to the polarization matrix described in this work even though it is usu-
ally assumed to be real, due to the fact that the fluorophores typically emit as
linear dipoles. Some of the techniques used in this context seek to recover simul-
taneously the information of the 3 × 3 correlation matrix for several molecules
whose positions are also being estimated. Therefore, the measurement is often
performed not in the Fourier plane but in the image plane, but after some ap-
propriate filtering within the Fourier plane is performed to encode information
about the molecule’s orientation (i.e. the polarization of the emitted light) in
the shape of the molecules’ point spread function [21, 22, 23, 24, 25, 27].
The aim of the current work is to present a summary of different theoret-
ical descriptions of nonparaxial light as extensions to the standard treatment
in the paraxial regime. Please note that Brosseau and Dogariu provided a first
excellent extended review on this topic [28]. The emphasis of the treatment on
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the present article is on geometric interpretations, where some new insights are
provided. Also, the treatment in this article avoids as much as possible relying
in group-theoretical descriptions for the benefit of readers not familiar with this
formalism. To contextualize the presentation, standard concepts used in the
paraxial regime, such as the degree of polarization, the Stokes parameters and
the Poincare´ sphere, are summarized in Section 2. In Section 3, the 3× 3 polar-
ization matrix is introduced, as well as its geometric interpretation in physical
space. Section 4 presents a discussion of the several nonparaxial generaliza-
tions of degree of polarization, and Section 5 focuses on the generalization of
the Stokes parameters, and the inequalities that constrain them. The special
case of fully polarized light is discussed in Section 6, where representations of
polarization over a sphere are discussed. Some concluding remarks are provided
in Section 7.
2 Summary of paraxial polarization
Let us start by giving a brief summary of the theory of polarization for parax-
ial fields, in order to provide a context for its extension into the non-paraxial
regime in the remainder of the article. More complete summaries are provided
in appropriate textbooks [29, 30].
2.1 2× 2 polarization matrix and Stokes parameters
Consider a paraxial beam propagating in the positive z direction. Given the
transversality of the electric field, only its x and y components can take signifi-
cant values. Therefore, the field’s polarization at a given point is well described
by the 2 × 2 autocorrelation matrix of these field components, known as the
polarization (or coherency) matrix:
Γ2D =
( 〈E∗xEx〉 〈E∗xEy〉
〈E∗yEx〉 〈E∗yEy〉
)
, (1)
where Ei are the Cartesian components of the electric field, and 〈·〉 denotes
a statistical correlation (e.g. a temporal average over the integration time of
a detector). Note that the field components are taken as complex quantities
because we are using the analytic signal representation of the field. Because
this matrix is explicitly Hermitian, it is fully determined by four quantities. One
choice for these parameters, associated with simple combinations of measurable
quantities, was proposed by Gabriel Stokes in 1852. These Stokes parameters
are defined as
S0 = Tr(Γ2D) = 〈|E|2〉 = 〈|Ex|2〉+ 〈|Ey|2〉, (2)
S1 = 〈|Ex|2〉 − 〈|Ey|2〉, (3)
S2 = 2 Re〈E∗xEy〉 = 〈|Ep|2〉 − 〈|Em|2〉, (4)
S3 = 2 Im〈E∗xEy〉 = 〈|Er|2〉 − 〈|El|2〉, (5)
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where Ep,m = (Ex ± Ey)/
√
2 are the field components in a Cartesian frame
rotated by pi/4 with respect to the x, y axes, and Er,l = (Ex ± iEy)/
√
2 are the
right/left circular components. The quantities 〈|Ei|2〉, for i = x, y,p,m, r, l, are
directly measurable through the appropriate use of polarizers and quarter-wave
plates prior to the detector [29, 30]. Written in terms of the Stokes parameters,
the polarization matrix becomes
Γ2D =
1
2
(
S0 + S1 S2 − iS3
S2 + iS3 S0 − S1
)
. (6)
Surprisingly, the four Stokes parameters correspond to the coefficients of the
decomposition of the polarization matrix into a complete orthonormal basis of
2 × 2 Hermitian matrices known as the Pauli matrices, proposed by Wolfgang
Pauli in 1927 (three quarters of a century after the Stokes parameters) for the
quantum study of electrons [31]. Note that each Pauli matrix can be recovered
from Eq. (6) by setting to 2 (to remove the prefactor of 1/2) the corresponding
parameter Sn while setting to zero the remaining parameters. The Pauli ma-
trices were proposed in a different physical context to that of polarization, and
hence a different numbering scheme is often used to label them. Here we use a
numbering scheme consistent with the convention for the Stokes parameters.
2.2 Ellipse of inertia and spin
For monochromatic light, the electric field vector at a given point traces repeat-
edly over time an ellipse, following the equation Re[(Ex, Ey) exp(−iωt)], where
ω is the temporal frequency. Such a field is therefore said to be fully polarized.
However, light is typically not strictly monochromatic (nor fully polarized), so
that the electric field vector does not trace repeatedly the same ellipse; in-
stead, it follows a more complicated oscillation that, over a sufficiently long
time, explores a region within the plane of (real) field components, according
to a probability density with an elliptical cross-section, as shown in Fig. 1(a).
The orientation of this ellipse of inertia is given by the eigenvectors of the real
part of the matrix in Eq. (6) (that is, with S3 being ignored), and the semi-
axes correspond to the square roots of the corresponding eigenvalues. (If the
probability density is Gaussian, this elliptical cross-section corresponds to the
contour at which the probability drops by e−1/2, or equivalently, it encloses a
region which the field occupies 1− e−1/2 ≈ 40% or the time.) The area enclosed
by the elliptical contour equals
pi
√
det[Re(Γ2D)] =
pi
2
√
S20 − S21 − S22 . (7)
While this ellipse describes the average shape traced by the field, it does not
distinguish whether the oscillation involves more rotations in the right-handed
or left-handed sense. This is precisely the role of the parameter S3, which then
complements this simple second-order statistical/geometrical description of the
oscillations. The matrix Γ2D is not only explicitly Hermitian but also non-
negative-definite, and therefore its determinant must be non-negative, which
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Figure 1: (a) Path traced by the electric field (blue) over some time. The black
ellipse denotes the ellipse of inertia, which is the region to which the field is
constrained most of the time. Its semiaxes (green) are given by the square roots
of the eigenvalues of Re(Γ). (b) The state of polarization is described by a point
~s2D constrained inside the unit Poincare´ sphere. The distance P2D of this point
from the origin corresponds to the degree of polarization. (c) Interpretation of
P2D as the coordinate (or distance from the origin) of the center of mass of two
point masses at ±1 of magnitudes Λ1,2.
straightforwardly gives the condition S20 ≥ S21 + S22 + S23 . This constraint,
combined with the expression in Eq. (7) implies that |S3| is constrained to be
at most equal to 2/pi times the area enclosed by the elliptical contour.
2.3 Normalized Stokes parameters, Poincare´ sphere, and
degree of polarization
The Stokes parameter S0 describes the intensity of the field and not the po-
larization (namely the shape of the elliptical profile just described and the
dominance of one handedness over the other). It is then useful to define the
normalized Stokes parameters sn = Sn/S0 for n = 1, 2, 3. Given the relation
S20 ≥ S21 +S22 +S23 , the normalized Stokes vector ~s2D = (s1, s2, s3) is constrained
to the interior and surface of a unit sphere (i.e. a unit 2-ball), known as the
Poincare´ sphere, illustrated in Fig. 1(b). The sphere’s surface (a 2D manifold)
separates the accessible and inaccessible regions, and corresponds to fully po-
larized fields, for which indeed only two parameters are needed. This number
of parameters is consistent with the fact that the electric field has two complex
components, hence four real parameters, but a global amplitude and phase are
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irrelevant for polarization. In fact, the magnitude of ~s2D is a measure of how
polarized the field is at the location in question, and therefore it is referred to
as the degree of polarization, which can be written in the equivalent forms:
P2D =
√
2 TrΓ22D
(TrΓ2D)2
− 1 =
√
1− 4 det Γ2D
(TrΓ2D)2
=
√∑
m
s2m = |~s2D|. (8)
The last of these expressions clarifies that the degree of polarization corresponds
to the radial coordinate of ~s2D within the Poincare´ sphere.
Note that the polarization matrix can also be written in terms of its eigen-
values Λ1 ≥ Λ2 and normalized eigenvectors e1, e2 as
Γ2D = Λ1 e
∗
1e
T
1 + Λ2 e
∗
2e
T
2 = (Λ1 − Λ2) e∗1eT1 + Λ2
(
1 0
0 1
)
, (9)
where in the last step we used the fact that the eigenvectors ei form an orthonor-
mal basis, and therefore e∗1e
T
1 + e
∗
2e
T
2 equals the 2 × 2 identity. The first term
in this expression, factorizable as an outer product of a vector with its complex
conjugate, can be interpreted as the “polarized part of the field” because alone
it would have a degree of polarization of unity. The second term, proportional
to the identity matrix, can be interpreted instead as the “unpolarized part of
the field”, because on its own it would have a degree of polarization of zero. It
is trivial to see that the degree of polarization of the complete matrix can be
written in terms of the two eigenvalues Λ1 ≥ Λ2 ≥ 0 of the polarization matrix
as
P2D =
Λ1 − Λ2
Λ1 + Λ2
. (10)
This means that the degree of polarization can be interpreted as the fraction of
the optical power that is fully polarized (the total power being proportional to
Λ1 + Λ2).
Equation (10) allows also a simple geometric picture [32] for the degree of
polarization, illustrated in Fig. 1(c): consider two point masses along a line, at
unit distances from the origin. Let the magnitude of the mass at +1 be Λ1 and
that at −1 be Λ2. The coordinate for the center of mass, that is, its distance to
the origin, is then precisely P2D. The conceptual value of this simple picture for
the degree of polarization will become apparent in the discussion of nonparaxial
polarization.
The fact that the inhabitable region in the abstract space ~s2D = (s1, s2, s3) is
a sphere reveals the natural symmetries (or group structure) inherent to parax-
ial polarization. Lossless polarization transformations performed by transparent
birefringent or optically active materials correspond to unitary transformations
acting on the electric field vector. These transformations translate into rigid
rotations of ~s2D = (s1, s2, s3), and hence preserve the degree of polarization and
the shape of the parameter space. Further, this abstract space helps reveal the
connection with the Pancharatnam-Berry geometric phase [33, 34, 35, 36], which
6
is an extra phase accumulated by a beam following a sequence of transforma-
tions of polarization that correspond to a closed path over the Poincare´ sphere.
When each segment of this path obeys what is referred to as parallel transport
(namely, it corresponds to segments of great circles), the geometric phase equals
one half of the enclosed solid angle over the Poincare´ sphere. Even when the
transformations do not obey parallel transport, the Poincare´ sphere construction
allows geometric interpretations for the resulting phases [37, 38, 39].
3 Nonparaxial polarization and the ellipsoids for
the field and spin vectors
In the previous section, fields that propagate in a preferential direction were
considered, so that they involve (at most) two Cartesian field components in
significant amounts. It is worth noting, though, that while paraxiality implies
that only up to two components are significant, the converse is not necessarily
true: if at a given point, the electric field traces over time a path that is essen-
tially constrained to a plane, this does not mean that it is propagating mostly
in the direction normal to it. While several authors have referred to the normal
of such a plane as the “direction of propagation”, this is not necessarily the
case; this direction should be associated instead with the local spin density of
the field, as will become apparent in what follows. This fact is underlined by
the phenomenon of transverse spin [8, 9, 10, 11, 12], in which the electric field
can circulate within a plane that contains the main direction of propagation.
3.1 3× 3 polarization matrix, ellipsoid of inertia and spin
density
Let us consider now general fields, where all three components can be significant.
Polarization at a given point is now described by a 3× 3 matrix:
Γ =
 〈E∗xEx〉 〈E∗xEy〉 〈E∗xEz〉〈E∗yEx〉 〈E∗yEy〉 〈E∗yEz〉
〈E∗zEx〉 〈E∗zEy〉 〈E∗zEz〉
 , (11)
For simplicity of notation, we do not use the subindex 3D to label either this
matrix nor the measures of polarization that follow. Dennis [40] proposed an
intuitive graphic interpretation this 3×3 polarization matrix, which generalizes
that shown in Fig. 1(a) for paraxial light. The oscillations of the electric field
vector follow a probability density in 3D with ellipsoidal cross-section, and to
second order, this ellipsoidal shape is characterized by the ellipsoid of inertia,
whose semi-axes are aligned with the eigenvectors of Re(Γ) and have lengths
equal to the square roots of the corresponding eigenvalues. While in the paraxial
case the ellipse was supplemented with the (scalar) spin density S3, given by the
imaginary part of the off-diagonal matrix elements, whose value was constrained
by the area of the ellipse, for non-paraxial fields the ellipsoid is supplemented
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with a spin density vector S3 = 2Im(Γyz,Γzx,Γxy) = Im〈E∗×E〉, which quanti-
fies both the preferential direction and sense of rotation (or spin) of the electric
field vector. This description is illustrated in Fig. 2.
It is easy to show that, given the Hermiticity of the polarization matrix, its
determinant can be written as the difference of two contributions, where only
one of them depends on the imaginary parts of the matrix components, encoded
in the vector S3:
det(Γ) = det[Re(Γ)]− S3 · Re(Γ) · S3. (12)
The non-negative definiteness of the polarization matrix implies that this deter-
minant must be equal to or greater than zero, and this fact imposes the following
restriction for the spin vector:
S3 · Re(Γ) · S3 ≤ det[Re(Γ)], (13)
where the equality holds only if at least one of the eigenvalues of the polarization
matrix vanishes. This inequality restricts the spin vector to the interior of a dual
ellipsoid [40], whose semi-axes are in the same directions as those of the first
ellipsoid, but where the length of each semi-axis of the dual ellipsoid equals 2/pi
times the area subtended by the projection of the first ellipsoid in the direction
of the corresponding semi-axis, as shown in Fig. 2.
4 Measures of polarization and their geometric
interpretations
Several measures have been proposed that seek to generalize the concept of
degree of polarization as defined in Eq. (8) to the nonparaxial regime, based on
its different interpretations. Reviews and comparisons between these measures
can be found in [28, 43, 44, 45, 46, 47]. Most of these measures were defined to
be invariant under general unitary transformations of the electric field, following
the example of the paraxial definition. A consequence of this invariance is that
it is possible to express these measures in terms of the three eigenvalues Λ1 ≥
Λ2 ≥ Λ3 ≥ 0 of the polarization matrix, independently from the eigenvectors.
Sheppard [48] found that these eigenvalues can be calculated analytically from
the elements of the matrix through a surprisingly simple expression.
4.1 The two most common definitions and their compan-
ions
The first measure of degree of polarization discussed here was proposed by
Samson [1] and later by others [49, 50, 51]. This measure can be written in the
two equivalent forms
PI =
√
3 TrΓ2
2 (TrΓ)2
− 1
2
=
√
λ21 + λ
2
2 + λ
2
3 − λ1λ2 − λ2λ3 − λ3λ1. (14)
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Figure 2: Path traced by the electric field (blue) over several optical cycles.
The green ellipsoid is the ellipsoid of inertia, which characterizes the average
shape described by the oscillations of the electric field. Its semiaxes are given
by the square roots of the eigenvalues of Re(Γ) and are aligned with the cor-
responding eigenvectors (the direction of the green lines). The vector S3 (red
arrow) describes the direction around which the field spins on average, and the
amount of this spin. This vector is constrained to the interior of a dual ellipsoid
(red), whose semiaxes are equal to 2/pi times the areas of the corresponding
projections of the green ellipsoid. Note that different elements of this figure
have different units (field for the blue curve, the green ellipsoid and its projec-
tions, field squared for S3 and the red ellipsoid), and hence an arbitrary scaling
between them was used in the figure.
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where λi = Λi/
∑3
j=1 Λj are the normalized eigenvalues. The measure PI is
monotonically linked to measures used commonly in quantum physics and linear
algebra, such as the purity [52], the Schmidt index [53], and the trace distance
of the polarization matrix to the identity matrix [54]. Note that, according to
this measure, a field is fully polarized only if two eigenvalues vanish, and fully
unpolarized only if all three eigenvalues are equal.
An alternative measure was proposed [55, 56, 57, 58], based on the inter-
pretation of the degree of polarization as the fraction of the optical power that
is fully polarized. To understand this measure, it is convenient to write the
polarization matrix in terms of its eigenvectors in a fashion similar to that in
Eq. (9):
Γ = Λ1 e
∗
1e
T
1 + Λ2 e
∗
2e
T
2 + Λ3 e
∗
3e
T
3
= (Λ1 − Λ2) e∗1eT1 + (Λ2 − Λ3) (e∗1eT1 + e∗2eT2 ) + Λ3
 1 0 00 1 0
0 0 1
 . (15)
Like in Eq. (9), the first term is fully factorizable and therefore on its own would
correspond to a fully polarized field, while the last is proportional to the (3×3)
identity and alone would correspond to a fully unpolarized field. However there
is an extra term, proportional to Λ2 − Λ3 that is neither fully polarized nor
fully unpolarized. That is, in general a 3 × 3 polarization matrix cannot be
expressed as the sum of two parts that are respectively fully polarized and fully
unpolarized. The degree of polarization in question is then the ratio of the
power of the fully polarized part to the total, namely
PII =
Λ1 − Λ2
Λ1 + Λ2 + Λ3
= λ1 − λ2, (16)
It is tempting to interpret the second term on the right-hand side of Eq. (15) as
a “2D-unpolarized” component, since, if the eigenpolarizations e1 and e2 were
contained in the same plane, there would be a reference frame in which this
term would be proportional to the matrix Diag(1, 1, 0), which would describe
unpolarized light in the paraxial sense. In general, however, the polarization
ellipses for e1 and e2 are not contained in the same plane, and the consequences
of this fact on the distribution of spin amongst the first and second terms has
been studied in great detail by Gil and collaborators [59, 60, 61, 62, 63]. Note
that according to the measure PII, a fully polarized field corresponds only to
one where two eigenvalues vanish, but (unlike for PI) a completely unpolarized
field is one for which the two largest eigenvalues are equal, regardless of the
third. Alternatively, PII = 0 can be interpreted as meaning that the field has
no fully polarized component, rather than it being fully unpolarized.
The measures PI and PII (and those related univocally to each of them) seek
to characterize with a single quantity the level of polarization of the matrix.
However, the polarization matrix has three eigenvalues whose sum gives the
total intensity, which is not relevant to polarization. In other words, only two
normalized eigenvalues λi are independent since λ1+λ2+λ3 = 1. Therefore, the
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full characterization of polarization from the eigenvalue point of view requires
the specification of two numbers, and so each of the two measures above can
be supplemented with a second measure. For example, Barakat [49] proposed a
second measure to supplement PI, referred to here as QI and given by
QI =
√
1− 27 det Γ
(TrΓ)3
=
√
1− 27λ1λ2λ3. (17)
Note that
√
1−Q2I has been referred to as a degree of isotropy [64]. It has
been shown that for fields with Gaussian statistics, PI and QI are related to the
Shannon and Renyi entropies [65]. Similarly, measures that supplement PII have
been proposed that like it are linear combinations of the normalized eigenvalues,
such as [55]
QII = λ1 + λ2 − 2λ3. (18)
4.2 Wobbling fluorophores and rotational mobility
A definition that is mathematically similar to PII was proposed within the con-
text of fluorescence microscopy to quantify the amount of vibration (often called
wobble) of a fluorophore [26]. This measure, referred to as the rotational con-
straint, results from a slightly different decomposition of the matrix into three
parts as
Γ =
(
Λ1 − Λ2 + Λ3
2
)
e∗1e
T
1 +
Λ2 − Λ3
2
(e∗2e
T
2 − e∗3eT3 ) +
Λ2 + Λ3
2
 1 0 00 1 0
0 0 1
 .
(19)
Notice that the second term cannot be interpreted on its own as a valid polar-
ization matrix because it is not non-negative definite. The motivation for this
type of separation comes from its physical context: we consider light emitted by
a linear dipole that wobbles at a time scale much larger than the optical period.
The resulting light has essentially no spin, so that the three eigenvectors can
be chosen as real and point in orthogonal directions. The eigenvector e1 corre-
sponds then to the main direction of the dipole, and if, say, the wobbling were
within an isotropic cone (a common assumption in this context), the two smaller
eigenvalues would coincide. The second term in Eq. (19) therefore accounts for
possible rotational asymmetry of the wobbling around the main direction e1.
Like PII, the rotational constraint used to quantify wobble is defined as the ratio
of the factorizable part to the total:
γ = λ1 − λ2 + λ3
2
. (20)
Notice that, if it were to be considered as a measure of polarization, γ would
agree with PI on the cases corresponding to full and null polarization.
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γFigure 3: Interpretation of the rotational mobility γ in the case of symmetric
wobble (Λ2 = Λ3) as the square root of the distance from the center to the
foci of the normalized ellipsoid of inertia (green), which in this case is a prolate
spheroid. Here, normalization implies that the ellipsoid must be inscribed in a
box that is itself inscribed in a unit sphere. It is assumed in this context that
s3 = 0.
For the common assumption of symmetric wobble, where λ2 = λ3, the three
measures actually coincide, namely PI = PII = γ, and they have a geometric
interpretation. As mentioned earlier, the spin vector S3 vanishes for (static or
wobbling) linear dipole emitters, so Γ is fully represented graphically by the
ellipsoid of inertia, whose semiaxes are the square roots of the eigenvalues. Let
us consider the dimensionless version of this ellipsoid normalized by the intensity,
whose semiaxes are the square roots of the normalized eigenvalues λi. As shown
in Fig. 3, this normalized ellipsoid is inscribed in a box that is itself inscribed
in a unit sphere. The symmetric wobble assumption means that this ellipsoid
is a prolate spheroid, and therefore it has two focal points. The distance from
the center to the foci is given by
√
γ.
4.3 Barycentric interpretation
To provide an interpretation to these quantities, we use a simple geometric
construction [32] like that described at the end of Section 2 for paraxial polar-
ization. Consider three point masses within a plane, at equal distances from
each other and at a unit distance from the origin. That is, these three masses
are at the corners of an equilateral triangle inscribed in the unit circle, as shown
in Fig. 4. Let the magnitudes of each of these masses be one of the eigenvalues
Λi (or their normalized versions λi). The point q corresponding to the center
of mass of the three masses is necessarily inside the equilateral triangle, and
12
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Figure 4: Geometric interpretation of the measures of polarization PI, PII, QII,
γ, and the angle α in terms of the center of mass (blue dot) of three point
masses (purple dots) whose magnitudes are Λi, the eigenvalues of Γ. Note that
PII and QII are proportional to the coordinates q1 and q2, respectively, and
that the proportionality factors can be accounted for geometrically by looking
at the distance from the origin of the intersections of the lines of constant q1
and q2 with a radial line at 30
◦ from the q1 axis. The measure QI is given by
P 2I (3−2PI sin 3α). The rotational mobility γ is directly the projection onto this
radial line. The equilateral triangle corresponds also to the inhabitable region
for the Stokes-Gell-Mann sub-vector s1.
given the chosen ordering of the eigenvalues, it is further constrained to one
sixth of this triangle, as shown in Fig. 4. The four measures discussed so far
are associated with coordinates for this center of mass. For example, it is easy
to show that PI and QI are simply related to the polar coordinates of q: the
first is directly the radial coordinate or distance to the origin, PI = |q|, while
the second depends on the angular coordinate, QI = |q|2(3− 2|q| sin 3α), where
α ∈ [pi/6, pi/2] is the angle between the q1 axis and q. On the other hand, it
is easy to see that PII = q1
√
3/2 and QII = q2/2, so these measures are just
scaled versions of the Cartesian coordinates of q. The rotational constraint γ
[26] also corresponds to a Cartesian coordinate along a rotated coordinate axis
aligned with the line joining the origin and the point mass Λ1; its correspond-
ing second measure, which would be the complementary Cartesian coordinate,
would be proportional to λ2−λ3, which characterizes the rotational asymmetry
of the wobble. This barycentric construction illustrates why many authors have
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chosen to represent the space of nonparaxial polarization in terms of equilateral
triangles or segments of them [44, 66, 67, 68, 69]. Other authors have used
spheres [44, 53], because triangles can be mapped onto octants of the sphere.
4.4 Other measures
We conclude this section by noting that other measures of polarization have
been proposed that are inspired by thought experiments, such as Rayleigh scat-
tering [70] and interferometry [67]. The latter of these two measures was defined
to be explicitly invariant to all unitary transformations of the field; the former,
on the other hand, is invariant only to rotations and inversions. That is, unlike
the other measures discussed in this section, the measure in [70] cannot be ex-
pressed in terms of of only the eigenvalues λi, even though it has been shown
to always be very similar in value to PI [43]. This lack of invariance to general
unitary transformations should not be seen as problematic, however, since such
invariance does not carry the same physical importance for nonparaxial fields
as it does for paraxial beams, because general unitary transformations cannot
be associated with the action of simple optical elements. To see this, note that
a given local polarization matrix can be achieved through extremely different
combinations of (traveling and/or evanescent) plane waves, and it is hard to
envision a device that would cause the same local unitary transformation inde-
pendently of the more global behavior of the field.
5 Stokes-Gell-Mann parameters
The natural extension of the Pauli matrices to the 3 × 3 case are the Gell-
Mann matrices, which were defined within the context of particle physics [71].
These eight matrices, supplemented by the 3× 3 identity, constitute a complete
orthonormal basis (under the trace of the product) for 3 × 3 Hermitian matri-
ces. They have been used in the context of optical polarization to decompose
the polarization matrix, therefore providing a generalization for the concept of
the Stokes parameters into the nonparaxial regime, where nine parameters are
needed [2, 29, 30, 41, 72]. (The corresponding generalization of Mueller’s cal-
culus for describing polarization transformations then requires 9 × 9 Mueller
matrices [73, 74]). A goal of this work is to not only review these parameters
but also to propose an intuitive convention for them within this context. The
numbering scheme and sign conventions used here for the Gell-Mann matrices
and the resulting parameters are then different to those in other publications,
in order to stress the connections with the paraxial case.
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5.1 Definition of the parameters
Rather than writing each Gell-Mann matrix separately, we directly write the
3× 3 polarization matrix Γ as a linear combination of these matrices:
Γ =
1
2

2
3S0 + S11 +
S12√
3
S23 − iS33 S22 + iS32
S23 + iS33
2
3S0 − S11 + S12√3 S21 − iS31
S22 − iS32 S21 + iS31 23S0 − 2S12√3
 , (21)
where the parameters S0 and Smn are the nine nonparaxial analogs of the Stokes
parameters, referred to here as the Stokes-Gell-Mann parameters. To extract the
Gell-Mann matrix associated with each parameter, we simply set this parameter
to 2 and the others to zero in the expression above. It is worth noting a difference
between the Pauli and the Gell-mann matrices: while the Pauli matrices have
the same norm (defined as the square root of the trace of their square) as the
2 × 2 identity matrix used to complete the set, namely √2, the corresponding
is not true for the Gell-mann matrices (with norm
√
2) and the 3 × 3 identity
(with norm
√
3). There are therefore different possible conventions for the
normalization factors of S0 with respect to the others; the reason for choice
used here will become apparent in what follows.
We now describe the different subsets of parameters. First, as in the paraxial
case, the parameter S0 equals the local intensity:
S0 = TrΓ = 〈|E|2〉; (22)
the parameters S1m characterize discrepancies amongst the diagonal terms of
the polarization matrix:
S11 = 〈|Ex|2〉 − 〈|Ey|2〉, (23a)
S12 =
√
3
〈|Ex|2〉+ 〈|Ey|2〉 − 2〈|Ez|2〉
2
; (23b)
the parameters S2m characterize the real parts of the correlations between the
different Cartesian components:
S21 = 2 Re〈E∗yEz〉, (24a)
S22 = 2 Re〈E∗zEx〉, (24b)
S23 = 2 Re〈E∗xEy〉; (24c)
and the parameters S3m characterize the imaginary parts of the correlations
between the different Cartesian components:
S31 = 2 Im〈E∗yEz〉, (25a)
S32 = 2 Im〈E∗zEx〉, (25b)
S33 = 2 Im〈E∗xEy〉. (25c)
Let us make a few observations about these definitions:
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• Let us start with the two elements S1m. In the paraxial treatment where
the matrix is 2×2, there is a natural choice for the measure of discrepancy
between the two diagonal elements, corresponding to their difference, the
only asymmetry being the choice of which one is subtracted from which
in the definition of S1. For 3× 3 matrices, on the other hand, there is no
natural choice of two parameters that treats the three field components
equally: we can see that the third diagonal component in Eq. (21) has
a different form than the other two. The form for the diagonal elements
can be made to look more natural by grouping the two Stokes-Gell-Mann
parameters S1m in a two-vector S1 = (S11, S12); the three diagonal ele-
ments of Eq. (21) can then be written concisely as S0/3 − um · S1/
√
3
where um = (sin θm, cos θm) with θm = −m 2pi/3 for m = 1, 2, 3. Note
that we could have chosen any other set of three unit vectors um that are
equally spaced angularly, so that their sum vanishes and the trace of the
matrix is S0. The choice that is implicit in the definition of the Gell-Mann
matrices is the alignment of the vector u3, corresponding to the matrix
element Γzz, with one of the axes within the plane of S1. From the point
of view of optical fields, this arbitrary choice can be justified by the fact
that the z axis is often associated with the main direction of propagation.
In other words, this choice lets S11 take the same form as the paraxial
Stokes parameter S1.
• The three Stokes-Gell-Mann parameters S2m are a measure of the mis-
alignment between the chosen Cartesian coordinate axes and the natural
axes of the ellipsoid of inertia. It is convenient to group these elements in
a three-vector S2 = (S21, S22, S23), even though it must be stressed that
this is a vector in an abstract space, not in the physical 3D space.
• The last three Stokes-Gell-Mann parameters, S3m, can also be grouped
in a vector as S3 = (S31, S32, S33). However, notice that this is precisely
the local spin density vector of the field shown in Fig. 2, namely S3 =
Im〈E∗ × E〉. Therefore (unlike S1 and S2), S3 is truly a (pseudo)vector
in the physical coordinate system.
• Note that, if only the x and y components of the field are significant,
the Stokes-Gell-Mann parameters S0, S11, S23, S33 reduce to the standard
Stokes parameters for paraxial fields, while the parameter S12 becomes
redundant with S0 and the remaining ones vanish.
5.2 Normalized parameters and eight-dimensional polar-
ization space
As in the paraxial case, we define a normalized set of parameters as snm =
(
√
3/2)Snm/S0, which are then independent of the intensity. The reason for
the extra numerical factor will become apparent in what follows. These eight
normalized parameters can be used to define a polarization vector in an eight-
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dimensional space:
~s = (s11, s12, s21, s22, s23, s31, s32, s33). (26)
It can be shown that the Euclidean magnitude of the eight-component vector ~s
corresponds precisely to the measure in Eq. (14):
PI =
√∑
nm
s2nm = |~s|. (27)
Because PI is constrained to the interval [0, 1], ~s is constrained to the interior
and hypersurface of a unit hypersphere in eight dimensions (a 7-ball). Full po-
larization then corresponds to the hypersurface of this 8D hypervolume, namely
to a 7D manifold. This suggest that the local description of a fully polarized
field requires the specification of seven parameters. This is not the case, how-
ever: a fully polarized field is one for which the polarization matrix is separable
as the outer product of the field and its complex conjugate, and since the field
has three complex components and a global scale and phase are irrelevant to
polarization, only four parameters are required. Therefore, not all points inside
the unit 7-ball are inhabitable, so several constraints limit the true accessible
hypervolume [28, 45, 72, 75, 76] which is inscribed in the 7-ball. The inequalities
that shape the inhabitable region are described next.
5.3 Inequalities for the normalized Stokes-Gell-Mann pa-
rameters
While for paraxial light all three standard normalized Stokes parameters play
very similar roles, the same is not true for the normalized Stokes-Gell-Mann
parameters. It is convenient to separete these into the three normalized Stokes-
Gell-Mann sub-vectors s1 = (s11, s12), s2 = (s21, s22, s23) and s3 = (s31, s32, s33),
the latter being the normalized spin density.
Let us start by considering the diagonal elements of Eq. (21), which limit
the values of the sub-vector s1. Since the polarization matrix is non-negative
definite, these elements must be equal to or greater than zero, leading to the
three inequalities
um · s1 ≤ 1
2
, m = 1, 2, 3, (28)
where as before um = (sin θm, cos θm) with θm = −m 2pi/3. These inequalities
imply that the sub-vector s1 = (s11, s12) is constrained to an equilateral triangle
inscribed within the unit disk [75]. This restriction to a triangle should no
longer be surprising: if the other two Stokes-Gell-Mann subvectors vanished
(s2 = s3 = 0), the polarization matrix would be diagonal so that its three
diagonal elements would correspond to the eigenvalues Λi. The center-of mass
interpretation would then give directly s1 = q, but with the diagonal elements
(or eigenvalues) not necessarily being ordered from largest to smallest, so that
the whole equilateral triangle in Fig. 4 would be inhabitable.
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Re(Ξ)
Im(Ξ)
Figure 5: (a) Inhabitable hypervolumes (hypercones) over the subspaces
s11, s12, s2m, s3m for m = 1, 2, 3. (b) Inhabitable region for the complex quantity
Ξ within the unit complex disk.
We now consider inequalities that apply to each non-diagonal element of the
matrix. From the Cauchy-Bunyakowsky-Schwarz inequality it follows directly
that correlation matrices satisfy |Γij |2 ≤ ΓiiΓjj for i, j = x, y, z, the equality
holding only when Ei and Ej are fully correlated. The resulting three inequali-
ties can be written concisely as
(vm · s1)2 + s22m + s23m ≤
(1 + um · s1)2
3
, (29)
where vm = (cos θm,− sin θm). Each of these relations implies a restriction in
a 4D subspace (s11, s12, s2m, s3m) to the interior of a section of a hypercone, as
represented in Fig. 5(a). These three hypervolumes inhabit different subspaces,
but they intersect at the plane (s11, s12) where they all have a cross-section cor-
responding to the equilateral triangle. That is, these three inequalities restrict
(s11, s12) to the same region as those in (28), but provide stronger limitations
involving also other Stokes-Gell-Mann parameters. It is easy to see that the sum
of the three inequalities in (29) gives, after some rearrangement,
∑
mn s
2
mn ≤ 1,
so that these restrictions are sufficient to constrain ~s to a region that is fully
inside the unit 7-ball. The constraints in (29) can also be written as
|s2m + is3m| ≤ Hm(s1), Hm(s1) =
√
(1 + um · s1)2/3− (vm · s1)2. (30)
The three constraints in relations (29) or (30) can be supplemented with a
fourth inequality that restricts the phases of the off-diagonal elements. By using
a result found in Appendix A, we find
27[Im(Ξ)]2 ≤ [1− Re(Ξ)]2[1 + 8 Re(Ξ)], (31)
where the complex quantity Ξ is defined as
Ξ =
ΓyxΓzyΓxz
ΓxxΓyyΓzz
=
3∏
m=1
(s2m + is3m)
Hm(s1)
. (32)
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This range of possible values for Ξ is shown in Fig. 5(b). Note that Re(Ξ) ∈
[−1/8, 1], Im(Ξ) ∈ [−1/4, 1/4]. Let us define hm =
√
s22m + s
2
3m (namely, the
heights in Fig. 5(a)) and φm = arg(s2m + is3m). We can then rewrite Ξ as
Ξ =
h1h2h3
H1H2H3
exp[i(φ1 + φ2 + φ3)]. (33)
The inequality in (31) can then be expressed as a constraint on the phases of
the off-diagonal matrix elements:
cos(φ1 + φ2 + φ3) ≥ Max
[
−1, 3|Ξ|
2/3 − 1
2|Ξ|
]
. (34)
That is, the value of φ1 + φ2 + φ3 is constrained only for 1/8 < |Ξ| ≤ 1.
5.4 More rigorous inequalities
As will be shown in the next section, the three constraints in relations (30)
plus the one in (34) turn out to be sufficient to reduce from eight to four the
number of free parameters in the limit of full polarization, since fully polarized
fields must be at the four boundaries. Surprisingly, however, away from this
limit these inequalities are not sufficiently strong to provide the true shape of
the accessible hypervolume for ~s. The more rigorous inequalities result from
making sure that the three eigenvalues of Γ are non-negative. Note that, while
Λi ≥ 0 for i = 1, 2, 3 implies that det(Γ) ≥ 0, the converse is not necessarily
true. Therefore, the inequality in relation (13), which results from enforcing
det(Γ) ≥ 0, is in itself not sufficient. Nevertheless, the physical interpretation for
relation (13) in Section 3 provides a useful hint: the eigenvalues of Re(Γ) must
also be non-negative so that the ellipsoid of inertia is well defined. If the diagonal
elements of the matrix are guaranteed to be non-negative by constraining s1 to
the triangle in Fig. 4, then the eigenvalues of Re(Γ) are nonnegative as long as
the following inequality is satisfied:
3∑
m=1
s22m
H2m(s1)
− 2
3∏
m=1
s2m
Hm(s1)
≤ 1. (35)
This relation constrains s2 to the surface and interior of shape shown in Fig. 6,
described by Bloore as an over-inflated tetrapack [75]. Note that all cross-
sections of this shape in which one of the parameters s2m is fixed correspond to
ellipses in the remaining two parameters.
An order way to determine the true boundaries of the space of the normalized
Stokes-Gell-Mann parameters is the following:
• The subvector s1 is constrained to the triangle in Fig. 4;
• The subvector s2 is constrained to the 3D shape in Fig. 6, whose dimen-
sions are fixed by s1;
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Figure 6: Inhabitable region for the Stokes-Gell-Mann sub-vector s2, according
to relation (35).
• The subvector s3 is constrained to the normalized version of the dual
ellipsoid in Fig. 2, whose shape is determined by both s1 and s2.
We conclude this section by remarking that none of these inequalities imposes
a restriction on the normalized Stokes-Gell-Mann vector ~s within the region
|~s| =≤ 1/2. For the inequalities in relations (28) and (29) this is evident from
their geometric interpretation in Figs. 5(a), since a sphere of radius 1/2 centered
at the origin fits completely within all the restricted volumes. While less evident,
this is also true for the inequality in relation (34), as shown in Appendix B.
However, a general, simple way to show this fact is to use the formula found by
Sheppard [48, 44] for the eigenvalues λi, which can be written as
λi =
1
3
[
1 + 2PI cos
(
ψ +
2pii
3
)]
, (36)
where sinψ = (
√
3/2)PII/PI. It is clear that for PI ≤ 1/2 all eigenvalues are
non-negative. Therefore, the restrictions found here enforce constraints only
in the region of the 8D space for which 1/2 < |~s| ≤ 1, i.e., for states with
considerable polarization.
6 Fully polarized fields
Let us now discuss the limit of full polarization, corresponding to completely
deterministic fields. The polarization matrix can then be written as the outer
product of the electric field vector and its complex conjugate. (In other words,
two of the three eigenvalues Λi of the matrix equal zero.) This vector has three
complex components, but a global phase and amplitude are irrelevant to the
description of polarization, leaving only four independent real quantities. This
is in agreement with the results of the previous section, where it was shown
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that full polarization requires not simply that the 8D vector ~s has an Euclidean
magnitude of unity, but instead that this vector be at the intersection of four
hypersurfaces that separate habitable from inhabitable regions, where this 4D
intersection happens to be contained within the 7D manifold |~s| = 1. Three
of these hypersurfaces are the hypercones corresponding to the equalities in
relations (29), and as mentioned earlier already, the intersection of the three
hypercones is already fully contained within the manifold |~s| = 1. The fourth
constraint is the restriction of the phases of the off-diagonal elements in (31).
It is easy to see from Eq. (32) that this limit corresponds to |Ξ| = 1, which
according to the restriction in (31) is only possible if Ξ = 1. In other words,
for a fully polarized field, the three phases φm = arg(s2m + is3m) must add up
to an integer multiple of 2pi. Note that this limit can be problematic for the
inequalities in (31) or (34) if the axes of symmetry of the polarization ellipse
are aligned with the coordinate axes. For example, if the field oscillates within
the xy-plane, φ1 and φ2 are not well defined. These problems are resolved by
rotating slightly the coordinate frame.
While it is clear that for PI = 1 only four parameters are needed, these
are not a simple subset of the normalized Stokes-Gell-Mann parameters [77],
that is, the parametrization of ~s in terms of 4 variables is not unique. One
simple parametrization that emerges from the discussion above is to use two
of the phases mentioned above, say φ1 and φ2, as free parameters, and then
fix φ3 = −φ1 − φ2. The remaining two parameters can be s1 = (s1, s2) by
enforcing that ~s be at the hypersurface of the hypercones, that is, by letting
s2m + is3m = Hm(s1) exp(iφm). The polarization matrix then factorizes into
the outer product of the electric field vector and its complex conjugate. This
electric field vector can then be found to be proportional to any of the three
rows of the matrix, for example the third:
E = (Ex, Ey, Ez) ∝ [H2(s1) exp(−iφ2), H1(s1) exp(iφ1), (1− 2s12)/
√
3]. (37)
6.1 Geometric representations using two points over a
unit sphere
One problem of the eight-dimensional space representation for ~s is that it is dif-
ficult to visualize, even for purely polarized fields. However, alternative, more
intuitive representations for full 3D polarization have been proposed where the
geometrical meaning of the resulting four parameters is clear. Hannay [78] pro-
posed one such representation, based on Majorana’s construction for spin [79].
For fully polarized light, the electric field traces an ellipse in 3D contained within
a plane. The shape and orientation of this ellipse in 3D is fully characterized
by two points p1,2 over the unit sphere, which correspond to the two directions
in which this ellipse has projections that are right-handed circles, as shown in
Fig. 7(a). It is then clear that the bisector of the two points is normal to the
plane containing the ellipse and hence points in the direction of the local spin
density, and that the line joining the two points is parallel to the major axis
of the ellipse. The separation of the two points encodes the ellipticity of the
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Figure 7: (a) The two Hannay-Majorana points p1,2 are along the great circle
corresponding to the intersection of the sphere with the plane that contains both
the ellipse’s major axis and the normal to the ellipse. They correspond to the to
directions in which the projection of the polarization ellipse is a (right-handed)
circle, as illustrated by the fact that this ellipse coincides with the intersection of
two cylinders whose axes are the (yellow) lines joining the origin and each p1,2.
Another interpretation for p1,2 results from scaling the polarization ellipse so
that its major semi-axis is unity: p1,2 are then the intersection with the sphere
of normals to the plane of the ellipse that contain the ellipse’s foci (orange dots).
(b) The two Poincarana points p1,2 are along the same great circle as p1,2. Their
distance from the plane of the ellipse is precisely the magnitude of s3. That is,
s3 is the mid point between p1 and p2.
polarization: the two points get closer together as the ellipse tends towards a
circle, while on the other hand they tend to be antipodal as the ellipse tends
to a line. Of course, two points over the surface of a unit sphere indeed require
the specification of two sets of polar angles, that is, four parameters.
A similar construction was proposed recently [36], which was referred to
as the Poincarana representation since it incorporates aspects from both Han-
nay’s Majorana-based construction as well as the Poincare´ sphere. The Poincar-
ana representation also characterizes polarization by using two points over the
sphere. These points, p1,2, are along the same great circle and have the same
bisector (normal to the plane of the ellipse) as the points q1,2 in the Hannay-
Majorana construction. However, the angular separation of the two points is
such that their mid point, (p1 + p2)/2, corresponds exactly to the normalized
spin density s3, as shown in Fig. 7(b). The defining property of the Poincarana
construction is that, under transformations of the polarization ellipse, the accu-
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mulated geometric phase corresponds to one half of the solid angle enclosed by
the two points, similarly to what happens in the paraxial case when using the
Poincare´ representation to describe geometric phase under parallel transport.
This geometric phase includes both transformations of the polarization ellipse
within one plane, as in the standard Pancharatnam phase, or due to changes
in the plane containing the polarization ellipse, as in the redirection geometric
phase [36].
For both the Hannay-Majorana and Poincarana representations, the direc-
tions of the axes of the coordinate system in which the sphere is located do
not correspond to abstract parameters but to the Cartesian directions in phys-
ical space. Hence rotations in space simply correspond to the same rotations
for the pair of points. Further, the mapping between the two points for the
Hannay-Majorana and the Poincarana representations is simple; the geometric
relation between these two pairs of points within the plane that contains them
is shown in Fig. 8. The Hannay-Majorana and Poincarana points agree in the
two limiting situations: i) for circular polarization in 3D (for which E · E = 0)
in which a case all points coincide, namely p1 = p2 = p1 = p2 = s3, and ii) for
linear polarization in 3D (for which Im(E∗xEy) = Im(E
∗
yEz) = Im(E
∗
zEx) = 0),
where for each of the representations the two points are antipodal and define
the direction of oscillation of the field, namely p1 = −p2 = p1 = −p2 ∝ E. For
all other cases, the angle between the Poincarana points is always smaller than
that between the Hannay-Majorana points.
The two Poincarana (or Hannay-Majorana) points are in general not obtain-
able from a subset of four Stokes-Gell-Mann parameters, but the sub-vector s3
provides directly all but one of these parameters. The two Poincarana points
correspond to p1,2 = s3 ± a
√
1− |s3|2, where a is a unit vector constrained to
the plane normal to s3. The only missing parameter is then the direction of this
vector within this plane. This direction can be determined as that of the eigen-
vector with largest eigenvalue of Re(Γ), which involves the parameters s1 and
s2. In other words, for a fully polarized field, the normalized spin density vector
s3 specifies fully the plane in which the electric field oscillates, the direction in
which it circulates, and the eccentricity of the ellipse it traces.
Note that both the Hannay-Majorana and Poincarana constructions can be
useful in revealing topological properties of a cyclic field evolution. For example,
consider the variation of polarization along a closed contour in a monochromatic
field [36]. The polarization of each point corresponds to two points over the
sphere (either p1,2 or p1,2), so for the complete loop, these points trace curves
over the sphere. Since the separation between the two points is parallel to the
direction of the polarization ellipse’s major axis, the two points exchange roles
when completing the loop if and only if the major axis describes a Mo¨bius strip
over the loop [7, 13, 14, 15]. That is, for a loop over which the field’s major
axis describes a Mo¨bius strip, there is a single closed curve over the Hannay-
Majorana/Poincarana sphere, where each point traces a segment of this curve.
If, on the contrary, the field’s major axis does not correspond to a Mo¨bius strip,
each point traces a separate closed curve, so there are two closed curves over
the sphere.
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p1 p2
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Figure 8: Geometric relation between the Hannay-Majorana and Poincarana
points over the section of the sphere corresponding to the plane containing the
ellipse’s major axis and s3. The three rectangles (two in pale brown, one in
pale blue) have the same aspect ratio as each other and as the polarization
ellipse. The horizontal black line through the middle of the circle corresponds
to the intersection with the plane of the ellipse. The Hannay-Majorana points
p1,2 are at the intersections with the unit disk of the top side of the horizontal
rectangle, whose long side equals 2. The separation between the two points
equals the distance between the foci of an ellipse inscribed in the rectangle.
The Poincarana points p1,2 correspond to the top corners of the two tilted
rectangles inscribed in the circle, whose diagonals are horizontal and of length
2. Note that the top long sides of the three rectangles always intersect at a point
(marked with a black dot), so that the Poincarana points can be easily found
from the Hannay-Majorana ones and vice-versa. This diagram shows that the
Poincarana points p1,2 are always closer to each other (and further away from
the plane of the ellipse) than the Hannay-Majorana points p1,2.
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To conclude this section, it is useful to consider the relation between the
Hannay-Majorana and Poincarana representations with the Poincare´ represen-
tation in the limiting case of paraxial light traveling in the positive z direction.
In this case, the ellipse traced by the field is contained within the xy plane, and
the normalized spin density vector s3 is constrained to the z direction. Let us
start by considering the Poincarana representation. The points p1,2 are bisected
by the z axis, and then have the same height as each other. Because this height
is, by definition, the normalized spin density, it coincides with the height s3 of
the point ~s2D for the Poincare´ sphere. Further, let the angles with respect to
the x axis of the projections of the Poincarana points p1,2 onto the xy plane be
referred as ξ1,2 = arg({p1,2}x + i{p1,2}y). Since the two points are bisected by
the z axis, these two angles differ (modulo 2pi) by pi. These angles correspond
to the angle between the x axis and the major semi-axes of the polarization el-
lipse. The corresponding angle φ = arg(s1 + is2) for the Poincare´ sphere is then
given, modulo 2pi, by φ = 2ξ1 = 2ξ2. That is, the two Poincarana points result
from rotating around the vertical axis (s3 for Poincare´, z for Poincarana) the
Poincare´ point so that its angles with respect to the s1 axis, both clockwise and
anti-clockwise, are halved. The corresponding transformation from Poincare´ to
Hannay-Majorana is equivalent, except that it also involves a change in height
according to {p1,2}z = s3/(1 +
√
1− s23). It turns out that this extra change
in height makes the mapping between the spheres conformal, a property that is
important in the definition of the Majorana representation for any number of
dimensions [79].
7 Generalization to higher dimensions
As discussed earlier, the description of the polarization of a paraxial field, where
only two components are important, requires three parameters in general, but
only two in the limit of full polarization. For nonparaxial fields, when three
components are involved, these numbers change to eight in the general case
and to four in the limit of full polarization. It is interesting to think of the
generalization of these ideas for vector fields with N components. Such fields
would require in general the specification of N2 − 1 normalized Stokes param-
eters, where the subtraction of one results from ignoring normalization. In the
case of full polarization (pure states) only 2N − 2, where the subtraction of two
results from ignoring normalization and a global phase. The normalized Stokes
parameter vector ~s (where the normalization is proportional to the scalar S0,
which is the local intensity) can still be subdivided into three parts:
• An (N − 1)-sub-vector s1 that characterizes differences between the diag-
onal elements of the matrix. This sub-vector is constrained to a regular
(N − 1)-simplex whose corners are all at a unit distance from the origin
and at equal distances
√
2N/(N − 1) from each other.
• An [N(N − 1)/2]-sub-vector s2 composed of the real parts of the off-
diagonal elements.
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• An [N(N−1)/2]-sub-vector s3 composed of the imaginary parts of the off-
diagonal elements, and that is related to the generalization of the concept
of spin density.
The shape of the inhabitable regions for these components results from ensuring
that all eigenvalues of the polarization matrix are non-negative. For fully polar-
ized (factorizable) matrices, the state can be represented by N − 1 points over
the surface of a unit sphere, following Majorana’s prescription [79]. Generaliza-
tions of the Poincarana prescription might also exist, in which the distribution
of the points is changed to facilitate the connection to geometric phases.
The barycentric interpretation is also easily generalized by using N point
masses whose magnitudes are the eigenvalues Λi, and which are located at a
unit distance from the origin and each equidistant to all other masses. This dis-
tribution must be placed in a space of dimension N−2 [32]. The generalizations
of PI, PII [59], and γ are given by
PND,I =
√
[NTr(Γ2ND)/(TrΓND)
2 − 1]/(N− 1), (38)
PND,II = λ2 − λ1, (39)
γND = λ1 − 1
N
N∑
i=2
λi. (40)
Note that the interpretations of these parameters for N = 3 still hold: PND,I
corresponds to the radial coordinate of the center of mass in this multidimen-
sional space, PND,II is a scaled version of the Cartesian coordinate of q in the
direction joining the masses Λ1 and Λ2, and γND is the Cartesian coordinate in
the direction joining the origin and the mass Λ1. These three measures coincide
if all eigenvalues but the largest one are equal to each other (a condition auto-
matically satisfied for N = 2, that is, for paraxial light). Figure 9 shows this
barycentric construction for N = 4, for which the embedding space is three-
dimensional and the four masses are the corners of a regular tetrahedron.
From the point of view of optical polarization the discussion above might
seem only of academic interest. However, there are situations in classical op-
tics where a treatment that is mathematically analogous to that polarization
for N ≥ 4 components is relevant. Perhaps the simplest example is the use
of modal decompositions to express optical fields, in which N corresponds to
the number of linearly-independent modes used. Like polarization components,
modes provide different channels that can be exploited by the degrees of freedom
of light, and full or partial polarization corresponds to the coherence between
these modes. In particular, paraxial optical beams can be expressed in terms
of, say, Laguerre-Gaussian modes, which constitute a complete and orthonor-
mal basis. This analogy between modal decompositions and polarization has
led to the use of the Poincare´ sphere construction to describe beam shape, first
for fields involving only two modes [80] (which are then analogous to paraxial
polarization), and then for more complicated fields [81, 82, 83, 84, 85, 86, 87].
In this analogy, the axis s3 corresponds not to spin but to orbital angular mo-
mentum. Due to the curvature of the parameter space, geometric phases can be
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Figure 9: Geometric interpretation of the measures of polarization P4D,I, P4D,II,
and γ4D in terms of the center of mass q (blue dot) of four point masses (purple
dots) whose magnitudes are Λi, the eigenvalues of Γ4D and whose positions
are the corners of a regular tetrahedron inscribed in a unit sphere: P4D,I is the
distance of q to the origin; γ4D is the distance from the origin to the intersection
of the line from the origin to the mass Λ1 with a plane containing q and normal
to this line; P4D,II is the distance from the origin to the intersection of the line
from the origin to the mass Λ1 with a plane containing q and normal to the line
segment joining the masses Λ1 and Λ2.
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observed under cyclic transformations of the beams, and they can be measured
through several methods [88, 89, 90, 91]. Further, beams composed of coherent
superpositions of N modes can be fully described in terms of N − 1 points over
a unit sphere by using the Majorana construction [92] since they are analogous
to a fully polarized state.
Mode superpositions that are partially coherent and their analogy with par-
tial polarization in N dimensions have also been studied within the context of
waveguides supporting N propagating modes. In particular, analogues of Stokes
parameters can be used to characterize these modes [93, 94, 95], allowing gen-
eralizations of the Poincare´ sphere [96] and the use of the definition PND,I to
characterize the overall level of coherence amongst the modes [97].
8 Concluding remarks
This short tutorial aimed to summarize different theoretical descriptions of the
local polarization of general nonparaxial fields. The emphasis was on high-
lighting geometrical aspects of these descriptions. As has been noted already
in many of the references cited here, the extension from 2 to 3 relevant field
components causes the different ways to think about the standard degree of
polarization in the paraxial regime to lead to different measures in the non-
paraxial regime. Also, the region occupied by the Stokes parameters becomes
not only considerably higher in dimensionality but also more complex in shape.
It should be mentioned that other representation of polarization of nonparaxial
light have been given that were not discussed here, such as the use of multipolar
decompositions [98].
It has been pointed out in this article and elsewhere [40] that the role of
unitary transformations is not as important for the description of nonparaxial
polarization as it is for paraxial light, since these transformations (other than
rotations and inversions) do not correspond to the actions of optical elements.
It is clear that rotations and inversions would simply result in the same trans-
formation for the Hannay-Majorana and Poincarana descriptions, as well as
for the Stokes-Gell-Mann sub-vector s3 (the normalized spin density), but the
transformation would be more complex for the remaining Stokes-Gell-Mann sub-
vectors. More general unitary transformations, on the other hand, would have
a more complicated effect in any of these representations. The only geometric
representation described here that is explicitly invariant to unitary transforma-
tions is the center-of-mass construction where the masses are the eigenvalues
Λi of the matrix. However, while illustrative, this representation does not fully
characterize the polarization state, namely the polarization matrix or the shape
and orientation of the region in space occupied by the field. As an aside, note
that when the same formalism is used to described not polarization but modal
structure, as described in the previous section, unitary transformation can be
physically realizable and therefore relevant.
When Λ2 = Λ3, PI = PII = QII = γ because the center of mass q lies
along the line joining the origin and the mass Λ1 in Fig. 4. In this case, the
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polarization matrix can be written as a superposition of a fully polarized (fac-
torizable) component, and a fully unpolarized one proportional to the 3 × 3
identity. The Stokes-Gell-Mann vector ~s would be equal to the corresponding
vector for the coherent part (which depends only on four parameters) times PI.
One could imagine that for this restricted class of fields, the Hannay-Majorana
or Poincarana descriptions could be modified, where the radial component of
the two points is set to some monotonic function of PI.
Finally, note that this article focused on the local description of polariza-
tion. The spatial distribution of polarization and the topological properties it
can present given the physical restrictions imposed by Maxwell’s equations is a
very active and interesting field of research that was mentioned only in pass-
ing here. Also, as is standard practice in optics, the description in this work
was based only the electric field vector. For paraxial light, the behaviors of
the electric and magnetic fields are closely linked, so describing one of them is
sufficient. This is not true, however, for nonparaxial light, where the knowledge
of the statistical behavior of, say, the electric field at a single point is insufficient
to know the magnetic field’s local behavior. Therefore, the complete local elec-
tromagnetic description would require using both fields (equivalent to a vector
with 6 components), so that the normalized Stokes parameter space would be
of dimension 35 and the description of fully polarized fields would require 10
parameters (e.g. five points over a unit sphere).
Appendix A
Let us consider the relation between the correlations of three functions f, g, h. In
particular, we seek to determine the range of complex values that the following
normalized product of correlations can take:
Ξ =
〈f∗g〉〈g∗h〉〈h∗f〉
〈|f |2〉〈|g|2〉〈|h|2〉 . (41)
To simplify the problem, consider that these functions are expanded in terms of a
discrete orthonormal basis set. Without loss of generality, we can choose the ba-
sis so that only three basis elements are required, for example by using a Gram-
Schmidt procedure such that the first element is a normalized version of f , the
second element is a normalized version of the part of g that is orthonormal to the
first element, and the last element is a normalized version of the part of h that is
orthogonal to the first two elements. The expansion coefficients for the normal-
ized versions of f, g, h can then be written as (1, 0, 0), (cos θ1, sin θ1, 0) exp(iγ1),
and [cos θ2, sin θ2 cosφ exp(iη), sin θ2 sinφ exp(iξ)] exp(iγ2), respectively. Notice
that, without loss of generality, the phases of the elements were chosen so that
the first coefficient for f is real and the two coefficients for g are in phase. The
expression for the product of correlations then reduces to
Ξ = cos θ1 cos θ2[cos θ1 cos θ2 + sin θ1 sin θ2 cosφ exp(iη)]. (42)
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By substituting θ1,2 = θ ± α and using trigonometric identities, Ξ can be
simplified to
Ξ =
1
4
(cos 2θ + cos 2α)[(cos 2θ + cos 2α) + (cos 2α− cos 2θ) cosφ exp(iη)]
=
1
4
(c1 + c2)[(c1 + c2) + (c2 − c1)c3 exp(iη)], (43)
where c1 = cos 2θ, c2 = cos 2α, and c3 = cosφ are all within the range [−1, 1].
As the three parameters cn and the phase φ vary, Ξ spans a region over the
complex plane; the goal of this appendix is to determine the edge of this region.
It is straightforward to see that the edge is reached for extremal values of c3
given the linear dependence of Ξ on this parameter. Without loss of generality
we then chose as c3 = 1 given that the two factors multiplying it can account
for sign changes. The real and imaginary parts of Ξ can then be written as
ΞR =
1
4
(c1 + c2)[(c1 + c2) + (c2 − c1) cos(η)], (44)
ΞI =
1
4
(c22 − c21) sin(η). (45)
We now eliminate η by solving for it in terms of ΞR and substituting the solution
into the expression for ΞI, which gives after some simplification
ΞI = ±1
2
√
[2ΞR − c1(c1 + c2)][c2(c1 + c2)− 2ΞR]. (46)
The final step is to find the values of c1 and c2 that maximize the value of ΞI
for fixed ΞR. By taking derivatives with respect to both c1 and c2 and setting
them to zero, we see that the only solutions correspond to c1 = −c2, which is
indeed stationary but is clearly not the bound we are looking for as it makes
Ξ = 0, and c1 = c2 =
√
ΞR, which also does not correspond to the solution
we are seeking since it makes ΞI = 0. The solutions must then correspond to
points along the edge of the square region occupied by (c1, c2). We therefore
set c2 = 1 and find the value of c1 that maximizes Ξ
2
I , with corresponds to
c1 = (4ΞR − 1)/3. The resulting expression for the region inhabitable by Ξ is
that given in Eq. (31). Note that the same boundary would have been found by
setting instead c2 = −1, or by setting c1 = ±1 and maximizing for c2.
Appendix B
We now show that the the inequality in (34) only causes restrictions for |~s| > 1/2.
The key for this proof is to note that the inequality causes restrictions in the
phase of Ξ only for |Ξ| ≥ 1/8. Recall from Eq. (33) that
|Ξ| = 3
√
3h1h2h3
1− 3s21 + 2s31 sin 3α
. (47)
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It is easy to see also that P 2I = |~s|2 = s21 + h21 + h22 + h23. We now seek for the
values of these parameters that maximize |Ξ| for fixed PI = 1/2 to show that
for these values |Ξ| remains at or below 1/8. Note that h1h2h3 is maximized
for fixed h21 + h
2
2 + h
2
3 when all hm are equal. Let us then choose hm = h, and
set the numerator of the right-hand side of Eq. (47) to 3
√
3h3. We can then set
P 2S = s
2
1 + 3h
2 = 1/4, solve for h and substitute the result in Eq. (47), which is
then a function of only s1 and α. The resulting expression for |Ξ| is maximized
for s1 = 0, for which it gives precisely |Ξ| = 1/8. Therefore, for any state for
which |~s| ≤ 1/2, |Ξ| ≤ 1/8.
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