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These lecture notes were created for a graduate-level course on quantum simula-
tion taught at Leibniz University Hannover in 2013. The first part of the course
discusses various state of the art methods for the numerical description of many-
body quantum systems. In particular, I explain successful applications and inherent
limitations due to the exponential complexity of the many-body problem. In the
second part of the course, I show how using highly controllable quantum system
such as ultracold atoms will provide a way to overcome the limitations of classical
simulation methods. I discuss several theoretical and experimental achievements
and outline the road for future developments.
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3CHAPTER 1: EXACT DIAGONALIZATION
1.1 The many-body problem
A common theme in all branches of quantum physics is to identify the eigenstates |φi〉 of
a Hamiltonian H, and the respective eigenenergies Ei. Once equipped with the eigenstates,
we can relatively easily calculate many interesting aspects such as the time evolution, or its
thermal properties, according to the relation
ρ = Z−1 exp(−βH) = Z−1
∑
i
exp(−βEi)|φi〉〈φi|, (1.1)
where Z = Tr{exp(−βH)}, which gives us the density operator ρ at the inverse temperature
β. A special case occurs at (or close to) zero temperature, as then only the ground state |φg〉
will provide the dominant contribution. Nevertheless, the system can still undergo phase
transitions if the ground state energy Eg itself exhibits non-analytic behavior. Consequently,
finding the ground state is often a crucial step to establish a thorough understanding of a
quantum system.
In the following, we will mainly focus on discussing ground state properties of many-body
systems containing only few local degrees of freedom. A prominent class of such many-body
models are spin 1/2 models, which consist of two-level systems localized at the sites of some
lattice. As a specific example, let us turn to the to the one-dimensional transverse field Ising
model, whose Hamiltonian is given by
H = g
N∑
i=1
σ(i)x −
N−1∑
i=1
σ(i)z σ
(i+1)
z . (1.2)
Here, we have expressed the spins with the help of Pauli matrices, while g can be in-
terpreted as the strength of a field transverse to the quantization axis of the spins, and
all energies are measured in the strength of the interaction between two neighboring spins.
While this model is actually exactly solvable in the limit N → ∞ [1], we will use it to
illustrate various approaches to many-body problems.
Without going into specific details, let us consider the two possible limits of the transverse
Ising model. For g →∞, we can ignore the interaction, and the problem reduces to a single
4spin in a magnetic field. Consequently, the ground state is given by
|φg〉 =
N∏
i=1
1√
2
(| ↑〉i − | ↓〉i). (1.3)
In the limit of zero external field, g → 0, we just have to minimize the interaction energy,
which leads to two distinct fully polarized ground states, |φ(1)g 〉 = | ↓↓↓ · · · 〉 and |φ(2)g 〉 =
| ↑↑↑ · · · 〉. Note that the Hamiltonian does not distinguish between up and down spins (a
so-called Z2 symmetry), but the two possible ground states do. This symmetry breaking is a
manifestation of the system being in two different quantum phases for g  1 (ferromagnet)
and g  1 (paramagnet). From the exact solution, it is known that the quantum phase
transition occurs at a critical transverse field of gc = 1.
1.2 Exact and not-so-exact diagonalization
The term “exact diagonalization” is often used in a slightly misleading manner. In
general, to find the eigenvalues of a d-dimensional Hamiltonian, one has to find the roots
to the characteristic polynomial of degree d, for which in general no exact solution can be
found for d > 4. Of course, we can still hope to numerically approximate the eigenvalues to
an arbitrary degree, but the fact that we have to work with computers operating with fixed
precision numbers makes this endeavour substantially more complicated.
Keeping that aside, finding the eigenvalues by solving the characteristic polynomial is a
bad idea, as finding roots of high-degree polynomials is a numerically tricky task [2]. In fact,
one of the most powerful methods for finding the roots of such a polynomial is to generate a
matrix that has the same characteristic polynomial and find its eigenvalues using a different
algorithm! A much better strategy is to find a unitary (or orthogonal, if all matrix elements
of the Hamiltonian are real) transformation that makes the Hamiltonian diagonal, i.e.,
H → U †HU (1.4)
The general strategy is to construct the matrix U in an iterative way,
H → U †1HU1 → U †2U †1HU1U2 → · · · (1.5)
until the matrix becomes diagonal. The columns of U = U1U2U3 · · · then contains the
eigenvectors of H. There are many different algorithms for actually performing the diago-
5nalization, and it is usually a good idea to resort to existing libraries (such as LAPACK)
for this task. However, if we are only interested in finding the low-energy eigenvalues of a
particular Hamiltonian, we can make a few simplifications that will allow for much faster
computations.
1.3 The power method
Initially, we pick a random state |φ0〉 which has a very small but finite overlap with the
ground state, i.e., 〈φ0|φg〉 6= 0. Then, we repeatedly multiply the Hamiltonian with this
initial state and normalize the result,
|φn+1〉 = NH|φn〉, (1.6)
where N is the normalization operation. This method will eventually converge to the eigen-
vector with the largest absolute eigenvalue, so by subtracting a constant energy from the
Hamiltonian, we can always ensure that this will be the ground state. The key advantage
is that the matrix-vector multiplications occuring at each iteration can be implemented
very fast: in most cases (as for the transverse Ising model), for each column the number of
nonzero entries in such a sparse Hamiltonian are much smaller than the dimension of the
Hilbert space (here: N vs. 2N).
1.4 Lanczos algorithm
The power method can be readily improved by using not only a single state during each
iteration, but employing a larger set of states which will be extended until convergence is
reached. This procedure is known as Lanczos algorithm and is implemented as follows [3]:
1. Pick a random state |φ0〉 as in the Power method
2. Construct a second state |φ1〉 according to
|φ1〉 = H|φ0〉 − 〈φ0|H|φ0〉〈φ0|φ0〉 |φ0〉 (1.7)
3. Starting with n = 2, recursively construct an orthogonal set of states given by
|φn+1〉 = H|φn〉 − an|φn〉 − b2n|φn−1〉, (1.8)
6where the coefficients an and bn are given by
an =
〈φn|H|φn〉
〈φn|φn〉 b
2
n =
〈φn|φn〉
〈φn−1|φn−1〉 . (1.9)
4. Diagonalize the matrix given by
H =

a0 b1 0 0 · · ·
b1 a1 b2 0 · · ·
0 b2 a2 b3 · · ·
0 0 b3 a3 · · ·
...
...
...
...
. . .

. (1.10)
5. If the ground state energy has not converged to the desired accuracy, proceed at step
3 by increasing n by one.
While the exact ground state is only reached when n is equal to the dimension of the
Hilbert space, the remarkable feature of the Lanczos algorithm is that typically only a few
hundred iterations are necessary. However, there is one important caveat: due to finite-
precision arithmetic, the orthogonality between the states |φn〉 is quickly lost. For practical
applications, it is therefore advisable to use an improved algorithm that re-orthogonalizes
the states.
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FIG. 1.1 Spontaneous magnetization of the ferromagnetic 1D Ising model in a transverse field for
18 spins computed using the Lanczos algorithm.
71.5 Some remarks on complexity
Let us briefly consider the difficulty inherent in exact diagonalization studies. On each
lattice site, we have 2 degrees of freedom, refering to a spin pointing either up or down.
However, for N spins, we have 2N possible spin configuration. The consequences of this
exponential scaling cannot be underestimated: if we want to store the vector corresponding
to the ground state in a computer using double precision, we would need 8 TB of memory
for N = 40, and for N = 300, the number of basis states already exceeds the number of
atoms in the universe! From these considerations, we see that exact diagonalization can
only work in the limit of small system sizes.
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8CHAPTER 2: QUANTUM MONTE-CARLO
2.1 Quantum-classical mapping
We have seen in the previous chapter that exact diagonalization is an impossible task
for more than a few particles. In quantum Monte-Carlo simulations, the goal is to avoid
considering the full Hilbert space, but randomly sample the most relevant degrees of freedom
and try to extract the quantities of interest such as the magnetization by averaging over a
stochastic process. To pursue this goal, we first need to establish a framework in which we can
interpet quantum-mechanical observables in terms of (classical) probabilities. This process
is called a ”quantum-classical mapping” and allows us to reformulate quantum many-body
problems in terms of models from classical statistical mechanic, albeit in higher dimensions.
Suppose we wish to calculate the partition function Z = Tr{exp(−βH)} of the transverse
Ising model, as knowledge of the partition function allows us to calculate all thermodynamic
quanties that may be of interest. Specifically, we have
Z = Tr
{
exp
[
−β
(
g
∑
i
σ(i)x −
∑
i
σ(i)z σ
(i+1)
z
)]}
(2.1)
= Tr
exp
(
−βg
Ny
∑
i
σ(i)x +
β
Ny
∑
i
σ(i)z σ
(i+1)
z
)Ny (2.2)
= lim
Ny→∞
Tr

[
exp
(
−βg
Ny
∑
i
σ(i)x
)
exp
(
β
Ny
∑
i
σ(i)z σ
(i+1)
z
)]Ny , (2.3)
where in the last line we have used the Suzuki-Trotter expansion
exp
[
1
N
(A+B)
]
= exp
(
A
N
)
exp
(
B
N
)
+O(1/N2), (2.4)
which can be proved using the Baker-Campbell-Hausdorff formula. Using the same ex-
pansion, we can replace the exponential of the product by a product of the exponentials,
i.e.,
Z = lim
Ny→∞
Tr
exp
(
−βg
Ny
∑
i
σ(i)x
)Ny
exp
(
β
Ny
∑
i
σ(i)z σ
(i+1)
z
)Ny . (2.5)
The exponentiation to the power of Ny can be written as a product, and we can insert Ny−1
identity operators according to
ANy =
Ny∏
i=1
A = A|i1〉〈i1|A|i2〉〈i2|A · · ·A|iNy−1〉〈iNy−1|A. (2.6)
9Let us know look more closely at the product involving the spin-flip operators σx, where we
will encounter terms of the form
〈ij| exp
(
aσ(i)x
) |ij+1〉 = 〈ij| [cosh(a) + σ(i)x sinh(a)] |ij+1〉. (2.7)
The crucial part of the quantum-classical mapping is to interpret the partition function of
the one-dimensional chain containing N spins as the partition function of a corresponding
two-dimensional spin model containing N × Ny spins [1]. In this interpretation, we can
rewrite the spin-flip operators in terms of an Ising interaction in the y direction (plus a
constant energy shift),
〈ij|
[
cosh(a) + σ(i)x sinh(a)
] |ij+1〉 = 1
2
[exp(−a)〈ij|σ(i,j)z σ(i,j+1)z |ij+1〉+ exp(a)]. (2.8)
We now want to cast these terms back into an exponential form,
1
2
[exp(−a)〈ij|σ(i,j)z σ(i,j+1)z |ij+1〉+ exp(a)] = Λ exp
(
γσ(i,j)z σ
(i,j+1)
z
)
(2.9)
where we find for the coefficents Λ and γ
Λ =
√
sinh(a) cosh(a) (2.10)
γ = −1
2
log tanh(a). (2.11)
We can now insert this expression back into the partition function Eq. (2.5) and carry out
the Ny multiplications. The boundary conditions for the Ising interaction along the Ny
direction are fixed by the final trace operation; as the trace is implemented by multiplying
〈iNy | from the left and |iNy〉 from the right, we have periodic boundary conditions. In total,
we obtain
Z = ΛNNyTr
{
exp
(
γ
N∑
i=1
Ny∑
j=1
σ(i,j)z σ
(i,j+1)
z +
β
Ny
N∑
i=1
Ny∑
j=1
σ(i,j)z σ
(i+1,j)
z
)}
. (2.12)
The constant prefactor in the partition function is irrelevant as it will drop out when cal-
culating thermodynamic observables. Consequently, we can identify a corresponding two-
dimensional classical Ising model with anisotropic interactions which reproduces the same
thermodynamics as the one-dimensional quantum Ising model in a transverse field. The
Hamiltonian for the classical model is given by
Hcl = −Nyγ
β
N∑
i=1
Ny∑
j=1
σ(i,j)z σ
(i,j+1)
z −
N∑
i=1
Ny∑
j=1
σ(i,j)z σ
(i+1,j)
z . (2.13)
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Note, however, that the classical temperature βcl = β/Ny is different from the quantum
temperature β. Nevertheless, we can now proceed to calculate the thermodynamic properties
of the quantum model by performing classical Monte-Carlo simulations.
2.2 Metropolis algorithm
When trying to evaluate thermodynamic observables for a classical spin model, we still
find ourselves in considerable difficulties as also the classical configuration space grows ex-
ponentially with system size. However, we are not really interested in a solution that incor-
porates all microscopic details, but rather we want to obtain information about macroscopic
observables. So, we will be fine with any microscopic description of the model of interest,
as long as it gets the macroscopic statistics right. Here, the goal is to find a microscopic
description which can be efficiently (i.e., using resources that only grow polynomially with
system size) implemented on a computer.
The most famous method for the Monte-Carlo simulation of statistical mechanics models
is the Metropolis algorithm [2]. Let us first state the basic steps of the algorithm for the
Ising model and then analyze it in more detail.
1. Pick an arbitrary initial state (e.g., all spins polarized) and compute its energy E.
2. Flip a random spin and calculate the energy of the new configuration E ′
3. If E ′ <;E, always accept the new configuration.
4. If E ′ > E, accept the new configuration with probability exp(−β[E ′ − E]).
5. Continue at step 2 until the macroscopic observables (averaged over a fixed number
of steps) are equilibrated.
To evaluate the algorithm, let us consider two configurations x and x′ with energies
E and E ′,respectively. The probalities for these configurations are denoted by p(x), and
p(x′). Let us assume that E < E ′, so the transition probability satisfy p(x′ → x) = 1 and
p(x′ → x) = exp(−β[E ′−E]) for the inverse process. In equilibrium, the system will satisfy
detailed balance (absence of currents), i.e,
p(x)p(x→ x′) = p(x′)p(x′ → x), (2.14)
11
FIG. 2.1 Two-dimensional classical Ising model at β = 1 (left) and at β = βc = log(1 +
√
2)/2
(right) (taken from [3]).
or equivalently
p(x′)
p(x)
=
p(x→ x′)
p(x′ → x) = exp(−β[E
′ − E]), (2.15)
which reproduces the Boltzmann distribution and thus gives rise to the correct thermo-
dynamic behavior. The convergence of the Metropolis algorithm can be improved by also
including unphysical processes that flip a large domain of spins at once (so-called ”cluster
updates”) [4], as constructing these processes from individual spin flips will consume a lot
of time. Fig. 1 shows results of Monte-Carlo simulations for two different values of β for
the isotropic two-dimensional Ising model.
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2.3 From classical to quantum phase transitions
Let us now come back to the anisotropic Ising model that we obtained using the quantum-
classical mapping. If we play around with Ny and βcl, we find that the phase transition
between the paramagnet and the ferromagnet occurs on a critical line that is given by
sinh(2βccl) sinh
(
2βccl
Nyγ
β
)
= 1, (2.16)
where βccl is the critical inverse temperature [1]. Remarkably, the condition Ny → ∞ at
a fixed classical temperature βc = β/Ny means that the corresponding quantum phase
transition takes place at β = ∞, i.e., at zero temperature. At finite temperature, the
extension in the Ny direction will be finite and the classical model belongs to the universality
class of the one-dimensional Ising model, which does not exhibit a phase transition. If we
substitute the definitions for the coupling constants into the equation for the critical line,
we obtain
sinh(2βccl)
sinh(2gcβccl)
, (2.17)
which immediately gives us the critical transverse field gc = 1, in agreement with the exact
solution of the quantum model. From our knowledge of the classical 2D Ising model, we
can also immediate extract the scaling of observables close to the critical point, e.g., for the
magnetization
m = m0(g − gc)1/8, (2.18)
as the critical exponents for the 1D quantum model are identical to the ones of the classical
2D model.
2.4 The sign problem
While quantum Monte-Carlo methods are indeed very powerful for tackling a large variety
of many-body problems, they are also constrained by inherent limitations. One possible
problem we can run into is that the partition function of the classical model cannot be
computed efficiently. For example, consider the classical Hamiltonian
H =
∑
〈i,j〉
Jijσ
(i)
z σ
(j)
z (2.19)
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on a three-dimensional cubic lattice, where the nearest-neighbor interactions Jij are ran-
domly chosen from the values {−1, 0,+1}. This model exhibits glassy behavior and finding
its ground state is known to be NP-complete [5], i.e., it is widely believed that there is no
efficient way to simulate this model. On the other hand, we can safely assume that precisely
due to the glassy properties that makes the model hard to study, the ground state is irrel-
evant as a physical state as the system will take exponentially long to reach it even if we
put it into heat bath at zero temperature. A more subtle issue can arise as the result of the
quantum-classical mapping, which is known as the “sign problem”.
To be explicit, let us assume that during our quantum-classical mapping procedure, we
encounter the following term in the Hamiltonian:
H = Jσ
(i)
+ σ
(i+1)
− + h.c., (2.20)
where we have used the spin-flip operators σ+ = | ↑〉〈↓ | and σ− = σ†+ = | ↓〉〈↑ |. Within
the quantum-classical mapping, we will encounter terms of the form
〈ij| exp
(
aσ
(i)
+ σ
(i+1)
−
)
|ij+1〉 = 1
2
[cosh(a)+1+(cosh(a)−1)σ(i)z σ(i+1)z +sinh(a)σi+σi+1− ]. (2.21)
The constant term and the Ising interaction are unproblematic and can be cast into the
classical partition function as in the case of the transverse Ising model. Whether we can do
the same for the spin-flip term (which will ultimately result in a four-body interaction for
the classical Ising spins), depends on the sign of J . For the ferromagnetic case, J < 0, the
coefficient a = −βJ/N will be positive and we can turn this interaction into a term of the
form Λ exp(−βclJclHcl) with Λ being positive so the interpretation in terms of a classical
partition function remains valid. On the other hand, for an antiferromagnetic interaction
with J > 0, we find Λ to be negative and therefore we do not obtain the equivalent of
a classical partition function. In some cases, we can work around this by using a unitary
transformation that maps onto a model that does not exhibit this problem. For instance
on a bipartite lattice, we can fix this problem by flipping spins on one of the sublattices
by transforming σz → −σz, turning the antiferromagnetic interaction into a ferromagnetic
one. However, this does not work in general, nevertheless there is still a way to perform
classical Monte-Carlo sampling. When sampling over our classical configuration space, the
problematic contributions correspond to negative probabilities, i.e., when we compute the
14
value of an observable A,
〈A〉 = Tr{A exp(−βH)}
Tr{exp(−βH)} =
∑
i
Aipi∑
i
pi
, (2.22)
we find some of the pi to be negative. This can be resolved by taking the absolute value of
these probabilities and dividing by the expectation value of the sign, i.e.,
〈A〉 =
∑
i
Ai sgn pi|pi|/
∑
i |pi|∑
i
sgn pi|pi|/
∑
i |pi|
≡ 〈As〉|p|〈s〉|p| . (2.23)
However, this modification comes at a hefty price: as the uncertainty of the denominator
will typically increase exponentially with the size of the system [6], we will no longer have
an efficient algorithm.
Despite these difficulties, it may sometimes still be more favorable to perform Monte-Carlo
simulation than performing exact diagonalization, but this certainly depends on details of
the model at hand. Finally, the sign problem is not limited to models of the type outlined
above. As a rough guidance, frustrated spin models and fermionic models tend to have a
sign problem, while bosonic models tend to be free of it.
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CHAPTER 3: DENSITY-MATRIX RENORMALIZATION GROUP
3.1 Variational method
While quantum Monte-Carlo methods provide very useful tools to study many-body
systems, we have seen that the sign problem consittutes a significant challenge. In addition,
the required quantum-classical mapping makes it difficult to implement direct computer
algorithms taking only the Hamiltonian as their input. On the other hand, there is a
conceptually simple but quite powerful method to approximate the ground state of arbitrary
quantum systems which is known as the variational method. In a nutshell, one writes down
an ansatz for the ground state as a trial wave function, which contains one or more variational
parameters that are chosen such that the minimize the energy of the system.
As a specific example, let us study the Hamiltonian for the Helium atom,
H =
∑
i=1,2
p2i
2
−
∑
i=1,2
Z
ri
+
1
|r1 − r2| , (3.1)
where we have used atomic units, Z = 2 denotes the charge of the nucleus, and the positions
ri and momenta pi satisfy the usual commutation relations [ri,α, pj,β] = iδijδαβ for the
components α, β = x, y, z. Physically speaking, it makes sense that the interaction between
the electrons shield the Coulomb potential of the nucleus, so we use as an ansatz a product
wave function of the form given in position space by [1]
ψ(r1, r2) =
Z˜3
pi
exp(−Z˜[r1 + r2]), (3.2)
where the variational parameter Z˜ accounts for the shielding of the core. Computing the
expectation value of the Hamiltonian with respect to this trial wave function yields
〈H〉 = Z˜2 − 4Z˜ + 5
8
Z˜. (3.3)
This function has a minimum at the effective charge Z˜ = 27/16 = 1.6875 and leads to
a ground state energy of Eg = −729/256 ≈ −2.848, which is within 2% accuracy of the
experimentally measured value of Eg = −2.903 [2].
3.2 Reduced density matrices
As the name implies, the Density-Matrix Renormalization Group (DMRG) method does
not operate on pure quantum states, but on density matrices, which were originally discussed
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in the context of open quantum systems. Generally, we can think of a system decribed by
a density matrix ρ as a statistical mixture of pure quantum states |ψi〉, i.e.,
ρ =
∑
i
pi|ψi〉〈ψi|, (3.4)
where pi can be interpreted as the probability to find the system in the pure quantum state
|ψi〉. Density matrices have unit trace and are positive-semidefinite, and their time evolution
is governed by the von Neumann equation,
d
dt
ρ = − i
~
[H, ρ]. (3.5)
Density matrices play an important role when looking at a smaller subsystem embedded in
an environment. Consider a bipartite system composed of the subsystems A and B, with
pure states being represented by
|ψ〉 =
∑
ij
cij|i〉A|j〉B ≡
∑
ij
cij|ij〉. (3.6)
Then, we can define the reduced density matrix of A as the partial trace over B, given by
ρA = TrB{ρ} =
∑
i,i′
∑
j
〈ij|ρ|i′j〉|i〉〈i′|. (3.7)
3.3 The DMRG algorithm
The key element of DMRG is to think of the many-body system of interest being composed
of a system of size l, attached to an environment of the size L− l. Suppose we have already
found a set of D states {|φS〉}, which allows us to give a good approximation to both the
Hamiltonian and its ground state for this particular system size. Then, we can increase the
system size to l + 1 by the following procedure [3]:
1. Form a new system S ′ of size l + 1 by combining the D states describing the system
with the full Hilbert space describing the additional site. For spin 1/2, we have a new
set of states according to {|φSl ↑〉, |φSl ↓〉}.
2. Build a superblock of size 2l + 2 by combining the enlarged system with the enlarged
environment. The Hilbert space of this dimension will be 4D2 in the case of spins.
If the Hamiltonian is reflection symmetric (i.e, left and right are identical), the basis
states for the system and the environment will be the same.
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3. Find the ground state |ψ〉 of the Hamiltonian of this superblock by exact diagonaliza-
tion.
4. Compute the reduced density matrix for the enlarged system
ρ′S = Tr
′
E{|ψ〉〈ψ|}. (3.8)
5. Diagonalize the reduced density matrix and keep only the eigenvectors corresponding
to the D largest eigenvalues. This set of states {|ψSl+1〉} will serve as the input for the
next iteration step.
6. Express the Hamiltonian for system size l + 1 in this new basis.
7. Continue this iteration until sufficient convergence of observables (e.g, of the ground
state energy) is obtained.
This procedure is commonly referred to as “infinite-system DMRG” [3]. In practice,
one can often achieve significantly better results by accounting for finite size effects. This
can be done in a relatively straightforward way by keeping track of the system and the
environment separately. Once the infinite-system algorithm has reached the desired size,
one can successively increase the system at the expense of the environment. When the
environment reaches a minimum size, the procedure is reversed and the environment is
increased at the expense of the system. Multiple sweeps of this kind can be performed until
the ground state energy has converged to an even better value. During each step, we can also
use the estimate for the ground state obtained during the previous step as the initial state of
our exact diagonalization procedure, which will result in a drastically improved performance
[3]. In general, the error of the DMRG procedure will be given by the truncation error ε,
which is the weight of all the states that have been dropped during the DMRG step. Typical
values are ε ∼ 10−10 for D ∼ 100.
As in the case of exact diagonalization, DMRG is not restricted to ground states, but due
to the constraints imposed by the convergence of the exact diagonalization step, it works
best for low-energy eigenvalues. It is also possible to compute the time evolution of a many-
body system using DMRG, for instance by combining it with the Runge-Kutta scheme for
the numerical integration of ordinary differential equations [4]. This is done by using the
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DMRG procedure to converge towards four different target states,
|k1〉 = τH(t)|ψ(t)〉 (3.9)
|k2〉 = τH(t+ τ/2)
[
|ψ(t)〉+ 1
2
|k1〉
]
(3.10)
|k3〉 = τH(t+ τ/2)
[
|ψ(t)〉+ 1
2
|k2〉
]
(3.11)
|k3〉 = τH(t+ τ) [|ψ(t)〉+ |k3〉] . (3.12)
The state at the time t+ τ then follows from [5]
|ψ(t+ τ)〉 = 1
6
[|k1〉+ 2|k2〉+ 2|k3〉+ |k4〉] +O(τ 5). (3.13)
3.4 Matrix product states
To understand the success of DMRG, it is instructive to look at the set of states that can
be created using this method. It turns out that these are given by so-called “matrix product
states” of the form
|ψ〉 =
∑
{ij}
Tr
{
N∏
k=1
Aikk
}
|i1, i2, . . .〉, (3.14)
where Aikk is a D×D matrix associated with every site k and the corresponding basis vector
|ik〉. For translational invariant systems, the matrix elements will be identical for all sites,
but each matrix will still act on its own (axillary) Hilbert space, i.e., we can express each
Aj as
Aj =
∑
αβ
(A)αβ|α〉j〈β|j, (3.15)
for some orthonormal basis {|α〉}. During each DMRG step, we perform basis transforms
of the form
|ml〉 =
∑
ml−1,σl
= (Al)ml,ml−1|ml−1〉|σl〉, (3.16)
which tell us how to go from the block of size l− 1 to size l by including an additional site,
with σl =↑, ↓ for spin 1/2 [3]. Applying this construction recursively, we see that the basis
states obtained within DMRG indeed belong to the class of matrix product states. The
variational character of the DMRG algorithm becomes apparent when we consider the state
of a superblock,
|ψ〉 =
D∑
mn
∑
i
ψmσl/2σl/2+1n(Al/2−1 · · ·AM)m,(σ1···σM )(Al/2+2 · · ·AN−M)n,(σN−M ···σN )|i〉, (3.17)
19
where M forms the largest block that can be solved exactly, i.e, dim(M) = D. Then, we
can interpret the coefficients ψmσl/2σl/2+1nas the variational parameters according to which
the energy is being minimized. Further information about the relationship between DMRG
and matrix product states can be found in a more recent review article [6].
3.5 Entanglement and the area law
Having seen that DMRG implements a variational method based upon matrix product
states, it is important to pose the question how generic these states will be in terms of
ground states of many-body Hamiltonians. A key concept in answering this question is
entanglement, i.e., nonclassical correlations between different parts of the system. Consider
the two-spin state
|ψ〉 = 1√
2
(| ↑↑〉+ | ↓↓〉, (3.18)
which can be represented by the density matrix
ρ =

1/2 0 0 1/2
0 0 0 0
0 0 0 0
1/2 0 0 1/2
 . (3.19)
As can be seen from the diagonal elements, this state possesses classical correlations, but its
off-diagonal contributions are what is crucial here. It is instructive to look at the reduced
density matrix of a single spin,
ρ1 = Tr2{ρ} =
 1/2 0
0 1/2
 . (3.20)
This state is proportional to the identity, so it is invariant under all unitary transformations,
i.e., UρU † = ρ. Consequently, despite the two-spin state being pure, its local density matrix
of a single spin is completely random and does not carry any information at all!
We can quantify this behavior using the von Neumann entropy, defined as
S = −Tr{ρ log ρ}, (3.21)
which vanishes for pure states and reaches its maximum log d, with d being the Hilbert space
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dimension, for the “maximally mixed state”,
ρ =

1/d
1/d
. . .
 , (3.22)
which for a single spin is precisely the state we have obtained above. The von Neumann
entropy is invariant under unitary transformations and therefore does not change under
Hamiltonian dynamics. Additionally, it is subadditive with respect to its subsystems, i.e.,
S(ρAB) ≤ S(ρA) + S(ρB), (3.23)
where ρA and ρB are the density matrices of the individual subsystems A and B [7]. Conse-
quently, by looking only at parts of the full system, we can only obtain partial information,
as seen in the example above. Remarkably, for pure states of the full system, the entropies
S(ρA) and S(ρB) are identical. This can be seen by looking at the Schmidt decomposition
[8] of the wave function of the full system,
|ψ〉 =
∑
i
ci|φi〉|χi〉, (3.24)
which results in the reduced matrices
ρA =
∑
i
|ci|2|φi〉〈φi|, ρB =
∑
i
|ci|2|χi〉〈χi|. (3.25)
As the coefficients |ci|2 are identical for both subsystems, the reduced density matrices have
the same nonzero eigenvalues and therefore the same entropy. Therefore, we can define
an “entanglement entropy” for any pure state |ψ〉 simply as the entropy of the reduced
density matrix S(ρA). In general, the entanglement entropy will depend on the choice of
the subsystems, however, we are mostly interested in the partitioning that maximizes the
entanglement entropy. For translationally invariant systems, this is achieved simply by
cutting the system in half.
Coming back to the question on the usefulness of DMRG, we take a look at the entan-
glement entropy of matrix product states. As the states are encoded in terms of a D × D
matrix, the entanglement entropy of matrix product states satisfies the relation
S(ρA) ≤ 2 logD, (3.26)
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which does not change with the size of the subsystem. So how does this figure compare
to typical ground states of many-body systems? For gapped one-dimensional systems with
local interactions, it can be shown that the entanglement entropy of the ground state is con-
stant, which can be understood as a consequence of a finite speed of information transfer [9].
Consequently, for this large class of systems, DMRG can be expected to produce accurate
results. Furthermore, for critical (gapless) models or models with strong disorder, one typi-
cally finds a logarithmic divergence of the entanglement entropy with system size, which still
allows for an efficient simulation with DMRG [9]. On the other hand, in higher-dimensional
systems, the entanglement entropy typically satisfies a relation of the form
S(ρA) . A(A), (3.27)
where A(A) is the surface area of the subsystem [9]. Thus, the constant scaling of the
entanglement entropy in one-dimensional systems can be seen as the surface area being
constant in this case. The consequences of this “area law” of the entanglement entropy for
DMRG are disastrous: we cannot expect DMRG to be a useful method for anything beyond
one-dimensional systems. While there have been various approaches to extend DMRG-style
methods to higher dimensions, their success has been fairly limited.
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CHAPTER 4: ANALOG QUANTUM SIMULATION
4.1 Ultracold atoms
We have seen in the previous chapters that classical simulation methods do not work
for many interesting many-body problems, most notably involving fermions or frustrated
interactions in two or three spatial dimensions. The root of this difficulty arises from the
Hilbert space dimension growing exponentially with the size of the system. Therefore, it
looks like we need to use a simulator in which the available resources scale in a similar fashion,
meaning the simulator has to be a quantum system itself! This was first recognized by
Richard Feynman in 1982 [1] and is widely thought to mark the birth of quantum simulation.
A good quantum simulator is a physical system which can be well controlled so it can mimic
basically any other quantum system that might be of interest. Here, ultracold atoms have
been proven to be very attractive:
1. Individual atoms are well isolated from the environment.
2. Their properties can be widely tuned with electric fields, magnetic fields, microwaves,
and lasers.
3. Theoretical predictions can be derived from first principles.
4. Ultracold temperatures in the nanokelvin range are accessible using laser cooling meth-
ods.
Ultracold atoms can be either bosonic or fermionic, which depends on the total spin of
all constituents. As neutral atoms contain as many protons as electrons, their contribution
to the spin will always be an integer number. Consequently, the statistical properties are
set by the number of neutrons, i.e., we have bosons for an even number of neutrons and
fermions for an odd number of neutrons. A prominent example of a bosonic atom is 87Rb
(50 neutrons), while an important fermionic isotope is 40K (21 neutrons). Note that in the
case of potassium, we can actually have both a fermionic and a bosonic (39K) isotope.
A many-body system of ultracold atoms is most coveniently described in the formalism
of the second quantization. Let us first consider spinless bosons, for which we choose a
Fock space for each possible mode as a suitable basis, i.e., eigenstates of the particle number
operator for each mode, {|n〉k}. The total Hilbert space is then formed as the tensor product
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of all these single-mode Fock spaces, H = ⊗kHk. The creation and annihilation operators
for the Fock states satisfy the commutation relations known from the harmonic oscillator:
[ak, al] = [a
†
k, a
†
l ] = 0 (4.1)
[ak, a
†
l ] = δkl. (4.2)
Additionally, the annihilation operator vanishes when applied to the vacuum state of the
mode, ak|0〉k = 0, and the number operator for each mode is simply n = a†kak.
For fermions, the commutation relations are replaced by anticommutation relations:
{ak, al} = {a†k, a†l} = 0 (4.3)
{ak, a†l} = δkl. (4.4)
A consequence of these relations is the Pauli exclusion principle, which states that two
fermions cannot occupy the same state, i.e., a†ka
†
k|0〉k = 0. As operators between different
modes no longer commute (they anti-commute instead), we have to define an ordering of
the modes. Usually, a multi-mode Fock state is defined as
|n1, n2, . . . ni, . . .〉 = (a†i )ni (a†2)n2 (a†1)n1 |0, 0, . . . , 0, . . .〉, (4.5)
i.e., the first mode appears on the right. To understand the subtle point about the impor-
tance of ordering, consider this two-mode example:
a†1|0, 1〉 = a†1a†2|0, 0〉 = −a†2a†1|0, 0〉 = −|1, 1〉. (4.6)
Accounting for spin is straightforward in this formalism and only requires to replace the
operators ak (and its hermitian conjugate) by ak,σ, where σ is the spin variable. We can also
define field operators, which will allow us to express observables and the Hamiltonian in a
convenient way:
ψ(r) =
1√
V
∑
k
eikrak (4.7)
ψ(r)† =
1√
V
∑
k
e−ikra†k, (4.8)
where V is the quantization volume. Depending on the statistics of the creation and anni-
hilation operators, the field operators will obey bosonic or fermionic statistics as well. Since
the field creation operator is the Fourier transform of the mode creation operator a†k, ψ
†(r)
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acting on the vacuum will simply create a particle at position r. We can use this to define
the density operator
n(r) = ψ†(r)ψ(r), (4.9)
which by integration over the full space gives the total particle number, as expected:
N =
∫
drψ†(r)ψ(r) =
∫
dr
1
V
∑
k,k′
ei(k−k
′)ra†kak =
∑
k
a†kak. (4.10)
We are now in the position to formulate the Hamiltonian for the many-body system of ultra-
cold atoms. The kinetic energy is diagonal when using creation and annihilation operators,
Hkin =
∑
k
~2k2
2m
a†kak =
∫
dr
~2
2m
[∇ψ†(r)][∇ψ(r)]. (4.11)
Likewise, the energy associated to an external potential (e.g., describing a trapping potential)
is given by
Hpot =
∫
drn(r)V (r) =
∫
drψ†(r)ψ(r)V (r). (4.12)
Finally, the only thing that is missing is the interaction term. In most cases the interaction
will only depend on the spatial separation of two particles and hence can be expressed as
Hint =
1
2
∫
drdr′ψ†(r)ψ†(r′)Vint(r − r′)ψ(r′)ψ(r) = 1
V
∑
k.k′,q
V˜qa
†
k+qa
†
k′−qak′ak, (4.13)
where V˜q is the Fourier transform of the interaction potential. Note that for fermions, the
ordering of the creation and annihilation operators is important, while for bosons it only
matters that creation operators appear to the left of annihilation operators.
To develop an understanding of the interactions arising between ultracold atoms, we first
have to look into their electronic structure in some detail. We focus on alkali atoms like Rb
as they are the most commonly used ones in ultracold atoms experiments. In their electronic
ground states, two Rb atoms have their single valence electron in the |5s〉 state, i.e., |5s, 5s〉
in the two-atom basis. The atoms are neutral and their magnetic dipole moments of 1µB are
negligible, so the dominant contribution comes from a van der Waals interaction behaving as
−C6/r6, which is a second-order off-resonant dipole-dipole interaction. Here, the dominant
term comes from the dipole transitions to the first electronic excited state, resulting in
C6 ∼ 〈5s, 5s|x1x2|5p, 5p〉〈5p, 5p|x1x2|5s, 5s〉
2∆
, (4.14)
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where x1 and x2 are the coordinates for the valence electrons and ∆ is the energy gap to
the first excited state. Using the known values for Rb [2], we obtain a value for the van
der Waals coefficient of C6 = 3100a.u., which is not too far off from the experimentally
measure value of C6 = 4707a.u. [3]. This large value of the van der Waals coefficient can
be understood as the single valence electron in alkali atoms behaving almost hydrogenic (in
hydrogen, the excitation gap ∆ vanishes for ns− np transitions).
While the van der Waals interaction gives a correct description at large separation, at
short ranges core repulsion will kick in, leading to a molecular potential supporting many
bound states. However, in many cases the short range details are not important. We consider
the two-atom Schrdinger equation,[
− 1
2µ
∆ + V (r)
]
ψ(r) = Eψ(r), (4.15)
with µ being the reduced mass. At long distances, we can look at its asymptotic behavior
[4],
ψ(r) = eikx + f(θ, φ)
eikr
r
. (4.16)
This first term in this expression describes an incoming plane wave, while the second term
describes an outgoing spherical wave after the scattering event between the two atoms. For
radially symmetric interaction potentials, the dependence on the azimuthal angle drops out
and the scattering amplitude f(θ) can be expressed with the help of Legendre polynomials
as [4]
f(θ) =
∞∑
l=0
flPl(cos θ). (4.17)
In this form, we have an expression in terms of different partial waves with angular mo-
mentum l. In analogy to atomic angular momentum, the l = 0 channel is called s–wave
scattering, the l = 1 channel is called p-wave scattering and so on. The partial wave ampli-
tudes fl take the form [4]
fl =
2l + 1
2ik
(e2iδl − 1), (4.18)
where δl denotes the scattering phase shift. At low temperatures, we are interested in how
the scattering amplitude behaves in the limit k → 0. In particular, for the van der Waals
interaction we have
δ0 = −kas (4.19)
δ1 ∼ k3 (4.20)
26
δl ∼ k4 l > 1 (4.21)
Here, we have introduced the s-wave scattering length as, in which the details of the scat-
tering process have been absorbed. The typical scale is given by the effective range re,
as ∼ re = (2µC6)1/4, (4.22)
however, close to resonances in the molecular channel (so-called Feshbach resonances), the
scattering length will substantially deviate from this typical scale [5]. Consequently, at low
k, we can expect s-wave scattering to be the most relevant term. Then, we can use the
analytic expression for the scattering amplitude
f(k) =
1
−1/as + rek2/2− ik . (4.23)
As long as the energy scales are lower than the characteristic scale 1/(2µre)
2, we can neglect
the contribution from the effective range and are in the regime where the scattering is
completely described by the scattering length (typical temperatures: < 1 mK). This is the
regime of ultracold atoms.
We are now looking for an interaction potential in position space that reproduces this
scattering behavior. This is achieved by the pseudopotential
V (r) =
4pias
2µ
δ(r)
∂
∂r
r. (4.24)
However, the term involving the partial derivative is only important when the wave function
is singular at the origin and can be neglected in most cases. Then, the interaction term in
the many-body Hamiltonian simplifies to
Hint =
1
2
∫
drdr′ψ†(r)ψ†(r′)Vint(r − r′)ψ(r′)ψ(r) = g
2
∫
drψ†(r)ψ†(r)ψ(r)ψ(r). (4.25)
Note that for fermions this term vanishes due to the Pauli exclusion principle. In this case,
the dominant scattering occurs in the much weaker p-wave channel.
4.2 Optical lattices
The ground state of the bosonic many-body Hamiltonian with a contact interaction is a
Bose-Einstein condensate, i.e., even in the presence of strong interactions, the k = 0 mode
gets macroscopically occupied, i.e.,
lim
N→∞
〈a†0a0〉/N = nc > 0, (4.26)
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where nc is the condensate fraction. Closely related is the concept of off-diagonal long-range
order (ODLRO),
lim
r→∞
〈ψ†(r)ψ(0)〉 = nc, (4.27)
from which we see that a Bose-Einstein condensate is characterized by phase coherence.
If we want to use an ultracold Bose gas as a quantum simulator for typical many-body
problems arising in condensed matter physics, we should put the atoms into a periodic
potentials similarly how it is done for electrons in a solid state lattice provided by the
atomic nuclei. Such periodic structures can be efficiently realized for ultracold atoms using
laser potentials. In particular, we consider near-resonant light acting on Rb atoms in their
electronic ground state. Then, the laser will create a perturbation of the form
V = dE0 cos(ωt− kLx) + h.c.., (4.28)
where dis the dipole operator, E0 is the strength of the electric field created by the laser, ω
is the laser frequency, and kL its wavevector. As previously, we assume that only a single
transition to one of the 5p is relevant. Then, the potential can be cast onto a two-level
problem of the form
V = ∆|5p〉〈5p|+ [Ω cos(ωt− kLx)|5s〉〈5p|+ h.c.], (4.29)
where we have introduced the Rabi frequency Ω = d5s−5pE0. We now go into the rotating
frame of the laser field, i.e., we make the transformation |5p〉 → |5p〉 exp(iωt). Inserting this
into the Schrdinger equation shifts the 5p level by the frequency ω and leads to the detuning
δ = ∆−ω. In the rotating-wave approximation, we neglect fast rotating terms on the order
of 2ω and obtain the effective Hamiltonian
H = δ|5p〉〈5p|+
[
Ω
2
cos(kLx)|5s〉〈5p|+ h.c.
]
. (4.30)
If the detuning is much larger than the Rabi frequency, we can integrate out the excited
state in second-order perturbation theory and obtain the effective potential for the ground
state atoms,
V (r) =
Ω2
2δ
cos2(kLx). (4.31)
We are now interested in the dynamics of ultracold atoms in such an optical lattice
potential. We first look at the behavior of a single atom. The laser potential is periodic,
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hence the solution will be given by Bloch waves of the form
φnk(r) = e
ikrunk(r), (4.32)
where unk(r) are periodic functions. The Bloch wavefunctions are characterized by a quasi-
momentum k, restricted to the first Brillouin zone of the reciprocal lattice, and a band index
n. Dealing with Bloch waves is often inconvenient, however, therefore it is usually better
to work with Wannier functions wn(r − Ri), which are well localized in space around a
particular lattice minimum Ri. They are given by the Fourier transform of the Bloch waves
over the first Brillouin zone,
wn(r −Ri) =
∫
dk
v
φnk(r), (4.33)
where v is the volume of the first Brillouin zone. Note that the definition of the Wannier
functions is not unique, as the Bloch waves are defined only up to an arbitrary phase. We
can, however, require the orthonormality relation,∫
drw∗n(r −Ri)wm(r −Rj) = δmnδij. (4.34)
We can also express the field operators in terms of the Wannier functions,
ψ(r) =
∑
Ri,n
wn(r −Ri)aR,n. (4.35)
Here, the operator aR,n annihilates are particle in a Wannier state corresponding to the
lattice site Ri and the Bloch band n. For reasonably deep lattices, the bands are well
separated, and we may restrict our analysis to the lowest Bloch band.
Assuming separable lattice potentials, the problem reduces to the one-dimensional
Schrdinger equation (
− 1
2m
d2
dx2
− V0
2
cos 2kLx
)
ψ(x) = Eψ(x). (4.36)
Using the substitutions v = kLx and q = V0/(4Er), where Er = k
2
L/2m is the recoil energy
of the laser, this can be mapped onto a Mathieu equation,
d2
dx2
y(v) + (E − 2q cos 2x)y(v) = 0. (4.37)
The Mathieu equation has symmetric solutions with eigenvalues ar and antisymmetric solu-
tions with eigenvalues br. Here, the lowest eigenvalue in the lowest band corresponds to the
29
eigenvalue a0, while b1 is the eigenvalue of the highest state in the first band. Then, in the
limit of deep optical lattices (q  1) we can use an (unproven) relation to obtain the width
W of the first Bloch band [6],
W = b1 − a0 = 16√
pi
(
V0
Er
)3/4
e−4
√
V/Er . (4.38)
In the lowest band, the dispersion relation is given by
Ek = −2J cos ka (4.39)
where a = pi/kL is the lattice spacing and the characteristic energy scale J is related to the
bandwidth by W = 4J . We can also express the Hamiltonian using the Wannier basis,
H =
∑
Ri,Rj
J(Ri −Rj)a†RiaRj , (4.40)
where the function J(Ri −Rj) describes how the tunneling matrix elements depend on the
distance between the lattice sites. It is important to note that the Wannier functions are
well localized and decay exponentially on larger distances [5], so the dominant contribution
is given by the hopping between adjacent lattice sites for sufficiently deep lattices. Then,
the strength of this nearest-neighbor hopping is simply given by J .
4.3 The Bose-Hubbard model
Let us now look at the effect of interactions. Here, we assume that the interaction is
weaker than the separation to the first excited Bloch band, i.e., we can still reduce our
analysis to the lowest band. Additionally, we restrict the effect the effect of interactions to
occur within the same lattice site, this is justified if the lattice is deep enough the Wannier
functions decay rapidly. Then, we can approximate the optical lattice potential by a har-
monic confinement and the Wannier function reduces to the ground state wave function of
the harmonic oscillator,
w(x) ≈ 1√√
pia0
e−x
2/(2a20), (4.41)
with the oscillator length being given by
a0 =
(
1
4m2V0Er
)1/4
. (4.42)
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The matrix element for the contact interaction on a lattice site is then given by [5]
U = g
∫
dr|w(r)|4 =
√
8
pi
kLa0Er
(
V0
Er
)3/4
. (4.43)
Note that this interaction occurs for each pairwise combination of two-particles, so for ni
particles on lattice site i, this interaction has to be weighted by a factor of ni(ni − 1).
Finally, we work in the grand-canonical ensemble, so there will be a chemical potential µ
associated with the creation of a particle. This chemical potential can be site-dependent, in
particular if we take the shape of the (typically harmonic) trapping potential into account.
Using the localized Wannier states in the lowest Bloch band, the many-body Hamiltonian
then takes the form [7]
H = −J
∑
〈ij〉
(
aia
†
j + h.c.
)
+ U
∑
i
ni(ni − 1)− µ
∑
i
ni. (4.44)
This model is called the Hubbard model and is one of the most studied models of condensed
matter physics. Here, we have found a way to quantum simulate its bosonic variant with
ultracold atoms.
Let us now turn to the ground state phase diagram for the Bose-Hubbard model. For
J = 0, the Hamiltonian is classical and simplifies to a sum of on-site problems. Depending
on the parameter µ/U , there are different possible integer fillings per site, with phases having
filling factor n satisfying the relation
n− 1 ≤ µ
U
≤ n. (4.45)
If J is nonzero but small, we can do perturbation theory in J . Then, in second order,
we will create virtual particle or hole excitations. These excitations can move around, but
essentially remain confined to the site where they originated. Consequently, this regime of
the Bose-Hubbard model is an insulating phase (a Mott insulator).
On the other hand, in the limit of large J , the bosons will simply accumulate at the
bottom of the single-particle band and form a Bose-Einstein condensate there. Therefore,
there has to be a quantum phase transition in between separating these two regions.
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To understand the behavior close to this insulator-superfluid transition, we make use of
a variational ansatz that accounts for small fluctuations around the Mott insulator with a
lattice filling n∗, taking the form of a product wave function [8],
|ψ〉 =
∏
i
|ψ0〉i. (4.46)
In terms of the localized states, the on-site wave function takes the form
|ψ0〉 =
√
1− ε|n∗〉+√ε|n∗ ± 1〉, (4.47)
where ε is a variational parameter. As the wavefunction treats fluctuations increasing or
decreasing the particle number equally, this ansatz is only correct when the average density
satisfies 〈n〉 = n∗, i.e., at the center of the Mott phases given by µ/U = n∗− 1/2. Then, the
expectation value of the hopping reduces to
〈ψ|aia†j|ψ〉 = (〈ψ0|a|ψ0〉)2 = (〈ψ0|
√
1− 2ε√n∗|n∗ − 1〉+√ε√n∗ + 1|n∗〉)2
= ε(1− 2ε)(√n∗ +√n∗ + 1)2. (4.48)
For a lattice with z nearest neighbors the total variational energy per lattice site is given by
〈H〉/N = −Jzε(1− 2ε)(√n∗ +√n∗ + 1)2 + U/2[2ε+ n∗(n∗ − 1)]− µn∗. (4.49)
After minimization with respect to ε, we find a critical value Uc, at which ε vanishes (and
remains exactly zero for larger values of U), given by
Uc
zJ
= (
√
n∗ +
√
n∗ + 1)2. (4.50)
This marks the quantum phase transition between the Mott insulator and the superfluid.
For n∗ = 1, we find Uc/zJ = 3+
√
2 = 5.828. For a three-dimensional square lattice (z = 6),
quantum Monte-Carlo results predict Uc/zJ = 4.89 [9], i.e., our simple variational ansatz
predicts a value that is only 20% too large. The overestimation of the superfluid phase is also
quite natural: our variational wave function neglects any correlations between the sites and
thus corresponds to a mean-field approximation [10]. Mean-field treatments are well-known
to overestimate ordered phases such as superfluid as the order can be destroyed by the
quantum fluctuation around the mean field that are being neglected. In lower dimensions,
quantum fluctuations are even more important and the performance of mean-field theories
becomes worse.
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FIG. 4.1 Time-of-flight images of a two-dimensional Bose gas. For shallow lattices, the pronounced
diffraction peaks indicate that the gas is in a superfluid phase. Increasing the lattice depth leads
to stronger interactions and eventually results in the formation of a Mott insulator (taken from
[11]).
To map out the shape of the phase diagram in more detail, let us investigate what happens
at small J near the boundary between two Mott phases. There, only the two states |n∗〉 and
|n∗ + 1〉 will be relevant. We use an ansatz of the form
|ψ0〉 =
√
1− α|n∗〉+√α|n∗ + 1〉. (4.51)
Depending on our choice of µ/U , either α or 1−α will be a small quantity for small enough
values of zJ/U . In the latter case, we find the lower branch of the Mott lobe as
µc
U
= n− 1 + 2nzJ
U
, (4.52)
while the other case results in the upper branch given by
µc
U
= n− 2(n− 1)zJ
U
. (4.53)
The entire phase diagram can then be constructed by interpolation between these known
limits.
Experimentally, the Mott transition can be probed in a time-of-flight experiment. For
this, the trapping potentials are switched off and the atomic cloud is allowed to expand in
free space. Then, an absorption image of the expanded cloud will correspond to the initial
momentum distribution of the atoms. In the superfluid, we expect a pronounced peak at
k = 0, which gets repeated when going to a higher-order Brillouin zones. In the Mott
insulator, however, there is no preferred momentum so we expect a very broad distribution
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without any distinct features, see Fig. 1. The first experimental quantum simulation of the
Mott insulator to superfluid transition were carried out in 2002 by Greiner et al., where they
found a critical value of U/zJ ≈ 6 [12].
4.4 Fermi-Hubbard model
While the bosonic variant of the Hubbard model is well understood, this is not the case
for the fermionic version, especially since the sign problem makes quantum Monte-Carlo
calculations prohibitively hard. Using ultracold atoms, quantum simulation of the Fermi-
Hubbard model can be achieved in a very analogous manner. However, since fermions cannot
interact via an on-site interaction due to the Pauli principle, it is necessary to include a
hyperfine spin degree as well so that fermions in different spin states can undergo a contact
interaction, which is also characterized by its s-wave scattering length. Including spin, the
Fermi-Hubbard model reads
H = −J
∑
〈ij〉σ
(
ai,σa
†
j,σ + h.c.
)
+ U
∑
i
ni↑ni↓ − µ
∑
iσ
niσ. (4.54)
Despite its hardness, several things can be observed about the Fermi-Hubbard model. In
the case of half filling and in the limit of J  U , we can employ perturbation theory in J .
At J = 0, all the sites are filled with a single fermion, and there are no double occupancies
anywhere in the system. However, for finite J , we can virtually create holes |0〉 and doublons
|D〉. Due to the Pauli principle, this can only happen when the spins are opposite on the
neighboring sites. In lowest order, the following terms are relevant:
〈↑↓ |aia†i+1|D0〉〈D0|a†iai+1| ↑↓〉 = −1 (4.55)
〈↑↓ |aia†i+1|D0〉〈D0|a†iai+1| ↓↑〉 = 1. (4.56)
Then, the model can be represented by local spin-1/2 degrees of freedom and reduces to the
antiferromagnetic Heisenberg model,
H =
zJ2
U
∑
〈ij〉
SiSj. (4.57)
On the two-dimensional square lattice, there is no sign problem, and quantum Monte-Carlo
results have found the existence of an antiferromagnetically ordered ground state [13]. Away
from half-filling, the situation is much more subtle, however, there is the striking possibility
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of the appearance of an unconventional d-wave superconducting phase, which might explain
the mystery of high-temperature superconductivity in copper oxides [14].
The status of experiments with ultracold fermions in optical lattices is not as far developed
as for bosons, as the cooling process is more challenging. In addition, the energy scales
associated with antiferromagnetic order or even d-wave superconductivity are a fraction of
J2/U , which requires to cool down to extremely low temperatures. In 2008, two groups
achieved the realization of a Mott insulating phase with fermions [15; 16].
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CHAPTER 5: DIGITAL QUANTUM SIMULATION
5.1 Quantum logic gates
While the possibilities for quantum simulation based on ultracold atoms outlined previ-
ously have great potential, they are also somewhat constrained by the limits imposed by
the contact interaction. In principle, it is possible to also include different interaction mech-
anisms such as the long-ranged dipole-dipole interaction [1], but as the ultimate goal, we
would like to have a quantum simulator capable of simulating ”any” quantum system. For
practical purposes, we restrict the definition of such a universal quantum simulator to the
simulation of Hamiltonians with short-ranged interactions [2], as all physical interactions
reduce to purely local interaction at some point. Similar to numerical simulations on classi-
cal computers, it is also helpful to introduce abstraction layers so that we can use suitable
approximations for the inner workings of the quantum simulator. If we decide to ignore the
actual physical implementation for now, the lowest level we can consider is given by quantum
logic gates, which have originally been discussed in the context of quantum computing [3].
Quantum logic gates are represented by unitary matrices that transform the quantum
state before the operation into another after the application of the quantum gate. As such,
they can be seen as the time-evolution operator acting for discrete timesteps,
|ψ(τn+1)〉 = U(τn, τn+1)|ψ(τn)〉. (5.1)
The basis set for the quantum state |ψ〉 is given by a product basis of two-level systems
(quantum bits or “qubits”),
|ψ〉 =
∑
i∈{0,1},j∈{0,1},...
cij...|ij . . .〉. (5.2)
We can also think of the operation U to be constructed out of several smaller building blocks,
U(τn, τn+1) =
N∏
i
U(τn+(i−1)/N , τn+i/N). (5.3)
For simplicity, we want to restrict ourselves to a universal set of quantum gates that can be
used to construct any other gate from it. This can be realized by a set of three quantum
gates, including the z rotation gate,
Rz(φ) = exp(iφσz) =
 eiφ
e−iφ
 , (5.4)
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where φ is an arbitrary rotation angle. To construct any other single qubit quantum gate,
we need a second gate that does not commute with Rz. The most convenient choice is the
Hadamard gate given by
UH =
1√
2
 1 1
1 −1
 . (5.5)
The Hadamard gate can be used to transform σz into σx and vice versa, i.e.,
Rx(φ) = exp(iφσx) =
 cosφ i sinφ
i sinφ cosφ
 = UHRz(φ)UH (5.6)
Rz(φ) = UHRx(φ)UH . (5.7)
Note that while the Hadamard gate is Hermitian, U †H = UH , most quantum gates are not.
Finally, rotations about the y axis can be constructed as
Ry(φ) = exp(iφσy) = Rz(−pi/4)Rx(φ)Rz(pi/4). (5.8)
Single qubit rotation do not allow us to generate entanglement between the qubits. There-
fore, it is necessary to include a two-qubit quantum gate, which is most coveniently chosen
as the controlled-not (CNOT) gate, acting on two qubits A and B as
UCNOT = |0〉〈0|A ⊗ 1B + |1〉〈1|A ⊗ σxB =

1
1
1
1
 . (5.9)
Its function can be understood as follows: If the “control” qubit A is in the 0 state, nothing
happens. However, if A is in 1, the “target” qubit B gets flipped by the σx operation.
As an example, let us study the creation of entanglement between two qubits by a gate
sequence consisting of a single Hadamard gate, followed by a CNOT operation. The qubits
are initialized in the product state |00〉. Then, we have
|ψ〉 = UCNOTUAH |00〉 =
1√
2
(|00〉+ |11〉), (5.10)
which is a maximally entangled state as its reduced density matrix is the maximally mixed
state. The set of Rz(φ), UH , and UCNOT forms a universal set for all N -qubit quantum gates
[4].
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•
(a) (b)
FIG. 5.1 Circuit representation of the Hadamard gate (a) and the CNOT gate (b).
It is often convenient to use a pictorial representation for quantum gate networks, also
known as quantum circuits. Each qubit is represented by a straight line, with the horizontal
axis denoting time, and each single qubit gate is shown a rectangular box acting on the
particular qubit. Two-qubit gates are represented in a similar way, with the control qubit
being indicated by a small circle, see Fig. 1. In this notation, much more complex quantum
circuits can be represented and analyzed, for instance the decomposition of the Toffoli gate,
UT =

1
1
1
1
1
1
1

, (5.11)
which is a 3-qubit variant of the CNOT gate and is universal for all classical computations.
It can be constructed from elementary gates, see Fig. 2, where T = Rz(pi/8) [3].
• • • • T •
• = • • T T †
H T † T T † T H
FIG. 5.2 Decomposition of the Toffoli gate into elementary quantum gates.
5.2 Digital simulation procedure
Suppose we want to simulate a four-body spin interaction of the form
H = E0σ
(1)
x σ
(2)
x σ
(3)
x σ
(4)
x . (5.12)
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This four-body spin operator has two eigenvalues, ±1, which are eightfold degenerate. The
key idea is to use an additional auxiliary particle and encode the eigenvalue into its spin
state. If the auxiliary control spin is initially in |0〉, this can be done using the gate sequence
G = U
(c)
H
(
4∏
i=1
U
(c,i)
CNOT
)
U
(c)
H . (5.13)
To understand this in more detail, let us look at the behavior of the gate sequence on the spin
state |± 1, λ〉, where λ labels the state within the degenerate manifold. The first Hadamard
gate will yield
U
(c)
H |0〉c| ± 1, λ〉 =
1√
2
(|0〉c + |1〉c)| ± 1, λ〉. (5.14)
Applying the sequence of CNOT gates will multiply the eigenvalue of the spin interaction,
conditional on the control spin being in |1〉,∏
i
U c,iCNOT
1√
2
(|0〉c + |1〉c)| ± 1, λ〉 = 1√
2
(|0〉c ± |1〉c)| ± 1, λ〉. (5.15)
Finally, the second Hadamard gate will give us
U
(c)
H
1√
2
(|0〉c + |1〉c)|+ 1, λ〉 = |0〉c|+ 1, λ〉
U
(c)
H
1√
2
(|0〉c − |1〉c)| − 1, λ〉 = |1〉c| − 1, λ〉. (5.16)
Consequently, we have mapped the eigenvalue of the four-body interaction operator onto
the state of a single auxiliary spin.
The full quantum simulation of the dynamics U = exp(−iHt) can then be realized by
applying a z rotation to the control spin and reverse the mapping G,
U = exp(−iE0σ(1)x σ(2)x σ(3)x σ(4)x t) = GRz(−φ)G. (5.17)
The phase of the z rotation is related to the timescale of the simulation according to φ = E0t.
For a many-body system, the full dynamics can be simulated if the gate sequences are
applied in parallel (if they act on independent spins) or sequentially (if they act on the same
spins). However, in case of non-commuting operators, one has to ensure that this sequen-
tial operations does not introduce errors. This is true if the timestep τ of the simulation
procedure is sufficiently small, as can be seen from the Suzuki-Trotter expansion
exp[−i(HA +HB)τ ] = exp(−iHAτ) exp(−iHBτ) +O(τ 2). (5.18)
This completes the toolbox required for the realization of a universal quantum simulator.
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5.3 Implementation based on Rydberg atoms
Let us now turn to a possible realization of such a universal quantum simulator based
on ultracold Rydberg atoms [5]. The qubit states are formed by two hyperfine ground
states. Single-qubit gates can be implemented using microwave driving described by the
Hamiltonian
H =
 0 eiφΩ
e−iφΩ ∆
 , (5.19)
where ∆ is the detuning of the microwave frequency from the resonance between the hyper-
fine levels, Ω characterizes the strength of the microwave field, and φ describes the phase of
the microwave field at t = 0. This allows for the realization of arbitrary single-qubit gates.
For two-qubit gates, we need an interaction mechanism between the qubits. Ideally,
we want the qubits to be separated by more than 500 nm, so they can be addressed inde-
pendently using optical laser fields. Hence, we can think of the atoms being localized in
individual sites of an optical lattice, forming the n = 1 Mott insulator. At such separations,
however, the van der Waals interaction between ground state atoms is completely negligible.
For dramatically increased interactions strengths, we will excite the atoms into a Rydberg
state, which is an electronically excited state with a principal quantum number n > 10. In
these highly excited states, the atoms behave almost hydrogen-like, and their eigenenergies
are given by
E = − 1
2(n− δl)2 , (5.20)
where δl is the quantum defect that accounts for deviations from the energy levels of hydro-
gen. For example, in rubidium in a l = 0 state, the quantum defect has been measured to
be δ0 = 3.1311 [6].
In Rydberg states, the excited electron is only very loosely bound and therefore very
sensitive to external perturbations. This is also true if the perturber is another Rydberg
atom and leads to a dramatic increase in the van der Waals interaction coefficients, scaling
as C6 ∼ n11. At the same time, the lifetime limited by spontaneous emission also increases
as τ ∼ n3, leaving enough time to perform a quantum gate before the Rydberg atom decays.
The strong interaction between Rydberg atoms leads to a blockade mechanism: if one atom
has been excited to a Rydberg state, its neighbors can no longer be excited at the same
time as the interaction energy changes the resonance condition [7]. To implement a CNOT
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gate, one first excites the |0〉 state of the control atom to the Rydberg state. Then, one
tries to excite the target atom to the Rydberg state as well, which will only work if there
are no interactions (i.e., the control atom is in |1〉), allowing for the conditional dynamics
required for the implementation of the CNOT gate. The total gate requires a total of seven
laser pulses and has been experimentally demonstrated in 2010 [8]. Scaling up to the case
of many qubits required for a full-fledged quantum simulator is currently underway.
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