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Time-slicing approximation of Feynman path
integrals on compact manifolds
Shota FUKUSHIMA∗†
Abstract
We construct fundamental solutions to the time-dependent
Schro¨dinger equations on compact manifolds by the time-slicing
approximation of the Feynman path integral. We show that the iteration
of short-time approximate solutions converges to the fundamental
solutions to the Schro¨dinger equations modified by the scalar curvature
in the uniform operator topology from the Sobolev space to the space
of square integrable functions. In order to construct the time-slicing
approximation by our method, we only need to consider broken paths
consisting of sufficiently short classical paths. We prove the convergence
to fundamental solutions by proving two important properties of the
short-time approximate solution, the stability and the consistency.
1 Introduction
1.1 Main theorem
Let (M, g) be an oriented connected compact Riemannian manifold and consider
the initial value problem of the Schro¨dinger equation
i
∂
∂t
u(t, x) = −1
2
△gu(t, x) + V (x)u(t, x), u(0, x) = u(x), (t, x) ∈ R×M
with a smooth potential V : M → R. We want to construct a fundamental so-
lution to this problem by the time-slicing approximation of the Feynman path
integrals [Fey]. It is known that it is impossible to construct a complex measure
which realizes Feynman path integrals for Schro¨dinger equations [Cam]. How-
ever, an alternative method, the time-slicing approximation method, which is
the original idea of Feynman [Fey], still has the possibility to be justified math-
ematically. On the Euclidean space, the time-slicing approximation is studied
by Fujiwara [Fuj79] [Fuj17], Kumano-go [Kum] and Ichinose [Ich]. On the other
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hand, there are only a few studies of mathematical analysis of the Feynman
path integrals on curved spaces ([Fuj76], [Miy]). In physics, it is pointed by
DeWitt [DeW] that the natural Feynman quantization on curved spaces gives
the solution to a modified Schro¨dinger equation
i
∂
∂t
u(t, x) = −1
2
△gu(t, x) + V (x)u(t, x) + 1
12
R(x)u(t, x),
where R :M → R is the scalar curvature of (M, g). Our result is a generalization
of [Miy] to general compact manifolds and general smooth potentials.
In the following, we introduce our mathematical setting of the time-slicing
approximation. Let
H(x, ξ) =
1
2
|ξ|2g + V (x), (x, ξ) ∈ T ∗M.
be the corresponding classical Hamiltonian. We assume that V : M → R is
smooth. For (x, y) ∈ M × M and t > 0, we denote by ΓHt,x,y the set of all
the classical paths (x(s), ξ(s)) : [0, t] → T ∗M with respect to the Hamiltonian
H such that (pi ◦ γ)(0) = y and (pi ◦ γ)(t) = x. In general the set ΓHt,x,y
does not consist of a single element. The simplest counterexample is M = S1
and V = 0. However, if we take a small neighborhood N of the diagonal
diag (M) := {(x, x) ∈ M ×M | x ∈ M} and small time t > 0, then for an
arbitrary pair (x, y) ∈ N , there exists a unique classical path (x(s), ξ(s)) ∈ ΓHt,x,y
such that
|ξ(0)|g = min
(q(s),p(s))∈ΓHt,x,y
|p(0)|g.
(We prove this fact in Section 4.) We define (xts(x, y), ξ
t
s(x, y)) ∈ ΓHt,x,y as the
unique minimizer of the initial momentum |ξ(0)|g. Then we can define the
action function
S(t, x, y) :=
∫ t
0
(
1
2
∣∣∣∣ ddsxts(x, y)
∣∣∣∣
2
g
− V (xts(x, y))
)
ds
along the lowest energy path. We remark that “the lowest energy” is equivalent
to “the lowest momentum” because we fix an initial point y ∈M .
Next we introduce the Morette-Van Vleck determinant [Mor]. Take local
coordinates ϕλ = (x1, . . . , xn) near x and ϕµ = (y1, . . . , yn) near y. Then we
define positive definite matrices (gλjk(x))
n
j,k=1 and (g
µ
jk(y))
n
j,k=1 by
gx =
n∑
j,k=1
gλjk(x)dxjdxk, gy =
n∑
j,k=1
gµjk(y)dyjdyk
respectively. The Morette-Van Vleck determinant is defined as
D(t, x, y) := gλ(x)
− 1
2 gµ(y)
− 1
2 det
(
− ∂
2S
∂xj∂yk
(t, x, y)
)n
j,k=1
,
2
where gλ(x) = det(g
λ
jk(x))
n
j,k=1 and gµ(y) = det(g
µ
jk(y))
n
j,k=1. This is inde-
pendent of the choice of local coordinates. If we take the neighborhood N
of diag(M) sufficiently small, then D(t, x, y) is positive for small t > 0 and
(x, y) ∈ N .
Now we consider the modified Schro¨dinger operator
H˜ = −1
2
△g + V (x) + 1
12
R(x)
and the corresponding Schro¨dinger equation
i
∂
∂t
u(t) = H˜u(t), u(0) = u0. (1)
Since M is compact and V is smooth, H˜ is essentially self-adjoint on L2(M).
We also denote its unique self-adjoint extension by H˜ . By Stone’s theorem,
there exists a family of unitary operators {e−itH˜}t∈R on L2(M) such that u =
e−itH˜u0 ∈ C1(R;L2(M)) gives the unique solution to the initial value problem
(1) for u0 ∈ H2(M). We define an approximate solution to the Schro¨dinger
equation as
Eχ(t)u(x) :=
1
(2pii)n/2
∫
M
χ(x, y)
√
D(t, x, y)eiS(t,x,y)u(y) volg(y).
Here χ ∈ C∞c (N ; [0, 1]) with χ = 1 near diag(M) and volg is the natural volume
form associated with the metric g. If χ is obvious from context, we drop χ and
denote Eχ(t) = E(t).
A partition ∆ of t > 0 is a finite sequence ∆ = (t1, . . . , tL) such that tj > 0
for all j and t1 + · · · + tL = t. The size of partition is defined as |∆| :=
max1≤j≤L tj . We define the time-slicing approximation of the Feynman path
integral as
Eχ(∆) = E(∆) := E(tL) · · ·E(t1).
E(∆) is interpreted as the sum or an approximate Feynman path integral over
broken paths consisting of short classical segments.
Our main theorem states that its iteration converges to the fundamental
solution to the Schro¨dinger equation.
Theorem 1.1. There exists a neighborhood N of diag(M) such that the fol-
lowing statement holds. For all T > 0, ε ∈ (0, 1/2] and χ ∈ C∞c (N ; [0, 1]) with
χ = 1 near the diagonal, there exist positive constants δ > 0 and C > 0 such
that, for all t ∈ (0, T ] and all partitions ∆ of t with |∆| < δ, the inequality∥∥∥(E(∆)− e−itH˜) (−△g + 1)−(1+ε)/2∥∥∥
L2→L2
≤ Ct|∆|ε
holds. In particular, as |∆| → 0, E(∆) converges to e−itH˜ in the operator norm
topology from the Sobolev space H1+ε(M) to L2(M).
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We emphasize two observations concerning this paper. First, we do not need
to connect arbitrary two points in the configuration space in order to construct
a short-time approximate solution E(t). Fujiwara [Fuj79] [Fuj17] used classical
paths for constructing the Feynman path integrable on Euclidean spaces, prov-
ing that for arbitrary two points and short time, there exists a unique classical
path connecting them if the potential V is at most quadratically increasing.
Kumano-go [Kum] and Ichinose [Ich] used straight lines on Euclidean spaces.
On the other hand, on manifolds, there may not exist any natural choices of
paths connecting arbitrary two points even if the potential V is zero. In this
paper, by introducing a cutoff function whose support is included in some small
neighborhood near the diagonal, we avoid this problem. This idea is already
used in [Miy].
Next, the topology of the convergence to fundamental solutions to
Schro¨dinger equations is stronger than the previous results. For example,
Miyanishi [Miy] proved the convergence of the time-slicing approximation to
the fundamental solution to Schro¨dinger equations for free particles (V = 0) on
compact rank 1 locally symmetric spaces. More precisely, he proved that
s- lim
N→∞
E
(
t
N
)N
P (N) = e−itH˜ ,
where P (E) is the spectral projector of the self-adjoint operator H˜ defined by
the spectral decomposition
H˜ =
∫ ∞
−∞
E dP (E).
Ichinose [Ich] proved the convergence to fundamental solutions to Schro¨dinger
equations corresponding to the Hamiltonian with polynomially increasing (and
time-dependent) scalar and vector potentials on Euclidean spaces in the L2
strong operator topology. In this paper, the convergence in the strong operator
topology on L2 spaces is an immediately consequence from the Theorem 1.1
and the stability of the short-time approximate solution E(t), which is stated
later. We cannot expect stronger convergence under our setting, for instance
the operator norm topology on L2 spaces, due to the cutoff function in the
definition of the short-time approximate solution E(t).
Concerning the scalar curvature term R/12, we remark that Schulman [Sch]
mentions it in the physics point of views. A mathematical treatment of the cur-
vature term is also discussed in [Woo] in the context of geometric quantization.
1.2 The semiclassical case
The semiclassical Feynman path integral has an application to investigation
the semiclassical behavior of fundamental solutions to Schro¨dinger equations by
corresponding classical mechanics, though we do not investigate further in this
paper.
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Let H˜(~) be the modified semiclassical Schro¨dinger operator
H˜(~) = −~
2
2
△g + V (x) + ~
2
12
R(x).
Take a cutoff function χ as before and we define a semiclassical parametrix of
the fundamental solution to the Schro¨dinger equation as
Eχ
~
(t)u(x) :=
1
(2pii~)n/2
∫
M
χ(x, y)
√
D(t, x, y)eiS(t,x,y)/~u(y) volg(y).
For a partition ∆ = (t1, . . . , tL) of t > 0, we define a time-slice approximation
as
Eχ
~
(∆) = E~(∆) := E~(tL) · · ·E~(t1).
Then the following statement holds.
Theorem 1.2. There exists a neighborhood N of diag(M) such that the fol-
lowing statement holds. For all T > 0, ε ∈ (0, 1/2] and χ ∈ C∞c (N ; [0, 1]) with
χ = 1 near the diagonal, there exist positive constants δ > 0 and C > 0 such
that, for all t ∈ (0, T ], all partitions ∆ of t with |∆| < δ and all ~ ∈ (0, 1], the
inequality∥∥∥(E~(∆)− e−itH˜(~)/~) (−~2△g + 1)−(1+ε)/2∥∥∥
L2→L2
≤ Ct|∆|ε
holds. In particular, as |∆| → 0, E~(∆) converges to e−itH˜(~)/~ in the operator
norm topology from the semiclassical Sobolev space H1+ε
~
(M) to L2(M).
The theorem is proved by the same method as that in the case of ~ = 1, and
we omit it.
1.3 Outline of the proof
In order to prove our main theorem following Ichinose [Ich], we show that the
approximate solution E(t) satisfies the following two properties1:
• Stability: ‖E(t)‖L2→L2 ≤ 1 +O(t),
• Consistency: i∂tE(t)− H˜E(t)→ 0 as t→ +0 in some sense.
This procedure is similar to the Chernoff approximation, which is applied for
the construction of the solution to the heat equations [Che].
The (square root of) Morette-Van Vleck determinant
√
D(t, x, y) is neces-
sary to establish the stability (see Morette [Mor]). However, due to this ampli-
tude, E(t) is not an approximate solution to the usual Schro¨dinger equation:(
i
∂
∂t
−
(
−1
2
△g + V (x)
))
(
√
DeiS) −→ 1
12
R(x)δx(y) (t→ +0)
1The terminology “stability” and “consistency” is also taken from [Ich].
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in the distributional sense. Here δx(y) ∈ D ′(M) is the delta function in the
following sense: ∫
M
δx(y)u(y) volg(y) = u(x).
Thus we need the modification H˜ = −△g/2+V (x)+R(x)/12 in order to estab-
lish the consistency (see [DeW]). Another difficulty to derive the consistency is
the existence of cutoff function χ(x, y). Due to χ, we must ignore the propaga-
tion of the high energy component. The operator (−△g +1)−(1+ε)/2 is inserted
in order to reduce the high energy component.
The procedure of the rigorous proof is as follows. In Section 2, we state
the stability and consistency, and give the proof of Theorem 1.1 from them.
Section 3 is devoted to prepare general theories of oscillatory integral operators
in order to define a short-time approximate solution E(t). In Section 4, we
investigate the classical mechanics on compact manifolds. The neighborhood
N of the diagonal in the statement of Theorem 1.1 is defined there. In Section
5, we give a precise definition of the short-time approximate solution E(t) and
prove the fundamental properties of it. Finally we prove the stability and the
consistency in Section 6.
2 Stability and consistency
In this section, we show Theorem 1.1 from the stability and the consistency.
First we mention fundamental properties of the approximate solution E(t). The
precise definition of N ⊃ diag(M) is presented in the statement of Theorem 4.2
and we prove the proposition below in Subsection 5.2.
Proposition 2.1. Suppose that χ ∈ C∞c (N) satisfies χ = 1 near the diagonal.
Then E(t) = Eχ(t) satisfies the following properties.
(i) For all u ∈ C∞(M), t ∈ (0, t0) 7→ E(t)u is continuous in L2(M).
(ii) For all u ∈ C∞(M), ‖E(t)u− u‖L2(M) → 0 as t→ +0.
(iii) For all u ∈ C∞(M), t ∈ (0, t0) 7→ E(t)u is differentiable in the strong
topology and t ∈ (0, t0) 7→ ∂tE(t)u ∈ L2(M) is continuous in L2(M).
We define E(0)u = u for all u ∈ L2(M). Then (i) and (ii) imply that
t ∈ [0, t0) 7→ E(t)u ∈ L2(M) is continuous for all u ∈ C∞(M).
Now we state the stability and consistency.
Theorem 2.2. There exists δ > 0 such that for all ε ∈ (0, 1/2], the following
statements hold.
1. (Stability) There exists C > 0 (independent of ε) such that for sufficiently
small t ∈ (0, δ), the inequality
‖E(t)‖L2(M)→L2(M) ≤ eCt
holds.
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2. (Consistency) There exists Cε > 0 such that for all t ∈ (0, δ] and all
u ∈ C∞(M), the inequality∥∥∥∥i ∂∂tE(t)u − H˜E(t)u
∥∥∥∥
L2(M)
≤ Cεtε‖u‖H1+ε(M)
holds.
Proof of Theorem 1.1. Let u ∈ C∞(M). We set
G(t)u :=
{
i∂tE(t)u − H˜E(t)u for t > 0,
0 for t = 0.
The continuity of t ∈ [0, t0) 7→ G(t)u ∈ L2(M) at t = 0 is the consequence of
the consistency. By the Duhamel principle and E(0)u = u, we obtain
E(t)u − e−itH˜u = −i
∫ t
0
e−i(t−s)H˜G(s)u ds.
The consistency gives the estimate
‖E(t)u− e−itH˜u‖L2 ≤
∫ t
0
‖G(s)u‖L2 ds ≤ Cεt1+ε‖u‖H1+ε .
Since it holds for all u ∈ C∞(M), we obtain
‖E(t)− e−itH˜‖H1+ε→L2 ≤ Cεt1+ε.
Take µ ≫ 1 such that V (x) + R(x)/12 + µ > 0 for all x ∈ M . Then
the L2-bounded operator P := (H˜ + µ)−(1+ε)/2 is well-defined and PL2(M) =
H1+ε(M). Thus, for all u ∈ L2(M), we have
‖(E(t)− e−itH˜)Pu‖L2 ≤ Cεt1+ε‖Pu‖H1+ε ≤ Cεt1+ε‖u‖L2.
Hence
‖(E(t)− e−itH˜)P‖L2→L2 ≤ Cεt1+ε.
For a partition ∆ = (t1, . . . , tL) of t with |∆| < δ, we have
E(∆) − e−itH˜ =
L∑
j=1
E(tL) · · ·E(tj+1)(E(tj)− e−itjH˜)e−i(tj−1+···+t1)H˜ .
Here we interpret it as
E(tL) · · ·E(tj+1)(E(tj)− e−itjH˜)e−i(tj−1+···+t1)H˜
= E(tL) · · ·E(t2)(E(t1)− e−it1H˜)
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if j = 1 and
E(tL) · · ·E(tj+1)(E(tj)− e−itjH˜)e−i(tj−1+···+t1)H˜
= (E(tL)− e−itN H˜)e−i(tN−1+···+t1)H˜
if j = L. We have
‖E(tL) · · ·E(tj+1)(E(tj)− e−itjH˜)e−i(tj−1+···+t1)H˜P‖L2→L2
≤ eC(tj+1+···+tL)‖(E(tj)− e−itjH˜)P‖L2→L2 ≤ Cεt1+εj
by the consistency, stability and the fact that e−itjH˜ and P commute. Summing
up these inequalities, we obtain the estimate
‖(E(∆)− e−itH˜)P‖L2→L2 ≤
N∑
j=1
Cεt
1+ε
j ≤ Cε
N∑
j=1
tj |∆|ε ≤ Cεt|∆|ε.
3 Estimates for oscillatory integral operators
In order to the stability and consistency, we need estimates of oscillatory integral
operators from Sobolev spaces to the L2 space.
Let (X, g) and (Y, h) be connected oriented n-dimensional Riemannian man-
ifolds and volg, volh are corresponding natural volume densities on X and Y
respectively. Let Ω ⊂ X × Y be an open subset and I ⊂ R be an open interval.
For a ∈ C∞c (Ω) and ϕ ∈ C∞(I × Ω;R), we define an integral operator
Tε[a](t) : C
∞
c (Y )→ C∞c (X) as
Tε[a](t)u(x) :=
1
(2piε)n/2
∫
Y
a(x, y)eiϕ(t,x,y)/εu(y) volh(y).
Assumption 3.1. There exist an open subset V ⊂ T ∗Y and a family of smooth
functions {γt : V → T ∗X}t∈I such that the following statements hold.
1. (t, y, η) 7→ γt(y, η) is smooth;
2. γt : V → γt(V) is a diffeomorphism for each t ∈ I;
3. If (t, x, y) ∈ I × Ω, then (y,−dyϕ(t, x, y)) ∈ V and
γt(y,−dyϕ(t, x, y)) = (x, dxϕ(t, x, y)).
Let pi : T ∗X → X be the natural projection and we define x∗(t, y, η) :=
pi(γt(y, η)).
For the phase function ϕ(t, x, y), we define Dϕ(t, x, y) ∈ C∞(I × Ω) as
Dϕ(t, x, y) := g(x)
−1/2h(y)−1/2 det ∂x∂yϕ(t, x, y)
by taking local coordinates near x and y, and setting g(x) = det(gij(x)), h(y) =
det(hij(y)). This quantity is independent of the choice of local coordinates.
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Theorem 3.2. Let ϕ ∈ C∞(I × Ω;R) be a phase function which satisfies As-
sumption 3.1. Then the operator Tε[a](t)
∗Tε[a](t) : C
∞
c (Y ) → C∞c (Y ) is a
ε-pseudodifferential operator with the principal symbol
|a(x∗(t, y, η), y)|2|Dϕ(t, x∗(t, y, η), y)|−1.
This theorem allows us to employ the L2-boundedness theorem of pseudod-
ifferential operators for the estimate of Tε[a](t).
Corollary 3.3. Suppose that a(x, y) ∈ C∞c (Ω) is not identically 0. Then there
exists C > 0 such that for all t ∈ I,
‖Tε[a](t)‖2L2(Y )→L2(Y ) ≤
∥∥∥∥ |a(x∗(t, y, η), y)|2|Dϕ(t, x∗(t, y, η), y)|
∥∥∥∥
L∞(T∗Y )
+ Cε.
Proof. For u ∈ L2(Y ) with ‖u‖L2(Y ) = 1,
‖Tε[a](t)u‖2L2(X) = 〈Tε[a](t)∗Tε[a](t)u, u〉
≤
∥∥∥∥ |a(x∗(t, y, η), y)|2|Dϕ(t, x∗(t, y, η), y)|
∥∥∥∥
L∞(T∗Y )
+ Cε
by the L2-boundedness theorem of pseudodifferential operators obtained by the
argument in Lemma E.15 in [D-Z].
Next we state that the operator norm of Tε[a](t) is mainly dominated by the
behavior of the amplitude near the set
Z := { (x, y) ∈ Ω | dyϕ(0, x, y) = 0 } = { (x∗(0, y, 0), y) ∈ Ω | y ∈ Y }.
Theorem 3.4. Assume that X and Y are compact manifolds and 0 ∈ I. Sup-
pose that ϕ ∈ C∞(I × Ω;R) satisfies Assumption 3.1. Furthermore we assume
that ∂αx ∂
β
y a|Z = 0 for all |α| + |β| ≤ 2N + L. Take a family of real numbers
{sα ∈ [0, |α|]}|α|≤L+1 and define s := max|α|≤L+1 sα. Then there exist constants
C > 0 and δ > 0 such that
‖Tε[a](t)‖2Hs/2→L2 ≤ C

 ∑
|α|+l=L+1
l≥0
tlεsα + εN+1


holds for all t ∈ (−δ, δ) and ε ∈ (0, δ).
We prove Theorem 3.2 and Theorem 3.4 in Appendix A.
4 Low energy classical mechanics
4.1 Existence and uniqueness of the lowest energy classi-
cal path
We prove the existence and uniqueness of the classical path connecting suffi-
ciently close two points (x, y) ∈M ×M in short time t > 0.
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Definition 4.1. For a Hamiltonian H : T ∗M → R, (t, x, y) ∈ (0,∞)×M ×M
and µ ∈ R, we define
ΓHt,x,y(µ) := { (x(s), ξ(s)) ∈ ΓHt,x,y | |ξ(0)|g < µ }.
If ΓHt,x,y(µ) has a unique element, then we call the unique element the lowest
energy classical path from y to x in the time t. In the case of t = 1, we simply
call it the lowest energy classical path from y to x.
The object of this subsection is to show the existence and uniqueness of the
lowest energy classical path connecting sufficiently close two points.
Theorem 4.2. There exist a small t0 > 0, a small neighborhood N ⊂ M ×M
of diag(M) and µ ∈ R such that for all (x, y) ∈ N and t ∈ (0, t0), the set
ΓHt,x,y(µ/t) has a unique element.
In order to prove this theorem, it is enough to prove the following local
version.
Theorem 4.3. Let H : T ∗M → R be a Hamiltonian of the form
H(x, ξ) =
1
2
|ξ|2g + V (x).
Then for all y0 ∈M , there exist an open neighborhood W of y0, constants µ > 0
and t1 > 0 such that for all (x, y) ∈ W ×W and t ∈ (0, t1), the set ΓHt,x,y(µ/t)
has a unique element.
Proof of Theorem 4.2. We introduce a family U of open sets in M ×M as
U :={
W ×W ⊂
open
M ×M
∣∣∣∣∣
∃t1 > 0 such that ∀(t, x, y) ∈ (0, t1)×W ×W,
ΓHt,x,y has a unique element with the lowest energy
}
.
U is an open covering of diag(M) by Theorem 4.3. Since diag(M) is com-
pact, it is covered by finite open sets {Wj×Wj ∈ U }Jj=1. We take t0,j > 0 such
that for all (t, x, y) ∈ (0, t0,j) ×Wj ×Wj , ΓHt,x,y has a unique element with the
lowest energy. We set
t0 := min
1≤j≤J
t0,j , N =
J⋃
j=1
(Wj ×Wj).
By definition, for all (t, x, y) ∈ (0, t0) ×N , there exists a unique lowest energy
classical path from y to x in time t. The smoothness of S is the consequence of
that of the solutions of the initial value problem of ordinary differential equations
with respect to initial values and parameters.
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In the following we prove Theorem 4.3. Fix a small parameter t > 0. We
define a scaling on T ∗M as
Θt(x, ξ) := (x, t
−1ξ)
and
Ht(x, ξ) := t
2H(x, t−1ξ)
for arbitrary Hamiltonian H : T ∗M → R. We denote by XHt the Hamilton
vector field ofHt associated with the canonical symplectic structure ω =
∑
dxj∧
dξj . Let {ϕts : T ∗M → T ∗M}s∈(−a,a) be the flow of XH . For simplicity we
denote XH1 = XH and ϕ
1
s = ϕs.
Lemma 4.4. If {ϕts : T ∗M → T ∗M}s∈(−a,a) is the flow of XHt , then ϕs is
defined for s ∈ (−at, at) and ϕs = Θt ◦ ϕtt−1s ◦Θ−1t .
Proof. First we prove that Θt∗XHt = tXH using local coordinates. Take lo-
cal coordinates (x1, . . . , xn) of M and the associated canonical coordinates
(x1, . . . , xn, ξ1, . . . , ξn). Then
(Θt∗XHt)(x, ξ) =
n∑
j=1
(
t
∂H
∂ξj
(x, ξ)
∂
∂xj
− t ∂H
∂xj
(x, ξ)
∂
∂ξj
)
= tXH(x, ξ).
We prove that s 7→ Θt ◦ ϕtt−1s ◦ Θ−1t (x, ξ) is the integral curve of XH for
every (x, ξ) ∈ T ∗M . This is proved by a direct calculation
d
ds
(Θt ◦ ϕtt−1s ◦Θ−1t )(x, ξ) = t−1(dΘt)(ϕt
t−1s
◦Θ−1t )(x,ξ)
d
du
∣∣∣∣
u=t−1s
ϕtu(Θ
−1
t (x, ξ))
= t−1(dΘt)(ϕt
t−1s
◦Θ−1t )(x,ξ)
XHt((ϕ
t
t−1s ◦Θ−1t )(x, ξ)) = t−1(Θt∗XHt)(x, ξ)
= XH(x, ξ).
Clearly (Θt ◦ϕtt−1s ◦Θ−1t )(x, ξ)|s=0 = (x, ξ). Hence by the uniqueness of integral
curve, we obtain ϕs = Θt ◦ ϕtt−1s ◦Θ−1t for s ∈ (−at, at).
In the following, we consider the Hamiltonian
H(x, ξ) =
1
2
|ξ|2g + V (x).
Then the scaled Hamiltonian Ht is
Ht(x, ξ) =
1
2
|ξ|2g + t2V (x).
Since we take small t > 0, we can regard the potential term as a small pertur-
bation.
For U ⊂M and µ ≥ 0, we define V(U, µ) ⊂ T ∗M as
V(U, µ) := { (x, ξ) ∈ T ∗M | |ξ|g < µ }.
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Lemma 4.5. There exist t2 > 0 and µ0 > 0 such that
ϕt1 : V(M,µ0) −→ ϕt1(V(M,µ0))
is a diffeomorphism for all t ∈ (−t2, t2).
Proof. Let y0 ∈M . Since (0, y, 0) ∈ R×T ∗M is a regular point of the mapping
F (t, y, η) := (t, ϕt1(y, η))
defined near (0, y0, 0), we can apply the inverse function theorem. Thus there
exist t2 > 0, a neighborhood U of y0 and µ > 0 such that
ϕt1 : V(U, µ) −→ ϕt1(V(U, µ))
is a diffeomorphism for all t ∈ (−t2, t2).
Now let U be a family of open subsets defined as
U :=
{
(−t2, t2)× V(U, µ)
∣∣∣∣∣ ϕ
t
1 : V(U, µ)→ ϕt1(V(U, µ)) is
a diffeomorphism for all t ∈ (−t2, t2)
}
.
This U covers a compact set {0} × { (x, 0) ∈ T ∗M | x ∈ M }. Thus we can
choose finite sets {(−t2,j, t2,j)×V(Uj, µj)}Jj=1 which cover {0}×{ (x, 0) ∈ T ∗M |
x ∈M }. We set t2 := min1≤j≤J t2,j and µ0 := min1≤j≤J µj . Then
ϕt1 : V(M,µ0) −→ ϕt1(V(M,µ0))
is a diffeomorphism for all t ∈ (−t2, t2).
In the following, µ0 means the constant in Lemma 4.5.
Lemma 4.4 implies that the Theorem 4.3 is a consequence of the following
proposition.
Proposition 4.6. Let Ht : T
∗M → R be a Hamiltonian of the form
Ht(x, ξ) =
1
2
|ξ|2g + t2V (x).
Let y0 ∈M . Then there exist an open neighborhood W of y0, positive constants
µ ∈ (0, µ0] and t1 > 0 such that for all (x, y) ∈ W ×W and t ∈ (−t1, t1), the
set ΓHt1,x,y(µ) has a unique element.
Proof. Let ϕts(y, η) = (x
t
s(y, η), ξ
t
s(y, η)). Then the mapping
Λ : (t, y, η) 7−→ (t, xt1(y, η), y).
is defined near (0, y0, 0) ∈ R × T ∗M . Take canonical coordinates
(y1, . . . , yn, η1, . . . , ηn) near (y0, 0). Then the Jacobian of Λ at (0, y0, 0) is
detJΛ(0, y0, 0) = det

1 ∂txt1(y0, 0) 00 ∂yxt1(y0, 0) 1
0 ∂ηx
t
1(y0, 0) 0

 = (−1)n det ∂ηxt1(y0, 0).
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This is not 0 since (y, η) 7→ (x01(y, η), y) = (expy(vη), y) is a local diffeomorphism
around (y0, 0) by the existence of geodesically convex neighborhoods
2. Here
vη ∈ TyM is a tangent vector defined as g(vη, ·) = η. By the inverse function
theorem, there exist t1 > 0 and a neighborhood V = V(U, µ) of (y0, 0) such that
Λ˜ := Λ|(−t1,t1)×V : (−t1, t1)× V −→ Ω := Λ((−t1, t1)× V)
is a diffeomorphism. We can assume that µ ∈ (0, µ0].
The inverse function Λ˜−1 is of the form
Λ˜−1(t, x, y) = (t, ζ(t, x, y))
for some smooth function ζ : Ω → V . Since (0, y0, y0) ∈ Ω, we can take a
neighborhood W of y0 such that (−t1, t1)×W ×W ⊂ Ω. Now we define
γts(x, y) := ϕ
t
s(ζ(t, x, y))
for (s, t, x, y) ∈ [−1, 1]× (−t1, t1)×W ×W . This curve is an element in ΓHt1,x,y
by definition.
Finally we prove that the above γts(x, y) = (q
t
s(x, y), p
t
s(x, y)) is the unique
element of the set ΓHtt,x,y(µ). Let α(s) = (q(s), p(s)) ∈ ΓHt1,x,y have an initial
momentum such that |p(0)|g < µ. Since q(1) = xt1(y, p(0)) = x, we have
(t, y, p(0)) = Λ˜−1(t, xt1(y, p(0)), y) = Λ˜
−1(t, x, y) = (t, y, pt0(x, y)).
The uniqueness of the solution to initial value problem implies that α(s) =
γts(x, y) for all s ∈ [0, 1].
4.2 Action integrals
We recall the definition of action integral.
Definition 4.7. Let (xts(x, y), ξ
t
s(x, y)) ∈ ΓHt,x,y be the lowest energy classical
path from y to x in the time t. Then we define
S(t, x, y) :=
∫ t
0
(
1
2
∣∣∣∣ ddsxts(x, y)
∣∣∣∣
2
g
− V (xts(x, y))
)
ds.
Fix t0 > 0 and N ⊂M×M in the Theorem 4.2. For (t, x, y) ∈ (−t0, t0)×N ,
let (qts(x, y), p
t
s(x, y)) ∈ ΓHt1,x,y be the unique lowest energy classical path from y
to x with respect to the scaled Hamiltonian Ht = t
2H ◦Θt. The action integral
of (qts(x, y), p
t
s(x, y)) is
Φ(t, x, y) :=
∫ 1
0
(
1
2
∣∣∣∣ ddsqts(x, y)
∣∣∣∣
2
g
− t2V (qts(x, y))
)
ds.
2See [Spi] for the existence of geodesically convex neighborhoods.
13
Theorem 4.8. We have
S(t, x, y) = t−1Φ(t, x, y)
for all (t, x, y) ∈ (0, t0)×N .
Proof. Let (xts(x, y), ξ
t
s(x, y)) ∈ ΓHt,x,y be the lowest energy path with re-
spect to H and (qts(x, y), p
t
s(x, y)) ∈ ΓHt1,x,y be that with respect to Ht.
Take η = ξt0(x, y) ∈ T ∗yM . Then (xts(x, y), ξts(x, y)) = ϕs(y, η). Let
(pi ◦ ϕs)(y, η) = x˜s(y, η). We also put η′ := pt0(x, y) and γts(x, y) = ϕtt−1s(y, η′),
(pi ◦ ϕtt−1s)(y, η′) = q˜ts(y, η′). By Lemma 4.4, we obtain
x˜s(y, η) = q˜
t
t−1s(y, tη).
Substitute s = t to this and we have x = q˜t1(y, tη). This implies that p
t
0(x, y) =
tη. By the definition of η′, we obtain η′ = tη. Hence xts(x, y) = q
t
t−1s(x, y).
We calculate S(t, x, y) as
S(t, x, y) =
∫ t
0
(
1
2
∣∣∣∣ ddsxts(x, y)
∣∣∣∣
2
g
− V (xts(x, y))
)
ds
=
∫ t
0
(
1
2
t−2
∣∣∣∣ dqtσdσ
∣∣∣∣
σ=t−1s
(x, y)
∣∣∣∣
2
g
− V (qtt−1s(x, y))
)
ds
= t−1
∫ 1
0
(
1
2
∣∣∣∣dqtsds (x, y)
∣∣∣∣
2
g
− t2V (qts(x, y))
)
ds
= t−1Φ(t, x, y).
Theorem 4.9. Φ : (−t0, t0)×N → R satisfies Assumption 3.1.
Proof. Consider a family of diffeomorphisms
{ϕt1 : V(M,µ0)→ ϕt1(M,µ0))}t∈(−t2,t2).
This obviously satisfies 1. and 2. in Assumption 3.1. Let us take the unique
minimizer (qts(x, y), p
t
s(x, y)) ∈ ΓHt1,x,y(µ) of initial energy in ΓHtt,x,y(µ). Then,
since Φ generates (xts, ξ
t
s), we obtain
(y,−dyΦ(t, x, y)) = (y, pt0(x, y)) ∈ V(M,µ)
and ϕt1(y,−dyΦ(t, x, y)) = (x, dxΦ(t, x, y)).
Theorem 4.10. Let φ : (−t0, t0)×N → R be a smooth function defined as
φ(t, x, y) :=
∫ 1
0
(1− s)(∂2tΦ)(st, x, y) ds.
Then Φ(t, x, y) = d(x, y)2/2 + t2φ(t, x, y).
Proof. Since Ht(x, ξ) = H−t(x, ξ) for all (t, x, ξ) ∈ R × T ∗M , it follows that
qts(x, y) = q
−t
s (x, y) for all (t, x, y) ∈ (−t0, t0) × N and −1 ≤ s ≤ 1. Hence
Φ(t, x, y) = Φ(−t, x, y) for all (t, x, y) ∈ (−t0, t0) × N . This means that
∂tΦ(0, x, y) = 0. Combining this with Φ(0, x, y) = d(x, y)
2/2, we obtain the
conclusion.
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5 Definition of short-time approximate solution
5.1 Precise definition of short-time approximate solution
We have proved in Section 4 that the action S(t, x, y) and the Morette-Van
Vleck determinant D(t, x, y) are well-defined and have suitable properties. Thus
we can define a short-time approximate solution to the modified Schro¨dinger
equation.
Definition 5.1. We fix (−t0, t0)×N ⊂ R×M ×M in Theorem 4.2. Then for
χ ∈ C∞c (N ; [0, 1]) with χ = 1 near diag(M), we define
Eχ(t)u(x) :=
1
(2pii)n/2
∫
M
χ(x, y)
√
D(t, x, y)eiS(t,x,y)u(y) volg(y).
If χ is obvious from the context, we denote Eχ(t) by E(t).
5.2 Proof of Proposition 2.1
Proof of (i). This is an immediate consequence of the Lebesgue dominated con-
vergence theorem.
Proof of (ii). We define
a(t, x, y) = tn/2
√
D(t, x, y) = gλ(x)
− 1
4 gµ(y)
− 1
4
√
det(−∂x∂yΦ(t, x, y))
for x ∈ Uλ and y ∈ Uµ. This a(t, x, y) satisfies ‖a‖Cs(I×N) <∞ for all s ∈ N0.
Fix u ∈ C∞(M) and x ∈M . By Theorem 4.10, we have
E(t)u(x) =
1
(2piit)n/2
∫
M
χ(x, y)a(t, x, y)eitφ(t,x,y)eid(x,y)
2/2tu(y) volg(y).
We apply the method of stationary phase (see [Ho¨r1] for example) and obtain∥∥∥∥E(t)u(x) − a(t, x, x)|Hessg,yΦ(0, x, x)|1/2 eitφ(t,x,x)u(x)
∥∥∥∥
L∞x (M)
≤ Ct
for small t≪ t0. Here we used the fact that dy(d(x, y)2) = 0 if and only if x = y
provided (x, y) ∈ N . The weighted Hessian
Hessg,yΦ(0, x, x) := det(gij(x))
−1 det(∂2yΦ(0, x, y))|y=x,
which is independent of the choice of local coordinates near x, is equal to 1.
Thus
‖E(t)u− u‖L2(M) ≤ C‖(a(t, x, x)eitφ(t,x,x) − 1)u(x)‖L2(M) + Ct.
Since ‖a‖L∞(I×N) < ∞, we can apply the Lebesgue dominated convergence
theorem as t→ +0 and obtain
lim
t→+0
‖E(t)u− u‖L2(M) = 0.
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(iii) is the consequence of the following lemma.
Lemma 5.2. Let u ∈ C∞(M). Then t ∈ (0, t1) 7→ E(t)u ∈ L2(M) is differen-
tiable in the L2 norm topology and its derived function is v(t, x) := ∂t(E(t)u(x)).
t ∈ (0, t1) 7→ v(t, ·) ∈ L2(M) is continuous in the L2 norm topology.
Proof. v(t, x) is the form
v(t, x) =
∫
M
b(t, x, y)eiΦ(t,x,y)/tu(y) volg(y)
for some b ∈ C∞((0, t1)×N). By the Lebesgue dominated convergence theorem,
the mapping
t ∈ (0, t0) 7−→ v(t, ·) ∈ L2(M)
is continuous in the L2 norm topology. Thus we can consider the Riemann
integral in the L2 norm topology
w(t, s) :=
∫ t
s
v(σ, ·) dσ ∈ L2(M)
for s, t ∈ (0, t0). We prove that E(t)u − E(s)u = w(t, s). Let ϕ ∈ C∞(M) be
an arbitrary test function. Since we can change the order of the integration and
the inner product, we have
〈w(t, s), ϕ〉L2(M) =
〈∫ t
s
v(σ, ·) dσ, ϕ
〉
L2(M)
=
∫ t
s
〈v(σ, ·), ϕ〉L2(M) dσ.
By Fubini’s theorem, we have∫ t
s
〈v(σ, ·), ϕ〉L2(M) dσ =
∫
M
volg(x)ϕ(x)
∫ t
s
dσ v(σ, x)
=
∫
M
(E(t)u(x) − E(s)u(x))ϕ(x) volg(x)
= 〈E(t)u− E(s)u, ϕ〉L2(M) .
Since ϕ ∈ C∞(M) is arbitrary, we obtain w(t, s) = E(t)u − E(s)u.
This fact means that t ∈ (0, t0) 7→ E(t)u ∈ L2(M) is differentiable in the L2
norm topology and the derived function
t ∈ (0, t0) 7−→ ∂
∂t
E(t)u = v(t, ·) ∈ L2(M)
is continuous.
6 Proof of Stability and Consistency
As in Subsection 5.2, we define
a(t, x, y) = tn/2
√
D(t, x, y) = gλ(x)
− 1
4 gµ(y)
− 1
4
√
det(−∂x∂yΦ(t, x, y))
16
for x ∈ Uλ and y ∈ Uµ. Recall also that this a(t, x, y) satisfies
‖a‖Cs((−t0,t0)×N) < ∞ for all s ∈ N0. a(0, x, y) means the Morette-Van Vleck
determinant for a free particle. We note the Laplacian of a(0, x, y) on diagonal.
Theorem 6.1. For any point x0 ∈M ,
△xa(0, x, y)|x=y=x0 =
1
6
R(x0).
We can find the proof in [Miy] for example.
6.1 Proof of stability
Proof. By Theorem 4.9, we can apply Corollary 3.3 to E(t). Since Φ(t, x, y)
generates the classical orbit (qt1(y, η), p
t
1(y, η)) of the Hamiltonian Ht, we have
‖E(t)‖2L2(M)→L2(M) ≤
∥∥∥∥ |χ(qt1(y, η), y)|2|a(t, qt1(y, η), y)||a(t, qt1(y, η), y)|
∥∥∥∥
L∞(T∗M)
+ Ct
= ‖χ(qt1(y, η), y)2‖L∞(T∗M) + Ct ≤ 1 + Ct ≤ eCt.
Hence
‖E(t)‖L2(M)→L2(M) ≤ eCt.
6.2 Proof of consistency
First we confirm that the integral kernel of E(t) satisfies the modified
Schro¨dinger equation approximately.
Proposition 6.2.(
i
∂
∂t
− H˜
)
(
√
DχeiS) = (t−n/2r0(t, x, y) + t
−n/2−1r1(t, x, y))e
iS ,
where
r0(t, x, y) = χ(x, y)
(
1
2
△xa(t, x, y)− 1
12
R(x)a(t, x, y)
)
and
r1(t, x, y) = g(ia gradxΦ + t gradxa, gradxχ) +
t
2
a△xχ.
Proof. By the Leibnitz rule, we have
e−iS
(
i∂t − H˜
)
(
√
DχeiS) =
−
(
∂S
∂t
+
1
2
|gradxS|2g + V
)√
Dχ
+ i
(
∂
√
D
∂t
+ g(gradxS, gradx
√
D) +
1
2
√
D△xS
)
χ
+ t−n/2r0(t, x, y) + t
−n/2−1r1(t, x, y).
17
Since S solves the Hamilton-Jacobi equation
∂S
∂t
(t, x, y) +
1
2
|gradxS(t, x, y)|2g + V (x) = 0
and D1/2 satisfies the transport equation
∂
√
D
∂t
(t, x, y) + g
(
gradxS(t, x, y), gradx
√
D(t, x, y)
)
+
1
2
√
D(t, x, y)△xS(t, x, y) = 0,
we obtain the conclusion.
For an amplitude function b(t, x, y), we define
T [b](t)u(x) :=
1
(2piit)n/2
∫
M
b(t, x, y)eiΦ(t,x,y)/tu(y) volg(y).
Then Proposition 6.2 implies(
i
∂
∂t
− H˜
)
(E(t)u(x)) = T [r0](t)u(x) + t
−1T [r1](t)u(x)
for all u ∈ C∞(M) and x ∈M . We define an operator G(t) as
G(t)u(x) := T [r0](t)u(x) + t
−1T [r1](t)u(x)
for u ∈ C∞(M). Then
‖G(t)u‖L2(M) ≤ ‖T [r0](t)u‖L2(M) + t−1‖T [r1](t)u‖L2(M).
Recall the set defined in Section 3:
Z := { (x, y) ∈ N | dyΦ(0, x, y) = 0 }.
In the case Φ(0, x, y) = d(x, y)2/2, this set equals to the diagonal diag(M).
Thus it is essential to investigate the behavior of the amplitudes r0 and r1 near
diag(M).
Lemma 6.3. For any ε ∈ [0, 1/2], there exist constants C > 0 and δ > 0 such
that for all t ∈ (0, δ], the inequality
‖T [r1](t)‖H1+ε(M)→L2(M) ≤ Ct1+ε
holds.
Proof. Noting that r1 vanishes near {0} × diag(M), we apply Theorem 3.4
setting N = 1, L = 2 and
sα =
{
0 for |α| = 0,
|α| − 1 + 2ε for 1 ≤ |α| ≤ 3.
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Then there exist constants C > 0 and δ > 0 such that
‖T [r1](t)u‖2L2(M) ≤ C(t3 + t2 × t2ε + t× t1+2ε + t2+2ε)‖u‖2H1+ε(M)
≤ Ct2+2ε‖u‖2H1+ε(M)
holds for all u ∈ C∞(M) and t ∈ (0, δ].
Next we estimate T [r0](t).
Lemma 6.4. For sufficiently small δ ∈ (0, t0) and any ε ∈ [0, 1/2], there exists
a constant C > 0 such that
‖T [r0](t)‖Hε(M)→L2(M) ≤ Ctε
for all t ∈ (0, δ].
Proof. First, since r0(t, x, y) = r0(0, x, y)+O(t) by the Taylor theorem, we have
‖T [r0](t)‖Hε→L2 ≤ ‖T [r0(0, ·, ·)](t)‖Hε→L2 +O(t).
By Theorem 6.1, r0(0, x, x) = 0 for all x ∈M . Thus we can apply Theorem 3.4
setting N = L = 0 and
sα =
{
0 for |α| = 0,
2ε for |α| = 1.
We obtain
‖T [r0(0, ·, ·)](t)‖2Hε→L2 ≤ C(t+ t2ε) ≤ Ct2ε
for t ∈ (0, δ].
Proof of Consistency. By Lemma 5.2, the time derivative of E(t)u in the L2
norm topology is −i(H˜E(t)u + G(t)u) for u ∈ C∞(M). We already have
‖G(t)‖H1+ε(M)→L2(M) ≤ Cεtε by Lemma 6.3 and Lemma 6.4.
A Proof of Theorem 3.2 and Theorem 3.4
A.1 Disjoint support
For two subsets A and B of X × Y , we define
A∗ ◦B := { (y, z) ∈ Y × Y | ∃x ∈ X such that (x, y) ∈ A, (x, z) ∈ B }.
If supp a ⊂ A and supp b ⊂ B, then the support of the integral kernel of
Tε[a](t)
∗Tε[b](t) is included in A
∗ ◦B.
Theorem A.1. Let that K1 and K2 be disjoint compact subsets of Ω. Then
for all N ∈ N0, s ∈ N0 and compact intervals J ⊂ I, there exists a constant
C > 0 such that for all a, b ∈ C∞c (X × Y ) with supp a ⊂ K1 and supp b ⊂ K2,
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the integral kernel Kε(t, y, z) of Tε[a](t)
∗Tε[b](t), whose support is included in
I × (K∗1 ◦K2), has the estimate
sup
t∈J
‖Kε(t, ·, ·)‖Cs(K∗
1
◦K2) ≤ CεN‖a‖C2s+N+n(K1)‖b‖C2s+N+n(K2).
for all ε ∈ (0, 1].
Proof. We denote the integral kernel of Tε[a](t)
∗Tε[b](t) by Kε(t, y, z):
Kε(t, y, z) =
1
(2piε)n
∫
X
a(x, y)b(x, z)ei(ϕ(t,x,z)−ϕ(t,x,y))/ε volg(x).
This is a smooth function with respect to (t, y, z). On the support of the in-
tegrand, the vector field x 7→ gradxϕ(t, x, z) − gradxϕ(t, x, y) ∈ TxX does not
vanish since the Assumption 3.1 implies the injectivity of y 7→ dxϕ(t, x, y). Thus
we can consider the differential operator
La(t, x, y, z) :=
gx(gradxϕ(t, x, z)− gradxϕ(t, x, y), gradxa(x))
i|gradxϕ(t, x, y)− gradxϕ(t, x, z)|2g
,
which satisfies
εLei(ϕ(t,x,z)−ϕ(t,x,y))/ε = ei(ϕ(t,x,z)−ϕ(t,x,y))/ε.
By the Gauss divergence theorem, the transpose of L is
tLa(t, x, y, z) = i divx
(
a(x)(gradxϕ(t, x, z)− gradxϕ(t, x, y))
|gradxϕ(t, x, y)− gradxϕ(t, x, z)|2g
)
.
Hence
Kε(t, y, z) =
εN
(2piε)n
∫
X
(tL)N (a(x, y)b(x, z))ei(ϕ(t,x,z)−ϕ(t,x,y))/ε volg(x).
for all N ∈ N0. If A : C∞c (X × Y ) → C∞c (X × Y ) is a differential operator of
degree s ∈ N0 and J ⊂ I is a compact interval, then
|AKε(t, y, z)| ≤ CεN−n−s‖a‖Cs+N(K1)‖b‖Cs+N(K2)
for some C > 0 independent of (t, y, z) ∈ J × Y × Y , a ∈ C∞c (X × Y ) with
supp a ⊂ K1, b ∈ C∞c (X × Y ) with supp b ⊂ K2 and ε ∈ (0, 1].
A.2 Covering
Let {φλ : Uλ → U ′λ }λ∈Λ1 be a local coordinate system on X and {ψµ : Vµ →
V ′µ }µ∈Λ2 be that on Y . Then they induce a local coordinate system {φλ × ψµ :
Uλ × Vµ → U ′λ × V ′µ }(λ,µ)∈Λ on X × Y , where Λ := Λ1 ×Λ2. For (λ, µ) ∈ Λ, we
define
ϕλµ(t, x, y) := ϕ(t, φ
−1
λ (x), ψ
−1
µ (y)).
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Lemma A.2. Let K ⊂ Ω and J ⊂ I be compact subsets. Then there exists
a finite collection of open sets {Ω˜ι ⊂ I × Ω}Mι=1 which satisfies the following
properties.
1. J ×K ⊂ ⋃Mι=1 Ω˜ι.
2. If Ω˜ι ∩ Ω˜ι′ 6= ∅, then there exist (λ, µ) ∈ Λ, open sets I ′ ⊂ I, U ′ ⊂ U ′λ
and an open convex subset V ′ ⊂ V ′µ such that Ω˜ι ∪ Ω˜ι′ ⊂ I × Uλ × Vµ,
(id× φλ × ψµ)(Ω˜ι ∪ Ω˜ι′) ⊂ I ′ × U ′ × V ′ and the function
F : I ′ × U ′ × V ′ × V ′ −→ I ′ × V ′ × Rn × V ′,
F (t, x, y, z) :=
(
t, y,−
∫ 1
0
∂yϕλµ(t, x, sz + (1− s)y) ds, z
)
is an embedding.
Proof. Let (λ, µ) ∈ Λ and we define ϕλµ(t, x, y) := ϕ(t, φλ(x), ψµ(y)). We in-
troduce a collection of Bλµ of open subsets of I ×Ω as follows. An open subset
Ω˜′ in I × Ω belongs to Bλµ if and only if the following conditions hold.
(i) Ω˜′ is a direct product Ω˜′ = I ′×U ′×V ′ of an open interval I ′ ⊂ I, open sets
U ′ ⊂ U ′λ and V ′ ⊂ V ′µ. Moreover V ′ is convex and φ−1λ (U ′)×ψ−1µ (V ′) ⊂ Ω.
(ii) The function
F : I ′ × U ′ × V ′ × V ′ −→ I ′ × V ′ × Rn × V ′,
F (t, x, y, z) :=
(
t, y,−
∫ 1
0
∂yϕλµ(t, x, sz + (1− s)y) ds, z
)
is an embedding.
We define
B :=
⋃
(λ,µ)∈Λ
{ I ′ × φ−1λ (U ′)× ψ−1µ (V ′) | I ′ × U ′ × V ′ ∈ Bλµ }.
Since
det dF (t, x, y, z)|y=z = det ∂x∂yϕλµ(t, y, y) 6= 0
for all (λ, µ) ∈ Λ and (t, x, y) ∈ I×U ′λ×V ′µ, the inverse function theorem implies
that B forms an open basis of the topology in I ×X × Y .
We define two projections pr1 : X × Y → X and pr2 : X × Y → Y by
pr1(x, y) = x and pr2(x, y) = y. Then g˜ = pr
∗
1g + pr
∗
2h defines a Riemannian
metric on X × Y . This metric induces a distance function d˜ on X × Y . We
can take a Lebesgue number δ > 0 associated with the open covering {(J ×
K)∩ Ω˜}Ω˜∈B on the compact metric space (J ×K, δJ×K), δJ×K((t, p), (s, q)) :=
|t− s|+ d˜(p, q).
Now we define A := { Ω˜ ∈ B | diam Ω˜ < δ/2 } and AJ×K := {Ω ∩ (J ×
K) | Ω˜ ∈ A }. AJ×K covers J × K since B is a basis of the topology in
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I×X×Y . Then by the compactness of J ×K, we can choose a finite collection
{(Ω˜ι ∩ (J ×K) ∈ AJ×K}Mι=1 such that
⋃M
ι=1(Ω˜ι ∩ (J ×K)) = J ×K.
Suppose Ω˜ι ∩ Ω˜ι′ 6= ∅. Then by the triangle inequality, we have
diam(Ω˜ι ∪ Ω˜ι′) ≤ diam Ω˜ι + diam Ω˜ι′ < δ
2
+
δ
2
= δ.
Thus there exists Ω˜ ∈ B such that Ω˜ι ∪ Ω˜ι′ ⊂ Ω˜. We choose (λ, µ) ∈ Λ such
that Ω˜ = (id×φλ×ψµ)−1(Ω˜′) for some Ω˜′ ∈ Bλµ. The restriction of F to open
subset Ω˜ι ∪ Ω˜ι′ is an embedding.
We introduce symbol classes Sm for m ∈ R defined as
Sm :=
{
a(x, ξ) ∈ C∞(Rn × Rn)
∣∣∣∣∣ ‖(1 + |ξ|)
−m∂αx ∂
β
ξ a(x, ξ)‖L∞ <∞
for all α, β ∈ Nn0
}
.
Theorem A.3. Let K ⊂ Ω and J ⊂ I be compact subsets. Then there exists a
finite collection of open sets {Ω˜ι ⊂ I × Ω}Mι=1 and a family of smooth functions
{κι ∈ C∞c (Ω˜ι; [0, 1])}Mι∈1 which satisfy the following properties.
1. J ×K ⊂ ⋃Mι=1 Ω˜ι and ∑ι κι = 1 on J ×K.
2. If Ω˜ι ∩ Ω˜ι′ 6= ∅, then there exist (λ, µ) ∈ Λ, open sets I ′ ⊂ I, U ′ ⊂ U ′λ
and an open subset V ′ ⊂ V ′µ such that Ω˜ι ∪ Ω˜ι′ ⊂ I ×Uλ × Vµ, (id× φλ ×
ψµ)(Ω˜ι ∪ Ω˜ι′) ⊂ I ′ × U ′ × V ′ and
ψ−1∗ι Tε[κιa](t)
∗Tε[κι′a](t)ψ
∗
ι′ = b
w
ιι′(ε; t, y, εDy)
for some bιι′ ∈ S0. Moreover bιι′,ε(t, y, η) has an asymptotic expansion
bιι′(ε; t, y, η) ∼
∞∑
j=0
εjbιι′,j(t, y, η) in S
0
and the principal part is
bιι′(0; t, y, η) = ψ˜
−1∗
µ
(
(κικι′ |a|2)(x∗(t, y, η), y)
|Dϕ(t, x∗(t, y, η), y)|
)
.
Furthermore, if ∂αx ∂
β
y a|Z = 0 for all |α| + |β| ≤ 2N + L, then
∂lt∂
α
η bιι′,j(t, y, η)|t=0,η=0 = 0 for all j ≤ N , |α|+ l ≤ L and y ∈ Rn.
Proof. We take a finite collection of open sets {Ω˜ι ⊂ I × Ω}Mι=1 as in Lemma
A.2.
Suppose Ω˜ι ∩ Ω˜ι′ 6= ∅. Then we can take (λ, µ) ∈ Λ, open sets I ′ ⊂ I,
U ′ ⊂ U ′λ and an open convex subset V ′ ⊂ V ′µ such that Ω˜ι ∪ Ω˜ι′ ⊂ I ×Uλ × Vµ,
(id× φλ × ψµ)(Ω˜ι ∪ Ω˜ι′) ⊂ I ′ × U ′ × V ′ and the function
F : I ′ × U ′ × V ′ × V ′ −→ I ′ × V ′ × Rn × V ′,
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F (t, x, y, z) :=
(
t, y,−
∫ 1
0
∂yϕλµ(t, x, sz + (1− s)y) ds, z
)
is an embedding. For simplicity, we denote ϕλµ by ϕ.
We denote the integral kernel of ψ−1∗µ Tε[κιa](t)
∗Tε[κι′a](t)ψ
∗
µ by Kε(t, y, z).
We define aι(x, y) := (κιa)(φ
−1
λ (x), ψ
−1
µ (y)), aι′(x, y) := (κι′a)(φ
−1
λ (x), ψ
−1
µ (y)),
g(x)1/2dx = φ−1∗λ volg(x) and h(y)
1/2dy = ψ−1∗µ volh(y). Then
Kε(t, y, z) =
1
(2piε)n
∫
Rn
aι(x, y)aι′(x, z)e
i(ϕ(t,x,z)−ϕ(t,x,y))/εg(x)1/2h(z)1/2 dx.
The phase function is
ϕ(t, x, z)− ϕ(t, x, y) = −(y − z) ·
∫ 1
0
∂yϕ(t, x, sz + (1− s)y) ds.
Since Ω˜ι ∩ Ω˜ι′ 6= ∅, we can change variables
η = η(t, x, y, z) = −
∫ 1
0
∂yϕ(t, x, sz + (1− s)y) ds⇐⇒ x = xˆ(t, y, η, z)
by Lemma A.2 and obtain
Kε(t, y, z) =
1
(2piε)n
∫
Rn
aι(x, y)aι′(x, z)e
iη·(y−z)/εg(x)1/2h(z)1/2
∣∣∣∣det ∂η∂x
∣∣∣∣
−1
dη.
This is an integral kernel of the pseudodifferential operator with symbol
b˜ιι′(t, y, η, z) := aι(xˆ, y)aι′(xˆ, z)g(xˆ)
1/2h(z)1/2
∣∣∣∣det ∂η∂x(t, xˆ, y, z)
∣∣∣∣
−1
.
Hence the symbol bιι′(ε; t, ·, ·) = OS(1) (t, ε→ 0) given by
bιι′(ε; t, y, η) := e
−iε〈∂z ,∂η〉b˜ιι′
(
t, y − z
2
, η, y +
z
2
)∣∣∣
z=0
satisfies ∫
Rn
Kε(t, y, z)u(z) dz = b
w
ιι′(ε; t, y, εDy)u(y).
(See Theorem 4.20 in [Zwo]. )
This bιι′(ε; t, y, η) has an asymptotic expansion
bιι′(ε; t, y, η) =
N∑
j=0
εjbιι′,j(t, y, η) +OS(ε
N+1),
where
bιι′,j(t, y, η) :=
(−i)j
j!
〈∂z , ∂η〉j b˜ιι′
(
t, y − z
2
, η, y +
z
2
)∣∣∣
z=0
.
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From the form of bιι′,j(t, y, η) and the fact that x = xˆ(0, y, 0, y) is the so-
lution to −∂yϕλµ(0, x, y) = 0, ∂αx ∂βy a|Z = 0 for all |α| + |β| ≤ 2N + L implies
∂lt∂
α
η bιι′,j(t, y, η)|t=0,η=0 = 0 for all j ≤ N and |α|+ l ≤ L.
In particular,
bιι′,0(t, y, η) = b˜ιι′(t, y, η, y)
=
(aιaι′)(xˆ(t, y, η, y), y)g(xˆ(t, y, η, y))
1/2h(z)1/2
|det ∂xη(t, xˆ(t, y, η, y), y, y)| .
Since xˆ(t, y, η, y) = x if and only if η = −∂yϕ(t, x, y), we have xˆ(t, y, η, y) =
φ(x∗(t, ψ˜−1(y, η))). Moreover
∂η
∂x
(t, xˆ(t, y, η, y), y, y) =
∂2ϕ
∂x∂y
(t, xˆ(t, y, η, y), y).
Hence
g(xˆ(t, y, η, y))1/2h(y)1/2
∣∣∣∣det ∂η∂x(xˆ(t, y, η, y))
∣∣∣∣
−1
=
|Dϕ(t, x∗(t, ψ˜−1(y, η)), ψ−1(y))|−1/2.
Therefore, the principal symbol of ψ−1∗Tε[κιa](t)
∗Tε[κι′a](t)ψ
∗ is
ψ˜−1∗
(
(κικι′ |a|2)(x∗(t, y, η), y)
|Dϕ(t, x∗(t, y, η), y)|
)
.
A.3 Proof of Theorem 3.2 and Theorem 3.4
Proof of Theorem 3.2. We decompose T~[a](t)
∗T~[a](t) into
T~[a](t)
∗T~[a](t) =∑
Ω˜ι∩Ω˜ι′ 6=∅
T~[κιa](t)
∗T~[κι′a](t) +
∑
Ω˜ι∩Ω˜ι′=∅
T~[κιa](t)
∗T~[κι′a](t).
The second term is in ε∞Ψ−∞ by Theorem A.1. The first term is a pseudodif-
ferential operator with principal symbol
∑
Ω˜ι∩Ω˜ι′ 6=∅
(κικι′ |a|2)(x∗(t, y, η), y)
|Dϕ(t, x∗(t, y, η), y)| =
|a(x∗(t, y, η), y)|2
|Dϕ(t, x∗(t, y, η), y)| .
Proof of Theorem 3.4. Assume that ∂αx ∂
β
y a|Z = 0 for all |α| + |β| ≤ 2N + L.
Then
bιι′,j(t, y, η) =
1
L!
∑
|α|+l=L+1
tlηα
(
L+ 1
l
)∫ 1
0
(1 − s)L∂lt∂αη bιι′,j(st, y, sη) ds
24
for all j ≤ N . Since ⋃|t|≤δ supp bιι′,j(t, ·, ·) ⊂ {|η| ≤ R} for some small δ > 0
and large R > 0, we can take a cutoff function ω ∈ C∞c (Rn) such that ω(η) = 1
if bιι′,j(t, y, η) and ω(η) = 0 if |η| ≥ 2R. We define
cιι′,jα(t, y, η) :=
1
L!
(
L+ 1
l
)
ω(η)
∫ 1
0
(1− s)L−1∂αη bιι′,j(t, y, sη) ds.
Then
{ε−sα(εη)αcιι′,jα(t, ·, ε·)}t∈(−δ,δ],ε∈(0,δ]
forms a bounded family in Ssα . Thus there exists a constant C > 0 such that
‖bwιι′,j(t, y, εDy)‖Hs/2→H−s/2 ≤ C
∑
|α|+l=L+1
tlεsα .
for all t ∈ [−δ, δ] and ε ∈ (0, δ]. Hence
‖bwιι′(ε; t, y, εDy)‖Hs/2→H−s/2 ≤ C
N∑
j=0
∑
|α|+l=L+1
tlεj+sα +O(εN+1)
≤ C

 ∑
|α|+l=L+1
tlεsα + εN+1

 .
Combining this estimate with Theorem A.1, we obtain
‖Tε[a](t)(1 −△g)−s/4‖2L2→L2
≤
∑
Ω˜ι∩Ω˜ι′ 6=∅
‖(1−△g)−s/4Tε[aι](t)∗Tε[a](t)(1 −△g)−s/4‖L2→L2 +O(εN+1)
≤ C
∑
Ω˜ι∩Ω˜ι′ 6=∅
‖bwιι′(ε; t, y, εDy)‖Hs/2→H−s/2 +O(εN+1)
≤ C

 ∑
|α|+l=L+1
tlεsα + εN+1

 .
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