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Abstract
Let A be a set and let G be a group, and equip AG with its prodiscrete uniform structure. Let τ : AG → AG be a map. We
prove that τ is a cellular automaton if and only if τ is uniformly continuous and G-equivariant. We also give an example showing
that a continuous and G-equivariant map τ : AG → AG may fail to be a cellular automaton when the alphabet set A is infinite.
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1. Introduction
The first examples of cellular automata studied in the literature were cellular automata with finite alphabet over
finitely generated free abelian groups, especially Z or Z2. However, cellular automata may be defined for any alphabet
set and any underlying group.
Let A be a set, called the alphabet, and let G be a group. The set AG consisting of all maps x : G → A is equipped
with the (left) action of G defined by
gx(g′) = x(g−1g′)
for all g, g′ ∈ G and x ∈ AG .
By definition, a cellular automaton over the group G and the alphabet A is a map τ : AG → AG satisfying the
following condition: there exist a finite subset M ⊂ G and a map µ : AM → A such that
τ(x)(g) = µ((g−1x)|M ) for all x ∈ AG , g ∈ G, (1.1)
where ·|M denotes the restriction to M . Such a set M is called a memory set and µ is called a local defining map for τ .
The purpose of this note is to give a global characterization of cellular automata in terms of topological dynamics.
Our characterization involves the prodiscrete uniform structure on AG , that is, the product uniform structure obtained
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by taking the discrete uniform structure on each factor A of AG =∏g∈G A (see Section 2 for definition and basic facts
about uniform structures). Recall that a map φ : AG → AG is said to be G-equivariant if it satisfies g(φ(x)) = φ(gx)
for all g ∈ G and x ∈ AG . Our main result is the following:
Theorem 1.1. Let A be a set and let G be a group. Let τ : AG → AG be a map and equip AG with its prodiscrete
uniform structure. Then the following conditions are equivalent:
(a) τ is a cellular automaton;
(b) τ is uniformly continuous and G-equivariant.
Every uniformly continuous map between uniform spaces is continuous with respect to the associated topologies,
and the converse is true when the source space is compact. The topology defined by the prodiscrete uniform structure
on AG is the prodiscrete topology, that is, the product topology obtained by taking the discrete topology on each
factor A of AG . In the case when A is finite, the prodiscrete topology on AG is compact by Tychonoff theorem. Thus
we immediately deduce from Theorem 1.1 the well known Curtis–Hedlund characterization of cellular automata with
finite alphabet:
Corollary 1.2 (Curtis–Hedlund [3]). Let A be a finite set and let G be a group. Let τ : AG → AG be a map and
equip AG with its prodiscrete topology. Then the following conditions are equivalent:
(a) τ is a cellular automaton;
(b) τ is continuous and G-equivariant.
In the last section, we shall give an example of a continuous G-equivariant map τ : AG → AG , with A = G = Z,
which is not a cellular automaton. This shows that implication (b)⇒ (a) in Corollary 1.2 becomes false if we suppress
the finiteness hypothesis on A.
2. Uniform structures
In this section we collect some basic facts about uniform spaces and uniformly continuous maps. The notion of
a uniform structure was introduced by Andre´ Weil in [5] as a generalization of both metric spaces and topological
groups. Roughly speaking, a uniform space is a topological space with an additional set-theoretical notion of closeness
for pairs of points. The reader is referred to [1, Ch. 2] or [4, Ch. 6] for a detailed exposition of the general theory of
uniform spaces.
Let us first introduce some notation. Given a set X , we denote by∆X the diagonal in X × X , that is, the set of pairs
(x, x), where x runs over X . If V is a subset of X × X , we denote by −1V the set of pairs (x, y) such that (y, x) ∈ V . If
V and W are subsets of X × X , we define their composite V ◦ W ⊂ X × X as being the set of pairs (x, y) such that
there exists z ∈ X satisfying (x, z) ∈ V and (z, y) ∈ W .
Definition 2.1. Let X be a set. A uniform structure on X is a non-empty set U of subsets of X × X satisfying the
following conditions:
(UN-1) if V ∈ U , then ∆X ⊂ V ;
(UN-2) if V ∈ U and V ⊂ V ′ ⊂ X × X , then V ′ ∈ U ;
(UN-3) if V ∈ U and W ∈ U , then V ∩W ∈ U ;
(UN-4) if V ∈ U , then −1V ∈ U ;
(UN-5) if V ∈ U , then there exists W ∈ U such that W ◦W ⊂ V .
A set X equipped with a uniform structure U is called a uniform space and the elements of U are called the
entourages of X .
Examples. (1) The discrete uniform structure on a set X is the uniform structure whose entourages consist of all
subsets of X × X containing ∆X . It follows from (UN-2) that this uniform structure is the only uniform structure on
X admitting ∆X as an entourage.
(2) Suppose that d is a metric on X . For each ε > 0 let Vε ⊂ X × X denote the set of pairs (x, y) such that
d(x, y) < ε. Let U be the set of all subsets W ⊂ X × X such that one can find ε > 0 for which Vε ⊂ W . Then U is
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a uniform structure on X which is called the uniform structure defined by the metric d. A uniform structure is said to
be metrizable if it may be defined by a metric. Note that if d is the discrete metric on X , that is, d(x, y) = 0 if x = y
and d(x, y) = 1 otherwise, then the uniform structure defined by d is the discrete uniform structure on X . Thus the
discrete uniform structure is always metrizable.
If X is a uniform space, then the uniform structure on X defines a topology on X obtained by taking as open sets
the subsets Ω ⊂ X which satisfy the following property: for each x ∈ Ω , there is an entourage V ⊂ X × X such that
{y ∈ X : (x, y) ∈ V } ⊂ Ω .
Examples. (1) The topology associated with the discrete uniform structure on a set X is the discrete topology on X
(every subset is open).
(2) If U is the uniform structure defined by a metric d on a set X , then the topology defined by U coincides with
the topology defined by d .
The topology on a uniform space X is Hausdorff if and only if the intersection of the entourages is equal to the
diagonal in X × X .
Let U be a uniform structure on a set X . A subset B ⊂ U is called a base of U if for eachW ∈ U there exists V ∈ B
such that V ⊂ W .
Definition 2.2. Let X and Y be uniform spaces. A map f : X → Y is said to be uniformly continuous if, for each
entourage W of Y , the set ( f × f )−1(W ) is an entourage of X .
If B (resp. B′) is a base of the uniform structure on X (resp. Y ), then a map f : X → Y is uniformly continuous if
and only if it satisfies the following condition: for each W ∈ B′ there exists V ∈ B such that V ⊂ ( f × f )−1(W ).
Every uniformly continuous map is continuous (with respect to the topologies on X and Y associated with the
uniform structures) but the converse implication does not hold in general. For example, the map x 7→ x2 is not
uniformly continuous on R (equipped with the uniform structure associated with its usual metric). However, if X and
Y are uniform spaces and X is compact, then every continuous map f : X → Y is uniformly continuous (see e.g. [4,
Th. 6.31]).
Let (X i )i∈I be a family of uniform spaces. The product uniform structure on the set X = ∏i∈I X i is the smallest
uniform structure on X such that each projection map pi : X → X i is uniformly continuous. The topology defined by
the product uniform structure on X is the product topology.
If Y is a uniform space and X is equipped with the uniform product structure, then a map f : Y → X is uniformly
continuous if and only if all maps pi ◦ f : Y → X i , i ∈ I , are uniformly continuous.
In the case when (X i )i∈I is a family of discrete uniform spaces, the product uniform structure on X = ∏i∈I X i is
called the prodiscrete uniform structure on X (we have borrowed the term “prodiscrete” from [2, Section 4.C]). The
topology defined by the prodiscrete uniform structure on X is the prodiscrete topology, that is, the product topology
obtained by taking the discrete topology on each factor X i of X .
Let now A be a set and let G be a group. We equip the set AG = ∏g∈G A consisting of all maps x : G → A with
its prodiscrete uniform structure.
Observe that the sets
VF = {(x, y) ∈ AG × AG : x |F = y|F }, (2.1)
where F runs over all finite subsets of G and x |F denotes the restriction of x to F , form a base of the uniform structure
on AG .
Remark. Suppose that G is countable. Then the prodiscrete uniform structure on AG is metrizable. Indeed, let
∅ = E0 ⊂ E1 ⊂ · · · ⊂ En ⊂ · · · be an increasing sequence of finite subsets of G such that ⋃n≥0 En = G
and consider the metric d on AG given by
d(x, y) = 2− sup{n≥0: x |En=y|En }
for all x, y ∈ AG . Then d defines the prodiscrete uniform structure on AG .
On the other hand, if G is not countable and A contains at least two elements, then the prodiscrete uniform structure
on AG is not metrizable. Indeed, in this case, the prodiscrete topology does not satisfy the first axiom of countability
and hence is not metrizable.
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3. Proof of the main result
Proof of Theorem 1.1. Suppose first that τ : AG → AG is a cellular automaton with memory set M and local defining
map µ : AM → A.
Let x, y ∈ AG . It follows from (1.1) that if x and y coincide on gM for some g ∈ G, then τ(x)(g) = τ(y)(g).
Consequently, if x and y coincide on FM = {gm : g ∈ F,m ∈ M} for some subset F ⊂ G, then τ(x) and τ(y)
coincide on F . Observe now that FM is finite if F is finite. Using the notation introduced in (2.1), we deduce that
VFM ⊂ (τ × τ)−1(VF )
for every finite subset F of G. As the sets VF , where F runs over all finite subsets of G, form a base of the prodiscrete
uniform structure on AG , we deduce that τ is uniformly continuous.
On the other hand, for all g, g′ ∈ G and x ∈ AG , we have
τ(gx)(g′) = µ
(
[g′−1gx]|M
)
= µ ([(g−1g′)−1x]|M)
= τ(x)(g−1g′)
= [gτ(x)](g′)
and hence τ(gx) = gτ(x). Thus τ is G-equivariant.
Conversely, suppose that τ is uniformly continuous and G-equivariant. Let us show that τ is a cellular automaton.
Take F = {1G}. Since τ is uniformly continuous, we can find a finite subset M ⊂ G such that VM ⊂ (τ × τ)−1(VF ).
This means that τ(x)(1G) only depends on the restriction of x to M . In other words, there is a map µ : AM → A such
that
τ(x)(1G) = µ(x |M )
for all x ∈ AG . Using the fact that τ is G-equivariant, we get
τ(x)(g) = [g−1τ(x)](1G) = τ(g−1x)(1G) = µ((g−1x)|M )
for all x ∈ AG and g ∈ G. This shows that τ is a cellular automaton with memory set M and local defining map
µ. 
Since the composite of two uniformly continuous (resp. G-equivariant) maps is also uniformly continuous (resp.
G-equivariant), an immediate consequence of Theorem 1.1 is the following:
Corollary 3.1. Let A be a set and let G be a group. Suppose that σ : AG → AG and τ : AG → AG are cellular
automata. Then σ ◦ τ is also a cellular automaton.
4. A continuous equivariant map which is not a cellular automaton
Let us take A = Z as the alphabet set. Take also G = Z with additive notation for the group operation. Consider
the map τ : ZZ → ZZ defined by
τ(x)(n) = x(x(n)+ n)
for all x ∈ ZZ and n ∈ Z. We claim that τ is Z-equivariant. Indeed, for all x ∈ ZZ and n,m ∈ Z, we have
m(τ (x))(n) = τ(x)(n − m) = x(x(n − m)+ n − m),
and
τ(mx)(n) = mx(mx(n)+ n) = x(mx(n)+ n − m) = x(x(n − m)+ n − m).
This shows that m(τ (x)) = τ(mx) for all x ∈ ZZ and m ∈ Z. Thus τ is Z-equivariant.
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We now prove that τ is also continuous for the prodiscrete topology on ZZ. To see this, take x ∈ ZZ and m > 0.
Let us show that there exists M > 0 such that if
y|[−M,M] = x |[−M,M] (4.1)
then
τ(y)|[−m,m] = τ(x)|[−m,m]. (4.2)
Indeed, set M = max{|x(n)| : n = 0,±1,±2, . . . ,±m} + m. Suppose that y ∈ ZZ satisfies (4.1). Then,
for all n = 0,±1, . . . ,±m one has τ(x)(n) = x(x(n) + n) = x(y(n) + n) = y(y(n) + n) = τ(y)(n), as
|x(n)+ n| ≤ |x(n)| + |n| ≤ M for all n ∈ [−m,m]. This shows that (4.2) holds. Therefore, τ is continuous.
Finally, let us show that τ is not a cellular automaton. For n ∈ N consider the element xn ∈ ZZ defined by
xn(m) =

n + 1 if m = 0,
1 if m = n + 1,
0 otherwise
and yn ∈ ZZ defined by
yn(m) =
{
n + 1 if m = 0,
0 otherwise.
Then one has xn|[−n,n] = yn|[−n,n] while τ(xn)(0) = xn(xn(0)) = xn(n + 1) = 1 and τ(yn)(0) = yn(yn(0)) =
yn(n + 1) = 0 so that τ(xn)(0) 6= τ(yn)(0). Therefore there is no integer M > 0 such that, for all x ∈ ZZ, the value
of τ(x) in 0 is (uniquely) determined by the values of x |[−M,M]. Thus, τ cannot have “finite” memory and fails to be
a cellular automaton.
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