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Scattering of an Infraparticle : The One Particle Sector
in Nelson’s Massless Model
Alessandro Pizzo
Abstract. In the one-particle sector of Nelson’s massless model, we construct scatter-
ing states in the time-dependent approach. On the so-deﬁned scattering subspaces,
the convergence of the asymptotic Weyl operators related to the boson ﬁeld as well
as the asymptotic limit of the mean velocity of the infraparticle are established.
The construction relies on some spectral results concerning the one-particle (im-
proper) states of the system. Moreover, in the region of physical interest, we assume
a positive bound from below for the second derivative of the ground state energy
as a function of the total momentum, uniform in the limit of no infrared cut-oﬀ in
the interaction term.
Introduction
In this paper we aim at describing the scattering behavior of a non-relativistic
quantum particle interacting (only) with a quantized relativistic massless scalar
ﬁeld, when an ultraviolet cut-oﬀ is imposed on the interaction and no infrared
regularization is adopted. This model is also known as the one-particle sector of
the translation invariant Nelson’s massless model [Ne.]. The interest in Nelson’s
massless model is related to the infrared features of Q.E.D., in spite of the various
approximations here introduced: The charge is not described by a ﬁeld (no pair
production), an ultraviolet cut-oﬀ is imposed, the “photons” are scalar particles
and the “electron” is a spinless non-relativistic particle. In particular, the analysis
of the counterpart of Compton scattering in the given scalar model meets with
problems (infrared divergences) analogous to the Q.E.D. case in some substantial
respects.
The general features of the asymptotic states – as they arise from pertur-
bative computations and from rigorous results in related solvable models (dipole
approximation, see also [Bl.]) – suggest the following intuitive picture: A “free”
massive particle, that we call the electron or the charged particle, always sur-
rounded by a cloud of asymptotic soft bosons, that we call photons even though
they are scalar particles. The momenta distribution in the photon cloud, in the
limit of zero energy, turns out to be linked to the electron asymptotic velocity
according to a “Bloch and Nordsieck” [B.N.] type factor.
The infrared features of the model are at the origin of the following diﬃculties
in the control of scattering:
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Because of the massless dispersion of the bosons, the construction of the
so-called asymptotic L.S.Z. (Lehmann-Symanzik-Zimmermann) operators [L.S.Z.]
associated with the boson ﬁeld requires a careful application of the stationary
phase methods for the decay estimates of the solutions of Klein Gordon equation
(in this respect, see [R.S.]). In our context, due to the non-relativistic description
of the charge, it implies a restriction of the physical Hilbert space to keep the
asymptotic (mean) velocity of the charge smaller with respect to the speed of the
light.
Due to the arbitrarily large number of photons emitted in the scattering at
arbitrary long time, the explanation and the exact meaning of the asymptotic
decoupling between the bosons and the non-relativistic particle require a diﬀerent
characterization of the “free” dynamics (which is only asymptotic) of the massive
particle.
The structural issue, as far as spectral properties are concerned, consists in
the disappearance of one-particle states from the joint spectrum of the opera-
tors Hamiltonian and total momentum, in other words the absence of a proper
mass shell for the charged particle. In literature, particles sharing such feature
are called infraparticles [Sc.]. Because of this missing ingredient, an asymptotic
description based on concepts and techniques which stem from “Haag-Ruelle scat-
tering theory” (see [Ha.]) is conceptually not adequate. Haag-Ruelle scattering
theory provides a recipe to construct scattering states for quantum relativistic
ﬁelds satisfying Wightman axioms and with mass gap. In our model, while the
notion of relativistic locality can be easily replaced by a non-relativistic one (that
is at ﬁxed time), the absence of one-particle states is a genuine infrared feature
which modiﬁes the collision picture at a substantial level with the appearance of
non-Fock representations for the asymptotic boson algebra. Moreover the rigor-
ous deﬁnition of the asymptotic degrees of freedom that describe the infraparticle
cannot be accomplished without some further information on the (improper) mass
shell structure.
The ﬁrst systematic analysis of scattering in the translationally invariant
Nelson’s model has been done by Fro¨hlich in two papers [Fr.1] and [Fr.2], where the
second one provides spectral results exploited in [Fr.1]. In this study, indications
coming from solvable models are mastered, two diﬀerent approaches to collision
theory are developed and many useful technical tools are provided. Starting from
the intuitive picture, a recipe is attempted for the vector in the Hilbert space,
ψout(in), corresponding (in the Heisenberg picture) to an asymptotic electron of
given wave function. According to the time-dependent approach to scattering, the
vector ψout(in) is singled out by the time convergence of a related approximating
vector ψ (t). The content of the present paper is strongly connected with Fro¨hlich’s
attempt to provide a deﬁnition for the generic vector ψ (t), whose limit in time
has to be consistent with an asymptotic description. Therefore a brief review of
that work is carried on in a subsequent paragraph. Then we can better justify new
conceptual and technical steps suﬃcient for a consistent collision theory both for
the infraparticle and the bosons.
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In the framework of general quantum ﬁeld theory, analogous issues has been
treated by Buchholz [Bu.1] [Bu.2], who established the asymptotic convergence of
massless boson ﬁelds applying Huyghens’ principle. Also the problem of the asymp-
totic description of an infraparticle has been addressed by Buchholz, Pormann and
Stein [B.P.S.] in the context of a more general deﬁnition of the particle content of
a theory. The infraparticles are described starting from weights ; they are positive
linear forms over the algebra of some operators that, in broad terms, represent de-
tectors. The (pure) weights turn out to carry the properties of single one-particle
improper states that means one-particle states with sharp energy-momentum p.
For Nelson’s massless model with a conﬁning potential, Gerard and Derezin-
ski [D.G.] have recently faced the problem to deﬁne wave operators for non-Fock
coherent sectors. In this respect, it is worthwhile to point out that the main phys-
ical feature in the model discussed in our paper is never expected in the con-
ﬁned case, namely the coexistence of inequivalent non-Fock representations of the
asymptotic boson ﬁeld labelled by the asymptotic (mean) velocity of the electron.
The asymptotic completeness in the conﬁned and infrared regularized case has
been discussed by Gerard in [Ge.].
The asymptotic convergence of the radiation ﬁeld in non-relativistic Q.E.D.
has been established in [F.G.S.] for small energy conﬁgurations of the system. The
approach is slightly diﬀerent with respect to the point of view developed for the
massless ﬁeld in the present paper.
1 Preliminaries
1.1 Deﬁnition of the model
The physical system consists of a non-relativistic spin-less quantum particle of
mass m, linearly coupled to a quantized relativistic scalar boson ﬁeld, which is
massless and real. The non-relativistic particle is described by position and mo-
mentum variables with usual canonical commutation rules (c.c.r.) [xl, pj] = iδl,j
( = 1) l, j = 1, 2, 3; the (scalar) boson ﬁeld, which we will call also photon ﬁeld,
at time t = 0 is:
A (0,y) =
1√
2π
3 ·
∫ (
a† (k) e−ik·y + a (k) eik·y
) d3k√
2 |k| , (1.1)
(having assumed c =  = 1), where a† (k) , a (k) are standard creation and anni-
hilation operator-valued tempered distributions obeying the c.c.r.
[
a (k) , a† (q)
]
= δ3 (k− q) , [a (k) , a (q)] = [a† (k) , a† (q)] = 0.
The spatial translations are implemented by the total momentum
P := p +
∫
ka† (k) a (k) d3k . (1.2)
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The dynamics of the system is generated by the covariant Hamiltonian ([H,P] = 0)
H :=
p2
2m
+ g
∫ κ
0
(
a (k) eik·x + a† (k) e−ik·x
) d3k√
2 |k| 12
+ Hph (1.3)
where κ is an ultraviolet cut-oﬀ, g (g > 0) is the coupling constant and Hph is the
free Hamiltonian of the photon ﬁeld
Hph :=
∫
|k| a† (k) a (k) d3k . (1.4)
The Hilbert space of the system is H = L2 (R3) ⊗ F where F is the Fock
space with respect to the creation and annihilation operator-valued distributions{
a† (k) , a (k)
}
:
F = ⊕∞j=0SjL2
[(
R
3
)j]
. (1.5)
An element of H is a sequence {ψn} of functions on R3(n+1) with ‖ψ‖ < ∞, where
‖ψ‖2 =
∞∑
n=0
∫
ψn (x,k1, . . . ,kn)ψn (x,k1, . . . ,kn) d3k1 . . . d3knd3x
and each ψn (x,k1, . . . ,kn) is symmetric in k1, . . . ,kn. The n = 0 component
corresponds to the tensor product of the vacuum subspace {Cψ0} of F with the
non-relativistic particle space L2
(
R
3
)
.
Standard results about H and P :
i) The operators
P = p⊗ I + I ⊗
∫
ka† (k) a (k) d3k ,
where I is the identity operator, are essentially self-adjoint (e.s.a.) in
D :=
∨
n∈N
h⊗ ψn ,
i.e., the set of the ﬁnite linear combinations of vectors h (x)ψn (k1, . . . ,kn), where
h (x) ∈ S (R3)(the space of Schwartz test functions), ψn (k1, . . . ,kn) ∈ Ss (R3n)
(symmetric Schwartz test functions) and ψ0 vacuum component. Since p and∫
ka† (k) a (k) d3k are e.s.a. in S
(
R
3
)
and
∨
n∈N ψ
n respectively, the result easily
follows for the P operators. The spectrum of each component of P is the real
axis, the spectral measure is absolutely continuous with respect to the Lebesgue
measure.
ii) The interaction term in the Hamiltonian is an inﬁnitesimal small perturbation
(in the sense of Kato) with respect to
H0 :=
p2
2m
+ Hph . (1.6)
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Hence H is bounded from below, it is e.s.a. in D and its self-adjointness domain
(s.a.d.), D (H), coincides with D (H0) (s.a.d. of H0).
iii) The groups eia·Pand eiτH , τ ∈ R, a ∈ R3, commute.
iv) The joint spectral decomposition of the Hilbert space with respect to the P
operators is H = ∫ ⊕HPd3P where HP is a copy of F .
Indeed to the improper eigenvectors of the P operators, ΦnP, where
ΦnP (x,k1, . . . ,kn) := (2π)
− 32 ei(P−k1−···−kn)·xϕnP (k1, . . . ,kn)
ϕnP (k1, . . . ,kn) ∈ Ss
(
R
3n
)
,
we can relate a natural scalar product:
(Φ′nP ,Φ
m
P ) = δn,m
∫
ϕ′nP (k1, . . . ,kn)ϕ
m
P (k1, . . . ,km) d
3k1 . . . d
3kn . (1.7)
The vector space
∨
n∈N Φ
n
P is deﬁned as the closure of the ﬁnite linear combinations
of the wave functions ΦnP (x,k1, . . . ,kn) in the norm which arises from the scalar
product (1.7) trivially extended to n = 0. Starting from this space, we uniquely
deﬁne the linear application
IP :
∨
n∈N
ΦnP → Fb (1.8)
by the prescription:
IP (ΦnP (x,k1, . . . ,kn))
:=
1√
n!
∫
b† (k1) . . . b† (kn)ϕnP (k1, . . . ,kn) d
3k1 . . . d
3knψ0 ,
(1.9)
where b (k) , b† (k), which formally correspond to a (k) eik·x, a† (k) e−ik·x, are an-
nihilation and creation operator-valued tempered distributions in the Fock space
Fb ∼= F , and ψ0 is the related vacuum. The given norm for ΦnP is equal to
‖IP (ΦnP)‖F (‖·‖F is the Fock norm). The application IP is onto and isometric.
v) Since [H,P] = 0, we have that H =
∫
HPd
3P , where HP : HP → HP is e.s.a.
in Db :=
∨
n∈N Φ
n
P . In terms of the variables P, b (k) , b
† (k), the operator HP is
written as follows:
HP =
(
Pph −P)2
2m
+ g
∫ κ
0
(
b (k) + b† (k)
) d3k√
2 |k| + H
ph . (1.10)
being Hph ≡ ∫ |k| b† (k) b (k) d3k and Pph ≡ ∫ k b† (k) b (k) d3k when applied on
the ﬁber spaces HP.
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Notations
We collect standard notations and some conventions which are used throughout
the paper:
1) Cn
(
R
3
)
denotes the space of functions on R3 with continuous derivatives
up to degree n, Cn0
(
R
3
)
denotes the subset of compact support functions
contained in Cn
(
R
3
)
.
2) The symbol |.| will denote the absolute value for C numbers as well as the
Euclidean norm for vectors in Rn, n > 1. Scalar products of vectors in Rn,
n > 1, are denoted by the multiplication sign “·”. Multiplication of real
numbers is often denoted by the same symbol.
3) Given a function χ (u), suppχ is the support of the function.
4) For 3-dimensional integrals we use only one integration symbol and the ex-
plicit integration bounds are referred to the radial part of the integration
variable. If necessary the notations are less compressed.
5) The notation s− lim means strong limit.
6) Given a self-adjoint operator A, D (A) is the corresponding domain. The
notation h.c. means hermitian conjugate.
7) The operators, ∇Eσ (P), Wσ (∇Eσ (P)), are functions of the total momen-
tum operator P. For brevity the dependence on P is some times diﬀerently
indicated (e.g., EσP).
8) In the estimates that we produce throughout the paper, we generically call
C all the multiplicative constants which are are time independent, uniform
in the infrared cut-oﬀ and in the cell partition.
1.2 Fro¨hlich’s construction
The issues and the results we are going to discuss concern the model with an
ultraviolet cut-oﬀ and are connected to the infrared diﬃculties which aﬀect the
formulation of scattering theory. Focusing our attention on such aspect, we recall
that in Fro¨hlich’s paper [Fr.1] the following cases are investigated and compared:
1) The massive and the massless cases as far as the boson ﬁeld is concerned;
2) Both the non-relativistic and the relativistic dispersion law for the charged
particle kinetic energy in the Hamiltonian.
The scattering problem is studied in a time-dependent approach, by adapting
the “Haag-Ruelle” framework [Ha.] to the mixed character of the model. In fact
quantum mechanical non-relativistic matter coexists with a quantum relativistic
ﬁeld. The adopted procedure is successful as far as one particle states for the
charge are available. It is always the case in presence of massive bosons; in the
massless case only if an infrared regularization, for instance a cut-oﬀ, is imposed on
the interaction. Starting from the one-particle states and the asymptotic limit of
the L.S.Z. smeared ﬁeld, the asymptotic picture is simply given by a free electron
Vol. 6, 2005 Scattering of an Infraparticle in Nelson’s Massless Model 559
with a renormalized dispersion law and free bosons in the Fock representation.
We recall that in the massless case the control of the asymptotic convergence of
the L.S.Z. smeared ﬁeld requires, as additional condition, some constraints on
the asymptotic velocity of the non-relativistic particle. We therefore select states
such that the asymptotic (mean) velocity of the non-relativistic particle is strictly
smaller with respect to the boson velocity (the speed of the light).
Such a physical description fails in the true (no infrared regularization) Nel-
son’s massless model and two alternative scattering descriptions are therefore con-
sidered.
The ﬁrst one is an attempt to generalize Haag-Ruelle theory by a limiting
construction starting from the model with an infrared cut-oﬀ. This approach is
reconsidered and developed in this paper, where it is proved to be consistent.
The second one assumes the existence of the asymptotic boson (free) alge-
bra to deﬁne the time-space translation generators for the asymptotic charge as a
diﬀerence: These are obtained by subtracting from the full generators the corre-
sponding ones for the asymptotic bosons (for details see [Fr.1]). Similar concepts
were later exploited in Q.E.D. (see [F.M.S.]) in the Wightman framework of quan-
tum ﬁeld theory. In that context a tentative recipe has been provided for the
construction of the asymptotic charged ﬁelds.
The ﬁrst approach (the only one we are interested in) requires a careful
analysis of the one-particle improper states or, equivalently, of the one-particle
states corresponding to Hamiltonians with smaller and smaller infrared-cutoﬀ σ in
the interaction term. The underlying conjecture is that a suﬃciently reﬁned control
on the one-particle states (which disappear from the Hilbert space H in the limit
σ → 0) should predict the low energy behavior of the boson cloud appearing in the
scattering states. This aspect is clearly crucial in order to deﬁne an approximating
vector ψ (t) of ψout. To motivate why, in our opinion, the way followed in [Fr.1]
is the correct one to understand the scattering behavior, we review that analysis
before ﬁlling some conceptual steps towards a modiﬁed deﬁnition of ψ (t) and the
proof of its convergence in time.
The spectral results behind the deﬁnition of ψ (t) in [Fr.1] are concerned
with the ground states of the Hamiltonians HP. They are achieved through a non-
constructive method already used by Glimm and Jaﬀe [G.J.]. The main results
(for precise estimates see [Fr.1]) are:
The ground state energy E (P) = E (|P|) is absolutely continuous, therefore ∂E(P)∂|P|
exists almost everywhere, moreover
∣∣∣∂E(P)∂|P|
∣∣∣ < 1 for P : |P| < m if H0 = p22m + Hph∣∣∣∂E(P)∂|P|
∣∣∣ < 1 for any P ∈ R3 if H0 = √p2 + m2 + Hph ;
The absence, in the not (infrared) regularized case, of a ground state for HP in
the Hilbert space HP ∼= F and its existence and uniqueness in the P-dependent,
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|P| < m, coherent representation of {b (k) , b† (k)} with coherent factor c (k) sin-
gled out by the infrared behavior
c (k) →k→0 − g√
2 |k| 32
(
1− k̂ · ∇E (P)
) P ∈{P : |P| < m} . (1.11)
A crucial technical tool is involved in the above results. It is an almost explicit
expression for the action of b (k) on the ground state ψσP of the Hamiltonian HP,σ,
i.e., with an infrared cut-oﬀ σ in the interaction term. The tool is
b (k)ψσP =
g√
2 |k|
(
1
Eσ (P)− |k| −HP−k,σ
)
ψσP σ ≤ |k| ≤ κ (1.12)
where Eσ (P) is the eigenvalue of ψσP, HP,σψ
σ
P = E
σ (P)ψσP. The resolvent formula
(1.12) clearly plays an important role also in the present paper because it contains
a structural information about the logarithmic divergence, in the infrared limit
σ → 0, of the boson number operator, N := ∫ b† (k) b (k) d3k, evaluated on the
ground state of HP,σ.
Once the previous spectral information is known, the main issue consists in
the following question: How to deﬁne a vector ψσh,κ1 (t) ∈ H with the property
that limt→∞,σ→0 ψσh,κ1 (t) represents, in Heisenberg picture, an asymptotic electron
with wave function h in the asymptotic momentum of the charged particle and
with the expected freely moving (soft) photon cloud surrounding it, where the
boson frequency is up to the threshold κ1. The wave function of the asymptotic
(soft) photons which form the cloud is suggested by the spectral analysis of one-
particle states. More precisely it is linked to the coherent representations (1.11)
singled out in the limit σ → 0 for diﬀerent P. This interpretation of the limiting
vectors requires an a posteriori justiﬁcation from the action of the asymptotic
observables (to be constructed) on them.
In order to construct the generic vector ψσh,κ1 (t), Fro¨hlich starts from the
wave function, in terms of the charged particle position operator and the bosons
momenta variables, of a one-particle state corresponding to the model with (in-
frared) cut-oﬀ σ in the interaction term of the Hamiltonian (1.3). Let it be given
by the sequence
{
ψσ(n)(x,k1,...,kn) :n∈N
∑
n
∫ ∣∣∣ψσ(n)(x,k1,...,kn)
∣∣∣2d3xd3k1 ...d3kn <∞
}
where
ψσ(n) (x,k1, . . . ,kn) = (2π)
− 32
∫
eip·xψ˜σ(n)p (k1, . . . ,kn) d
3p (1.13)
In ψσh,κ1 (t) the subscript h is referred to the wave function in P of the one-
particle state. The support of h is restricted to a neighborhood of P = 0 such that
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|∇Eσ (P)| < 1. In the expression (1.13) the P-dependence is hidden in the (sym-
metric) function ψ˜σ(n)p (k1, . . . ,kn) where p is the charged particle momentum.
By the substitution p = P− k1 − · · · − kn, we have
ψσ(n) (x,k1, . . . ,kn) = (2π)
− 32 ∫ eiP·xe−i(k1+···+kn)·xψ˜σ(n)p (k1, . . . ,kn) d3p
=
∫
eiP·xe−iP
ph·xh (P)ψσ(n)P (k1, . . . ,kn) d
3P
(1.14)
where
(2π)−
3
2 ψ˜
σ(n)
p=P−k1−···−kn (k1, . . . ,kn) = h (P)ψ
σ(n)
P (k1, . . . ,kn) (1.15)
with the normalization
∑
n
∫ ∣∣∣ψσ(n)P (k1, . . . ,kn)
∣∣∣2 d3k1 . . . d3kn = 1 .
In order to properly control the action, on the one-particle state, of the Weyl
operator “carrying” the boson cloud, one ﬁrst deﬁnes the operator-valued distri-
butions
{
a (k) , a† (k)
}
smeared out with functions f (k,P) , where P is the total
momentum, and then applied to the vector ψ˜σ(n)p (k1, . . . ,kn). Exploiting the
decomposition of H on the spectrum of P, the deﬁnition is:
∫
a (k) f (k,P) d3kψσ(n) (x,k1, . . . ,kn) :=
=
∫ ∫
a (k) f (k,P) eiP·x−iP
ph·xh (P)ψσ(n)P (k1, . . . ,kn) d
3Pd3k
= (2π)−
3
2
√
n
∫
e−iP
ph·x+iP·x
×
∫
f (k,P) e−ik·xψ˜σ(n)P−k−k2···−kn (k,k2, . . . ,kn) d
3kd3P .
(1.16)
A similar procedure is used for the action of the operator
∫
a† (k) f (k,P) d3k.
On the basis of the previous deﬁnitions, the ﬁnal expression we are interested
in can be handled after having expanded, in terms of the generator, the formal
expression for the L.S.Z. Weyl operator “carrying” the boson cloud. In other words,
it means that the approximating vector ψσh,κ1 (t) is deﬁned starting from each
projection on the n-particle subspace, namely:
(
e−iHσtψσh,k1 (t)
)(n)
(x,k1, . . . , kn) := (1.17)
=


∫
e
−g ∫ κ1
σ
a(k)ei|k|t−h.c.
√
2|k|
3
2 (1−k̂·∇Eσ(P))
d3k
e−iE
σ(P)teiP·xe−iP
ph·xh (P)ψσPd
3P


(n)
(k1, . . . ,kn)
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=


∫
eiP·xe−iP
ph·xe
−g ∫ κ1
σ
a(k)ei|k|t−ik·x−h.c.
√
2|k|
3
2 (1−k̂·∇Eσ(P))
d3k
e−iE
σ(P)th (P)ψσPd
3P


(n)
(k1, . . . ,kn) .
For a ﬁxed infrared cut-oﬀ σ, the time limit of the vector ψσh,κ1 (t) is obtained
exploiting Hepp’s method [He.]. The proof basically relies on the estimates of
the expectation values of polynomials in
{
b (k) , b† (k)
}
on the ground state ψσP
(generalized resolvent formulas, see [Fr.1]) and on an implicit propagation estimate
for the electron, contained in the constraint |∇Eσ (P)| < 1 which holds in a
neighborhood of P = 0.
The ultimate motivation for the previous construction is however the limit
in time of ψh,κ1 (t) with no infrared cut-oﬀ σ. In the physical situation without
infrared cut-oﬀ, it indeed represents a minimal (with respect to the photon cloud)
description of an infraparticle in a scattering state. It means that a photon cloud
of soft photons is unavoidable, i.e., κ1 can be arbitrarily small but not zero. The
subspace generated by such vectors can be seen as a one-particle subspace, up to
an observability threshold in the energy of the asymptotic photons.
1.3 Minimal asymptotic electron
Let us inquire about the features and the problems of the previous construction. As
already pointed out, no problem arises in the norm control and in the convergence
in time of ψσh,κ1 (t) as long as σ = 0, because the series expansion of the Weyl
operator in terms of the generator can be controlled, basically, due to the regularity
properties in P of ψσP in a neighborhood of P = 0. The situation changes drastically
for σ = 0. If we remove the cut-oﬀ σ in the expression (1.17), the deﬁnition of the
vector at ﬁnite times becomes a delicate issue. The previous method fails because
of divergences appearing in the series expansion of the Weyl operator
e
−g ∫ κ1
σ
a(k)−a†(k)
√
2|k|
3
2 (1−k̂·∇Eσ(P))
d3k
. (1.18)
The expansion is technically forced because the P-ﬁber spaces HP are not pre-
served under the action of the operator (1.18). The deﬁnition at ﬁnite times of
each n-component in (1.17) and summability in n is still well founded by assuming
some regularity properties which can be eventually reconciled with the existence
of the second derivative of the ground state energy E (P). However, even in these
assumptions, the time asymptotic behavior is practically out of control.
The diﬃculties coming from the expression without the cut-oﬀ σ are at the
origin of an alternative and, for some aspects, conceptually diﬀerent recipe for the
approximating vector that we denote by ψh,κ1 (t). The new main ingredients that
we introduce are:
A convergence scheme based on a diagonal limiting procedure to better fol-
low the slow asymptotic decoupling due to the interaction with infrared bosons.
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It means that the infrared cut-oﬀ in the approximating vectors is removed only
asymptotically in time;
A constructive characterization of one particle states provided in [Pi.] which
enables us to heavily use strong regularity properties (for details see Section 3
in [Pi.]).
The propagation estimate provided by the non-relativistic locality of the
model, namely the decoupling mechanism used in Haag-Ruelle theory can be re-
produced in terms of cluster properties at ﬁxed time of the photon ﬁeld and of the
current density ﬁeld associated to the electron.
Going to technical details, our proposal for the generic vector ψh,κ1 (t) intro-
duces:
A time dependent cut-oﬀ σt, which is removed at a rate faster than 1t ;
The transformation of the integral in d3P to a Riemann sum by a time
dependent cell-partition of the P-momentum space;
A phase factor, already somehow present in the tentative construction by
Fro¨hlich for the case σ = 0, which is here exploited, in applying Cook’s argument,
as a function of the variable x(t)t := e
iHt x
t e
−iHt, that is the electron mean velocity
(at time t) up to a correction of order t−1.
The two main diﬀerences with respect to Fro¨hlich’s proposal, namely the
diagonal limit and the cell partition of the P-space, represent the building blocks
of a strategy controlling, simultaneously, the logarithmic divergences arising in the
two limits σ → 0 and t →∞. To implement our strategy, the use of diﬀerent time
scales is crucial. They are basically:
The rate σt of the removal of the infrared cut-oﬀ, by which we approach the
limit σ = 0 of no infrared cut-oﬀ cutting away the frozen degrees of freedom at
the given time scale t;
The slower rate of the partition governed by an exponent 	, determined by
the (estimated) time scale of the decoupling.
Let us anticipate the expected advantages of these constructive modiﬁcations
in controlling the two quantities
‖ψh,κ1 (t)‖2 , ‖ψh,κ1 (t2)− ψh,κ1 (t1)‖2 (1.19)
that we will study in the paper.
1) By the transformation of the integral to a Riemann sum: We can replace the
series expansion of the Weyl operators by a “cell-expansion” in the P-space which
we can easily control exploiting the cluster property of the system. In this respect,
we anticipate here that diﬀerent values of P in the expansion correspond to dif-
ferent asymptotic velocities of the charged particle;
For all ﬁnite times, we deal with an expression in terms of bounded operators in
the Hilbert space, that we can actually handle without considering, in general, any
particular wave function representation but simply abstract calculus.
2) By introducing a time-dependent cut-oﬀ σt: We can exploit the unitarity prop-
erty of the Weyl operators as long as σt > 0. For each cell, it provides a priori
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estimates without resuming contributions which are logarithmically divergent in
the infrared limit. Moreover the a priori estimates match easily with the power
law decay of the vanishing quantities which neutralize the divergent terms;
We can extend or simply push to the limit of no infrared cut-oﬀ some properties
which hold for the model with a ﬁxed infrared cut-oﬀ. The properties are:
2i) The propagation estimate
eiHtf
(x
t
)
e−iHt →t→∞ f (∇E (P)) f ∈ C∞0
(
R
3
)
which morally holds on one particle improper states, as it can be deduced
from Theorem 4.2. This extrapolated property is nothing but the limiting
case for σ → 0 of the analogous convergence which can be easily proved in
the case of a ﬁxed σ-cutoﬀ dynamics [T.S.];
2ii) The fact that, for a ﬁxed σ-cutoﬀ dynamics, the one particle states are vacua
for the annihilation part of the asymptotic boson ﬁeld. It turns out to be
extremely useful in treating the oﬀ-diagonal terms, with respect to the par-
tition, of the quantities (1.19);
3) The phase factor is employed in Cook’s argument, in analogy with Dollard’s
treatment of Coulomb scattering [Do.] (see also [K.F.]), though the present phase
factor is only a technical tool in the following sense. In contrast to the Coulomb
phase, it is in fact convergent for t →∞. It is seemingly avoidable, nevertheless it
is helpful in our framework because provides a useful subtraction in the application
of Cook’s argument.
The explicit construction of the generic asymptotic vector will clarify the motiva-
tions for the strategy invoked so far. In the new recipe for the vector ψh,κ1 (t), the
key diﬀerent points of view to be stressed are:
The construction of the vector is analyzed in terms of a “regular” block given
by the one-particle states of transformed Hamiltonians HwP,σ (see the expression
(1.21) written later) and a “dressing” block which is diﬀerent from the physical
dressing photon cloud;
The infrared cut-oﬀ removal is an a posteriori result and a byproduct of the
asymptotic decoupling.
Our construction should be simpliﬁed in order to treat generalizations, for instance
more than one electron. Hopefully some constructive device is not necessary or can
be made less cumbersome in a modiﬁed and improved recipe. However the present
construction represents a starting point for simpler descriptions of the asymptotic
decoupling and for a precise analysis of the involved time scales.
The entire construction is self-contained assuming the results in [Pi.] together
with the resolvent formula (1.12) (for details, [Fr.1]). The only crucial constructive
hypothesis not proven yet (but physically reasonable) concerns a positive bound
from below for the second derivative of the ground state energy Eσ (P) uniform
in σ > 0 and in the region of P we are interested in.
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1.3.1 Assumptions for the construction
Spectral properties
We recall some spectral results stated in [Pi.] which hold for P ∈ Σ
Σ :=
{
P : |P| < m
20
}
,
when the coupling constant g and the ratio km are suﬃciently small. The constraint
on Σ reﬂects the mixed character of the model, which forces to restrict the physical
region to the set {P : |P| < m}; the adopted more restrictive constraint is only
due to technical reasons.
Given the Weyl operator
Wσ (∇EσP) = e
−g ∫ κ
σ
b(k)−b†(k)
|k|(1−k̂·∇EσP)
d3k√
2|k| (1.20)
and the transformed Hamiltonian
HwP,σ := Wσ (∇EσP)HP,σW †σ (∇EσP) , (1.21)
the corresponding non-degenerate ground eigenvector in HP
φσP :=
− 12πi
∮
γ
1
HwP,σ−E dE ψ0∥∥∥− 12πi
∮
γ
1
HwP,σ−E dE ψ0
∥∥∥
{
γ : E ∈ C , |E − EσP| =
σ
4
}
(1.22)
is regular as function of σ and P in the space Fb, according to the following results:
Theorem 3.2 [Pi.] For P ∈ Σ, the limit s − limσ→0 φσP =: φP exists. Moreover
the convergence of φσP to the non-zero vector φP in HP ∼= Fb and the conver-
gence ∇EσP → ∇EP are estimated with errors at most of order
(
σ
κ
) 1
4−δ and
(
σ
κ
) 1
4
respectively, where δ > 0 is arbitrarily small.
Lemma 3.3 [Pi.] The following Ho¨lder estimate holds:
|∇Eσ (P)−∇Eσ (P + ∆P)| ≤ C · |∆P| 116
where the constant C is uniform in 0 < σ < κ	 , in P,P + ∆P ∈ Σ and ∆P ∈
Î, where Î :=
{
∆P : |∆P|m ≤
(
1
3CÎ
) 8
3
, m
3
4 |∆P| 14 ≤ κ	
}
and CÎ is a constant
suﬃciently larger than 1.
Theorem 3.4 [Pi.] Under the constructive hypotheses, for km and g suﬃciently
small, the norm diﬀerence between φσP and φ
σ
P+∆P is Ho¨lder in |∆P| with co-
eﬃcient 116 − δ, δ > 0 and arbitrarily small. The multiplicative constant, Cδ, is
uniform in 0 ≤ σ < κ	, in P,P + ∆P ∈ Σ and ∆P ∈ I, I a suﬃciently small
ﬁxed ball around ∆P = 0.
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In our construction we will assume the results above (Theorem 3.2 [Pi.],
Lemma 3.3 [Pi.] and Theorem 3.4 [Pi.]) with coeﬃcients 14 and
1
16 respectively,
with no substantial diﬀerence for our procedure and the content of the ﬁnal results.
From the analysis in [Fr.1] and [Pi.] we get that for P ∈ Σ we have small
electron “velocities” that means |∇Eσ (P)| < 1 ∀σ. In later constructions we
assume that the upper frequency, κ1, in the boson cloud of ψh,κ1 (t) is small enough
such that for P ∈ Σ
|∇Eσ (P + k)| < vmax < 1 ∀σ, ∀k : 0 < |k| ≤ κ1 (1.23)
for a given and ﬁxed vmax > 0.
Remark 1.1 We will treat the convergence in H of a vector given as a direct integral
on the ﬁber spaces HP. In order to avoid any confusion in dealing with vectors
belonging to diﬀerent ﬁber spaces, we will use explicitly the isomorphism IP in our
notations diﬀerently from [Pi.]. Therefore, for instance, the property in Theorem
3.4 [Pi.] is rewritten as follows:
∥∥IP+∆P (φσP+∆P)− IP (φσP)∥∥F ≤ Cδ · |∆P|
1
16−δ .
Spectral hypothesis
We also assume the following not proven hypothesis, which allows the construction
of a (time-dependent) cell partition with the desired properties:
Hypothesis H0. For P ∈ Σ , there exists a positive constant 1mr such that the
following inequalities hold uniformly in σ > 0:
∂2Eσ (P)
∂ |P|2 ≥
1
mr
∂Eσ (P)
∂ |P| ≥
|P|
mr
.
Assuming this hypothesis, the application
Jσ : P→ ∇Eσ (P) P ∈ Σ, σ >0 (1.24)
is a bijection and the determinant of the Jacobian satisﬁes the inequality
det dJσ =
1
|P|2 ·
(
∂Eσ (P)
∂ |P|
)2
· ∂
2Eσ (P)
∂ |P|2 ≥
1
m3r
;
concerning the calculation of the determinant, we recall that the function Eσ (P)
is invariant under rotations and belongs to C∞
(
R
3
)
(see [Fr.1]). Under this as-
sumption, given OP ⊂ Σ and the corresponding region O∇EσP in the ∇EσP-space,
OP = J−1σ
(
O∇EσP
)
, the following relation holds between their volumes:
VOP ≤ m3r · VO∇Eσ
P
. (1.25)
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Cell partition
Let us consider a region contained in Σ, for convenience a cube of volume V = L3.
We now construct a time-dependent, t  1, cell-partition Γ(t) of the volume V ,
according to the following recipe:
At time t  1, the linear dimension of each cell is L2n where n ∈ N, is such
that
(2n)
1
 ≤ t < (2n+1) 1 	 > 0
and the small exponent 	  1 is ﬁxed only a posteriori.
This deﬁnition implies that the total number of cells at time t is N (t) = (2n)3,
where n = [log2 t], [.] is the integer part. We call Γ
(t)
j the j
th cell, centered in
Pj , belonging to the partition, Γ(t), at time t.
1.3.2 Deﬁnition of the vector ψh,κ1 (t)
The generic vector ψh,κ1(t), t  1, is constructed starting from a one-particle state
for the Hamiltonian Hσt , of wave function h in P-variables.
A P-dependent L.S.Z. Weyl operator, in properly evolved photon variables
is applied, cell by cell, on the considered one-particle state. The smearing function
in the generator of the Weyl operator has frequency support in the set σt ≤ |k| ≤
κ1 < κ where σt → 0 for |t| → +∞ and κ1 is an arbitrarily small positive number
which satisﬁes the constraint (1.23). The behavior of the smearing function at
k = 0 is labelled by the spectral values of the operator ∇Eσ (P).
1) We start from the vector
ψ
(t)
j,σt
:=
∫
Γ
(t)
j
h (P)ψσtP d
3P (1.26)
where:
– h (P) ∈ C10
(
R
3 \ 0) has support inside the cube V ;
– σt = t−β , where β  1 is ﬁxed only a posteriori;
– ψσtP := W
†
σt (∇EσtP )φσtP is the unique ground state of HP,σt .
Notice that ∥∥∥ψ(t)j,σt
∥∥∥ =
(∫
Γ
(t)
j
|h (P)|2 d3P
) 1
2
is of order (N (t))−
1
2 .
2) We consider for each ψ(t)j,σt a corresponding dressing “cloud” carried by the
L.S.Z. Weyl operator
eiHte−iH
phtWσt (vj) eiH
phte−iHσt t ,
here
Wσt (vj) := e
−g ∫ κ1
σt
a(k)−a†(k)
|k|(1−k̂·vj)
d3k√
2|k| (1.27)
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where vj ≡ ∇Eσt
(
Pj
)
is the “velocity” at time t corresponding to the cen-
ter Pj of the cell Γ
(t)
j . In order not to overburden the notations, the time
dependence of vj is not explicit. However it can be easily recovered from the
time which labels the corresponding cell Γ(t)j . This will be carefully taken
into account in the study of the convergence of ψh,κ1 (t), precisely in Subsec-
tion 3.1.1. The c-number vj clearly commutes with the algebra generated by{
a (k) , a† (k)
}
.
3) Finally we deﬁne:
ψh,k1 (t) := e
iHte−iH
pht
N(t)∑
j=1
Wσt (vj) eiH
phteiγσt(vj ,∇E
σt
P ,t)e−iE
σt
P tψ
(t)
j,σt
= eiHt
N(t)∑
j=1
Wσt (vj , t) eiγσt(vj,∇E
σt
P ,t)e−iE
σt
P tψ
(t)
j,σt
(1.28)
with the deﬁnitions
Wσt (vj , t) := e−iH
phtWσt (vj) eiH
pht = e
−g ∫ κ1
σt
a(k)ei|k|t−a†(k)e−i|k|t
|k|(1−k̂·vj)
d3k√
2|k|
(1.29)
eiγσt(vj,∇E
σt
P ,t) := e
−i ∫ t1
{
g2
∫ σSτ
σt
cos(k·∇EσtP τ−|k|τ)
(1−k̂·vj)
dΩd|k|
}
dτ
(1.30)
where σSτ = τ
−α with α, 0 < α < 1, ﬁxed only a posteriori.
The deﬁnitions (1.29), (1.30) require some comments contained in the remarks
below, which give us the opportunity to come back to the motivations of the
recipe here presented.
Remark 1.2 As far as the boson cloud and the coherent factor (1.11)
−g 1
|k|√2 |k| (1− k̂ · ∇E (P))
are concerned, by the introduction of the c-number vj we implement in our for-
malism a crucial physical feature which is not exploited in all its consequences in
Fro¨hlich’s formalism. More precisely, the operator that actually labels the coher-
ent factor in the photon cloud is the asymptotic (mean) velocity of the electron,
that, diﬀerently from ∇E (P), has to commute with the asymptotic boson alge-
bra. The two operators would coincide on the one-particle states if the latter ones
existed, as happens when a ﬁxed infrared cut-oﬀ in the interaction is considered.
We want to keep track of this concept in a limiting construction, involving the
time dependent partition and the discretized velocities ∇Eσt (Pj). We will see
that the chosen recipe for the dressing cloud is in the end a technically conve-
nient way to approximate the operator asymptotic (mean) velocity of the electron
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inside the wave function of the photon cloud. The reason is that we can easily
exploit the cluster property which implements the asymptotic orthogonality be-
tween oﬀ-diagonal terms in the partition of the vector. We stress that the operator
asymptotic (mean) velocity of the electron is not constructed yet. We only use the
values that it is expected to take on the minimal asymptotic electron states for k1
smaller and smaller, in the region of momenta P which is physically meaningful.
Moreover the expression given for the smearing function in the Weyl operators
(1.29) encodes somehow, already at ﬁnite times, the commutation property we
expect at asymptotic times between the asymptotic boson algebra and the asymp-
totic (mean) velocity of the electron, up to an error which becomes smaller and
smaller as time increases and the partition gets ﬁner and ﬁner.
Remark 1.3 The introduction of the phase factor (1.30) is related to Cook’s ar-
gument. The “fast” cut-oﬀ στ is of order τ−β , where β is larger than 1. The
integration bound σSτ is a “slow” infrared cut-oﬀ, σ
S
τ = τ
−α where α is a positive
number less than 1. The inﬁnitesimal upper bound σSτ for the integral in (1.30)
enables us to replace the argument ∇EσtP with x(t)t (Corollary A3) for asymp-
totic times. Therefore we get that the time derivative of the phase factor kills an
infrared tail term arising from the application of Cook’s argument, which is not
(absolutely) convergent as function of t. On the basis of partial estimates, α is
eventually chosen suﬃciently close to 1 and β large enough with respect to 1 in
order to achieve the strong convergence of the vector ψh,κ1 (t).
1.4 Survey of results and plan of the paper
After having constructed the generic vector ψh,κ1 (t), we prove the existence of the
strong limit
s− lim
t→±∞ψh,κ1 (t) =: ψ
out(in)
h,κ1
.
The construction is explicitly performed in the case “out”, the case “in” is com-
pletely analogous. In our notations we use the superscript (in) to mean either that
an analogous structure holds for the ingoing case or to denote both the two ones,
for instance both the two asymptotic subspaces. However we do not claim anything
about their relations.
By analogy with the regularized case, we deﬁne the invariant (under space-
time translation) subspaces
H1 out(in)κ1 :=
{∨
ψ
out(in)
h,κ1
(τ, a) : h (P) ∈ C10 (Σ \ 0) , τ ∈ R , a ∈ R3
}
where the subscript κ1 denotes the upper frequency in the boson cloud and the
vector ψout(in)h,κ1 (τ, a) corresponds to the evolution τ in time and to a displacement
a in space of the state associated to the vector ψout(in)h,κ1 . Because of the presence of
the boson cloud, the electronic wave functions {h} cannot fully characterize the set
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of states we are interested in. The next step consists in adding “hard” asymptotic
bosons as result of the limits
s− lim
t→±∞ e
iHte−iH
phtei(a(µ)+a
†(µ))eiH
phte−iHtψout(in)h,κ1 (τ, a) =: ψ
out(in)
h,µ
where a† (µ) := (a (µ))† =
(∫
a (k) µ˜ (k) d3k
)†
, µ (y) =
∫
eikyµ˜ (k) d3k, µ˜ (k) ∈
C∞0
(
R
3 \ 0), and the dependence on κ1, τ ,a is omitted in the ﬁnal expression.
Finally, the proposed scattering subspaces are
Hout(in) :=
{∨
ψ
out(in)
h,µ : h (P) ∈ C10 (Σ \ 0) , µ˜ ∈ C∞0 (R3 \ 0)
}
.
On these subspaces the C∞0 functions f of the variable e
iHt x
t e
−iHt converge. This
means that the limits
s− lim
t→±∞ e
iHtf
(x
t
)
e−iHt
exist and generate the commutative algebra Aout(in)vel . Analogously the canonical
Weyl algebra Aout(in)ph associated to a free massless boson ﬁeld is generated by the
strong time limits of the L.S.Z. Weyl operators acting on the space Hout(in):
Wout(in) (ζ) := s− lim
t→±∞ e
iHte−iH
phtei(a(ζ)+a
†(ζ))eiH
phte−iHt (1.31)
with ζ˜ (k) ∈ L2
(
R
3,
(
1 + |k|−1
)
d3k
)
.
The two algebrasAout(in)vel ,Aout(in)ph are related to decoupled degrees of freedom
and therefore commute each other.
Remark 1.4 A warning is necessary at this point. Previous deﬁnitions are arbitrary
to some extent, due to the coherent factor in the deﬁnition of the minimal asymp-
totic electron states, which is arbitrary except in the infrared limit. Nevertheless,
through the (artiﬁcial) distinction between H1 out(in)κ1 andHout(in) we want to point
out that:
From a technical point of view, our construction of the scattering subspaces
is based on some, not unique, H1 out(in)κ1 just to focus on the infrared dressing;
From a physical point of view, whether the “hard” photon cloud described by the
smearing functions {µ} is totally removable, the photon cloud linked to the vectors
inH1 out(in)κ1 is not completely removable. It means that all scattering states contain
asymptotic photons.
The physical quantities must be independent of the choice of the “one-
particle” subspace H1 out(in)κ1 , in particular of the choice of κ1. Indeed, once Σ is
ﬁxed, if we considered a diﬀerent H1 out(in)κ′1 , i.e., with a diﬀerent upper frequency,
κ′1 > κ1, in the photon cloud of the generic vector ψ
out(in)
h,κ′1 , it is not diﬃcult
to check that ψout(in)h,κ′1 can be expressed as a dressing of ψ
out(in)
h,κ1
by means of
Vol. 6, 2005 Scattering of an Infraparticle in Nelson’s Massless Model 571
asymptotic photons and, vice versa, that ψout(in)h,κ1 can be obtained from ψ
out(in)
h,κ′1
subtracting asymptotic photons. Following the procedures developed in the next
two sections, it is enough to properly choice the partition rates for combining es-
timates and to take into account the mechanism used in Subsection 3.1.1. This
is important in order to identify limits obtained with diﬀerent partition rates. In
this analysis it is also necessary to assume the following result proved in [Fr.2]
(formula(3.5))
inf
|k|≥σt
{Eσt (P− k) + |k| − Eσt (P)} = ∆(σt,P) > 0 (1.32)
which holds for any P ∈Σ and provides the inequality (5.35) in Theorem A5 when
κ′1 is too large to fulﬁll the constraint (1.23).
Therefore the space Hout(in) and the algebras Aout(in)vel , Aout(in)ph are indepen-
dent of the construction of the “one-particle” space H1 out(in)κ1 but depend only
on Σ.
About the structure of the paper:
In Section 2, we study the time behavior of the norm of the approximating vector
ψh,κ1 (t);
In Section 3 we prove the strong convergence of ψh,κ1 (t) for t → +∞;
Section 4 contains the construction of the scattering subspace Hout(in), of Aout(in)vel
and Aout(in)ph ;
Section 5 contains the Appendix where we collect some results employed in Sections
2,3,4. Lemmas and theorems in the Appendix are denoted by the letter A (i.e.,
Lemma A1).
2 Control of the norm of the approximating vector
The squared norm (ψh,κ1 (t) , ψh,κ1 (t)) , t  1, corresponds to:
N(t)∑
l,j=1
(
Wσt (vl, t) eiγσt(vl,∇E
σt
P ,t)e−iHσt tψ(t)l,σt ,
Wσt (vj , t) eiγσt(vj ,∇E
σt
P ,t)e−iHσt tψ(t)j,σt
)
.
The diagonal terms are easily under control because their sum is constant in time:
N(t)∑
j=1
(
ψ
(t)
j,σt
, ψ
(t)
j,σt
)
=
N(t)∑
j=1
∫
Γ
(t)
j
|h (P)|2 d3P =
∫
|h (P)|2 d3P . (2.1)
The non-trivial step consists in proving that it is indeed the limit of the squared
norm provided the partition rate is properly chosen. For this purpose it is enough
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to show that each oﬀ-diagonal term, in the sum
∑N(t)
l,j=1, asymptotically vanishes
with an order in t substantially not related to the dimension of the cell. In the
end, we obtain that the sum of the oﬀ-diagonal terms,
∑N(t)
l,j=1,l 	=j , vanishes for
t → +∞, provided the exponent 	, which determines the growth rate of the total
number of cells, N (t) ≤ t3, is suﬃciently small.
2.1 Control of the oﬀ-diagonal terms
The generic oﬀ-diagonal term is (l = j)
Ml,j (t) =
(
eiγσt(vl,∇E
σt
P ,t)ψ(t)l,σt , e
iHσt tWσt,l,j (t) e−iHσt teiγσt(vj ,∇E
σt
P ,t)ψ(t)j,σt
)
(2.2)
where
Wσt,l,j (t) := e
− ∫ κ1
σt
a(k)ei|k|t−a†(k)e−i|k|t
|k| ηl,j(k̂) d
3k√
2|k| (2.3)
and
ηl,j
(
k̂
)
:=
gk̂ · (vj − vl)(
1− k̂ · vj
)
·
(
1− k̂ · vl
) . (2.4)
Now, let us consider Ml,j (t) as a two-variable function, by distinguishing the
variable t, which parameterizes the partition Γ(t) and the infrared cut-oﬀ σt, from
the variable, s, of the dynamical evolution. Then, for s ≥ t we deﬁne:
M̂l,j(t, s) :=
(
eiγσt(vl,∇E
σt
P ,s)ψ(t)l,σt ,
eiHσtsWσt,l,j (s) e−iHσtseiγσt(vj ,∇E
σt
P ,s)ψ(t)j,σt
)
(2.5)
where
γσt (vl,∇EσtP , s) := (2.6)
− ∫ s
1
{
g2
∫ τ ·τ−α
τ ·σt
cos(q·∇EσtP −|q|)
(1−q̂·vl)
dΩd|q|
τ
}
dτ for s : s−α ≥ σt
= − ∫ σ−
1
α
t
1
{
g2
∫ τ ·τ−α
τ ·σt
cos(q·∇EσtP −|q|)
(1−q̂·vl)
dΩd|q|
τ
}
dτ for s : s−α < σt .
The property M̂l,j (t, t) ≡ Ml,j (t) follows by deﬁnition.
Theorem 2.1 Under the constructive assumptions and for α(< 1) suﬃciently close
to 1, the following properties hold for the oﬀ-diagonal terms M̂l,j (t, s):
I) M̂l,j (t,+∞) := lims→+∞ M̂l,j (t, s) = 0
II) |Ml,j (t)| =
∣∣∣M̂l,j (t, t)− M̂l,j (t,+∞)
∣∣∣ ≤ C · t−7
provided 4	 < η where η is a positive exponent α-dependent.
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Proof. Analysis of I). For s ≥ t, let us consider
M̂λl,j (t, s) :=
(
eiγσt(vl,∇E
σt
P ,s)ψ(t)l,σt ,
eiHσtsWλσt,l,j (s) e−iHσtseiγσt(vj ,∇E
σt
P ,s)ψ(t)j,σt
)
(2.7)
where
Wλσt,l,j (s) := e
−λ ∫ κ1
σt
a(k)ei|k|s−a†(k)e−i|k|s
|k| ηl,j(k̂) d
3k√
2|k| (2.8)
λ being a real parameter.
From the derivative1 of M̂λl,j (t, s) with respect to the real parameter λ, the
following diﬀerential equation is determined:
dM̂λl,j (t, s)
dλ
= −λCl,j,σt · M̂λl,j (t, s) + rλσt (t, s) (2.9)
where
Cl,j,σt =
∫ κ1
σt
∣∣∣ηl,j
(
k̂
)∣∣∣2 d3k
2 |k|3 (2.10)
rλσt (t, s)
=
(
−Wλ†σt,l,j (s) eiγσt(vl,∇E
σt
P ,s)e−iHσtsψ(t)l,σt ,
,
∫ κ1
σt
a(k)ei|k|sηl,j(k̂)
|k|
d3k√
2|k|e
iγσt(vl,∇EσtP ,s)e−iHσtsψ(t)j,σt
)
+
(∫ κ1
σt
a(k)ei|k|sηl,j(k̂)
|k|
d3k√
2|k|e
iγσt(vl,∇EσtP ,s)e−iHσtsψ(t)l,σt ,
Wλσt,l,j (s) eiγσt(vl,∇E
σt
P ,s)e−iHσtsψ(t)j,σt
)
(2.11)
The solution of the diﬀerential equation (2.9) at λ = 1 is
M̂l,j (t, s) = e−
Cl,j,σt
2 M̂λ=0l,j (t, s) +
∫ 1
0
rλ
′
σt (t, s) · e−
Cl,j,σt
2 (1−λ′2)dλ′ . (2.12)
Now, notice the following facts:
M̂λ=0l,j (t, s) = 0 ∀t, s, because the P-supports of ψ(t)j,σt and ψ
(t)
l,σt
, l = j, are
disjoint;
1ψ
(t)
j,σt
∈ D (Hσt ) implies that it belongs to the domains of the operators a (f) and a† (f),
f ∈ L2 (R3 \Bσt) with Bσt := {k ∈R3 : |k| ≤ σt}; therefore the derivative with respect to λ is
well deﬁned.
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Thanks to Theorem A5 (in Appendix), the vector
s− lim
s→+∞ e
iHσts
∫ κ1
σt
a (k) ei|k|sηl,j
(
k̂
)
|k|
d3k√
2 |k|e
−iHσtseiγσt(vj ,∇E
σt
P ,s)ψ(t)j,σt
is well deﬁned and can be written as
∫ κ1
σt
aoutσt (k) ηl,j
(
k̂
)
|k|
d3k√
2 |k|e
iγσt
(
vj ,∇EσtP ,σ
− 1
α
t
)
ψ
(t)
j,σt
,
where aoutσt (k) is the asymptotic annihilation operator-valued distribution corre-
sponding to the dynamics governed by the Hamiltonian Hσt ;
Since the vector ψ(t)j,σt is a vacuum vector for
{
aoutσt (k)
}
(see Theorem A5),
we get
lim
s→+∞ r
λ
σt (t, s) = 0 . (2.13)
Starting from the solution (2.12) and exploiting the dominated convergence theo-
rem, we have
M̂l,j (t,+∞) = lim
s→+∞
∫ 1
0
rλ
′
σt (t, s) · e−
Cl,j,σt
2 (1−λ′2)dλ′ = 0 . (2.14)
Analysis of II). Let us consider:
e−iHσts
d
ds
(
eiHσtsWσt (vl, s) eiγσt(vl,∇E
σt
P ,s)e−iHσts
)
ψ
(t)
l,σt
(2.15)
= iWσt (vl, s)
(
ϕσt,vl (x, s) +
dγσt (vl,∇EσtP , s)
ds
)
eiγσt(vl,∇E
σt
P ,s)e−iHσtsψ(t)l,σt
where
ϕσt,vl (x, s) := g
2
∫ κ1
σt
cos (k · x− |k| s)(
1− k̂ · vl
) dΩd |k| . (2.16)
The formal derivative in (2.15) is operatorially well deﬁned because ψ(t)j,σt ∈D(Hσt)
≡D(H).2
2More precisely, the result follows because: The operators
Hσt , H
ph,H0 =
p2
2m
+ Hph and g
∫ κ1
σt
(
a (k) eik·x + a† (k) e−ik·x
) d3k√
2 |k|
have a common e.s.d. D. The derivative
d
(
eiH
phse−iHσts
)
ds
is an operator which has a closure. Approximating the vectors in D (Hσt) with vectors in D (in
the norm ‖H0ψ‖+ ‖ψ‖) and applying the formal calculus we get convergent sequences.
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First we discuss some preliminary quantities useful to estimate the norm of the
expression (2.15).
i) From the deﬁnition (2.6) we have
dγσt (vl,∇EσtP , s)
ds
=
{
−g2 ∫ s1−ασt·s cos(q·∇E
σt
P −|q|)
(1−q̂·vl)
dΩd|q|
s for s < σ
− 1α
t
0 for s ≥ σ− 1αt .
(2.17)
By analogy we deﬁne
dγσt
(
vl, xs , s
)
ds
:=
{
−g2 ∫ s1−α
σt·s
cos(q·xs−|q|)
(1−q̂·vl)
dΩd|q|
s for s < σ
− 1α
t
0 for s ≥ σ− 1αt .
(2.18)
ii) The function ϕσt,vl (x, s) can be decomposed as
ϕσt,vl (x, s) = ϕ
−
σt,vl
(x, s) + ϕ+σt,vl (x, s) (2.19)
where the two terms on the right-hand side of the equation (2.19) are deﬁned
as
ϕ−σt,vl (x, s) :=
{
g2
∫ s−α
σt
cos(k·x−|k|s)
(1−k̂·vl) dΩd |k| for s < σ
− 1α
t
0 for s ≥ σ− 1αt
(2.20)
ϕ+σt,vl (x, s) :=
{
g2
∫ κ1
s−α
cos(k·x−|k|s)
(1−k̂·vl) dΩd |k| for s < σ
− 1α
t
ϕσt,vl (x, s) for s ≥ σ−
1
α
t
(2.21)
iii) For implementing the propagation estimate concerning the position of the
electron, taking into account Hypothesis H0 (Spectral hypothesis, Subsection
1.3.1) we can consider a C∞0
(
R
3 \ 0) function χh with the following property:
χh (∇EσtP ) ≡ 1 for P ∈ supph (2.22)
uniformly in t.
What we want now to check is that the norm of the expression (2.15) goes to
zero for s →∞ with an integrable rate substantially independent of the partition
rate. For this purpose we exploit the decomposition (2.19) of ϕσt,vl (x, s) and the
function χh (∇EσtP ). We break the expression (2.15) in separate contributions and
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estimate the norm for each of them to control the norm of the original vector:
∥∥∥∥ dds
(
eiHσt sWσt (s) eiγσt(vl,∇E
σt
P ,s)e−iHσts
)
ψ
(t)
l,σt
∥∥∥∥ (2.23)
≤
∥∥∥ϕσt,vl (x, s)
(
χh (∇EσtP )− χh
(x
s
))
e−iE
σt
P seiγσt(vl,∇E
σt
P ,s)ψ(t)l,σt
∥∥∥
+
∥∥∥ϕ+σt,vl (x, s)χh
(x
s
)
e−iE
σt
P seiγσt(vl,∇E
σt
P ,s)ψ(t)l,σt
∥∥∥
+
∥∥∥∥∥
(
ϕ−σt,vl (x, s) +
dγσt
(
vl, xs , s
)
ds
)
χh
(x
s
)
e−iE
σt
P seiγσt(vl,∇E
σt
P ,s)ψ(t)l,σt
∥∥∥∥∥
+
∥∥∥∥∥
dγσt
(
vl, xs , s
)
ds
(
χh (∇EσtP )− χh
(x
s
))
e−iE
σt
P seiγσt(vl,∇E
σt
P ,s)ψ(t)l,σt
∥∥∥∥∥
+
∥∥∥∥∥
(
−dγσt
(
vl, xs , s
)
ds
+
dγσt (vl,∇EσtP , s)
ds
)
×χh (∇EσtP ) e−iE
σt
P seiγσt(vl,∇E
σt
P ,s)ψ(t)l,σt
∥∥∥
Now we explain how in the expression above each term is controlled and why we
can ﬁx η > 0 such that a leading order is s−1 · s−η · |lnσt|2 · t− 32 .
From Lemma A4, Theorem A2 and Corollary A3 we deduce that:
After the subtraction of the infrared tail ϕ−σt,vl (x, s) and exploiting the elec-
tron dispersion, the decoupling is estimated from above by
sup
x
∣∣∣ϕ+σt,vl (x, s)χh
(x
s
)∣∣∣ ≤ C · s−2 · sα ;
The remainder is controlled by combining the bounds
sup
x
|ϕσt,vl (x, s)| ≤ C ·
∣∣∣∣ ln (σt)s
∣∣∣∣
sup
x
∣∣∣∣∣
dγσt
(
vl, xs , s
)
ds
∣∣∣∣∣ ≤ C ·
∣∣∣∣ ln (σt)s
∣∣∣∣
(2.24)
with the propagation estimates
∥∥∥
(
χh (∇EσtP )− χh
(x
s
))
e−iE
σt
P seiγσt(vl,∇E
σt
P ,s)ψ(t)l,σt
∥∥∥ ≤ C · s−υ · |lnσt| · t− 32
(2.25)∥∥∥∥∥
(
−dγσt
(
vl, xs , s
)
ds
+
dγσt (vl,∇EσtP , s)
ds
)
e−iE
σt
P seiγσt(vl,∇E
σt
P ,s)ψ(t)l,σt
∥∥∥∥∥
≤ C · s−1 · s−υ · |lnσt| · t− 32
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where υ > 0 for α suﬃciently close to 1 and 	 small enough (Theorem A2, Corollary
A3). Moreover, assuming the following constraint
4	 < η , (2.26)
we easily obtain
|Ml,j (t)| ≤
∣∣∣∣
∫ +∞
t
d
ds
(
eiγσt(vl,∇E
σt
P ,s)ψ(t)l,σt , e
iHσtsWσ,l,j (s)
×e−iHσtseiγσt(vj ,∇EσtP ,s)ψ(t)j,σt
)
ds
∣∣∣
≤
∫ +∞
t
∥∥∥∥ dds
{
eiHσtsWσt (vl, s) eiγσt(vl,∇E
σt
P ,s)e−iHσtsψ(t)l,σt
}∥∥∥∥ ·
∥∥∥ψ(t)j,σt
∥∥∥ ds
+
∫ +∞
t
∥∥∥∥ dds
{
eiHσtsWσt (vj , s) eiγσt(vj ,∇E
σt
P ,s)e−iHσtsψ(t)j,σt
}∥∥∥∥ ·
∥∥∥ψ(t)l,σt
∥∥∥ds
≤ C · t−7 (2.27)
Hence the sum of the oﬀ-diagonal terms is bounded by C · t−. 
3 Strong convergence of the approximating vector
In order to prove the strong convergence of ψh,κ1 (t) for t → +∞, we study the
norm of the vector
∆t2,t1ψh,κ1 := ψh,κ1 (t2)− ψh,κ1 (t1) (3.1)
for arbitrary times t2 > t1  1.
For a time diﬀerence, t2 − t1, suﬃciently large we have diﬀerent partitions
corresponding to t2 and t1 respectively and then N (t2) = N (t1). The t2-partition
sum,
∑N(t2)
j=1 , is therefore generally written as
∑N(t1)
j=1
∑
l(j), where the index l (j)
counts the subcells, relative to the t2-partition, which are contained in the jth
cell of Γ(t1), with 1 ≤ l (j) ≤ N(t2)N(t1) . In accordance to these notations, the vector
∆t2,t1ψh,κ1 corresponds to
eiHt2
N(t1)∑
j=1
∑
l(j)
Wσt2
(
vl(j), t2
)
eiγσt2 (vl(j),∇E
σt2 (P),t2)e−iHσt2 t2ψ(t2)l(j),σt2
− eiHt1
N(t1)∑
j=1
Wσt1 (vj , t1) e
iγσt1 (vj,∇E
σt1 (P),t1)e−iHσt1 t1ψ(t1)j,σt1 . (3.2)
Our ﬁnal goal is to obtain the following estimate
‖∆t2,t1ψh,κ1‖ = ‖ψh,κ1 (t2)− ψh,κ1 (t1)‖ ≤ C ·
|ln t2|2
t2ρ1
with ρ > 0 . (3.3)
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This estimate is suﬃcient to prove the strong Cauchy property of ψh,κ1 (t) by a
telescopic argument (Theorem 3.1).
3.1 Outline of the proof
Due to the constructive recipe, the time variation, t2 → t1, yields many modiﬁ-
cations in the vector ψh,k1 (t). In addition to the time evolution, the partition
Γ(t) and the infrared cut-oﬀ σt are time dependent. Before going into details, it
is worthwhile to explain the general mechanisms which prevent the rising of not
convergent terms and then imply the Cauchy property.
The increase in the number of cells is a potential source of problems in the con-
trol of the diﬀerence (3.3). Concerning the norm of the piece of vector ∆t2,t1ψh,κ1
corresponding to each cell in Γ(t2), if we only used the bound coming from the
restriction of the support in the P-variable, the estimate for the norm of the entire
vector would diverge like N (t2)
1
2 . On the other hand, the (non-relativistic) clus-
ter property of the system implies that the components with diﬀerent (electronic)
“velocities” in the cell-partition are asymptotically orthogonal as vectors in the
Hilbert space. In order to exploit this mechanism in Theorem 2.1, the rate of the
partition is chosen slower than the decoupling rate (constraint (2.26)).
Besides the increase of number of cells in time, we must handle two delicate
aspects concerning the convergence in each single cell, namely:
A correction to the asymptotic dynamics, by means of the phase factor, is required
in the application of Cook’s argument;
The regularity properties concerning the vector φσtP (Subsection 1.3.1) which come
into game and must be exploited in order to check that the dressing cloud combined
with the one particle state gives rise to a well-deﬁned vector in the limit σt → 0.
Variation of the partition
As preliminary step in the analysis of ∆t2,t1ψh,κ1 , we control the variation of
the approximating vector when the cell partition changes from Γ(t2) to Γ(t1), all
the other variables remaining ﬁxed at time t2. This means that we perform the
following replacements
Wσt2
(
vl(j), t2
) → Wσt2 (vj , t2) vl(j) ≡ ∇Eσt2Pl(j) , vj ≡ ∇E
σt1
Pj
e
iγσt2
(
vl(j),∇E
σt2
P ,t2
)
→ eiγσt2
(
vj,∇E
σt2
P ,t2
)
ψ
(t2)
l(j),σt2
→ ψ(t1)j,σt2
so that the corresponding modiﬁcation of the approximating vector is D0)
eiHt2
N(t1)∑
j=1
∑
l(j)
Wσt2
(
vl(j), t2
)
e
iγσt2
(
vl(j),∇E
σt2
P ,t2
)
e−iHσt2 t2ψ(t2)l(j),σt2
→ eiHt2
N(t1)∑
j=1
Wσt2 (vj , t2) e
iγσt2
(
vj,∇E
σt2
P ,t2
)
e−iHσt2 t2ψ(t1)j,σt2 .
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Once the partition is Γ(t1), we can study the variation of the vector
ψ
(t1)
h,κ1
(t) :=
N(t1)∑
j=1
eiHtWσt (vj , t) eiγσt(vj ,∇E
σt
P ,t)e−iE
σt
P tψ
(t1)
j,σt
(3.4)
between t = t2 and t = t1. The initial constructive hypotheses are not suﬃcient to
perform the time derivative:
d
ds
ψ
(t1)
h,κ1
(s) |s=t .
In fact the (strong) continuity in σt = 0 proved in [Pi.] for the vector
φσtP = Wσt (∇EσtP )ψσtP
does not imply that φσtP is Lipschitz in σt in a neighborhood of σt = 0.
Assuming Hypothesis H0 and exploiting only the Ho¨lder property of φσtP in
neighborhoods of σt = 0 and P = 0 (see Spectral properties, Subsection 1.3.1) we
perform some intermediate steps from ψ(t1)h,κ1 (t2) to ψ
(t1)
h,κ1
(t1) corresponding to
ﬁnite diﬀerences and we study the norm of each contribution. In the next lines,
we carefully single out the intermediate variation D1), involving Cook’s argument,
and then the variations D2), D3.1), D3.2) and D3.3), related to the removal of
infrared cut-oﬀ. Indeed the order in the subsequent modiﬁcations is important to
get the desired estimate.
Cook’s argument
The backwards time evolution, at ﬁxed cut-oﬀ σt2 , corresponds to the modiﬁcation
D1)
N(t1)∑
j=1
eiHt2 Wσt2 (vj , t2) e
iγσt2
(
vj ,∇E
σt2
P ,t2
)
e−iE
σt2
P t2ψ
(t1)
j,σt2
→
N(t1)∑
j=1
eiHt1Wσt2 (vj , t1) e
iγσt2
(
vj ,∇E
σt2
P ,t1
)
e−iE
σt2
P t1ψ
(t1)
j,σt2
(3.5)
and the study of the diﬀerence consists in a standard Cook’s argument with the
subtraction of the infrared tail as in Theorem 2.1.
Variation of the infrared cut-oﬀ
Under the variation of the infrared cut-oﬀ, σt2 → σt1 , the vector (3.5) changes as
follows
N(t1)∑
j=1
eiHt1Wσt2 (vj , t1) e
iγσt2
(
vj,∇E
σt2
P ,t1
)
e−iE
σt2
P t1ψ
(t1)
j,σt2
(3.6)
→
N(t1)∑
j=1
eiHt1Wσt1 (vj , t1) e
iγσt1
(
vj,∇E
σt1
P ,t1
)
e−iE
σt1
P t1ψ
(t1)
j,σt1 .
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For convenience we consider each cell-vector in the sum at the line (3.6) as the
composition of two blocks
eiHt1Wσt2 (vj , t1)W †σt2
(∇Eσt2P ) (3.7)
e
iγσt2
(
vj ,∇E
σt2
P ,t1
)
e−iE
σt2
P t1Wσt2
(∇Eσt2P )ψ(t1)j,σt2 (3.8)
where we recall that Wσt2
(∇Eσt2P ) = e
−g ∫ κ
σt2
b(k)−b†(k)
|k|(1−k̂·∇Eσt2P )
d3k√
2|k|
.
Let us call the operator in (3.7) dressing block and the vector in (3.8) regular
block.
The contribution due to the infrared cut-oﬀ variation, σt2 → σt1 , can there-
fore be split in:
The variation of the regular block (3.8)
D2) eiγσt2
(
vj ,∇E
σt2
P ,t1
)
e−iE
σt2
P t1Wσt2
(∇Eσt2P )ψ(t1)j,σt2
→ eiγσt1
(
vj ,∇E
σt1
P ,t1
)
e−iE
σt1
P t1Wσt1
(∇Eσt1P )ψ(t1)j,σt1
which is substantially related to the convergence for σ → 0 of the vectors φσP in
the ﬁber spaces HP;
The variation of the dressing block (3.7) up to the term eiHt1
D3) Wσt2 (vj , t1)W †σt2
(∇Eσt2P )
→ Wσt1 (vj , t1)W †σt1
(∇Eσt1P ) .
Let us analyze the variation D3) in further details. It can be written as
Wσt2 (vj , t1)W †σt2 (vj)Wσt2 (vj)W
†
σt2
(∇Eσt2P )
→ Wσt1 (vj , t1)W †σt1 (vj)Wσt1 (vj)W
†
σt1
(∇Eσt1P )
where Wσt2 (vj) = e
−g ∫ κ
σt2
b(k)−b†(k)
|k|(1−k̂·vj)
d3k√
2|k| , so that we split the step D3) in three
smaller ones:
D3.1) Wσt2 (vj , t1)W †σt2 (vj)Wσt2 (vj)W
†
σt2
(∇Eσt2P )
→ Wσt1 (vj , t1)W †σt1 (vj)Wσt2 (vj)W
†
σt2
(∇Eσt2P )
in this step the logarithmic divergence arising from the variation σt2 → σt1 in the
two Weyl operators on the very left is neutralized by the strong Ho¨lder property
in P of the regular block (3.8), on which the full operator is applied;
D3.2) Wσt1 (vj , t1)W †σt1 (vj)Wσt2 (vj)W
†
σt2
(∇Eσt2P )
→ Wσt1 (vj , t1)W †σt1 (vj)Wσt2 (vj)W
†
σt2
(∇Eσt1P )
D3.3) Wσt1 (vj , t1)W †σt1 (vj)Wσt2 (vj)W
†
σt2
(∇Eσt1P )
→ Wσt1 (vj , t1)W †σt1 (vj)Wσt1 (vj)W
†
σt1
(∇Eσt1P )
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the last two steps account respectively for the diﬀerence between the gradients
∇Eσt2 (P),∇Eσt1 (P) and for the shift σt2 → σt1 in the two Weyl operators on
the very right.
The analysis of each diﬀerence D0), D1), D2), D3.1), D3.2) and D3.3) is
the content of the remaining part of the Section. The discussion is carried out in
Subsections 3.1.1, 3.1.2, 3.1.3 and 3.1.4, where we describe the physical ingredients
and the technical steps used to control them. It is rather detailed and complete
with the use of some results proved in the Appendix. Though it is not always
explicitly written, we assume that α(< 1) is suﬃciently close to 1 and that the
constraint (2.26) is satisﬁed. We here anticipate the result: Let us assume β > 1
and large enough (which means that the removal of the infrared cut-oﬀ σt = t−β is
suﬃciently fast in time). Then the bounds (3.23), (3.32), (3.38), (3.47), (3.49) and
(3.54) – which are obtained respectively for the norms of the vectors corresponding
to the variations D0), D1), D2), D3.1), D3.2) and D3.3) – are such that a leading
order term is (
ln (t2)
tρ1
)2
with ρ > 0. We can now state the main theorem of the paper.
Theorem 3.1 For β > 1 large enough and α suﬃciently close to 1, the vector
ψh,κ1 (t), with
∫ |h (P)|2 d3P > 0, converges strongly for t → +∞ to a non-zero
vector ψouth,κ1 , with an error of order
1
tρ at most, where ρ > 0 is a proper small
coeﬃcient.
Proof. Starting from Theorem 2.1, the time scale related to the partition is tuned
according to the constraint 4	 < η. Therefore, for β > 1 large enough and α
suﬃciently close to 1, we can estimate
‖ψh,κ1 (t2)− ψh,κ1 (t1)‖ < C ·
(
ln (t2)
tρ1
)2
(3.9)
where ρ > 0 e C > 0 are independent of t1 and t2 (t2 ≥ t1 > t  1).
Now let us consider the sequence
{
t1, t
2
1, . . . , t
n
1 , . . .
}
and assume tn1 ≤ t2 <
tn+11 . Due to the norm properties, it follows that:
‖ψh,κ1 (t2)− ψh,κ1 (t1)‖
≤ ∥∥ψh,κ1 (t21)− ψh,κ1 (t1)∥∥ + · · ·+ ‖ψh,κ1 (t2)− ψh,κ1 (tn1 )‖ (3.10)
≤ C
tρ1
·


(
2
t
ρ
2
1
· ln (t1)
)2
+ · · ·+
(
n + 1
t
nρ
2
1
· ln (t1)
)2
 (3.11)
For t1 suﬃciently large, t1 ≥ t̂1 > t  1, the series inside the brackets in (3.11) is
bounded by a constant less than 1.
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We can conclude that ∀t1, t2, where t2 ≥ t1 ≥ t̂1,
‖ψh,κ1 (t2)− ψh,κ1 (t1)‖ ≤
C
tρ1
. (3.12)
Because of Theorem 2.1, the limiting vector is non-zero if
∫ |h (P)|2 d3P > 0. 
3.1.1 Variation of the partition
The squared norm of the diﬀerence D0) is
∥∥∥∥∥∥
N(t1)∑
j=1
∑
l(j)
Wσt2
(
vl(j), t2
)
e
iγσt2
(
vl(j),∇E
σt2
P ,t2
)
e−iHσt2 t2ψ(t2)l(j),σt2
−
N(t1)∑
j=1
∑
l(j)
Wσt2 (vj , t2) e
iγσt2
(
vj ,∇E
σt2
P ,t2
)
e−iHσt2 t2ψ(t2)l(j),σt2
∥∥∥∥∥∥
2
(3.13)
where we have used that
ψ
(t1)
j,σt2
=
∫
Γ
(t1)
j
h (P)ψσt2P d
3P =
∑
l(j)
∫
Γ
(t2)
l(j)
h (P)ψσt2P d
3P =
∑
l(j)
ψ
(t2)
l(j),σt2
.
For brevity, let us deﬁne
Ŵσt2 (vj , t2) : = Wσt2 (vj , t2) e
iγσt2
(
vj,∇E
σt2
P ,t2
)
(3.14)
Ŵσt2
(
vl(j), t2
)
: = Wσt2
(
vl(j), t2
)
e
iγσt2
(
vl(j),∇E
σt2
P ,t2
)
so that the squared norm (3.13) can be written as follows
∑N(t1)
j,j′=1
∑
l(j),l′(j′)
((
Ŵσt2
(
vl(j), t2
)− Ŵσt2 (vj , t2)
)
e−iHσt2 t2ψ(t2)l(j),σt2 ,
(
Ŵσt2
(
vl′(j′), t2
)− Ŵσt2 (vj′ , t2)
)
e−iHσt2 t2ψ(t2)l′(j′),σt2
)
(3.15)
The sum of the terms where j′ = j and l′ (j) = l (j) vanishes for t2 → +∞
and its rate is surely bounded (from above) by a quantity of order t−2 , as we
can estimate by the same decoupling mechanism exploited in the norm control of
ψh,k1 (t) (Theorem 2.1). Keeping aside this estimate, we can focus on the following
sum over the diagonal terms with respect to the partition Γ(t2):
N(t1)∑
j=1
∑
l(j)
〈(
2− Ŵ†σt2 (vj , t2) Ŵσt2
(
vl(j), t2
)
−Ŵ†σt2
(
vl(j), t2
) Ŵσt2 (vj , t2)
)〉
e
−iHσt2 t2ψ(t2)
l(j),σt2
(3.16)
where, for a given operator O and a vector ϕ, 〈O〉ϕ denotes (ϕ,Oϕ).
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Now from the sum (3.16) we extract the leading contribution.
Let us start analyzing
〈
e
−iγσt2
(
vj ,∇E
σt2
P ,t2
)
Wσt2 ,j,l(j) (t2) e
iγσt2
(
vl(j),∇E
σt2
P ,t2
)〉
e
−iHσt2 t2ψ(t2)
l(j),σt2
(3.17)
and for s ≥ t2
〈
eiHσt2 se
−iγσt2
(
vj ,∇E
σt2
P ,s
)
Wσt2 ,j,l(j) (s) e
iγσt2
(
vl(j),∇E
σt2
P ,s
)
e−iHσt2 s
〉
ψ
(t2)
l(j),σt2
(3.18)
with the trivial property that (3.18) coincides with (3.17) for s = t2.
The limit for s → +∞ of the expression (3.18) is:
e−
Cj,l(j),σt2
2 ·
(
e
iγσt2
(
vj ,∇E
σt2
P ,σ
− 1
α
t2
)
ψ
(t2)
l(j),σt2
, e
iγσt2
(
vl(j),∇E
σt2
P ,σ
− 1
α
t2
)
ψ
(t2)
l(j),σt2
)
(3.19)
where Cj,l(j),σt2 =
∫ κ1
σt2
∣∣∣ηj,l(j)
(
k̂
)∣∣∣2 d3k
2|k|3 and ηl(j),j
(
k̂
)
:=
gk̂·(vj−vl(j))
(1−k̂·vj)·(1−k̂·vl(j))
.
Then we rewrite the expectation value (3.17) as the limit for s → +∞ of
the corresponding quantity (3.18) plus a remainder. The limit corresponds to the
expression (3.19). The sum of the remainders over the cells in (3.16) amounts to
a quantity which is of order t−42 at most.
Hence the discussion is now restricted to the following sum
N(t1)∑
j=1
∑
l(j)
〈
 2− ei∆γσt2
(
vl(j)−vj,∇E
σt2
P ,t2
)
e−
Cl(j),j,σt2
2
−ei∆γσt2
(
vj−vl(j),∇E
σt2
P ,t2
)
e−
Cj,l(j),σt2
2


〉
ψ
(t2)
l(j),σt2
. (3.20)
where
e
i∆γσt2
(
vj−vl(j),∇E
σt2
P ,t2
)
:= e
−iγσt2
(
vj ,∇E
σt2
P ,σ
− 1
α
t2
)
e
iγσt2
(
vl(j),∇E
σt2
P ,σ
− 1
α
t2
)
.
(3.21)
An estimate from above of the sum (3.20) is given by
N(t1)∑
j=1
∑
l(j)
(∥∥∥ψ(t2)l(j),σt2
∥∥∥2 · C · t− 161 · |ln (σt2)|
)
≤ C · t− 161 · |ln (σt2)| (3.22)
taking into account that
Cl(j),j,σt2 :=
∫ κ1
σt2
∣∣∣ηl(j),j
(
k̂
)∣∣∣2 d3k
2 |k|3
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and ∣∣∣∣ei∆γσt2
(
vl(j)−vj ,∇E
σt2
P ,t2
) ∣∣∣∣
are both bounded by
C · t− 161 · |ln (σt2)|
because of the diﬀerence vj −vl(j) and the regularity properties of the gradient of
the ground state energy (Subsection 1.3.1 and Lemma A1).
In the end, collecting all the partial estimates, we can conclude that the norm
of the diﬀerence D0) is surely bounded from above by a quantity of order
t
− 16
1 · |ln (σt2)| . (3.23)
3.1.2 Cook’s argument
The diﬀerence corresponding to the variation D1) is
N(t1)∑
j=1
{
eiHt2Wσt2 (vj , t2) e
iγσt2
(
vj ,∇E
σt2
P ,t2
)
e−iE
σt2
P t2ψ
(t1)
j,σt2
− eiHt1Wσt2 (vj , t1) e
iγσt2
(
vj,∇E
σt2
P ,t1
)
e−iE
σt2
P t1ψ
(t1)
j,σt2
}
.
We estimate the contribution for each cell by expressing the diﬀerence of the two
related vectors as the following integral from t1 to t2:
∫ t2
t1
d
ds
{
eiHsWσt2 (vj , s) e
iγσt2
(
vj ,∇E
σt2
P ,s
)
e−iE
σt2
P sψ
(t1)
j,σt2
}
ds . (3.24)
Moreover we use the inequality
∥∥∥∥
∫ t2
t1
d
ds
{
eiHsWσt2 (vj , s) e
iγσt2
(
vj,∇E
σt2
P ,s
)
e−iE
σt2
P sψ
(t1)
j,σt2
}
ds
∥∥∥∥
≤ ∫ t2t1
∥∥∥∥ dds
{
eiHsWσt2 (vj , s) e
iγσt2
(
vj ,∇E
σt2
P ,s
)
e−iE
σt2
P sψ
(t1)
j,σt2
}∥∥∥∥ ds .
(3.25)
The derivative in the expression (3.24) can be split as follows:
ieiHsWσt2 (vj , s)
(
ϕσt2 ,vj (x, s) +
dγσt2
(
vj ,∇Eσt2P , s
)
ds
)
× eiγσt2
(
vj ,∇E
σt2
P ,t2
)
e−iE
σt2
P sψ
(t1)
j,σt2
(3.26)
+ieiHsWσt2 (vj , s)
(
H −Hσt2
)
e
iγσt2
(
vj ,∇E
σt2
P ,s
)
e−iE
σt2
P sψ
(t1)
j,σt2
(3.27)
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where the term (3.26) is analogous to the expression (2.15) in Theorem 2.1 a part
from the evolution operator on the very left.
Term (3.26)
As in Theorem 2.1, Section 2, we decompose ϕσt2 ,vj (x, s) as
ϕ−σt2 ,vj (x, s) + ϕ
+
σt2 ,vj
(x, s) (3.28)
where:
ϕ−σt2 ,vj (x, s) : = g
2
∫ s−α
σt2
cos (k · x− |k| s)(
1− k̂ · vj
) dΩd |k|
ϕ+σt2 ,vj (x, s) : = g
2
∫ κ1
s−α
cos (k · x− |k| s)(
1− k̂ · vj
) dΩd |k| .
(3.29)
By the same procedure, exploiting the subtraction of the infrared tail ϕ−σt2 ,vj (x, s)
by means of the derivative of eiγσt2
(
vj,∇E
σt2
P ,s
)
and assuming the constraint (2.26),
we obtain the following estimate from above for the norm of the expression (3.26):
C · s−1 · s−4 · t− 321 · (lnσt2)2 .
Term (3.27)
As far as the norm is concerned, the vector (3.27) is equivalent to the vector
(
H −Hσt2
)
e
iγσt2
(
vj,∇E
σt2
P ,s
)
ψ
(t1)
j,σt2
(3.30)
= eiγσt2
(
vj,∇E
σt2
P ,s
)
g
∫ σt2
0
(
b (k) + b† (k)
) d3k√
2 |k|ψ
(t1)
j,σt2
whose norm can be estimated starting from∥∥∥∥∥g
∫ σt2
0
(
b (k) + b† (k)
) d3k√
2 |k|ψ
(t1)
j,σt2
∥∥∥∥∥ (3.31)
≤
∥∥∥∥∥g
∫ σt2
0
b† (k)
d3k√
2 |k|ψ
(t1)
j,σt2
∥∥∥∥∥
≤ C · σt2 · t−
3
2
1
because b (k)ψ(t1)j,σt2 = 0 for k ∈ {k : |k| ≤σt2}.
In conclusion the norm of the vector corresponding to the diﬀerence D1) is
bounded by a quantity of order
t
− 52
1 · (lnσt2)2 + t2 · σt2 · t
3
2
1 . (3.32)
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3.1.3 Variation of the infrared cut-oﬀ: regular block
Let us study the diﬀerence
N(t1)∑
j=1
eiHt1Wσt2 (vj , t1)W †σt2
(∇Eσt2P )
×

 e
iγσt2
(
vj ,∇E
σt2
P ,t1
)
Wσt2
(∇Eσt2P ) e−iE
σt2
P t1ψ
(t1)
j,σt2
−
−eiγσt1
(
vj ,∇E
σt1
P ,t1
)
Wσt1
(∇Eσt1P ) e−iE
σt1
P t1ψ
(t1)
j,σt1


for each single cell in Γ(t1). The norm of the cell-vector is controlled as follows∥∥∥∥eiγσt2
(
vj ,∇E
σt2
P ,t1
)
e−iE
σt2
P t1Wσt2
(∇Eσt2P )ψ(t1)j,σt2
−eiγσt1
(
vj ,∇E
σt1
P ,t1
)
e−iE
σt1
P t1Wσt1
(∇Eσt1P )ψ(t1)j,σt1
∥∥∥∥
≤
∥∥∥∥
[
e
iγσt2
(
vj ,∇E
σt2
P ,t1
)
− eiγσt1
(
vj ,∇E
σt1
P ,t1
)]
× e−iE
σt2
P t1Wσt2
(∇Eσt2P )ψ(t1)j,σt2
∥∥∥ (3.33)
+
∥∥∥∥eiγσt1
(
vj ,∇E
σt1
P ,t1
) [
e−iE
σt2
P t1 − e−iE
σt1
P t1
]
Wσt2
(∇Eσt2P )ψ(t1)j,σt2
∥∥∥∥ (3.34)
+
∥∥∥∥∥e
iγσt1
(
vj ,∇E
σt1
P ,t1
)
e−iE
σt1
P t1
[
Wσt2
(∇Eσt2P )ψ(t1)j,σt2−
−Wσt1
(∇Eσt1P )ψ(t1)j,σt1
]∥∥∥∥∥ (3.35)
and each term (3.33), (3.34), (3.35) is inﬁnitesimal in the limit in which the infrared
cut-oﬀ is removed. Let us explain in details.
Term (3.33)
We can easily estimate∥∥∥∥
[
e
iγσt2
(
vj ,∇E
σt2
P ,t1
)
− eiγσt1
(
vj,∇E
σt1
P ,t1
)]
e−iE
σt2
P t1Wσt2
(∇Eσt2P )ψ(t1)j,σt2
∥∥∥∥
≤ sup
P∈Σ
∣∣∣∣eiγσt2
(
vj ,∇E
σt2
P ,t1
)
− eiγσt1
(
vj,∇E
σt1
P ,t1
)∣∣∣∣ ·
∥∥∥ψ(t1)j,σt2
∥∥∥
and the sup is bounded in terms of (see Lemma A1):
∣∣γσt2
(
vj ,∇Eσt2P , t1
)− γσt1
(
vj ,∇Eσt1P , t1
)∣∣ ≤ C ·(σt1) 14 ·t2(1−α)1 +C ·t1 ·σt1 (3.36)
so that for α suﬃciently close to 1 we can surely provide a bound of order t−
3
2 +1
1 ·
(σt1)
1
4 for the expression (3.33);
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Term (3.34)
Because of the regularity properties of the energy EσP,P ∈ Σ, we easily get∣∣∣e−iEσt2P t1 − e−iEσt1P t1
∣∣∣ ≤ C · σ 14t1 · t1 . (3.37)
which implies a bound from above of order σ
1
4
t1 · t
− 32 +1
1 for the norm (3.34).
Term (3.35)
Exploiting the Spectral properties, Subsection 1.3.1, we can estimate:∥∥∥Wσt2
(∇Eσt2P )ψ(t1)j,σt2 −Wσt1
(∇Eσt1P )ψ(t1)j,σt1
∥∥∥
=
∥∥∥∫
Γ
(t1)
j
h (P) ( Wσt2
(∇Eσt2P )ψσt2P −Wσt1
(∇Eσt1P )ψσt1P ) d3P
∥∥∥
≤
{∫
Γ
(t1)
j
|hP|2
∥∥IP (φσt2P )− IP (φσt1P )
∥∥2
F d
3P
} 1
2
≤ C · (σt1)
1
4 · t− 321 .
In conclusion the norm of the diﬀerence D2) is surely bounded by
C · t 32 +11 · (σt1)
1
4 . (3.38)
3.1.4 Variation of the infrared cut-oﬀ: dressing block
Analysis of D3.1)
We ﬁrst deﬁne ϕ(t1)j,σt1 the regular block corresponding to the time t1
ϕ
(t1)
j,σt1
:= eiγσt1
(
vj ,∇E
σt1
P ,t1
)
e−iE
σt1
P t1Wσt1
(∇Eσt1P )ψ(t1)j,σt1 . (3.39)
Then the diﬀerence involved in the step D3.1) can be written as:
N(t1)∑
j=1
eiHt1
(
Wσt2 (vj , t1)W †σt2 (vj)−−Wσt1 (vj , t1)W †σt1 (vj)
)
Wσt2 (vj)W
†
σt2
(∇Eσt2P )ϕ(t1)j,σt1 . (3.40)
We can restrict the analysis to each single cell. By standard algebraic steps we
have
Wσt2 (vj , t1)W †σt2 (vj)−Wσt1 (vj , t1)W
†
σt1
(vj)
=Wσt1 (vj , t1)W †σt1 (vj)Z

e−g
∫ σt1
σt2
a(k)(ei|k|t1−eik·x)−h.c.
|k|(1−k̂·vj)
d3k√
2|k| − I

 (3.41)
+Wσt1 (vj , t1)W
†
σt1
(vj) (Z − I) (3.42)
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with
Z := e
ig2
∫ σt1
σt2
sin(−|k|t1+k·x)
2|k|3(1−k̂·vj)2
d3k
.
Since the vector
Wσt2 (vj)W
†
σt2
(∇Eσt2P )ϕ(t1)j,σt1
belongs to the domain of the operator
−g
∫ σt1
σt2
a (k)
(
ei|k|t1 − eik·x)− h.c.
|k|
(
1− k̂ · vj
) d3k√
2 |k|
we can use the identity

e−g
∫ σt1
σt2
a(k)(ei|k|t1−eik·x)−h.c.
|k|(1−k̂·vj)
d3k√
2|k| − I


= −g
∫ 1
0
e
−gλ ∫ σt1σt2
a(k)(ei|k|t1−eik·x)−h.c.
|k|(1−k̂·vj)
d3k√
2|k| dλ
×
∫ σt1
σt2
a (k)
(
ei|k|t1 − eik·x)− h.c.
|k|
(
1− k̂ · vj
) d3k√
2 |k| . (3.43)
Moreover we can estimate
∥∥∥∥∥∥
∫ σt1
σt2
a (k)
(
ei|k|t1 − eik·x)− h.c.
|k|
(
1− k̂ · vj
) d3k√
2 |k|Wσt2 (vj)W
†
σt2
(∇Eσt2P )ϕ(t1)j,σt1
∥∥∥∥∥∥
≤
∥∥∥∥
∫ σt1
σt2
a(k)(ei|k|t1−eik·x)
|k|(1−k̂·vj)
d3k√
2|k|Wσt2 (vj)W
†
σt2
(∇Eσt2P )ϕ(t1)j,σt1
∥∥∥∥
+
∥∥∥∥
∫ σt1
σt2
a†(k)(e−i|k|t1−e−ik·x)
|k|(1−k̂·vj)
d3k√
2|k|Wσt2 (vj)W
†
σt2
(∇Eσt2P )ϕ(t1)j,σt1
∥∥∥∥
≤ 2
∥∥∥∥
∫ σt1
σt2
b(k)(ei|k|t1−ik·x−1)
|k|(1−k̂·vj)
d3k√
2|k|Wσt2 (vj)W
†
σt2
(∇Eσt2P )ϕ(t1)j,σt1
∥∥∥∥ (3.44)
+
〈∫ σt1
σt2
|ei|k|t1−eik·x|2
2|k|3(1−k̂·vj)2
d3k
〉 1
2
Wσt2
(vj)W
†
σt2
(
∇Eσt2P
)
ϕ
(t1)
j,σt1
. (3.45)
As checked in Lemma A6, the two expressions (3.44) and (3.45) are logarithmically
divergent in t2 but vanishing with a power law in t1 due to the smoothness of the
regular block in its P-dependence and because of the upper integration bound σt1 .
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Concerning the term (3.42) the corresponding norm
∥∥∥∥
(
e
ig2
∫ σt1
σt2
sin(−|k|t1+k·x)
2|k|3(1−k̂·vj)2
d3k − I
)
Wσt2 (vj)W
†
σt2
(∇Eσt2P )ϕ(t1)j,σt1
∥∥∥∥ (3.46)
can be treated like the expression (3.45).
In the end we obtain that the norm of the term D3.1) is surely bounded by
a quantity of order:
t31 · |lnσt2 | · (σt1)
1
16 . (3.47)
Analysis of D3.2)
The diﬀerence to be analyzed is
N(t1)∑
j=1
eiHt1Wσt1 (vj , t1)W †σt1 (vj)Wσt2 (vj)W
†
σt2
(∇Eσt2P )ϕ(t1)j,σt1
−
N(t1)∑
j=1
eiHt1Wσt1 (vj , t1)W †σt1 (vj)Wσt2 (vj)W
†
σt2
(∇Eσt1P )ϕ(t1)j,σt1 .
For each single cell, by an argument similar to that one described in Theorem A2
for the expression (5.18), we have
∥∥∥
(
W †σt2
(∇Eσt2P )−W †σt2
(∇Eσt1P )
)
Wσt1
(∇Eσt1P )ψ(t1)j,σt1
∥∥∥ (3.48)
≤ C · (σt1)
1
4 · |lnσt2 | · t−
3
2
1
so that the norm of the vector corresponding to the variation D3.2) is bounded by
C · t 321 · (σt1)
1
4 · |lnσt2 | . (3.49)
Analysis of D3.3)
The diﬀerence involved in this step is
N(t1)∑
j=1
eiHt1Wσt1 (vj , t1)W †σt1 (vj)Wσt2 (vj)W
†
σt2
(∇Eσt1P )ϕ(t1)j,σt1
−
N(t1)∑
j=1
eiHt1Wσt1 (vj , t1) e
iγσt1
(
vj ,∇E
σt1
P ,t1
)
e−iE
σt1
P t1ψ
(t1)
j,σt1
.
This variation can be written as
N(t1)∑
j=1
eiHt1Wσt1 (vj , t1) Λe
iγσt1
(
vj ,∇E
σt1
P ,t1
)
e−iE
σt1
P t1ψ
(t1)
j,σt1
(3.50)
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with
Λ := W |σt1σt2 (vj)W † |
σt1
σt2
(∇Eσt1P )− I
and the deﬁnitions
W |σt1σt2 (vj) := W †σt1 (vj)Wσt2 (vj) = e
−g ∫ σt1σt2 b(k)−b
†(k)
|k|(1−k̂·vj)
d3k√
2|k| (3.51)
W † |σt1σt2
(∇Eσt1P ) := W †σt2
(∇Eσt1P )Wσt1
(∇Eσt1P ) = e
g
∫ σt1
σt2
b(k)−b†(k)
|k|(1−k̂·∇Eσt1P )
d3k√
2|k|
.
(3.52)
The discussion of this contribution requires the study of the squared norm of the
vector (3.50) and the control of the oﬀ-diagonal terms, with respect to the cell-
partition Γ(t1), in the corresponding scalar product. We ﬁrst check that the sum
of the oﬀ-diagonal terms vanishes for t1 → +∞ with a rate fast enough. Then we
turn to consider the diagonal contribution.
Oﬀ-diagonal terms
Let us consider the generic l − j term and try to reply the same procedure as in
Theorem 2.1, by the insertion of the real parameter λ in the dressing operator
Wσt1 (vj , t1) and the subsequent derivative with respect to λ. The only obstacles
in repeating the usual steps come from the lack of commutativity between
∫ κ1
σt1
a(k)ei|k|sηl,j(k̂)
|k|
d3k√
2|k| and W
† |σt1σt2
(∇Eσt1P )
χh
(
x
s
)
and W † |σt1σt2
(∇Eσt1P )
dγσt1 (vl,
x
s ,s)
ds and W
† |σt1σt2
(∇Eσt1P )
in the study of the limit s → ∞. However these problems can be easily circum-
vented by means of an “ 3 argument”, by exploiting the resolvent equation (1.12)
in addition to the usual regularity properties. Therefore an analogous estimate is
obtained: the sum of the absolute values of the oﬀ-diagonal terms is bounded by
C · t−1 · |lnσt2 |.
Diagonal terms
Considering that the norm
∥∥∥(W |σt1σt2 (vj)W |σt1σt2
(∇Eσt1P )− I)ψ(t1)j,σt1
∥∥∥ (3.53)
can be estimated from above in terms of a quantity of order
sup
P∈Γ(t1)j
|vj −∇Eσt1 (P)| · |lnσt2 | · t−
3
2
1
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with
sup
P∈Γ(t1)j
∣∣∇Eσt1 (P)−∇Eσt1 (Pj)∣∣ ≤ C · t− 161 ,
the sum of the diagonal terms amounts to a contribution of order t−

16
1 · |lnσt2 | at
most.
We can conclude that the norm of the vector corresponding to the diﬀerence
D3.3) is bounded by
C · t− 161 · |lnσt2 | . (3.54)
4 Scattering subspaces and asymptotic observables
In this section, at ﬁrst we consider the family of vectors ψout(in)h,κ1 (τ, a) corresponding
to the evolution τ in time and to a displacement a in space of the state associated
to the vector ψout(in)h,κ1 previously constructed. Then we construct the covariant,
under space-time translations, subspace H1 out(in)κ1 as the norm closure of the ﬁnite
linear combinations of vectors in the set
{
ψ
out(in)
h,κ1
(τ, a)
}
:
H1 out(in)κ1 :=
{∨
ψ
out(in)
h,κ1
(τ, a) : h (P) ∈ C10 (Σ \ 0) , τ ∈ R , a ∈ R3
}
Later, in Theorem 4.1, we deﬁne the vectors
{
ψ
out(in)
h,µ
}
obtained from the strong
(time) limit of the L.S.Z. Weyl operators, with smearing functions {µ : µ˜ (k)
∈ C∞0
(
R
3 \ 0)}, applied to the total set {ψout(in)h,κ1 (τ, a)
}
of the Hilbert space
H1 out(in)κ1 . The norm closure of the ﬁnite linear combinations of the vectors in
the set
{
ψ
out(in)
h,µ
}
is a reasonable candidate for the scattering subspace Hout(in).
The physical meaning of this deﬁnition stems from the characterization of the
states belonging to Hout(in) in terms of quantum numbers associated with the
asymptotic variables which are well deﬁned on them: the asymptotic photon Weyl
operators and the asymptotic electron mean velocity. In Theorem 4.2 the asymp-
totic convergence of the C∞0 functions of the variable e
iHt x
t e
−iHt is established
on the vectors of Hout(in). These functions generate the commutative algebra
Aout(in)vel . In Theorem 4.4, we construct the canonical Weyl algebra Aout(in)ph , gen-
erated by the strong limits of the L.S.Z. Weyl operators smeared with functions{
ζ : ζ˜ (k) ∈ L2
(
R
3,
(
1 + |k|−1
)
d3k
)}
and acting on the space Hout(in). The al-
gebra Aout(in)ph is associated with a free massless boson ﬁeld and commutes with
the algebra Aout(in)vel as consequence of the asymptotic decoupling.
The spectral restriction on the electron (mean) velocity (strictly less than
1) implies a restriction of Hout(in), as subspace of H, that can be explained with
the partial non-relativistic character of the model. However no issue regarding
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completeness is addressed in our discussion, even under the restriction on the
energy conﬁgurations of the system.
Deﬁnition of the vector ψouth,κ1 (τ, a).
Applying the operator e−ia·Pe−iHτ to the generic vector ψouth,κ1 , we obtain:
e−ia·Pe−iHτψouth,κ1
= s− lim
t→+∞ e
−ia·Pe−iHτ eiHt
N(t)∑
j=1
Wσt (vj , t) eiγσt(vj ,∇E
σt
P ,t)
× e−iEσtP (t−τ)e−iEσtP τψ(t)j,σt
= s− lim
t→+∞ e
iHt
N(t+τ)∑
j=1
Waσt+τ (vj , t + τ) eiγσt+τ (vj,∇E
σt+τ
P ,t+τ)
× e−iE
σt+τ
P tψ
(t+τ)
j,σt+τ
(τ, a)
= s− lim
t→+∞ψ
τ,a
h,k1
(t) (4.1)
where
Waσt+τ (vj , t + τ) := e
−g ∫ κ1
σt+τ
a(k)eik·aei|k|(τ+t)−h.c.
|k|(1−k̂·vj)
d3k√
2|k|
ψ
(t+τ)
j,σt+τ
(τ, a) :=
∫
Γ
(t+τ)
j
e−ia·Pe−iE
σt+τ
P τh (P)ψσt+τP d
3P
and ψτ,ah,κ1 (t) corresponds to the approximating vector ψh,κ1 (t) with translated
wave function both in the electron and the photon variables. The ﬁnal equality
(4.1) can be easily derived exploiting the estimates involved in the construction of
ψouth,κ1 . Therefore the deﬁnition
ψouth,κ1 (τ, a) := e
−ia·Pe−iHτψouth,κ1 (4.2)
is consistent with the expected asymptotic interpretation. 
The deﬁnition of the subspace of the minimal asymptotic electron states is
H1 out(in)κ1 :=
{∨
ψouth,κ1 (τ, a) : h (P) ∈ C10 (R3 \ 0) , supph ⊂ Σ, τ ∈ R, a ∈ R3
}
.
(4.3)
Deﬁnition of the scattering spaces
In next theorem we construct the vector ψout(in)h,µ starting from a vector
ψ
out(in)
h,κ1
(τ, a) in H1 out(in)κ1
and a cloud of photons represented by an L.S.Z. Weyl operator with smear-
ing function µ. Concerning notations we omit the dependence on κ1, τ,a due to
ψ
out(in)
h,κ1
(τ, a).
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Theorem 4.1 The strong limit
s− lim
t→+∞ψh,µ (t) := ψ
out
h,µ (4.4)
exists, where:
ψh,µ (t) := eiHtei(a(µt)+a
†(µt))e−iHtψh,κ1 (t) ;
µ˜ (k) ∈ C∞0
(
R
3 \ 0) , µ˜t (k) := e−i|k|tµ˜ (k) ;
a† (µ) := (a (µ))† =
(∫
a (k) µ˜ (k) d3k
)†
;
ψouth,k1 ∈ H1 outk1 .
Proof. Taking into account Theorem 3.1, the function χh (∇EσtP ) introduced in
Theorem 2.1 and stationary phase method, the result follows from Cook’s argu-
ment once the constraint (2.26) is assumed. 
The scattering subspaces
Hout(in) :=
{∨
ψ
out(in)
h,µ : h (P) ∈ C10 (Σ \ 0) , µ˜ ∈ C∞0 (R3 \ 0)
}
(4.5)
are invariant under space-time translations because the subspaces H1 out(in)κ1 are
invariant by construction.
Asymptotic algebras
Theorem 4.2 The C∞0 functions f of the variable e
iHt x
t e
−iHt, that is the electron
mean velocity (at time t) up to a correction of order t−1, have strong limits in
Hout for t → +∞, namely
s− lim
t→+∞ e
iHtf
(x
t
)
e−iHtψouth,µ =: ψ
out
h·f∇E ,µ (4.6)
where f∇E (P) := limσ→0 f (∇Eσ (P)).
Proof. Exploiting Theorem 3.1 and using the fact that the operators
f
(x
t
)
, eiHtei(a(µt)+a
†(µt))e−iHt
are uniformly bounded in t, we obtain
s− lim
t→+∞ e
iHtf
(x
t
)
e−iHtψouth,µ
= s− limt→+∞ eiHtf
(
x
t
)
ei(a(µt)+a
†(µt))e−iHtψouth,κ1
= s− limt→+∞ eiHtei(a(µt)+a†(µt))f
(
x
t
)
e−iHtψouth,κ1 (4.7)
= s− limt→+∞ eiHtei(a(µt)+a
†(µt))e−iHtψouth·f∇E ,κ1 (4.8)
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where the last step, from (4.7) to (4.8), is proved by means of the same technique
used in Theorem A2 and the notation ψouth·f∇E ,κ1 is justiﬁed starting from the
regularity properties of ∇Eσ (P).
The extension to all of Hout is straightforward because f (xt
)
is uniformly
bounded in t and the set
∨
ψouth,µ is dense in Hout, by construction. 
We call Aout(in)vel the norm closure of the *algebra generated by the C∞0
functions of the asymptotic electron mean velocity deﬁned inHout(in) by the strong
limits (4.6) (for the out and the in case respectively) in Theorem 4.2.
Corollary 4.3 In the space Hout, the unitary operators
{
Wout (ζ) : ζ˜ (k) ∈ L2
(
R
3,
(
1 + |k|−1
)
d3k
)}
are well deﬁned starting from the strong limit:
Wout (ζ) := s− lim
t→+∞ e
iHtei(a(ζt)+a
†(ζt))e−iHt . (4.9)
The following properties hold:
i) The operators
{
Wout (ζ) : ζ˜ ∈ L2
(
R
3,
(
1 + |k|−1
)
d3k
)}
satisfy the Weyl
commutation rules
Wout (ζ)Wout (ζ′) = Wout (ζ′ + ζ) e− ρ(ζ,ζ
′)
2 (4.10)
where ρ (ζ, ζ′) = 2iIm
(∫
ζ˜ (k) ζ˜′ (k) d3k
)
;
ii) The mapping R  s →Wout (sµ) deﬁnes a strongly continuous, one paramet-
ric group of unitary operators.
Proof. The existence of
s− lim
t→+∞ e
iHtW (ζt) e−iHtψouth,µ (4.11)
with
W (ζt) := ei(a(ζt)+a
†(ζt))
on a generic ψouth,µ implies that the bounded operators W
out (ζ) can be extended
from the dense set
∨
ψouth,µ to all of Hout, by continuity.
In order to prove the existence of the limit (4.11), let us consider for t2 > t1
the diﬀerence
eiHt1W (ζt1) e−iHt1ψouth,µ − eiHt2W (ζt2) e−iHt2ψouth,µ (4.12)
and a sequence of functions
{
µ˜n (k) ∈ C∞0
(
R
3 \ 0) , n ∈ N} such that
‖ζ − µn‖L2(R3,(1+|k|−1)d3k) →n→+∞ 0 .
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Then we exploit the following identity
eiHt1W (ζt1) e−iHt1ψouth,µ − eiHt2W (ζt2) e−iHt2ψouth,µ
= eiHt1W (ζt1) e−iHt1ψouth,µ − eiHt1W (ζt1) e−iHt1ψh,µ (t1) (4.13)
+ eiHt1W (ζt1) e−iHt1ψh,µ (t1)− eiHt1W
(
µnt1
)
e−iHt1ψh,µ (t1) (4.14)
+ eiHt1W (µnt1
)
e−iHt1ψh,µ (t1)− eiHt2W
(
µnt2
)
e−iHt2ψh,µ (t2) (4.15)
+ eiHt2W (µnt2
)
e−iHt2ψh,µ (t2)− eiHt2W (ζt2) e−iHt2ψh,µ (t2) (4.16)
+ eiHt2W (ζt2) e−iHt2ψh,µ (t2)− eiHt2W (ζt2) e−iHt2ψouth,µ (4.17)
and observe that:
Concerning (4.13) and (4.17), the corresponding norms are at most of order t−ρ1
and t−ρ2 respectively, for some positive ρ, because of Theorem 4.1;
Concerning (4.14) (and equivalently (4.16)), we can estimate
∥∥eiHt1W (ζt1) e−iHt1ψh,µ (t1)− eiHt1W (µnt1
)
e−iHt1ψh,µ (t1)
∥∥
≤ C · ‖ζ − µn‖L2(R3,(1+|k|−1)d3k)
·
∥∥∥∥∥∥H
ph
1
2
(
1
Hσt1 + a
) 1
2
∥∥∥∥∥∥ ·
∥∥∥(Hσt1 + a
) 1
2 e−iHt1ψh,µ (t1)
∥∥∥
where a is a suﬃciently large positive number. Both the positive constant C and
the two norms∥∥∥∥∥∥H
ph
1
2
(
1
Hσt1 + a
) 1
2
∥∥∥∥∥∥ ,
∥∥∥(Hσt1 + a
) 1
2 e−iHt1ψh,µ (t1)
∥∥∥
are bounded uniformly in t1 (in t2 for the analogous expression in the case (4.16));
In term (4.15), at ﬁxed n, the norm is inﬁnitesimal for t1 → +∞ because of
Theorem 4.1.
Hence the convergence at line (4.9) follows. Moreover the so-deﬁned operators{
Wout (ζ) : ζ˜ (k) ∈ L2
(
R
3,
(
1 + |k|−1
)
d3k
)}
are unitary in Hout.
Concerning the properties i) and ii):
i) The operator
Wout (ζ)Wout (ζ′) : Hout → Hout
is the time limit of the equal time product of the corresponding approxi-
mating operators (4.9). The approximating operators obey the Weyl rules by
construction. Hence the property is satisﬁed in the limit.
ii) This property follows basically by means of the same approximation argu-
ments used to justify the limit (4.9). 
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Theorem 4.4 For the asymptotic boson algebra Aout(in)ph deﬁned as the norm closure
of the *algebra generated by the set of unitary operators (4.9) (in the out and in
the in case respectively) acting on Hout(in), the following properties hold:
i) Starting from the τ-evolved generators
eiHτWout(in) (ζ) e−iHτ = Wout(in) (ζ−τ ) (4.18)
where ζ−τ ( ζ˜−τ (k) := ei|k|τ ζ˜ (k)) is the freely evolved test function ζ in the
time −τ , the automorphism ατ of Aout(in)ph is uniquely deﬁned:
ατ
(
Wout(in) (ζ)
)
:=Wout(in) (ζ−τ ). (4.19)
Therefore Aout(in)ph is the Weyl algebra associated with the free massless scalar
ﬁeld;
ii) The algebra Aout(in)ph commutes with the algebra Aout(in)vel .
Proof. i) The τ -evolved generators eiHτWout(in) (ζ) e−iHτ are well deﬁned on
Hout(in) because e−iHτ :Hout(in) → Hout(in). By inserting the expression (4.9) for
Wout(in) (ζ), we easily get the equality eiHτWout(in) (ζ) e−iHτ = Wout(in) (ζ−τ ).
The Weyl commutation rules are trivially conserved by ατ because
ρ
(
ζ−τ , ζ′−τ
)
= 2iIm
(∫
ζ˜ (k) ζ˜′ (k) d3k
)
= ρ (ζ, ζ′) . (4.20)
Hence ατ can be uniquely extended to all the algebra Aout(in)ph .
ii) By an approximation argument, the considered property follows from the deﬁ-
nition of the generators of Aout(in)vel and Aout(in)ph in Theorem 4.2 and Corollary 4.3
respectively. 
5 Appendix
In the following lemmas and theorems we assume the properties discussed in Sub-
section 1.3.1. As in the previous Sections, we use the convention to generically
call C the constants which are time independent, uniform in the infrared cut-oﬀ
and in the cell partition. The bounds are intended from above, unless otherwise
indicated.
We now provide some results about the phase factor “ eiγ ” which enters in
the deﬁnition of the approximating vector ψh,k1 (t).
Lemma A1 Under the assumptions for the construction (Subsection 1.3.1) and
because of the deﬁnition (2.6), the following estimates hold:
∣∣∣γσt2
(
vj ,∇Eσt2P , (σt2)−
1
α
)
− γσt2
(
vl(j),∇Eσt2P , (σt2)−
1
α
)∣∣∣ ≤ C · ∣∣vj − vl(j)∣∣
(5.1)
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where vj ≡ ∇Eσt1Pj and vl(j) ≡ ∇E
σt2
Pl(j)
are related to the partitions Γ(t1) and Γ(t2)
respectively;
For t2 > t1  1∣∣γσt2
(
vj ,∇Eσt2P , t1
)− γσt1
(
vj ,∇Eσt1P , t1
)∣∣ ≤ C ·(σt1) 14 ·t2(1−α)1 +C ·t1 ·σt1 ; (5.2)
For q ∈ {q : |q| < s(1−α) , 1 > α > 0}∣∣∣γσt (vj ,∇EσtP , s)− γσt
(
vj ,∇EσtP+ qs , s
)∣∣∣ ≤ C · s− α16 · s2(1−α) . (5.3)
Proof. The bounds can be obtained by standard computations taking into account
the assumptions and the results in the paragraph Spectral properties, Subsection
1.3.1. Moreover the bounds are intended not to be optimal but suﬃcient for our
purposes. 
The following theorem and the related corollary are concerned with the con-
vergence “eiHt xt e
−iHt →t→∞ ∇E (P)”.
Theorem A2 Under the assumptions for the construction (Subsection 1.3.1), for
0 < α (< 1) suﬃciently close to 1 and 	 > 0 suﬃciently small, the following
propagation estimate holds true with υ > 0:∥∥∥∫ χ˜h (q)
(
e−iq·∇E
σt
P − e−iq· xs
)
d3qe−iE
σt
P seiγσt(vj ,∇E
σt
P ,s)ψ(t)j,σt
∥∥∥
≤ C · s−υ · t− 32 · |lnσt|
where χ˜h(−q) is the Fourier transformed of χh, s ≥ t  1 and vj ≡ ∇EσtPj is
referred to the partition Γ(t).
Proof. Let us start from the following Hilbert inequality:∥∥∥∥
∫
χ˜h (q)
(
e−iq·∇E
σt
P − e−iq·xs
)
d3qe−iE
σt
P seiγσt(vj ,∇E
σt
P ,s)ψ(t)j,σt
∥∥∥∥
≤
∥∥∥∥∥
∫
χ˜h (q)
(
e−iq·∇E
σt
P − ei
(
E
σt
P −E
σt
P+q
s
)
s
)
d3qeiγσt(vj ,∇E
σt
P ,s)ψ(t)j,σt
∥∥∥∥∥ (5.4)
+
∥∥∥∥∥
∫
χ˜h (q) e
i
(
E
σt
P −E
σt
P+q
s
)
s (
e−iq·
x
s − 1) d3qeiγσt(vj ,∇EσtP ,s)ψ(t)j,σt
∥∥∥∥∥ (5.5)
In order to estimate the integrals in (5.4) and (5.5), we separate “large” and
“small” q:
For large q, that is
{
q : |q| ≥ s(1−α)}, we exploit that χ˜h (q) ∈ S (R3),
therefore
∀n ∈ N ∃ Cn > 0 s.t. |χ˜h (q)| < Cn · 1|q|n for |q| > 1; (5.6)
For small q, that is
{
q : |q| < s(1−α)}, the Ho¨lder properties in P of ∇EσtP and
of φσtP provide the desired result.
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Term (5.4)
The inequality
∥∥∥∥∥
∫
χ˜h (q)
(
e−iq·∇E
σt
P − ei
(
E
σt
P −E
σt
P+q
s
)
s
)
d3qeiγσt(vj ,∇E
σt
P ,s)ψ(t)j,σt
∥∥∥∥∥
≤ C ·
∥∥∥ψ(t)j,σ
∥∥∥ ·
∫ +∞
s(1−α)
|χ˜h (q)| d3q + C ·
∥∥∥ψ(t)j,σ
∥∥∥ ·
∫ s(1−α)
0
|q| · |χ˜h (q)|d3q
s
α
16
holds because of the Spectral properties, Subsection 1.3.1, which imply:
sEσtP − sEσtP+ qs = −q · ∇E
σt
P′ with |P−P′| ≤
∣∣q
s
∣∣
|∇EσtP −∇EσtP′ | ≤ C · |P−P′|
1
16
Therefore the term (5.4) is surely bounded by a quantity of order
s−
α
16 · t− 32 .
Term (5.5)
Let us start from the trivial inequality
∥∥∥∥∥
∫
χ˜h (q) e
i
(
E
σt
P (P)−E
σt
P+ q
s
)
s (
e−iq·
x
s − 1) d3qeiγσt(vj ,∇EσtP ,s)ψ(t)j,σt
∥∥∥∥∥
≤
∥∥∥∥∥
∫ +∞
s(1−α)
χ˜h (q) e
i
(
E
σt
P −E
σt
P+q
s
)
s (
e−iq·
x
s − 1) d3qeiγσt(vj ,∇EσtP ,s)ψ(t)j,σt
∥∥∥∥∥ (5.7)
+
∥∥∥∥∥
∫ s(1−α)
0
χ˜h (q) e
i
(
E
σt
P −E
σt
P+q
s
)
s (
e−iq·
x
s − 1) d3qeiγσt(vj,∇EσtP ,s)ψ(t)j,σt
∥∥∥∥∥ . (5.8)
The integral in (5.7) involves large q, therefore it is easily under control thanks to
(5.6). For the second term (5.8) we add and subtract the same quantities to even-
tually obtain three expressions, (5.10), (5.11) and (5.12), which can be controlled
due to:
The convergence rate of the vector φσP for σ → 0;
The regularity properties in P of h (P), eiγσt(vj ,∇E
σt
P ,s) and φσP as a vector in Fb;
The vanishing (for s → ∞) volume Oq
s
which is the diﬀerence between the cell
Γ(t)j and the same cell under a displacement
q
s .
In the derivation of (5.10), (5.11) and (5.12) we warn the reader about the
following crucial facts:
i) Both the vectors ψσt
P− qs , ψ̂
σt
P− qs := e
−iq·xs ψσtP belong to the same ﬁber space
HP− qs ;
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ii) As vectors in Fock space, ψ̂σt
P− qs and ψ
σt
P coincide
IP− qs
(
e−iq·
x
s ψσtP
) ≡ IP (ψσtP ) (5.9)
where the isomorphism IP is deﬁned by (1.9) in Subsection 1.1.
iii) Inside the integral
∫
Γ
(t)
j
e
i
(
E
σt
P− q
s
−EσtP
)
s
hPe
iγσt(vj,∇EσtP ,s)ψ̂σt
P− qs d
3P
the integration variable P is the spectral value of the corresponding (vectorial)
operator.
iv) In an expression like
IP− qs
(
W †σt
(
∇Eσt
P− qs
)
Wσt
(
∇Eσt
P− qs
)
ψσt
P− qs
)
∇Eσt
P− qs is the vectorial operator in HP− qs obtained by the multiplication of the
identity operator with the gradient of the ground state energy evaluated in P− qs .
The treatment of (5.8) proceeds as follows
∥∥∥∥∥
∫ s(1−α)
0
χ˜h (q) e
i
(
E
σt
P −E
σt
P+ q
s
)
s (
e−iq·
x
s − 1) d3qeiγσt(vj ,∇EσtP ,s)ψ(t)j,σt
∥∥∥∥∥
=
∥∥∥∥∥
∫ s(1−α)
0
χ˜h (q)
∫
Γ
(t)
j
e
i
(
E
σt
P− q
s
−EσtP
)
s
hPe
iγσt(vj ,∇EσtP ,s)ψ̂σt
P− qs d
3Pd3q
−
∫ s(1−α)
0
χ˜h (q)
∫
Γ
(t)
j
e
i
(
E
σt
P −E
σt
P+ q
s
)
s
hPe
iγσt(vj,∇E
σt
P ,s)ψσtP d
3Pd3q
∥∥∥∥∥
=
∥∥∥∥∥
∫ s(1−α)
0
χ˜h (q)
∫
Γ
(t)
j
e
i
(
E
σt
P− q
s
−EσtP
)
s
hPe
iγσt(vj ,∇EσtP ,s)ψ̂σt
P− qs d
3Pd3q
(5.10)
−
∫ s(1−α)
0
χ˜h (q)
∫
Γ
(t)
j
e
i
(
E
σt
P− q
s
−EσtP
)
s
hPe
iγσt(vj ,∇E
σt
P ,s)ψσtP− qs d
3Pd3q
+
∫ s(1−α)
0
χ˜h (q)
∫
Γ
(t)
j
e
i
(
E
σt
P− q
s
−EσtP
)
s
hPe
iγσt(vj ,∇EσtP ,s)ψσt
P− qs d
3Pd3q
(5.11)
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−
∫ s(1−α)
0
χ˜h (q)
∫
Γ
(t)
j
e
i
(
E
σt
P− q
s
−EσtP
)
s
hP− qs e
iγσt
(
vj ,∇Eσt
P− q
s
,s
)
ψσt
P− qs d
3Pd3q
+
∫ s(1−α)
0
χ˜h (q)
∫
Γ
(t)
j
e
i
(
E
σt
P− q
s
−EσtP
)
s
hP− qs e
iγσt
(
vj ,∇Eσt
P− q
s
,s
)
ψσt
P− qs d
3Pd3q
(5.12)
−
∫ s(1−α)
0
χ˜h (q)
∫
Γ
(t)
j
e
i
(
E
σt
P −E
σt
P+ q
s
)
s
hPe
iγσt(vj,∇EσtP ,s)ψσtP d
3Pd3q
∥∥∥∥∥
We now study the three diﬀerences (5.10), (5.11), (5.12) which are controlled
respectively by
∫ s(1−α)
0
|χ˜h(q)|
{∫
Γ
(t)
j
|hP|2
∥∥∥IP (ψσtP )−IP−qs
(
ψσt
P− qs
)∥∥∥2
F
d3P
} 1
2
d3q (5.13)
∫ s(1−α)
0
|χ˜h(q)|
{∫
Γ
(t)
j
∣∣∣∆PP− qs [ hPeiγσt (vj,∇E
σt
P ,s) ]
∣∣∣2
∥∥∥IP− qs
(
ψσt
P− qs
)∥∥∥2
F
d3P
} 1
2
d3q
(5.14)
∫ s(1−α)
0
|χ˜h(q)|


∫
Oq
s
|hP|2‖IP(ψσtP )‖2F d3P


1
2
d3q (5.15)
where
∆PP− qs [ hPe
iγσt(vj ,∇EσtP ,s) ] := hPeiγσt(vj,∇E
σt
P ,s) − hP− qs e
iγσt
(
vj,∇Eσt
P− q
s
,s
)
.
(5.16)
and Oq
s
is the diﬀerence between the cell Γ(t)j and the same cell under a displace-
ment qs .
Diﬀerence (5.10)
Using the fact that P ∈ Γ(t)j ⊂ Σ, we estimate:∥∥∥IP (ψσtP )− IP− qs
(
ψσt
P− qs
)∥∥∥
F
=
∥∥IP (W †σt (∇EσtP )Wσt (∇EσtP )ψσtP
)
−IP− qs
(
W †σt
(
∇Eσt
P− qs
)
Wσt
(
∇Eσt
P− qs
)
ψσt
P− qs
)∥∥∥
F
≤
∥∥∥IP (Wσt (∇EσtP )ψσtP )− IP− qs
(
Wσt
(
∇Eσt
P− qs
)
ψσt
P− qs
)∥∥∥
F
(5.17)
+
∥∥∥IP− qs
((
W †σt (∇EσtP )−W †σt
(
∇Eσt
P− qs
))
Wσt
(
∇Eσt
P− qs
)
ψσt
P− qs
)∥∥∥
F
(5.18)
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Now notice that:
The norm (5.17) is bounded by a quantity of order
(
|q|
s
) 1
16
as consequence
of the Ho¨lder regularity in P of the vector φσtP (Spectral properties, Subsection
1.3.1);
The norm (5.18) can be estimated starting from the norm of the vector
IP− qs

g
∫ κ
σt
k̂ ·
(
∇EσtP −∇EσtP− qs
) (
b (k)− b† (k))
|k|
(
1− k̂ · ∇EσtP
)(
1− k̂ · ∇Eσt
P− qs
) d3k√
2 |k|φ
σt
P− qs

 (5.19)
therefore in terms of the following quantities:


∫ κ
σt

 gk̂ ·
(
∇EσtP −∇EσtP− qs
)
√
2 |k| 32
(
1− k̂ · ∇EσtP
)(
1− k̂ · ∇Eσt
P− qs
)


2
d3k


1
2
(5.20)
which is bounded by
C ·
∣∣∣∇EσtP− qs −∇EσtP
∣∣∣ · |lnσt| 12 ≤ C · ∣∣s−α∣∣ 116 · |lnσt| 12 ;
(∫ κ
σt
∥∥∥IP− qs
(
b (k)Wσt
(
∇Eσt
P− qs
)
ψσt
P− qs
)∥∥∥2
F
d3k
) 1
2
=


∫ κ
σt
∥∥∥∥∥∥IP− qs

Wσt
(
∇Eσt
P− qs
)b (k) + gχκσt (k)√
2 |k| 32
(
1− k̂ · ∇Eσt
P− qs
)


× ψσt
P− qs
)∥∥∥2
F
d3k
) 1
2
(5.21)
for which, using the resolvent equation (1.12) in Subsection 1.2
b (k)ψP,σt =
g√
2 |k|
(
1
EσtP − |k| −HP−k,σt
)
ψσtP σt ≤ |k| ≤ κ , (5.22)
it is easy to provide a bound by a quantity O
(
|lnσt|
1
2 · t− 32
)
(uniform in s) which
is enough for our purposes.
The diﬀerence (5.10), through the term (5.13), can be estimated in terms of
C · (s−α) 116 · t− 32 + C · (s−α) 116 · t− 32 · |lnσt|
so that it is surely bounded by a quantity of order
s−
α
16 · t− 32 · |lnσt| . (5.23)
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Diﬀerences (5.11) and (5.12)
They are easily under control because: h ∈ C10
(
R
3 \ 0) and the estimate (5.3) in
Lemma A2 holds; this implies that for (5.14) and then for (5.11) we can surely
provide a bound with the quantity
C · s− α16 · s2(1−α) · t− 32 ; (5.24)
Starting from a diﬀerence between volumes, the expression (5.15) can be bounded
by a quantity of order
sup
|q|≤s(1−α)
( |q|
s
) 1
2
· t− ≤ s−α2 · t− . (5.25)
Conclusion
For α, 0 < α (< 1), suﬃciently close to 1 and 	 > 0 suﬃciently small, there exists
υ > 0 such that the sum of the terms (5.4) and (5.5) is bounded by
C · s−υ · |lnσt| · t− 32 . 
Corollary A3 Under the same assumptions as in Theorem A2, for s  1 and such
that s−α ≥ σt, the norm of the vector
[∫ s·s−α
σt·s
(
cos
(
q · xs − |q|
)
(1− q̂ · vj) −
cos (q · ∇EσtP − |q|)
(1− q̂ · vj)
)
dΩd |q|
s
]
× e−iEσtP seiγσt(vj,∇EσtP ,s)ψ(t)j,σt
(with vj ≡ ∇EσtPj ) is surely bounded by a quantity of order
s−1 · s−υ · |lnσt| · t− 32 (5.26)
for some υ > 0.
Proof. The proof proceeds along the same lines as for the terms (5.4) and (5.8) in
Theorem A2. 
In the next lemma we provide some upper estimates for the absolute value
of the function
ϕt−α,vj (x, s) := g
2
∫ κ1
t−α
cos (k · x− |k| s)(
1− k̂ · vj
) dΩd |k|
where 1 > α > 0, t  1 and s > t, vj ≡ ∇EσtPj . The proof only requires some
integrations by parts; therefore it is left to the reader.
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Lemma A4 The following two bounds hold for t  1 and s > t:
Uniformly in x ∈ R3 ∣∣ϕt−α,vj (x, s)
∣∣ ≤ C · ln t
s
; (5.27)
In the region
{
x ∈ R3 : (1− ρ′) s < |x| < (1− ρ) s , 0 < ρ < ρ′ < 1}
∣∣ϕt−α,vj (x, s)
∣∣ ≤ Cρ,ρ′ · t
α
s2
(5.28)
where the positive constant Cρ,ρ′ depends on ρ, ρ′.
We now discuss some properties for the annihilation operator associated to
the asymptotic boson ﬁeld when the Hamiltonian is Hσt , σt > 0.
Theorem A5 The limit
s− lim
s→+∞ e
iHσts
∫ κ1
σt
a (k) ei|k|sηl,j
(
k̂
)
|k|
d3k√
2 |k|e
−iHσtsψ(t)j,σt =: a
out
σt (ηˇl,j)ψ
(t)
j,σt
is well deﬁned, with
˜ˇηl,j (k) :=
ηl,j
(
k̂
)
|k| ·√2 |k|χ
κ1
σt (k) (5.29)
where χκ1σt (k) is the characteristic function of the set {k : σt < |k| ≤ κ1}. The
vector aout(in)σt (ηˇl,j)ψ
(t)
j,σt
belongs to D (Hσt).
Under the assumption that P + k ∈ Σ for P and k belonging respectively to Γ(t)j
and {k : 0 < |k| ≤ κ1}, the following identity holds:
aout(in)σt (ηˇl,j)ψ
(t)
j,σt
= 0 .
Proof. The existence of the limit is a simple application of the propagation estimate
in Theorem A2 and of Cook’s argument by using the function χh (∇EσtP ) as in
Theorem 2.1 and exploiting the estimates (5.27) and (5.28) in Lemma A4.
The vector aout(in)σt (ηˇl,j)ψ
(t)
j,σt
belongs to D (Hσt). Indeed, for each s, the vector
Hσte
iHσtse−iH
phsa (ηˇl,j) eiH
phse−iHσtsψ(t)j,σt (5.30)
is well deﬁned because
a (ηˇl,j)ψ
(t)
j,σt
⊂ D (Hσt) . (5.31)
The inclusion (5.31) is proved by an approximation argument, exploiting the fact
that |k| 12 · ηˇl,j (k) ∈ L2
(
R
3, d3k
)
and ψ(t)j,σt ⊂ D
(
H2σt
)
. Now, since Hσt is a closed
operator, it is enough to prove the convergence for s → +∞.
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We rewrite the vector (5.30) as
Hσte
iHσtse−iH
phsa (ηˇl,j) eiH
phse−iHσtsψ(t)j,σt (5.32)
= eiHσtse−iH
phsa (ηˇl,j) eiH
phse−iHσtsEσt (P)ψ(t)j,σt
+eiHσts
[
Hσt −Hph, e−iH
phsa (ηˇl,j) eiH
phs
]
e−iHσtsψ(t)j,σt
+eiHσts
[
Hph , e−iH
phsa (ηˇl,j) eiH
phs
]
e−iHσtsψ(t)j,σt .
Because of the ﬁrst part of the theorem and due to the following equality which
holds on D (Hσt)
[
Hph , e−iH
phsa (ηˇl,j) eiH
phs
]
= −
∫ κ1
σt
a (k) ei|k|s
ηl,j
(
k̂
)
√
2 |k| d
3k ,
each term on the right-hand side of the expression (5.32) has a well-deﬁned limit
for s → +∞.
We denote as
(
ψ
(t)
j,σt
)
P+k
the projection of ψ(t)j,σt on the ﬁber space HP+k.
Starting from the spectral decomposition of H with respect to the P operators
and because of the equation (5.32), we deduce that
∫ κ1
σt
aoutσt (k)
ηl,j
(
k̂
)
|k|√2 |k|
(
ψ
(t)
j,σt
)
P+k
d3k (5.33)
is a vector in HP and it belongs to the domain of HP,σt . Then the procedure
consists in studying the mean value of the positive operator
HP,σt − Eσt (P) + ∆
on the given vector in HP:
〈HP,σt − Eσt (P) + ∆〉∫ κ1
σt
aoutσt (k)
ηl,j(k̂)
|k|
√
2|k|
(
ψ
(t)
j,σt
)
P+k
d3k
(5.34)
where ∆ is a properly small positive number.
The condition (1.23) implies the inequality
Eσt (P + k)− |k| − Eσt (P) < 0 (5.35)
for k ∈ {k : 0 < |k| ≤ κ1}, so that we can conclude that the original vector (5.33)
is zero. 
The next lemma provides the estimates of the expressions (3.44) and (3.45)
involved in the control of the diﬀerence D3.1 ) in Subsection 3.1.4.
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Lemma A6 Under the assumptions for the construction (Subsection 1.3.1) and for
α, 0 < α (< 1), suﬃciently close to 1, the estimates below are valid:
∥∥∥∥∥∥g
∫ σt1
σt2
b (k)
(
ei|k|t1−ik·x − 1)
|k|
(
1− k̂ · vj
) d3k√
2 |k|Wσt2 (vj)W
†
σt2
(∇Eσt2P )ϕ(t1)j,σt1
∥∥∥∥∥∥
≤ C · t1−1 · |lnσt2 | · (σt1 ) ;〈∫ σt1
σt2
∣∣ei|k|t1 − eik·x∣∣2
2 |k|3
(
1− k̂ · vj
)2 d3k
〉 1
2
Wσt2
(vj)W
†
σt2
(
∇Eσt2P
)
ϕ
(t1)
j,σt1
≤ C · t 12− 541 · (|lnσt2 |)
1
2 · (σt1)
1
16
where vj ≡ ∇Eσt1Pj .
Proof. The proof is only outlined because the estimates involve similar procedures
as in Theorem A2 on the basis of the known spectral properties. The key ingredi-
ents to be exploited are:
The pull-through formula for the action of b (k);
The k-regularity of
(
ei|k|t1e−ik·x − 1
)
Wσt2 (vj)W
†
σt2
(∇Eσt2P )ϕ(t1)j,σt1 (5.36)
which is related to the Spectral properties, Subsection 1.3.1;
The fact that the considered momenta k belong to the set {k : |k| ≤σt1}. 
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