In this paper, we provide a systematic study to the prevailing ResNet architecture by showing a connection from a general deeply-fused net view to ensembling. We start by empirically demonstrating the resemblance between the expanded form of the deeply-fused net and an ensemble of neural networks. Our empirical results uncover that the deepest network among the ensemble components does not contribute the most significantly to the overall performance and instead it provides a manner to introduce many layers and thus guarantee the ensemble size. Guided by the above study and observation, we develop a new deeply-fused network that combines two networks in a merge-and-run fusion manner. It is less deep than a ResNet with the same number of parameters but yields an ensemble of the same number of more-capable component networks, thus improving the classification accuracy. We evaluate the proposed network on the standard recognition tasks. Our approach demonstrates consistent improvements over the ResNet with the comparable setup, and achieves the state-of-the-art results (e.g., 3.57% testing error on CIFAR-10, 19.00% on CIFAR-100, 1.51% on SVHN).
Introduction
Deep convolutional neural network, since the breakthrough result in the ImageNet classification challenge [14] , has been widely studied [31, 28, 8] . It has achieved surprising performance in many other computer vision tasks, including object detection [5] , semantic segmentation [18] , edge detection [37] , and so on.
Recent developments in the deep network architecture design, such as ResNet [8] , Highway [28] , and GoogLeNet [31] , have been attracting a lot of attention. The study in deep fusion [36] , FractalNet [15] , ensemble view [35] points out that such networks are a mixture of an exponential number of paths. One observation from [35] is that removing single residual layers from a ResNet at test time does not noticeably affect the performance, which is viewed as an evidence of the connection to ensembling.
In this paper, we are interested in the connection of ResNet and its generalized form, deeply fused net to an ensemble of networks. We study the connection from two perspectives. On the one hand, we study the architecture connection. A deeply fused net can be equivalently expanded to a tandem ensemble form, i.e., a combination of weightshared paths (networks) with information communication across networks. The structure of a tandem ensemble resembles that of the conventional ensemble of weight-shared networks, but without information communication across component networks. The empirical results also show that the performances of the tandem ensemble (with ResNet-like deep fusion as examples) and the conventional ensemble are close. On the other hand, we study how the tandem ensemble performs when varying the ensemble size and the component network capabilities. It empirically shows similar behaviors with the conventional ensemble.
Furthermore, we study the role of the deepest component network in an ensemble of weight-shared networks. Our analysis suggests the deepest network essentially provides a way to include many layers and thus guarantee the ensemble size, while itself does not make the most significant contribution to the overall performance though with weight sharing the difficulty of training the deepest network is reduced. Inspired by the connection to ensembling and the effect of the deepest network, we present a merge-and-run fusion scheme to combine two networks, yielding a composite network in which each fusion unit corresponds to two fusion units in a deeper ResNet. Overall, the deeply merge-and-run fused network (DFN-MR) performs superiorly to the ResNet with the comparable setup on CIFAR-10, CIFAR-100, SVHN, and ImageNet, and achieves stateof-the-art performance: 3.57% testing error on CIFAR-10, 19.00% on CIFAR-100, 1.51% on SVHN.
In summary, the main contributions are listed as follows.
• We study the connection of ResNets and deep fusion, to ensembling and show the architecture and empirical performance resemblance.
• Our empirical results imply that the deepest network plays a role of including many layers to guaran-tee the ensemble size, and that its improved performance, through sharing weights with shallower ensemble component networks, does not make the most significant contribution to the overall performance.
• Guided by the above points, we present a deeply merge-and-run fused network, which achieves stateof-the-art performances on CIFAR-10, CIFAR-100, and SVHN.
Related Work
There have been rapid and great progress of deep neural networks in various aspects, such as optimization techniques [29, 12, 19] , initialization schemes [20] , regularization strategies [27] , activation and pooling functions [7, 3] , network architecture [17, 23, 21, 25] , and applications. In particular, recently network architecture design with the increasing number of layers has been attracting a lot of attention.
Highway networks [28] , ResNets [8, 9] , and GoogLeNet [30] are shown to be able to effectively train a very deep (over 40 and even hundreds or thousands) network. The identity connection or the bypass paths are thought as the key factor to make the training of very deep networks easy. Following the ResNet architecture, several variants are developed by modifying the architectures, such as wide residual networks [38] , ResNet in ResNet [33] , multilevel residual networks [39] , multi-residual networks [1] , and so on. Another variant, DenseNets [10] , links all layers with an identity connection and is able to fully explore the potential of the network through feature reuse. In addition, optimization techniques, such as stochastic depth [11] for ResNet optimization, are developed.
Deeply-fused networks [36] , FractalNet [15] , and ensemble view [35] point out that a ResNet and a GoogleNet [31, 32, 30] are a mixture of many dependent networks. Ensemble view [35] observes that ResNets behave like an exponential ensemble of relatively shallow networks, and point out that introducing short paths helps ResNets to avoid the vanishing gradient problem, which is similar to the analysis in deeply-fused networks [36] and FractalNet [15] that additionally design new architectures.
In this paper, we study the connection to ensembling, and provide a comprehensive study complementary to the closely-related study in [35] . There are substantial differences between [35] and our work: (i) We show the architecture resemblance of the deeply-fused net and an ensemble of neural networks by expanding the deeply-fused net to a structure different from [35] . (ii) We show the classification performance resemblance and the performance variation resemblance by changing the ensemble size and the ensemble component capability. We directly train the composed networks and ensembles from scratch for comparing their performances, instead of removing single layers/modules, or reordering modules at test time done in [35] . (iii) Our study on how the training of the deep component networks is influenced by the shallow networks is also different from [35] . In particular, we suggest that the deepest (plain) network introduce many layers to generate a large ensemble. (iv) Finally, guided by our analysis, we present a novel deeplyfused network with merge-and-run fusion.
On the Connection to Ensembling
We describe the ResNet in the general deep fusion form. There are 2 base networks: One is deep
C is a shared layer taking the image as the input, and F C is a shared fully-connected layer for classification 1 . B R k is a block, composed of a serial of convolutional layers. B L k is an identity layer, or a convolutional layer that exists only when the corresponding block in the deep base network contains a down-scale operation. Deep fusion combines the blocks across 2 base networks:
, and H k is a combinator, e.g., summation, maximum, or other forms. It can be generalized to more base networks and each block is not limited to an identity connection in the shallow base network. Figure 1 In the following, we study the connection of ResNet-like deeply-fused networks to ensembling from the architecture and classification performance resemblance, and how the performance is affected when varying the ensemble size and the component network capabilities on an example dataset CIFAR-10. A few more studies, e.g., on ImageNet, are provided in Appendix A.1.
Architecture and Performance Resemblance
In the network composed from N 
Consider the simple deeply-fused net N f , shown in Figure 1(a) , where there are K = 3 blocks. The 8 ( 2 3 ) information flow paths (networks) with weight sharing, denoted by N e , are depicted in Figure 1(c) . We expand the composite net N f to an equivalent composite net N ce 2 , shown 1 There may be other forms for the first convolutional layer and the classification layer, and it is possible that the two layers are included to blocks. 2 This composite network Nce itself is a deeply-fused net, which can be further expanded, like the expansion from N f to Nce, to a net N ce . It is easy to show that there are duplicate paths in N ce and removing the in Figure 1(b) . We can see that the 8 nets, N e shown in Figure 1 (c), if combined together, form an ensemble, where weights are shared across networks and no information is exchanged between 8 component networks in the forward process. In contrast, the network N ce shown in Figure 1(b) , which we call a tandem ensemble, is also composed of the same 8 component networks but with information exchange modules (fusion) across networks. The architecture resemblance between the tandem ensemble ( Figure 1(b) ) and the ensemble (Figure 1(c) ) suggests the close relation between the fused net and an ensemble.
Furthermore, we compare the empirical performance between a deeply-fused net and an ensemble of the corresponding component networks. We take the fused nets with three (K = 3) fusions as examples (shown in Figure 3(b) ), which are composed from a deep base network (also called plain network) with various depths, 14, 20, . . . , 110 3 and a duplicates yields Nce, which is equivalent to N ce . 3 The depth is in the form of 2 + x × K for convenience, and x is the (a) 5-layer shallow base network.
The empirical results over CIFAR-10 are given in Figure 2 (without special specification, the later empirical analysis results are all reported over the augmented CIFAR-10 dataset). Both DFNs and ensembles of networks outperform the plain network, and perform similarly, empirically suggesting their connection. It is noticed that the ensemble performs better than DFNs, for the depth being over 20. The reason is that the diversity of a DFN is worse than the corresponding ensemble because of higher correlation between component networks which stems from information communication across component networks.
Performance Variation Resemblance
To make a further study on the connection, we empirically investigate how the number of component networks , each block includes 2 layers). For each depth, the DFN with a larger ensemble size performs better: the ResNet performs the best and the DFN N f 3 performs the worst, which is similar to the general property of the conventional ensemble.
(the ensemble size) and the capability of each individual network (a component classifier) influence the performance of the deeply-fused net.
Ensemble size. We conduct a simple study: Compare two DFNs composed from the same 5-layer shallow and deep networks, but with different numbers of fusions, which are illustrated in Figure 3 . In the deeply-fused net denoted by N f 3 with 3 fusions, shown in Figure 3 (b), each fusion follows a one-layer branch and a x-layer branch (x is the number of layers in the branch), while in the net denoted by N f 6 with 6 fusions, shown in Figure 3 (c) each fusion follows an identity-layer or a one-layer branch and a ), respectively and the 64 ensemble component networks from N f 6 contain the 8 ensemble component networks from N f 3 . We also report the results from ResNets with each fusion following a two-layer branch and another identity or one-layer branch, which leads to a larger ensemble size.
The comparison is given in Figure 4 . It can be seen that DFNs N f 6 (the orange bar) always outperform N f 3 (the green bar) for various depths. This implies that like the conventional ensemble, the deeply-fused nets with larger ensemble sizes perform better 4 . We also observe that ResNets perform the best, which is because the ensemble size is the largest (though some component networks of a DFN may not be contained in those of a ResNet). Similar results are observed in [38] that more convolutional layers per block in ResNet (from 2 to 3 and 4) produce worse performance, since the ensemble size is reduced in the last two cases.
The superior performance of our proposed DFN with merge-and-run fusion over the DFN with inception-like fusion, shown in Table 4 , also shows the consistent property, better performance with a larger ensemble size.
Component Capacity. We compare deeply-fused nets with the same ensemble size but different component networks. We consider DFNs with 3 fusions, like Figure Table 1 . According to the empirical evidence shown in [8] and in Figure 2 that a network with the depth greater than roughly 20 layers becomes difficult to train, and thus its empirical capability becomes lower when the network is deeper (though its ideal capability could be higher), we predict the capability of each DFN by considering the overall capability of the component networks, and summarize them in the column (Pred. Rel. Cap.) of Table 1 . The empirical results for DFNs as well as their corresponding ensembles (with weight sharing) are also reported in Table 1 . The results are consistent to the prediction, which verifies that like the conventional ensemble, a DFN, or a tandem ensemble of better component networks tends to perform better 
On the Deepest Component Network
We empirically study how the training of the deepest network (i.e., the deep base (plain) network for forming the ResNet) are affected by weight sharing with shallow networks and how the deepest network contributes to the overall performance. We conduct the analysis over the conventional ensemble of weight-shared component networks, as we can have the performance for each individual component network in the conventional ensemble, while in the tandem ensemble the performance of each individual network is not so meaningful because the parameters of each component network are learnt with information communicated with other component networks, i.e., each component network does not form an independent classifier.
Weight sharing. We compare the performances between the ensembles of networks with and without weight sharing. It is shown in Figure 2 that when the depth of plain network is more than 20 training the network becomes difficult. So we consider greater depths, 26, 38, · · · , 110, for the study. We consider three fusions as the number of component networks is 8 and not very large so that evaluating all the component networks is computationally cheap.
The results are given in Table 2 , and the depth of each component network is depicted in Table 1 . It is observed that (i) the performance of the component network in the Figure 5 . Comparing the performances of the ensembles with and without the deepest component network, Ensemble-8 and Ensemble-7, and the ensemble without the deepest component network without retraining Ensemble-7 w/o retraining (the model parameters are the same to those of the large ensemble Ensemble-8). It can be seen that (i) the performances of Ensemble-8 and Ensemble-7 are very close, (ii) when the depth is larger than 50, Ensemble-7 performs better than Ensemble-8, and (iii) Ensemble-7 is superior to Ensemble-7 w/o retraining. These indicate that the deepest network does not make the most significant contribution to the ensemble performance and it harms the training of other relatively shallow networks due to weight sharing.
ensemble, whose depth is not very large, is deteriorated and (ii) the performances of other deeper networks, whose training is difficult without weight sharing, are boosted. In other words, training the relatively shallow networks, due to sharing weights with the deep networks that are hard to train, is hurt while training the deep networks benefits from the shallow networks due to weight sharing.
Deep Component Network. It is easy to show that a DFN formed from a deeper base network, with skipping a fixed number of layers (e.g., 2 suggested in ResNets [8] ), leads to more fusions and thus a larger ensemble size. As a result, the performance becomes better, which is empirically validated by the result shown in Figure 4 : the classification performance of the ResNet composed from a deeper base network is better.
We study how the deepest network influences the overall performance, by taking the DFN N f 3 with three fusions as an example. We compare the performances of the large ensemble with the deepest component network, and the small ensemble without the deepest network, who are denoted by Ensemble-8 and Ensemble-7, respectively. To study how the deepest network affects the training of the ensemble (because of weight sharing), we also report the performance of the small ensemble without retraining it, i.e., the parameters are learnt from the large ensemble Ensemble-8, whose result is denoted by Ensemble-7 w/o retraining.
The results are given in Figure 5 . On the one hand, one can see that the performances of the retrained small ensemble Ensemble-7 (the orange bar), where the deepest network is not included, are better than the unretrained small ensemble Ensemble-7 w/o retraining (the blue bar). It is another evidence that the deepest network harms the training of other component networks in the ensemble because of weight sharing. On the other hand, the retrained small ensemble Ensemble-7 performs closer to the large ensemble Ensemble-8, and even superior over the large ensemble Ensemble-8 in the cases of depths 98 and 110, because the deepest component network in the large ensemble harms the training of other shallow networks. This suggests that the deepest network, though its performance is boosted with the help of other relatively shallow networks in the ensemble because of weight sharing, does not contribute most significantly to the overall performance.
Furthermore, we study how each component network in the ensemble affects the performance. To this end, we report the performance by removing each component out from Ensemble-8 when testing. The results are shown in Table 3. The observations include: the performances of the ensemble mainly depend on the networks of medium depths as Table 2 . Illustrating how the performances of the deepest component network and other component networks are influenced by sharing weights across networks. It can be seen that the performances of the four component networks (LLL, RLL, LRL, LLR), which are relatively shallow, with weight sharing, are inferior to those without weight sharing, while the performances of the other four component networks (RRL, RLR, LRR, RRR), which are relatively deep, with weight sharing, are superior to those without weight sharing. It shows that training the relatively shallow networks, due to sharing weights with the deep networks that are hard to train, is hurt, while training the deep networks benefits from the shallow networks due to weight sharing. The overall performance of the ensemble without weight sharing is better, which is reasonable as without weight sharing, the correlation between ensemble component networks is lower. ↑ (↓) means the classification accuracy improvement (decrease) of the ensemble with weight sharing compared to the ensemble without weight sharing. "fail" means the classification error is higher than 50%.
Depth 
Our Approach
The above study suggests that the performance of the deeply fused network depends on the capability of each component and the ensemble size and that the depth of the deepest component network is helpful to guarantee the ensemble size while itself does not contribute to the overall performance the most significantly. Inspired by the observations, we introduce an inception-like fusion manner and propose a novel merge-and-run fusion manner, to compose two networks 6 . Both are very simple and only uses the identity connection without introducing extra parameters. Figure 6 (a), which corresponds to two fusion units shown in Figure 6 (c) in a ResNet. It is related to Inception [30] but different: the concatenation fusion is also used in [30] and the inception-like fusion only includes the summation fusion. Compared with the two fusion units, the inceptionlike contains only three paths, less than four paths in the two residual units, but the benefit is that the component networks are less deep.
Inception-like. The inception-like fusion unit is shown in
Merge-and-run. The merge-and-run fusion unit is shown in Figure 6 (b). It also corresponds to two fusion units shown 6 The fusion schemes can be easily to be generalized to compose more networks which potentially could be better. Due to space limitation, this paper focuses on the case of combining two networks. in Figure 6 (c) in a ResNet. It forms 4 paths, the same to two fusion units in a ResNet, and thus the ensemble size is the same to a ResNet in the same setup. The networks equipped with the merge-and-run fusion units are less deep and consists of more component networks of medium depths. In particular, compared with the inception-like fusion, the inputs to the two branches for each fusion unit are different, decreasing their correlation and thus improve the diversity of the tandem ensemble components. The merge-and-run fusion unit can be extended to use more than two branches, and we use the two branches version for comparisons.
Examples of two deeply-fused networks with the two fusion manners together with the ResNet with the same number of layers are given in Figure 7 . The two new deep DFNs are less deep than the ResNet. Thus, the training is potentially easier (See convergence curves in Appendix B) and accordingly the performance is potentially better.
Experiments
We empirically show the superiority of the inceptionlike fusion and the merge-and-run fusion compared with ResNets. We demonstrate the effectiveness of deeply-fused nets with the merge-and-run fusion on several benchmark datasets and compare it with the state-of-the-arts.
Datasets
CIFAR-10 and CIFAR-100. The two datasets are both subsets [13] drawn from the 80-million tiny image database [34] . CIFAR-10 consists of 60000 32 × 32 colour images in 10 classes, with 6000 images per class. There are 50000 training images and 10000 test images. CIFAR-100 is like CIFAR-10, except that it has 100 classes each containing 600 images. We follow a standard data augmentation scheme widely used for this dataset [16, 8, 10] : we first zero-pad the images with 4 pixels on each side, and then randomly crop to produce 32 × 32 images, followed by horizontally mirroring half of the images. We preprocess the images by normalizing the images using the channel means and standard deviations.
SVHN.
The SVHN (street view house numbers) dataset consists of digit images of size 32 × 32. There are 73, 257 images as the training set, 531, 131 images as a additional training set, and 26, 032 images as the testing set. Following the common practice [17, 16, 11] , we select out 400 samples per class from the training set and 200 samples per class from the additional set, and use the remaining 598, 388 images for training.
Training Setup
We use the SGD algorithm with the Nesterov momentum to train all the models for 400 epochs on CIFAR-10/CIFAR-100 and 40 epochs on SVHN, both with a total mini-batch size 64 on two GPUs. The learning rate starts with 0.1 and is reduced by a factor 10 at the 1/2, 3/4 and 7/8 fractions of the number of training epochs. Similar to [8, 10] , the weight decay is 0.0001, the momentum is 0.9, and the weights are initialized as in [7] . We follow ResNets to design our networks: use three groups of fusion units with the number of filter channels being 16, 32, 64, respectively, and use a Conv-BN-ReLU as a basic layer with the filter size of 3 × 3. In the merge-and-run fusion, merge (+ in Figure 6(b) ) is an averaging operation. All the other + op- erations in Figures 6 are between BN and ReLU. Our implementation is based on MXNet [2] , and the code is available at https://github.com/zlmzju/fusenet.
Empirical Study
We compare the two DFNs with the inception-like fusion and the merge-and-run fusion, denoted by DFN-IL and DFN-MR, and the baseline ResNet algorithm. They have the same number of parameters/layers, and each fusion unit in a DFN-IL and a DFN-MR corresponds to two fusion units in a ResNet. Examples of the three nets are shown in Figure 7 .
The comparison on CIFAR-10 is given in Table 4 . One can see that compared with ResNets, DFN-MRs and DFNILs consistently perform better, and DFN-MRs perform the best. The superiority of DFN-ILs over ResNets stems from the overall higher capability of each ensemble component network: the component networks in a DFN-IL are also deep but relatively shallow and thus easy to train. The additional benefits of a DFN-MR include that its ensemble size is greater than that of a DFN-IL and that the component networks are less correlated. In particular, we can see that the superiority of DFNs to ResNets is more significant when the nets are deeper or with more layers, which implies that DFNs benefit more from the increasing number of layers.
The comparisons over CIFAR-100 and SVHN shown in Table 4 . Empirical comparison of our approaches, DFN-ILs and DFN-MRs, with ResNets, in terms of the average classification error from 5 runs and the standard deviation (mean ± std.). For d1/d2 in the column Depth, d1 means the depth of the plain network and the ResNet and d2 means the depth of the corresponding DFN-IL (DFN-MR). See Figure 7 illustrating the three nets. The lowest classification errors are in bold. "fail" means the classification error is higher than 50%. Table 5 . Classification error comparison with state-of-the-arts. DFN-MR1 is our approach with merge-and-run fusion, and DFN-MR2 and DFN-MR3 are the wide version of our approach (4× wider). DO = dropout, DP = droppath, PA = pre-activation, SD = stochastic depth. C10 = CIFAR-10, C100 = CIFAR-100. Table 4 are consistent to the comparisons over CIFAR-10: with more layers the superiority of our approach is more significant. One exception is that on SVHN the ResNet of depth 26 performs better than the DFNs. The reason might be that the DNF of depth 14 is not very deep and that too many shallow component networks in the corresponding ensemble on the particular SVNH dataset lower down the performance.
Comparison with State-of-the-Arts
The comparison is reported in Table 5 . We report the results of DFN-MRs since it is superior to DFN-ILs with only a run due to the expensive computation cost for training the wide versions. We mark the results that outperform existing state-of-the-arts in bold and the best results in blue.
One can see that the wide version DFN-MR3 (4× wider, #channels are 64, 128, 256, the depth is 50) outperforms existing state-of-the-art results and achieves the best results on CIFAR-10 and CIFAR-100. Compared with the second best approach DenseNet that includes more parameters (27.2M ), our net includes only 24.8M parameters.
The wide and less deep version DFN-MR2 (depth = 32) is also very competitive: outperform all existing state-ofthe-art results on SVHN, perform the second best together with DenseNet on CIFAR-100, and inferior only to Multi ResNet and DenseNet (both of which include much more parameters) on CIFAR-10. It includes only 14.9M parameters, almost half of the parameters (27.2M ) of the competitive DenseNet.
Compared with the FractalNet, DFN-MR2 and DFN-MR3 are deeper (32, 50, more difficult to train) and include fewer parameters. They achieve superior performances, which suggests that our approaches suffer less from the training difficulty due to the great depth and exploit the parameters and the depth more effectively. Different from the FractalNet composed of fractal fusion units, which can be regarded as a kind of deep fusion, the DFN-MR adopts the merge-and-run fusion, which is more beneficial for improving the overall ensemble performance.
Results on ImageNet
We compare our proposed network, DFN-MR (deeplyfused nets with merge-and-run fusion), against ResNet on the ImageNet 2012 classification dataset [4] , which consists of 1000 classes of images. The models are trained on the 1.28 million training images, and evaluated on the 50, 000 validation images. run fusion blocks and setting the numbers of blocks in the four groups to (2, 2, 8, 2) , resulting in a DFN-MR network (43.3M). The two networks are illustrated in Figure 9 .
Optimization. We follow [8] and use SGD to train the two models using the same hyperparameters (weight decay = 0.0001, and momentum = 0.9) with [8] . The mini-batch size is 256, and we use 8 GPUs (32 samples per GPU). We adopt the same data augmentation as in [8] . We train the models for 100 epochs, and start from a learning rate of 0.1, and then divide it by 10 every 30 epochs which are the same as the learning rate changing in [8, 6] . We evaluate on the single 224 × 224 center crop from an image whose shorter side is 256.
Results. The training error and validation error curves of ResNet-101 and DFN-MR are given in Figure 8 . It can be observed that our approach performs better for both training errors and validation errors. For example, the top-1 validation error of our approach is lower about 5% than that of the ResNet from the 30th epoch to the 55th epoch. We have similar observations from CIFAR and SVHN, as shown in Figure 12 . Table 6 shows the results of our approach, our MXNet implementation of ResNet-101, and the result of ResNet-101 from [8] . We can see that our approach performs the best in terms of top-5 validation error: our approach gets 1.7 gain, compared with the results of ResNet-101 from our implementation, and 0.3 gain compared with the result from [8] .
We notice that the results of our implemented ResNet on MXNet, and the results from [8] are different. We also want to point out that the settings are the same with [8] . We think that the difference might be from the MXNet platform, or there might be some other untested issues as pointed in https://github.com/KaimingHe/ deep-residual-networks. 
Conclusion
In this paper, we study the connection of deep fusion to ensembling from architecture resemblance and performance variation resemblance. We empirically observe that the deepest component in the ensemble does not play the most significant role on the overall performance improvement, while the depth increase is beneficial to enlarge the ensemble size. Finally, we propose a novel network architecture, deeply-fused nets with merge-and-run fusion, which is helpful to guarantee ensemble size and ensemble component network capability. Empirical results show that our approach achieves the state-of-the-art results.
A. On the Connection to Ensembling

A.1. Results on ImageNet
In the main paper, we show that the performance of deeply-fused nets is related to the ensemble size and the capability of ensemble components on CIFAR-10. Here, we provide some empirical results on ImageNet. We compare ResNet-50 and its variants, DFN1, DFN2, shown in Figure 10 .
We train the three networks using the same setting. We use SGD with a mini-batch size of 256 on 4 GPUs (64 per GPU). The weight decay is 0.0001 and the momentum is 0.9. We start from a learning rate of 0.1, and divide it by 2 every 10 epochs
.
Analysis. We compare the three networks in terms of ensemble sizes and component network capabilities.
On the one hand, we have the following property about the ensemble sizes
On the other hand, we analyze the component network capabilities by comparing the distributions of the depths of ensemble component networks, shown in Figure 11 . We have the following observations: 7 The learning rate decreasing scheme for this study is slightly different from the scheme in ResNet [8] and fb.resnet.torch [6] . We note that all the comparisons are done in the same training settings for the three networks.
We fail to reproduce the results reported in [8] by using the provided settings, which is also observed in the ResNet-101 in Section 6.5. Each block, B01, B02, . . . , is a 3-layer bottleneck block [8] . The dashed line indicates the projection shortcut with a 1 × 1 convolutional layer. The pooling layers are omitted for simplicity.
• The depths of the ensemble component networks from ResNet-50 are more diverse and more uniformly distributed: training the very deep component networks (deeper than 20) benefit from many shallow networks (See Section 4 and Tables 2 and 3 in the main paper).
• Compared to ResNet-50, the ensemble component networks from DFN1 are much deeper, and there are a few shallow networks that are still deeper than the shallow networks from ResNet-50, and thus training the deeper component networks is not as easy as that in ResNet-50.
• The ensemble component networks from DFN2 all belong to the ensemble component networks from ResNet-50, but the ensemble size is much smaller.
Taken together, among ResNet-50, DFN1 and DFN2, DFN2 probably performs the poorest because the ensemble size is the smallest, and DFN1 probably performs inferiorly to ResNet-50 because of the lower capability of component networks. The analysis is validated by the empirical performance, presented in Table 7 . B. Convergence Process Figure 12 shows the converge curves of a ResNet and a DFN-MR with the same number of layers/parameters. It can be seen that the training loss of DFN-MR decreases more rapidly and the test error also decreases more rapidly. 
