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Abst rac t  
Sufficient conditions for almost surely asymptotic stability with a certain decay function of 
sample paths, which are given by mild solutions to a class of semilinear stochastic evolution 
equations, are presented. The analysis is based on introducing approximating system with strong 
solution and using a limiting argument to pass on some properties of strong solution to our pur- 
poses. Several examples are studied to illustrate our theory. In particular, by means of the derived 
results we lose conditions of certain stochastic evolution systems from Haussmann (1978) to ob- 
tain the pathwise stability for mild solution with probability one. © 1997 Elsevier Science B.V. 
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O. Introduction 
It is well known that the semigroup theory gives a unified treatment of a wide class 
of stochastic parabolic, hyperbolic and functional differential equations. So much effort 
has been devoted to the study of optimal control and filtering of evolution equation. 
From the system theory point of view, stability of stochastic evolution equation is also 
important. There exists an extensive literature on exponential stability, mainly in the 
sense of pth moment, of stochastic evolution equation with respect o some Q-Wiener 
process. The purpose of this paper is devoted to investigating stability of the sample 
paths for certain Hilbert space-valued stochastic evolution equations. Roughly speaking, 
we content ourselves with the following semilinear stochastic equation: 
dXt =AXt + f (Xt ,  t )dt  + g(Xt,t)dWt, 
X 0 ~xo~ 
t c (o, ~], 
(O.l) 
where T > 0, A is a linear operator, in general unbounded, defined on a certain Hilbert 
space with a strongly continuous semigroup S(t), f ( . , t )  and g(.,t) are families of  
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non-linear operators over some appropriate Hilbert spaces and Wt is a Hilbert space- 
valued Wiener process. 
This sort of equation has been studied by several authors over the last years. For 
instance, Caraballo (1991), Da Prato and Zabczyk (1992), Ichikawa (1982), M6tivier 
(1982) and Real (1983) (among others) have established results on the existence and 
uniqueness of solution. On the other hand, there exists an extensive literature in path- 
wise stability of stochastic evolution equation (0.1). We should mention here Caraballo 
(1990), Chow (1982), Haussmann (1978), Ichikawa (1982) and Liu and Mao (1997). 
In particular, Haussmann (1978) obtained pathwise xponential stability for mild solu- 
tion with probability one for f (x ,  t )= 0 and linear g(x, t), Caraballo (1990) generalized 
these results to the equation with time delay variables. Also, Ichikawa (1982) proved 
similar results for the semilinear stochastic system, i.e., for linear f (x ,  t) and Lipschitz 
continuous g(x,t). In the meantime, Chow (1982) considered asymptotic stability for 
the sample paths of (0.1) when f (x , t )  and 9(x,t) do not depend on t and a coerciv- 
ity holds. Recently, Mandrekar (1994) proposed another Lyapunov functional different 
from the usual one as in Haussmann (1978) and Ichikawa (1982) to handle the almost 
surely asymptotic stability for similar semilinear stochastic equation and Liu and Mao 
(1997) by virtue of a direct approach which has an essential difference from those 
mentioned above, investigated exponential stability of the sample paths for so-called 
strong solution to a class of non-linear stochastic evolution equations. Associated with 
all the work mentioned above except for Liu and Mao (1997), special attention is paid 
to the fact that, in order to obtain the almost sure stability, most authors somehow as 
the first step show a certain pth moment stability under some assumptions which turns 
out to be a bit stronger conditions upon the equation, as a consequence, to obtain path- 
wise stability (occasionally, additional assumptions are imposed). In particular, under 
some circumstances, this approach does not seem to work. 
On the other hand, in a lot of practical situations, we find that the top Lyapunov 
functional equals zero, i.e., the solution of equation is not exponentially stable. But it 
does tend to zero with a slower rate, for instance, polynomial decay. The following 
example interprets this point well. 
Consider a one-dimensional linear It6 equation 
Ptxtdt÷( l+t ) -PdWt ,  t>/O, dXt - 1 + 
with initial data X0 =x0 ER, where p> ½ is a constant and Wt is a one-dimensional 
Brownian motion. It is easy to obtain the explicit solution 
Xt=(xo + Wt)(l + t) -p, t >~ O. 
Therefore the Lyapunov exponent 
sup _1 log ]X~] = 0 a.s. lim 
f~C,O t 
However, we have 
togt log IXt[ ~< - p -  a.s. 
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In other words, the solution tends to zero almost sure polynomially, although the 
equation is not exponentially stable. Based on this motivation, Mao (1991) proposed 
to study another kind of, polynomial, stability which seems to possess great potential 
for many practical problems when the exponential one fails. 
In this paper, by virtue of a direct approach, different from pth moment argument- 
type one which was used by a number of authors to deal with pathwise stability with 
probability one, we shall develop a Lyapunov programme for almost sure stability cri- 
teria of mild solution pertaining to the semilinear stochastic differential equations of 
ew~lution type (0.1). In accordance with the preceding consideration, we shall establish 
the almost sure stability with a general decay function )~(t)>0 instead of exponential 
one. In particular, in Section 1 we shall collect some preliminary results on stochastic 
integral in Hilbert space. A precise definition about almost sure stability with a gen- 
eral decay function is also proposed. In Section 2 we shall start to meet our main 
results, that is, some sufficient conditions ensuring almost sure stability of stochastic 
equations in infinite dimensions. Due to the consideration of certain general decay 
functions, the treatment here contains usual results of exponential one. For treating 
mainly mild solution, a difficulty is encountered that we need strong solution in or- 
der to use It6's formula and exponential martingale inequality. We can deal with this 
problem, however, by introducing approximating system with strong solution and using 
a limiting argument. Lastly, several examples are given in Section 3 to illustrate our 
theory. In particular, by means of our results derived in the previous sections, we loose 
the conditions of certain stochastic evolution systems tudied in Hausmann (1978) and 
lchikama (1982) to obtain the pathwise stability for mild solution with probability 
one. 
1. Preliminaries and lemmas 
Let K and H be two real separable Hilbert spaces. We denote by I1' II, I" ] the norms; 
by (-,.), {',') the inner products in K and H, respectively. Assume Wt is a Wiener 
process defined over some complete probability space (g2, .N, P) and take values into the 
separable Hilbert space K, with incremental covariance operator Qw. Let {,~=~}t~0 be 
the a-field generated by {W,,O<~s<~t}t>~o, then Wt is a martingale relative to {,~}: o 
and we have the following representation f W~: 
i I 
where {ei}i>~t is an orthonormal set of eigenvectors of Qw, fll are mutually inde- 
pendent real Wiener processes with incremental covariance 2i>0, Qwe,.=2ies and 
oc  
tr Qw = ~i= 1 2i (tr denotes the trace of an operator). 
The stochastic integral fo 4~(s, oJ)dWs could be defined as follows. Define 
S2°(K, H)  ~ {L C 5('(K, H) : tr[(L • Q~2 )(L. Q~2),] < ~ }, 
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where ~(K ,H)  is the family of all bounded linear operators from K into H, equipped 
with the usual operator norm topology. Let ~(t, ~o), t E [0, T], be an ~t-measurable 
5e2°(K,H)-valued process; we define the norm for arbitrary t E [0, T], 
Iq~lt = E II~(s,~o)ll~o ds} 1/2 
E tr(~(s, a)) 1/2 1/2~, ds)  I/2 " = "Qw ) (~(s,~).  Ow , 
As usual, we denote all ~°(K,H)-valued predictable processes q~ such that [~[r < +o~ 
by N2([0, T]; 5~2°(K,H)), more simply N2(0, T). For all k E K, 4~(t, co)k is an H-valued 
stochastic process measurable with respect o the filtration ~t. 
The stochastic integral fo ¢b(s,~o)dWs E H is defined for all 4~(t,o~)EN2(0, T) by 
rI)( s, a) ) d Ws = L 2 -  lim ~( s, o )ei dfl~ 
n---+ °~ ~ ~ 1 0 
where t c [0, T]. 
In this paper we shall consider the following infinite-dimensional stochastic differ- 
ential equation in H: 
dXt=AXt +f(Xt ,  t )dt+9(Xt ,  t)dWt, tE(0,  T], (1.1) 
X0 ~---x0, 
where T >0, A is a linear operator, in general unbounded, defined on a certain dense 
linear subspace ~(A) of Hilbert space H generating a strongly continuous emigroup 
S(t) of bounded operators on H. f :H × R + ---~H, 9 : H × R+---~ ~q~°(U,H) are two 
continuous, locally bounded mappings. 
Since we are mainly interested in stability analysis, one shall assume that there exists 
a unique process 
XtEL2(g2;C(O,T;H)),  VT>0, 
which is the mild solution of (1.1). Here C(0, T; H)  denotes the space of all continuous 
functions from [0, T] into H with the usual maximum norm topology. In other words, 
Xt verifies the following integral equation in H: 
/0 /0 ~ =S(t)xo + S(t - s ) f (Ys ,s )ds  + S(t - s)g(~,s)dWs, 
t>0,  P -  a.s. (1.2) 
where xo EL2(Q,~o,P;H).  Such a solution process is called the mild solution of (1.1). 
For the more information on existence and uniqueness of the mild solution, we refer 
to Caraballo (1991), Da Prato and J. Zabczyk (1992), Ichikawa (1982), and Metivier 
(1982) for further details. 
Let ~°2(R+;Rn xm) denote the family of all n x m matrix-valued predictable {o~}- 
adapted processes G = {G(t)}t>~o such that for every 7" > 0, 
~o T [G(t)12mdt<oo a.s., 
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where I" Im denotes the matrix norm. The following is known as the exponential 
martingale inequality lemma which will play an important role in this paper. 
Lemma 1.1. Let G--(G1 . . . . .  Gm)C 5ae(R+;R 1× m) and T, ~, [3 be any positive num- 
bers. Then 
e sup a (s )dB , -  la(sll2m ds >[3 ~<e % (I.3) 
I.O<~t<~T 
where Bt is an m-dimensional Brownian motion. 
Proof. See Friedman (1975). 
The following lemma, whose proofs greatly benefit from ideas in Tubaro (1984) 
could be regarded as the stochastic onvolution i equality of Burkholder type in infinite- 
dimensional. We shall show the proof for the reader's convenience. 
Let us consider the following process: 
I' Xt = S(t - s)F(s)dW~. (1.4) 
defined for any fixed t C [0, T], where S(t) is a strongly continuous emigroups of 
bounded linear operator with infinitesimal generator A on H and F(t) is some appro- 
priate stochastic process. It is well known that for such an operator A, there exists a 
positive number ~ ~> 0 such that 
(Ax, x) <~[xl 2, VxE~(A). (1.5) 
Lemma 1.2. Assume T>0,  F(t):I2 × R + ~ 5~(K,H), is a proyressively measurable 
process, and for some p >1 2, 
E {tr(F(s)QwF(s)*)} ds < + ~,  (1.6) 
then there exists a positive constant Cp >0, dependin9 on p and co, such that 
cr \ P/27 
E (oSUprlX~, p) <<,CpeP2~rE ( Jo tr(F(s)OwF(s)*)ds) J .  (1.7) 
Proof. Step 1: To show this lemma, we first introduce the approximating system 
dXt~-AXtdt+R(l)F(t)dWt, X0=0, (1.8) 
where l G p(A), the resolvent set of A and R(l)=-lR(l, A), R(I,A) is the resolvent of A. 
Since AIR(I,A)= l - 12R(1,A) is bounded, we can show that there exists a unique 
strong solution of Eq. (1.8) and simply denoted it by X(t, l). By applying It6's 
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to [xlP, we get 
d[X(t, l)l p = { p iX(t, l)l P-2f2(AX( t, l),X(t, t)) 
+tr(R( l)F( t )Qw(R( l)F( t ) ) * )] 
+p (~ - l) ix(t,~)f~-4, j~(,,~)l ~ 
(R(l)F(t))*)} dt ×tr(R(1)F( t )Qw 
+ plX( t, I)Jp-2 (X( t, I),R( I)F( t ) dWt), 
which, in addition to (1.5), immediately implies that for arbitrary t E R +, 
IX(t,l)l p 
Jo'{ <~ p~lX(s ' l)lp ÷ p(p - 1 )iX(s,/)lp_ 2 2 
xtr(R(1)F(s)Qw(R(l)F(s))*)} ds 
fo u IX(s, (X(s, l),R(1)F(s) Ws) . /)[p--2 d +p sup 
O~u~t 
Define 
(1.9) 
fo 
t 
X*(t,l) = sup IX(s,l)[, J ( t , l ) -  tr{R(l)F(s)Qw(R(1)F(s))*}ds. 
O<~s<~t 
From (1.9), for any t E [0, T] we have the following estimate: 
/o' X*(t,l) p <~ pc¢ X*(s,l)P ds ÷ p(p - 1)X*(t,l)p-2j(t,l) 2 
~o "~ (X(s, 1), R(1)F(s)d Ws) +p sup IX(s,l)J p-2 . (1.10) 
O<~u<~t 
Taking the expectation on both sides of (1.10) and applying the classical Burkholder- 
Davis-Gundy inequality, we have 
/o t E (X*(t,/)P) ~< pccE X*(s, l) p as + p(p - 1)E(X,(t, l)p-2j(t, l)) 
2 
+ pE (fo' Ix(s, t)t2~-2'tx(s, t)t ~ 
xtr(R( l)F(s )Qw( R( l)F(s) ) * ) ds) 1/2 
/o' <~ pc~E X*(s, l) p ds + p(p - I~) E(X*(t, l)p-2J(t, l)) 2 
+ pE(X* ( t, l)P-l J ( t, /)1/2 ). 
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Now the H61der inequality implies that 
fOt E(X*(t , l )  p) <~ p~E X*(s , l )Pds4  - P (P -  I)[E(X*(t,I)P)]I-2/P 2 
x [E(J(t, 1) p/2 )]2:p _~ p[E(X* (t, I) p )]1--Vp[E(J(t ' 1 )p.2 )]1.'t,. 
Using Gronwall's lemma, we get the following: 
[E(X*(t,I)P)] I:p 
<~ Cp. r p(p - 1)[E(X,(t,/)P)]-I:p[E(J(t,  1)p:2)] 2/p + p[E(J(t, 1) I''c )ill, 
2 
This is a second-order inequality in [EO(*(t, l)P)] I''p, from which we obtain 
[E(X*(t, I)P)] I:p ~ KIp(T)[E(J(t, l)p/'2)] I/p 
<~ CpeP~.r[E(J(t, l)p/2 )] I,.p 
where 
1.11) 
pe p~r + (p2e2p~r + 2p(p - l)ep~r) 1'2 
Kp(T) = 1  ~cpe-~'t p~.r. 
2 
Hence, the result is proved for the strong solution X(t, l). 
Step 2: In the general case, we have Fn---,F as n---+oo where Fn(t)--R(n)F(t)  
by a straightforward application of the dominated convergence theorem. Furthermore, 
defining 
A' X(t, n) =_ S(t - s)F,(s)d W~, 
we have that X( t ,n ) -~X( t )  as n--~ oc in L2([2) for any t C [0, T]. On the other hand, 
we can apply inequality (1.11) to the difference 
X(t,n) X(t ,m) 
with F(t) replaced by the difference Fn(t) - Fro(t), from which we deduce that 
E(0~<,~<rsup ,X ( t ) -X ( t ,n ) ,  p) --~0, n-+oc.. 
Hence, (1.11) is true for general case, verifying condition (1.6), simply by an approx- 
inaation procedure. Now the proof is complete. 
Lastly, let us give the precise definition of almost sure stability with general decay 
function 2(t)>O. In particular, we have the following: 
Definition 1.1. Let the positive function 2(t) be defined for all sufficiently large t> O, 
say t >~ T > O. Assume: 
1. log,~(t) is uniformly continuous over t ~> T. 
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2. There exists a non-negative constant z/> 0 such that 
log log t 
lim sup - -  ~< z. 
t~o~ log 2(0 
Eq. (1.1) or mild solution of the equation is said to be almost surely stable with decay 
function 2 (0>0 of order 7>0, if and only if 
log IX,(xo)l 
lim sup ~<-7 a.s. (1.12) 
t~ log 2(0 
for all ~0-measurable H-valued random variable x0. 
2. Stability of stochastic evolution equation 
In this section we shall use Lyapunov functional to study almost sure stability of 
the mild solutions for a class of stochastic evolution equations (1.1). Throughout this 
section, we suppose (1.1) has a unique global mild solution. In particular, we assume 
f (y, t) and 9(Y, t ), y E H, t c R + satisfy the usual Lipschitz conditions and linear growth 
conditions: 
[ f (y , t ) -  f (z , t )12<~aly-z l  2, ~>0, y, zEH,  
(2.1) 
IIg(y,t) g(z, 2 - t)l l~o~,.)~</~ly-~l 2, /~>o, y, zcH,  
and 
]f(x,t)l  2 V IJg(x,t)l[z(~,H) <~L(1 + [x12), Z>0, xE  H. (2.2) 
Suppose V(x, t) is a C2'I(H x R+; R +) positive function, we define operators L and 
Q as follows: for x c ~(A),  t~R + 
LV(x, t )  =- Vt'(x,t ) + (V~'(x,t),Ax + f (x , t ) )  
1 tt 1/2 +~tr[V~ (x, t)(o(x, t) o Qw )(9(x, t) o Q~2).] (2.3) 
and for x E H, t c R + 
1/2 QV(x, t) =- tr[V x' ® V~'(x, t)(9(x, t) o Qw )(9(x, t) o Q~2).]. (2.4) 
Theorem 2.1. Let V(x, t) E C 2'1 (H x R +; R + ) and ~k~ (t), ~2 (t) be two non-negative con- 
tinuous functions. Assume that there exist positive constants p > O, m >0, constants 
I~, v, 0 E R and ¢( t ) > O, a non-increasino function such that 
(1) IxiP2(t)m<~V(x,t), (x,t) EH x R +, 
(2) LV(x , t )+ ~(t)QV(x,t)<<.~kfft)+~k2(t)V(x,t), xC~(A) ,  t cR  +, 
(3) 
log( fo' ~bl (s) ds) 
lira sup 
t~oo log 2(0 
lira inf log ~(t___~) > -/~- 
t~o~ log 2(0 
<<, v, lira sup Jo ~k2(s) ds ~ 0, 
t~  log 2(t) 
K. Liu / Stochastic Processes and their Applications 70 (1997) 219 241 227 
Then the mild solution of Eq. (1.1) satisfies 
log ]X~(xo)[ m - [0 ÷ r + (v V/~)] 
lim sup ~< - a.s. 
t~ log 2(t) p 
To prove this theorem we introduce the approximating system as follows: 
dXt = AXt dt + R(I)f(X,,  t) dt + R(l)g(Xt, t) dWt, 
Xlo = R(1)xo, 
(2.5) 
where l E p(A), the resolvent set of A and R(l) = IR(l,A), where R(1,A) is the resolvent 
of A. 
Lemma 2.1. Suppose the operator A and nonlinear terms f (x,t ), 9(x,t ) satisJ)" condi- 
tions as above. Then, for each l E p(A), the stochastic differential equation (2.5) has 
a unique strong solution X}, which lies in L2((0, T) × ~; ~(A))NL2((2; C(0, T; H) ) jb r  
arbitrary T>0.  Moreover, there exists subsequence, simply denoted by X/'("') such 
that Jbr arbitrary T >0, X/° ---+Xt almost surely as n --- cxD, uniformly with respect to 
tE [0, T]. 
Proof. The first part is a direct consequence Da Prato and Zabczyk, 1992; lchikawa, 
1982. To prove the second part, We first claim, for any T >0 there exists a positive 
constant C(T)>0 such that the mild solution of (1.1) satisfies 
E (O<~s<~TSUp [XsI2) <~C(T). (2.6) 
Indeed, invoking a Burkholder type of inequality for stochastic onvolution integral, 
i.e., Lemma 1.2, H61der inequality and noticing that there exists constants 7>~ 0, h" >~1 
such that IIS(t)]] ~<xe 7t, we have 
( ) /0 E sup IX~I 2 <.9EIS(Z)xol 2 + 9rE IS(T - s)f(X~,s)l 2ds O~s<~ T 
+ 9E sup S(s - r)g(Xr, r)dW~ 
O<~s<~T 
/o <.el(T ) + C;(T)E (1 + IXsl2)ds 
p T 
+ C~(T)E/~ IIS(T-s)ll2(1 + IX,12)ds 
,tU 
~<Cl(r)+ C2(T)E . sup IX~L 2 ds. 
\ 0~<u~s 
This implies our claim immediately by the well-known Gronwall's lemma, namely, 
E (o<~s<~Tsup IXsI2) <~C,(T)eC2(r)T ~C(T) ,  
where T >0. 
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Next we consider for any t >~ 0
~0 tXt - X /  = S(t)(xo - R( l )xo) + S(t - s ) [ f (Xs ,  s) - R ( l ) f (X J ,  s)] ds 
/o + s(t  - s)[g(X~,s) - k(t)g(XJ,s)] d~.  
Since la+ b+c l  2 ~32(1a12 + Ibr 2 + Icl 2) for any real numbers a,b,c  and I]R(/)II ~<2 for 
sufficiently large l > 0, we have 
E sup IXt-X/ I  2 
O <~ t<~ T 
fo t X l ds 2 ~<9E sup S(t - s )R( l ) [ f (Xs ,s )  - f (  s,S)] O<~t<~T 
t dWs 2 
+9E o~t~<rsup fo S(t  - s)R( l)[g(Xs,s) - g(XJ, s)] 
+9/E  sup S(t)(xo - R(1)xo) + fo tS ( t  - s)[ l  - R ( l ) ] f (X~,s )ds  
t O<~t~T 
+ afotS(t - s)[ l  - R(l)lg(X~,,s)dW~ 2} 
~<9[]1 +12 +/:3]. 
The H61der inequality implies that 
Ii ~< E sup IS(t - s )R( l ) [ f (X~,s )  - f(XJ, s)]l ds 
O~t<~T 
{/o' } <~ 4TE sup J lS(t-  s ) l l2 l f (Xs ,s ) -  f (g , s ) fZ  ds O<~t<~T 
a•0 
T 
<~ C3(T)E sup IXr - X/12 ds. 
O<~r<~s 
On the other hand, by virtue of Lemma 1.2, we have for sufficiently large 1 > 0 
fO 
t 2 
/2 ~<E sup S( t - s )R( l ) [g (X~,s ) -g (Xs! , s ) ]d  ~ 
O<~t<~T 
~0 T <<. C4(T)E sup IXr -x / [Zds 
O<~r<~s 
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and 
/3 ~< 9 /E  sup IS(t)(xo - R(l)xo)l 2 
t O~t~T 
t 2 
+E sup fo S(t - s)[I - R(l)]f(Xs, s)ds 
O<~t<~T 
t R(l)]#(Xs, s)d~. 2 } 
+ E 0~<,vrsup fo S(t - s)[1 - 
We now estimate ach term in I3, 
E sup IS(t)(xo-R(l)xo)lZ<~Cs(T).Elxo R(l)xola~O, l~c .  
O~t<~T 
Taking into account (2.6) and using Lemma 1.2 as well as H61der inequality, we easily 
get 
t 2 
E 0~<t~<TSUp ./0"S(t -s) [1-R( l ) l f (Xs, ,s)ds 
~0 l" ~TL(T)E I ls(t-s) l l2]lt-  R(I)II2(I + IX,.12)ds 
~llI - R(I)II2C6(T)--~O, l-~oc, 
and 
' - ,,t,~j~tA.,. ~ u - ' ' ' " - - 'V ,s '~"~ 2 Eo<~t~rsup f S ( t -  s)[l 
~C7(T)ll l- R(l)lkX~O, l~ .  
Thus, we can get that there exist constants C(T)>0 and e(/)>0 such that 
j/0 /" 
E sup [Xt-X/12<.C(T)E sup IXr-X/]2ds+~:([), 
O<~t<~T O~r<~s 
where liml~.~ e(l) = 0. By virtue of Gronwall's lemma again, we have 
E sup IXt-X/12<,~(I)C"(T)-~O, l---~oc. (2.7) 
O<~t<~ T 
Now we come to the position to construct he desired sequence. Indeed, for each 
positive integer m, by virtue of (2.7), there is another integer F/m such that X/ ............ --~ X~ 
almost surely as nm-- '+ oc, uniformly with respect o t C [0,m], and, by taking the 
diagonal sequence trick, the sequence {X l .......... ~'~ t }m=l has the desired properties. The proof 
is complete. [] 
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Proof of Theorem 3.1. We apply It6's formula to functional V(x, t) and the process 
X/. Noting the definition of L, Q, we can derive that 
V(X/, t) 
fo' /o '( 
= v(xd, o ) + LiV(Xsl,s)ds + Vx'(XJ, s),R(1)g(XJ,s)dWs) 
/o' /o' /o' = V(Xto,O) + ( LlV(XJ, s)ds - rz(XJ,  s)ds) + LZ(XJ, s)ds 
+ ( fot(V~'(XJ,s),R(l)g(XJ, s)dW~) - fot(V~'(Xs, ),g(Xs,s)dWs)) 
fO 
t 
+ (Vx'(Xs,s),g(Xs,s)dWs), 
fo ~ fo' = v(X~o,O)+i,(t,t)+ ZV(X/,s)ds+I2(t,t)+ (Vx'(X~,s),o(X~,s)dW~), 
(2.8) 
where 
/o t /o' I 1 ( l , l )  = L~v(x / , s )ds  - LV(X/,s)ds 
/o ~ /o ~ h(t, l)  = (V~'(g,s),R(l)g(X~,s)d~) - (Vx'(X~,s),g(X,,s)d~) 
and 
Lt V(x, t) = V[(x, t) + (V~'(x, t), Ax + R(l)f(x, t)) 
+~tr[V~(x,t)(R( l)g(x,t) o Ow ) o (R(l)g(x,t))*]. 
By the uniform continuity of log 2(t), for any e > 0 there exist two positive integers 
N = N(e) and kl = k l (e )  such that if (k -  1)/2N<~t<~k/2 N, k>~kl(e), we have 
log2(2~) - log2( t )  ~<e. 
On the other hand, due to the exponential martingale inequality, i.e., Lemma 1.1, we 
have 
PI°) : oSUPw Ifot(Vxt(Ss, s),g(Xs, )dWs) - lot 2OV(Xs,s)dsl ~1)1 ~e-uv 
for any positive constants u, v and w. In particular, taking 
(~) (~),  ~l  ~ ~,3  
u=2~ , v=~ log  2N , w= 2- W,  . . . ,  
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we then apply the well-known Borel-Cantelli lemma to obtain that outside a zero- 
measure set ~, for every co E O\f) there exists an integer k0(e, ~o) such that 
for all O<~t<<.k/2 N, k(~o)>~ko(s, co). Substituting this into (2.8) and using condition (2) 
we see that for all co E f2\~, P(f)) := 0 
V(X/,t) <~ ~ log q- V(X lo ,O)+l l ( t , l )+ LV(X J , s )ds+12( t , l )  
~< ~ log + V(Xto,O) + LV(XJ,s)ds 
+ ~(s)OV(XJ,~)ds 
+II(t, l) + I2(t, l) + I3(t, 1) 
(k )  1 f t  ~< ~ ~- log ~ + V(XZo,O) + (~l(s) + ~2(s)V(X~f,s))ds 
+11 (t, l) + I2(t, 1) + I3(t, l), 
where 
I3(t, 1) = ~ (QV(Xs, s) - QV(XJ,s))ds 
(2.9) 
for all t E [O,k/2N], k>~ko(e, og)Vkl(e). So by the well-known Gronwall's lemma, we 
derive that almost surely 
I ( F  ,1 V(X/, t) ~< V(Xo~, O) + ~ log~--+lI~(t, l ) l+l le(t, l ) l  
+113(t,l)l + fotOl(S)ds] exp (fot~b2(s)ds) (2.10) 
for all O<~t <~k/2 N, k ~ko(e, co) V kt(s). 
Now we can show that there exists a subsequence {/,}n~>l CR + such that ll(t, 1~), 
I2(t, ln) and I3(t, ln)--+O, as n--+~c, almost surely for each t6[O,k/2U]. Indeed, by 
virtue of Lemma 2.1 there exists a subsequence, simply denoted by X/°, such that 
X/" ---~Xt a.s. as n ~ oc uniformly with respect o t ~ [O,k/2U], i.e., there exists f2k C (2 
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with P(f2k) = 0 such that for any co Cf2\~2k, X/° --~Xt, as n---*oo uniformly with 
respect o t c [0, k ~-]. Hence, for all co E ~2\(uk=0f2kU~ ), we have almost surely 
]II(t, ln) [ ~ ~0 t Zl V(Xsln,s) - fotZV(Xsln,s) as 
/o' <~ [(Vx'(XJn,s),(I - R ( ln ) ) f (X J " , s ) ) lds  
 foo' +g tr[V~(XJ°,sl(R(ln)g(XJ",s) o Ow o (R(l,)g(XJ,,s))* 
-V , (X J " , s )g (X J ' , s )  o Qw o g(XJ ' ,s)*] ds~ O, n ~ ~,  
for all O~t<~k/2 N, k>~ko(e, co)V kl(e). In a similar way, we can also show I2(t,l,), 
I3(t,l,)--~O as n---+ oo. 
Hence, letting n--~ cx~ in (2.10), we derive that almost surely 
for all O<~t<~k/2 N, k >~ko(e, co) V kl(e). 
Therefore, using condition (3) and the uniform continuity of log2(t), for the pre- 
ceding e > 0 there exists a positive integer k2(e, co) such that 
logV(Xt, t) ~<log V(xo ,0 )+2\2u j  +2(t)(v+~) + log logk-2  x l
+(0 + e) log 2(t) (2.11) 
~< log[V(x0, 0) + e "(e+~) •2(t) (u+~) + 2(t) (~+~)] + log log k - 1 
2 N 
+(0 + e) log 2(t) 
for all (k -  1 )/2 N <~t <.k/2 N, k ~>k0(e, 09)V kl(e)V k2(e, 09), which immediately implies 
that 
log V(Xt, t) 
lim sup ~<(v + e) V (/t + E) + z + 0 + ~. 
t~ log 2(t) 
Letting e ~ 0 gives 
log V(Xt, t) 
lim sup ~< v V # + v + 0. 
t~m log 2(0 
Finally, we have 
log IXt(x0)l 1 log[2(t) -m V(Xt, t)] 
lim sup ~< lim sup -- 
t~  log 2(t) t~  p log 2(t) 
m-[vV # + z +O] 
~< a.s. (2.12) 
P 
as required. Now the proof is complete. [] 
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Theorem 2.2. Let V(x, t) • C 2'1 (H × R+; R +) and for t >~ O, ~bl (t), tp2(t), ~b3(t) be three 
continuous non-negative functions. Assume that for all x • H and t >~0, there exist 
positive constants p>0,  m>0, constants #, O, v, p, 0~<~<1, and ~(t)>0, a non- 
increasing function such that 
(1) [xlP2(t)m ~V(x,t),  (x , t )•  H × R +, 
(2) LV(x,t)+{(t)QV(x,t)<~l(t)+~bz(t)V(x,t)+~3(t)V(x,t)  ~, •5I(A),  t>O. 
(3) 
lim sup l°g(J° ~,(s) ds) 40, lira sup Jo ~92(s) ds 
,~  log )~(t) , . . . .  log )~(t) ~<v(1 :t), 
log(fo tP3(s) ds) ~ p(l - :~), lira inf log ~(t) >~ 
lim sup log 2(t) ~.,,= log 2(t) - #" 
Then the mild solution of Eq. ( 1.1 ) satisfies 
log ]Xt(x0)l m - (v + r + # V 0 V p) 
lim sup ~< 
t~ log ).(t) p 
a.s. 
Proof. Using the same notations as in the proof of Theorem 2.1, we can derive from 
(2.9) that almost surely 
() f' k -~ k 1 v(x~",o)+z(t , l . )+ (tp~(s) V(X/",tt <~ ~ ~y l og~+ 
.0  
+q.~(~)v(xJ,,, s) + ¢3(s) v(xJ,,, s) ~) ds. (2.13) 
where l(t, ln) = Ill(t, ln)l + ]/2(t, In)] + L h(t, In)l, t ~ [0, k/2N], k >~ko(s, (o)V kt 0:). 
Hence, using Gronwall's lemma, we easily derive that almost surely 
[ V(X/",t)~< V(Xto",O)+~ ~ log~+l ( t ,  ln)+ 0,(s)ds 
+/itO3(x)V(gs!~',s)~ds) exp(,fot02(s) aS) 
for all O<~t <<.k/2 N, k >~ko(e,~o) V kl(s). 
Furthermore, by virtue of Theorem 2.3.4 from Mao (1991), we derive that almost 
surely 
{ V(X/",t) <~ V(X~",O)+~ l og~r -  N +l( t , l , )+  ~bl(s)ds ,0 
x exp ( f '  ' + (1 - ~)exp ~2(s)ds 
l t t~3(s)ds} Ill ~) 
(2.14) 
for all O~t ~k/2 N, k >~ko(e,~o) V klO:). 
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On the other hand, following a similar argument as in Theorem 2.1, we can derive 
l (t ,  l~) ---+ 0 as  n --+ c~ a .s .  
for all 0 <~ t<. k/2 N, k >1 ko(e, 6o) V kl (e ), which immediately implies that, letting n ~ c~ 
in (2.14), 
V(Xt, t) <<. V(xo, O) +~(~- -y ) - l l og~+fot tp~(s )ds ] ' -~  
(fott~2(s)ds)+(1-o~)exp(fot~12(s)ds)fot~3(s) as } x exp 
]/(~-~) 
(2.15) 
Hence, for the preceding e>0,  there exists a random positive integer k2(e,~o) such 
that for all (k - 1 )/2 N <~ t<~ k/2 N, k >~ ko(e, 09) V kl (e) V kz(e, ~o), we have almost surely 
1 
log V(Xt, t) ~< ~ log{[V(xo, 0) + e e(~+~') - 2(t) (~+~) + Z(t)(°+~)] 1-~ 
Hence, 
k -1  
+ )~(t)(l-~)(p+e)} + (V + ~) log 2(t) + log log ~ + e. 
log r (xt ,  t) 
lim sup 
t~oo log Z(t) 
Letting e ~ 0 gives 
<~(l~ + e)v(O + s )v (p  + ~)+ v + r + e. 
log V(Xt, t) 
l imsup ~</~VOVp + z + v. 
t ~ ~ log 2(0  
Finally, we have 
log ]Xt(x0)[ 1 log[),(t) -m V(Xt, t)] 
lim sup ~< lim sup 
t~ log 2(t) t~  P log 2(t) 
m-  [( /2VOVp) + z + v] ~< 
as required El. 
P 
a.s. 
Lastly, let us close this section by giving our last main theorem whose corollary, as 
a consequence, could be used to loose certain conditions of stochastic equation from 
Haussmann (1978) to some extent. 
Theorem 2.3. Assume the miM solution of (1.1) satisfies that Xt(xo ) ¢ 0 for all t >~ 0 
a.s. provided xo¢O a.s. Let V(x,t)EC2' I [ (H-  {0})× R+;R +] and ~(t),  ~kz(t) be 
two non-negative continuous functions. Assume that for all x ~ 0 and t >~ O, there exist 
non-negative constants p > O, m > O, ~ >~ O, I~ >~ O, 1 > ct > 0 and a real number 0 c R 
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such that 
(1) IxlP;t(t)m<~V(x,t), (x , t )E (m-{O})xR +, 
(2) LV(x,t)<~Ol(t)V(x,t), xC~(A) ,  tER  +, 
(3) QV(x,t)>.~kz(t)VZ(x,t), xEH,  tCR +, 
(4) 
t 27 lim sup f~ ff~(s)ds <~0, l iminf Jo ffz(s) ds >~ 
t~ log 2(t) t~  log 2(t) 1 - c~' 
logt ~#c~. 
limt~sup ~ 2 
Then the mild solution of Eq. (1.1) satisfies 
log IXt(x0)I m + 7 - 0 -- p 
lim sup ~< - a.s. 
t~o~ log 2(0 p 
Proof. Fix x0 ¢ 0 a.s. Following a similar approximating procedure as in Theorem 2. l, 
it is easy to deduce by It6's formula that, after chosing an appropriate subsequence 
{l,,}.~1. 
f ' ( Lv(x?,,s l °gV(X/" ' t )<' l°gV(Xg%O)+M"(t)+ \ V(X]",s) 1 QV(XJ",s)) 2 Zj as 
(2.16) 
where Mn(t )= fo ~( l  V,(X},,s),g(XJ,,,s)d~).. . 
By the uniform continuity of log)~(t), for any e>0 there exist a positive integer 
N = N(c.) and an integer k~ = kl (e) > 0 such that if (k - 1 )/2 u <<. t ~ k/2 W, k >~ kl (~:), we 
have 
log)~ (k )  - log2( t )~<r , .  
On the other hand, due to the exponential martingale inequality, for mild solution of 
( 1.1 ) we have 
tu ! QV(X ,s )ds ]>v l<~e .... 
for any positive constants u, v and w, where 
[ 1 
M(t )= - - (V ' (X , , s ) ,g (m,s )d~}.  
v(&,s)  • 
In particular, taking 
k -1  k 
u=~,  v=2~- l log  2N , w=2-  W, k=2,3  . . . . .  
we then apply the well-known Borel-Cantelli lemma to obtain that there exists an 
integer k0(e,m)>0 such that for almost all co C ~'2 
=~ ,/o "t QV(X.,s) M(t)~<2~ -1 log k~NN~l + E V2(Xs,s) ds 
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for all 0 <~ t<<. k/2 N, k >~ k0(e, co) V kl (e). Following a similar argument as in the previous 
proof of Theorem 2.1 and using condition (3), we see that there exists a positive 
random integer kz(e, co) such that almost surely 
/0' 1 /0' log V(Xt, t)<<. log V(xo, O) + 2c~ -~ log k~__~l + O~(s) ds - ~(1 - ~) O2(s) ds 
for all (k -  1)/2N <~t~k/2 N, k>>-ko(e, co)Vkl(~)Vk2(e, co) which, for the preceding 
e > O, immediately implies that 
log [Xt[ log V(Xt, t) m 
log 2(t) plog2(t) p 
1 ( --_ + (0 + e) log 2(t) <~ plog2(t)  _l°g V(xo, O) + 2c~ -I log k2N~l 
1(1 -~)(1 - cQ-l(27 + ~)log2(t)) m. 
2 p 
Letting e ~ 0, we can immediately obtain 
log ]Xt(xo)I m + 7 - 0 - ,tt 
lim sup ~< - a.s. 
t~  log 2(t) p 
Now the proof is complete. [] 
With a minor modification i  the above proof, we can also derive: 
Corollary 2.3. Assume the mild solution of (1.1) satisfies that Xt(xo ) ¢ 0 for all t >1 0, 
a.s. provided xo¢O a.s. Let V(x,t)E C2' I [ (H -  {0}) × R+;R +] and t~(t), I//2(t) be 
two non-negative continuous functions. Assume that for all x 7~ 0 and t >>-O, there exist 
constants p > O, m > O, 7 >~ 0 and a real number 0 E R such that 
(1) Ixlp<_v(x,t), (x,t)e(O-{O})×R +, 
(2) LV(x,t)<.~bl(t)V(x,t), xE@(A), tER  +, 
(3) QV(x,t)>~tpz(t)VZ(x,t), xEH,  tER  +, 
(4) 
lim sup fo ~b,(s) ds 40, liminf f°~P2(s)ds/>27. 
t~oc t t~oo t 
Then the mild solution of Eq. (1.1) satisfies 
log IX~(xo)l 7 - 0 
limsup ~<- - -  a.s. 
t~oo t p 
3. Some examples 
In the section, let us apply the theory derived in the previous sections to several 
examples to close this paper. First of all, we consider an example from Haussmann 
(1978), whose conditions could be greatly loosed by means of our methods to ensure 
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the almost sure stability (in a similar way, our approach can be also applied to certain 
examples from lchikawa (1982)). 
Example 3.1. Consider the following stochastic heat equation: For constant v ~ R, 
dX~(x)=~Xt(x)dt+vXt(x)dWt,  t>0,  xE(0 ,  rt), (3.1) 
Yo(x)=xo(x), X~(0)=X,(~)=0, t>~0, 
where W~ is a real standard Wiener process. We take H - L 2 [0 ,  7z], K = R 1 , .q(u, t) = vu(x )
and A(u)=(dZ/dxZ)u(x) with ~(A)= {u(x)EHIu(x) ,u ' (x )  are absolutely continuous 
with u'(x), u"(x) E H, u(0) = u'(0) = 0}. 
Firstly, in accordance with the equation, we have f (0,  t )=  0 and g(0, t )=  0 so the 
equation admits a trivial solution Xt = 0. Therefore, by the uniqueness, we have 
P [Xt (x0)¢0  for all t~>0] = 1, 
provided Xo(X) ¢ 0 a.s. 
Introduce a Lyapunov functional 
V(u)=tu[ 2, uCH, 
and it is easy to verify that for all u E @(A), t>~0, 
LV(u,t)<~ - 2(~7u, Vu) + v2lu] 2 ~< [-2Z0 + vZ]V(u) 
and for all u E H, t >~ 0, 
QV(u, t) = 4v 2 V2(u) 
where 2o = inf,Ee(A)[VU(x)IZ/Iu(x)t 2. 
Hence, by virtue of Corollary 2.3 we know that for any real v E R, the mild solution 
of  equation is almost sure exponentially stable. Moreover, 
limsupl°glXt(x°)' <~- [~ + 2° t a.s. (3.2) 
Remark. Note that the result is intuitively clear. Indeed, for simplicity, consider a 
one-dimensional linear It6 equation 
dXt= - pXtdt +qXtdBt, t~O, 
with initial data x0 c R, where p > 0, q E R are two real constants and Bt is a one- 
dimensional Brownian motion. It is easy to obtain the explicit solution 
Xt =x0exp {qBt - (p + q2/2)t}, t >~0, 
which implies immediately that for any q E R the solution is almost surely stable. 
Based on a semigroup argument of  evolution equation, Haussmann (1978) only 
showed that when v 2 < 2, the mild solution of (3.1) is almost sure exponentially stable, 
a result which is deduced as a by-product of  the second moment stability. Under some 
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circumstances, invoking the approaches from Haussmann (1978) and Ichikawa (1982), 
one probably needs extra restrictions to obtain pathwise stability. 
Example 3.2. Consider a variation model equation in population biology: For positive 
constants v> 0 and m > 0 
~X~(x) 
¢3~ --vAXq-(1 +t)-mwt, t>0,  xCDCR n, (3.3) 
Xo(x)=xo(x), Xt(X)]eD = O, t>>-O, 
where D is a bounded open domain with smooth boundary in R n. 
Let H = L2(D), K = R 1, ~(A) C H01 (D) be a Sobolev space with elements atisfying 
boundary conditions above, and f(u,t)=O, g(u,t) --- (1 + t) -m, Wt is a standard real 
Wiener process. 
Introduce a Lyapunov functional 
= (1 + t) zm/D U(X) 2 dx, V(u,t) 
and it is easy to verify that for all u C ~(A), t~>0, 
LV(u,t) = 2m(l + t)2m-' fDU(X)2 dx -  2v(l + t)zm fD l~Tu(x)12 dx + l 
(2m <<. -2v2°)V(u, t )+ 1 
l+t  
and for all u EH, t/> 0, 
QV(u, t) <~4V(u, t) 
where 
20= inf ]~7u(x)12 
u~(A) lu(x)l 2"  
Therefore, for any 5 > 1, 
1 [(2m--2._v20) 1 ] V(u,t)+ 1. 
LV(u,t) + 4(1 + t) 6QV(u't) = [ 1 + t + (1 + t) ~ 
Using Theorem 2.1 and letting 6---, 1, we deduce that if 
2v20 > 1, 
the mild solution of equation is almost surely stable with polynomial decay, that is, 
log ]Xt(xo)] 2v20 - 1 
lim sup ~< a.s. 
t~  log(1 +t )  2 
Remark. To obtain almost sure exponential stability at the above example, generally, 
it's not sufficient o take the place of diffusion term 9(u,t) by a slower decay than 
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exponential-type noise perturbation. To see this, for simplicity, let us consider a one- 
dimensional linear lt6 equation 
dXt=-pXtdt+( l+t )  qdWt, t>/O, 
with initial data X0 = 0, where p,q > 0 are two positive constants. It is easy to obtain 
the explicit solution 
Xt=e pt eP~".(l+s)-qdW,.=-e-ptMt, >~O. 
Noticing the law of the iterated logarithm 
M, 
limsup,~ x /~Mt) log log  (Mr) = / a.s. 
and 
lim sup log(J~ e2ps(1 + s) -2q ds) = 2p, 
I ~ :Y.2 t 
we therefore get the Lyapunov exponent 
1 
l imsuPt log lXt  I=0  a.s. 
That is, in spite of the typical stability of ordinary differential equation 
dXt-  - pXtdt, 
the polynomial-type decay coefficients of the noise are not sufficient to ensure the 
exponential stability of its stochastically perturbed system. 
Example 3.3. Consider the following model equation: There exist positive constants 
v>0,  p>0,  0<c~<l ,  2v20>m>0 such that 
[ ] dX,(x) = vAN(x)+ 1 + IX~(xl]j dt 
+ [2v20 - m]l/2e -mr~2 Xt(x) dWt(x), t >0,  x c D C R", (3.4) 
1 + IX,(x)l 
Xo(x)=xo(x), Xt(x)laD=O, t>~O, 
where D is a bounded open domain with smooth boundary and )~0 = infue;f(A)IVu(x)12/ 
I . (x) l  ~ 
Let H =L2(D), @(A)CHol(D) be a Sobolev space with elements atisfying bound- 
ary conditions above, and f (u , t )=e ptu2~/(l + lul) , g(u,t)= [2V)~o- m]l/2e-rm"Zu/ 
(1 + ]ul), Wt(x) is an H-valued Wiener process with a bounded, continuous covariance 
q(x, y) such that 
tq(x,x)l <<. 1. 
Introduce a Lyapunov functional 
V(u, t) = e mt .lID u(X)2  dx  
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and it is easy to verify that there exists a constant K>0 such that for all u E~(A) ,  
t~>0, 
LV(u, t) <~ me mt u(x) 2 dx - 2ve mt l~7u(x)[ e dx + 2Kemte-pt U(X) 2 dx 
+ [2V2o - m] e ml .f~ e-mtu(x)2q(x,x) dx
~< [m - 2v2o] V(u,t) + 2Ke(m-P-m~)tV(u,t) ~ + [2V2o - m] V(u,t) 
2Ke (m- p-m~)t V( u, t) ~ 
and for all u E/4, t ~> 0 
QV(u, t) ~<4 [2v2o - m] V(u, t). 
Therefore, we easily derive that for arbitrary 6 > 0, 
6 
LV(u, t )  + ~ . QV(u,t)<, b[2v2o - m]V(u,t)  + 2Ke(m-p-m~)tV(v,t) ~. 
Hence, using Theorem 2.2 and letting 6--+ 0, we derive that the mild solution of Eq. 
(3.4) is exponential ly stable. Moreover, 
log IX~(xo)l p 
lira sup ~< a.s. (3.5) 
t -~  t 2(1 - c~) 
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