Structural breaks and existence of outliers in time series variables results in misleading forecasts. We forecast wheat and rice prices by capturing the exogenous breaks and outliers using Automatic modeling. The procedure identifies the outliers as the observations with large residuals. The suggested model is compared on the basis of Root Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE) with the usual ARIMA model selected ignoring the possible breaks. Our results strongly support that forecasting with breaks by using General to Specific (Gets through Autometric) model performs better in forecasting than that of traditional model. We have used wheat and rice price data (two main staple foods) for Pakistan.
1.
Introduction:
In the continuously changing scenario of the global economy, policy making is the major issue related to the growth and development of an economy. Effective policy making requires continuous follow up of behavior and trends of macroeconomic variables, for which time series data is used. In making strategic decisions under uncertainty, time series forecasting is the major tool applied at all levels. In practice, an effective approach to time-critical dynamic decision modeling should provide explicit support for the modeling of temporal processes and for dealing with time-critical situations. Thus among the major goals of time series data forecasting for policy making is the most important. And it requires effective and accurate modeling of time series data. However, time series data are hard to handle and require complicated statistical and econometrics based procedures to model.
In order to match theory and evidence, researchers are forced to adopt some form of model selection procedure. Although there exist several approaches each having some properties but each of those face criticism as well. In general the model selection criteria inquire the satisfactory answer of several queries like if the diagnostic tests are satisfactory? Are all important variables included in the model? Are some superfluous variables included? Is the functional form of the chosen model correct? Is the specification of the stochastic errors correct? Is there more than one specification error?
General-to-specific (gets) modeling has been developed and applied through computer automated form in the Pc Gets software (Hendry and Krolzig2001).
The idea is to specify a congruent general unrestricted model (GUM) that captures the main features of the data generation process (DGP) or local DGP sufficiently well so that it is not rejected by the data in a range of specification tests. Then statistical tests and procedures are used to reduce the model as much as possible to obtain a congruent more parsimonious model for the (local) DGP of the time series under investigation. Forecasts of economic variables play a prominent role in business decision making, government policy analysis, and economic research. Forecasts often are model-based, with forecasts from an estimated model being constructed as the model's fitted values over a sample that was not used in estimation. Sources of forecast error depend on the forecast model itself and on the process generating the data. Clements and Hendry (1999) state that economics forecasts are sometimes terribly wrong due to the existence of structural breaks in data. When economic systems are subject to structural breaks, conventional models need not forecast satisfactori1y. Previously unannounced changes in policy, natural and man-made disasters, institutional changes, new discoveries, new data definitions and revisions among others cause occasional large forecast errors in the standard constant parameter model.
The existence of outliers and structural breaks in the model badly affect the identification, estimation and inference of the model. It causes the confidence interval of the coefficient to be dramatically increased as well and results in misleading forecasts. Watson (1996, 1999) show that instability pervades a wide range of time series due to structural breaks causing failure of forecast. The historical evidence of recurrent episodes of the economic forecasting failure has forced the researchers to develop such methods which avoid these mistakes. Amongst several proposed techniques is the impulse saturated modeling, the intercept correction and double differencing in vector equilibrium correction models (VECMs). The objective of this study is to forecast wheat and rice price at retail level by using an ARIMA model. We shall examine the impact of structural breaks through impulse saturated regression using automatic model selection on the forecast of two major macro-economic variables of Pakistan. Motivation behind forecasting these two variables is their importance in food share of Pakistani population. Wheat share in our food in terms of calories is about 40-55% depending upon income groups and rice share is about 10%. Any increase in price of these two staple foods has very serious repercussions for Pakistani population in general and poor in particular. Therefore, it is important to have an accurate forecast of these variables. For monthly growth rate of wheat prices, retail wheat prices series for monthly time sequence over January 2004 to April 2011 has been used and for monthly growth rate of rice prices, retail basmati rice prices series for monthly time sequence over January 2006 to February 2011 has been considered. We have collected this data from Federal Bureau of Statistics.
The study proceeds as follows. Section 2 provides an overview of forecast in presence of structural breaks and its consequences. Section 3 discusses the development of impulse saturated modeling technique. Section 4 and 5 contains the empirical results and discussion. Section6 gives conclusion.
Forecasting In The Presence Of Structural Breaks:
Forecasts typically differ from the realized outcomes, with discrepancies between forecasts and outcomes reflecting forecast uncertainty. Ericsson (2008) stated that the forecast models typically have three components: the variables of the model, the coefficients of those variables, and unobserved errors or shocks. Each component can contribute both predictable and unpredictable uncertainty to the forecast although, in practice, the uncertainty in the measurement of the variables themselves is typically treated as being entirely unpredictable. An econometric theory of economic forecasting will only deliver relevant conclusions about empirical forecasting if it adequately captures the appropriate aspects of the real world to be forecasted. Fildes and Makridakis (1995) suggest that the most serious culprit is the assumption of constancy which underpins that paradigm. The historical evidence of recurrent episodes of the economic forecasting failure has forced to develop such methods which avoid these mistakes. The complicated system of economies is attempted to be presented through a model which may/may not be the true representative. Then it is a fact that economies are prone to several unanticipated political, economic, social, scientific and natural shifts. If the economic model identified as representative does not incorporative these changes then it will surely has the adverse effect on forecast. Clements and Hendry (1998) have suggested a need to reappraise the modeling approaches to get improved results of macroeconomics forecasting in the presence of structural breaks. Focusing on system of co integrated relation when economies are subjected to unanticipated large regime shifts, the authors have analyzed rigorously the impact of the structural breaks on systematic forecast error stating with the first order autoregressive process with a break in mean the authors consider a variety of models (ARIMA). In connection to this idea, Clements and Hendry (2002) identify that the existence of such location shifts which change the underlying equilibrium mean of the co integration relationship that are not modeled leads to failure. However shifts in other parameters are difficult to detect. Hendry and Doornik (1997) and Hendry (2000) have showed that location shifts are most pernicious problem for forecasting even causing forecasting failure. Hendry (1998, 1999) have showed that an economic theory providing causal basis for forecasting models is of no avail in a world of location shifts. The idea that large outliers signal the shift to a new equilibrium rather than a large deviation from the current is modeled in a paper by Engle and Smith (1998).
Hendry (2004) has considered a first order VAR model as a co integrated DGP and specified its properties as a forecasting device. He has considered the effects of location shift that leads up to a massive forecast failure. Then suggested two approaches in form of using double differencing and the elimination of equilibrium mean. It was later on identified that the second differenced forecasting devices may perform well finally an empirical example of the behavior of MI in UK is discussed in the detail in relation to the above suggested scenario. Haywood and Randal (2007) provides a good account on the poor performance of the existing econometric methods for endogenously dating multiple structural breaks especially with seasonal data. They suggest an iterative nonparametric estimation method based on Perron (1998, 2003) for estimating the parametric structural breaks. Using the monthly data of tourist arrived in New Zealand, they focus to detect any long term, or result of 9-11 events and compare it with other historical events.
Pearson and Timmermann (2004) have suggested a theoretical framework for the analysis of small sample properties of forecasts from general autoregressive models under structural breaks. They have considered for the possibility of the AR model to switch from a unit root process to a stationary one and vice versa. They have also established that one-step ahead forecast errors from AR models are unconditionally unbiased even in the presence of breaks in the autoregressive coefficients and in the error variances so long as the unconditional mean of the process remains unchanged. They present extensive numerical results quantifying the effect of the sizes of the pre-break and postbreak data windows on parameter bias and RMSFE. Moreover undertake an empirical analysis for a range of macroeconomic time series from the G7 countries that compares the forecasting performance of expanding window, rolling window and post-break estimators. This analysis which allows for multiple breaks at unknown times confirms that, at least for macroeconomic time series such as those considered there, it is generally best to use pre-break data in estimation of the forecasting model. Clements and Hendry (2008) summarize the key result that intercept correction places the model back on track at the forecast origin, setting the most recent ex post forecast error to zero. They have suggested a procedure that offsets deterministic shifts after they have occurred. Intercept correction should typically be implemented if shifts are suspected, as when forecast failure has recently occurred. The authors have highlighted that when using the equilibrium correction model (ECMs) the problem faced was that it still converged to their built in equilibrium and hence caused far reaching adverse effect even leading to forecasting failure. They have compared the theory of shifts to the fat tailed distribution, where shocks might occur more frequently. Later on, observing several factors leading to forecast failure it has been argued that parameter inconsistency is the biggest trouble of them all. Finally methods including intercept correlation and forecast combination are discussed to circumvent the forecast failure. The discussion is supplemented with the empirical analysis. They have identified that the models that inherently preclude deterministic terms can never suffer from deterministic shifts, so these models are unlikely to experience systematic forecast failure. Reformulating econometric models to make them more robust to such shifts becomes a priority. A potential solution is intercept correction, which adjusts an equation's constant term when forecasting. Clements and Hendry (2008) suggested using a single model differently in those different contexts-for instance, by modeling the data with an equilibrium correction model (ECM) but forecasting from a differenced.
Ericsson (2008) has discussed the Clements and Hendry (2008) article by examining the determinants of forecasting uncertainty. Partitioning the source of forecast error in to predictable and unpredictable author discussed the Clements and Hendry's taxonomy and its effect. It has been identified that the currently unknown future change is the most fatal source of variation in the forecasts. The Mean Square Forecast Error (MSFE), as a criterion for evaluating forecasting has been criticized using empirical evidence as it lacks the robustness. Castle, et.al (2008) has highlighted the problem in forecasting due to the occurrence of breaks especially location shifts faced by the equilibrium correlation model based on cointegration. Bayesian forecasting methods are less frequently used despite their apparent success both in univariate forecast competitions and in vector auto regression environments.(See e.g. West and Harrison, 1989) . Recognizing the importance of density forecasts, rather than simple point forecasts, the Bayesian approach has clear advantages in terms of delivering posterior odds distributions-even across unit root regions of the parameter space.
Impulse saturation Modeling:
The General-to-specific (gets) modeling approach has been applied mainly for 
Empirical Analysis of Wheat price inflation and Rice Price inflation:
Pakistan has been observing a continuous surge in food prices since 2008 when oil prices jumped to almost 150 US dollar a barrel. Normally, prices are expected to fall slightly above their previous level, but unfortunately in case of Pakistan, this didn't happen and food prices exhibited an upward trend. These very high prices are causing a reduction in food consumption for most of the Pakistani population. The poorest are the highest to suffer from high food prices. Government also has to utilize more foreign reserves to import food items like edible oil, sugar etc. Donor agencies also face the burden of high food prices to provide assistance to the poor.
Analysis of the monthly Wheat Prices (Rs. / kg) and forecasting through ARIMA modeling
Graphical examination of the data is important. Series should be examined in levels, logs, differences and seasonal differences. The series should be plotted against time to assess whether any structural breaks, outliers or data errors occur. If so, one may need to consider use of intervention or dummy variables. For monthly growth rate of wheat prices, retail wheat prices series for monthly time sequence over January 2004 to April 2011 has been considered here. Data were collected from Federal Bureau of Statistics and the choice for time period is matched with Food and Agriculture Organization (FAO) time periods. FAO uses this data range to display country price situation. We consider the percentage "annualized" change in the monthly series in order to observe the growth rate. The graphical analysis of wheat inflation indicates the possible existence of unit root or structural break in the data that has to be checked. Plotting the correlogram (useful aid for determining the stationarity of a time series, and an important input into Box-Jenkins model identification). The maximum lag length considered is usually no more than n/4, where n is the total number of observation in a time series. If a time series is stationary then its correlogram should decay quite rapidly from its initial value of unity at zero lag. If the time series is non-stationary then the correlogram will only die out gradually over time. Unit root results are displayed in Table 1 with lag length in parenthesis. We have selected lag length based on standard criteria AIC and SIC. (4) is given in Table 2 . Figure (2) gives the plot of the actual and the fitted monthly wheat inflation rates. The forecasting method here is based on simulation for later months from the earlier ones assuming zero shocks over the forecasting horizon. The forecast for the following 12 months from this estimation is obtained for the horizon h=1, 3, 6, and 12. Thus any structural or regime change in the series during the fourth coming time period is not taken into account. The second panel of table (2) shows the root mean squared errors (RMSE) and the Parameter constancy forecast tests. Figure (3 a, b, c, d) shows the forecast and the actual inflation from the automatic regression modeling over four different forecasting horizons. The use of ARIMA model for forecasting purpose without attempting to detect the timing, size and nature of the structural change that has been occurred in the inflation procedure during the time period examined is not appropriate.
Automatic selection by impulse saturation regression technique:
Considering the fact that there has been a high and volatile wheat and rice price over the study period therefore, forecasting the monthly growth rate of wheat prices needs to consider the possibility of any structural change during the study period before drawing any forecast. For this reason, we use the impulse saturated modeling technique for identifying any break in that data. Data has been saturated by using dummies equal to the number of observations and then performing the automatic model selection. The selection procedure is adopted under PC Gets algorithm which provides an algorithm (computerized approach used through Ox Metrics). Due to multi path searches the algorithm results in asset of terminal models amongst which a final model is selected using encompassing tests. The final model hence selected is:
The terminal resultant model is:
Tables (4-a,b) give the summary statistics of the estimated model is: (a) h=1
The following table shows the forecasts for the next 12 months from December 2009 with horizon 1. Considering the results in the above table it can easily be observed from with-in sample forecast values that the forecast error is much less than the forecast error observed when no structural breaks modeled in table (3) . Hence, modeling outliers and the structural breaks lead to a better identification of econometric model and provide better forecasts.
Analysis of the monthly Basmati Rice Prices (Rs/per kg) and forecasting through ARIMA modeling
For monthly growth rate of rice prices, retail basmati rice prices series for monthly time sequence over January 2006 to February 2011 has been considered here. We consider the percentage monthly change in the monthly series in order to observe the growth rate. The graphical analysis of the rice inflation indicates the possible existence of unit root or structural break in the data that has to be checked. The model is:
The model being estimated passes all the diagnostic tests. Figure (7) gives the plot of the actual and the fitted monthly wheat inflation rate. The use of ARIMA model for forecasting purpose without attempting to detect the timing, size and nature of the structural change that has been occurred in the inflation procedure during the time period examined is not appropriate.
The resultant model through automatic model selection after capturing large outliers is:
The above model passes all diagnostic and normality tests namely the AR test (1-3 lags), the ARCH (1-3 lags) test, the Normality test, and the Hetero test. 
The following table (Table 7) shows the within sample forecasts with horizon 12. We can conclude that the model performs poor without adjusting for the possible structural breaks in the series. Hence, the forecasts obtained after identifying the breaks using automatic model selection (Gets) with breaks provide better forecast than ignoring these breaks.
