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Capitolo 0
Introduzione
L’equazione del trasporto lineare omogenea in [0, T ]× Rn
∂u
∂t
(t, x) + b(t, x) · ∇u(t, x) = 0 (1)
e` un’equazione alle derivate parziali la cui buona positura sotto ipotesi di
regolarita` del coefficiente b e` un risultato classico e di semplice dimostrazio-
ne. E’ invece un problema interessante dimostrare la buona positura, ed in
particolare l’unicita` della soluzione, sotto ipotesi di scarsa regolarita`. Risul-
tati molto avanzati sono stati ottenuti da P.L. Lions e R.J. DiPerna alla fine
degli anni 80’, quando hanno dimostrato l’esistenza e l’unicita` della soluzio-
ne se b e` differenziabile in senso debole, con divergenza limitata, e a crescita
lineare. Pochi anni fa L. Ambrosio ha esteso tali risultati a coefficienti b a
variazione limitata con divergenza limitata.
Vi sono numerosi esempi di non unicita` della soluzione dell’equazione del
trasporto lineare con coefficienti appena meno regolari di quelli studiati da
L. Ambrosio, e quindi cercare di indebolire ulteriormente tali condizioni
sembra essere molto difficile. Tuttavia e` stato dimostrato per la prima volta
da F. Flandoli, M. Gubinelli ed E. Priola che, se si introduce un rumore
moltiplicativo, ovverosia si considera l’equazione
∂u
∂t
+ b · ∇u+
n∑
i=1
∂u
∂xi
◦ dW i = 0 (2)
la buona positura dell’equazione si conserva per coefficienti per i quali, nel
caso deterministico, si hanno fenomeni di non unicita`. Dunque la presenza di
un disturbo stocastico, in alcuni casi, permette di recuperare l’unicita` della
soluzione. Tale fenomeno e` strettamente collegato ad un altro problema in
cui vi e` unicita` per il problema stocastico, mentre il problema deterministico
ammette piu` soluzioni: l’equazione differenziale ordinaria del primo ordine
x˙(t) = b(t, x(t)) (3)
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ammette un’unica soluzione se b e` una funzione Lipschitziana nella varia-
bile spaziale, e si possono produrre vari esempi di coefficienti continui o
anche Ho¨lderiani per cui esistono infinite soluzioni. Invece un’equazione
differenziale stocastica
dXt = b(t,Xt)dt+ dWt (4)
ammette unicita` sotto ipotesi estremamente deboli sul drift, come ad esem-
pio la limitatezza. Questi due problemi sono strettamente collegati: quando
i coefficienti sono regolari, e dunque sia l’equazione del trasporto sia l’equa-
zione differenziale associata hanno un’unica soluzione, si puo` osservare che
la soluzione dell’equazione del trasporto e` costante lungo le soluzioni dell’e-
quazione differenziale. Per questo motivo risultati di unicita` dell’equazione
differenziale possono essere utilizzati per dimostrare l’unicita` dell’equazione
del trasporto, e viceversa.
Lo scopo di questa tesi e` quello di studiare l’equazione del trasporto de-
terministica e stocastica sotto ipotesi di scarsa regolarita` dei coefficienti, e
di mostrare che nel caso stocastico si possono ottenere risultati piu` forti.
Nel primo capitolo, verranno dimostrati alcuni dei risultati presenti in let-
teratura sull’equazione deterministica. Nel secondo capitolo, basandosi sui
risultati di F. Flandoli, M. Gubinelli e E. Priola, verra` introdotta l’equazione
del trasporto stocastica, e ne verra` dimostrata l’unicita` sfruttando l’esistenza
di un flusso di diffeomorfismi stocastico per l’equazione differenziale stoca-
stica associata. Si richiedera` che il coefficiente b sia Ho¨lderiano, ma con
divergenza non necessariamente limitata, e dunque si otterra` l’unicita` anche
per coefficienti per cui nel caso deterministico esistono infinite soluzioni. Nel
terzo capitolo verra` dimostrata l’esistenza di un flusso stocastico di diffeo-
morfismi, in dimensione uno, per una classe di coefficienti che comprende
coefficienti discontinui. Nel quarto capitolo studieremo il problema dello
zero-noise: considereremo l’equazione del trasporto stocastica, per cui esi-
ste un’unica soluzione sotto condizioni per cui esistono infinite soluzioni per
l’equazione deterministica, e daremo condizioni sufficienti affinche´ esista, in
un senso che preciseremo, il limite di tali soluzioni quando il rumore tende
a zero. In questo modo selezioneremo una o piu` soluzioni dell’equazione de-
terministica tra le infinite esistenti. Infine nel quinto capitolo dimostreremo
nuovamente l’unicita` della soluzione dell’equazione del trasporto stocastica,
ma con un’approccio diverso da quello seguito precedentemente. Le ipotesi
sul coefficiente b saranno simili a quelle formulate nel primo capitolo per
l’equazione deterministica, ad eccezione della limitatezza della divergenza,
che non verra` richiesta. Inoltre la dimostrazione dell’unicita`, non basandosi
sui flussi stocastici di diffeomorfismi, permettera` di comprendere meglio la
natura dell’effetto regolarizzante del disturbo stocastico, o quanto meno di
osservarla da un’ottica diversa.
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Capitolo 1
Equazione del trasporto
Dati b : [0, T ] × Rn → Rn, u0 : Rn → R, e c : [0, T ] × Rn → R, l’equazione
del trasporto lineare e` l’equazione differenziale alle derivate parziali:{
∂u
∂t (t, x) + b(t, x) · ∇u(t, x) = c(t, x)u(t, x)
u(0, x) = u0(x)
Si considerera` solamente il caso omogeneo, cioe` il caso in cui
c(t, x) ≡ 0
Un risultato classico riguardante il problema dell’esistenza e unicita` di solu-
zioni dell’equazione del trasporto lineare e` il seguente:
Teorema 1.0.1. Sia b : [0, T ]× Rn → Rn continua su [0, T ]× Rn, tale che
b(t, ·) ∈ C1(Rn) e ‖bx(t)‖ ≤ K per qualche K > 0 e ∀t ∈ [0, T ]. Si supponga
inoltre u0 ∈ C1(Rn). Allora:
1. Esiste un’unica applicazione X ∈ C1([0, T ]× [0, T ]× Rn;Rn) tale che
∀0 ≤ s ≤ t ≤ T , e ∀x ∈ Rn
X(t, s, x) = x+
∫ t
s
b(r,X(r, s, x))dr
X(t, s,X(s, t, x)) = X(s, t,X(t, s, x)) = x
Inoltre ∀s, t ∈ [0, T ] e ∀x ∈ Rn si ha
∂X
∂s
(t, s, x) + b(s, x) · ∂X
∂x
(t, s, x) = 0
2. L’equazione del trasporto{
∂u
∂t (t, x) + b(t, x) · ∇u(t, x) = 0
u(0, x) = u0(x)
(1.1)
ha un’unica soluzione data da u(t, x) = u0(X(0, t, x))
5
Questo risultato permette di comprendere, sotto ipotesi molto forti sulla
regolarita` di b e di u0, il nesso tra la soluzione dell’equazione del trasporto
e la soluzione dell’equazione differenziale ordinaria x˙(t) = b(t, x(t)).
Saremo interessati al problema dell’esistenza e unicita` di soluzioni del-
l’equazione del trasporto sotto ipotesi di scarsa regolarita` del campo b, e
dunque verranno considerate soluzione in senso debole.
Definizione 1.0.2. Siano p, q ∈ [1,∞] tali che 1p + 1q = 1. Si supponga che
u0 ∈ Lp(Rn), b ∈ L1(0, T ;Lqloc(Rn;Rn)) e div b ∈ L1(0, T ;Lqloc(Rn)).
Diciamo che u ∈ L∞(0, T ;Lp(Rn)) e` una soluzione dell’equazione del tra-
sporto se:∫ T
0
dt
∫
Rn
u
∂ϕ
∂t
dx+
∫
Rn
u0ϕ(0, ·)dx+
∫ T
0
dt
∫
Rn
u div(bϕ)dx = 0 (1.2)
per ogni ϕ ∈ C∞c ([0, T ]× Rn) con suppϕ ⊂ [0, T )× Rn.
E’ immediato verificare come, sotto le ipotesi di integrabilita` richieste
in questa definizione, gli integrali che compaiono nell’espressione (1.2) siano
ben definiti. Inoltre si verifica facilmente che se b soddisfa le ipotesi del
teorema 1.0.1 e u0 ∈ Lp(Rn) allora vi e` un’unica soluzione, nel senso della
definizione 1.0.2, dell’equazione (1.1), ed e` data da u(t, x) = u0(X(0, t, x)).
1.1 Il risultato di DiPerna-Lions
Il problema dell’esistenza e dell’unicita` delle soluzioni sotto condizioni meno
restrittive sulla funzione b e` stato molto studiato; uno dei motivi di questo
interesse e` lo stretto legame tra l’equazione del trasporto e l’equazione dif-
ferenziale x˙(t) = b(x(t)). Si e` cercato di dimostrare l’unicita` della soluzione
dell’equazione del trasporto per cercare poi di definire, in un qualche senso,
un unico flusso di soluzioni per l’equazione x˙(t) = b(x(t)). Una soluzione a
questo problema e` stata data da R.J. DiPerna e P.L. Lions in [7]. Le ipotesi
che sono state utilizzate sono le seguenti:
Ipotesi 1.1.1. Le funzioni b : (0, T )× Rn → Rn e u0 : Rn → R soddisfano
le seguenti ipotesi:
1. u0 ∈ Lp(Rn) per qualche p ∈ [1,∞]
2. b ∈ L1(0, T ;W 1,qloc (Rn)) con 1 = 1p + 1q e div b ∈ L1(0, T ;L∞(Rn))
3. b1+|x| ∈ L1(0, T ;L∞(Rn)) + L1(0, T ;L1(Rn))
Sotto queste ipotesi e` possibile dimostrare l’esistenza e l’unicita` di una
soluzione dell’equazione del trasporto nella classe L∞(0, T ;Lp(Rn)).
La difficolta` del problema riguarda soprattutto la dimostrazione dell’uni-
cita` della soluzione, mentre l’esistenza si dimostra semplicemente. Iniziamo
allora a dimostrare proprio l’esistenza.
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Teorema 1.1.2. Se u0 e b soddisfano le ipotesi 1.1.1 esiste almeno una
soluzione dell’equazione (1.1) nella classe L∞(0, T ;Lp(Rn)).
Dimostrazione. Supponiamo che u0 e b soddisfino le ipotesi di regolarita` del
teorema (1.0.1). Allora u e` di classe C1([0, T ]×Rn) e si osserva che valgono
le seguenti stime:
‖u(t)‖∞ ≤ ‖u(0)‖∞
d
dt
‖u(t)‖p ≤ ‖div b(t)‖∞ × ‖u(t)‖p per p <∞
Da quest’ultima stima segue, per p <∞:
‖u(t)‖p ≤ exp
(∫ t
0
‖div b(s)‖∞ds
)
× ‖u(0)‖p
Fissiamo ora ρ ∈ C∞c (Rn) tale che
∫
Rn ρdx = 1, e definiamo ρε(x) =
1
εnρ(
x
ε ).
Definiamo inoltre uε0 = u0 ∗ ρε e bε = (b ∗ ρε)Φε dove Φ ∈ C∞c (Rn), Φ(x) = 1
per |x| ≤ 1, e Φε(x) = Φ(εx). Si verifica che bε e uε0 soddisfano le ipotesi
del teorema 1.0.1. Denotiamo allora con uε l’unica soluzione dell’equazione
del trasporto uεt + b
ε · ∇uε = 0 con condizione iniziale uε0. In particolare
abbiamo che ‖uε‖L∞(0,T ;Lp(Rn)) ≤ C‖u0‖p, con C costante indipendente da
ε. Allora per p ∈ (1,∞), estraendo un’opportuna successione εn → 0, si
ha che uεn converge a una qualche u nella topologia debole, e per p = ∞
converge nella topologia debole ∗. Inoltre e` immediato verificare che bε → b
in L1(0, T ;Lqloc(R
n;Rn)), e div bε → div b in L1(0, T ;Lqloc(Rn)). Quindi per
p > 1 u e` soluzione dell’equazione del trasporto, e l’esistenza e` dimostrata.
Dimostriamo adesso l’esistenza nel caso p = 1. Indichiamo con uεn la
soluzione dell’equazione (uεn)t+ b
ε ·∇uεn = 0 con condizione iniziale un0 , dove
un0 ∈ C∞c (Rn) e un0 → u0 in L1(Rn). Allora dalle stime precedenti si ha
‖uεn‖L∞(0,T ;Lp(Rn)) ≤ C‖un0‖p ∀p ≥ 1 (1.3)
‖uεm − uεn‖L∞(0,T ;L1(Rn)) ≤ C‖um0 − un0‖1 (1.4)
Grazie alla stima (1.3), ripetendo gli argomenti della prima parte della
dimostrazione, fissato n ∈ N, ed estraendo un’opportuna sottosuccessione
εm → 0, si ha limm→∞ uεmn = un nello spazio L∞(0, T ;Lp(Rn)) con la to-
pologia debole (per ogni p > 1); inoltre un e` soluzione dell’equazione del
trasporto (un)t + b · ∇un = 0 con dato iniziale un0 , e vale la stima
‖un‖L∞(0,T ;Lp(Rn)) ≤ C‖un0‖p ∀p > 1 (1.5)
E’ facile osservare che se vale la stima (1.5) per p > 1, allora la stessa stima
deve valere anche per p = 1 (questo deriva dal fatto che se f ∈ Lp con
‖f‖p ≤ C ∀p ∈ (1,∞), allora f ∈ L1 e ‖f‖1 = limp→1 ‖f‖p). Grazie a
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questa osservazione ed alla stima (1.4) possiamo andare al limite per ε→ 0
ed ottenere
‖um − un‖L∞(0,T ;L1(Rn)) ≤ C‖um0 − un0‖1
Dunque la successione (un)n∈N e` di Cauchy in L∞(0, T ;L1(Rn)) e dunque
converge ad una qualche u soluzione dell’equazione del trasporto.
Remark 1.1.3. Le uniche ipotesi che si sono utilizzate per dimostrare l’e-
sistenza di una soluzione dell’equazione del trasporto sono, per p < ∞,
b ∈ L1(0, T ;Lqloc(Rn;Rn)) e div b ∈ L1(0, T ;L∞(Rn)), e per p =∞, b,div b ∈
L1(0, T ;L1loc(Rn)) . Tuttavia poiche´ le ipotesi 1.1.1 sono necessarie per di-
mostrare l’unicita` (almeno seguendo l’approccio di DiPerna-Lions), per sem-
plicita` si e` preferito enunciare anche il risultato di esistenza sotto tali ipotesi.
Inoltre con la stessa dimostrazione e` possibile dimostrare l’esistenza anche
per un’equazione piu` generale:
∂u
∂t
+ b · ∇u+ cu = f
con le stesse ipotesi su b e sul dato iniziale u0, e assumendo inoltre f ∈
L1(0, T ;Lp(Rn)) e c ∈ L1(0, T ;L∞(Rn)).
Remark 1.1.4. Osserviamo che se b ∈ L1(0, T ;L∞loc(Rn;Rn)), allora ∀q ∈
[1,∞] b ∈ L1(0, T ;Lqloc(Rn;Rn)). Se inoltre si ha div b ∈ L1(0, T ;L∞(Rn)), e
u0 ∈ ∩p∈[1,∞]Lp(Rn), allora esiste una soluzione dell’equazione del trasporto
u ∈ ∩p∈[1,∞]L∞(0, T ;Lp(Rn)).
Prima di dimostrare l’unicita` della soluzione dell’equazione del trasporto,
premettiamo un lemma che ha un ruolo fondamentale nella dimostrazione
dell’unicita`.
Lemma 1.1.5. Siano b e u0 tali che le ipotesi 1.1.1 siano soddisfatte, e
sia u una soluzione dell’equazione (1.1). Sia inoltre ρ ∈ C∞c (Rn) tale che∫
Rn ρdx = 1, e sia ρε(x) =
1
εnρ(
x
ε ). Definiamo u
ε := u ∗ ρε. Allora uε e`
soluzione dell’equazione
∂uε
∂t
+ b · ∇uε = Rε
con Rε → 0 in L1(0, T ;L1loc(Rn)) per ε→ 0.
Dimostrazione. Poiche´ u e` soluzione dell’equazione (1.1), si ha la seguente
identita`, da intendersi in senso distribuzionale:
∂uε
∂t
+ b · ∇uε = b · (∇u ∗ ρε)− (b · ∇u) ∗ ρε := Rε
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Mostriamo adesso che per q.o. t ∈ (0, T ), si ha Rε(t) → 0 in L1loc(Rn).
Ricordando che, per q.o. t ∈ [0, T ], si ha u(t) ∈ Lp(Rn) e b ∈ W 1,q(Rn),
abbiamo:
(bt · ∇ut) ∗ ρε − bt · (∇ut ∗ ρε)
=
∫
ut(y) [(bt(y)− bt(x)) · ∇ρε(x− y)] dy − (ut div bt) ∗ ρε
(1.6)
L’ultimo addendo converge a ut div bt in L1loc(Rn) quando ε→ 0, ed inoltre,
∀R > 0, vale la stima
‖(ut div bt) ∗ ρε‖L1(BR) ≤ ‖(ut div bt)‖L1(BR+Cε)
≤ ‖ut‖Lp(BR+Cε)‖div bt‖Lq(BR+Cε) (1.7)
dove C e` una costante dipendente solamente da ρ. Stimiamo adesso il primo
termine del membro di destra dell’equazione (1.6):∥∥∥∥∫ ut(y) [(bt(y)− bt(x)) · ∇ρε(x− y)] dy∥∥∥∥
L1(BR)
≤ C‖ut‖Lp(BR+Cε) ×
(∫
BR
dx
∫
|x−y|≤Cε
[ |bt(y)− bt(x)|
ε
]q
dy
) 1
q
≤ C‖ut‖Lp(BR+Cε)‖∇bt‖Lq(BR+Cε)
(1.8)
Grazie a questa stima, e alla densita` delle funzioni C∞ in Lp(Rn) e in W 1,qloc
per p, q ∈ (1 +∞), e` sufficiente mostrare che si ha:∫
ut(y) [(bt(y)− bt(x)) · ∇ρε(x− y)] dy → ut div bt in L1loc(Rn) (1.9)
per ut e bt regolari. Ma questo si verifica osservando che per ut e bt regolari,
puntualmente
∫
ut(y) [(bt(y)− bt(x)) · ∇ρε(x− y)] dy converge a:
−ut(x)
n∑
i,j=1
∂
∂xi
bjt (x) ·
∫
zi
∂
∂zj
ρ(z)dz = u(x) div bt(x)
Nel caso p =∞ e q = 1 si puo` sfruttare la densita` delle funzioni C∞ inW 1,1loc ,
e possiamo quindi supporre bt regolare. Osserviamo che, per ogni x ∈ Rn, e
per bt regolare vale:∫
bt(x+ εz)− bt(x)
ε
· ∇ρ(−z)→ div bt(x) (1.10)
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Allora, dalla definizione di Rε(t), abbiamo che:∣∣∣∣∫ ∫ ut(y) [(bt(y)− bt(x)) · ∇ρε(x− y)]− [(ut div bt) ∗ ρε] (x)dydx∣∣∣∣
=
∣∣∣∣∫ ut(x+ εz) [bt(x+ εz)− bt(x)ε · ∇ρ(−z)− div bt(x+ εz)ρ(−z)
]
dzdx
∣∣∣∣
Sfruttando la regolarita` di bt e la relazione (1.10) otteniamo che anche in
questo caso Rε(t) → 0 in L1loc(Rn). Infine nel caso p = 1 e q = ∞, per
densita` possiamo assumere u regolare, ed inoltre abbiamo b ∈ W 1,∞. Con
un cambio di variabile nell’espressione (1.9) ci riconduciamo a dimostrare
che la quantita`:∫
BR
∫
supp ρ
∣∣∣∣ut(x+ εz) [bt(x+ εz)− bt(x)ε · ∇ρ(−z)
]
− ut(x) div bt(x)dzdx
∣∣∣∣
converge a 0 quando ε→ 0. Questo fatto segue dal teorema di convergenza
dominata, perche´ u(x+ εz)→ u(x) per la regolarita` di u, e perche´
bt(x+ εz)− bt(x)
ε
· ∇ρ(−z) =
[
Dbt(z) ∗
(
1[−ε,0]
ε
)]
(x) · ∇ρ(−z)
converge, per q.o. (x, z), a div bt(x).
Dunque per q.o. t e ∀R > 0 abbiamo Rε(t)→ 0 in L1loc(Rn), ed inoltre
‖Rε(t)‖L1(BR) ≤ C‖ut‖Lp(BR+Cε)‖div bt‖Lq(BR+Cε)
e dunque possiamo applicare il teorema di convergenza dominata con la
maggiorazione
‖Rε(t)‖L1(BR) ≤ C‖u‖L∞(0,T ;Lp(Rn))‖b(t)‖W 1,q(BR+Cε) ∈ L1(0, T )
che ci permette di concludere che Rε → 0 in L1(0, T ;L1loc(Rn))
Possiamo adesso dimostrare l’unicita` della soluzione dell’equazione del
trasporto sotto le ipotesi precedenti:
Teorema 1.1.6. Siano u0 e b tali che le ipotesi 1.1.1 siano soddisfatte.
Allora esiste un’unica soluzione u ∈ L∞(0, T ;Lp(Rn)) dell’equazione
∂u
∂t
(t, x) + b(t, x) · ∇u(t, x) = 0
con dato iniziale u0.
Dimostrazione. Grazie alla linearita` dell’equazione del trasporto, e` sufficien-
te dimostrare l’unicita` quando u0 ≡ 0. Dimostriamo per prima cosa il risul-
tato per p <∞. Indichiamo con u una soluzione dell’equazione del trasporto
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con dato iniziale u0 ≡ 0. Definiamo, come nel lemma 1.1.5, uε := u ∗ ρε.
Grazie al lemma 1.1.5 abbiamo la seguente identita`:
∂uε
∂t
+ b · ∇uε = Rε → 0 in L1(0, T ;L1loc(Rn))
Allora, prendendo β ∈ C1(R) tale che β′ sia limitata, otteniamo la seguente
identita`, da intendersi sempre in senso distribuzionale:
∂β(uε)
∂t
+ b · ∇β(uε) = Rεβ′(uε)
Poiche´ Rε → 0 in L1(0, T ;L1loc(Rn)) possiamo andare al limite per ε→ 0 ed
ottenere:
∂β(u)
∂t
+ b · ∇β(u) = 0 (1.11)
Consideriamo adesso delle funzioni cut-off φR(x) = φ( xR) con φ ∈ C∞c (Rn),
φ ≡ 1 su B1 e suppφ ⊂ B2. Moltiplicando l’identita` (1.11) per φR otteniamo
d
dt
∫
β(u(t))φRdx =
∫
div b(t)β(u(t))φRdx+
∫
β(u(t))(b(t) · ∇φR)dx
(1.12)
Fissiamo adesso M > 0, e sia (βn)n∈N una successione di funzioni di classe
C1 convergenti uniformemente a β(t) := (|t| ∧M)p. Poiche´ l’identita` (1.12)
vale per ogni βn, andando al limite per n →∞, si ha che tale identita` vale
anche per β nonostante quest’ultima non sia di classe C1. Grazie a questo
argomento, al fatto che div b ∈ L1(0, T ;L∞(Rn)) e alle proprieta` di φR,
possiamo stimare il primo membro dell’identita` (1.12):
d
dt
∫
(|u(t)| ∧M)pφRdx ≤ ‖div b(t)‖∞
∫
(|u(t)| ∧M)pφRdx
+
C
R
∫
R≤|x|≤2R
(|u(t)| ∧M)p|b(t, x)|dx
Sfruttando le ipotesi su b, possiamo decomporre b come b = b1 + b2 con
b1
1+|x| ∈ L1(0, T ;L1(Rn)) e b21+|x| ∈ L1(0, T ;L∞(Rn)). Definendo m(t) :=
‖ b2(t)1+|x|‖∞, si ha la stima
d
dt
∫
(|u(t)| ∧M)pφRdx ≤ ‖div b(t)‖∞
∫
(|u(t)| ∧M)pφRdx
+m(t)
∫
|x|≥R
(|u(t)| ∧M)pφRdx+ CMp
∫
|x|≥R
|b1(t, x)|
1 + |x|
Osserviamo che (|u(t)| ∧ M)p ∈ L∞(0, T ;L1(Rn)) e dunque al limite per
R→∞ otteniamo la stima:
d
dt
∫
(|u(t)| ∧M)pφRdx ≤ ‖div b(t)‖∞
∫
(|u(t)| ∧M)pφRdx
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che ci permette di concludere |u| ∧M ≡ 0, e dunque |u| ≡ 0.
Resta da mostrare l’unicita` nel caso p = ∞. Anche in questo caso sara`
sufficiente considerare il caso u0 ≡ 0. Sia φ ∈ C∞c (Rn), e consideriamo il
seguente problema: {
∂Φ
∂t + b · ∇Φ+ div bΦ = φ
ΦT ≡ 0 (1.13)
Si osservi che div b ∈ L1(0, T ;L∞(Rn)) e φ ∈ L1(0, T ;Lp(Rn)) per ogni
p ∈ [1,∞], e dunque per il teorema 1.1.2 ed i remark 1.1.3 e 1.1.4 esiste
una soluzione Φ del problema (1.13) appartenente ∀p ∈ [1,∞] allo spazio
L∞(0, T ;Lp(Rn)). Inoltre possiamo osservare che la dimostrazione dell’uni-
cita` nel caso p < ∞ puo` essere generalizzata in modo banale all’equazione
(1.13), e dunque Φ e` l’unica soluzione nello spazio L∞(0, T ;Lp(Rn)) per
p <∞.
Definiamo ora Φε := Φ∗ρε. e ψε := b ·∇(Φ∗ρε)−(b ·∇Φ)∗ρ+(φ∗ρ−φ).
Con queste definizioni, si osserva che Φε soddisfa l’equazione:
∂Φε
∂t
+ b · ∇Φε + div bΦε = φ+ ψε (1.14)
Sia inoltre u una soluzione nello spazio L∞(0, T ;L∞(Rn)) dell’equazione
ut + b · ∇u = 0 con dato iniziale u0 ≡ 0, e sia uε := u ∗ ρε. Con questa
definizione uε risolve l’equazione:
∂uε
∂t
+ b · ∇uε = Rε := b · (∇u ∗ ρε)− (b · ∇u) ∗ ρε (1.15)
Come mostrato nel lemma 1.1.5, si ha Rε → 0 in L1(0, T ;L1loc(Rn)), e con
gli stessi argomenti usati in tale lemma si mostra che anche ψε → 0 in
L1(0, T ;L1loc(Rn)). Moltiplichiamo ora l’equazione (1.15) per ΦεφR, inte-
griamo per parti sostituendo l’equazione (1.14) e, sfruttando il fatto che
uε(0) ≡ 0 e Φε(T ) ≡ 0, troviamo:
−
∫ T
0
∫
Rn
uε(φ+ ψε)φR +RεΦεφRdxdt+
∫ T
0
∫
Rn
uεΦε(b · ∇φR)dxdt = 0
(1.16)
Utilizzando il fatto che ∇φR(x) = 0 per |x| ≥ 2R e per |x| ≤ R, e che inoltre,
per una opportuna costante C, si ha |∇φR(x)| ≤ C1+|x| , possiamo andare al
limite per ε→ 0 nell’equazione (1.16) ed ottenere la stima:∣∣∣∣∫ T
0
∫
Rn
uφdxdt
∣∣∣∣ ≤ C ∫ T
0
∫
R≤|x|≤2R
|u||Φ| |b|
1 + |x|dxdt
Osserviamo che |u| ∈ L∞(0, T ;L∞(Rn)) e |Φ| ∈ L∞(0, T ;L1(Rn)∩L∞(Rn)))
e dunque |uΦ| ∈ L∞(0, T ;L1(Rn) ∩ L∞(Rn))). Inoltre possiamo usare
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la decomposizione b = b1 + b2 con
|b1|
1+|x| ∈ L1(0, T ;L1(Rn)) e |b2|1+|x| ∈
L1(0, T ;L∞(Rn)). Grazie a queste osservazioni troviamo la stima∣∣∣∣∫ T
0
∫
Rn
uφdxdt
∣∣∣∣ ≤ C ∫ T
0
‖u(t)Φ(t)‖∞
∥∥∥∥ |b1(t)|1 + |x|1R≤|x|≤2R
∥∥∥∥
1
dt
+ C
∫ T
0
‖u(t)Φ(t)1R≤|x|≤2R‖1
∥∥∥∥ |b2(t)|1 + |x|
∥∥∥∥
∞
dt
Entrambi gli integrandi convergono a 0 q.o. quando R→∞, ed inoltre sono
dominati da funzioni integrabili, il primo perche´ |uΦ| ∈ L∞(0, T ;L∞(Rn))
e |b1(t)|1+|x| ∈ L1(0, T ;L1(Rn))) ed il secondo perche´ |uΦ| ∈ L∞(0, T ;L1(Rn)) e
|b2(t)|
1+|x| ∈ L1(0, T ;L∞(Rn))). Dunque si ha |
∫ T
0
∫
Rn uφdxdt| = 0 ∀φ ∈ C∞c , e
quindi u ≡ 0.
1.2 La generalizzazione alla classe BV di Ambrosio
Le condizioni sulla regolarita` della funzione b sufficienti ad assicurare l’u-
nicita` dalla soluzione dell’equazione del trasporto lineare sono state inde-
bolite da Ambrosio in [1]: ci si restringe al caso p = ∞, e la condizione
bt ∈ W 1,1loc (Rn;Rn) viene indebolita richiedendo solamente bt ∈ BVloc(Rn);
invece la condizione div b ∈ L∞(Rn) rimane inalterata. Nel seguito, se-
guendo [1], verra` dimostrata l’unicita` della soluzione dell’equazione del tra-
sporto sotto tali condizioni, che verranno enunciate piu` dettagliatamente;
premettiamo pero` qualche convenzione sulla notazione.
• Data una misura λ definita sullo spazio misurabile (Rn,B(Rn)) a valori
in Rn×n, definiamo la sua variazione totale, che indicheremo con |λ|,
come:
|λ|(C) = sup
{ ∞∑
i=0
‖λ(Ci)‖
∣∣Ci ∈ B(Rn), Ci ⊂ C, Ci ∩ Cj = ∅ ∀i 6= j}
dove ‖ · ‖ indica la norma di Hilbert-Schmidt.
• Data f : Rn → Rn con f ∈ L1loc(Rn,Rn) diciamo che f ∈ BV (Rn)
se la derivata distribuzionale Df e` rappresentabile come una misura a
valori in Rn×n, e tale misura ha variazione totale finita. Se tale misura
a valori in Rn×n ha variazione totale finita sui compatti, allora diciamo
che f ∈ BVloc(Rn).
• Data f : Rn → Rn, se f ∈ BV (Rn), indicheremo con D · f la misura
reale definita da (D·f)(A) = Tr(Df(A)) ∀A ∈ B(Rn). Diremo cheD·f
e` rappresentabile come div f ∈ L∞(Rn), se esiste g ∈ L∞(Rn) tale che
le misure D · f(dx) e g(x)dx coincidano, cioe` tale che, ∀ϕ ∈ C∞c (Rn)
si abbia
∫ ∇ϕ · fdx = ∫ ϕD · f(dx) = ∫ ϕgdx.
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• Se f ∈ BV (Rn), scriveremo Df = Daf + Dsf dove |Daf | e` asso-
lutamente continua rispetto alla misura di Lebesgue (e scriveremo
f  Ld), e |Dsf | e` ortogonale alla misura di Lebesgue; spesso use-
remo la decomposizione polare Dsu =M |Dsu|, ed inoltre indicheremo
con ∇f = (∂fj∂xi ) ∈ Rn×n la parte assolutamente continua rispetto al-
la misura di Lebesgue della derivata distribuzionale, cioe` useremo la
notazione ∇f := Daf .
• Data f : (0, T ) × Rn → Rn tale che ft(x) := f(t, x) ∈ BVloc(Rn) per
q.o. t ∈ (0, T ), indicheremo con |Dsb| la misura, definita su (0, T )×Rn,
e a valori in Rn×n, tale che∫
(0,T )×Rn
φ(t, x)|Dsb|(dxdt) =
∫ T
0
∫
Rn
φ(t, x)|Dsbt|(dx)dt
∀φ ∈ C∞c ((0, T )× Rn). Allo stesso modo definiamo la misura, assolu-
tamente continua rispetto alla misura di Lebesgue n+ 1 dimensionale
|Dab|.
Le ipotesi che assumeremo nel seguito sono le seguenti:
Ipotesi 1.2.1. La funzione b : (0, T ) × Rn → Rn soddisfa le seguenti
condizioni:
1. bt(·) := b(t, ·) ∈ BVloc(Rn) per q.o. t ∈ (0, T )
2. ∀R > 0 e ∀I intervallo tale che I ⊂ (0, T )∫
I×BR
|bt(x)|dxdt+
∫
I
|Dbt|(BR)dt < +∞
3. Per q.o. t ∈ (0, T ), la misura reale D · bt e` rappresentabile come
div bt ∈ L∞loc(Rn), ed inoltre ∀R > 0∫ T
0
‖div bt‖L∞(BR)dt < +∞
La dimostrazione dell’unicita` della soluzione dell’equazione del traspor-
to sotto queste ipotesi, sensibilmente piu` deboli di quelle contenute in [7],
differisce in un punto cruciale: la scelta della funzione ρ con cui regolariz-
zare una soluzione u viene operata in modo da poter raffinare le stime sul
commutatore Rε. Alla base di quest’idea vi e` il teorema del rango uno di
Alberti, che non dimostreremo:
Teorema 1.2.2. Sia u ∈ BV (Rn;Rn) e sia Dsu = M |Dsu| la decomposi-
zione polare della parte singolare della sua derivata distribuzionale. Allora
M(x) ha rango uno, cioe` M(x) = η(x) ⊗ ξ(x), con |η(x)| = |ξ(x)| = 1, per
|Dsu|-q.o. x ∈ Rn.
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Osserviamo che se b soddisfa le ipotesi 1.2.1, e quindi div bt ∈ L∞loc(Rn),
grazie al teorema 1.2.2 si deve avere, per q.o. t ∈ (0, T ), e per |Dsbt|-q.o.
x ∈ Rn, TrMt(x) = 0. Questo e` equivalente a dire che per q.o. t ∈ (0, T )
e per |Dsbt|-q.o. x ∈ Rn si deve avere ηt(x)⊥ξt(x). Enunciamo ora un
risultato riguardante le funzioni BV che sara` utile nel seguito.
Teorema 1.2.3. Sia b ∈ BVloc(Rn;Rn) e sia z ∈ Rn. Allora l’espressione
b(x+ δz)− b(x)
δ
puo` essere scritta canonicamente come b1δ(z)(x) + b
2
δ(z)(x), dove b
1
δ(z)(·)
converge, per δ ↓ 0, in L1loc(Rn;Rn), a
n∑
i=1
∂b
∂xi
(·)zi
ed inoltre, per ogni compatto K ⊂ Rn, vale la stima
lim sup
δ↓0
∫
K
|b2δ(z)(x)|dx ≤ |z||Dsb|(K)
Dimostrazione. Ponendo biδ(z) = b
i
δ|z|(
z
|z|) possiamo restringerci al caso in
cui |z| = 1. Inoltre, a meno di una rotazione, possiamo considerare solamente
il caso z = en, e scrivere x = (x′, xn) con x′ ∈ Rn−1. Osserviamo ora che
data una misura µ definita su R a valori in Rn, si ha, per ogni compatto
K ⊂ R: ∫
K
∣∣∣∣µ ∗ 1[−δ,0]δ
∣∣∣∣ (t)dt ≤ |µ|(Kδ) (1.17)
dove Kδ indica un δ-intorno di K. Inoltre se µ L1, allora µ ∗ 1[−δ,0]δ con-
verge, in L1loc(R) alla densita` rispetto alla misura di Lebesgue della misura
µ. Allora definendo
b1δ(en)(x
′, xn) :=
(
∂b
∂xn
(x′, ·) ∗ 1[−δ,0]
δ
)
(xn) =
1
δ
∫ xn+δ
xn
∂b
∂xn
(x′, s)ds
abbiamo b1δ(en)(·) → ∂b∂xn (·) in L1loc(Rn;Rn) e, piu` in generale, abbiamo
b1δ(z)(·)→
∑n
i=1
∂b
∂xi
(·)zi in L1loc(Rn;Rn).
Resta da mostrare la seconda parte dell’enunciato. Definiamo
b2δ(en)(x
′, xn) :=
b(x′, xn + δ)− b(x′, xn)
δ
− b1δ(en)(x′, xn)
Useremo la notazione bx′(s) = b(x′, s). Ricordiamo una serie di fatti, validi
per q.o. x′ ∈ Rn−1, che si verificano banalmente a partire dalla definizione
di funzione BV:
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1. bx′ ∈ BVloc(R;Rn)
2. ∇bx′(s) := Dabx′(s) = ∂b∂xn (x′, s) per q.o. s ∈ R.
3. Per ogni δ > 0 si ha bx′(s+ δ)− bx′(s) = Dbx′ [s, s+ δ] per q.o. s ∈ R
4. Vale la disuguaglianza
∫
Rn−1 |Dsbx′ |dx′ ≤ |Dsb|
Grazie a queste proprieta` delle funzioni BV , fissato δ > 0, per q.o. x′ ∈
Rn−1, e per q.o. x′ ∈ R, abbiamo le seguenti identita`:
b(x′, xn + δ)− b(x′, xn)
δ
=
bx′(xn + δ)− bx′(xn)
δ
=
Dbx′([xn, xn + δ])
δ
=
(
∇bx′ ∗
1[−δ,0]
δ
)
(xn) +
(
Dsbx′ ∗
1[−δ,0]
δ
)
(xn)
= b1δ(x
′, xn) +
(
Dsbx′ ∗
1[−δ,0]
δ
)
(xn)
Da queste identita` e dalla disuguaglianza (1.17) otteniamo, per ogni
compatto K ⊂ Rn:∫
K
|b2δ(en)(x′, xn)|dxndx′ ≤
∫
Rn−1
∫
xn:(x′,xn)∈K
∣∣∣∣Dsbx′ ∗ 1[−δ,0]δ
∣∣∣∣ (xn)dxndx′
≤
∫
Rn−1
|Dsbx′ |({xn : (x′, xn) ∈ Kδ})dx′ ≤ |Dsb|(Kδ)
Grazie a quest’ultima disuguaglianza, andando al limite per δ ↓ 0 si ottiene
la seconda parte della tesi.
Passiamo ora a definire due oggetti che risulteranno cruciali nel prossimo
teorema, in cui verra` fornita una stima molto accurata del commutatore Rε.
Definizione 1.2.4. Sia M una matrice n × n, e sia ρ ∈ C∞c (Rn) una
funzione tale che ρ ≥ 0 e ∫ ρ = 1. Definiamo
Λ(M,ρ) :=
∫
Rn
|〈Mz,∇ρ(z)〉| dz
e definiamo inoltre
I(ρ) :=
∫
Rn
|z||∇ρ(z)|dz
Possiamo ora procedere, seguendo [1], nella stima del commutatoreRε :=
(b · ∇u) ∗ ρε − b · ∇(u ∗ ρε). In realta` verranno fornite due stime: prima si
maggiorera` Rε solamente con un termine dipendente da |Dsb|, e poi si mag-
giorera` Rε con la somma di un termine dipendente da |Dab| e di un termine
dipendente da |Dsb| e da ρ. In seguito, dimostreremo, nel lemma 1.2.6 che
si puo` scegliere ρ in modo da rendere quest’ultimo termine arbitrariamente
piccolo.
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Teorema 1.2.5. Supponiamo che b soddisfi le ipotesi 1.2.1 e che u ∈
L∞loc((0, T ) × Rn). Sia ρ ∈ C∞c (Rn) un nucleo di convoluzione pari, non
negativo, e tale che supp ρ ⊂ B1. Definiamo ρε(x) = ε−nρ(xε ), e
Rε := b · ∇(u ∗ ρε)− (b · ∇u) ∗ ρε
Sia Q ⊂ A ⊂⊂ (0, T ) × Rn, con Q compatto ed A aperto, e sia L :=
‖u‖L∞(A). Allora:
lim sup
ε↓0
∫
Q
|Rε|dtdx ≤ LI(ρ)|Dsb|(Q) (1.18)
ed inoltre
lim sup
ε↓0
∫
Q
|Rε|dtdx ≤ L
∫
Q
Λ(Mt(x), ρ)d|Dbs|(t, x) + L(n+ I(ρ))|Dab|(Q)
(1.19)
Dimostrazione. Sia τ := dist(Q, ∂A). Per (t, x) ∈ Q, e ε < τ , possiamo
scrivere Rε come:
Rε(t, x) = (u div b) ∗ ρε(t, x)−
∫
Rn
u(t, y)[(bt(y)− bt(x)) · ∇ρε(x− y)]dy
(1.20)
Tramite un cambio di variabili otteniamo:
Rε(t, x) =−
∫
Rn
u(t, x− εz)
[
bt(x− εz)− bt(x)
ε
· ∇ρε(z)
]
dz
+ (u div b) ∗ ρε(t, x)
(1.21)
Applichiamo adesso il teorema 1.2.3 per decomporre il termine 1ε (bt(x−εz)−
bt(x)) = (bt)1ε(−z) + (bt)2ε(−z) ed otteniamo
lim sup
ε↓0
∫
Q
|Rε|dtdx ≤ lim sup
ε↓0
L ·
∫
Rn
|∇ρ(z)|
(∫
Q
|(bt)2ε(−z)(x)|dtdx
)
dz+
lim sup
ε↓0
∫
Q
∣∣∣∣∫
Rn
u(t, x− εz)(bt)1ε(−z)(x) · ∇ρε(z)dz − u(t, x) div bt(x)
∣∣∣∣ dtdx
Il primo addendo lo possiamo maggiorare con LI(ρ)|Dsb|(Q); il secondo
addendo invece e` 0, poiche´, per q.o. t ∈ (0, T ),
u(t, x− εz)(bt)1ε(−z)(x)→ u(t, x)∇bt(x)(−z) in L1loc(Rn × Rn)
ed inoltre vale l’identita`∫
Q
∣∣∣∣∣∣u(t, x)
∫
Rn
n∑
i,j=1
∂bjt
∂xi
(x)zi
∂ρ
∂zj
(z)dz + div bt(x)
∣∣∣∣∣∣ dtdx = 0
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Mostriamo adesso la seconda parte dell’enunciato. Riprendendo l’identita`
(1.21), si ha:
‖Rε‖L1(Q) ≤ L
∫
Rn
∫
Q
∣∣∣∣bt(x− εz)− bt(x)ε · ∇ρ(z)
∣∣∣∣ dxdtdz + L‖div b‖L1(Qε)
L’ultimo termine si stima facilmente, poiche´ lim supε↓0 L‖div b‖L1(Qε) ≤
Ln|Dab|(Q).
Consideriamo adesso, per ogni z ∈ Rn, la funzione vt,z := bt · ∇ρ(z).
Ovviamente per q.o. t ∈ (0, T ) si ha vt,z ∈ BVloc(Rn;R), e la sua derivata
distribuzionale e` data da:
Divt,z =
n∑
j=1
∂bj
∂xi
∂ρ
∂zj
(z) + (Mt)ij
∂ρ
∂zj
(z)|Dsbt|
Applicando la stima (1.17) otteniamo:
L
∫
Rn
∫
Q
∣∣∣∣bt(x− εz)− bt(x)ε · ∇ρ(z)
∣∣∣∣ dxdtdz
≤ L
∫
Rn
∫ T
0
∣∣∣∣∣
n∑
i=1
ziDivt,z
∣∣∣∣∣ ({x : (t, x) ∈ Q})dtdz
≤ L
∫
Rn
∫
Q
|∇bt||z||∇ρ(z)|dtdx+ L
∫
Rn
∫
Q
|〈Mt(x)(z),∇ρ(z)〉|d|Dsb|(t, x)
≤ LI(ρ)|Dab|(Q) + L
∫
Q
Λ(Mt(x), ρ)d|Dsb|(t, x)
e dunque anche la disuguaglianza (5.9) e` dimostrata.
Possiamo ora enunciare un lemma che ci permette di scegliere il nucleo
di convoluzione ρ in modo da rendere il termine Λ(Mt(x), ρ) arbitrariamente
piccolo.
Lemma 1.2.6. Dati ξ, η ∈ Sn−1 tali che ξ ⊥ η, e dato ε > 0, possiamo
trovare un nucleo di convoluzione ρ ∈ C∞c (B1) pari e non negativo tale che∫
Rn
|〈z, ξ〉||〈∇ρ(z), η〉|dz < ε
In particolare Λ(η ⊗ ξ, ρ) < ε.
Dimostrazione. Dimostriamo innanzitutto il risultato nel caso n = 2.
A meno di una rotazione, possiamo supporre che i vettori (ξ, η), siano la
base canonica in R2. Consideriamo il rettangolo Rε := [− ε2 ,− ε2 ] × [−12 , 12 ],
e definiamo il nucleo di convoluzione ρε = 1ε1Rε . Consideriamo inoltre un
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nucleo di convoluzione hδ ∈ C∞c (Rn) pari, che servira` per regolarizzare il
nucleo ρε. Osserviamo che, quando δ → 0, si ha, ∀φ ∈ C(R2):∫
R2
∂(ρε ∗ hδ)
∂z2
(z1, z2)φ(z1, z2)dz1dz2 → 1
ε
[∫ ε
2
− ε
2
φ
(
−1
2
, z
)
− φ
(
1
2
, z
)
dz
]
In particolare, si ha:
lim
δ↓0
∫
R2
|z1|
∣∣∣∣∂(ρε ∗ hδ)∂z2
∣∣∣∣ dz1dz2 = 2ε
∫ ε
2
− ε
2
|z1|dz1 = 2
ε
e quindi, scegliendo ρ := ρε ∗hδ, con δ sufficientemente piccolo, e osservando
che |〈z, ξ〉| = |z1|, e |〈∇ρ(z), η〉| =
∣∣∣∂(ρε∗hδ)∂z2 ∣∣∣, la tesi e` verificata.
Nel caso n > 2 e` sufficiente moltiplicare il nucleo di convoluzione 2-
dimensionale per un nucleo (indipendente da ε), dipendente da n−2 variabili
ortogonali sia a η che a ξ, e a supporto contenuto in B 1
2
,
Possiamo ora definire il concetto di soluzione rinormalizzata: dimostrere-
mo poi, sotto le ipotesi 1.2.1, che ogni soluzione e` una soluzione rinormaliz-
zata, e grazie a questo fatto potremo arrivare a dimostrare l’unicita`. Questo
schema dimostrativo, che e` quello contenuto in [1], non e` molto diverso da
quello seguito in [7], eccetto per le stime diverse, e piu` fini, sul commutatore
Rε.
Definizione 1.2.7. Si supponga che b soddisfi le ipotesi 1.2.1, e che u ∈
L∞loc((0, T )× Rn) sia soluzione, in senso debole, dell’equazione:
∂u
∂t
+ b · ∇u = 0 (1.22)
Allora diciamo che u e` una soluzione rinormalizzata se
∂β(u)
∂t
+ b · ∇(β(u)) = 0 (1.23)
per ogni funzione β ∈ C1(R).
Teorema 1.2.8. Si supponga che b soddisfi le ipotesi 1.2.1, e si supponga
che u ∈ L∞loc((0, T )×Rn) soddisfi l’equazione (1.22). Allora u e` una soluzione
rinormalizzata.
Dimostrazione. Dobbiamo dimostrare che l’equazione (1.23) e` soddisfatta
∀β ∈ C1(R), e dunque e` sufficiente dimostrare che tale equazione e` soddisfat-
ta in un aperto A ⊂⊂ (0, T )× Rn fissato. Definiamo ε0 = dist(A, ∂(0, T )×
Rn), e definiamo inoltre L come la norma L∞ di u nel ε02 -intorno di A.
Step 1
In questo step mostreremo che ∂β(u)/∂t+ b · ∇(β(u)) e` una misura con se-
gno, di variazione totale finita su A. Fissiamo un nucleo di convoluzione pari
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ρ tale che supp ρ ⊂ B1, e definiamo il commutatore Rε come nel teorema
1.2.5. Nel seguito assumeremo sempre ε < ε0, condizione che ci garantisce
che Rε : A→ R e` ben definita. Osserviamo che
∂(u ∗ ρε)
∂t
=
∂u
∂t
∗ ρε = −b · ∇(u ∗ ρε) +Rε
e che l’ultimo membro appartiene allo spazio L1(A). Da questa osservazione
discende che u∗ρε ∈W 1,1(A), e quindi possiamo applicare la normale regola
della catena per le funzioni composte. Vale dunque la seguente identita`:
∂β(u ∗ ρε)
∂t
+ b · ∇(β(u ∗ ρε))
=β
′
(u ∗ ρε)
[
∂u ∗ ρε
∂t
+ b · ∇(u ∗ ρε)
]
=β
′
(u ∗ ρε)
[
∂u
∂t
∗ ρε + (b · ∇u) ∗ ρε +Rε
]
=β
′
(u ∗ ρε)Rε
Osserviamo che
∂β(u ∗ ρε)
∂t
+ b · ∇(β(u ∗ ρε))→ ∂β(u)
∂t
+ b · ∇(β(u))
nel senso delle distribuzioni, ed inoltre b
′
(w∗ρε) e` uniformemente limitato in
L∞(A) eRε e` uniformemente limitato in L1(A). Grazie a queste osservazioni
otteniamo che
σ :=
∂β(u)
∂t
+ b · ∇(β(u))
e` una misura con segno, con variazione totale limitata in A.
Step 2
In questo step mostreremo che σ e` una misura singolare rispetto alla misura
di Lebesgue n + 1-dimensionale. Infatti, dato un aperto A
′ ⊂ A, e data
φ ∈ C∞c (Rn+1) tale che ‖φ‖∞ ≤ 1 e Q := suppφ ⊂ A
′
, si ha:
|〈σ, φ〉| = lim
ε↓0
〈
∂β(u ∗ ρε)
∂t
+ b · ∇(β(u ∗ ρε)), φ
〉
≤ sup
BL
|β′ | lim sup
ε↓0
∫
Q
|Rε|dtdx ≤ L sup
BL
|β′I(ρ)|Dsb|(A′)
(1.24)
grazie alla prima parte dell’enunciato del teorema 1.2.5. Dunque σ e` una
misura singolare rispetto alla misura di Lebesgue n+ 1-dimensionale.
Step 3
In quest’ultimo step mostriamo che la misura σ e` identicamente nulla su A,
e dunque che ∂β(u)∂t + b · ∇(β(u)) = 0 su A. Grazie alla natura locale del
teorema questo e` sufficiente per concludere.
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Fissiamo come nello step precedente un aperto A
′ ⊂ A, e φ ∈ C∞c (Rn+1)
tale che ‖φ‖∞ ≤ 1 e Q := suppφ ⊂ A′ . In analogia con quanto fatto per
ricavare la disuguaglianza (1.24), applicando la seconda parte dell’enunciato
del teorema 1.2.5 si ricava:
|〈σ, φ〉| ≤ L sup
BL
|β′ |
∫
A
Λ(Mt, ρ)d|Dbs|+L sup
BL
|β′ |(n+I(ρ))|Dab|(A) (1.25)
Grazie allo step 2 sappiamo che σ e` singolare rispetto alla misura di Lebesgue
n+ 1-dimensionale, mentre sappiamo che |Dab|  Ln+1. Dunque possiamo
ignorare il termine assolutamente continuo della disuguaglianza (1.25), e
quindi nell’aperto A si ha:
|σ| ≤ L′Λ(Mt, ρ)|Dsb|
dove si e` posto L
′
:= L supBL |β
′ |. Questa stima e` indipendente dalla scelta
del nucleo ρ, e quindi puo` essere ulteriormente raffinata. A questo fine
indichiamo con g la densita` della misura |σ| rispetto alla misura |Dsb|, che
esiste per il teorema di Radon-Nikodym. Si ha, g ≤ L′Λ(Mt, ρ) |Dsb|-q.o.,
per ogni nucleo di convoluzione ρ pari, non negativo e a supporto compatto.
Consideriamo ora un insieme D ⊂ C∞c (B1) numerabile e denso rispetto alla
norma di W 1,1(B1) nell’insieme:
R :=
{
ρ ∈W 1,1(B1) : ρ ≥ 0, ρ(x) = ρ(−x)∀x ∈ Rn,
∫
ρ = 1
}
Poiche´ D e` numerabile si ha g ≤ L′ infρ∈D Λ(Mt, ρ) |Dsb|-q.o. Poiche´ D e`
denso questa disuguaglianza si puo` raffinare scrivendo
g(t, x) ≤ L′ inf
ρ∈R
Λ(Mt, ρ)
per |Dsb|-q.o. (t, x) ∈ A. Grazie al teorema 1.2.2 sappiamo che Mt ha
rango uno, e dunque possiamo applicare il lemma 1.2.6 ed ottenere g = 0
per |Dsb|-q.o., e dunque |σ| = 0.
Possiamo finalmente dimostrare l’unicita` della soluzione dell’equazio-
ne del trasporto lineare sotto le ipotesi 1.2.1. Ricordiamo che data u ∈
L∞loc((0, T ) × Rn), u si dice soluzione dell’equazione del trasporto se, ∀ϕ ∈
C∞c ((0, T )× Rn) si ha:∫
(0,T )×Rn
u
∂ϕ
∂t
dtdx+
∫
(0,T )×Rn
uϕ div bdtdx+
∫
(0,T )×Rn
ub · ∇ϕdtdx = 0
(1.26)
Si osservi che tutti gli integrali sono ben definiti grazie alle ipotesi su b e al
fatto che u ∈ L∞loc((0, T )× Rn).
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Il risultato di unicita` della soluzione dell’equazione del trasporto sara` dimo-
strato in una classe piu` ristretta della classe L∞loc((0, T )× Rn): supporremo
infatti u ∈ L∞((0, T )× Rn), ed inoltre supporremo che, per qualche R > 0,
u(t, x) = 0 per q.o. x ∈ Rn \BR. Sotto queste ipotesi su b ed u, dall’identita`
(1.26) si ricava la seguente identita`, valida ∀ϕ ∈ C∞c (Rn), da intendersi in
senso distribuzionale su (0, T ):
d
dt
∫
Rn
utϕdx =
∫
Rn
utϕ div btdx+
∫
Rn
utbt · ∇ϕdx (1.27)
Da questa identita` segue che ∀ϕ ∈ C∞c (Rn) la mappa t→
∫
utϕdx appartie-
ne allo spazio W 1,1((0, T )). In particolare esiste, ed e` unico, u0 ∈ L∞(Rn),
tale che ∀ϕ ∈ C∞c (Rn)
lim
t↓0
∫
Rn
utϕdx =
∫
Rn
u0ϕdx (1.28)
Ovviamente u0, essendo limite di ut, e` q.o. nullo su Rn \BR. Quando si dira`
che u e` soluzione dell’equazione del trasporto con dato iniziale u(0) = u0,
con u0 ∈ L∞(BR), si richiedera` che sia soddisfatta la relazione (1.28), oltre
all’identita` (1.26).
Inoltre dall’identita` (1.27) e dal fatto che C∞c (Rn) e` denso in L1(Rn) segue
che la mappa t→ ut e` continua nello spazio L∞(BR) munito della topologia
w∗. Infine osserviamo che possiamo estendere b ed u a tempi negativi po-
nendo bt = 0 e ut = u0 per t < 0. In questo modo le identita` (1.26) e (1.27)
sono valide su (−∞, T ).
Enunciamo ora il teorema di unicita` dell’equazione del trasporto lineare.
Teorema 1.2.9. Sia b tale che le ipotesi 1.2.1 siano soddisfatte, e siano
ui ∈ L∞((0, T )×Rn), per i = 1, 2, tali che ui = 0 q.o. in (0, T )× (Rn \BR)
per qualche R > 0. Si supponga infine che ui siano soluzioni dell’equazione
(1.26) con dato iniziale ui0. Allora u
1
0 ≤ u20 implica u1t ≤ u2t ∀t ∈ (0, T ).
Dimostrazione. Definiamo, per t < 0, bt = 0 e uit = u
i
0 in modo che u
i siano
soluzioni dell’equazione del trasporto su (−∞, T )× Rn.
Sia β(t) =
√
1 + (t+)2 − 1 ∈ C1(R). Applichiamo il teorema 1.2.8 con
ut = u1t − u2t ed otteniamo:
∂β(ut)
∂t
+ bt · ∇(β(ut)) = 0 in (−∞, T )× Rn
Osserviamo ora che vale la disuguaglianza 0 ≤ sβ′(s) ≤ 2β(s), e dunque,
sfruttando la condizione ui = 0 q.o. in (0, T ) × (Rn \ BR), otteniamo la
disuguaglianza:
d
dt
∫
Rn
β(ut)dx =
∫
Rn
div btβ(ut)dx ≤ ‖div bt‖∞(BR)
∫
Rn
β(ut)dx
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da intendersi in senso distribuzionale su (−∞, T ). Poiche´, per t < 0, si
ha β(ut) = 0, possiamo applicare il lemma di Gronwall ed ottenere che
β(wt) = 0 ∀t ∈ (−∞, T ), e dunque wt = 0 ∀t ∈ (−∞, T ).
Remark 1.2.10. In [1], cos`ı come in [7], non si considera solamente il caso
dell’equazione del trasporto omogenea:
∂u
∂t
+ b · ∇u = 0
ma si considera il caso piu` generale:
∂u
∂t
+ b · ∇u = cu
sotto l’ulteriore ipotesi
∫ T
0 ‖ct‖∞(BR)dt < +∞ ∀R > 0. Tuttavia questa
generalizzazione non presenta particolari difficolta`, e dunque si e` preferito
enunciare tutti i risultati solamente per l’equazione omogenea.
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Capitolo 2
L’equazione del trasporto
stocastica
Come si e` visto nel capitolo precedente l’equazione del trasporto
∂tu+ b · ∇u = 0
puo` essere risolta in vari spazi, e sotto condizioni di regolarita` sulla funzione
b piuttosto deboli. Tuttavia il problema dell’unicita` della soluzione sotto
condizioni ancora piu` deboli, presenta delle difficolta` difficilmente superabi-
li: ad esempio se si rimuove la condizione div bt ∈ L∞(Rn) si possono fare
vari esempi, anche in dimensione uno, di funzioni b ∈W 1,1loc , o b ∈ BVloc, tali
che l’equazione del trasporto ha infinite soluzioni.
Lo scopo di questo capitolo sara` quello di mostrare, seguendo l’articolo [8] di
F. Flandoli, M. Gubinelli ed E. Priola, che l’equazione del trasporto, pertur-
bata con un disturbo stocastico, e` ben posta sotto condizioni sulla funzione
b che non garantiscono l’unicita` nel caso deterministico. La dimostrazione
di questo risultato, contenuta in [8], e` un primo esempio di un’equazione
alle derivate parziali che non ammette unicita`, ma che, se opportunamente
perturbata, diventa ben posta.
Come si e` visto nel capitolo precedente l’equazione del trasporto e` stretta-
mente collegata all’equazione differenziale ordinaria x˙(t) = b(t, x(t)), o, piu`
precisamente, al problema dell’esistenza e unicita` di un flusso di soluzioni
di tale equazione differenziale. Questa e` la vera causa dei benefici che si
hanno nell’introdurre un disturbo stocastico. Infatti, nel caso stocastico,
l’equazione differenziale stocastica
Xs,xt = x+
∫ t
s
b(r,Xs,xr )dr +Wt −Ws (2.1)
ammette un flusso sotto condizioni molto piu` deboli della lipschitzianita`, che
e` la condizione richiesta nel caso deterministico. Proprio l’esistenza e unicita`
di un flusso stocastico permette di dimostrare l’unicita` dell’equazione del
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trasporto stocastica. Nel caso deterministico invece, sia in [7] che in [1], si e`
cercato prima di dimostrare esistenza e unicita` dell’equazione del trasporto,
e poi di applicare questo risultato all’unicita` del flusso, definito in un qualche
senso debole.
2.1 Il flusso stocastico
In questa sezione verra` mostrato un risultato, contenuto in [8], di esistenza
e stabilita` del flusso stocastico, sotto ipotesi di Ho¨lderianita` della funzione
b. Questo risultato sara` poi utilizzato nelle sezioni successive per dimostrare
i risultati di esistenza e unicita` della soluzione dell’equazione del trasporto
stocastica.
Iniziamo ad introdurre alcune notazioni che verranno usate in tutto il capi-
tolo:
• Data una mappa f ∈ C1(Rn;Rn), indichiamo con Jf(x) := det[Df(x)]
il determinante della matrice Jacobiana; se f ∈ C1((0, T ) × Rn;Rn)
useremo spesso le notazioni ft(x) := f(t, x) e Jtf(x) := det[Dft(x)].
• Dato α ∈ (0, 1), definiamo lo spazio Ck+αb (Rn;Rm) come lo spazio delle
funzioni f boreliane tali che
‖f‖Ck+αb (Rn;Rm) :=
k∑
i=0
‖Dif‖∞ + sup
x 6=y∈Rn
|Dkf(x)−Dkf(y)|
|x− y|α < +∞
Si osservi che Ck+αb (R
n;Rm) e` uno spazio di Banach rispetto alla
norma ‖ · ‖Ck+αb (Rn;Rm).
• Dato α ∈ (0, 1) e k ∈ N, definiamo lo spazio L∞(0, T ;Ck+αb (Rn;Rm))
come lo spazio delle funzioni f boreliane su (0, T )× Rn tali che
‖f‖L∞(0,T ;Ck+αb (Rn;Rm)) := supt∈[0,T ]
‖ft‖Ck+αb (Rn;Rm) < +∞
Si osservi che anche L∞(0, T ;Ck+αb (R
n;Rm)) e` uno spazio di Banach
rispetto alla norma ‖ · ‖L∞(0,T ;Ck+αb (Rn;Rm)).
Possiamo ora enunciare le ipotesi sotto cui verra` dimostrata l’esistenza di
un flusso stocastico per l’equazione (2.1).
Ipotesi 2.1.1. Esiste α ∈ (0, 1) tale che b ∈ L∞(0, T ;Cαb (Rn;Rn)).
Definiamo inoltre la nozione di flusso stocastico, cos`ı come viene data da
Kunita in [11]:
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Definizione 2.1.2. Sia (Ω, (Ft),F , P, (Wt)) uno spazio di probabilita` mu-
nito di una filtrazione Ft e di un moto Browniano Wt. Data una mappa
(s, t, x, ω) 7→ φs,t(x)(ω), definita per 0 ≤ s ≤ t ≤ T , x ∈ Rn ed ω ∈ Ω, e
a valori in Rn, diciamo che φ e` un flusso stocastico di diffeomorfismi (risp.
di classe C1,α) se:
1. Dati s ∈ [0, T ], ed x ∈ Rn, il processo stocastico Xs,x = (Xs,xt , t ∈
[s, T ]) definito da Xs,xt (ω) = φs,t(x)(ω) e` un una soluzione continua e
Fs,t-misurabile dell’equazione (2.1).
2. P -q.c. φs,t(·) e` un diffeomorfismo per ogni 0 ≤ s ≤ t ≤ T , e le
funzioni φs,t(x), φ−1s,t (x), Dφs,t(x) e Dφ
−1
s,t (x) sono continue in (s, t, x)
(risp. sono di classe C1,α in x, uniformemente in (s, t))
3. P -q.c., per ogni 0 ≤ s ≤ u ≤ t ≤ T , e per ogni x ∈ Rn, si ha
φs,t(x) = φu,t(φs,u(x)), e φs,s(x) = x.
Prima di poter dimostrare l’esistenza di un flusso stocastico di diffeo-
morfismi sotto l’ipotesi 2.1.1 sono necessari alcuni risultati preliminari. Ini-
ziamo dimostrando la validita` della formula di Itoˆ per funzioni che non sono
derivabili con continuita` rispetto alla variabile temporale.
Lemma 2.1.3. Sia U : [0,+∞) × Rn → R di classe L∞(0,∞;C2+αb (Rn))
tale che, ∀x ∈ Rn, e ∀ 0 ≤ s ≤ t:
U(t, x)− U(s, x) =
∫ t
s
V (r, x)dr (2.2)
con V ∈ L∞(0,∞;Cαb (Rn)). Sia inoltre (Xt)t≥0 un processo continuo e
adattato della forma:
Xt = X0 +
∫ t
0
bsds+
∫ t
0
σsdWs
con b : Ω × [0,+∞) → Rn e σ : Ω × [0,+∞) → Rn×n processi progressi-
vamente misurabili, tali che, q.c., b(ω) ∈ L1(0,+∞) e σ(ω) ∈ L2(0,+∞).
Allora si ha:
U(t,Xt) = U(0, X0) +
∫ t
0
V (s,Xs) + bs ·DU(s,Xs)ds
+
1
2
∫ t
0
Tr[(σsσTs )D
2U(s,Xs)]ds+
∫ t
0
〈DU(s,Xs), σsdWs〉
(2.3)
Dimostrazione. Regolarizziamo la funzione U ponendo
Uε(t, x) =
1
ε
∫ t+ε
t
U(s, x)ds, e Vε(t, x) =
1
ε
∫ t+ε
t
V (s, x)ds
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Allora, grazie alla relazione (2.2) abbiamo che ∂tU e` ben definita, e` continua,
ed e` data dalla formula:
∂tUε =
1
ε
[U(t+ ε, x)− U(t, x)] = Vε(t, x)
Quindi possiamo applicare la formula di Itoˆ classica, ed ottenere l’equazione
(2.3) con Uε e Vε al posto di U e V .
Vogliamo applicare agli integrali in ds il teorema di convergenza dominata
di Lebesgue. A questo fine osserviamo che |Vε|, |Uε|, ‖DUε‖ e ‖D2Uε‖ sono
uniformemente limitati in (x, t, ε) ed inoltre |bs| e ‖σσT ‖ sono q.c. in L1.
Dunque tutti i termini che compaiono negli integrali in ds sono domina-
ti. Osserviamo ora che U e` continuo e limitato su [0,+∞) × Rn, e dunque
∀t ≥ 0 si ha q.c. Uε(t,Xt(ω)) = 1ε
∫ t+ε
t U(s,Xt(ω))ds→ U(t,Xt(ω)) ed allo
stesso modo q.c. DUε(t,Xt(ω)) e D2Uε(t,Xt(ω)) convergono rispettivamen-
te a DU(t,Xt(ω)) e D2U(t,Xt(ω)). Infine si ha Vε(s,Xs) → V (s, xs) in
L1loc(0,+∞), e dunque rimane da provare solamente la convergenza dell’ul-
timo integrale dell’equazione (2.3).
Per provare quest’ultimo fatto basta osservare che∫ t
0
|Tr[(σsσTs )(D2Uε(s,Xs)−D2U(s,Xs))]|ds
converge a 0 q.c. poiche´ l’integrando converge a 0 q.c. ed e` dominato da
2‖D2U‖∞‖σsσTs ‖ che e` una funzione integrabile per ipotesi. Dunque la v.a.∫ t
0 〈DUε(s,Xs), σsdWs〉 converge in probabilita` a
∫ t
0 〈DU(s,Xs), σsdWs〉, e
questo completa la dimostrazione dell’enunciato.
Remark 2.1.4. Osserviamo che se f ∈ L∞(0, T ;Ck+αb (Rn;Rn)), e` possibile
estendere f al dominio [0,+∞)×Rn definendo, per t > T , f(t, x) := f(T, x);
con questa definizione si ha f ∈ L∞(0,+∞;Ck+αb (Rn;Rn)). Nel seguito
verranno estese spesso funzioni definite su (0, T )×Rn a funzioni definite su
[0,+∞)× Rn.
Possiamo ora dimostrare un risultato riguardante esistenza e unicita`
dalla soluzione dell’equazione parabolica
∂tu+
1
2
∆u+ b ·Du− λu = f (2.4)
che sara` molto utile nella dimostrazione dell’esistenza del flusso stocastico.
Teorema 2.1.5. Siano b, f ∈ L∞(0,∞;Cαb (Rn;Rn)) e sia λ > 0. Allora
esiste un’unica u ∈ L∞(0,∞;C2+αb (Rn;Rn)) che risolve
u(t)− u(s) =
∫ t
s
[
−1
2
∆u(r)− b(r) ·Du(r) + λu(r) + f(r)
]
dr (2.5)
per ogni 0 ≤ s ≤ t e x ∈ Rn. Inoltre vale la stima:
sup
t≥0
‖ut‖C2+αb (Rn;Rn) ≤ C supt≥0 ‖ft‖C
α
b (Rn;Rn) (2.6)
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Dimostrazione. Step 1
Dimostriamo per prima cosa l’unicita` della soluzione.
Sappiamo da [10] che l’equazione (2.1) ammette un’unica soluzione forte
che indichiamo con Xs,xt . Sia u ∈ L∞(0,∞;C2+αb (Rn;Rn)) una soluzione
dell’equazione (2.5). Fissato s ≥ 0 possiamo applicare la formula di Itoˆ
dimostrata nel lemma 2.1.3 alla funzione e−λ(t−s)u(t,Xs,xt ). Integrando in
dP otteniamo:
e−λ(t−s)E [u(t,Xs,xt )] = u(s, x) +
∫ t
s
e−λ(r−s)E [f(r,Xs,xr )] dr
Andando al limite per t → +∞, e sfruttando il fatto che u e` limitata
otteniamo la formula:
u(s, x) = −
∫ ∞
s
e−λ(r−s)E [f(r,Xs,xr )] dr
Quindi u e` univocamente determinata, ed inoltre abbiamo la stima ‖u‖∞ ≤
1
λ‖f‖∞.
Step 2
Supponiamo che b sia regolare nella variabile spaziale e limitato. Conside-
riamo allora u dato dalla formula
u(t, x) = −
∫ +∞
t
e−λ(r−t)Pt,rf(r, ·)(x)dr (2.7)
dove con Pt,r si intende il nucleo di transizione definito da Pt,rf(x) =
E[f(Xt,xr )]. Poiche´ b e` regolare, possiamo applicare la formula di Itoˆ back-
ward, ed abbiamo
∂
∂t
Pt,rf(r, ·) + b(t, ·) · (DPt,rf(r, ·)) + 12∆Pt,rf(r, ·) = 0
e sostituendo nella formula precedente si verifica che u e` soluzione, ed inoltre
vale la stima (2.6) con C costante dipendente solo da ‖b‖L∞(0,∞;Cαb (Rn;Rn)).
Per il caso generale, in cui non si puo` usare direttamente la formula di Itoˆ
backward, consideriamo una successione bε di funzioni regolari convergente
a b in L∞(0,∞;Cαb (Rn;Rn)). Definiamo inoltre uε come l’unica soluzione
data dalla formula (2.7) dell’equazione (2.4) quando il drift dell’operatore P
e` bε. Allora ponendo vε1,ε2 = uε1−uε2 si osserva che vε1,ε2 risolve l’equazione
(2.4) con bε
2
come drift e f = (bε
2 − bε1)Duε1 . Quindi
‖uε1 − uε2‖L∞(0,∞;C2+αb (Rn;Rn)) ≤ C
2‖bε2 − bε1‖L∞(0,∞;Cαb (Rn;Rn))
e dunque uε → u in L∞(0,∞;C2+αb (Rn;Rn)). Inoltre, osservando la formula
(2.5) si osserva che se uε → u in L∞(0,∞;C2+αb (Rn;Rn)) e bε → b in
L∞(0,∞;Cαb (Rn;Rn)), ed uε e` soluzione dell’equazione (2.5) con drift bε,
allora u deve essere soluzione dell’equazione (2.5) con drift b, ed inoltre deve
valere la stima (2.6).
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Prima di dimostrare il risultato principale di questa sezione, riguardante
l’esistenza di un flusso stocastico, enunciamo un ultimo lemma che sara` utile
in seguito.
Lemma 2.1.6. Sotto le ipotesi del teorema 2.1.5, sia uλ la soluzione del-
l’equazione (2.4). Allora
lim
λ→+∞
‖Duλ‖L∞([0,+∞)×Rn) = 0
Inoltre la scelta di λ necessaria per rendere ‖Duλ‖L∞([0,+∞)×Rn) piu` piccolo
di una certa quantita` fissata dipende solamente da ‖b‖∞ e ‖f‖∞.
Dimostrazione. Per prima cosa ricordiamo che se Pt e` il semigruppo del
calore, vale la stima supx∈Rn |DPtg(x)| ≤ Ct−
1
2 ‖g‖∞. Riscriviamo poi
l’equazione (2.4) nella forma
∂tuλ +
1
2
∆uλ − λuλ = f − b ·Duλ
e derivando nell’equazione (2.7), in cui questa volta P indica il semigruppo
del calore, otteniamo la stima
‖Duλ‖∞ ≤ C
λ
1
2
‖f − b ·Duλ‖∞ ≤ C
λ
1
2
‖f‖∞ + C
λ
1
2
‖b‖∞‖Duλ‖∞
da cui si ottiene
‖Duλ‖∞ ≤ C
λ
1
2
‖f‖∞ × 1
1− C
λ
1
2
‖b‖∞
che dimostra l’enunciato del lemma.
Possiamo adesso dimostrare il risultato annunciato, seguendo la dimo-
strazione contenuta in [8].
Teorema 2.1.7. Sia b ∈ L∞(0, T ;Cαb (Rn;Rn)) e sia (Ω, (Ft),F , P, (Wt))
uno spazio di probabilita` munito di una filtrazione Ft e di un moto Brow-
niano Wt Valgono i seguenti fatti:
1. ∀s ∈ [0, T ], ∀x ∈ Rn, l’equazione differenziale stocastica (2.1) ha un’u-
nica soluzione Xs,x = (Xs,xt (ω), t ∈ [s, T ], ω ∈ Ω) continua e adattata
sullo spazio (Ω, (Ft),F , P, (Wt)).
2. Esiste un flusso stocastico di diffeomorfismi φs,t per l’equazione (2.1).
Questo flusso e` di classe C1,α
′
per ogni α
′
< α.
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3. Sia (bn)n∈N ⊂ L∞(0, T ;Cαb (Rn;Rn)) una successione di campi di vet-
tori e siano φn i rispettivi flussi stocastici. Se, per qualche α
′
> 0,
bn → b in L∞(0, T ;Cα′b (Rn;Rn)) allora, per ogni p ≥ 1 si ha:
lim
n→+∞ supx∈Rn
sup
0≤s≤T
E
[
sup
r∈[s,T ]
|φns,r(x)− φs,r(x)|p
]
= 0 (2.8)
sup
n∈N
sup
x∈Rn
sup
0≤s≤T
E
[
sup
r∈[s,T ]
‖Dφns,r(x)‖p
]
< +∞ (2.9)
lim
n→+∞ supx∈Rn
sup
0≤s≤T
E
[
sup
r∈[s,T ]
‖Dφns,r(x)−Dφs,r(x)‖p
]
= 0 (2.10)
Dimostrazione. Estendiamo b come illustrato nel remark 2.1.4.
Sia λ > 0 e sia ψλ ∈ L∞(0,+∞;C2+αb (Rn;Rn)) la soluzione del problema
∂tψλ +
1
2
∆ψλ + b ·Dψλ − λψλ = −b (2.11)
la cui esistenza e unicita` e` assicurata dal teorema 2.1.5. Definiamo:
Ψλ(t, x) = x+ ψλ(t, x)
Per il lemma 2.1.6, possiamo supporre che λ sia abbastanza grande in modo
che si abbia supt≥0 ‖Dψλ(t, ·)‖∞ < 1.
Step 1
Mostriamo come prima cosa che valgono i seguenti fatti:
1. Uniformemente in t ∈ [0,+∞), Ψλ ha derivata spaziale prima e se-
conda limitate, e la derivata seconda, nel senso di Fre´chet, D2xΨλ e`
globalmente Ho¨lderiana di ordine α.
2. ∀ t ≥ 0, Ψλ(t, ·) : Rn → Rn e` un diffeomorfismo di classe C2.
3. Ψ−1λ ha derivata prima e seconda limitate uniformemente in [0,+∞).
La prima affermazione deriva dal teorema 2.1.5, che ci garantisce che ψλ ∈
L∞(0,+∞;C2+αb (Rn;Rn)) e dunque che anche Ψλ appartiene allo spazio
L∞(0,+∞;C2+αb (Rn;Rn)).
Mostriamo la seconda affermazione: il fatto che Ψλ sia un diffeomorfismo
locale di classe C2 deriva dal punto precedente. L’iniettivita` si ottiene
osservando che
|〈Ψλ(x)−Ψλ(y), x− y〉| ≥ |x− y|2 − ‖Dψλ‖|x− y|2
e che il termine a destra e` strettamente positivo se x 6= y. Per mostrare
la suriettivita`, grazie al teorema della mappa aperta e` sufficiente mostrare
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che l’immagine della mappa Ψλ e` un chiuso. A questo fine supponiamo che
Ψλ(xn) = yn e che yn sia una successione di Cauchy convergente a y. Ci
basta mostrare che anche xn e` una successione di Cauchy, poiche´ allora si
dovra` avere xn → x con Ψλ(x) = y. Per mostrare che xn e` di Cauchy
osserviamo che vale la seguente identita`:
‖yn+1 − yn‖ =
∥∥∥∥(xn+1 − xn) + ∫ 1
0
Dψλ((1− t)xn + txn+1)(xn+1 − xn)dt
∥∥∥∥
Da questa identita`, ponendo 1− ‖Dψλ‖ = c > 0, si ha
‖yn+1 − yn‖ ≥ c‖xn+1 − xn‖
che prova che xn e` una successione di Cauchy e quindi Ψλ e` un diffeomorfismo
di classe C2.
Proviamo infine l’ultimo punto: dal secondo punto sappiamo che Ψ−1λ e` un
diffeomorfismo di classe C2. Inoltre si ha
DΨ−1λ (t, y) =
[
DΨλ(t,Ψ−1λ (t, y))
]−1
=
[
I +Dψλ(t,Ψ−1λ (t, y))
]−1 =∑
k≥0
[−Dψλ(t,Ψ−1λ (t, y))]k
Dunque abbiamo: supt≥0 ‖DΨ−1λ (t, ·)‖∞ ≤
∑
k≥0[supt≥0 ‖Dψλ(t, ·)‖∞]k <
+∞. Quindi la derivata prima e` uniformemente limitata. Per la limitatezza
della derivata seconda si ragiona allo stesso modo a partire dall’identita`
D2Ψ−1λ (t, y)
=
[
DΨλ(t,Ψ−1λ (t, y))
]−1
D2Ψλ(t,Ψ−1λ (t, y))
{[
DΨλ(t,Ψ−1λ (t, y))
]−1}⊗2
Step 2
Fissiamo λ in modo che supt≥0 ‖Dψλ(t, ·)‖∞ < 1 e dunque le affermazioni
dimostrate nello step 1 siano vere, e, per alleggerire la notazione, indichiamo
con ψ e Ψ le funzioni ψλ e Ψλ.
Definiamo ora
b˜(t, y) = −λψ(t,Ψ−1(t, y)) σ˜(t, y) = DΨ(t,Ψ−1(t, y))
e consideriamo, per ogni s ∈ [0, T ] e per ogni y ∈ Rn l’equazione differenziale
stocastica sull’intervallo [s, T ]:
Yt = y +
∫ t
s
σ˜(u, Yu)dWu +
∫ t
s
b˜(u, Yu)du (2.12)
Si puo` verificare che l’equazione (2.12) e` equivalente all’equazione (2.1) nel
senso che se Xt e` soluzione dell’equazione (2.1) e definiamo Yt := Ψ(t,Xt),
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allora Yt e` soluzione dell’equazione (2.12) con dato iniziale y = Ψ(t, x). Per
verificare questo fatto e` sufficiente applicare la formula di Itoˆ e sfruttare il
fatto che ψ e` soluzione dell’equazione (2.11).
Step 3
Dimostriamo in questo step i primi due enunciati del teorema.
Grazie alla regolarita` di ψ e Ψ si ha b˜ ∈ L∞(0, T ;C1+αb (Rn;Rn)) e σ˜ ∈
L∞(0, T ;C1+αb (R
n;Rn×n)). Allora grazie a risultati classici, contenuti ad
esempio in [11], queste condizioni sulla regolarita` di b˜ e σ˜ implicano l’esi-
stenza e unicita` per traiettorie di una soluzione dell’equazione (2.12) Yt, ed
anche l’esistenza di un flusso stocastico di diffeomorfismi ϕs,t di classe C1,α
′
associato all’equazione (2.12). L’unicita` per traiettorie dell’equazione (2.12)
implica l’unicita` per traiettorie dell’equazione originaria (2.1). Infatti se Xt
e X˜t sono soluzioni dell’equazione (2.1), allora Yt = Ψ(t,Xt) e Y˜t = Ψ(t, X˜t)
sono due soluzioni dell’equazione (2.12); ma allora Y e Y˜ sono indistingui-
bili, e dunque anche X e X˜ sono indistinguibili.
Inoltre, applicando il teorema di Girsanov otteniamo facilmente che si ha
esistenza di una soluzione, in senso debole, per l’equazione differenziale sto-
castica (2.1). Grazie al classico teorema di Yamada-Watanabe, che si puo`
trovare ad esempio in [14], sappiamo che esistenza debole e unicita` per tra-
iettorie implicano l’esistenza si un’unica soluzione forte Xt per l’equazione
differenziale stocastica (2.1). Inoltre ponendo φs,t := Ψ−1t ◦ ϕs,t ◦Ψs, si ve-
rifica che φs,t e` il flusso associato all’equazione (2.1).
Step 4
Proviamo in questo ultimo step il terzo enunciato del teorema.
Indichiamo con ψn ∈ L∞(0, T ;C2+αb (Rn;Rn)) la soluzione dell’equazione
parabolica (2.11) con la funzioni bn al posto della funzione b. Osserviamo
che la scelta di λ in modo che ‖Dψn‖ < 1 puo` essere fatta uniformemente
in n, perche´ dipende solamente da ‖bn‖∞, e per ipotesi queste norme sono
uniformemente limitate. Osserviamo ora che vale l’identita`
∂t(ψn−ψ)+12∆(ψ
n−ψ)+b·D(ψn−ψ)−λ(ψn−ψ) = −(bn−b)+(bn−b)·Dψn
Grazie al teorema 2.1.5 possiamo scrivere
‖Dψn‖Cαb (Rn;Rn×n) ≤ ‖ψ
n‖C2+αb (Rn;Rn) ≤ C‖b
n‖Cαb (Rn;Rn)
e poiche´ le norme ‖bn‖Cαb (Rn;Rn) sono uniformemente limitate, sappiamo che
anche le norme ‖Dψn‖Cαb (Rn;Rn×n) sono uniformemente limitate, e dunque,
sempre grazie al teorema 2.1.5 vale la stima:
‖(ψn − ψ)‖C2+αb (Rn;Rn) ≤ C‖(b
n − b) · (I −Dψn)‖Cαb (Rn;Rn)
≤ C‖bn − b‖Cαb (Rn;Rn) × ‖I −Dψ
n‖Cαb (Rn;Rn×n) ≤ C
′‖bn − b‖Cαb (Rn;Rn)
Quindi ψn → ψ in L∞(0, T ;C2+αb (Rn;Rn)), e da questo segue che Ψn → Ψ
e (Ψn)−1 → Ψ−1 in L∞(0, T ;C2+αb (Rn;Rn)), e dunque σ˜n → σ˜ e b˜n → b˜ in
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L∞(0, T ;C1+αb (R
n;Rn×n)) e L∞(0, T ;C1+αb (R
n;Rn)) rispettivamente.
Consideriamo ora i flussi ϕns,t = Ψ
n
t ◦φns,t◦(Ψns )−1, che soddisfano l’equazione:
ϕns,t(y) = y +
∫ t
s
b˜n(u, ϕns,u(y))du+
∫ t
s
σ˜n(u, ϕns,u(y)) · dWu (2.13)
Grazie alla regolarita` di b˜n, b˜, σ˜n e σ˜, possiamo utilizzare delle stime stan-
dard, basate sulle disuguaglianze di Doob e Burkholder, che ci permetto-
no di applicare il lemma di Gronwall ed ottenere una stima, valida per v
abbastanza piccolo, e non dipendente da s e y del tipo:
E
[
sup
t∈[s,T ]
∣∣ϕns,t(y + v)− ϕs,t(y)∣∣p
]
≤ Cp(v + o(n)) (2.14)
dove o(n) e` una funzione dipendente da ‖b˜n − b˜‖L∞(0,T ;C1+αb (Rn;Rn)) e da
‖σ˜n − σ˜‖L∞(0,T ;C1+αb (Rn;Rn×n)) tale che limn→∞ o(n) = 0.
Quindi, poiche´ φns,t = (Ψ
n
t )
−1 ◦ ϕns,t ◦ Ψns , e |Ψns (x) − Ψs(x)| e |(Ψns )−1(x) −
Ψ−1s (x)| vanno a 0 uniformemente in s e x, possiamo riscrivere la stima
(2.14) come
lim
n→+∞ supx∈Rn
sup
0≤s≤T
E
[
sup
r∈[s,T ]
|φns,r(x)− φs,r(x)|p
]
= 0
Restano da provare le formule (2.9) e (2.10). Per quanto riguarda la (2.9),
e` sufficiente osservare che derivando nell’identita` (2.13) e sfruttando il fatto
che Db˜n e Dσ˜n sono uniformemente limitate in tutte le variabili ed in n,
si ottiene la limitatezza uniforme delle Dϕn. Sfruttando poi la limitatezza
uniforme delle derivate delle Ψn si ottiene la limitatezza uniforme delle Dφn.
Infine per provare la (2.10) osserviamo, che dalla formula di Itoˆ si ha:
Ψt(φs,t(x)) = Ψs(x) +
∫ t
s
DΨu(φs,u(x))dWu
+
∫ t
s
∂tΨu(φs,u(x)) + b(φs,u(x)) ·DΨu(φs,u(x)) + 12D
2Ψu(φs,u(x))du
= Ψs(x) +
∫ t
s
DΨu(φs,u(x))dWu +
∫ t
s
λψu(φs,u(x))du
(2.15)
Derivando si ottiene:
[DΨt(φs,t(x))]Dφs,t(x) = DΨs(x) +
∫ t
s
[
D2Ψu(φs,u(x))
]
Dφs,t(x)dWu
+
∫ t
s
λ [Dψu(φs,u(x))]Dφs,t(x)du
(2.16)
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Poiche´ ψn → ψ in L∞(0, T ;C2+αb (Rn;Rn)) possiamo applicare il lemma di
Gronwall ed ottenere, per ogni p ≥ 1
lim
n→+∞ supx∈Rn
sup
0≤s≤T
E
[
sup
r∈[s,T ]
‖Dφns,r(x)−Dφs,r(x)‖p
]
= 0
Remark 2.1.8. Sotto l’ipotesi b ∈ L∞(0, T ;Cαb (Rn;Rn)), denotando con
φs,t il flusso associato all’equazione differenziale stocastica (2.1), e` facile
osservare che l’applicazione s 7→ φ−1s,t (y) e` soluzione della seguente equazione
backward:
φ−1s,t (y) = y −
∫ t
s
b(r, φ−1r,t (y))dr − (Wt −Ws) (2.17)
Infatti sappiamo che φs,t risolve l’equazione:
φs,t(x) = x+
∫ t
s
b(r, φs,r(x))dr + (Wt −Ws)
e quindi ponendo x = φ−1s,t (y) si ottiene
φs,t(φ−1s,t (y)) = φ
−1
s,t (y) +
∫ t
s
b(r, φs,r(φ−1s,t (y)))dr + (Wt −Ws)
da cui, ricordando che vale φs,r ◦ φ−1s,t = φ−1r,t , segue:
y = φ−1s,t (y)
∫ t
s
b(r, φ−1r,t (y))dr + (Wt −Ws)
Inoltre, essendo φ−1s,t e` il flusso associato ad un’equazione con drift nella
classe L∞(0, T ;Cαb (Rn;Rn)), devono valere le identita` (2.8), (2.9) e (2.10)
del teorema 2.1.7 anche per φ−1. In particolare si ha, ∀p ≥ 1:
sup
x∈Rn
sup
0≤u≤T
E
[
sup
s∈[0,u]
‖Dφ−1s,u(x)‖p
]
<∞
Remark 2.1.9. Si osservi che dalle formule (2.8) e (2.10) del teorema
2.1.7, integrando in dx e scambiando gli integrali, seguono le due formule,
che saranno utili in seguito:
lim
n→+∞E
[∫
BR
sup
t∈[0,T ]
|φn0,t(x)− φ0,t(x)|pdx
]
= 0 (2.18)
lim
n→+∞E
[∫
BR
sup
t∈[0,T ]
‖Dφn0,t(x)−Dφ0,t(x)‖pdx
]
= 0 (2.19)
valide per ogni R > 0. Queste a loro volta implicano che, a meno di estrarre
una sottosuccessione, P -q.c., per ogni t ∈ [0, T ], e ∀p ∈ [1,∞], φn0,t → φ0,t e
Dφn0,t → Dφ0,t negli spazi Lp(BR;Rn) e Lp(BR;Rn×n) rispettivamente.
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2.2 Esistenza di soluzioni dell’equazione del tra-
sporto stocastica
In questa sezione verra` dimostrata l’esistenza di una soluzione dell’equa-
zione del trasporto stocastica, seguendo la dimostrazione data in [8]. Pre-
mettiamo alcune convenzioni sulla notazione: un elemento u ∈ L∞(Ω ×
[0, T ]×Rn) e` classe di equivalenza. Se θ ∈ L1(Rn), intendiamo con ut(θ) :=∫
Rn u(t, x)θ(x)dx un elemento (e dunque una classe di equivalenza) dello
spazio L∞(Ω × [0, T ]). Diremo che il processo u(θ) ha una modificazione
continua se esiste un elemento nella stessa classe di equivalenza le cui traiet-
torie sono P -q.c. continue. Con questa definizione la proprieta` di avere una
modificazione continua non cambia se ci riferiamo ad una specifica funzione
misurabile u(θ) o alla sua classe di equivalenza.
Nel seguito si fara` uso dell’integrale nel senso di Stratonovich, che e` sempre
ben definito quando l’integrando e` una semimartingala continua ed adat-
tata alla filtrazione naturale del moto Browniano. Richiamiamo qui la
definizione:
Definizione 2.2.1. Sia X una semimartingala continua e Ft−adattata, e
indichiamo con {4n}{n∈N} una successione di partizioni 0 = tn0 < ... <
tnmn = T di [0, T ] tali che |4n| → 0. Allora∫ T
0
Xt ◦ dWt := P − limn→∞
mn−1∑
i=0
(Xtni+1 +Xtni )
2
(Wtni+1 −Wtni )
Inoltre indicando con 〈·, ·〉 la covariazione quadratica, vale:∫ T
0
Xt ◦ dWt =
∫ T
0
XtdWt +
1
2
〈X,W 〉
Ovviamente sotto le ipotesi che si sono assunte, cioe` che X sia una
semimartingala continua e Ft−adattata, si dimostra che la definizione e` ben
posta, ovverosia il limite in probabilita` esiste ed e` unico. Ulteriori risultati
sull’integrale di Stratonovich si possono trovare in [11]. Possiamo ora definire
il concetto di soluzione dell’equazione del trasporto stocastica:{
∂tu(t, x)dt+ (b(t, x) ·Du(t, x))dt+
∑n
i=1 ei ·Du(t, x) ◦ dW it = 0
u(0, x) = u0(x)
(2.20)
Definizione 2.2.2. Sia b ∈ L1loc([0, T ]×Rn;Rn) con div b ∈ L1loc([0, T ]×Rn)
e u0 ∈ L∞(Rn). Diciamo che u ∈ L∞(Ω × [0, T ] × Rn) e` una soluzione del
problema (2.20) se per ogni θ ∈ C∞c (Rn) il processo
∫
Rn u(t, x)θ(x)dx ha una
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modificazione continua che e` una Ft semimartingala e si ha:∫
Rn
u(t, x)θ(x)dx =
∫
Rn
u0(x)θ(x)dx+
∫ t
0
ds
∫
Rn
u(s, x)b(s, x) ·Dθ(x)dx
+
∫ t
0
ds
∫
Rn
u(s, x) div b(s, x)θ(x)dx+
n∑
i=1
∫ t
0
(∫
Rn
u(s, x)Diθ(x)dx
)
◦ dW is
(2.21)
Osserviamo che se u soddisfa l’equazione (2.21), allora automaticamente∫
Rn u(t, x)θ(x)dx ha una modificazione continua che e` una Ft semimartin-
gala. Cio` nonostante e` stata inserita questa richiesta nella definizione di
soluzione affinche´ l’integrale si Stratonovich sia ben definito.
Remark 2.2.3. Per quanto visto sull’integrale di Stratonovich, e` possibile
riscrivere l’identita` (2.21) facendo comparire solamente l’integrale di Itoˆ.
Infatti ponendo Xis =
∫
Rn u(s, x)Diθ(x)dx, dobbiamo solamente riscrivere∫ t
0 X
i
s ◦ dW is come
∫ t
0 X
i
sdW
i
s +
1
2〈Xi,W i〉t. Ma sostituendo nell’identita`
(2.21) Djθ al posto di θ osserviamo che l’unico contributo alla variazione
quadratica di Xit =
∫
Rn u(t, x)Diθ(x)dx deriva dal termine
n∑
j=1
∫ t
0
(∫
Rn
u(s, x)DiDjθ(x)dx
)
dW js
e dunque si ha 〈Xi,W i〉t =
∫ t
0 (
∫
Rn u(s, x)D
2
i θ(x)dx)ds. Quindi l’identita`
(2.21) e` verificata se e solo se e` verificata l’identita`:∫
Rn
u(t, x)θ(x)dx =
∫
Rn
u0(x)θ(x)dx+
∫ t
0
ds
∫
Rn
u(s, x)b(s, x) ·Dθ(x)dx
+
∫ t
0
ds
∫
Rn
u(s, x) div b(s, x)θ(x)dx+
n∑
i=1
∫ t
0
(∫
Rn
u(s, x)Diθ(x)dx
)
dW is
+
1
2
∫ t
0
(∫
Rn
u(s, x)∆θ(x)dx
)
ds
(2.22)
Possiamo ora dimostrare un risultato di esistenza di una soluzione del-
l’equazione del trasporto stocastica.
Teorema 2.2.4. Sia b ∈ L1loc([0, T ] × Rn;Rn) con div b ∈ L1loc([0, T ] × Rn)
e u0 ∈ L∞(Rn). Allora esiste una soluzione u ∈ L∞(Ω × [0, T ] × Rn) del
problema (2.20).
Dimostrazione. Sia ρ ∈ C∞c (R × Rn) una funzione non negativa tale che∫
R×Rn ρ(t, x)dtdx = 1; definiamo ρ
ε(t, x) := 1
εn+1
ρ( tε ,
x
ε ). Sia ζ ∈ C∞c (Rn)
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tale che ζ(x) = 1 per x ∈ B1 e ζ(x) = 0 per x 6∈ B2, e definiamo ζε(x) :=
ζ(εx). Definiamo, per t 6∈ [0, T ], bt ≡ 0 e definiamo infine
bε(t, x) :=
∫
R×Rn
ρε(t− s, x− y)ζε(y)b(s, y)dyds = ρε ∗ (ζεb)
Osserviamo che bε ∈ C∞c (R× Rn), e dunque valgono i risultati classici, che
si possono trovare ad esempio in [11], che ci assicurano che esiste un flus-
so φεs,t associato all’equazione differenziale stocastica avente b
ε come drift
e l’identita` come coefficiente di diffusione. Inoltre e` un risultato classi-
co, che si puo` trovare in [12], che esiste un’unica soluzione uε data da
uε(t, x) = u0((φε0,t)
−1(x)). Sapendo esprimere la soluzione uε in termini
di u0 e φε, e` immediato osservare che si ha supx,ω,t |uε(t, x)(ω)| ≤ ‖u0‖∞.
Poiche´ tale stima non dipende da ε, a meno di estrarre una sottosuccessione
εn → 0, uεn converge in L∞(Ω× [0, T ]×Rn) nella topologia debole ∗ e, per
ogni N > 0, in L2(Ω× [0, T ]×BN ) nella topologia debole, ad una u appar-
tenente ad entrambi questi spazi. Per semplicita` di notazione scriveremo ε
al posto di εn.
Mostriamo adesso che u e` soluzione dell’equazione del trasporto stocastica
(2.22). Poiche´, per qualche N > 0, supp θ ⊂ BN , il processo uε(Diθ) conver-
ge in L2(Ω×[0, T ]) nella topologia debole al processo u(Diθ); inoltre uε(Diθ)
e` progressivamente misurabile, e poiche´ il sottospazio di L2(Ω × [0, T ]) dei
processi progressivamente misurabili e` chiuso, anche il processo u(Diθ) e`
progressivamente misurabile. Dunque il processo
∫ ·
0 us(Diθ)dW
i
s e` ben defi-
nito, e per l’isometria di Itoˆ abbiamo che
∫ ·
0 u
ε
s(Diθ)dW
i
s →
∫ ·
0 us(Diθ)dW
i
s
in L2(Ω× [0, T ]) con la topologia debole. Per quanto riguarda gli altri termi-
ni dell’identita` (2.22), osserviamo che bε → b e div bε → b in L1loc([0, T ]×Rn),
e dunque bεt · Dθ + div bεsθ → bt · Dθ + div bsθ in L1([0, T ] × Rn). Quindi,
grazie alla convergenza debole ∗ in L∞(Ω× [0, T ]× Rn) di uε a u abbiamo
che ∫ ·
0
∫
Rn
uε(s, x)[bε(s, x) ·Dθ(x)dx+ div bε(s, x)θ(x)]dxds
converge allo stesso termine con u e b al posto di uε e bε, nella topologia
debole ∗ di L∞(Ω× [0, T ]) e dunque anche nella topologia debole di L2(Ω×
[0, T ]). Infine, per la convergenza debole in L2(Ω× [0, T ]×Rn) di uε a u, si
ha che ∫ ·
0
(∫
Rn
uε(s, x)∆θ(x)dx
)
ds→
∫ ·
0
(∫
Rn
u(s, x)∆θ(x)dx
)
ds
∫
Rn
uε(·, x)θ(x)dx→
∫
Rn
u(t, x)θ(x)dx
nella topologia debole di L2(Ω× [0, T ]) e dunque u verifica l’identita` (2.22).
Infine osserviamo che il membro destro dell’identita` (2.22) e` continuo in t,
e dunque anche ut(θ) ammette una modificazione continua.
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Come si e` visto nella dimostrazione di questo teorema, quando b e` suffi-
cientemente regolare l’unica soluzione e` data da u(t, x) = u0(φ−10,t (x)). Nella
dimostrazione del teorema questa caratterizzazione si e` persa, anche per-
che´ abbiamo assunto condizioni talmente deboli che l’esistenza di un flusso
stocastico non e` garantita . Tuttavia sotto ipotesi appena piu` forti, e` possi-
bile dimostrare che u(t, x) := u0(φ−10,t (x)) e` una soluzione dell’equazione del
trasporto stocastica.
Teorema 2.2.5. Sia b ∈ L∞(0, T ;Cαb (Rn;Rn)) e supponiamo che div bt ∈
L1loc([0, T ] × Rn). Data u0 ∈ L∞(Rn), ed indicando con φs,t(x) il flus-
so stocastico dell’equazione (2.1), u(t, x) := u0(φ−10,t (x)) e` una soluzione
dell’equazione (2.20).
Dimostrazione. Step 1
Dimostriamo in questo primo step la tesi sotto l’ipotesi suppu0 ⊂ BR. Sia bε
una regolarizzazione del campo di vettori b definita come nel teorema prece-
dente. Osserviamo che bε → b in L∞(0, T ;Cα′b (Rn;Rn)) ∀0 < α
′
< α. Dalla
dimostrazione del teorema precedente sappiamo che, a meno di estrarre una
sottosuccessione εn, si ha uεn → u in L2(Ω × [0, T ] × BN ) nella topologia
debole, per ogni N > 0. Inoltre sappiamo che u e` soluzione dell’equazione
del trasporto. Poiche´ ∀θ ∈ C∞c (Rn) uεnt (θ)→ ut(θ) nella topologia debole di
L2(Ω× [0, T ]), e` sufficiente provare che, estraendo un’ulteriore sottosucces-
sione, che indichiamo con εnk si ha u
εnk
t (θ) → (u0(φ−10,t ))(θ) nella topologia
debole di L2(Ω × [0, T ]). Per fare cio` e` sufficiente mostrare che e` possibi-
le estrarre dalla successione εn una sottosuccessione εnk tale che, per q.o.
(ω, t) ∈ Ω× [0, T ], si ha∫
BR
u0(y)θ(φ
εnk
0,t (y))Jφ
εnk
0,t dy →
∫
BR
u0(y)θ(φ0,t(y))Jφ0,tdy (2.23)
Infatti poiche´ la successione u
εnk
t (θ) e` equilimitata, la convergenza puntuale
implica la convergenza forte in L2(Ω× [0, T ]), e dunque anche quella debole
in L2(Ω×[0, T ]). Ma la relazione (2.23) e` verificata grazie al remark 2.1.9 che
ci assicura che, da una successione εn si puo` estrarre una sottosuccessione
εnk tale che θ(φ
εnk
0,t (y))Jφ
εnk
0,t → θ(φ0,t(y))Jφ0,t in L1(BR).
Step 2
Nel caso generale, in cui u0 ∈ L∞(Rn) non e` necessariamente a supporto
compatto, consideriamo ζ ∈ C∞c (Rn) tale che ζ(x) ∈ [0, 1], ζ(x) = 1 per
x ∈ B1 e ζ(x) = 0 per x 6∈ B2. Definiamo poi un0 (x) := u0(x)ζ(xn). Allora
dallo step 1 sappiamo che
un(t, x) := un0 (φ
−1
0,t (x)) = u0(φ
−1
t,x(x))ζ
(
1
n
φ−10,t (x)
)
e` soluzione dell’equazione del trasporto con condizione iniziale un0 . Inoltre e`
facile osservare che, ∀(ω, t, x) ∈ Ω × [0, T ] × Rn, un(t, x) → u0(φ−10,t (x)), ed
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inoltre le un sono equilimitate in L∞(Ω×[0, T ]×Rn). Grazie alla convergenza
puntuale e alla equilimitatezza si ottiene che convergono in L∞(Ω× [0, T ]×
Rn) nella topologia debole ∗ e, per ogni N > 0, in L2(Ω× [0, T ]×BN ) nella
topologia debole, a u(t, x) = u0(φ−10,t (x)). Quindi ripetendo gli argomenti
della dimostrazione del teorema 2.2.4, poiche´ le un sono soluzioni, e poiche´
u(t, x) = u0(φ−10,t (x)), e` punto limite delle un sia nello spazio L
∞(Ω× [0, T ]×
Rn) con la topologia debole ∗ e sia, per ogni N > 0, nello spazio L2(Ω ×
[0, T ] × BN ) con la topologia debole, otteniamo che anche u e` soluzione
dell’equazione del trasporto stocastica.
2.3 Stime sullo Jacobiano
In questa sezione vogliamo dimostrare delle ulteriori proprieta` di regolarita`
dello Jacobiano del flusso. Sara` necessario fare la seguente ipotesi sulla
divergenza del campo di vettori b:
Ipotesi 2.3.1. Esiste p ∈ (2,∞) tale che div bt ∈ Lp([0, T ]× Rn)
Indicheremo, per p ∈ (1,∞), conWm,p lo spazio di Sobolev delle funzioni
in Lp(Rn) le cui derivate distribuzionali k-esime, per k ≤ m, sono rappre-
sentabili come funzioni in Lp(Rn). Utilizzeremo inoltre lo spazio H2p (T ), che
e` lo spazio delle funzioni u ∈ Lp(0, T ;W 2,p(Rn)) tali che ut ∈ Lp(0, T ×Rn).
Lo spazio H2p (T ) e` uno spazio di Banach, con la norma:
‖u‖H2p(T ) = ‖u‖Lp(0,T ;W 2,p(Rn)) + ‖∂tu‖Lp(0,T×Rn)
Si usera` inoltre il seguente risultato:
Teorema 2.3.2. Sia l : [0, T ]×Rn → Rn una funzione misurabile e limitata.
Per ogni f ∈ Lp(0, T × Rn), con p ∈ (1,∞), il problema di Cauchy{
∂F
∂t +
1
2∆F + l ·DF = f t ∈ [0, T [
F (T, x) = 0 x ∈ Rn (2.24)
ammette un’unica soluzione F ∈ H2p (T ), ed esiste una costante C dipendente
solo dai parametri p, ‖l‖∞, T e n tale che:
‖F‖H2p(T ) ≤ C‖f‖Lp(0,T×Rn)
Inoltre, se p ≥ 2 si ha F ∈ C([0, T ];W 1,p(Rn)), e la costante C puo` essere
scelta in modo che si abbia:
sup
t∈[0,T ]
‖F (t, ·)‖W 1,p(Rn) ≤ C‖f‖Lp(0,T×Rn)
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La dimostrazione dell’esistenza, dell’unicita`, e della stima ‖F‖H2p(T ) ≤
C‖f‖Lp(0,T×Rn) si puo` trovare in [9]. Per mostrare la seconda stima, defi-
niamo u(t, x) := F (T − t, x) ed osserviamo che si ha la formula esplicita:
u(t, x) =
∫ t
0
(Pt−sgs) (x)ds
dove g(t, x) = Du(t, x) · l(T − t, x) − f(T − t, x). Poiche´ p > 2, e dunque
p′ = pp−1 < 2, abbiamo
sup
t∈[0,T ]
‖Du(t, ·)‖Lp(Rn) ≤ sup
t∈[0,T ]
c
∫ t
0
1
(t− s) 12
‖g(s, ·)‖Lp(Rn)ds
≤ c′
(∫ T
0
1
sp′/2
ds
) 1
p′ (∫ T
0
‖Dus · lT−s‖Lp(Rn) + ‖fs‖pLp(Rn)ds
) 1
p
≤ c′′
(
‖F‖H2p(T ) + ‖f‖Lp(Rn)
)
≤ C‖f‖Lp(Rn)
Inoltre dalle stime appena trovate e` immediato verificare che si ha anche
F ∈ C([0, T ];W 1,p(Rn)). Possiamo ora enunciare e dimostrare il risultato
principale di questo paragrafo:
Teorema 2.3.3. Se b soddisfa le ipotesi 2.1.1 e 2.3.1, allora, per ogni R > 0,
P -q.c. Jφ ∈ L2(0, T ;W 1,2(BR)).
Dimostrazione. Step 1
Ricordiamo che se g ∈ C∞(R) e f e` una funzione continua, con f ∈
W 1,2loc (R
n), si ha g ◦ f ∈W 1,2loc (Rn) ed inoltre:∫
BR
|D(g ◦ f)(x)|2 dx ≤
(
sup
x∈BR
g
′
(f(x))
)2(∫
BR
|Df(x)|2 dx
)
Poiche´ log Jφt(x) e` una funzione continua, se si prova che per q.o. (ω, t) ∈
Ω × [0, T ] si ha log Jφt ∈ W 1,2loc (Rn), allora si ha anche per q.o. (ω, t) ∈
Ω× [0, T ] Jφt ∈W 1,2loc (Rn), ed inoltre:∫
BR
|DJφt(x)|2 dx ≤
(
sup
x∈BR
|Jφt(x)|
)2(∫
BR
|D log Jφt(x)|2 dx
)
Da questa disuguaglianza, integrando in t entrambi i membri, e osservando
che Jφt(x) e` una funzione continua in (t, x) e dunque limitata, si ottiene che
per dimostrare che per q.o. (ω, t) ∈ Ω× [0, T ] si ha Jφ ∈ L2(0, T ;W 1,2loc (Rn)),
e` sufficiente mostrare log Jφ ∈ L2(0, T ;W 1,2loc (Rn)) per q.o. (ω, t) ∈ Ω×[0, T ].
Inoltre per dimostrare che log Jφ ∈ L2(0, T ;W 1,2loc (Rn)) per q.o. (ω, t) ∈
Ω× [0, T ], e` sufficiente mostrare che, per ogni R > 0 si abbia:
log Jφ ∈ L2(Ω× (0, T );W 1,2(BR)) (2.25)
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Step 2
Sia ρ ∈ C∞c (Rn) un nucleo di convoluzione, e sia ρε(x) := 1εnρ(xε ). Definiamo
bεt = bt ∗ ρε e b0 = b. Sia φε il flusso associato all’equazione differenziale
stocastica (2.1) con il drift b sostituito con il drift bε. Grazie alla regolarita`
di bε, possiamo applicare risultati classici, che si possono trovare ad esempio
in [11], ed ottenere
log Jφε0,s(x) =
∫ t
0
div bε(s, φε0,s(x))ds
Applicando il remark 2.1.9, abbiamo che Jφε → Jφ in L2(Ω×(0, T );L2(BR))
per ogni R > 0. Definiamo, per t ∈ [0, T ]
ψε(t, x) =
∫ t
0
div bε(s, φε0,s(x))ds = log Jφ
ε
0,t(x)
ed osserviamo che a meno di estrarre una sottosuccessione (ψεn)n∈N abbiamo
per q.o. (ω, t, x) ∈ Ω× [0, T ]× Rn
ψεn(t, x)→ log Jφ0,t(x)
Inoltre si puo` mostrare che la successione ψεn(t, x) e` uniformemente limitata
in L2(Ω×[0, T ];L2(BR)): infatti utilizzando la condizione p > 2, ed il remark
2.1.8, si ha: (
E
[∫ T
0
∫
BR
∣∣∣∣∫ t
0
div bε(s, φε0,s(x))ds
∣∣∣∣2 dxdt
]) p
2
≤ CR,TE
[∫ T
0
∫
BR
∣∣∣∣∫ t
0
div bε(s, φε0,s(x))ds
∣∣∣∣p dxdt]
≤ C ′R,TE
[∫ T
0
ds
∫
BR
∣∣div bε(s, φε0,s(x))∣∣p dx]
≤ C ′R,T
∫ T
0
ds
∫
Rn
|div bε(s, y)ds|pE
[(
Jφε0,s
)−1 (y)] dy
≤ C ′R,T ‖div bε‖pLp([0,T ]×Rn) × sup
y∈Rn
sup
s∈[0,T ]
E
[(
Jφε0,s
)−1 (y)] < C < +∞
dove la costante C che compare come penultimo membro della catena di di-
suguaglianze non dipende da ε. Inoltre, da questa catena di disuguaglianze,
avendo ottenuto ‖ψε‖L2(Ω×[0,T ];L2(BR)) < C, si ha che la successione ψεn e`
uniformemente integrabile su Ω× [0, T ]×BR.
Grazie alla limitatezza delle ψεn in L2(Ω× [0, T ];L2(BR)), a meno di estrar-
re una sottosuccessione che indichiamo ancora con (ψεn)n∈N, si ha conver-
genza debole in L2(Ω × [0, T ];L2(BR)) verso una funzione ψ ∈ L2(Ω ×
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[0, T ];L2(BR)). Ma poiche´ ψεn → log Jφ q.o. in Ω × [0, T ] × Rn, e le ψεn
sono uniformemente integrabili, allora ψεn → log Jφ in L1(Ω× [0, T ]×Rn).
Quindi, presa f ∈ L∞(Ω× [0, T ]×BR) si deve avere
E
[∫ T
0
∫
BR
f(t, x)ψ(t, x)dxdt
]
= E
[∫ T
0
∫
BR
f(t, x) log Jφ0,t(x)dxdt
]
e dunque log Jφ = ψ. Quindi la successione ψεn → log Jφ non solo in
L1(Ω × [0, T ] × Rn), ma anche in L2(Ω × [0, T ];L2(BR)) con la topologia
debole.
Step 3
Per provare la relazione (2.25) e` sufficiente provare che la famiglia ψεn
e` equilimitata in L2(Ω × [0, T ];W 1,2(BR)) per ogni R > 0. Infatti, se
cos`ı fosse, si potrebbe estrarre una sottosuccessione ψεn → Ψ in L2(Ω ×
[0, T ];W 1,2(BR)) con la topologia debole. Ma allora si avrebbe anche ψεn →
Ψ in L2(Ω× [0, T ];L2(BR)) con la topologia debole, e quindi Ψ = log Jφ ∈
L2(Ω× [0, T ];W 1,2(BR)). Per mostrare la equilimitatezza delle ψε in L2(Ω×
[0, T ];W 1,2(BR)) si consideri il seguente problema di Cauchy:{
∂F ε
∂t +
1
2∆F
ε +DF ε · bε = div bε t ∈ [0, T [
F ε(T, x) = 0 x ∈ Rn (2.26)
Osserviamo che grazie al teorema 2.3.2, ed al fatto che p > 2 abbiamo la
stima:
‖F ε‖H2p(T ) + sup
t∈[0,T ]
‖F ε(t, ·)‖W 1,p(Rn) ≤ C‖div b‖Lp([0,T ];Lp(Rn)) (2.27)
con la costante C indipendente da ε. Inoltre, poiche´ il campo di vettori bε e`
regolare, abbiamo F ε(t, ·) ∈ C2+αb e possiamo applicare la formula di Itoˆ ed
ottenere:
F ε(t, φε0,t(x))− F (0, x)−
∫ t
0
DF ε(s, φε0,s(x)) · dWs
=
∫ t
0
div bε(s, φε0,s(x))ds = ψε(t, x)
(2.28)
Vista la regolarita` di tutti i termini possiamo derivare ed ottenere
Dψε(t, x) = DF ε(t, φε0,t(x))Dφ
ε
0,t(x)
−DF ε(0, x)−
∫ t
0
D2F ε(s, φε0,s(x))Dφ
ε
0,s(x)dWs
(2.29)
Poiche´ abbiamo gia` mostrato in precedenza che la successione ψεn e` equi-
limitata in L2(Ω × [0, T ];L2(BR)), per dimostrare che e` anche equilimitata
in L2(Ω × [0, T ];W 1,2(BR)) e` sufficiente mostrare che Dψεn e` equilimitata
in L2(Ω × [0, T ];L2(BR)). Dobbiamo dunque stimare rispetto alla norma
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dello spazio L2(Ω× [0, T ];L2(BR)) il membro di destra dell’identita` (2.29).
Il primo termine si stima con il cambio di variabile (s, y) = (t, φε0,t(x)) e con
un argomento analogo a quello dello step 2, con cui si ottiene:
‖DF ε(t, φε0,t(x))Dφε0,t(x)‖L2(Ω×[0,T ];L2(BR))
≤
∫ T
ds
∫
Rn
(F ε)2(s, y)E
[
(Jφε0,s)
−1(y)
]
dy × ‖Dφε‖L2(Ω×[0,T ];L2(BR))
≤
{
‖F ε‖H2p(T ) · sup
y∈Rn
sup
s∈[0,T ]
(
E[(Jφε0,s)
−1(y)]
) 1
p
}
× ‖Dφε‖L2(Ω×[0,T ];L2(BR))
L’ultimo termine si maggiora con una costante indipendente da ε, in quanto
‖F ε‖H2p(T ) ≤ ‖div b‖Lp(Ω×[0,T ];Lp(BR)) e gli altri due fattori sono maggiorati
da una costante indipendente da ε per il remark 2.1.8 e per il teorema 2.1.7.
Il secondo termine si stima semplicemente con:
‖DF ε(0, x)‖L2(Ω×[0,T ];L2(BR)) ≤ ‖F ε‖H22 (T )
Step 4
Per dimostrare la tesi resta da stimare il terzo termine: bisogna provare che
esiste una costante C indipendente da ε tale che
E
[∫ T
0
∫
BR
∣∣∣∣∫ t
0
D2F ε(s, φε0,s(x))Dφ
ε
0,s(x)dWs
∣∣∣∣2 dxdt
]
< C < +∞ (2.30)
Per dimostrare la stima (2.30) osserviamo che∫ T
0
∫
BR
E
[∣∣∣∣∫ t
0
D2F ε(s, φε0,s(x))Dφ
ε
0,s(x)dWs
∣∣∣∣2
]
dxdt
≤ T
∫
BR
E
[∫ T
0
∣∣D2F ε(s, φε0,s(x))Dφε0,s(x)∣∣2 ds] dx
Inoltre dal teorema 2.1.7 sappiamo che, per ogni r ≥ 1, esiste una costante
C indipendente da ε tale che:∫
BR
∫ T
0
E
[∣∣Dφε0,t(x)∣∣r] dtdx < C < +∞
Quindi, grazie a questa disuguaglianza ed alla disuguaglianza di Ho¨lder,
per dimostrare che vale la stima (2.30) e` sufficiente mostrare che esiste una
costante C indipendente da ε tale che:∫
BR
E
[∫ T
0
∣∣D2F ε(s, φε0,s(x))∣∣p ds] dx < C < +∞ (2.31)
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La stima (2.31) si ottiene osservando che:
E
[∫ T
0
ds
∫
BR
∣∣D2F ε(s, φε0,s(x))∣∣p dx]
≤
∫ T
0
ds
∫
Rn
|D2F ε(s, y)|pE [(Jφε0,s)−1(y)] dy
≤ sup
y∈Rn, s∈[0,T ]
E
[
(Jφε0,s)
−1(y)
] ∫ T
0
ds
∫
Rn
|D2F ε(s, y)|pdy < C < +∞
dove la maggiorazione con una costante deriva dal remark 2.1.8 e dalla stima
(2.27).
2.4 Unicita` della soluzione dell’equazione del tra-
sporto stocastica
In questa sezione verra` dimostrata, l’unicita` della soluzione dell’equazione
del trasporto stocastica, seguendo la dimostrazione data in [8]. Questa di-
mostrazione presenta delle analogie con le dimostrazioni dell’unicita` della
soluzione dell’equazione del trasporto deterministica viste nel capitolo pre-
cedente. In particolare la difficolta` principale consiste nella stima di un
commutatore simile a quello del caso deterministico. Tuttavia vi e` una
differenza notevole nel caso stocastico: si possono utilizzare i risultati sul-
l’esistenza del flusso, che permettono di richiedere condizioni di derivabilita`
sul campo di vettori b molto piu` deboli.
Iniziamo con la definizione del commutatore: sia ρ ∈ C∞c (Rn) un nucleo di
convoluzione, e definiamo ρε := 1εnρ(
x
ε ). Dati g ∈ L∞(Rn) e v ∈ L1(Rn) tale
che div v ∈ L1(Rn), definiamo
Rε[v, g](x) := [ρε ∗ (v ·Dg)− v ·D(ρε ∗ g)] (x)
dove con v ·Dg si intende la distribuzione definita da (v ·Dg)(θ) = − ∫ gDθ ·
vdx − ∫ gθ div vdx. Enunciamo ora due lemmi che saranno utilizzati in
seguito.
Lemma 2.4.1. Date v ∈ W 1,1loc (Rn;Rn) e g ∈ L∞loc(Rn), si ha, per ogni
R > 0: ∫
BR
|Rε[v, g](x)| dx ≤ C‖v‖W 1,1(BR+2)‖g‖L∞(BR+2)
dove C e` una costante indipendente da R, v, g e ε. Inoltre
lim
ε→0
∫
BR
|Rε[v, g](x)|dx = 0
Dimostrazione. Si puo` dimostrare questo lemma ripetendo la dimostrazione
del lemma 1.1.5, senza tenere conto della dipendenza dal tempo delle funzioni
u e b del lemma 1.1.5 (che vanno sostituite con g e v rispettivamente).
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Lemma 2.4.2. Siano v ∈ L∞loc(Rn;Rn) con div v ∈ L1loc(Rn) e g ∈ L∞loc(Rn).
Per ogni ϕ ∈ C∞(BR), ed ε sufficientemente piccolo si ha∣∣∣∣∫ Rε[v, g](x)ϕ(x)dx∣∣∣∣ ≤ 2‖g‖L∞(BR+1)
× [‖div v‖L1(BR+1)‖ϕ‖L∞(BR) + ‖v‖L∞(BR+1)‖Dϕ‖L1(BR)] (2.32)
Inoltre
lim
ε→0
∫
|Rε[v, g](x)|dx = 0
Dimostrazione. Possiamo riscrivere il commutatore nella seguente forma:∫
Rε[v, g](x)ϕ(x)dx =
∫
{[ρε ∗ (v ·Dg)](x)− [v ·D(ρε ∗ g)](x)}ϕ(x)dx
=
∫ ∫
[−g(x′)v(x′)Dx′ρε(x− x′)− g(x′)ρε(x− x′) div v(x′)]ϕ(x)dx′dx
+
∫ ∫
[g(x′)v(x)ρε(x− x′)Dxϕ(x) + g(x′)ϕ(x)ρε(x− x′) div v(x)]dxdx′
=
∫ ∫
g(x′)ρε(x− x′)Dxϕ(x)[v(x)− v(x′)]dxdx′
+
∫ ∫
g(x′)ϕ(x)ρε(x− x′)[div v(x)− div v(x′)]dxdx′
Assumendo sia sufficientemente piccolo in modo che ρε abbia supporto con-
tenuto in B1, possiamo stimare l’ultimo membro in maniera standard ed
ottenere la stima (2.32). Per quanto riguarda la seconda parte dell’enun-
ciato, riscrivendo il commutatore come appena fatto si verifica banalmente
che, se v e` di classe C1, la tesi e` verificata (basta applicare il teorema di
convergenza dominata di Lebesgue). La tesi nel caso generale segue allora
con un semplice argomento di densita`.
Prima di dimostrare l’unicita` della soluzione dell’equazione del traspor-
to stocastica, enunciamo un corollario dei due lemmi precedenti, che sara`
cruciale nella dimostrazione del risultato di unicita`.
Corollario 2.4.3. Sia φ ∈ C1(Rn;Rn) un diffeomorfismo. Siano v ∈
L∞loc(Rn;Rn) con div v ∈ L1loc(Rn) e g ∈ L∞loc(Rn). Inoltre se n > 1 si
supponga Jφ−1 ∈ W 1,1loc . Allora, per ogni ϕ ∈ C∞c , esiste una costante Cϕ
che soddisfa, per ogni R > 0 tale che suppϕ ◦ φ−1 ⊂ B(R):
Se n > 1:∣∣∣∣∫ Rε[v, g](φ(x))ϕ(x)dx∣∣∣∣ ≤ Cϕ‖g‖L∞(BR+1)‖div v‖L1(BR+1)‖Jφ−1‖L∞(BR)
+Cϕ‖g‖L∞(BR+1)‖v‖L∞(BR+1)
(‖Dφ−1‖L∞(BR) + ‖DJφ−1‖L1(BR))
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Se n = 1:∣∣∣∣∫ Rε[v, g](φ(x))ϕ(x)dx∣∣∣∣ ≤ Cϕ‖Jφ−1‖L∞(BR)‖g‖L∞(BR+2)‖v‖W 1,1(BR+2)
In entrambi i casi si ha
lim
ε→0
∫
Rε[v, g](φ(x))ϕ(x)dx = 0
Dimostrazione. Definiamo ϕφ(y) := ϕ(φ−1(y))Jφ−1(y). Tramite il cambio
di variabile φ(x) = y, possiamo riscrivere il commutatore Rε[v, g] come∫ Rε[v, g](φ(x))ϕ(x)dx = ∫ Rε[v, g](y)ϕφ(y)dy; osserviamo che per ipotesi
suppϕφ ⊂ B(R). Nel caso n > 1, dal lemma precedente abbiamo:∣∣∣∣∫ Rε[v, g](φ(x))ϕ(x)dx∣∣∣∣ ≤ 2‖g‖L∞(BR+1)
× [‖div v‖L1(BR+1)‖ϕφ‖L∞(BR) + ‖v‖L∞(BR+1)‖Dϕφ‖L1(BR)]
Per dimostrare la tesi nel caso n > 1 e` sufficiente osservare che ‖ϕφ‖L∞(BR) ≤
‖ϕ‖L∞(BR)‖Jφ−1‖L∞(BR), ed inoltre, indicando con [Dφ−1(y)]∗ la matrice
aggiunta di [Dφ−1(y)], si ha:
‖Dϕφ‖L1(BR) ≤ ‖[Dφ−1]∗(Dϕ ◦ φ−1)Jφ−1‖L1(BR)
+ ‖(ϕ ◦ φ−1) ·DJφ−1‖L1(BR)
≤ ‖Dφ−1‖L∞(BR)‖Dϕ‖L1(BR) + ‖ϕ‖L∞(BR)‖DJφ−1‖L1(BR)
Avendo dimostrato la stima, la convergenza di Rε a 0 segue dal lemma
precedente.
Nel caso n = 1 e` sufficiente osservare che:∣∣∣∣∫ Rε[v, g](φ(x))ϕ(x)dx∣∣∣∣ = ∣∣∣∣∫ Rε[v, g](y)ϕφ(y)dy∣∣∣∣
≤ ‖ϕφ‖L∞(BR)
∫
BR
∣∣Rε[v, g](y)Jφ−1(y)∣∣ dy
≤ Cϕ‖Jφ−1‖L∞(BR)‖g‖L∞(BR+2)‖v‖W 1,1(BR+2)
Anche in questo caso, avendo dimostrato la stima, la convergenza di Rε a 0
segue dal lemma precedente.
Teorema 2.4.4. Si supponga che b soddisfi l’ipotesi 2.1.1. Si supponga
inoltre, nel caso n > 1, che soddisfi l’ipotesi 2.3.1, e nel caso n = 1
l’ipotesi Db ∈ L1loc([0, T ] × R). Allora, per ogni u0 ∈ L∞(Rn), esiste
un’unica soluzione u dell’equazione del trasporto stocastica (2.20). Inoltre
u(t, x, ω) = u0(φ−10,t (ω)(x)).
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Dimostrazione. Step 1
Per la linearita` dell’equazione e` sufficiente dimostrare che se u0 ≡ 0 allora
ogni soluzione e` identicamente nulla. Indichiamo allora con u una soluzione
dell’equazione (2.20) con dato iniziale nullo. Sia ρ ∈ C∞c (Rn) un nucleo
di convoluzione e sia, per ε > 0, ρε(x) = 1εnρ(
x
ε ). Definiamo u
ε(t, ·) :=
ρε ∗ u(t, ·). Allora, fissato y ∈ Rn, se nella definizione 2.2.2 prendiamo
θ(x) = ρε(y − x), abbiamo
uε(t, y) =
∫
Rn
u(t, x)ρε(y − x)dx =
∫ t
0
Aε(s, y)ds+
n∑
i=1
∫ t
0
B(i)ε (s, y) ◦ dW is
con
Aε(t, y) :=
∫
Rn
u(t, x) {b(t, x) ·Dx[ρε(y − x)] + div b(t, x)ρε(y − x)} dx
B(i)ε (t, y) :=
∫
Rn
u(t, x)Di,x[ρε(y − x)]dx
Osserviamo che le funzioni uε(t, y), Aε(t, y) e Bε(t, y) sono misurabili, li-
mitate e di classe C∞ in y. Inoltre, possiamo applicare la versione della
formula di Itoˆ per integrali di Stratonovich a uε(t, φ0,t(x)) ed otteniamo:
duε(t, φ0,t(x)) = Aε(t, φ0,t(x))dt+
n∑
i=1
B(i)ε (t, φ0,t(x)) ◦ dW it
+(b ·Duε)(t, φ0,t(x))dt+
n∑
i=1
(Diuε)(t, φ0,t(x)) ◦ dW it
Poiche´ si ha
(Diuε)(t, y) = −
∫
Rn
u(t, x)Di,x[ρε(y − x)]dx
possiamo sostituire nell’espressione precedente e troviamo:
duε(t, φ0,t(x)) = [Aε(t, φ0,t(x)) + (b ·Duε)(t, φ0,t(x))] dt
Quindi, ricordando la definizione di Aε e di Rε si trova:
uε(t, φ0,t(x)) = −
∫ t
0
Rε[bs, us](φ0,s(x))ds (2.33)
Step 2
Osserviamo che, per ogni t ∈ [0, T ] P -q.c. uε(t, ·) → u(t, ·) in L∞(Rn) con
la topologia debole ∗. Inoltre, per ogni ϕ ∈ C∞c (Rn) vale:∫
Rn
uε(t, φ0,t(x))ϕ(x)dx =
∫
Rn
uε(t, y)ϕ(φ−10,t (y))Jφ
−1
0,t (y)dy
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Quindi P -q.c. abbiamo:
lim
ε→0
∫
Rn
uε(t, φ0,t(x))ϕ(x)dx =
∫
Rn
u(t, y)ϕ(φ−10,t (y))Jφ
−1
0,t (y)dy
=
∫
Rn
u(t, φ0,t(x))ϕ(x)dx
Utilizzando quest’ultima uguaglianza e l’identita` (2.33) otteniamo:∫
Rn
u(t, φ0,t(x))ϕ(x)dx = − lim
ε→0
∫
Rn
(∫ t
0
Rε[bs, us](φ0,s(x))ds
)
ϕ(x)dx
(2.34)
Quindi e` sufficiente provare che ∀t ∈ [0, T ], e ∀ϕ ∈ C∞c (Rn), il limite al
secondo membro e` P -q.c. nullo. Infatti, se cos`ı fosse, avremmo dimostrato
che, ∀t ∈ [0, T ], u(t, φ0,t(·)) ≡ 0, e dunque, poiche´ φ0,t e` un diffeomorfismo,
che u(t, ·) ≡ 0.
Step 3
Per dimostrare che ∀t ∈ [0, T ], e ∀ϕ ∈ C∞c (Rn) il membro destro dell’e-
spressione (2.34) converge P -q.c. a 0, vogliamo applicare il teorema di
convergenza dominata di Lebesgue, sull’intervallo [0, T ], a
s→
∫
Rn
Rε[bs, us](φ0,s(x))ϕ(x)dx
Per fare cio` e` sufficiente dimostrare che le ipotesi del corollario 2.4.3 sono ri-
spettate P -q.c. Nel caso n > 1, fissiamo ϕ ∈ C∞c . Sia r tale che suppϕ ⊂ Br,
e definiamo la variabile aleatoria R = sups∈[0,T ] supx∈Br |φ0,s(x)|. Osservia-
mo che, grazie a questa definizione, suppϕ ◦ φ−10,s ⊂ BR ∀s ∈ [0, T ]. Allora
possiamo applicare il corollario 2.4.3, ed otteniamo:∣∣∣∣∫
Rn
Rε[bs, us](φ0,s(x))ϕ(x)dx
∣∣∣∣
≤ Cϕ‖us‖L∞(BR+1) ×
{‖div bs‖L1(BR+1)‖Jφ−10,s‖L∞(BR)
+‖bs‖L∞(BR+1)
(‖Dφ−1‖L∞(BR) + ‖DJφ−1‖L1(BR)) }
≤ Cϕ
[
‖div bs‖L1(BR+1)‖Jφ−10,s‖L∞(BR) + ‖Dφ−1‖L∞(BR) + ‖DJφ−1‖L1(BR)
]
dove nell’ultimo passaggio si e` sfruttata la limitatezza globale di u e di b.
Osserviamo che le varie norme L1 e L∞ sono calcolate su palle di raggio
aleatorio. Pero` dalle proprieta` del flusso sappiamo che Dφ−10,s(x) e Jφ
−1
0,s(x)
sono P -q.c. continui in (s, x) e che P (R < +∞) = 1, e quindi P -q.c.∫ T
0
‖Dφ−10,s‖L∞(BR)ds < +∞ e
∫ T
0
‖DJφ−10,s‖L1(BR) < +∞
Inoltre sappiamo che P -q.c.
∫ T
0 ‖div bs‖L1(BR)ds < +∞. Quindi resta da
dimostrare solamente che P -q.c.
∫ T
0 ‖DJφ−1‖L1(BR)ds < +∞. Ma, come
48
osservato nel remark 2.1.8, φ−10,s soddisfa un’equazione differenziale stocastica
analoga a quella di φ0,s, a meno di un’inversione temporale, e quindi possia-
mo applicare il teorema 2.3.3. Dunque P -q.c. DJφ−1 ∈ L2([0, T ];L2loc(Rn))
e quindi, per ogni R ∈ (0,∞), DJφ−1 ∈ L1([0, T ];L1(BR)). Poiche´ P -q.c.
R < +∞, abbiamo che, P -q.c., ∫ T0 ‖DJφ−1‖L1(BR)ds < +∞.
Nel caso n = 1 la dimostrazione e` analoga applicando la stima del corollario
2.4.3 valida nel caso n = 1.
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Capitolo 3
Flussi stocastici in
dimensione 1
In questo capitolo verra` studiato il problema dell’esistenza e della regolarita`
di flussi stocastici per l’equazione differenziale stocastica unidimensionale:{
dXxt = b(X
x
t )dt+ dWt
Xx(0) = x
(3.1)
Questo problema e` stato gia` molto studiato in letteratura; ad esempio l’esi-
stenza di un flusso di diffeomorfismi sotto ipotesi di derivabilita` dei coefficien-
ti e` dimostrata in [11]. Nel capitolo precedente e` stato mostrato, seguendo
[8], l’esistenza sotto ipotesi di Ho¨lderianita` di b. In questo capitolo, seguendo
[3] ci restringeremo al caso unidimensionale, e con b autonomo. Dimostre-
remo pero`, facendo uso di alcune proprieta` del local time, l’esistenza di un
flusso di diffeomorfismi sotto ipotesi su b molto deboli, che permettono di
considerare anche b discontinui. Piu` precisamente si richiedera` b di classe
BV con la derivata distribuzionale limitata dal basso o dall’alto. Questi ri-
sultati, grazie alla presenza di un disturbo stocastico, sono piu` forti di quelli
esistenti per flussi deterministici. Ad esempio in [1], viene dimostrata, in
dimensione qualsiasi, l’esistenza e unicita` di un flusso, inteso in un senso
debole e non nel senso di un flusso di diffeomorfismi, e richiedendo b ∈ BV ,
con (div b)− limitata.
3.1 Ipotesi e notazione
Nel seguito del capitolo supporremo sempre che b soddisfi le seguenti ipotesi:
Ipotesi 3.1.1. 1. b ∈ BV (R) e b = b1−b2, con b1 e b2 crescenti e limitati
2. b1 ∈W 1,∞ o b2 ∈W 1,∞
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Supporremo in un primo momento b1 ∈ W 1,∞. Sotto questa condizio-
ne dimostreremo l’Ho¨lderianita` del local time della soluzione dell’equazione
differenziale stocastica (3.1) rispetto ai dati iniziali. Grazie a questi risultati
dimostreremo l’esistenza di un flusso stocastico di classe C1,α, per α < 12 . Al
termine del capitolo, utilizzando considerazioni standard sulle equazioni ba-
ckward, dimostreremo che i risultati dimostrati valgono anche se sostituiamo
l’ipotesi b1 ∈W 1,∞ con l’ipotesi b2 ∈W 1,∞.
Notazione
Nel seguito del capitolo supporremo fissato uno spazio di probabilita` con
un moto Browniano unidimensionale (Ω, (Ft)t≥0,F , P,Wt). Inoltre, per ogni
0 ≤ s < t indichiamo con Fs,t laσ-algebra completata generata da Wu −Wr
per s ≤ r ≤ u ≤ t. Useremo inoltre le seguenti notazioni: L = ‖b‖∞,
K = ‖Db1‖∞, b∗ = b1 + b2, L∗ = ‖b∗‖∞, e dove non altrimenti specificato
considereremo solo processi unidimensionali.
Infine, indicheremo con Xxt l’unica soluzione dell’equazione differenziale
stocastica (3.1).
3.2 Continuita` del Local time rispetto ai dati ini-
ziali
Enunciamo per prima cosa le formule di Tanaka, che permettono di definire
il local time di una semimartingala continua X.
Teorema 3.2.1 (Formule di Tanaka). Sia X una semimartingala continua,e
sia a ∈ R. Allora esiste un processo Lat (X) continuo e crescente, chiamato
local time di X, tale che:
1.
|Xt − a| = |X0 − a|+
∫ t
0
sgn(Xs − a)dXs + Lat (X)
2.
(Xt − a)+ = (X0 − a)+ +
∫ t
0
1{Xs>a}dXs +
1
2
Lat (X)
3.
(Xt − a)− = (X0 − a)− −
∫ t
0
1{Xs≤a}dXs +
1
2
Lat (X)
In particolare |Xt − a|, (Xt − a)+ e (Xt − a)− sono semimartingale.
La dimostrazione di queste formule si ottiene facilmente, a partire dalla
formula di Itoˆ, regolarizzando la funzione f(x) = |x|.
Enunciamo adesso un risultato classico, il lemma di Kolmogorov, che sara`
utile nel seguito:
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Lemma 3.2.2 (Kolmogorov). Sia ξ(x), x ∈ Rn un processo stocastico a
valori in uno spazio di Banach. Allora, se esistono delle costanti positive α,
β, ε tali che
E[‖ξ(x)− ξ(y)‖α] ≤ C|x− y|n+β,
ξ possiede una modificazione localmente Ho¨lderiana di ordine γ per ogni
γ < βα .
Ricordiamo un’altra disuguaglianza che sara` utile nel seguito, e che e`
utilizzata ad esempio, per dimostrare che il local time del moto Browniano
e` q.c. continuo in (a, t)
Proposizione 3.2.3. Sia Xt = X0+At+Mt una semimartingala continua,
con Mt martingala locale continua, nulla in 0, e At processo a variazione
limitata, nullo in 0. Si supponga inoltre che supt≤T |Mt| ∨ supt≤T |At| ≤ K.
Allora si ha:
E
[∣∣∣∣∫ t
0
1{a<Xs≤b}d〈M〉s
∣∣∣∣p] ≤ Cp,K |a− b|p
Dimostrazione. Sia f una funzione di classe C2 tale che 0 ≤ f ′′(x) ≤ 1,
f ′′(x) = 0 per x 6∈]− 1, 2[, f ′′(x) = 1 per x ∈ [0, 1], e f ′(x) = 0 per x ≤ −1.
Sia inoltre δ = b− a, e sia φ(x) = f(x−aδ ).
Avendo definito in questo modo f si ha:∫ t
0
1{a<Xs≤b}d〈M〉s =
∫ t
0
1{a<Xs≤b}d〈X〉s ≤ δ2
∫ t
0
φ′′(Xs)d〈X〉s
= 2δ2
(
φ(Xt)− φ(X0)−
∫ t
0
φ′(Xs)dXs
)
≤ 2δ2∣∣φ(Xt)− φ(X0)∣∣+ 2δ2 ∣∣∣∣∫ t
0
φ′(Xs)dMs
∣∣∣∣+ 2δ2 ∣∣∣∣∫ t
0
φ′(Xs)dAs
∣∣∣∣
≤ 6δ∣∣Xt −X0∣∣+ 2δ ∣∣∣∣∫ t
0
f ′
(
Xs − a
δ
)
dMs
∣∣∣∣+ 6δ ∫ t
0
|dAs|
≤ 18Kδ + 2δ sup
t
∣∣∣∣∫ t
0
f ′
(
Xs − a
δ
)
dMs
∣∣∣∣
Da queste disuguaglianze, dal fatto che ∀x 0 ≤ f ′(x) ≤ 3, e dalla disugua-
glianza di Burkholder-Davis-Gundy segue che:
E
[∣∣∣∣∫ t
0
1{a<Xs≤b}d〈M〉s
∣∣∣∣p] ≤ δpCpE [(K + sup
t
∣∣∣∣∫ t
0
f ′
(
Xs − a
δ
)
dMs
∣∣∣∣)p]
≤ δpCp
Kp + E
(∫ t
0
(
f ′
(
Xs − a
δ
))2
d〈M〉s
)p2
≤ δpCp
{
Kp + 3pE
[
〈M〉
p
2
t
]}
≤ δpCp(1 + E[〈M〉 2t ])
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Infine, utilizzando di nuovo la disuguaglianza di Burkholder-Davis-Gundy
abbiamo
E[〈M〉
p
2
t ] ≤ CpE[(M∗t )p] ≤ CpKp.
Dunque, sostituendo questa disuguaglianza in quella precedente otteniamo:
E
[∣∣∣∣∫ t
0
1{a<Xs≤b}d〈M〉s
∣∣∣∣p] ≤ CpKp|a− b|p
Possiamo adesso dimostrare il risultato principale di questa sezione, che,
oltre a presentare un interesse intrinseco, sara` fondamentale nelle sezioni
successive.
Teorema 3.2.4. Esiste una modificazione di Lat (X
x) che e` continua in
(a, t, x), ed e` Ho¨lderiana in (a, x) di ordine α, per α < 12 .
Dimostrazione. Definiamo, come segue, una successione crescente di tempi
d’arresto:
Tn := inf {t ≥ 0 : |Wt| ∨ tL ≥ n}
Indichiamo poi con XTn l’unica soluzione arrestata dell’equazione 3.1. Os-
serviamo che ∀t ≥ 0 |Xt∧Tn−x| ≤ 2n, ed inoltre XTn soddisfa le ipotesi della
proposizione 3.2.3. Inoltre, poiche´ si ha Tn ↑ ∞ q.c., e` sufficiente dimostrare
l’enunciato del teorema per Lat∧Tn(X
x).
Dalla definizione di Lat (X
x) data dalle formule di Tanaka si ha:
Lat∧Tn(X
x) = |Xxt∧Tn − a| − |x− a|
−
∫ t∧Tn
0
sgn(Xxs − a)b(Xxs )ds−
∫ t∧Tn
0
sgn(Xxs − a)dWs
Poiche´ per ogni x, y ∈ R si ha q.c. |Xxt − Xyt | ≤ eKt|x − y|, il primo
termine del membro destro ammette una modificazione continua in (a, t, x), e
lipschitziana in (a, x). In particolare ammette una modificazione Ho¨lderiana
in (a, x), di ordine α, per α < 12 . Anche il secondo termine del membro
destro e` banalmente continuo in (a, t, x) e Ho¨lderiano in (a, x), di ordine α,
per α < 12 . Dimostriamo adesso che anche il terzo termine ammette una
modificazione continua in (a, t, x), e Ho¨lderiana in (a, x), di ordine α, per
α < 12 . Utilizzeremo il lemma di Kolmogorov allo spazio di Banach C([0, T ]),
con la norma del sup. Inoltre verra` utilizzato l’enunciato della proposizione
3.2.3.
Siano allora (a, x) ∈ R2 e (b, y) ∈ R2. Considereremo solamente il caso b > a
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and y > x. In tutti gli altri casi le stime sono del tutto analoghe. Abbiamo:
E
[
sup
t≥0
∣∣∣ ∫ t∧Tn
0
sgn(Xxs − a)b(Xxs )− sgn(Xys − b)b(Xys )ds
∣∣∣p]
≤ CpE
[
sup
t≥0
∣∣∣ ∫ t∧Tn
0
sgn(Xxs − a)b(Xxs )− sgn(Xxs − b)b(Xxs )ds
∣∣∣p]
+CpE
[
sup
t≥0
∣∣∣ ∫ t∧Tn
0
sgn(Xxs − b)b(Xxs )− sgn(Xys − b)b(Xys )ds
∣∣∣p]
≤ CpE
[∣∣∣ ∫ Tn
0
|b(Xxs )(sgn(Xxs − b)− sgn(Xys − b))|ds
∣∣∣p]
+CpE
[∣∣∣ ∫ Tn
0
| sgn(Xys − b)(b(Xxs )− b(Xys ))|ds
∣∣∣p]
+CpE
[∣∣∣2L∫ Tn
0
1a≤Xxs<bds
∣∣∣p] ≤ CpE[∣∣∣2L∫ Tn
0
1Xxs≤b<Xys ds
∣∣∣p]
+CpE
[∣∣∣ ∫ Tn
0
|b(Xxs )− b(Xys )|ds
∣∣∣p]+ CpE[∣∣∣2L∫ Tn
0
1a≤Xxs<bds
∣∣∣p]
≤ CpE
[∣∣∣2L∫ Tn
0
1b−eKT (y−x)<Xxs∧Tn≤bds
∣∣∣p]
+CpE
[∣∣∣ ∫ Tn
0
b∗(Xys )− b∗(Xxs )ds
∣∣∣p]+ CpE[∣∣∣2L∫ Tn
0
1a≤Xxs∧Tn<bds
∣∣∣p]
≤ Cp,nLp|a− b|p + Cp,nLp|x− y|p + CpE
[∣∣∣ ∫ Tn
0
b∗(Xys )− b∗(Xxs )ds
∣∣∣p]
Resta da stimare l’ultimo termine per poter applicare il lemma di Kolmogo-
rov: definiamo h = eKT (y − x). Sia f tale che f ′′(r) = b∗(hr + h)− b∗(hr),
e |f ′(r)| ≤ L∗. Definiamo inoltre φ(r) = f( rh). Da queste definizioni segue
φ
′′
(r) = 1
h2
(b∗(r + h)− b∗(r)), e dunque abbiamo
1
2
∣∣∣∣∫ Tn
0
b∗(Xys )− b∗(Xxs )ds
∣∣∣∣ ≤ 12
∫ Tn
0
b∗(Xxs + h)− b∗(Xxs )ds
=
1
2
h2
∫ Tn
0
φ
′′
(Xxs )ds = h
2
(
φ(XxTn)− φ(x)−
∫ Tn
0
φ
′
(Xxs )dX
x
s
)
≤ h2 ∣∣φ(XxTn)− φ(x)∣∣+ h2 ∣∣∣∣∫ Tn
0
φ
′
(Xxs )b(X
x
s )ds
∣∣∣∣+ h2 ∣∣∣∣∫ Tn
0
φ
′
(Xxs )dWs
∣∣∣∣
≤ L∗h |XTn − x|+ L∗h
∫ Tn
0
|b(Xxs )|ds+ h
∣∣∣∣∫ Tn
0
f
′
(
Xxs
h
)
dWs
∣∣∣∣
≤ L∗h(2n+ n) + h
∣∣∣∣∫ Tn
0
f
′
(
Xxs
h
)
dWs
∣∣∣∣
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Quindi abbiamo ottenuto:
E
[∣∣∣∣∫ Tn
0
b∗(Xys )− b∗(Xxs )ds
∣∣∣∣p
]
≤ hpC ′n,p
1 + E
∣∣∣∣∣
∫ Tn
0
(
f
′
(
Xxs
h
))2
ds
∣∣∣∣∣
p
2
 ≤ hpC ′′n,p
Dunque, dal lemma di Kolmogorov, segue che∫ t∧Tn
0
sgn(Xxs − a)b(Xxs )ds
ammette una modificazione continua in (a, t, x), ed Ho¨lderiana in (a, x), di
ordine α, per α < 1, e dunque, in particolare α < 12 .
Per concludere, resta da dimostrare che anche
∫ t∧Tn
0 sgn(X
x
s − a)dWs am-
mette una modificazione continua in (a, t, x), e Ho¨lderiana in (a, x), di ordine
α, for α < 12 . Si ha:
E
[
sup
t≥0
∣∣∣ ∫ t∧Tn
0
sgn(Xxs − a)− sgn(Xys − b)dWs
∣∣∣p]
≤ CpE
[( ∫ Tn
0
| sgn(Xxs − a)− sgn(Xys − b)|2ds
) p
2
]
≤ CpE
[( ∫ Tn
0
| sgn(Xxs − a)− sgn(Xxs − b)|2ds
) p
2
]
+CpE
[( ∫ Tn
0
| sgn(Xxs − b)− sgn(Xys − b)|2ds
) p
2
]
≤ CpE
[( ∫ Tn
0
1a≤Xxs<bds
) p
2
]
+ CpE
[( ∫ Tn
0
1b−eKT (y−x)<Xxs≤bds
) p
2
]
≤ Cp,n|a− b|
p
2 + Cp,n|x− y|
p
2
Da questa stima e dal lemma di Kolmogorov, segue che anche
∫ t∧Tn
0 sgn(X
x
s−
a)dWs ammette una modificazione continua in (a, t, x), e Ho¨lderiana in
(a, x), di ordine α, per α < 12 .
Nel seguito del capitolo considereremo sempre la versione continua di
Lat (X
x).
Corollario 3.2.5. Siano T ≥ 0 e x ≤ y. Allora il processo
s→ sup
t∈[0,T ]
sup
u∈[x,y]
sup
a∈R
Lat+s(X
u)− Lat (Xu) (3.2)
e` continuo.
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Dimostrazione. Indichiamo con As l’insieme compatto (e aleatorio)
As := [x− L(T + s)− sup
r≤T+s
|Wr|, y + L(T + s) + sup
r≤T+s
|Wr|]
Osserviamo che q.c. s < r implica As ⊂ Ar. Osserviamo che ∀s ≤ t, e
∀u ∈ R si ha |Xus − u| ≤ Lt+ sups≤t |Ws|.
Allora se a 6∈ [u − Lt − sups≤t |Ws|, u + Lt + sups≤t |Ws|] si deve avere
Lat (X
u) = 0.Dunque ∀s ≤ r vale:
sup
t∈[0,T ]
sup
u∈[x,y]
sup
a∈R
Lat+s(X
u)− Lat (Xu) = sup
t∈[0,T ]
sup
u∈[x,y]
sup
a∈Ar
Lat+s(X
u)− Lat (Xu)
Grazie a questa identita` a alla compattezza di [0, T ]×[x, y]×Ar, la continuita`
del processo (3.2) e` dimostrata nell’intervallo [0, r]. Per l’arbitrarieta` di r
l’enunciato e` dimostrato.
3.3 Esistenza del flusso stocastico di diffeomorfi-
smi
In questa sezione dimostreremo per prima cosa una proprieta` di non coa-
lescenza delle soluzioni dell’equazione 3.1. La dimostrazione sara` basata
sul risultato di continuita` di Lat (X
x) dimostrato nella sezione preceden-
te. Premettiamo un lemma, che si puo` trovare in [14], ed in [13] con una
dimostrazione completa.
Lemma 3.3.1. Sia X una semimartingala continua, e sia 〈X〉t la sua va-
riazione quadratica. Sia inoltre f : R+×R×Ω→ R una funzione misurabile
e limitata. Allora q.c., ∀t ≥ 0∫ t
0
f(s,Xs, ω)d〈X〉t =
∫
R
da
∫ t
0
f(s, a, ω)dLas(X)
Proposizione 3.3.2. ∀x ∈ R, ∀h > 0, e ∀T ≥ 0, q.c. Xx+hT −XxT > 0.
Dimostrazione. Fissiamo x ∈ R, h > 0, e T ≥ 0. Dal corollario 3.2.5, sap-
piamo che il processo s → supt∈[0,T ] supa∈R Lat+s(Xx)− Lat (Xx), e` continuo
e nullo in 0. Quindi ∀ε > 0 q.c. esiste sε,x(ω) > 0 tale che, se s ∈ [0, sε,x(ω)]
allora Lat+s(X
x) − Lat (Xx) < ε2L∗(1+ε) ∀a ∈ R e ∀t ∈ [0, T ]. Allora, q.c. si
ha, ∀t ∈ [0, T ]:
inf
r∈[t,t+sε,x(ω)]
(Xx+hr −Xxr )− (Xx+ht −Xxt )
≥
∫ t+sε,x(ω)
t
b∗(Xxu)− b∗(Xxu + (Xx+ht −Xxt ))du
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=
∫
R
[
b∗(a)− b∗
(
a+
(
Xx+ht −Xxt
))]
×
[
Lat+sε,x(ω)(X
x)− Lat (Xx)
]
da
≥ −‖L·t+sε,x(ω)(Xx)− L·t(Xx)‖∞ × ‖b∗(·)− b∗
(
·+
(
Xx+ht −Xxt
))
‖1
≥ −
(
sup
a∈R
Lat+sε,x(ω)(X
x)− Lat (Xx)
)
× 2L∗
(
Xx+ht −Xxt
)
≥ − ε
1 + ε
(Xx+ht −Xxt )
Da questa disuguaglianza si ricava:
inf
r∈[t,t+sε,x(ω)]
(Xx+hr −Xxr ) ≥
(Xx+ht −Xxt )
1 + ε
(3.3)
Allo stesso modo si puo` ottenere:
sup
r∈[t,t+sε,x(ω)]
(Xx+hr −Xxr ) ≤ (1 + ε)(Xx+ht −Xxt ) ≤
(Xx+ht −Xxt )
1− ε (3.4)
In particolare q.c. Nε,T,x(ω) := d Tsε,x(ω)e <∞, e quindi, q.c., si ha:
Xx+hT −XxT ≥ h
(
1
1 + ε
)Nε,T,x(ω)
> 0
Remark 3.3.3. Utilizzando il corollario 3.2.5, con gli stessi argomenti
utilizzati per dimostrare l’ultima proposizione, e` possibile dimostrare che,
per ogni intervallo [x, y], e ∀ε > 0 q.c. esiste sε,x,y(ω) > 0 tale che, se
s ∈ [0, sε,x,y(ω)] allora Lat+s(Xu) − Lat (Xu) < ε2L∗(1+ε) per ogni a ∈ R,
t ∈ [0, T ] e u ∈ [x, y]. Questa osservazione sara` utile nel prossimo teorema,
che e` di fondamentale importanza per dimostrare l’esistenza di un flusso
stocastico di classe C1,α.
Teorema 3.3.4. Siano x, y, t ∈ R tali che x < y, e t ≥ 0. Allora q.c.
inf
u∈[x,y]
exp
(∫
R
Lat (X
u)Db(da)
)
≤
(
Xyt −Xxt
y − x
)
≤ sup
u∈[x,y]
exp
(∫
R
Lat (X
u)Db(da)
)
Dimostrazione. Step 1. Fissiamo ε > 0, t ≥ 0 e x < y. Sia sε,x,y(ω) definito
come nel remark 3.3.3, e definiamo Nε,t,x,y(ω) := d tsε,x,y(ω)e. Definiamo
infine, ∀ i ∈ N, ti(ω) := (i × sε,x,y(ω)) ∧ t. Ovviamente si avra`, q.c. che se
i ≥ Nε,t,x,y(ω) allora ti(ω) = t. Definiamo g : Ω× R+ → R+ come:
g(h) := sup
r∈[0,h]
sup
z∈[x,y]
sup
s∈[0,t]
sup
a∈R
|Lr+as (Xz)− Las(Xz)|
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Osserviamo che, con gli stessi argomenti utilizzati nel corollario 3.2.5 e nel
remark 3.3.3, e` possibile dimostrare che g e` q.c. continua, crescente e nulla
in 0. Con queste definizioni, dati z, w ∈ [x, y] con z < w, dalla formula di
Itoˆ si ha:
ln
(
Xwt −Xzt
w − z
)
=
∫ t
0
b(Xws )− b(Xzs )
Xws −Xzs
ds
=
∞∑
i=0
∫ ti+1
ti
b(Xws )− b(Xzs )
Xws −Xzs
ds := Iε,z,w0
Osserviamo che, nella sommatoria al penultimo membro, q.c. solo un nu-
mero finito di addendi sono non nulli. Definiamo adesso:
Iε,z,w1 :=
∞∑
i=0
∫ ti+1
ti
b(Xws )− b(Xzs )
Xwti −Xzti
ds
Iε,z,w2 :=
∞∑
i=0
∫ ti+1
ti
1
Xwti −Xzti
[
b
(
Xzs +
(
Xwti −Xzti
1 + ε
))
− b(Xzs )
]
ds
Iε,z,w3 :=
∞∑
i=0
∫ ti+1
ti
[
1
Xwti −Xzti
]
×
[
b∗
(
Xzs +
(
Xwti −Xzti
1− ε
))
−b∗
(
Xzs +
(
Xwti −Xzti
1 + ε
))]
ds
Si puo` verificare facilmente che vale:
Iε,z,w2 − Iε,z,w3 ≤ Iε,z,w1 ≤ Iε,z,w2 + Iε,z,w3 (3.5)
Definiamo adesso l’insieme aleatorio:
Ai,ε,z,w :=
[
− 1
1− ε
(
Xwti −Xzti
)
,− 1
1 + ε
(
Xwti −Xzti
)]
e definiamo
ρAi,ε,z,w(a) :=
(
1− ε2
2ε
(
Xwti −Xzti
) × 1Ai,ε,z,w
)
(a)
Con queste definizioni e` immediato verificare che sono rispettate le seguenti
proprieta`: ρAi,ε,z,w ≥ 0,
∫
R ρ
A
i,ε,z,w(a)da = 1, ed inoltre ρ
A
i,ε,z,w ha supporto
contenuto in [− 11−ε(w−z)eKt, 0]. Useremo nel seguito la seguente notazione:
ρˇAi,ε,z,w(a) = ρ
A
i,ε,z,w(−a).
In modo analogo definiamo:
Bi,ε,z,w :=
[
− 1
1 + ε
(
Xwti −Xzti
)
, 0
]
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eρBi,ε,z,w(a) :=
(
1 + ε(
Xwti −Xzt1
) × 1Bi,ε,z,w
)
(a)
E’ chiaro che ρBi,ε,z,w soddisfa proprieta` analoghe a quelle soddisfatte da
ρAi,ε,z,w. In particolare il suo supporto e` contenuto in [− 11+ε(w − z)eKt, 0].
Step 2.
Grazie alle stime (3.3) e (3.4) abbiamo:
|Iε,z,w0 − Iε,z,w1 | =
∣∣∣∣∣
∞∑
i=0
∫ ti+1
ti
b(Xws )− b(Xzs )
Xws −Xzs
− b(X
w
s )− b(Xzs )
Xwti −Xzti
ds
∣∣∣∣∣
≤ ε
∞∑
i=0
∫ ti+1
ti
∣∣∣∣b(Xws )− b(Xzs )Xwti −Xzti
∣∣∣∣ ds
Utilizzando la decomposizione b∗ = 2b1− b, e la relazione, valida per α ≤ β,
|b(β)− b(α)| ≤ b∗(β)− b∗(α), otteniamo:
|Iε,z,w0 − Iε,z,w1 | ≤ 2ε
∞∑
i=0
(∫ ti+1
ti
b1(Xws )− b1(Xzs )
Xwti −Xzti
ds
)
−ε
∞∑
i=0
(∫ ti+1
ti
b(Xws )− b(Xzs )
Xwti −Xzti
ds
)
≤ 2ε
1− εKt− εI
ε,z,w
1
(3.6)
Step 3.
In questo step vogliamo stimare il termine Iε,z,w3 . Applichiamo allora il
lemma 3.3.1, ed otteniamo:
Iε,z,w3 =
∣∣∣∣ ∞∑
i=0
∫
R
1
(Xwti −Xzti)
[
b∗
(
a+
(
Xwti −Xzti
1 + ε
))
−b∗
(
a+
(
Xwti −Xzti
1− ε
))]
× (Lati+1(Xz)− Lati(Xz))da
∣∣∣∣
=
∣∣∣∣∣
∞∑
i=0
∫
R
(
2ε
1− ε2
)
D
(
b∗ ∗ ρAi,ε,z,w
)
(a)× (Lati+1(Xz)− Lati(Xz))da
∣∣∣∣∣
=
(
2ε
1− ε2
) ∣∣∣∣∣
∞∑
i=0
∫
R
(
ρˇAi,ε,z,w ∗ (L·ti+1(Xz)− L·ti(Xz))(a)
)
Db∗(da)
∣∣∣∣∣
≤
(
2ε
1− ε2
) ∣∣∣∣ ∞∑
i=0
∫
R
[
ρˇAi,ε,z,w ∗
(
L·ti+1(X
z)− L·ti(Xz)
)
(a)
−(Lati+1(Xz)− Lati(Xz))]×Db∗(da)∣∣∣∣+ ( 2ε1− ε2
)∫
R
Lat (X
z)Db∗(da)
≤
(
2ε
1− ε2
) ∣∣∣∣∫
R
Lat (X
z)Db∗(da)
∣∣∣∣+ 4L∗( 2ε1− ε2
)
g
(
(w − z) eKt
1− ε
)
Nε,t,x,y
(3.7)
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Step 4.
Osserviamo che vale la seguente identita`:
Iε,z,w2 =
∞∑
i=0
∫
R
1
(Xwti −Xzti)
[
b
(
a+
(
Xwti −Xzti
1 + ε
))
− b(a)
]
×
[
Lati+1(X
z)− Lati(Xz)
]
da
=
∞∑
i=0
∫
R
D
(
b ∗ ρBi,ε,z,w
)
(a)×
[
Lati+1(X
z)− Lati(Xz)
]
da
=
∞∑
i=0
∫
R
([
L·ti+1(X
z)− L·ti(Xz)
]
∗ ρˇBi,ε,z,w
)
(a)Db(da)
Da questa identita` segue:∣∣∣∣Iε,z,w2 − ∫
R
Lat (X
z)Db(da)
∣∣∣∣ = ∣∣∣∣ ∞∑
i=0
∫
R
{[
L·ti+1(X
z)− L·ti(Xz)
]
∗ ρˇBi,ε,z,w(a)
−
[
Lati+1(X
z)− Lati(Xz)
]}
Db(da)
∣∣∣∣
≤ 4L∗g
(
1
1 + ε
(w − z)eKt
)
Nε,t,x,y
(3.8)
Step 5.
Dalle relazioni (3.5), e dalle (3.6), (3.7) e (3.8), segue che, per ε ∈ (0, 12),
esiste una costante M dipendente solo da t e dalle costanti K, L e L∗, tale
che
|Iε,z,w0 −
∫
R
Lat (X
z)Db(da)| ≤M
[
ε+ ε sup
a∈R
Lat (X
z) + g(M(w − z))Nε,t,x,y
]
(3.9)
Diciamo che ∆ e` una partizione finita di [x, y] se, per qualche n ∈ N, ∆ =
{x = z0 < z1 < · · · < zi < zi+1 < · · · < zn = y}. Inoltre definiamo
|∆| := maxzi∈∆\y(zi+1 − zi). Denotiamo con Λ l’insieme delle partizioni
finite di [x, y]. Allora abbiamo:
sup
∆∈Λ
min
zi∈∆\y
(
X
zi+1
t −Xzit
zi+1 − zi
)
≤
(
Xyt −Xxt
y − x
)
≤ inf
∆∈Λ
max
zi∈∆\y
(
X
zi+1
t −Xzit
zi+1 − zi
)
(3.10)
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Dunque utilizzando la stima (3.9), abbiamo, ∀ε ∈ (0, 12) :
inf
∆∈Λ
max
zi∈∆\y
(
X
zi+1
t −Xzit
zi+1 − zi
)
≤ inf
∆∈Λ
max
zi∈∆\y
exp
(∫
R
Lat (X
zi)Db(da)
)
× exp
(
Mε(1 + sup
u∈[x,y]
sup
a∈R
Lat (X
u)) +Mg(M |∆|)Nε,t,x,y
)
≤ sup
u∈[x,y]
exp
(∫
R
Lat (X
u)Db(da)
)
× exp
(
Mε(1 + sup
u∈[x,y]
sup
a∈R
Lat (X
u))
)
Con analogo ragionamento otteniamo:
sup
∆∈Λ
inf
zi∈∆\y
(
X
zi+1
t −Xzit
zi+1 − zi
)
≥ inf
z∈[x,y]
exp
(∫
R
Lat (X
z)Db(da)
)
× exp
(
−Mε(1 + sup
u∈[x,y]
sup
a∈R
Lat (X
u))
)
Grazie all’arbitrarieta` di ε, e grazie alla relazione (3.10), la dimostrazione e`
completata.
Utilizzando il teorema precedente, siamo ora in condizione di dimostrare
l’esistenza di un flusso stocastico di classe C1,α. Tutti i risultati dimostrati
finora si riferivano ad una soluzione dell’equazione differenziale stocastica
(3.1) con dato iniziale al tempo t = 0. Questa scelta e` stata fatta per
semplificare la notazione; nel prossimo teorema tratteremo il caso generale,
e considereremo la soluzione della seguente equazione:{
dXs,xt = b(X
s,x
t )dt+ dWt
Xs,x(s) = x
(3.11)
Ovviamente il teorema 3.3.4 si puo` applicare a X0,xt .
Teorema 3.3.5. Si supponga che b soddisfi le ipotesi 3.1.1. Allora, dato
T > 0, esiste una mappa (s, t, x, ω)→ φs,t(x)(ω) definita per 0 ≤ s ≤ t ≤ T ,
x ∈ R, ω ∈ Ω a valori in R, tale che:
1. Per ogni s ∈ [0, T ] e x ∈ R il processo Xs,x = (Xs,xt s ≤ t ≤ T ) de-
finito da Xs,xt = φs,t(x) e` l’unica soluzione continua e Fs,t−adattata
dell’equazione (3.11).
2. P-q.c. φs,t e` un diffeomorfismo ∀0 ≤ s ≤ t ≤ T ; inoltre φs,t, φ−1s,t ,
Dφs,t, e Dφ−1s,t sono continui in (s, t, x), e di classe Cα in x, per α <
1
2 .
3. P-q.c. φs,t(x) = φu,t(φs,u(x)) per ogni 0 ≤ s ≤ u ≤ t ≤ T e x ∈ R; in
particolare φs,s(x) = x.
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Inoltre l’espressione esplicita di Dφs,t(x) e` data da:
Dφs,t(x) = exp
(∫
R
(
Lat (X
φ−1(0,s,x))− Las(Xφ
−1(0,s,x))
)
Db(da)
)
Dimostrazione. Step 1. Dimostriamo nei primi tre step il teorema suppo-
nendo che valga b1 ∈W 1,∞. Nell’ultimo step dimostreremo la tesi sostituen-
do all’ipotesi b1 ∈ W 1,∞ l’ipotesi b2 ∈ W 1,∞. Indichiamo con D l’insieme
dei numeri diadici e sia DT := D ∩ [0, T ]. Definiamo ∀x ∈ D e ∀t ∈ DT ,
X˜0,xt (ω) = X
x
t (ω). Osserviamo i due seguenti fatti:
1. Poiche´ D e` un insieme numerabile, esiste un insieme trascurabile A0
tale che, ∀ω 6∈ A0 e ∀x ∈ D Xx· e` una soluzione continua dell’equazione
(3.1). In particolare, poiche´, ∀ω 6∈ A0 e ∀x ∈ D, vale:
Xxt = x+
∫ t
0
b(Xxs )ds+Wt
la famiglia {Xx. }x∈D e` uniformemente equicontinua.
2. Grazie alla numerabilita` dell’insieme D × D × DT , esiste un insieme
trascurabile A1 ⊃ A0 tale che ∀ω 6∈ A1, e ∀x, y ∈ D tali che x < y, e
∀t ∈ DT si ha:
inf
u∈[x,y]
exp
(∫
R
Lat (X
u)Db(da)
)
≤
(
X˜0,yt − X˜0,xt
y − x
)
≤ sup
u∈[x,y]
exp
(∫
R
Lat (X
u)Db(da)
)
Da queste due osservazioni, segue che, ∀ω 6∈ A1 e` ben definita l’estensione
continua di X˜0,·· (ω) su R× [0, T ]. Indichiamo con φ0,t(x)(ω) questa estensio-
ne. Osserviamo che, ∀ω 6∈ A1,la famiglia {φ0,·(x)(ω)}x∈R e` uniformemente
equicontinua; piu` precisamente, ∀ω 6∈ A1, e ∀0 ≤ s ≤ t ≤ T
|φ0,t(x)− φ0,s(x)| ≤ (t− s)L+ sup
r∈[0,T ]
|Wr+(t−s) −Wr| (3.12)
Dunque, in particolare q.c. |φ0,t(x)− x| e` limitato in x. Da questa osserva-
zione e dalla continuita` in x, segue che, ∀ω 6∈ A1, φ0,t(·) e` surgettiva. Inoltre
e` immediato verificare che, ∀ω 6∈ A1, e ∀x, y ∈ R, tali che x < y, si ha:
inf
u∈[x,y]
exp
(∫
R
Lat (X
u)Db(da)
)
≤
(
φ0,t(y)− φ0,t(x)
y − x
)
≤ sup
u∈[x,y]
exp
(∫
R
Lat (X
u)Db(da)
)
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Questo fatto, insieme alla continuita` di Lat (X
x) in (a, t, x) implicano che
∀ω 6∈ A1, e ∀0 ≤ t ≤ T , φ0,t(x)(ω) e` derivabile in x, e la sua derivata e`
exp
(∫
R L
a
t (X
x)Db(da)
)
.
Dunque ∀t ∈ [0, T ] q.c. φ0,t e` surgettiva, e` derivabile con derivata stretta-
mente positiva, e quindi e` un diffeomorfismo. Inoltre exp
(∫
R L
a
t (X
x)Db(da)
)
e` di classe Cα in x per α < 12 .
Step 2.
Dimostriamo in questo step che ∀x ∈ R q.c. φ0,t(x) = Xxt ∀0 ≤ t ≤ T.
Fissiamo allora x ∈ R. Grazie alla continuita` q.c. in t di φ0,t(x) e di Xxt ,
e grazie alla numerabilita` di DT , e` sufficiente dimostrare che ∀t ∈ DT , q.c.
φ0,t(x) = Xxt . Fissiamo allora t ∈ DT , e sia {xn}n∈N una successione di
numeri diadici convergente a x. Per costruzione abbiamo che ∀ω 6∈ A1
φ0,t(xn) = X˜
0,xn
t = X
xn
t e φ0,t(x) = limn→∞ φ0,t(xn). Inoltre grazie al
teorema 3.3.4, esiste un insieme trascurabile Anx tale che ∀ω 6∈ Anx si ha
inf
u∈[x,xn]
exp
(∫
R
Lat (X
u)Db(da)
)
≤
(
Xxnt −Xxt
xn − x
)
≤ sup
u∈[x,xn]
exp
(∫
R
Lat (X
u)Db(da)
)
Indichiamo con Ax l’insieme trascurabile
⋃∞
i=0A
i
x. Allora ∀ω 6∈ Ax∪A1 vale
l’uguaglianza
Xxt = limn→∞X
xn
t = limn→∞φ0,t(xn) = φ0,t(x)
Dunque φ0,t(x) e` una soluzione continua e F0,t−adattata dell’equazione
(3.1).
Step 3.
Indichiamo con φ−10,t (ω) la funzione inversa di φ0,t(ω). Definiamo ∀0 ≤ s ≤
t ≤ T φs,t = φ0,t ◦ φ−10,s. E’ immediato verificare che con questa definizione
la proprieta` 3 e` soddisfatta. Inoltre e` anche banale dimostrare che φs,t e`
un diffeomorfismo, e che la sua funzione inversa e` φ−1s,t = φ0,s ◦ φ−10,t . Sia
ora {(sn, tn, xn)}n∈N una successione tale che 0 ≤ sn ≤ tn ≤ T , xn ∈ R e
(sn, tn, xn)→ (s, t, x). Chiaramente si ha:
φsn,tn(xn) = (φ0,tn ◦ φ−10,t ) ◦ φs,t ◦ (φ0,s ◦ φ−10,sn(xn))
Grazie alla stima (3.12), φ0,tn ◦ φ−10,t e φ0,s ◦ φ−10,sn convergono all’identita`,
e dunque φs,t(x) e` continua in (s, t, x). Da questa osservazione segue la
continuita` di φ−10,t in (t, x), e quindi la continuita` di φ
−1
s,t in (s, t, x). Avendo
dimostrato che la derivata di φ0,t(x) e` exp
(∫
R L
a
t (X
x)Db(da)
)
, si ha che
Dφs,t(x) = exp
(∫
R
(
Lat (X
φ−1(0,s,x))− Las(Xφ
−1(0,s,x))
)
Db(da)
)
63
Dφ−1s,t (x) = exp
(
−
∫
R
(
Lat (X
φ−1(0,s,x))− Las(Xφ
−1(0,s,x))
)
Db(da)
)
Inoltre queste derivate, grazie ai risultati sull’Ho¨lderianita` del local time,
sono continue in (s, t, x), e di classe Cα per α < 12 . Dunque la proprieta` (2)
dell’enunciato e` dimostrata.
La proprieta` (1) e` stata gia` dimostrata nel caso s = 0. Per dimostrarla
nel caso generale, si fissino x ∈ R e s ≥ 0. Applicando la formula di Itoˆ,
otteniamo che φs,t(x) e` soluzione dell’equazione (3.11). Grazie all’unicita`
per traiettorie (dimostrata ad esempio in [14]) della soluzione dell’equazione
(3.11), la proprieta` (1) e` dimostrata.
Step 4.
Resta da dimostrare la tesi nel caso b2 ∈W 1,∞.
Sia W˜t := WT−t −WT . Osserviamo che W˜ e` un moto Browniano e la σ-
algebra generata da W˜u − W˜r per s ≤ r ≤ u ≤ t e` F˜s,t := FT−t,T−s.
Osserviamo inoltre che −b soddisfa le condizioni usate nei primi tre step.
Dunque esiste φ˜s,t(x) soluzione continua, F˜s,t−misurabile dell’equazione{
dXs,xt = −b(Xs,xt )dt+ dW˜t
Xs,x(s) = x
(3.13)
soddisfacente le proprieta` (2) e (3).
Definiamo, per 0 ≤ s ≤ t ≤ T , ψs,t(x)(ω) := φ˜−1T−t,T−s(x)(ω). E’ immediato
verificare che ψ soddisfa le proprieta` (2) e (3). Infine, e` semplice verificare
che, per ogni x ∈ R e 0 ≤ s ≤ T , ψs,·(x)(ω) e` una soluzione continua
e Fs,t−misurabile dell’equazione (3.11), e dunque anche la proprieta` (1) e`
dimostrata.
3.4 Proprieta` del local time e dello Jacobiano
Consideriamo la famiglia di equazioni differenziali ordinarie, in dimensione
uno: {
∂φ(t,x)
∂t = b(φ(t, x))
φ(0, x) = x
(3.14)
Supponiamo che b sia sufficientemente regolare (ad esempio di classe C2)
da assicurare l’esistenza di un flusso di diffeomorfismi. Allora si verifica
facilmente che la funzione ∂φ(t,x)∂x soddisfa:{
∂
∂t
(
∂φ
∂x (t, x)
)
=
(
∂φ(t,x)
∂x
)
· dbdx(φ(t, x))
∂φ(t,x)
∂x = 1
(3.15)
La soluzione di questo problema e` data da
∂φ(t, x)
∂x
(t, x) = exp
(∫ t
0
∂b
∂x
(φ(s, x))ds
)
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Lo scopo di questa sezione e` di dimostrare, sotto le ipotesi 3.1.1 su b, che
anche il flusso stocastico φs,t(x) soddisfa un’equazione simile alla (3.15), ma
da intendersi in un senso debole. Iniziamo dimostrando un lemma:
Lemma 3.4.1. Sia φ il flusso di diffeomorfismi stocastico dato dal teorema
3.3.5. Allora, q.c., per ogni x ∈ R, log ( ∂∂xφ0,t(x)) e ∂∂xφ0,t(x) sono processi
continui, a variazione limitata, e vale la formula, da intendersi nel senso
della misura su [0, T ]:
d
dt
∂
∂x
φ0,t(x) =
∂
∂x
φ0,t(x) · d
dt
log
(
∂
∂x
φ0,t(x)
)
Dimostrazione. Dal teorema 3.3.5 sappiamo che q.c., ∀x ∈ R, ∂∂xφ0,t(x) e`
un processo continuo. Poiche´ sappiamo anche che e` strettamente positivo,
allora anche log
(
∂
∂xφ0,t(x)
)
e` continuo. Inoltre, usando la decomposizione
b = b1 − b2, dal teorema 3.3.5, segue
log
(
∂
∂x
φ0,t(x)
)
=
∫
Lat (X
x)Db1(da)−
∫
Lat (X
x)Db2(da)
Poiche´ il processo Lat (X
x) e` crescente in t, abbiamo scritto il processo conti-
nuo log
(
∂
∂xφ0,t(x)
)
come differenza di processi crescenti. Quindi il processo
log
(
∂
∂xφ0,t(x)
)
e` continuo a variazione limitata.
Osserviamo che vale ora un fatto generale: Se f [0, T ] → R e` una funzio-
ne continua e a variazione limitata, allora anche exp(f(t)) e` una funzione
continua e a variazione limitata, e la sua derivata distribuzionale e` data da
exp(f(t)) ddtf(t).
Questo fatto generale implica che ∂∂xφ0,t(x) e` un processo continuo a varia-
zione limitata, con derivata distribuzionale su [0, T ] data da:
d
dt
∂
∂x
φ0,t(x) = exp
(
log
(
∂
∂x
φ0,t(x)
))
d
dt
log
(
∂
∂x
φ0,t(x)
)
= exp
(∫
Lat (X
x)Db(da)
)
· d
dt
(∫
Lat (X
x)Db(da)
)
Dunque la tesi e` dimostrata.
Possiamo adesso dimostrare il risultato che avevamo annunciato.
Proposizione 3.4.2. Per ogni x ∈ R il processo t → ∫ t0 Db(φ0,s(x))ds e`
q.c. continuo e a variazione limitata, ed inoltre q.c., vale l’uguaglianza, da
intendersi in senso distribuzionale su [0, T ]:
Db(φ0,s(x)) =
d
ds
log
(
∂
∂x
φ0,s(x)
)
=
(
1
∂
∂xφ0,s(x)
)
· d
ds
(
∂
∂x
φ0,s(x)
)
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Dimostrazione. Premettiamo un’osservazione di carattere generale: dati due
processi Xt e Yt limitati, che siano uno una modificazione dell’altro, cioe` tali
che ∀t ∈ R, P (Xt = Yt) = 1, si ha q.c.
∫
f(t)(Xt − Yt)dt = 0 per ogni f
integrabile.
Fissata ϕ ∈ C∞([0, T ]), possiamo applicare la formula di occupazione 3.3.1,
e, grazie all’osservazione precedente, per ogni x ∈ R si ha q.c.:∫ t
0
ϕ(s)Db(φ0,s(x))ds =
∫
daDb(a)
∫ t
0
ϕ(s)
d
ds
Las(φ(x))ds
=
∫ t
0
ϕ(s)
d
ds
(∫
Db(a)Las(φ(x))da
)
ds
=
∫ t
0
ϕ(s)
[
d
ds
log
(
∂
∂x
φ0,s(x)
)]
dsdx
dove l’ultima uguaglianza, che dimostra l’enunciato, e` dovuta alla formula
esplicita di ∂∂xφ0,s(x) data dal teorema 3.3.5.
Ricordiamo che il teorema 3.2.4 dimostrava l’Ho¨lderianita` di Lat (X
x)
in (a, t, x) di ordine α, per α < 12 , dove X e` una soluzione dell’equazione
differenziale stocastica con drift b = b1 − b2, dove b1 e b2 sono funzioni
crescenti e b1 ∈ W 1,∞. E’ pero` facile dimostrare che la stessa conclusione
vale anche nel caso in cui b1 non e` Lipschitziano, ma b2 lo e`, e dunque il
teorema 3.2.4 puo` essere generalizzato. Dimostriamo dunque la seguente
proposizione:
Proposizione 3.4.3. Sia b tale che le ipotesi 3.1.1 siano soddisfatte. Sia
Xx soluzione dell’equazione differenziale stocastica
dXxt = b(X
x)dt+ dWt (3.16)
con dato iniziale Xx = x. Allora Lat (X
x) ammette una modificazione Ho¨lde-
riana in (a, t, x) di ordine α, per α < 12 .
Dimostrazione. Scomponiamo b come b = b1−b2. Se b1 ∈W 1,∞ allora la tesi
segue dal teorema 3.2.4. Supponiamo allora che si abbia b2 ∈W 1,∞. Sia Xxt
soluzione dell’equazione (3.16), e definiamo W˜t :=WT−t −WT . Osserviamo
che W˜ e` un moto Browniano e la σ-algebra generata da W˜u− W˜r al variare
di r ed u con s ≤ r ≤ u ≤ t, e` F˜s,t := FT−t,T−s. Definiamo Y yt come l’unica
soluzione dell’equazione differenziale stocastica
dY yt = −b(Y y)dt+ dW˜t (3.17)
con dato iniziale Y y0 = y. Osserviamo che −b ha derivata distribuzionale
limitata dall’alto. Allora, possiamo applicare il teorema 3.2.4, ed ottenere
che Lat (Y
y) ammette una modificazione Ho¨lderiana in (a, t, x) di ordine α,
per α < 12 . Per concludere, osserviamo che ponendo s = T − t, si ha dXs =
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−b(Xs)dt+ dW˜s, e quindi, per l’unicita` della soluzione delle equazioni diffe-
renziale stocastiche (3.16) e (3.17), vale l’identita` Y yT−t = X
Y yT
t ; quindi, per
la definizione di local time, vale anche l’identita` LaT−t(Y
y) = Lat (X
Y yT ). Poi-
che´ Y yT e` derivabile in y, e L
a
T−t(Y
y) ammette una modificazione Ho¨lderiana
in (a, t, x) di ordine α, per α < 12 , lo stesso vale per L
a
t (X
x).
Come ultimo risultato del capitolo, dimostriamo una proposizione che
mette in relazione il local time di una soluzione di un’equazione differenziale
stocastica con il local time dell’inversa di tale soluzione. Questo risulta-
to, sebbene non verra` utilizzato nei capitoli successivi, mette in luce delle
proprieta` del local time non banali.
Proposizione 3.4.4. Supponiamo che b soddisfi le ipotesi 3.1.1, e sia φ il
flusso stocastico di diffeomorfismi dell’equazione (3.11), la cui esistenza e`
garantita dal teorema 3.3.5. Siano Lat (φ(x)) e L
a
t (φ
−1(x)) i local time dei
processi t → φ0,t(x) e t → φ−10,t (x) rispettivamente. Allora, q.c., i processi
(a, t, x)→ Lat (φ(x)) e (a, t, x)→ Lat (φ−1(x)) sono equivalenti, come elemen-
ti di L∞loc(R× [0, T ]× R), a dei processi Ho¨lderiani di ordine α per α < 12 e
inoltre, valgono q.c., nel senso della misura di Lebesgue su R × [0, T ] × R,
le seguenti formule:
d
dt
Lxt (φ(a)) =
∂
∂x
φ−10,t (x)
d
dt
Lat (φ
−1(x)) (3.18)
d
dt
Lxt (φ
−1(a)) =
∂
∂x
φ0,t(x)
d
dt
Lat (φ(x)) (3.19)
Dimostrazione. Innanzitutto si osservi che si puo` applicare la proposizione
3.4.3, ed ottenere che Lat (φ(x)) possiede una modificazione Ho¨lderiana di
ordine α per α < 12 in (a, t, x), e dunque q.c. e` equivalente, come elemento
di L∞loc(R× [0, T ]× R), ad un processo Ho¨lderiano.
Siano ora ρ, θ, ψ ∈ C∞c (R). Allora, applicando il lemma 3.3.1, ed osservando
che sia Lat (φ(x)) che L
a
t (φ
−1(x)) sono misurabili, si ottengono le seguenti
identita` ∫
ρ(x)
(∫
daθ(a)
∫ t
0
ψ(s)
d
ds
Las(φ(x))ds
)
dx
=
∫
ρ(x)
∫ t
0
ψ(s)θ (φ0,s(x)) dsdx =
∫ ∫ t
0
ρ(φ−10,s(y))ψ(s)θ(y)
∂
∂x
φ−10,s(y)dsdy
=
∫
θ(y)
(∫
daρ(a)
∫ t
0
ψ(s)
∂
∂x
φ−10,s(y)
d
ds
Las(φ
−1(y))ds
)
dy
=
∫
θ(a)
(∫
dxρ(x)
∫ t
0
ψ(s)
∂
∂x
φ−10,s(a)
d
ds
Lxs (φ
−1(a))ds
)
da
da cui si ricava, per l’arbitrarieta` di ρ, θ, ψ, l’uguaglianza, da intendersi nel
senso della misura,
d
ds
Las(φ(x)) =
∂
∂x
φ−10,s(a)
d
ds
Lxs (φ
−1(a))
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che e` equivalente alla (3.18). Con conti analoghi si ricava anche la (3.19).
Dalle formule (3.18) e (3.19), sfruttando il fatto che ∂∂xφ0,t(x) e
∂
∂xφ
−1
0,t (x)
sono Ho¨lderiani di ordine α per α < 12 , si puo` osservare che L
a
t (φ(x)) e`
Ho¨lderiano di ordine α (o piu` precisamente e` equivalente come elemento
di L∞loc(R × [0, T ] × R) ad un processo Ho¨lderiano) se e solo se Lat (φ−1(x))
e` Ho¨lderiano di ordine α. Ma poiche´ abbiamo osservato in precedenza che
Lat (φ(x)) e` equivalente, come elemento di L
∞
loc(R× [0, T ]×R), ad un processo
Ho¨lderiano, allora anche Lat (φ
−1(x)) lo e`.
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Capitolo 4
Equazione del trasporto
stocastica unidimensionale
con rumore tendente a zero
Come si e` visto nei capitoli precedenti, l’unicita` della soluzione dell’equazione
del trasporto stocastica puo` essere dimostrata sotto ipotesi su b piu` deboli di
quelle necessarie per dimostrare l’unicita` dell’equazione deterministica. E’
anzi possibile mostrare dei campi di vettori b per cui l’equazione stocastica
ammette un’unica soluzione, e l’equazione deterministica ammette infinite
soluzioni; un semplice esempio e` dato da b(x) = (|x| ∧ R)γ per 0 < γ < 1.
Inoltre, come si e` visto nel capitolo 2, vi e` un legame molto stretto tra
l’equazione del trasporto stocastica e il flusso stocastico{
dφ0,t(x) = b (t, φ0,t(x)) dt+ dWt
φ0,0(x) = x
(4.1)
Infatti abbiamo dimostrato che, sotto opportune ipotesi, l’unica soluzione
dell’equazione del trasporto stocastica e` data da u(t, x) = u0(φ−10,t (x)). In
altre parole la soluzione dell’equazione del trasporto stocastica e` costante
lungo le soluzioni del problema (4.1). Questa stessa relazione peraltro si
ha anche nel caso deterministico, quando b e` sufficientemente regolare da
assicurare l’esistenza e unicita` di un flusso di diffeomorfismi di soluzioni
dell’equazione differenziale ordinaria{
ϕ˙t(x) = b(t, ϕt(x))
ϕ0(x) = x
In questo capitolo, affronteremo il problema dello zero-noise limit: conside-
reremo soluzioni dell’equazione del trasporto stocastica con rumore tendente
a zero, e ne calcoleremo il limite. Per fare questo ci dovremo ricondurre a
calcolare il limite delle soluzioni del problema (4.1) con coefficiente di dif-
fusione tendente a zero, ed utilizzeremo poi dei risultati concernenti questo
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problema, ispirati a [6]. In questo modo, saremo in grado di selezionare in
maniera deterministica alcune delle infinite soluzioni dell’equazione del tra-
sporto; in un certo senso le soluzioni selezionate sono quelle piu` stabili e piu`
naturali. La limitazione principale in questo approccio risiede nel calcolo del
limite delle soluzioni del problema (4.1) con coefficiente di diffusione tenden-
te a zero; dovremo imporre alcune condizioni sulla funzione b, due delle quali
molto restrittive: in primo luogo ci limiteremo al caso unidimensionale, ed
in secondo luogo considereremo solamente le funzioni b autonome. Nei primi
tre paragrafi enunceremo i risultati riguardanti il problema del limite delle
soluzioni di un’equazione differenziale stocastica con rumore tendente a ze-
ro. Ometteremo alcune dimostrazioni di risultati preliminari, che si possono
trovare in [6]. Infine, nell’ultimo paragrafo dimostreremo, sotto opportune
condizioni su b e sul dato iniziale u0, l’esistenza di una legge limite per le
soluzioni dell’equazione del trasporto stocastica con rumore tendente a zero.
Questi risultati generalizzano ed ampliano, i risultati ottenuti in [5]
4.1 Equazioni differenziali stocastiche con rumore
tendente a zero: risultati preliminari
Proposizione 4.1.1. Si consideri il problema{
x˙(t) = b(x(t))
x(0) = x0
(4.2)
con x0 ∈ R e b : R → R, funzione continua definita in un intorno di x0.
Allora se b(x0) 6= 0, vi e` localmente un’unica soluzione al problema. Se invece
b(x0) = 0, ed inoltre x0 e` uno zero isolato di b, allora vi sono soluzioni diverse
dalla soluzione costante se e solo se: b(x) > 0 per x > x0 e
∫ x0+r
x0
1
b(y)dy <
+∞ oppure b(x) < 0 per x < x0 e
∫ x0−r
x0
1
b(y)dy < +∞ per qualche r > 0.
La dimostrazione completa di questa proposizione si puo` trovare nel se-
condo capitolo di [2]. Comunque l’esistenza locale di una soluzione segue
dal teorema di Peano. L’unicita locale nel caso in cui b(x0) 6= 0, deriva dal
fatto che se x(t) e` una soluzione locale, allora e` derivabile con derivata non
nulla in un intorno destro di 0. In particolare e` invertibile con inversa ψ,
tale che dψ(x)dx =
1
b(x) e quindi ψ e`, localmente, univocamente definita da:
ψ(x) =
∫ x
x0
1
b(y)dy. L’unicita` di ψ implica l’unicita` di x(t).
Nel caso b(x0) = 0, se x(t) e` una soluzione non banale, e` debolmente mo-
notona per t ∈ [0, T ] per qualche T > 0. Quindi ponendo t0 = inf{t > 0 :
x(t) 6= 0} <∞, x(t− t0) ammette (localmente) inversa data da ψ(x) = t0+∫ x
x0
1
b(y)dy, e quindi si deve avere
∫ x
x0
1
b(y)dy < +∞. Viceversa se
∫ x
x0
1b(y)dy <
+∞, ponendo ψ(x) = ∫ xx0 1b(y)dy si verifica che{
x(t) = x0 per t < t0
x(t− t0) = ψ−1(t) per t ≥ t0
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e` una soluzione non banale.
Possiamo allora introdurre la seguente definizione, supponendo, senza per-
dere in generalita`, x0 = 0 in modo da semplificare la notazione.
Definizione 4.1.2. Sia b : R → R una funzione continua con uno zero
isolato in 0. Allora, a meno di simmetrie, si possono distinguere tre casi in
cui esistono soluzioni non banali dell’equazione differenziale (4.2):
1. Esiste δ > 0 tale che b(x) ≥ 0 ∀x ∈ [−δ, δ], e, per ogni r ∈ [0, δ],∫ r
0
1
b(y)
dy < +∞
2. Esiste δ > 0 tale che xb(x) ≥ 0 ∀x ∈ [−δ, δ], e, per ogni r ∈ [0, δ],∫ r
0
1
b(y)
dy < +∞, e −
∫ 0
−r
1
b(y)
dy = +∞
3. Esiste δ > 0 tale che xb(x) ≥ 0 ∀x ∈ [−δ, δ], e, per ogni r ∈ [0, δ],∫ r
0
1
b(y)
dy < +∞, e −
∫ 0
−r
1
b(y)
dy < +∞
Diremo che b ha uno zero del primo del secondo o del terzo tipo se soddisfa
le condizioni 1, 2, o 3 rispettivamente.
Nel primo caso, si pone H(x) =
∫ x
0 1/b(y)dy. La funzione H e` stretta-
mente crescente in [−r,+r], e, chiamando H−1 la sua inversa, si osserva che
le soluzioni sono localmente tutte della forma xλ(t) = H−1((t − λ)+) con
λ ≥ 0.
Nel secondo caso le soluzioni sono le stesse del primo caso. Infine nel terzo
caso si pone per x < 0, K(x) =
∫ 0
x 1/b(y)dy; la funzione K e` strettamente
decrescente in [−r, 0], e chiamando K−1 la sua inversa, si ha che le solu-
zioni sono localmente tutte o della forma xλ(t) = H−1((t − λ)+) o della
forma yλ(t) = K−1((t− λ)+)con λ ≥ 0. In particolare si usera` la notazione
ψ1(t) = H−1(t) e ψ2(t) = K−1(t); ψ1 e ψ2 sono le due soluzioni che mini-
mizzano il tempo di uscita da [−r,+r], uscendo rispettivamente in +r e in
−r.
Consideriamo ora il problema{
dXt = b(Xt)dt+ εdBt, t ∈ [0,+∞)
X0 = x0
(4.3)
con b continuo, limitato con uno zero isolato in x0. Si osservi che queste
ipotesi garantiscono l’unicita` per traiettorie. Una soluzione (Xt)t≤T verra`
considerata come una v.a. a valori in C(R+,R), con la σ-algebra dei Borelia-
ni rispetto alla topologia indotta dalla convergenza uniforme sui compatti.
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Si denotera` con P ε la legge di (Xt)t≤T e dunque P ε sara` una probabilita`
sullo spazio della traiettorie C(R+,R). Fissate queste notazioni si possono
dimostrare le due proposizioni seguenti:
Proposizione 4.1.3. ∀C > 0, la famiglia di probabilita` (P ε)0<ε≤C e` debol-
mente relativamente compatta.
Proposizione 4.1.4. Se P e` il limite, nel senso della convergenza debole di
misure, di una successione P εn con εn → 0+, allora P e` concentrata sulle
traiettorie che sono soluzione dell’equazione differenziale ordinaria x˙(t) =
b(x(t)).
Indicheremo nel seguito con τ : C(R+,R) → R+ ∪ {+∞} il tempo di
uscita di ξ da (−r, r). Enunciamo un lemma di facile dimostrazione, che
sara` molto utile per dimostrare i risultati di convergenza delle leggi P ε.
Lemma 4.1.5. τ : C(R+,R)→ R+ ∪{+∞} e` semi-continuo inferiormente,
e dunque se P ε → P debolmente allora:
lim inf
ε→0
Eε[τ ] ≥ E[τ ]
E’ importante notare che tutti i risultati enunciati fino a questo pun-
to sono generalizzabili al caso n−dimensionale. A partire dal prossimo
paragrafo questo non sara` piu` vero, ed eventuali generalizzazioni al caso
n−dimensionale sarebbero non banali.
4.2 La speranza del tempo d’uscita
Si consideri il problema con valori assegnati al contorno:{
ε2
2 φ
′′
ε (x) + b(x)φ
′
ε(x) = −1 per x ∈ (−r, r)
φε(−r) = φε(r) = 0 (4.4)
Si supponga che φε : [−r, r] → R, di classe C2, sia soluzione del proble-
ma. Applicando la formula di Itoˆ a φε(Xt), al tempo τ e con Xt soluzione
dell’equazione differenziale stocastica (4.3), si ottiene:
φε(Xτ ) = φε(0) +
∫ τ
0
φ
′
ε(Xs)dXs +
ε2
2
∫ τ
0
φ
′′
ε (Xs)ds
= φε(0) + ε
∫ τ
0
φ
′
ε(Xs)dBs +
∫ τ
0
(−1)ds
Poiche´ φ
′
e` limitato su [−r, r], ε ∫ τ0 φ′ε(Xs)dBs e` una martingala, ed e` limitata
dal basso dalla costante minx∈[−r,r] φε(x)− φε(0). Allora si puo` applicare la
speranza matematica ad entrambi i membri ed ottenere:
φε(0) = Eε[τ ]
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In particolare abbiamo ottenuto che τ e` integrabile. E’ inoltre possibi-
le dimostrare che la soluzione φ del problema (4.4) e` unica, e calcolarla.
Enunciamo dunque la seguente proposizione.
Proposizione 4.2.1. Le soluzioni del problema (4.4) sono tutte e sole quelle
della forma c1 + c2Aε(x)−Bε(x), con
Aε(x) =
∫ x
0
exp
[
− 2
ε2
∫ t
0
b(s)ds
]
dt
Bε(x) =
2
ε2
∫ x
0
du
∫ x
u
exp
[
− 2
ε2
∫ t
u
b(s)ds
]
dt
Per soddisfare le condizioni φε(−r) = φε(r) = 0, si deve avere:
c1(ε) = Bε(r)
−Aε(−r)
Aε(r)−Aε(−r) +Bε(−r)
Aε(r)
Aε(r)−Aε(−r)
c2(ε) =
Bε(r)−Bε(−r)
Aε(r)−Aε(−r)
Inoltre:
Eε[τ ] = c1(ε)
Si consideri ora il problema con valori assegnati al contorno:{
ε2
2 φ
′′
ε (x) + b(x)φ
′
ε(x) = 0 per x ∈ (−r, r)
φε(r) = 1, φε(−r) = 0 (4.5)
Utilizzando la formula di Itoˆ, e con argomenti analoghi a quelli precedenti si
ottiene che se φ e` una soluzione, allora P ε{ω(τ) < +∞, ω(τ) = r} = φε(0).
Inoltre, con calcoli simili a quelli della proposizione precedente, e` possibile
trovare l’unica soluzione φ del problema (4.5) e dimostrare che vale:
P ε{τ < +∞, ω(τ) = r} = −Aε(−r)
Aε(r)−Aε(−r) (4.6)
Allo stesso modo, imponendo le condizioni al bordo φε(r) = 0 e φε(−r) = 1,
si ottiene:
P ε{τ < +∞, ω(τ) = −r} = Aε(r)
Aε(r)−Aε(−r)
Osservando che 1{τ<∞, ω(τ)=r} e 1{τ<∞, ω(τ)=r} sono limitate e semi-continue
inferiormente sull’insieme delle soluzioni dell’equazione differenziale x˙(t) =
b(x(t)), su cui e` concentrata P , e` possibile dimostrare le seguente proposi-
zione.
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Proposizione 4.2.2. Se P εn → P debolmente, allora:
lim inf
n→∞ P
εn{τ < +∞, ω(τ) = r} ≥ P{τ < +∞, ω(τ) = r}
lim inf
n→∞ P
εn{τ < +∞, ω(τ) = −r} ≥ P{τ < +∞, ω(τ) = −r}
Inoltre se P{τ = +∞} = 0 allora si possono sostituire le disuguaglianze con
delle uguaglianze e lim inf coincide con lim .
Per poter calcolare il limite delle leggi P ε, sotto opportune ipotesi, ab-
biamo bisogno di calcolare il limite di Bε(r). Enunciamo allora un lemma
di analisi, la cui dimostrazione si puo` trovare in [6].
Lemma 4.2.3. Sia r > 0 e si supponga b > 0 su (0, r) (risp. b < 0 su
(−r, 0)): Si supponga inoltre che per, qualche δ > 0, ponendo
h(x) = min
[x,x+δ]
b
(
risp. h(x) = max
[x−δ,x]
b
)
si abbia: ∫ r
0
1
h(y)
dy < +∞
(
risp. −
∫ 0
−r
1
h(y)
dy < +∞
)
Allora:
lim
ε→0
Bε(r) =
∫ r
0
1
b(y)
dy
(
risp. lim
ε→0
Bε(−r) = −
∫ 0
−r
1
b(y)
dy
)
4.3 La probabilita` limite dell’equazione differen-
ziale stocastica
Con la notazione introdotta nel paragrafo 4.1, in cui ψ1 e ψ2 sono le soluzioni
che minimizzano il tempo d’uscita, si ha il seguente teorema:
Teorema 4.3.1. Sia b : R → R continua con uno zero isolato in 0, del
terzo tipo secondo la definizione 4.1.2. Si supponga inoltre che, definendo
per qualche δ > 0, h(x) = miny∈[x,x+δ] b(y) e k(x) = maxy∈[x−δ,x] b(y), si
abbia, per qualche r > 0
∫ r
0
1
h(y)dy < +∞ e −
∫ 0
−r
1
k(y)dy < +∞. Allora ogni
valore limite P di {P εn} e` concentrato sulle soluzioni ψ1 e ψ2; inoltre, per
ogni successione {εn}n∈N convergente a 0, tale che P εn ⇀ P esiste α ∈ [0, 1]
tale che
lim
n→+∞
−Aεn(−r)
Aεn(r)−Aεn(−r)
= α
e
P = αδψ1 + (1− α)δψ2
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Dimostrazione. Sia {εn}n∈N tale che P εn converga debolmente verso P . Dal
lemma 4.1.5 e dalla proposizione 4.2.1 segue E[τ ] < +∞, e dunque P{τ =
+∞} = 0. Allora possiamo applicare la proposizione 4.2.2 ed ottenere
P {τ < +∞, ω(τ) = r} = lim
n→∞P
εn {τ < +∞, ω(τ) = r}
= lim
n→∞
−Aεn(−r)
Aεn(r)−Aεn(−r)
:= α
da cui abbiamo l’esistenza del limite dell’espressione che compare al terzo
membro della catena di uguaglianze, ed abbiamo anche 0 ≤ α ≤ 1. Allo
stesso modo si trova 1−α = P {τ < +∞, ω(τ) = −r}. Sfruttando il lemma
4.2.3 ed il lemma 4.1.5 si ha
E[τ ] ≤ lim inf
n→∞ E
εn [τ ] = α
∫ r
0
1
b(y)
dy − (1− α)
∫ 0
−r
1
b(y)
dy
Pero`, grazie alla proposizione 4.1.4, P e` una probabilita` concentrata sulle
soluzioni del problema x˙ = b(x) con x(0) = 0; i tempi d’uscita in r e in
−r delle soluzioni di tale problema sono minimizzati rispettivamente da∫ r
0
1
b(y)dy e da
∫ −r
0
1
b(y)dy che sono i tempi di uscita di ψ1 e di ψ2. Quindi,
poiche´ l’uscita avviene in r o in −r con probabilita` α e 1− α, si deve avere
E[τ ] ≥ α
∫ r
0
1
b(y)
dy + (1− α)
∫ −r
0
1
b(y)
dy
dove l’uguale si ha se e solo se P = αδψ1 + (1− α)δψ2 . Confrontando le due
disuguaglianze ottenute, si deduce che deve valere l’uguaglianza, e quindi si
ha la tesi.
Remark 4.3.2. Consideriamo l’equazione differenziale x˙(t) = b(x(t)) con
dato iniziale x(0) = 0 e con b soddisfacente le ipotesi del teorema 4.3.1. Al-
lora ad ogni probabilita` limite P corrisponde un punto di accumulazione, per
ε→ 0, dell’espressione (4.6). Viceversa, se α e` un punto di accumulazione
della quantita` (4.6), allora P = αδψ1 + (1 − α)δψ2 e` una probabilita` limite.
Dunque esiste un’unica probabilita` limite P se e solo se esiste un’unico punto
limite, per ε→ 0, dell’espressione (4.6).
In [6] vengono enunciati due condizioni su b che sono soddisfatte in molti
casi, che assicurano l’unicita` del limite dell’espressione (4.6):
Lemma 4.3.3. Siano B e G due funzioni su [0, r] strettamente crescenti e
tali che B(0) = G(0) = 0 e
lim
x→0
B(x)
G(x)
= 0
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Si supponga che esista una funzione h tale che limδ→0 h(δ) = 0, ed inoltre
che, per ogni δ > 0 e per ogni x in un intorno (eventualmente dipendente
da δ) di 0, si abbia:
δG(x) ≤ G(h(δ)x)
Allora
lim
ε→0
∫ r
0 exp
[− 2
ε2
B(x)
]
dx∫ r
0 exp
[− 2
ε2
G(x)
]
dx
= +∞
Lemma 4.3.4. Siano B e G due funzioni su [0, r] strettamente crescenti
con B(0) = G(0) = 0 e tali che
lim
x→0
B(x)
G(x)
=M
Si supponga che esista una funzione h tale che per ogni K > 0 esistano
δ > 0 e due funzioni k1 e k2 (dipendenti da K e δ) tali che, per x ∈ [0, δ]
k2(x)G(h(K)x) ≤ KG(x) ≤ k1(x)G(h(K)x)
e limx→0 k2(x) = limx→0 k1(x) = 1. Allora:
lim
ε→0
∫ r
0 exp
[− 2
ε2
B(x)
]
dx∫ r
0 exp
[− 2
ε2
G(x)
]
dx
=
1
h(M)
Ponendo B(x) =
∫ x
0 b(s)ds e G(x) =
∫ −x
0 b(s)ds, o viceversa, si possono
applicare questi due lemmi, e in molti casi si puo` dimostrare che le leggi P ε
convergono ad un unica legge, concentrata su una o due soluzioni (estremali)
dell’equazione differenziale.
Esempio 4.3.5. Se α < β < 1, le leggi delle soluzioni dell’equazione
differenziale stocastica (4.3) con b dato da{
b(x) = xα per x ≥ 0
b(x) = −|x|β per x < 0
convergono a δψ1. Infatti si puo` verificare che, ponendo B(x) =
∫ x
0 s
βds e
G(x) =
∫ x
0 s
αds, le ipotesi del lemma 4.3.3 sono soddisfatte: infatti
lim
x→0
B(x)
G(x)
= lim
x→0
α+ 1
β + 1
xβ+1
xα+1
= 0
Inoltre, definendo h in [0, r] per qualche r > 0, come h(δ) = δ
1
1+α , le ulteriori
ipotesi del lemma sono soddisfatte.
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Esempio 4.3.6. Se si considera b definito da{
b(x) = xα per x ≥ 0
b(x) = −3|x|α per x < 0
con α < 1, allora il lemma 4.3.4 e` soddisfatto ponendo
B(x) =
∫ x
0
sαds e G(x) =
∫ x
0
3sαds
e definendo h(x) = |x| 11+α , k1(x) = k2(x) = 1. Si ottiene M = 13 , h(M) =
1
3
1
1+α . Allora la legge limite e`:
P =
1
1 + 3
1
1+α
δψ1 +
3
1
1+α
1 + 3
1
1+α
δψ2
Infine in [6] sono contenuti due teoremi che riguardano i primi due dei tre
casi elencati nella definizione 4.1.2. Le dimostrazioni si ottengono a partire
dal teorema 4.3.1, utilizzando un risultato sul confronto tra le soluzioni di
due equazioni differenziali stocastiche in cui il drift di una maggiora quello
dell’altra, ed il coefficiente di diffusione e` uguale.
Teorema 4.3.7. Sia b continua con uno zero isolato in x = 0, del primo
tipo secondo la definizione 4.1.2. Si supponga che, per qualche r > 0∫ r
0
1
h(x)
dx < +∞
con h(x) = miny∈[x,x+δ] b(y). Allora per ogni punto di accumulazione P di
P εn si ha
P = δψ1
Teorema 4.3.8. Sia b continua con uno zero isolato in x = 0, del secondo
tipo secondo la definizione 4.1.2. Si supponga che, per qualche r > 0∫ r
0
1
h(x)
dx < +∞
con h(x) = miny∈[x,x+δ] b(y). Allora, se per ogni k > 0
lim
x→0+
b(kx)
−b(−x) = +∞
per ogni punto di accumulazione P di P εn, si ha
P = δψ1
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4.4 La probabilita` limite dell’equazione del tra-
sporto stocastica
In questa sezione considereremo l’equazione del trasporto stocastica unidi-
mensionale: {
∂uε
∂t + b (x)
∂uε
∂x = ε
∂uε
∂x ◦ dWdt
uε (x, 0) = u0 (x)
(4.7)
e dimostreremo che, sotto opportune ipotesi su b : R→ R, le leggi P ε delle
soluzioni uε convergono debolmente ad una legge P concentrata su alcune
delle soluzioni dell’equazione del trasporto deterministica:{
∂u
∂t + b (x)
∂u
∂x = 0
u (x, 0) = u0 (x)
(4.8)
L’unicita` della soluzione per l’equazione (4.8), nel caso unidimensionale, e`
infatti garantita solo da condizioni su b molto forti: la condizione div b ∈
L∞(R), richiesta sia in [1] che in [7], corrisponde infatti, nel caso unidimen-
sionale, alla lipschitzianita` di b. Tale condizione non e` necessaria, invece,
per dimostrare l’unicita` della soluzione dell’equazione (4.7). E’ allora inte-
ressante, nei casi in cui vi e` unicita` per l’equazione stocastica, ma non per
quella deterministica, individuare un qualche criterio per selezionare una,
o comunque un numero limitato, delle infinite soluzioni dell’equazione de-
terministica. Considereremo due distinti approcci al problema, uno basato
sul calcolo del limite delle leggi P ε delle soluzioni uε dell’equazione (4.7),
ed uno basato sul calcolo del limite dei valori attesi delle uε. In entrambi i
casi si sfruttera` il legame esistente tra l’equazione del trasporto stocastica e
l’equazione differenziale stocastica
dXx,εt = b (X
x,ε
t ) dt+ εdWt, X
x,ε
0 = x (4.9)
Si sfrutteranno inoltre i risultati della prima parte del capitolo riguardanti
il limite delle leggi delle soluzioni dell’equazione (4.9), che ci permettono di
selezionare alcune tra le infinite soluzioni dell’equazione differenziale:{
x˙(t) = b(x(t))
x(0) = x0
(4.10)
Per poter sfruttare tali risultati, ci dovremo limitare al caso unidimensionale.
Inoltre, saranno necessari anche i risultati di esistenza del flusso stocastico,
e di unicita` per l’equazione (4.7). In tutto il paragrafo supporremo allora
che b e u0 soddisfino le seguenti ipotesi:
Ipotesi 4.4.1. Si supponga che b : R→ R e u0 ∈ L∞(R) soddisfino:
1. b ∈ Cαb (R) per qualche α ∈ (0, 1).
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2. Db ∈ L1loc(R)
3. x
′
e` uno zero del secondo o del terzo tipo secondo la definizione 4.1.2.
Inoltre se b(x
′′
) = 0 per qualche x
′′ 6= x′, allora x′′ e` uno zero isolato
per b e non esistono soluzioni non banali per l’equazione differenziale
(4.10), ovvero, per ogni r in un intorno di x
′′
, si verifica uno dei
seguenti casi:
• (r − x′′)b(r) < 0
• ∫ rx′′ 1b(y)dy = +∞
4. u0 ∈ L∞(R), ed esistono u+ := limx↓x′ u0(x) e u− := limx↑x′ u0(x).
Si osservi che la prima ipotesi e` sufficiente per avere l’esistenza di un
flusso di diffeomorfismi stocastico, grazie al teorema 2.1.7; aggiungendo la
seconda ipotesi, per il teorema 2.4.4, abbiamo anche l’unicita` della soluzione
dell’equazione (4.7), data dalla formula u(t, x) = u0((φε0,t)
−1(x)), dove φεs,t e`
il flusso stocastico di diffeomorfismi associato all’equazione (4.9), e (φε0,t)
−1
e` il flusso di diffeomorfismi inverso. Infine la terza ipotesi, che ci garantisce
che l’equazione differenziale (4.10) ammette localmente un’unica soluzione
se x(0) 6= x′ , sara` necessaria per applicare i risultati dei paragrafi precedenti.
Iniziamo col calcolare il limite dei valori attesi delle soluzioni uε dell’equa-
zione (4.7). Introduciamo allora la seguente equazione:{
∂vε
∂t (t, x) + b (x)
∂vε
∂x (t, x) =
ε2
2
∂2vε
∂x2
(t, x)
vε (x, 0) = u0 (x)
(4.11)
Diremo che vε e` soluzione dell’equazione (4.11) se vε ∈ L∞([0, T ] × R), e,
per q.o. t ∈ [0, T ] si ha∫
R
vε(t, x)θ(x)dx =
∫ t
0
ds
∫
R
vε(s, x)
[
b(x)θ′(x) +Db(x)θ(x)
]
dx
+
∫
R
u0(x)θ(x)dx+
ε2
2
∫ t
0
ds
∫
R
vε(s, x)
∂2θ
∂x2
(x)dx
(4.12)
Un risultato classico, che mette in relazione le soluzioni dell’equazione (4.7)
con quelle dell’equazione (4.11) e` dato dal seguente teorema:
Teorema 4.4.2. Sia u0 ∈ L∞(R) e sia b : R→ R tale che i punti 1 e 2 delle
ipotesi 4.4.1 siano soddisfatti, sia φεt il flusso stocastico di diffeomorfismi
associato all’equazione (4.9), e sia uε(t, x) = u0(φ−1t (x)) l’unica soluzione
dell’equazione (4.7). Allora la funzione
vε(t, x) = E
[
u0
(
(φεt )
−1 (x)
)]
= E[uε(t, x)] (4.13)
e` una soluzione dell’equazione (4.11).
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Dimostrazione. Poiche´ uε e` soluzione dell’equazione (4.7) sappiamo che per
ogni θ ∈ C∞c (R) il processo
∫
R u(t, x)θ(x)dx ha una modificazione continua
che e` una Ft semimartingala, ed inoltre si ha:∫
R
uε(t, x)θ(x)dx =
∫
R
u0(x)θ(x)dx+
∫ t
0
∫
R
uε(s, x)b(x) · θ′(x)dxds
+
∫ t
0
∫
R
uε(s, x)Db(x)θ(x)dxds+
∫ t
0
(∫
R
uε(s, x)θ
′
(x)dx
)
dWs
+
ε2
2
∫ t
0
(∫
R
u(s, x)θ
′′
(x)dx
)
ds
(4.14)
Poiche´
∫
R u
ε(s, x)θ
′
(x)dx e` una semimartingala continua e limitata, possia-
mo prendere il valore atteso ad entrambi i membri dell’equazione, ed osser-
vare che l’integrale in dW ha media nulla. Dunque sostituendo vε(s, x) =
E[uε(s, x)], si ottiene esattamente l’equazione (4.12), e quindi vε e` soluzione
dell’equazione (4.11).
Introduciamo adesso alcune notazioni che saranno utilizzate nel prossi-
mo teorema.
Indicheremo con φ(t, x) una generica soluzione dell’equazione (4.10) con dato
iniziale x. Denotiamo con ψ1(t) e ψ2(t) le due soluzioni estremali dell’equa-
zione (4.10) con dato iniziale x
′
, cioe` le due soluzioni, tali che, per ogni
soluzione φ tale che φ(0) = x
′
, si ha ψ1(t) ≥ φ(t) ≥ ψ2(t) per ogni t ∈ [0, T ].
Indicheremo con At ⊂ R l’intervallo [ψ2(t), ψ1(t)], e con A ⊂ [0, T ]× R l’in-
sieme dei punti (t, x) tali che t ∈ [0, T ] e x ∈ At.
Osserviamo adesso che, grazie alle ipotesi 4.4.1, se φ(·, x) e` soluzione dell’e-
quazione (4.10), e, per qualche s ∈ [0, T ] si ha b(φ(s, x)) = 0 e φ(s, x) 6= x′
allora per ogni t ≥ s si ha φ(t, x) = φ(s, x). Cio` implica che per ogni t ∈ [0, T ]
e per ogni x tale che b(x) 6= 0 (ed anche per x′), e` univocamente definito il
flusso inverso φ−1(t, x), cioe` l’unica applicazione tale che φ(t, φ−1(t, x)) = x
per ogni t ∈ [0, T ]. Inoltre tale applicazione e` continua in (t, x), se b(x) 6= 0,
o se x = x
′
. Se x e` uno zero per b, definiremo φ−1(t, x) = x. In questo modo
e` sempre definito il flusso inverso; tale applicazione mappa tutto l’insieme
A in x
′
, mentre e` iniettiva sul complementare di A, ed anzi, su tale insieme,
fissati t ∈ [0, T ] e x tale che b(x) 6= 0, φ−1(t, ·) e` un omeomorfismo locale
Indicheremo infine con u1 la soluzione dell’equazione del trasporto defini-
ta come u1(t, x) = u0(φ−1(t, x)) per (t, x) 6∈ A e u1(t, x) = u− su Ac,
dove Ac e` il complementare di A. Allo stesso modo definiamo u2 come
u2(t, x) = u0(φ−1(t, x)) per (t, x) 6∈ A e u2(t, x) = u+ su Ac.
Data (Xx
′
,ε
t )t≥0 soluzione dell’equazione differenziale stocastica (4.9) con
dato iniziale x
′
, considereremo Xx
′
,ε come una variabile aleatoria a valori
in C([0, T ]), ed indicheremo con P̂ ε la sua legge. Indicheremo con P̂ una
generica probabilita` sullo spazio C([0, T ]).
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Con uε e vε intendiamo soluzioni delle equazioni (4.7) e (4.11) rispettiva-
mente. Indicheremo con P˜ ε la legge di uε intesa come v.a. a valori in
L∞([0, T ]× R) con la topologia debole ∗, e con P˜ una generica probabilita`
sullo spazio L∞([0, T ]×R) con la topologia debole ∗. Infine, considereremo
vε come elemento dello spazio L∞([0, T ]× R).
Teorema 4.4.3. Siano b, u0 tali che le ipotesi 4.4.1 siano soddisfatte. Sup-
poniamo inoltre che b abbia uno zero del terzo tipo in x
′
, secondo la defini-
zione 4.1.2, e che, definendo per qualche δ > 0, h(x) = miny∈[x,x+δ] b(y) e
k(x) = maxy∈[x−δ,x] b(y), si abbia, per qualche r > 0,
∫ x′+r
x′
1
h(y)dy < +∞ e
− ∫ x′x′−r 1k(y)dy < +∞. Allora, se P εn ⇀ P = αδψ1 + (1− α)δψ2 si ha:
1. P˜ εn ⇀ P˜ = αδu1 + (1− α)δu2
2. vεn → v = αu1 + (1− α)u2 in L∞([0, T ]× R) nella topologia debole ∗.
Dimostrazione. Step 1
Innanzitutto osserviamo che basta dimostrare la prima asserzione dell’enun-
ciato. Infatti se P˜ εn ⇀ P˜ = αδu1 + (1− α)δu2 , per ogni ϕ ∈ C∞c ([0, T ]×R)
si ha ∫ T
0
∫
R
vεnϕdxdt = E
[∫ T
0
∫
R
uεnϕdxdt
]
=
∫ (∫ T
0
∫
R
uϕdxdt
)
dP˜ εn(u)→
∫ T
0
∫
R
(αu1 + (1− α)u2)ϕdxdt
(4.15)
Quindi vεn → v = αu1+(1−α)u2 in L∞([0, T ]×R) con la topologia debole
∗.
Step 2
Sappiamo che la famiglia di probabilita` ˜P εn e` concentrata su elementi u tali
che ‖u‖L∞([0,T ]×R) ≤ ‖u0‖L∞([0,T ]×R). Dunque, per il teorema di Banach-
Alaoglu e per il teorema di Prokhorov, la famiglia ˜P εn e` debolmente rela-
tivamente compatta. Bisogna allora dimostrare che se P̂ εn ⇀ P̂ = αδψ1 +
(1− α)δψ2 , e se P˜ e` un punto limite delle ˜P εn si ha P˜ = αδu1 + (1− α)δu2 .
Dimostriamo per prima cosa che P˜ e` concentrata su soluzioni dell’equazione
del trasporto con dato iniziale u0. Definiamo, per ogni ϕ ∈ C∞c ([0, T ] × R)
il funzionale
fϕ(u) =
∫ T
0
dt
∫
R
u
∂ϕ
∂t
dx+
∫
R
u0ϕ(0, ·)dx+
∫ T
0
dt
∫
R
uDbϕ+ bDϕdx
E’ facile vedere che fϕ e` continuo in L∞([0, T ]×R) con la topologia debole
∗, ed inoltre, poiche´ uεn e` soluzione dell’equazione del trasporto stocastica,
si ha
E[f2ϕ(u
εn)] = E
[(
εn
∫ T
0
∫
R
Dϕu ◦ dW
)2]
→ 0
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Dunque P˜ e` concentrata su funzioni u tali che f(u) = 0, e dunque e` concen-
trata su soluzioni dell’equazione del trasporto.
Step 3
Dimostriamo ora che se u e` soluzione dell’equazione del trasporto, allora
u(t, x)1Ac = u0(φ−1(t, x))1Ac . Per mostrare questo risultato e` sufficiente
mostrare che se t ∈ [0, T ] e I ⊂ R e` un intervallo chiuso tale che φt(I) non
contiene zeri di b, e tale che φ(t, I)∩At = ∅ allora
∫ s
0
∫
I u(s, φ(s, x))ρ(x)dxds
e` costante per s ∈ [0, t] e per ogni ρ ∈ C∞(R). Infatti se si dimostra questo
fatto si ottiene che u e` equivalente, su Ac, ad una funzione costante lungo le
traiettorie t → φ(t, x), eccetto per gli x tali che b(x) = 0, che costituiscono
comunque un insieme di misura nulla.
Con le stesse tecniche utilizzate per la dimostrazione del teorema 2.4.4, se
u e` soluzione dell’equazione del trasporto, si puo` mostrare che, definendo
θδ(x) := 1δ θ(
x
δ ), si ha,
(u ∗ θδ)(s, φ(s, x)) = (u0 ∗ θδ)(x) +
∫ s
0
Rδ[u, b](φ(r, x))dr
dove Rδ[u, b] := bD(θδ ∗ u) − (u · Db)θδ. Osserviamo adesso che se x0 e`
uno zero di b, e x0 6∈ φ(t, I) allora infs∈[0,t], y∈φ(s,I) |x0 − y| > 0 e quindi
infs∈[0,t], y∈φ(s,I) |b(y)| > 0. Osserviamo inoltre che si ha la seguente formula
Dφ−1(s, x) = exp
(
−
∫ s
0
Db(φ−1(r, x))dr
)
= exp
(
−
∫ φ−1(s,x)
x
Db(y)
|b(y)| dy
)
Quindi, grazie all’integrabilita` locale di Db, se φt(I) non contiene zeri di
b, si ha sups∈[0,t], x∈φ(s,I)Dφ−1(s, x) < Ct,I . Grazie a questa stima, a patto
di scegliere ρ tale che supp ρ ⊂ I, cos`ı che sia soddisfatta la condizione
sups≤t, y∈R |Dφ−1(s, y)ρ(φ−1(s, y))| < +∞, possiamo applicare il corollario
2.4.3, ed ottenere, per ogni s ≤ t:∫
u(s, φ(s, x))ρ(x)dx = lim
δ→0
∫
(u ∗ θδ)(s, φ(s, x))ρ(x)dx =∫
u0(x)ρ(x) + lim
δ→0
∫ s
0
Rδ[u, b](φ(r, x)ρ(x)dx =
∫
u0(x)ρ(x)
(4.16)
Step 4
Sia δ > 0, e definiamo Aδt := [ψ2 + δ, ψ1 − δ], e Aδ ⊂ [0, T ] × R come l’in-
sieme dei punti (t, x) tali che t ∈ [0, T ] e x ∈ Aδt . Allora e` facile vedere
che, indicando con (φε)−1(t, x) l’inverso del flusso stocastico di diffeomorfi-
smi soluzione dell’equazione (4.9), si ha (φε)−1(Aδ) ⊂ (−∞, 0) se e solo se
φε(t, x
′
)∩Aδt = ∅ ∀t ∈ [0, T ]. Quindi se ψ1(t)−δ < φε(t, x
′
) ∀t ∈ [0, T ] allora
(φε)−1(Aδ) ⊂ (−∞, 0). Analogamente se ψ2(t) + δ > φε(t, x′) ∀t ∈ [0, T ]
allora (φε)−1(Aδ) ⊂ (0,+∞). Allora, scegliendo δ < ψ1(T )−ψ2(T )3 , sfruttando
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l’ipotesi P̂ εn → αδψ1 + (1− α)δψ2 , abbiamo
P{(φεn)−1(Aδ) ⊂ (−∞, 0)} → α e P{(φεn)−1(Aδ) ⊂ (0.+∞)} → 1− α
(4.17)
Consideriamo adesso le due soluzioni dell’equazione differenziale stocasti-
ca (4.9) φεn(t, x
′
+ δ) e φεn(t, x
′ − δ). Per la proposizione 4.1.4, P{∀t ∈
[0, T ], φεn(t, x
′
+ δ), ∩At = ∅} → 1, e lo stesso per φεn(t, x′ − δ). Quindi
abbiamo
P
{
(φεn)−1(Aδ) ⊂ [x′ − δ, x′ + δ]
}
≥ P
{
(φεn)−1(A) ⊂ [x′ − δ, x′ + δ]
}
→ 1
(4.18)
Mettendo assieme questo risultato con il precedente otteniamo che
P{(φεn)−1(Aδ) ⊂ [−δ, 0)} → α e P{(φεn)−1(Aδ) ⊂ (0.+ δ]} → 1− α
(4.19)
Quindi, per la continuita` a destra e a sinistra di u0, per ogni β > 0 esiste
δ > 0 tale che se x > x
′
e |x− x′ | ≤ δ allora |u0(x)− u+0 | < β e se x < x
′
e
|x − x′ | ≤ δ allora |u0(x) − u−0 | < β. Scelto un δ > 0 con questa proprieta`,
e ricordando che uε(t, x) = u0((φε)−1(t, x)) abbiamo che
P{‖uεn − u−‖L∞(Aδ) < β} ≥ P{(φεn)−1(Aδ) ⊂ [−δ, 0)} → α (4.20)
P{‖uεn − u+‖L∞(Aδ) < β} ≥ P{(φεn)−1(Aδ) ⊂ (0, δ]} → 1− α (4.21)
Allora se u+ 6= u− abbiamo, per β sufficientemente piccolo, P{‖uεn −
u−‖L∞(Aδ) < β} → α, e P{‖uεn − u+‖L∞(Aδ) < β} → 1 − α. Viceversa
se u+ = u− abbiamo che P{‖uεn − u+‖L∞(Aδ) < β} → 1. Poiche´ la topo-
logia indotta dalla norma ‖ · ‖∞ e` piu` fine della topologia debole ∗, grazie
all’arbitrarieta` di β abbiamo ottenuto che per ogni funzionale continuo in
L∞([0, T ]× R) per la topologia debole ∗, si ha∫
f(u1Aδ)dP˜ εn(u)→
∫
αf(u11Aδ) + (1− α)f(u21Aδ)dP˜
Osserviamo che, poiche´ tale formula vale per ogni δ > 0, e poiche´ u1Aδ →
u1A in L∞([0, T ]× R) con la topologia debole ∗, possiamo andare al limite
nella relazione precedente ed ottenere∫
f(u1A)dP˜ εn(u)→
∫
αf(u11A) + (1− α)f(u21A)dP˜ (4.22)
Grazie a questo risultato, ed ai risultati degli step precedenti, abbiamo di-
mostrato che se P εn ⇀ αδψ1 + (1− α)δψ2 allora P˜ εn ⇀ αδu1 + (1− α)δu2 , e
dunque la dimostrazione e` completa.
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Con la stessa dimostrazione e` possibile dimostrare il seguente teorema,
in cui l’enunciato del teorema precedente e` stato modificato sostituendo la
richiesta che x
′
sia uno zero di b del terzo tipo secondo la definizione 4.1.2,
con la richiesta che sia uno zero del secondo tipo.
Teorema 4.4.4. Siano b, u0 tali che le ipotesi 4.4.1 siano soddisfatte. Sup-
poniamo inoltre che b abbia uno zero del secondo tipo in x
′
, secondo la defi-
nizione 4.1.2, e che, definendo per qualche δ > 0, h(x) = miny∈[x,x+δ] b(y),
si abbia, per qualche r > 0,
∫ x′+r
x′
1
h(y)dy < +∞. Supponiamo inoltre che
per ogni k > 0
lim
x→0+
b(kx)
−b(−x) = +∞
Allora:
1. P˜ εn ⇀ P˜ = δu1
2. vεn → v = u1 in L1loc([0, T ]× R)
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Capitolo 5
L’equazione del trasporto
stocastica: un approccio
alternativo alla
dimostrazione dell’unicita`
In questo capitolo dimostreremo l’unicita` della soluzione del trasporto stoca-
stica sotto ipotesi diverse da quelle utilizzate nel capitolo 2. Le dimostrazioni
seguiranno l’approccio utilizzato in [4]. Ricordiamo che nel capitolo 1, rifa-
cendosi a [7] e a [1], si considerava l’equazione del trasporto deterministica
in Rn:
∂u
∂t
+ b · ∇u = 0, u|t=0 = u0 (5.1)
sotto le ipotesi sul campo b : [0, T ]× Rn → Rn
b,div b ∈ L1loc ([0, T ]× Rn) (5.2)
necessarie per dare senso all’equazione, e si cercavano soluzioni u di classe
L∞ ([0, T ]× Rn), con u0 ∈ L∞ (Rn). L’esistenza di una soluzione sotto le so-
le ipotesi (5.2) e` stata dimostrata nel teorema 1.1.2. Il problema dell’unicita`
richiede invece ulteriori ipotesi, ed e` sicuramente piu` difficile da affrontare.
Utilizzando un lemma del commutatore, che richiede le ipotesi aggiuntive
b ∈ L1(0, T ;W 1,1loc (Rn) in [7], e b ∈ BVloc(Rn) in [1], si dimostrava che ogni
soluzione e` una soluzione rinormalizzata, cioe` soddisfa:
∂β (u)
∂t
+ (b · ∇)β (u) = 0 (5.3)
per ogni β ∈ C1 (R). Utilizzando questo risultato si riesce a dimostrare
l’unicita` per l’equazione del trasporto deterministica sotto alcune ipotesi
aggiuntive, tra cui div b ∈ L1(0, T ;L∞(Rn)). Questi risultati possono esse-
re estesi, sotto le stesse ipotesi su b, al caso stocastico, cioe` all’equazione
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stocastica alle derivate parziali
du+ (b · ∇)udt+
n∑
k=1
∂ku ◦ dW k = 0, u|t=0 = u0 (5.4)
dove W k sono moti Browniani indipendenti. Ma cio` che rende interessante
questo tipo di approccio basato sul lemma del commutatore e sul concetto
di soluzione rinormalizzata nel caso stocastico e` che, grazie alla presenza del
disturbo stocastico, e` possibile dimostrare l’unicita` sotto ipotesi piu` deboli
di quelle necessarie nel caso deterministico. In particolare l’ipotesi div b ∈
L1(0, T ;L∞(Rn)) puo` essere rimossa. Dimostreremo, nel paragrafo 5.2, il
seguente risultato:
Teorema 5.0.5. Sia b = b1 + b2 tale che
• b,div b ∈ L1loc([0, T ]× Rn), bt ∈ BVloc(Rn;Rn) per q.o. t ∈ [0, T ]
• Esiste N > n tale che:∫ T
0
∫
Rn
|Dbt|
(1 + |x|)N dxdt <∞
• b1 ∈ L2 (0, T ;L∞ (Rn))
• |b2|1+|x| ∈ L1 (0, T ;L∞ (Rn)) , div b2 ∈ L1 (0, T ;L∞ (Rn))
Allora esiste un’unica soluzione nella classe L∞ dell’equazione (5.4).
Sotto tali ipotesi e` possibile considerare una componente b1 di b con
divergenza non limitata in L∞ (Rn). E’ stata inclusa la componente b2 nel-
l’enunciato in modo da accettare una crescita lineare all’infinito, ma solo nel
caso abbia divergenza in L∞(Rn). In un certo senso, b1 e` la parte irregolare
di b in un insieme limitato, e b2 e` la parte piu` regolare di b, ma ammette
crescita lineare all’infinito.
Il fatto che la presenza di un disturbo stocastico possa migliorare la teoria
delle equazioni del trasporto e` stato osservato per la prima volta in [8]. In
questo capitolo, seguendo [4], si richiede ancora la differenziabilita` di b, al-
meno in senso debole, per poter utilizzare lo stesso lemma del commutatore
che si usa nel caso deterministico, mentre in [8] non era richiesta alcuna
nozione di differenziabilita`. In compenso, si considerano dei campi di vetto-
ri b che possono avere anche delle discontinuita`, mentre in [8] si richiedeva
l’Ho¨lderianita` e la limitatezza di b.
Oltre a dimostrare l’unicita` dell’equazione del trasporto stocastica per cam-
pi di vettori b per cui l’unicita` non era garantita da nessun risultato ne´
nel caso deterministico ne´ in quello stocastico, questo approccio puo` essere
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utile per capire perche´ la presenza di un disturbo stocastico puo` migliora-
re la teoria rispetto al caso deterministico. In sintesi il motivo per cui un
disturbo stocastico migliora la regolarita` e` che, riscrivendo l’equazione del
trasporto stocastica facendo comparire l’integrale di Itoˆ al posto di quello
di Stratonovich, si ottiene:
du+ b · ∇udt+
n∑
k=1
∂kudW
k =
1
2
∆udt
Questa equazione e` equivalente alla (5.4) e non c’e` alcun effetto di regolariz-
zazione dovuto al disturbo stocastico: infatti se b e` sufficientemente regolare,
si puo` dimostrare, come fatto nel capitolo 2, che vi e` un’unica soluzione data
da
u (t, x) = u0
(
φ−1t (x)
)
dove φt e` un flusso stocastico. Dunque, se u0 e` irregolare, anche u lo e`.
Nonostante cio`, se consideriamo il valore atteso dell’equazione precedente,
otteniamo la seguente equazione:
dE [u]
dt
+ (b · ∇)E [u] = 1
2
∆E [u]
La soluzione di questa equazione si dimostra essere piu` regolare della solu-
zione della precedente.
Questa considerazione non e` sufficiente per concludere la dimostrazione del-
l’unicita`, e cioe` per provare che se u0 ≡ 0 allora u ≡ 0, in quanto si riesce
solo a dimostrare che E[u] ≡ 0. Pero`, grazie al lemma del commutatore e`
possibile dimostrare che
dβ (u) + b · ∇β (u) dt+
n∑
k=1
∂kβ (u) ◦ dW k = 0
per ogni β ∈ C1 (R), e dunque, in forma di Itoˆ:
dβ (u) + (b · ∇)β (u) dt+
n∑
k=1
∂kβ (u) dW k =
1
2
∆β (u)
Prendendo il valore atteso di tale equazione si ottiene:
dE [β (u)]
dt
+ b · ∇E [β (u)] = 1
2
∆E [β (u)] . (5.5)
Considerando funzioni β positive, si riesce a dimostrare u ≡ 0.
Rispetto al caso deterministico, in cui si arrivava all’equazione (5.3), l’e-
quazione (5.5) presenta il termine ∆E [β (u)], che permette di dimostrare
E [β (u)] = 0 sotto ipotesi piu` generali su b. D’altro canto, rispetto alla
dimostrazione contenuta in [8], ripresa nel capitolo 2, tale schema dimostra-
tivo prevede l’utilizzo del lemma del commutatore, che richiede delle ipotesi
di differenziabilita` debole di b.
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5.1 Soluzioni rinormalizzate
Ricordiamo la definizione di soluzione dell’equazione (5.4), come data nel
capitolo 2: una soluzione u e` un elemento dello spazio L∞(Ω× [0, T ]×Rn),
e dunque e` una classe di equivalenza. Dato θ ∈ L1(Rn), intendiamo con
ut(θ) :=
∫
Rn u(t, x)θ(x)dx un elemento (e dunque una classe di equivalenza)
dello spazio L∞(Ω × [0, T ]). Si dice che il processo u(θ) ha una modifica-
zione continua se nella stessa classe di equivalenza vi e` un rappresentante
le cui traiettorie sono P -q.c. continue. Con queste convenzioni possiamo
richiamare la nozione di soluzione dell’equazione del trasporto stocastica.
Definizione 5.1.1. Sia b ∈ L1loc([0, T ]×Rn;Rn) con div b ∈ L1loc([0, T ]×Rn)
e u0 ∈ L∞(Rn). Diciamo che u ∈ L∞(Ω × [0, T ] × Rn) e` una soluzione del
problema (5.4) se per ogni θ ∈ C∞c (Rn) il processo
∫
Rn u(t, x)θ(x)dx ha una
modificazione continua che e` una Ft semimartingala e si ha:∫
Rn
u(t, x)θ(x)dx =
∫
Rn
u0(x)θ(x)dx+
∫ t
0
ds
∫
Rn
u(s, x)b(s, x) ·Dθ(x)dx
+
∫ t
0
ds
∫
Rn
u(s, x) div b(s, x)θ(x)dx+
n∑
i=1
∫ t
0
(∫
Rn
u(s, x)Diθ(x)dx
)
◦ dW is
(5.6)
Come gia` osservato nel capitolo 2, se u soddisfa l’equazione (5.6), allora∫
Rn u(t, x)θ(x)dx ha una modificazione continua che e` una Ft semimartin-
gala. Cio` nonostante richiediamo espressamente che
∫
Rn u(t, x)θ(x)dx abbia
una modificazione continua che sia una Ft semimartingala, in modo che l’in-
tegrale di Stratonovich sia ben definito e corrisponda all’integrale di Itoˆ piu`
la meta` della covariazione quadratica.
Introduciamo ora il concetto di soluzione rinormalizzata. La definizione sara`
del tutto analoga a quella data nel capitolo 1 nel caso deterministico.
Definizione 5.1.2. Una soluzione u dell’equazione (5.4) si dice una solu-
zione rinormalizzata se, per ogni β ∈ C1(R), il processo β(u(t, x)) e` una
soluzione, nel senso della definizione 5.1.1, della stessa equazione (5.4).
Introduciamo ora la definizione di soluzione per l’equazione parabolica
∂v
∂t
+ b · ∇v = 1
2
∆v, v|t=0 = v0 (5.7)
Anche in questo caso quando diremo che v ∈ L∞([0, T ]×Rn) e` una soluzione,
intenderemo che l’intera classe di equivalenza e` una soluzione, e dunque se
u e v coincidono per q.o. (t, x), u e` soluzione se e solo se v e` soluzione.
Definizione 5.1.3. Sia v0 ∈ L∞ (Rn). Allora v ∈ L∞ ([0, T ]× Rn) si dice
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soluzione dell’equazione (5.7), se∫
vtϕdx =
∫ t
0
(∫
vs [bs · ∇ϕ+ div bsϕ] dx
)
ds
+
∫
v0ϕdx+
1
2
∫ t
0
(∫
vs∆ϕdx
)
ds
per ogni ϕ ∈ C∞c (Rn).
Come annunciato nell’introduzione, sara` cruciale il lemma del commu-
tatore. Ricordiamo allora una definizione gia` introdotta nel capitolo 1.
Definizione 5.1.4. Sia M una matrice n × n, e sia θ ∈ C∞c (Rn) una
funzione tale che θ ≥ 0 e ∫ θ = 1. Definiamo
Λ(M, θ) :=
∫
Rn
|〈Mz,∇θ(z)〉| dz
e definiamo inoltre
I(θ) :=
∫
Rn
|z||∇θ(z)|dz
Ricordiamo ora il seguente teorema, leggermente meno generale del teo-
rema 1.2.5, che e` stato dimostrato nel capitolo 1 in maniera analoga a quanto
fatto in [1].
Teorema 5.1.5. Supponiamo che b soddisfi le ipotesi (5.2), che, per q.o.
t ∈ [0, T ], si abbia bt ∈ BVloc(Rn;Rn), e che, per ogni compatto Q ⊂ Rn si
abbia ∫ T
0
∫
Q
|Dbt|dxdt <∞
Indichiamo con Dsb e con Dab rispettivamente la parte singolare ed assolu-
tamente continua della derivata di b; indichiamo con Mt la matrice di rango
uno della decomposizione polare Dsbt =Mt|Dsbt|. Sia u ∈ L∞loc((0, T )×Rn)
con L := ‖u‖L∞(A), e sia θ ∈ C∞c (Rn) un nucleo di convoluzione pari, non
negativo, e tale che supp θ ⊂ B1. Definiamo θε(x) = ε−nθ(xε ), e
Rε := b · ∇(u ∗ θε)− (b · ∇u) ∗ θε
Allora per ogni Q ⊂ Rn compatto si ha
lim sup
ε↓0
∫ T
0
∫
Q
|Rε|dxdt ≤ LI(θ)|Dsb|([0, t]×Q) (5.8)
ed inoltre
lim sup
ε↓0
∫ T
0
∫
Q
|Rε|dxdt ≤ L
∫ T
0
∫
Q
Λ(Mt(x), θ)d|Dbs|(t, x) (5.9)
+L(n+ I(θ))|Dab|([0, T ]×Q) (5.10)
Inoltre per ogni δ > 0 e per ogni coppia di vettori η e ζ, θ puo` essere scelto
in modo che: Λ(η ⊗ ζ, θ) < δ.
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Enunciamo adesso una proposizione che sara` utile nel seguito e che
fornisce una stima di ‖Rε‖L1(Q).
Proposizione 5.1.6. Sia u ∈ L∞(Rn), e sia b ∈ BVloc(Rn;Rn), con div b ∈
L1loc(Rn). Sia θ ∈ C∞c (Rn) un nucleo di convoluzione pari e non negativo,
tale che supp θ ⊂ B1. Allora esiste un nucleo di convoluzione ρ ∈ L1(Rn),
con supp ρ ⊂ B1 tale che, per ogni ϕ ∈ L1(Rn), si abbia:∫
|Rεϕ|dx ≤ Cθ‖u‖L∞((suppϕ)ε)|Db|(|ϕ| ∗ ρε)
dove (suppϕ)ε = {x ∈ Rn : dist(x, suppϕ) ≤ ε}.
Dimostrazione. Dalla definizione di Rε si ha:∫
|Rεϕ|dx ≤
∫ ∫
|ϕ(x)u(y)[θε(x− y) div b(y)
+∇yθε(x− y) · (b(y)− b(x))]|dydx ≤
∫
|u(y) div b(y) (ϕ ∗ θε) (y)| dy
+
∫ ∣∣∣∣ϕ(x)∫ u(x+ εz)b(x+ εz)− b(x)ε · ∇θ(−z)dz
∣∣∣∣ dx
(5.11)
Si osservi che∫
|u(y) div b(y) (ϕ ∗ θε) (y)| dy ≤ n‖u‖L∞((suppϕ)ε)|Db|(|ϕ| ∗ θε)
Per quanto riguarda l’altro termine dell’equazione (5.11) si ha:∫ ∣∣∣∣ϕ(x)∫ u(x+ εz)b(x+ εz)− b(x)ε · ∇θ(−z)dz
∣∣∣∣ dx
=
∫
Rn
∣∣∣∣ϕ(x)∫
Rd
u(x+ εz)
∫
R
Db(x+ tz)(z) · ∇θ(−z)
(
1
ε
1[0,ε](t)
)∣∣∣∣ dtdzdx
≤
∫ ∫ ∫
|ϕ(y − tz)u(y − (ε− t)z)Db(y)(z) · ∇θ(−z)|
(
1
ε
1[0,ε](t)
)
dtdzdy
Poiche´ supp θ ⊂ B1, con il cambio di variabile r = zt, si ottiene:∫ ∫
ϕ(y − tz)|z||∇θ(−z)|
(
1
ε
1[0,ε](t)
)
dtdz
≤ ‖∇θ‖∞ 1
ε
∫ ε
0
1
td
∫
r∈B(0,t)
|ϕ(y − r)|drdt = Cθ|ϕ| ∗ ρ′ε(y)
dove ρ
′
ε(z) =
1
ε
∫ ε
0
1
td
1|z|≤tdt e`, a meno di una costante moltiplicativa che non
dipende da ε, un nucleo di convoluzione L1 con supporto contenuto in Bε.
Dunque abbiamo dimostrato che∫ ∣∣∣∣ϕ(x)∫ u(x+ εz)b(x+ εz)− b(x)ε · ∇θ(−z)dz
∣∣∣∣ dx
≤ Cθ‖u‖L∞((suppϕ)ε)|Db|(|ϕ| ∗ ρ
′
ε)
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Quindi, definendo ρε =
θε+ρ
′
ε
2 la dimostrazione e` conclusa.
Possiamo adesso dimostrare il risultato principale di questa sezione, la cui
dimostrazione sara` basata in parte sulle stime del commutatore del teorema
5.1.5, ed in parte su argomenti analoghi a quelli utilizzati nel teorema 1.2.8.
Teorema 5.1.7. Si supponga che b soddisfi le ipotesi (5.2), che, per q.o.
t ∈ [0, T ] si abbia bt ∈ BVloc(Rn) e che, per ogni compatto Q ⊂ Rn si abbia:∫ T
0
∫
Q
|Dbt|dxdt <∞
Allora tutte le soluzioni u ∈ L∞(Ω× [0, T ]×Rn) sono rinormalizzate, e, per
ogni β ∈ C1 (R), la funzione
v (t, x) = E [β (u (t, x))] ∈ L∞([0, T ]× Rn)
e` una soluzione dell’equazione
∂v
∂t
+ b · ∇v = 1
2
∆v, v|t=0 = β (u0) .
Dimostrazione. Step 1 Sia u una soluzione nella classe L∞(Ω× [0, T ]×Rn)
dell’equazione (5.4). Sia θ ∈ C∞c (Rn) un nucleo di convoluzione pari e
non negativo, e si definiscano θε(x) := 1εn θ(
x
ε ) e u
ε
t = u ∗ θε. Fissiamo,
y ∈ Rn, e consideriamo nell’equazione (5.6) la funzione test ϕ(·) = θε(y− ·).
L’equazione (5.6) allora diventa:
uεt (y)−
∫ t
0
(us div bs)∗θε(y)+(utbt)∗∇θε(y)ds+
n∑
k=1
∫ t
0
Dku
ε
s(y)◦dW ks = uε0(y)
Dunque, derivando rispetto al tempo, e moltiplicando per β
′
(uεt ) si ha, q.c.,
nel senso delle distribuzioni su [0, T ]× Rn,
d
dt
β(uεt )(y) + b(y) · ∇β(uεt )(y) +
n∑
k=1
Dkβ
′
(uεt )(y) ◦ dW ks = β
′
(uεt )(y)Rεt (y)
con Rεt := bt · ∇(ut ∗ θε) − (bt · ∇ut) ∗ θε ∈ L1loc([0, T ] × Rn). Dunque, per
ogni ϕ ∈ C∞c (Rn) si ha:∫
β(uεt )ϕ(x)dx−
∫ t
0
(∫
β(uεs) [div bsϕ+ bs · ∇ϕ] dx
)
ds
−
n∑
k=1
∫ t
0
∫
β(uεs)Dkϕdx ◦ dW ks −
∫
β(uε0)ϕdx =
∫ t
0
∫
ϕβ
′
(uεs)Rεsdxds
(5.12)
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Dalla definizione di uε := u ∗ θε segue facilmente che β(uεt ) → β(ut) in
Lp(Ω × [0, T ] × BR) per ogni p ∈ [1,∞) e per ogni R > 0. Inoltre si
ha anche β(uεt ) → β(ut) per q.o. (ω, t, x). Quindi applicando il teorema
di convergenza dominata di Lebesgue, tutti gli addendi che compaiono al
membro sinistro, ad eccezione dell’integrale di Stratonovich, convergono.
Inoltre, per ogni successione εn → 0 si puo` estrarre una sottosuccessione, che
indichiamo ancora con εn, tale che per q.o. ω ∈ Ω l’integrale si Stratonovich
converga; dunque, a meno di passare ad una sottosuccessione, il membro
sinistro dell’equazione (5.12) converge a:∫
β(ut)ϕ(x)dx−
∫ t
0
(∫
β(us) [div bsϕ+ bs · ∇ϕ] dx
)
ds
−
n∑
k=1
∫ t
0
∫
β(us)Dkϕdx ◦ dW ks −
∫
β(u0)ϕdx
Quindi β
′
(uεnt )Rεnt , che e` limitato in L1([0, T ]×BR), uniformemente in (ω, ε),
converge per q.o. ω ∈ Ω ad una misura con segno σ(ω) con variazione totale
finita su [0, T ]× BR. Pertanto, per dimostrare che u e` una soluzione rinor-
malizzata e` sufficiente mostrare che q.c. σ = 0 su [0, T ] × BR. Osserviamo
che il limite al membro sinistro dell’equazione (5.12) non dipende da θ e
dunque neanche σ dipende dalla scelta di θ. Grazie alla prima stima del
teorema 5.1.5, e alla limitatezza di β
′
(uεn), si ottiene che σ e` q.c. una mi-
sura singolare rispetto alla misura di Lebesgue d+ 1-dimensionale. Inoltre,
grazie alla seconda stima del teorema 5.1.5, ed al fatto che σ e` singolare,
possiamo stimare:
|σ| ≤ ‖β′(u)‖∞‖u‖∞Λ(Mt(x), θ)d|Dbs|(t, x)
Indichiamo ora con g la derivata di Radon-Nykodym di σ rispetto a |Dsb|.
Allora, per ogni nucleo di convoluzione pari e non negativo θ, si ha g ≤
‖β′(u)‖∞‖u‖∞Λ(Mt, θ), |Dsb|-q.c. Sia ora D ⊂ C∞c (B1) un insieme nume-
rabile, denso rispetto alla norma dello spazio W 1,1(B1), nell’insieme:
R :=
{
θ ∈W 1,1(B1) : θ ≥ 0, θ(x) = θ(−x)∀x ∈ Rn,
∫
θ = 1
}
Poiche´ D e` numerabile, si ha g(t, x) ≤ ‖β′(u)‖∞‖u‖∞ infθ∈D Λ(Mt(x), θ) per
|Dsb|-q.o. (t, x).Inoltre, essendo D denso, si ha anche
g(t, x) ≤ ‖β′(u)‖∞‖u‖∞ inf
θ∈R
Λ(Mt, θ)
per |Dsb|-q.o. (t, x). Grazie al teorema del rango uno di Alberti (teorema
1.2.2), sappiamo che Mt ha rango uno, e dunque, applicando l’ultimo enun-
ciato del teorema 5.1.5, otteniamo g = 0 e |σ| = 0.
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Step 2. Grazie allo step precedente, sappiamo che q.c., per ogni t ∈ [0, T ]
e ϕ ∈ C∞c (Rn) si ha:∫
β(ut)ϕ(x)dx−
∫ t
0
(∫
β(us) [div bsϕ+ bs · ∇ϕ] dx
)
ds
−
n∑
k=1
∫ t
0
∫
β(us)Dkϕdx ◦ dW ks −
∫
β(u0)ϕdx = 0
(5.13)
Riscrivendo l’equazione (5.13) facendo comparire al posto dell’integrale di
Stratonovich l’integrale di Itoˆ, come illustrato nel remark 2.2.3, e prendendo
il valore atteso, si ottiene che v := E[β(u)] soddisfa la seguente equazione:∫
vtϕ(x)dx−
∫ t
0
(∫
vs [div bsϕ+ bs · ∇ϕ] dx
)
ds
−1
2
∫ t
0
∫
vs∆ϕdxds−
∫
v0ϕdx = 0
(5.14)
Questo conclude la dimostrazione.
5.2 Unicita` dell’equazione del trasporto stocastica
In questo paragrafo dimostreremo il teorema 5.0.5, sfruttando l’ellitticita`
dell’operatore ∆.
Step 1 Grazie alla linearita` dell’equazione del trasporto stocastica e` suffi-
ciente dimostrare che se u e` una soluzione con dato iniziale u0 ≡ 0, allora
u ≡ 0. Per il teorema 5.1.7, u e` una soluzione rinormalizzata, e, fissato
β0 ∈ C1, la funzione
v (t, x) = E [β0 (u (t, x))]
e` una soluzione nella classe L∞([0, T ]× Rn) dell’equazione
∂v
∂t
+ b · ∇v = 1
2
∆v.
Scegliamo adesso β0 tale che β0 (0) = 0, in modo che v|t=0 = 0, e β0 (u) > 0
per u 6= 0. Se dimostriamo che vt = 0, avremo dimostrato che ut = 0, P -q.c.,
e dunque che u e` equivalente a 0 come elemento di L∞ (Ω× [0, T ]× Rn), ov-
verosia la tesi.
Step 2
Definiamo, come nella dimostrazione precedente, uε = u ∗ θε. Definiamo
inoltre vε = E[β0(uε)] e Rεt := bt · ∇(ut ∗ θε) − (bt · ∇ut) ∗ θε. Dalla dimo-
strazione del teorema precedente (teorema 5.1.7), sappiamo che vε → v q.o.
ed in Lploc([0, T ] × BR) per ogni p ∈ [1,∞) ed ogni R > 0. Dunque, fissata
una funzione ϕ limitata, abbiamo
∫
ϕv2εdx →
∫
ϕv2dx. Allora, per dimo-
strare che v ≡ 0, e` sufficiente dimostrare che, fissata ϕ regolare, limitata e
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strettamente positiva, si ha
∫
ϕv2εdx→ 0. Noi considereremo la funzione
ϕ (x) = (1 + |x|)−N
dove N > n e` il numero dato nelle ipotesi del teorema 5.0.5. Si osservi che
si ha:
∇ϕ (x) = −N (1 + |x|)−N−1 x|x|
Dunque
(1 + |x|) |∇ϕ (x)| ≤ N |ϕ (x)|
Dall’identita` (5.12) del teorema precedente, facendo comparire al posto del-
l’integrale di Stratonovich l’integrale di Itoˆ come illustrato nella definizione
2.2.1, prendendo il valore atteso, e poi derivando nel tempo, e moltiplicando
per 2vε, otteniamo:
d
dt
∫
ϕ |vε|2 dx = −2
∫
ϕvεb·∇vεdx+
∫
ϕvε∆vεdx−
∫
2ϕvεE
[
β
′
0(u
ε
t )Rεt
]
dx
(5.15)
per ogni ϕ ∈ C∞c (Rd). Grazie alla limitatezza di vε, ∇vε, ∆vε, e β
′
0(u
ε)Rε, e
all’integrabilita` di x 7→ (1+ |x|)−N , si puo` osservare che l’equazione (5.15) e`
valida anche per ϕ(x) = (1 + |x|)−N . Stimiamo i vari addendi che compaiono
al membro destro dell’equazione (5.15):
∫
ϕvε∆vεdx = −
∫
ϕ |∇vε|2 dx−
∫
vε∇ϕ · ∇vεdx
≤ −
∫
ϕ |∇vε|2 dx+N
∫
|vε| |ϕ| |∇vε| dx
≤ −1
2
∫
ϕ |∇vε|2 dx+ N
2
2
∫
|vε|2 |ϕ| dx
Inoltre: ∫
ϕvεb · ∇vεdx =
∫
ϕvεb1 · ∇vεdx+
∫
ϕvεb2 · ∇vεdx
Il primo addendo lo stimiamo con:
−2
∫
ϕvεb1 · ∇vεdx ≤ 2 ‖b1 (t)‖L∞(Rn)
∫
ϕ |vε| |∇vε| dx
≤ 1
4
∫
ϕ |∇vε|2 dx+ C ‖b1 (t)‖2L∞(Rn)
∫
ϕ |vε|2 dx
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Stimiamo adesso il secondo addendo:
−2
∫
ϕvεb2 · ∇vεdx = −
∫
ϕb2 · ∇v2εdx =
∫
v2εb2 · ∇ϕdx+
∫
v2εϕdiv b2dx
≤
∥∥∥∥ b2 (t)1 + |x|
∥∥∥∥2
L∞(Rn)
∫
v2ε (1 + |x|) |∇ϕ (x)| dx+ ‖div bt‖L∞(Rn)
∫
v2εϕdx
≤
(∥∥∥∥ b2 (t)1 + |x|
∥∥∥∥2
L∞(Rn)
+ ‖div bt‖L∞(Rn)
)
N
∫
v2εϕdx.
Mettendo insieme tutte le stime precedenti otteniamo:
d
dt
∫
ϕ |vε|2 dx+ 14
∫
ϕ |∇vε|2 dx ≤ CNα (t)
∫
|vε|2 ϕdx
+C ‖v‖L∞([0,T ]×Rn)
∫
ϕE
[∣∣∣β′0(uεt )Rεt ∣∣∣] dx
dove
α (t) := ‖b1 (t)‖2L∞(Rn) +
∥∥∥∥ b2 (t)1 + |x|
∥∥∥∥2
L∞(Rn)
+ ‖div bt‖L∞(Rn)
e` integrabile. Applicando il lemma di Gronwall, ed i risultati del prossimo
step, otteniamo
lim
ε→0
∫
ϕ (x) |vε (t, x)|2 dx = 0
per ogni t ∈ [0, T ], e quindi v = 0.
Step 3. Per concludere la dimostrazione resta da provare che∫ T
0
∫
(1 + |x|)−NE
[∣∣∣β′(uεt )Rεt ∣∣∣] dxdt→ 0
Innanzitutto osserviamo che, dato un nucleo di convoluzione ρε a supporto
compatto, per ε abbastanza piccolo si ha 1
(1+|x|)N ∗ ρε ≤ 2 1(1+|x|)N . Allora
possiamo applicare la proposizione 5.1.6 ed ottenere:∫ T
0
∫
|x|≥R
(1 + |x|)−N
∣∣∣β′(uε)Rε∣∣∣ dxdt
≤ C‖β′(u)‖∞‖u‖∞
∫ T
0
∫
|x|≥R
|Dbt|
(1 + |x|)N dxdt <∞
Poiche´
lim
R→+∞
∫ T
0
∫
|x|≥R
|Db|
(1 + |x|)N dxdt = 0
basta mostrare che, per ogni R > 0, si ha:
lim
ε→0
∫ T
0
∫
BR
E
[∣∣∣β′(uεt )Rεt ∣∣∣] dxdt = 0
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Grazie alla stima∫ T
0
∫
BR
∣∣∣β′(uεt )Rεt ∣∣∣ dxdt ≤ C‖β′(u)‖∞‖u‖∞ ∫ T
0
∫
BR+1
|Dbt|dxdt
che, per la proposizione 5.1.6, e` verificata per q.o. ω, e` sufficiente dimostrare
che, per ogni successione εn → 0, esiste una sottosuccessione, che indichiamo
ancora con εn, tale che, q.c.
∫ T
0
∫
BR
∣∣∣β′(uεnt )Rεnt ∣∣∣ dxdt→ 0. Ma questo segue
dalla dimostrazione del teorema precedente, in cui e` stato dimostrato che,
per ogni successione εn → 0, esiste una sottosuccessione, ancora indicata
con εn, tale che β
′
(uεnt )Rεnt q.c. converge ad una misura σ di variazione
totale finita su [0, T ]×BR, ed infine si dimostrava che q.c. σ = 0.
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