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Abstract
Let G be a group. We define an associative algebra Pk(x;G) that is a partition algebra whose
diagrams have oriented edges labeled by elements of G. For G finite, we show that Pk(x;G) is the
centralizer algebra of an action of the wreath product G  Sn on tensor powers of its permutation
module.
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1. Introduction
In the early 1990s, the partition algebra appeared independently in the work of P. Martin
and V.F.R. Jones [5,7]. Their work on the partition algebra stemmed from studies of Potts
models and related problems in statistical mechanics. A decade later, the structure of the
partition algebra and its representation theory have been carefully studied by Martin and
others.
In this paper, we define a generalization of the partition algebra. In particular, we
generalize Jones’s result which says that the partition algebra is the algebra of all
transformations commuting with the action of the symmetric group on tensor products
of its permutation representation. In place of the symmetric group, we consider the
wreath product of an arbitrary finite group, G, with the symmetric group. We introduce a
“permutation representation” of the wreath product, and we describe the centralizer algebra
of the action of the wreath product on tensor products of this representation. We find that
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oriented and labeled by elements of G. This centralizer contains subalgebras isomorphic
to the Brauer algebra and the partition algebra.
2. The partition algebra Pk(x)
2.1. Two bases for EndSn(V ⊗k)
Let V denote the n-dimensional permutation representation of the symmetric group Sn.
That is, V = spanC{vi | i = 1, . . . , n}, where π.vi = vπ(i) for π ∈ Sn. Alternatively we
may view V as the restriction of the natural module of GLn(C) to Sn, viewing Sn as n× n
permutation matrices. Let Sn act diagonally on the basis of simple tensors in V ⊗k :
π.vi1 ⊗ vi2 ⊗ · · · ⊗ vik = vπ(i1)⊗ vπ(i2) ⊗ · · · ⊗ vπ(ik), (2.1)
and linearly extend this action to V⊗k . Let A ∈ End(V⊗k). Define the matrix entries
A
i1,i2,...,ik
ik+1,ik+2,...,i2k ∈C of A by
A.vi1 ⊗ vi2 ⊗ · · · ⊗ vik =
∑
1ik+1,...,i2kn
A
i1,i2,...,ik
ik+1,ik+2,...,i2k vik+1 ⊗ vik+2 ⊗ · · · ⊗ vi2k .
(2.2)
We may use multi-index notation to rewrite (2.2) as
A.vi =
∑
j
A
i
j vj ,
where i = (i1, i2, . . . , ik) ∈ {1,2, . . . , n}×k , and vi = vi1 ⊗ vi2 ⊗ · · · ⊗ vik . We also define
π( i )= (π(i1),π(i2), . . . , π(ik)). Then (2.1) may be written as
π.vi = vπ( i ).
Jones points out the following in [5]:
Lemma 2.1. A ∈ EndSn(V ⊗k)⇐⇒Aij =Aπ( i )π(j) ,∀π ∈ Sn, ∀i, j ∈ {1,2, . . . , n}×k .
Proof. We have
A ∈ EndSn
(
V ⊗k
) ⇐⇒ πA=Aπ ∀π ∈ Sn
⇐⇒ πA.vi =Aπ.vi ∀π ∈ Sn, ∀i
⇐⇒ π.
∑
j
A
i
j vj =A.vπ( i ) ∀π ∈ Sn, ∀i
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∑
j
A
i
j vπ(j) =
∑
j
A
π( i )
j vj ∀π ∈ Sn, ∀i
⇐⇒
∑
j
A
i
j vπ(j) =
∑
π(j)
A
π( i )
π(j) vπ(j) ∀π ∈ Sn, ∀i
⇐⇒
∑
j
A
i
j vπ(j) =
∑
j
A
π( i )
π(j) vπ(j) ∀π ∈ Sn, ∀i
for as j ranges over {1,2, . . . , n}×k , so does π(j), for any fixed and arbitrary π ∈ Sn. The
result follows from linear independence. ✷
Lemma 2.1 tells us that A commutes with the Sn-action on V ⊗k if and only if the
matrix entries of A are equal on Sn-orbits. For a fixed tuple of indices (i1, i2, . . . , i2k) ∈
{1,2, . . . , n}×2k , define the matrix unit Ei1,i2,...,ikik+1,ik+2,...,i2k ∈ End(V ⊗k) to be the nk×nk matrix
with a 1 in the ((i1, i2, . . . , ik), (ik+1, ik+2, . . . , i2k))-position and zeroes elsewhere. Then
we may write A ∈ End(V⊗k) as
A=
∑
1i1,...,i2kn
A
i1,i2,...,ik
ik+1,ik+2,...,i2kE
i1,i2,...,ik
ik+1,ik+2,...,i2k .
Fix (i1, i2, . . . , i2k) ∈ {1,2, . . . , n}×2k , a tuple of indices. This tuple determines a partition
∼(i1,i2,...,i2k) of {1,2, . . . ,2k} (into at most n subsets) obtained by collecting the numbers
i1, i2, . . . , i2k into subsets according to those that have an equal value. Denote the number
of parts of the partition ∼(i1,i2,...,i2k) by 〈∼(i1,i2,...,i2k)〉. Now for the fixed tuple of indices
(i1, i2, . . . , i2k) ∈ {1,2, . . . , n}×2k,
define a matrix T∼(i1,i2,...,i2k ) ∈ End(V ⊗k) by
T∼(i1,i2,...,i2k ) =
1
(n− 〈∼(i1,i2,...,i2k)〉)!
∑
π∈Sn
E
π(i1),π(i2),...,π(ik)
π(ik+1),π(ik+2),...,π(i2k). (2.3)
In fact, T∼(i1,i2 ,...,i2k ) ∈ EndSn(V⊗k), since such a T satisfies the condition in Lemma 2.1:
the matrix entries of T are equal on Sn-orbits. Note that the matrix T∼(i1,i2 ,...,i2k ) has been
normalized so that its entries are either 1 or 0. It is clear that
T∼(i1,i2 ,...,i2k ) =
∑
Es1,s2,...,sksk+1,sk+2,...,s2k ,
where the sum is over 1  s1, . . . , s2k  n with the condition that sp = sq ⇔ ip = iq . So
for A ∈ EndSn(V⊗k), we use Lemma 2.1 to obtain
A=
∑
A
i1,i2,...,ik T∼(i ,i ,...,i ) ,ik+1,ik+2,...,i2k 1 2 2k
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{T∼(i1,i2 ,...,i2k )} span EndSn(V ⊗k). Since each matrix T∼(i1,i2 ,...,i2k) is the sum of different
matrix units, the matrices {T∼(i1,i2 ,...,i2k )} are linearly independent, and hence they are a
basis of EndSn(V ⊗k).
Before we describe a second basis for EndSn(V ⊗k), we note that the dimension of the
algebra EndSn(V⊗k) is the number of equivalence relations on {1,2, . . . ,2k} such that the
number of equivalence classes is at most n. Recall that the number of equivalence relations
into l classes on a set with r elements is the Stirling number S(r, l). Therefore,
dim EndSn
(
V⊗k
)=
n∑
l=1
S(2k, l).
When n 2k,
dim EndSn
(
V ⊗k
)=
2k∑
l=1
S(2k, l), (2.4)
which is the precisely the definition of the Bell number B(2k).
As in [5], we define a basis {L∼} of EndSn(V⊗k) as follows. Let ∼ and ∼′ be partitions
of {1,2, . . . ,2k} into subsets. We say that ∼′ is coarser than ∼ if any subset in ∼ is
contained in some subset in ∼′. In this case we write ∼′∼. For example, the partition
({1}, {2,3,4}) of {1,2,3,4} is coarser than ({1}, {2}, {3,4}). For ∼ an equivalence relation
on {1,2, . . . ,2k}, define
L∼ =
∑
∼′∼
T∼′ .
Order the basis {T∼} by ordering the partitions ∼{1,2, . . . ,2k} so that the number of
parts of the partitions form a weakly decreasing sequence. Then there is a triangular matrix
with 1’s on the diagonal that changes from the basis {T∼} to {L∼}. Such a matrix is
invertible, and hence {L∼} is a basis of EndSn(V ⊗k). Finally, in concrete terms, if the
tuple (i1, i2, . . . , i2k) ∈ {1,2, . . . , n}×2k determines ∼, then
L∼ = L∼(i1,i2 ,...,i2k ) =
∑
Es1,s2,...,sksk+1,sk+2,...,s2k ,
where the sum is over 1 s1, s2, . . . , s2k  n with the condition that ip = iq ⇒ sp = sq .
2.2. The structure of Pk(x)
A k-partition diagram is a graph on two rows of k vertices, one row above the other,
where each edge is incident to two distinct vertices, and there is at most one edge between
any two vertices. When the context is clear, we often call a k-partition diagram a partition
diagram, or just a diagram. The connected components of a diagram partition the 2k
vertices into l subsets, 1  l  2k. We define an equivalence relation ≡ on k-partition
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of the 2k vertices. For example, we have:
≡ .
When we speak of diagrams, we are really talking about the associated equivalence classes.
The number of k-partition diagrams with l connected components is the Stirling number
S(2k, l). Therefore the total number of k-partition diagrams is the Bell number B(2k) =∑2k
l=1 S(2k, l).
Let C(x) be the field of rational functions in the indeterminate x . The partition algebra
Pk(x) is the C(x)-algebra with basis consisting of all k-partition diagrams, with the
following multiplication defined on diagrams:
Let d1 and d2 be diagrams. To obtain the product d2d1,
• Place d1 above d2 so that the bottom row of d1 coincides with the top row of d2. We
now have a diagram with a top, middle, and bottom row.
• Count the number of connected components that lie entirely in the middle row.
Suppose that this number is α.
• Make a new k-partition diagram d3 by eliminating the middle row of vertices, but
keeping the top and bottom rows and maintaining the connections between them. (We
have removed the α disjoint connected components that were entirely in the middle
row, and we have essentially “dissolved” the other vertices in the middle row so that
they have become parts of edges linking the top and bottom rows.)
• Then we have
d2d1 = xαd3.
For example, let
d1 = ,
d2 = .
Then we have
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This product is associative and well-defined up to equivalence. Linearly extending this
multiplication makes Pk(x) an associative algebra, and
dim Pk(x)= B(2k). (2.5)
Note that Pk(x) has an identity element which is given by the diagram with k vertical
edges, with each vertex in the top row connected only to the vertex immediately below it.
By convention, P0(x)=C(x), the ground field.
The Brauer algebra Bk(x) (see [2]) is a subalgebra of Pk(x). It has a basis consisting of
k-diagrams with all connected components of size 2. The group algebra of the symmetric
group, CSk , can be regarded as a subalgebra of both Bk(x) and Pk(x). It has a basis
consisting of diagrams with connected components of size 2, such that each edge connects
a vertex in the top row to one in the bottom row. In such a diagram, numbering the vertices
in the top and bottom rows from 1 to k defines an element of Sk : if vertex i in the top row is
connected to vertex j in the bottom row, then the corresponding permutation sends i to j .
For 1 i  k − 1 and 1 j  k, define
si = ,
Ai = ,
bi = ,
Ej = .
The simple transpositions si = (i, i + 1), 1  i  k − 1, generate CSk . The elements of
{Ai, si | 1  i  k − 1} generate Bk(x). The elements of {si , bi,Ej | 1  i  k − 1,1 
j  k} generate Pk(x). See [5] and [4].
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Pk(ξ).
Theorem 2.2 [8]. For each integer k  0, Pk(x) is semisimple over C(x). The algebra
Pk(ξ) is semisimple over C whenever ξ is not an integer in the range [0,2k− 1].
2.3. Schur–Weyl duality
On the one hand we have the diagonal action of Sn on V ⊗k , where V is the permutation
module for Sn. On the other hand, we have an action of Pk(n) on V ⊗k , defined as follows.
Number the vertices of a k-partition diagram 1,2, . . . , k from left to right in the top row, and
k+ 1, k+ 2, . . . ,2k from left to right in the bottom row. Define an algebra homomorphism
Ψ :Pk(n)→ End
(
V ⊗k
) (2.6)
by defining it on a diagram d as follows:
Ψ (d)= (Ψ (d)i1,i2,...,ikik+1,ik+2,...,i2k
)
,
where the matrix (Ψ (d)i1,i2,...,ikik+1,ik+2,...,i2k ), is defined by
Ψ (d)
i1,i2,...,ik
ik+1,ik+2,...,i2k =
{1 if [(vertex s is connected to vertex t in d)⇒ is = it ],
0 otherwise. (2.7)
Then we have an action of Pk(n) on V⊗k , defined by
d.vi1 ⊗ vi2 ⊗ · · · ⊗ vik = Ψ (d).vi1 ⊗ vi2 ⊗ · · · ⊗ vik . (2.8)
This action restricts to the usual action of the Brauer algebra on tensors [9], and to the
action of CSk on tensors, where a permutation permutes the tensor factors of a simple
tensor. Nevertheless, the definition of this action may seem strange, so let us look at an
example. (This will also make it clear why Ψ is an algebra homomorphism.) Let d be the
diagram
.
Then d.vi1 ⊗ vi2 ⊗ vi3 ⊗ vi4 can be obtained by placing d directly beneath the tensor
vi1 ⊗ vi2 ⊗ vi3 ⊗ vi4 :
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= δi1,i2
n∑
l=1
vi1 ⊗ vi3 ⊗ vl ⊗ vi3 ,
where δs,t denotes the Kronecker delta. The last equality is obtained as follows. Since the
vertices numbered 1 and 2 are connected in the top row of d, i1 must equal i2, else we get
zero. Since vertices 1 and 2 are connected to vertex 5 in the bottom row, the first tensor
factor in the sum must have subscript i1 (which equals i2, otherwise we have zero). Vertex 3
in the top row is connected to vertices 6 and 8 in the bottom row, and hence the labels on
the second and third tensor factors must be i3. The isolated 4th vertex in the top row only
says that i4 must equal i4, otherwise we get zero. Vertex 7 in the bottom row is isolated,
and this says that the third tensor factor must be free. In short, the top row of the acting
diagram tells us the conditions under which we obtain zero for an answer. The bottom row
and the connections between it and the top row tell us which tensor factors appear in the
final sum.
The following theorem is the statement of Schur–Weyl duality for Sn and Pk(n).
Theorem 2.3 [5]. CSn and Pk(n) generate full centralizers of each other in End(V ⊗k).
That is, for n 2k, we have
(a) Pk(n)∼= EndSn(V⊗k),
(b) Sn generates EndPk(n)(V ⊗k).
Proof. Proof of (a): First of all, since n  2k, dimPk(n) = dim EndSn(V ⊗k) = B(2k)
by Eqs. (2.4) and (2.5). Now let d be a k-partition diagram. The connected components
of d partition the 2k vertices into subsets. Thus, having numbered the vertices from 1
to 2k as described above, we obtain a partition ∼d of the set {1,2, . . . ,2k}. The key
here is that Ψ (d), i.e., (Ψ (d)i1,i2,...,ikik+1,ik+2,...,i2k ), is precisely L∼d (see Section 2.1). Thus
Ψ (Pk(n)) ⊆ EndSn(V ⊗k). As d ranges over all diagrams, ∼d ranges over all equivalence
relations on {1,2, . . . ,2k}. Thus the representation Ψ takes a basis of Pk(n) to a basis of
EndSn(V ⊗k), so Pk(n)∼= EndSn(V⊗k).
Proof of (b): This follows from (a) and the Double Centralizer Theorem (Theorem 1.3
in [1]), which states that if A is a semisimple C-algebra and M is a completely reducible
A-module, then A generates EndEndA(M)(M). ✷
3. Remarks on classical Schur–Weyl duality
The general linear group GLn(C) acts diagonally on V⊗k , where V = Cn, its natural
module. The symmetric group Sk acts on V ⊗k by permuting the positions of the tensor
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centralizers of each other; this duality is sometimes called the “classical” case. This created
a bridge between the representations and combinatorics of the general linear and symmetric
groups.
Let us say a word about how the classical case relates to the partition algebra scenario.
Inside GLn(C) sits Sn as permutation matrices. When the GLn(C)-action on V ⊗k is
restricted to Sn, we obtain the diagonal action of Sn on its tensored permutation module.
Inside Pk(n) sits Sk as permutation diagrams. When the action of the partition algebra is
restricted to Sk , the action becomes place permutations.
Similarly, inside GLn(C) sits On(C), the orthogonal matrices. When the GLn(C)-action
on V ⊗k is restricted to On(C), we obtain the diagonal action of On(C) on V ⊗k . Inside
Pk(n) sits Bk(n), the Brauer algebra. When the action of the partition algebra is restricted
to Bk(n), the action is fully centralized by On(C) (see [2,3]).
4. Wreath products
4.1. General wreath products
Let G be a finite group. The wreath product of G with Sn, denoted G Sn , is the group of
n× n permutation matrices with nonzero entries in G. That is, G  Sn is the group of n× n
matrices with exactly one nonzero entry in each row and each column, and those nonzero
entries are elements of the group G. One then multiplies the elements in G  Sn according
to the usual rules of matrix multiplication. In what follows, we will use the notation Gn for
the group G  Sn.
There are different ways of describing Gn. First, let us think of Gn as above—that is,
as n × n permutation matrices with nonzero entries in G. Let σ ∈ Gn be a permutation
matrix (π), but with gi ∈G as the nonzero entry in the ith column. (The usual permutation
matrix (π) ∈ Sn, with exactly one 1 in each row and column, and other entries 0, permutes
the standard basis vectors.) We have σ = (π)diag(g1, . . . , gn), where diag(g1, . . . , gn) is
the diagonal n× n matrix with gi ∈G in the ith column. Let τ = (η)diag(h1, . . . , hn), for
(η) ∈ Sn and hi ∈G. Then the multiplication in Gn is given by
στ = (πη)diag(gη(1)h1, . . . , gη(n)hn).
Alternatively, elements of Gn may be depicted as permutation diagrams with G-
labeled strands. For example, let π = (1,2) ∈ S3 and η = (2,3) ∈ S3. Then we may view
σ = (π)diag(g1, g2, g3) and τ = (η)diag(h1, h2, h3) as
σ = , τ = .
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multiplying labels as you descend:
στ = = .
Finally, note that the order of Gn is |G|nn!. For once a permutation is chosen, there are |G|
choices for each of the n labels.
4.2. Complex reflection groups
There are important special cases of the wreath product Gn. These are the complex
reflection groups G(r,1, n). The group G(r,1, n) is defined to be the wreath product
Z/rZ  Sn. We will think of Z/rZ as an additive group with elements (residue classes
modulo r) 0,1, . . . , r − 1. Observe that |G(r,1, n)| = rnn!.
Let p be a positive integer that divides r . The group G(r,p,n) is a normal subgroup
of index p in G(r,1, n). It consists of the matrices in G(r,1, n) whose entries sum to 0
modulo p. The group G(r,p,n) is also called a complex reflection group.
Here are some noteworthy examples of complex reflection groups:
• G(r,1,1)= Z/rZ, the cyclic group of order r ,
• G(r, r,2)=WIr , the dihedral group of order 2r ,
• G(1,1, n)=WAn−1 = Sn, the symmetric group, or Weyl group of type An−1,
• G(2,1, n)=WBn , the Weyl group of type Bn,
• G(2,2, n)=WDn , the Weyl group of type Dn.
5. A permutation representation of Gn
In this section we generalize the permutation representation of Sn by describing
a permutation representation of Gn. First, let us define an action of Gn on the set
{1,2, . . . , n} × G by σ.(i, j) = (π(i), gij), where σ = (π)diag(g1, . . . , gn) ∈ Gn. This
action is well-defined because if τ = (η)diag(h1, . . . , hn) ∈Gn, then
σ.τ.(i, j)= σ.((η(i), hij))= (πη(i), gη(i)hij)= στ.(i, j).
So we define a Gn-module W = spanC{v(i,j)}, i = 1,2, . . . , n, j ∈ G, where σ.v(i,j) =
vσ.(i,j) for σ ∈Gn.
Now we introduce another Gn-module. Observe that Gn−1 is a subgroup of Gn; it
can be realized as the subgroup of diagrams in Gn that fix the nth position (have a
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the permutation representation of Gn with respect to Gn−1. Recall that this W˜ is the C-
span of the left cosets Gn/Gn−1, and the action is σ.ρGn−1 = σρGn−1 for σ , ρ ∈Gn.
Lemma 5.1. As Gn-modules, W ∼= W˜ .
Proof. First, observe that dim W = dim W˜ = n|G|. Define elements
σq,g = (q,n)diag(1,1, . . . ,1, g) ∈Gn
for q = 1,2, . . . , n and g ∈G. A simple calculation shows that σq,gGn−1 = σp,hGn−1 if
and only if q = p and g = h. Thus we have n|G| coset representatives σq,g for Gn/Gn−1.
Now we will show that if τ = (η)diag(h1, . . . , hn) ∈Gn, then
τ.σq,gGn−1 = ση(q),hqgGn−1,
from which the lemma will follow. We must check that
(ση(q),hqg)
−1τσq,g ∈Gn−1.
This is so because n → q → η(q) → n by first applying σq,g , then τ , and then
(ση(q),hqg)
−1
. The label on the vertical rightmost edge of the product diagram is
(hqg)
−1hqg = 1. Therefore, the map σ(q,g)Gn−1 → v(q,g), q = 1,2, . . . , n, g ∈ G, is an
isomorphism W˜ →W . ✷
We close by noting that when G is the group with one element, Gn = Sn; in this case,
W specializes to V , the permutation representation of Sn.
6. The algebra Pk(x;G)
6.1. Two bases for EndGn(W⊗k)
Let W denote the permutation representation of Gn with respect to Gn−1. Recall
that W = spanC{v(i,j)}, i = 1,2, . . . , n, j ∈ G, where σ.v(i,j) = vσ.(i,j) for σ ∈ Gn. Let
A ∈ End(W⊗k). Define the matrix entries A(i1,j1),(i2,j2),...,(ik,jk)(ik+1,jk+1),(ik+2,jk+2),...,(i2k,j2k) ∈C of A by
A.v(i1,j1) ⊗ v(i2,j2) ⊗ · · · ⊗ v(ik ,jk)
=
∑
A
(i1,j1),(i2,j2),...,(ik,jk)
(ik+1,jk+1),(ik+2,jk+2),...,(i2k,j2k)v(ik+1,jk+1)⊗ v(ik+2,jk+2) ⊗ · · · ⊗ v(i2k,j2k),
where the sum is over 1  ik+1, . . . , i2k  n and jk+1, jk+2, . . . , j2k ∈ G. Diagonally
extend the action of Gn on W to an action of Gn on W⊗k :
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= v(π(i1),gi1j1)⊗ v(π(i2),gi2j2) ⊗ · · · ⊗ v(π(ik),gik jk),
where σ = (π)diag(g1, . . . , gn) ∈Gn.
Lemma 6.1.
A ∈ EndGn
(
W⊗k
) ⇐⇒ A(i1,j1),(i2,j2),...,(ik,jk)(ik+1,jk+1),(ik+2,jk+2),...,(i2k,j2k)
=Aσ.(i1,j1),σ.(i2,j2),...,σ.(ik,jk)σ.(ik+1,jk+1),σ.(ik+2,jk+2),...,σ.(i2k,j2k)
for all σ ∈Gn, 1 i1, . . . , i2k  n, j1, j2, . . . , j2k ∈G.
Proof. The proof of Lemma 2.1 worked because V was a permutation representation. The
same proof works in this case, since W is a permutation representation. ✷
Lemma 6.1 tells us that A commutes with the Gn-action on W⊗k if and only
if the matrix entries of A are equal on Gn-orbits. For a fixed tuple of indices
((i1, j1), (i2, j2), . . . , (i2k, j2k)) ∈ ({1,2, . . . , n} ×G)×2k , define the matrix unit
E
(i1,j1),(i2,j2),...,(ik,jk)
(ik+1,jk+1),(ik+2,jk+2),...,(i2k,j2k) ∈ End
(
W⊗k
)
to be the (n|G|)k × (n|G|)k matrix with a 1 in the ((i1, j1), (i2, j2), . . . , (ik, jk)),
((ik+1, jk+1), . . . , (i2k, j2k))-position and zeroes elsewhere. Then we may write A ∈
End(W⊗k) as
A=
∑
A
(i1,j1),(i2,j2),...,(ik,jk)
(ik+1,jk+1),(ik+2,jk+2),...,(i2k,j2k)E
(i1,j1),(i2,j2),...,(ik ,jk)
(ik+1,jk+1),(ik+2,jk+2),...,(i2k,j2k),
where the sum is over 1 i1, i2, . . . , i2k  n and j1, j2, . . . , j2k ∈G.
Fix a tuple of indices ((i1, j1), (i2, j2), . . . , (i2k, j2k)) ∈ ({1,2, . . . , n} × G)×2k . This
tuple determines a partition ∼(i1,i2,...,i2k) of {1,2, . . . ,2k} (into at most n subsets) obtained
by collecting the numbers i1, i2, . . . , i2k into subsets according to those that have an equal
value. Denote the number of parts of the partition ∼(i1,i2,...,i2k) by 〈∼(i1,i2,...,i2k 〉. Now for
the fixed tuple ((i1, j1), (i2, j2), . . . , (i2k, j2k)) ∈ ({1,2, . . . , n}×G)×2k , we define a matrix
T∼((i1,j1),(i2 ,j2),...,(i2k,j2k )) ∈ End(W⊗k) by
T∼((i1,j1),(i2,j2),...,(i2k ,j2k )) = ζ
∑
σ∈Gn
E
σ.(i1,j1),σ.(i2,j2),...,σ.(ik,jk)
σ.(ik+1,jk+1),σ.(ik+2,jk+2),...,σ.(i2k ,j2k),
where
ζ = 1
(n−〈∼(i1,i2 ,...,i2k )〉)
.
(n− 〈∼(i1,i2,...,i2k)〉)!|G|
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in Lemma 6.1: the matrix entries of T∼((i1,j1),(i2,j2),...,(i2k ,j2k )) are equal on Gn-orbits. We have
chosen the subscript ∼((i1,j1),(i2,j2),...,(i2k,j2k)) for T in order to indicate that the matrix
depends on ∼(i1,i2,...,i2k), as well as on the group elements j1, j2, . . . , j2k . Note that the
matrix T∼((i1,j1),(i2,j2),...,(i2k ,j2k )) has been normalized so that its entries are either 1 or 0. We
now explicitly describe the matrix T :
Lemma 6.2.
T∼((i1,j1),(i2 ,j2),...,(i2k,j2k )) =
∑
E
(s1,t1),(s2,t2),...,(sk,tk)
(sk+1,tk+1),(sk+2,tk+2),...,(s2k,t2k),
where the sum is over 1  s1, s2, . . . , s2k  n such that ix = iy ⇔ sx = sy , and over
t1, t2, . . . , t2k ∈G such that ix = iy ⇒ j−1y jx = t−1y tx .
Proof. We have
T∼((i1,j1),(i2,j2),...,(i2k,j2k )) = ζ
∑
σ∈Gn
E
σ.(i1,j1),σ.(i2,j2),...,(ik,jk)
σ.(ik+1,jk+1),σ.(ik+2,jk+2),...,σ.(i2k,j2k)
= ζ
∑
σ=(π) diag(g1,...,gn)∈Gn
E
(π(i1),gi1j1),(π(i2),gi2j2),...,(π(ik),gik jk)
(π(ik+1),gik+1jk+1),(π(ik+2),gik+2jk+2),...,(π(i2k),gi2k j2k)
.
It is clear that ix = iy if and only if π(ix)= π(iy). Now suppose that ix = iy , and that jx
and jy are related by the equation jx = jyg. Then (gix jx)= (giy jy)g, since ix = iy . Thus
g = j−1y jx = (giy jy)−1(gix jx). This proves the lemma. ✷
Corollary 6.3.
T∼((i1,j1),(i2,j2),...,(i2k,j2k )) = T∼((s1,t1),(s2,t2),...,(s2k ,t2k))
if and only if ∼(i1,i2,...,i2k)=∼(s1,s2,...,s2k) and j−1y jx = t−1y tx for all x, y = 1,2, . . . ,2k
such that ix = iy .
For A ∈ EndGn(W⊗k), we use Lemma 6.1 to obtain
A=
∑
A
(i1,j1),(i2,j2),...,(ik,jk)
(ik+1,jk+1),(ik+2,jk+2),...,(i2k,j2k)T∼((i1,j1),(i2,j2),...,(i2k,j2k )) ,
where there is one summand for each distinct matrix T∼((i1,j1),(i2,j2),...,(i2k,j2k )) . Thus the ma-
trices {T∼((i1,j1),(i2,j2),...,(i2k ,j2k ))} span EndGn(W⊗k). Since each matrix T∼((i1,j1),(i2,j2),...,(i2k,j2k ))
is the sum of different matrix units, the {T∼((i1,j1),(i2,j2),...,(i2k ,j2k ))} are linearly independent,
and hence they are a basis of EndGn(W⊗k).
To summarize, given a tuple ((i1, j1), (i2, j2), . . . , (i2k, j2k) ∈ ({1,2, . . . , n})×G)×2k ,
we collect the numbers i1, i2, . . . , i2k into (at most n) subsets: ip and iq are in the same
subset if and only if ip = iq . This naturally determines an equivalence relation ∼ on the
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relation in turn naturally determines a partition, call it ∼, of {1,2, . . . ,2k} into subsets. For
each equivalence relation ∼ on {1,2, . . . ,2k}, there is a matrix T∼((i1,j1),(i2,j2),...,(i2k ,j2k )) ∈
EndGn(W⊗k), which also encodes the ratios j−1y jx for all x, y = 1,2, . . . ,2k such that
ix = iy . These matrices {T∼((i1,j1),(i2,j2),...,(i2k ,j2k ))} form a basis of EndGn(W⊗k).
Proposition 6.4.
dim EndGn
(
W⊗k
)=
n∑
l=1
|G|2k−lS(2k, l).
When n 2k,
dim EndGn
(
W⊗k
)=
2k∑
l=1
|G|2k−lS(2k, l).
Proof. Let us count the number of distinct matrices T∼((i1,j1),(i2,j2),...,(i2k ,j2k )) , as these
form a basis of EndGn(W⊗k). As before, given a tuple ((i1, j1), (i2, j2), . . . , (i2k, j2k)) ∈
({1,2, . . . , n} × G)×2k , collect the numbers i1, i2, . . . , , i2k into (at most n) subsets
according to their equal values. Suppose that there are l such subsets. Choosing the
numbers i1, i2, . . . , i2k as such yields S(2k, l) matrices T∼((i1,j1),(i2,j2),...,(i2k ,j2k )) . Given such
a matrix, suppose that iq1 = iq2 = · · · = iqc . Then there are elements gq2, gq3, . . . , gqc ∈G
such that jq1 = jq2gq2, jq1 = jq3gq3, . . . , jq1 = jqcgqc . There are |G|c−1 ways to choose
these elements gq2, gq3, . . . , gqc ∈G. Now suppose that the sizes of the l subsets above are
c1, c2, . . . , cl , so that c1 + c2 + · · · + cl = 2k. Then there are |G|c1−1|G|c2−1 · · · |G|cl−1 =
|G|2k−l ways to choose elements gqi2 , gqi3 , . . . , gqici , i = 1,2, . . . , l, as above. Thus there
are |G|2k−lS(2k, l) matrices T∼((i1,j1),(i2,j2),...,(i2k,j2k )) ∈ EndGn(W⊗k), where the numbers
i1, i2, . . . , i2k are collected into l subsets according to their equal values. The result follows
when we let l range from 1 to n. ✷
We now define another basis of EndGn(W⊗k) as follows. Define
L∼((i1,j1),(i2,j2),...,(i2k,j2k )) =
∑
T∼((i1,j1),(i2,j2),...,(i2k,j2k )) ,
where the sum is over all 1  s1, s2, . . . , s2k  n and t1, t2, . . . , t2k ∈ G such that the
partition determined by (s1, s2, . . . , s2k) coarser than that determined by (i1, i2, . . . , i2k)
and also, if ix = iy , then j−1y jx = t−1y tx . The same argument used in the case of the
partition algebra (see Section 2.1) shows that the matrices L∼((i1,j1),(i2,j2),...,(i2k ,j2k )) form a
basis of EndGn(W⊗k).
Finally, observe that
L∼((i ,j ),(i ,j ),...,(i ,j )) =
∑
E
(s1,t1),(s2,t2),...,(sk,tk) ,1 1 2 2 2k 2k (sk+1,tk+1),(sk+2,tk+2),...,(s2k,t2k)
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t1, t2, . . . , t2k ∈G such that ix = iy ⇒ j−1y jx = t−1y tx .
6.2. The structure of Pk(x;G)
Let G be any group. A (G, k)-partition diagram is a k-partition diagram with oriented
edges, where each edge is labeled by an element of the group G. When k is understood,
we will call such diagrams G-diagrams. There is an equivalence relation on G-diagrams,
where two G-diagrams are equivalent if
• The underlying partition diagrams are equivalent.
• The G-diagrams are equivalent up to “vector addition.” That is, the following hold:
is equivalent to ,
is equivalent to .
So, if all possible edges are drawn on the two G-diagrams, with the same orientations on
each G-diagram, and the labels on each G-diagram match, then the two G-diagrams are
equivalent. For example, let a, b, c, d, e, f ∈G. Then the G-diagram
is equivalent to
.
Thus, when we speak of a G-diagram, we are really speaking of its equivalence class. In
the case where G is a finite group, a simple argument similar to the one in the proof of
Proposition 6.4 shows that the number of (G, k)-diagrams is
∑2k
l=1 |G|2k−lS(2k, l). If G is
infinite, there are an infinite number of (G, k)-diagrams.
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grams and a multiplication on (G, k)-diagrams defined as follows:
To form the product d2d1 of two G-diagrams d1 and d2:
• Multiply the underlying partition diagrams of d1 and d2. This will give the underlying
partition diagram of the G-diagram d2d1.
• In carrying out the previous step, d1 is placed above d2. If during the concatenation, a
bottom edge of d1 coincides with a top edge of d2 with the same orientation but with
a different label, then d2d1 = 0.
• Perform “vector addition” of the labels along imposed connections between d1 and d2.
Start in d1 and follow a path into d2, performing “vector addition” as you go. When
doing this, the labels on the edges in the diagram d2 are multiplied on the right of the
d1 edge-labels.
• For each connected component of edges entirely in the middle row, a factor of x|G|
appears in the product.
For example, for a, b, c, d, e, f, g,h, i, j, k, l,m,o∈G, define
d1 = ,
d2 = .
Then the product d2d1 equals
= δa,ij−1δf,l−1x2|G|2 .
Note that the first Kronecker delta is due to the implied edge between vertices 1 and 2 in
d2.
This multiplication is well-defined up to equivalence of G-diagrams, and with it, the
algebra Pk(x;G) is an associative algebra with identity. The identity in Pk(x;G) is the
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on the edges, and with all edge-labels 1 ∈ G. The dimension of Pk(x;G) is simply the
number of (G, k)-diagrams, so that if G is finite,
dim Pk(x;G)=
2k∑
l=1
|G|2k−lS(2k, l). (6.1)
If G is an infinite group, Pk(x;G) is an infinite-dimensional associative algebra. Observe
that if G is the group with one element, then Pk(x;G) ∼= Pk(x). When x = ξ ∈ C, we
obtain the C-algebra Pk(ξ;G).
6.3. Schur–Weyl duality
On the one hand we have the diagonal action ofGn on W⊗k , whereW is the permutation
representation of Gn with respect to Gn−1. On the other hand, we have an action of
Pk(n;G) on W⊗k , defined as follows. Number the vertices of a (G, k)-partition diagram
1,2, . . . , k from left to right in the top row, and k+ 1, k+ 2, . . . ,2k from left to right in the
bottom row. Define a map Φ :Pk(n;G)→ End(W⊗k) by defining it on a G-diagram d as
follows:
Φ(d) = (Φ(d)(i1,j1),(i2,j2),...,(ik,jk)(ik+1,jk+1),(ik+2,jk+2),...,(i2k,j2k)
)
:= (Ψ (d)i1,i2,...,ikik+1,ik+2,...,i2k
)
δjl1g1,jl2
δjl3g3,jl4
· · · δjlmgm,jlm+1 ,
where the matrix (Ψ (d)i1,i2,...,ikik+1,ik+2,...,i2k ) is defined as in Eq. (2.7), and in d , vertex l1 is
connected to and oriented toward vertex l2, with edge-label g1, . . . , vertex lm is connected
to and oriented toward vertex lm+1, with edge-label gm. Then we have an action of
Pk(n;G) on W⊗k , defined by
d.v(i1,j1) ⊗ v(i2,j2)⊗ · · · ⊗ v(ik ,jk) =Φ(d).v(i1,j1) ⊗ v(i2,j2) ⊗ · · · ⊗ v(ik,jk). (6.2)
When G is the group with one element, this action restricts to the action of the partition
algebra on tensors (see (2.8)).
Let us consider an example of this action of G-diagrams. Let g1, g2, g3 ∈ G. Let
d ∈ P3(6;G) be the diagram
.
Then Φ(d) ∈ End(W⊗k) has matrix entries
(
Φ(d)
(i1,j1),(i2,j2),(i3,j3)) = (Ψ (d)i1,i2,i3)δj1g1,j2δj1g2,j4δj5g3,j3,(i4,j4),(i5,j5),(i6,j6) i4,i5,i6
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Φ(d)=
∑
E
(i1,j1),(i1,j1g1),(i5,j5g3)
(i1,j1g2),(i5,j5),(i6,j6)
,
where the sum is over 1  i1, i5, i6  6 and j1, j5, j6 ∈ G. Let us see how d acts on a
simple tensor. We have
d.v(i1,j1) ⊗ v(i2,j2)⊗ v(i3,j3) =
= δi1,i2δj1g1,j2
∑
1i66,j6∈G
v(i1,j1g2) ⊗ v(i3,j3g−13 )⊗ v(i6,j6).
The last equality is obtained as follows. First, let us consider the action of the underlying
partition diagram without the labels and orientations. In d , vertices 1 and 2 are connected,
hence the Kronecker delta δi1,i2 . Since vertex 4 in the bottom row is connected to vertex 1
above it, the first tensor factor has i1 in the first slot of the ordered pair. Since vertex 5 in
the bottom row is connected to vertex 3 in the top row, the second tensor factor has an i3
in the first slot. Since vertex 6 in the bottom row is isolated, the first slot of the third tensor
factor is free. Now for the labels and orientations. The orientation and label of the edge
connecting vertices 1 and 2 in the top row says that either j1g1 = j2, else we get zero. The
labeled edge connecting vertex 1 to vertex 4 tells us that the second slot of the index on the
first tensor factor must be j1g2. The situation is similar for the second tensor factor. The
second slot of the ordered pair in the third tensor factor is free. In summary, the partition
diagram determines the action on the first slots in the ordered pairs (i, j), whereas the
labels and orientations determine the action on the second slots.
The proof of the following lemma may be found in [1].
Lemma 6.5. The map Φ :Pk(n;G)→ End(W⊗k) is an algebra homomorphism.
The following is our analogue of Theorem 2.3.
Theorem 6.6.Gn and Pk(n;G) generate full centralizers of each other in End(W⊗k). That
is, for n 2k, we have
(a) Pk(n;G)∼= EndGn(W⊗k),
(b) CGn generates EndPk(n;G)(W⊗k).
Proof. Proof of (a): First of all, since n  2k, dim Pk(n;G) = dim EndGn(W⊗k) by
Proposition 6.4 and Eq. (6.1). Now let d be a (G, k)-partition diagram. The connected
components of d partition the 2k vertices into subsets. Having numbered the vertices
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partition, together with the orientations and labels in d , naturally determine a matrix
L∼d = L∼((i1,j1),(i2,j2),...,(i2k,j2k )) ∈ EndGn
(
W⊗k
)
(see Section 6.1). Here, the indices i1, . . . , i2k have equal values according to the partition
∼d , and if vertex l1 is connected to and oriented toward vertex l2 in d , with edge-label
b ∈G, then jl1b = jl2 . The key is that Φ(d), i.e., the matrix
(
Φ(d)
(i1,j1),(i2,j2),...,(ik,jk)
(ik+1,jk+1),(ik+2,jk+2),...,(i2k,j2k)
)
,
is precisely L∼d . Thus Φ(Pk(n;G)) ⊆ EndGn(W⊗k). As d ranges over all diagrams,
all L∼d are obtained. Thus the representation Φ takes a basis of Pk(n;G) to a basis of
EndGn(W⊗k), so Pk(n;G)∼= EndGn(W⊗k).
Proof of (b): This follows from (a) and the Double Centralizer Theorem. ✷
As the centralizer of the semisimple group algebra CGn, the C-algebra Pk(n;G) is
semisimple for n an integer of value 2k or greater.
We close this section with a few remarks on the algebra Pk(x;G).
Define elements σg,σi ∈ Pk(x;G) by
σg = , σi = ,
and define
βi = ,
Ej = .
Then using what we know about how the partition algebra is generated, we see that
Pk(x;G) is generated by the elements {σg,σi , βi,Ej |g is a generator of G,1  i 
k − 1,1 j  k} (see Section 2.2).
By taking all the edge-labels to be 1, we have the following subalgebras of the algebra
Pk(x;G): Pk(x|G|), Bk(x|G|), CSk . Notice also that CGk can be identified with the
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of G, where the orientation is bottom to top:
.
We may then think of Pk(x;G) as generated by CGk together with the elements βi and Ej
(in the spirit of the theorem in [5]).
Finally, we note that for any subgroup H ⊂ G, we have Pk(x;H) a subalgebra of
Pk(x;G).
7. Remarks on Tanabe’s centralizer algebra
We have presented a generalization of Jones’s centralizer result on the partition algebra.
Tanabe [12] also generalized Jones’s result, and his generalization involved complex
reflection groups. However, Tanabe’s approach was different from ours, and so we will
briefly describe his approach and how it relates to our work. Let V be the natural module
for GLn(C). Regard Sn as a subgroup of GLn(C) by viewing Sn as permutation matrices.
Restricting and viewing V as an Sn-module amounts to viewing V as the permutation
representation of Sn. In this way, V is the “natural” representation of Sn. The centralizer
of the Sn-action on V⊗k is the partition algebra. The symmetric group Sn is the complex
reflection group G(1,1, n). The complex reflection group G(r,p,n) may also be realized
as a subgroup of GLn(C) by viewing the nonzero matrix entries not as residue classes
modulo r , but as powers of a primitive rth root of unity. Then we obtain the “natural”
representation of G(r,p,n) by restricting V from GLn(C) to G(r,p,n). Tanabe described
the centralizer of the action of G(r,p,n) on tensor powers of the natural n-dimensional
module. Since Sn = G(1,1, n)⊂ G(r,p,n), Tanabe’s centralizer algebra is a subalgebra
of the partition algebra.
Our approach differs from Tanabe’s in that we have considered the action of the general
wreath product G  Sn on tensor powers of its permutation representation. In particular, we
have considered the action of the complex reflection groupG(r,1, n)= Z/rZ Sn on tensor
powers of its nr-dimensional permutation representation. In this setting, the subgroup
G(r,p,n) ⊆ G(r,1, n) acts by restriction, but we have not studied this restricted action.
When the underlying G(r,1, n)-module is changed from the natural to the permutation
representation, the centralizer on tensor space is not a subalgebra of the partition algebra;
however, as we have seen, the centralizer is Pk(n;Z/rZ), and this algebra is intimately
related to the partition algebra.
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