In this article we consider a large structural market model of defaultable assets, where the asset value processes are modelled by using stochastic volatility models with default upon hitting a lower boundary. The volatility processes are picked from a class of general mean-reverting diffusions satisfying certain regularity assumptions. The value processes and the volatility processes are all correlated through systemic Brownian motions. We prove that our system converges as the portfolio becomes large, and the limit of the empirical measure process has a density which is the unique solution to an SPDE in the two-dimensional half-space with a Dirichlet boundary condition. We use Malliavin calculus to establish the existence of a regular density for the volatility component of the density satisfying our stochastic initial-boundary value problem, and we improve an existing kernel smoothing technique to obtain higher regularity and uniqueness results.
Introduction
A key quantity in a large portfolio of defaultable assets is the loss process, the proportion of the assets that have defaulted as a function of time. This is a critical component required for the pricing of credit indices [5] and many asset backed securities [1] , as well as in models for systemic risk, [23] , [12] . We take a structural model for the portfolio where the value of each asset is modelled as a diffusion with a stochastic volatility process, with default occurring when a lower boundary is hit. The asset values and their volatilities are driven by their own idiosyncratic noises but correlated through systemic Brownian motions which model macroeconomic effects on the whole system. By considering the empirical measure we can capture the evolution of the whole portfolio and, in particular, that of the loss process.
A simple structural factor model for a large portfolio was studied in [5] , and extended to the case where the coefficients for the underlying assets were dependent on the total loss in [11] . Structural factor models incorporating stochastic volatility were studied for the first time in [10] , where volatilities were modelled as CIR processes. In contrast to [10] we will work with a general class of models with mean reverting volatility and establish better results under conditions which do not include the model of [10] . Other approaches to the modelling of credit risk in large portfolios which lead to SPDEs can be found in [7, 27, 28, 29] .
For this paper we consider a large portfolio of N credit risky assets, where the i-th value process A i satisfies the system of SDEs dA i t = A i t µ i dt + A i t h σ i t 1 − ρ 2 1,i dW i t + ρ 1,i dW 0 t , 0 ≤ t ≤ T i dσ i t = k i (θ i − σ i t )dt + ξ i q σ i t 1 − ρ 2 2,i dB i t + ρ 2,i dB 0 t , t ≥ 0
for all i ∈ {1, 2, . . . , N }, where T i = inf{t ≥ 0 : A i t = b i }, a 1 , a 2 , ..., a N and σ 1 , σ 2 , ..., σ N are the initial values of the asset values and the volatilities respectively, b i ≤ a i is the default barrier for the value of the i-th asset, C i = (k i , θ i , ξ i , r i , ρ 1,i , ρ 2,i ) is the vector of the various parameters of the i-th asset value process, h and q are functions with enough regularity, and W 0 t , B 0 t , ..., W N t , B N t are standard Brownian motions. We assume that b i , (a i , σ i ) and C i are drawn independently from some appropriate distributions for each i, the Brownian motions are independent from each a i , σ i and C i , and among these Brownian motions only W 0 t and B 0 t are allowed to have a non-zero correlation. Next we consider the corresponding logarithmically scaled particle system, which is obtained by setting X i t = ln A i t − ln b i in (1.1), and by using Ito's formula to derive the system of SDEs satisfied by the logarithmically scaled value processes,
dt + h(σ i t ) 1 − ρ 2 1,i dW i t + ρ 1,i dW 0 t , 0 ≤ t ≤ T i dσ i t = k i (θ i − σ i t )dt + ξ i 1 − ρ 2 2,i q σ i t dB i t + ξ i ρ 2,i q σ i t dB 0 t , t ≥ 0 X i t = 0, t > T i (X i 0 , σ i 0 ) = (x i , σ i ), (1.2) for i ∈ {1, 2, ..., N }, where x i = ln a i − ln b i ≥ 0 and T i = inf{t ≥ 0 : X i t = 0} ∀ 1 ≤ i ≤ N . The process X i is usually thought of as the distance to default.
We will study the asymptotic behaviour (as N −→ ∞) of the loss process, the proportion of assets that have defaulted by any given time t. In [10] (and its erratum [9] ) the CIR process was used for the volatility, that is q(z) = √ z, however in this paper we consider a class of functions q for which we can obtain particularly good results. An underlying motivation is to develop computationally efficient methods for pricing derivatives like CDO tranches and for estimating quantities in risk management such as the PD (Probability of Default) and the expected LGD (Loss Given Default) within a portfolio.
To do that, we consider the empirical measure process of the particle system described by equations (1.2), which is given by
and its restriction to (0, ∞) × R, which is given by
for t ≥ 0. The total mass of the v N t is always equal to 1, while the total masses of both v N 1,t and v N 2,t := v N t − v N 1,t are stochastic processes with values in [0, 1] , with the second one being exactly the loss process we want to study. The convergence results established in [10] for the CIR volatility case hold in the general case as well, that is, almost surely and for all positive t we have both v N t −→ v t = P X weakly as N −→ ∞, for some σ-algebra G containing the initial data, where we denote by v t, C 1 (·) the measure-valued process P X 1 t , σ 1 t ∈ ·, T 1 > t | W 0 · , B 0 · , C 1 , G . The first purpose of this paper is to show that for certain choices of the vol-of-vol (volatility of the volatilities) function q, given the value of C 1 , v t, C 1 (·) has a density u t, C 1 which satisfies an SPDE in a weighted Sobolev space over R + ×R, along with a Dirichlet boundary condition at x = 0, but without the need to assume that dW 0 t dB 0 t = 0 which was enforced by the corrections presented in [9] for the case q(z) = √ z and which is a big limitation. The second purpose is to show that for these choices of q, there is always a unique solution to our stochastic initial-boundary value problem. This is important for the implementation of our model, as it ensures that any numerical solution to our initial-boundary problem will approximate the solution describing the losses from our portfolio.
The key point in extending large portfolio models to the stochastic volatility setting is to estimate the boundary behaviour of the empirical measure, and this will be done by following the same approach as in [10] , [9] . In Section 2 we present the convergence results we have for the empirical measure processes, and we derive the limiting weak SPDE. Next, in Section 3 we introduce and prove Theorem 3.2, which gives a few nice regularity results for the density of our volatility process given a component of the driving Brownian Motion (the market factor), when the function q is bounded away from zero and infinity and has fast decaying derivatives (the precise conditions are in Assumption 3.1). In Section 4 we use the main result of Section 3 to obtain the existence of a regular density for v t,C 1 , for any good enough value of C 1 , and also the SPDE and the boundary condition satisfied by that density. At this point, the reason we can avoid assuming that W 0 and B 0 are uncorrelated is that the results given by Theorem 3.2 are much stronger than those given by the corresponding Theorem presented in [9] , and this is a consequence of the boundedness of q and the decay of its derivatives.
The kernel smoothing method developed in [5, 21, 11] and extended in Section 5 of [10] needs further extension as well, since new volatility processes are introduced. In Section 5 we define our initial-boundary value problem explicitly based on the regularity results obtained in Section 4. Then, we develop the kernel smoothing method needed to cope with the general form of our volatility processes. This allows us to obtain differentiability of our density in the y-direction, and also weighted L 2 integrability of the derivative. As in [10] , the regularity results of the previous two sections are crucial, since the kernel smoothing method does not work in distribution spaces for our two-dimensional SPDE. Finally, in Section 6, we exploit the improved regularity result obtained in Section 5, in order to prove uniqueness of solutions to our initial-boundary value problem. Again, this is possible because we can obtain an estimate where all the involved norms are equivalent due to the boundedness of q and the decay of its derivatives.
In our general setting, the SPDE satisfied by u t,C 1 has the form
where u 0 is the initial density and ρ 3 is the correlation coefficient between W 0 t and B 0 t (i.e dW 0 t · dB 0 t = ρ 3 dt). Moreover, the boundary condition u t,C 1 (0, y) = 0 is satisfied for all y ∈ R and t ≥ 0. At this point, we can work exactly as explained in [10] , i.e simulate the two-dimensional Brownian path W 0 · , B 0 · , implement a finite element method to solve our initial-boundary value problem for a random sample {c 1 , c 2 , ..., c n } of the coefficient vector C 1 , and then approximate the loss process from
Since the above computation does not involve the 2N idiosyncratic Brownian motions, we do not need to simulate their paths, and thus we have a computationally efficient method for approximating the loss process when the number of assets N is large. Of course, the parameters of the distribution from which each C i is picked have to be estimated and, when the C i s can take many different values, n in (1.6) has to be sufficiently large to give an accurate approximation. Moreover, our model is more computationally intensive than the one studied in [5] , where the SPDE was one-dimensional and its coefficients did not depend on spatial variables. Therefore, even though we study the large portfolio limit to reduce computational complexity, a very large number of computations may still be required due to the random parameters, which could be a disadvantage of our setting. A nice way to calibrate our model for the purpose of CDO tranches pricing is to simply assume that C i equals the same constant vector C for all i ∈ N, solve the initial-boundary value problem numerically to estimate the loss process
for many different values of C and initial data fitted to market CDS prices, and finally minimize the least squares distance between model and market prices of CDO tranches with different maturities to locate the best fit parameters. Obviously, under this constant coefficients setting, the empirical weak limit v 1,t will coincide with the measure-valued process v t,C whose density u t,C satisfies our SPDE, just as in [5] . Therefore, the multilevel Monte Carlo method used in [8] for the model studied in [5] , if extended appropriately, could also be used for speeding up the approximation of CDO tranche prices under the above setting. Finally, a fast mean-reversion asymptotic analysis of our general stochastic volatility setting can be found in [17] 2 The limiting SPDE
In order to study our setting, some assumptions need to be made. We assume that (Ω, F, {F t } t≥0 , P) is a complete fitlered probability space, which can be decomposed as a product of three independent probability spaces representing the three different sources of randomness. That is, we can write
where the standard Brownian motions W 0 and B 0 are defined on the complete filtered probability space (Ω 0 , F 0 , {F 0 t } t≥0 , P 0 ), adapted to the filtration {F 0 t } t≥0 , and correlated with dW 0 t · dB 0 t = ρ 3 dt, while {(W 1 , B 1 ), (W 2 , B 2 ), ...} is an infinite sequence of pairwise independent standard Brownian motions which are defined on the complete filtered probability space (Ω 1 , F 1 , {F 1 t } t≥0 , P 1 ) and adapted to the filtration {F 1 t } t≥0 , and finally C i = (k i , θ i , ξ i , r i , ρ 1,i , ρ 2,i ) for i ∈ N are i.i.d 6-dimensional random vectors defined on the complete probability space (Ω C , F C , P C ) such that P C -almost surely we have ρ 1,i , ρ 2,i ∈ (−1, 1) ∀i ∈ N. All the filtrations are assumed to be complete and rightcontinuous. Next, we assume that x 1 , σ 1 , x 2 , σ 2 , ... is an exchangeable infinite sequence of two-dimensional random vectors, which are measurable with respect to the σ-algebra F 0 = F 0 0 ⊗F 1 0 ⊗F C . The exchangeability condition implies that there exists a σ-algebra G contained in F 0 , such that the two-dimensional vectors: x 1 , σ 1 , x 2 , σ 2 , ... are i.i.d given G (see, for example, [2] ) and, without loss of generality, we may assume
The last is clear if we define the random vectors on Ω 0 , but allowing some dependence on Ω 1 × Ω C provides consistency if we decide to restart our processes at some t > 0.
Under the above assumptions and for each N ∈ N, we consider the interacting particle system described by equations (1.2) and the corresponding empirical measure processes v N and v N 1 , which are defined by equations (1.3) and (1.4) respectively. We also define the process v N 2 by v N 2,t := v N t − v N 1,t , the restriction of v N t to {0} × R, for all t ≥ 0.
These quantities are defined in [10] in the CIR case and it is not hard to check that all the convergence theorem proofs in Section 2 of [10] do not depend on the form of the SDE satisfied by the volatility processes, as long as these processes are continuous, strong solutions to that SDE. Moreover, the σ-algebra G there plays the role of the σ-algebra G here, which can be decomposed as G = G 0 ⊗ {∅, Ω 1 } ⊗ {∅, Ω C }. Therefore, working given G is the same as working given G 0 , and under the general stochastic volatility setting we can have the convergence results of Section 2 in [10] as follows:
Theorem 2.1. For each N ∈ N and any t, s ≥ 0, consider the random measure given by
The sequence v N 3,t,s of three-dimensional empirical measures converges weakly to some measure v 3,t,s for all t, s ≥ 0, P-almost surely. Moreover, the measure-valued process {v 3,t,s : t, s ≥ 0} is P-almost surely continuous in both t and s under the weak topology.
Corollary 2.2. The sequence v N t of two-dimensional empirical measures given by (1.3) converges weakly to some measure v t for all t ≥ 0, P-almost surely. Moreover, the path {v t : t ≥ 0} is P-almost surely continuous under the weak topology. The measure-valued process v t is the restriction of v 3,t,s to the space of functions which are constant in the third variable, for any t ≥ 0. Theorem 2.3. There exists an Ω ′ ⊂ Ω with P(Ω ′ ) = 1 such that for any ω ∈ Ω ′ , we have
Corollary 2.4. Let {v t : t ≥ 0} be the measure-valued process defined in Corollary 2.2.
There exists an Ω ′ ⊂ Ω with P(Ω ′ ) = 1 such that for any ω ∈ Ω ′ , we have
. , G 0 for any t ≥ 0 and for any f ∈ C b R 3 ; R .
Theorem 2.5. There exists a measure-valued process {v 2,t : t ≥ 0} and an Ω ′′ ⊂ Ω ′ with P(Ω ′′ ) = 1, such that for any ω ∈ Ω ′′ we have that v N 2,t
By Corollary 2.2 and Theorem 2.5 we have the weak convergence
, which holds for all t ≥ 0, P-almost surely. Moreover, by Corollary 2.4 and Theorem 2.5 we can write
for any f ∈ C b R 2 ; R and t ≥ 0, P-almost surely. Note also that conditional expectations given W 0 · , B 0 · , G 0 are defined on the component probability space
. Therefore, the next step is to study the process of measures v t,C 1 (·) defined as
, just as we did in [10] for the CIR stochastic volatility setting. The behaviour of this measure-valued stochastic process is given in the following Theorem, the proof of which follows exactly the same steps as the proof of Theorem 2.6 in [10] and can be found in the Appendix. Theorem 2.6. Let A be the two-dimensional differential operator mapping any smooth function f :
for all (x, y) ∈ R + × R. Then, for any ω C ∈ Ω C (i.e for any fixed value of the coefficient vector
Af (x, y) dv s,C 1 (x, y) ds
3 Volatility Analysis -A Malliavin Calculus approach
As in [10] , after showing convergence of the empirical measure process to the probabilistic solution of an SPDE, we establish the best possible regularity result for that solution by following a similar approach. Thus, we need to show that the distribution-valued process whose value at time t maps any suitable function f :
, has a regular density P 0 ×P C -almost surely, by showing first that the same holds P 0 -almost surely for the 1-dimensional distribution-valued process whose value at time t maps any suitable function f :
· , G 0 , where σ is a general mean-reverting volatility process driven by a combination of B 0 · and
· , that is a process satisfying
for some suitable function q, with σ 0 being F 0 0 × F 1 0 -measurable. The assumption on q is:
Assumption 3.1. Let q be a C 3 (R) function which is bounded strictly away from 0, bounded above and with bounded O 1 |x| (as |x| −→ +∞) derivatives up to third order.
If we assume that ρ 2 ∈ (−1, 1), the answer to our question is given in the next theorem Theorem 3.2. Suppose that q satisfies Assumption 3.1 and σ 0 is a random variable in L p Ω 0 , F 0 0 , P 0 for all p ≥ 0. Then P 0 -almost surely, the conditional probability
and also M
Remark 3.3. The class of functions q satisfying ssumption 3.1 obviously contains all functions which are identically equal to a positive constant, making the Theorem applicable to an Ornstein-Uhlenbeck volatility setting. However, it is actually a much bigger class, which contains positive C 3 functions almost behaving like a positive constant for large x. Indeed, it is not hard to check that for any positive and bounded functionq with bounded derivatives, the function defined asq e To prove the above theorem, we need a few results that involve the notion of Malliavin differentiability. We refer to [24] for the basics of Malliavin calculus and, as in there, we denote by D n,p (V ) the space of random variables which are n times Malliavin differentiable with respect to a Brownian motion defined in some interval [0, T ], which take values in the Banach space V , and whose k-th Malliavin derivative has an L 2 [0, T ] k ; V norm which is a random variable in L p for all 0 ≤ k ≤ n. A generalization of Malliavin calculus which applies to conditional probability measures is the partial Malliavin calculus which has been developed in [25] . In this section we are working under the conditional probability measure P(· | B 0 · , G 0 ), which means that partial Malliavin calculus is the natural tool for proving our results. However, it is not hard to see that in our setting we can P 0 -almost surely fix an ω 0 ∈ Ω 0 , and work under P(
for that given ω 0 , where ordinary Malliavin calculus can be used with respect to the Brownian motion B 1 · . It is not hard to check that the Malliavin derivative with respect to B 1 · for any continuous path of B 0 · , coincides with the partial Malliavin derivative in the sense of [25] , when the random subspace K (ω) is the orthogonal complement of the space generated by the Malliavin derivatives of B 0 q with respect to B 0 · , B 1 · , for q ∈ Q + . Next, we will need sufficient integrability of our volatility processes. This is given in the following technical lemma, the proof of which has been put in the Appendix. We can proceed now to the proof of the main theorem of this section.
Proof of Theorem 3.2. We will show that σ t possesses regular first and second order Malliavin derivatives with respect to the Brownian motion B 1 · , under the conditional probability measure P(· | B 0 · , G 0 ), P 0 -almost surely, which will allow us to obtain the desired result.
We fix a T > 0 and we consider the strictly increasing function Q(y) = y 0 1 q(z) dz. Then, by using Ito's formula on (3.1), we find that v t = Q(σ t ) satisfies the SDE
for all t ∈ [0, T ], where
for any x ∈ R. We will compute first the Malliavin derivative of v t with respect to the Brownian motion B 1 · , under the probability measure
, we can easily compute
and
which are both bounded by Assumption 3.1. This allows us to recall Theorem 2.2.1 from page 102 in [24] and the Remark after its proof, which imply that the desired Malliavin derivative exists under P and it satisfies
. By looking at the proof of that Theorem, we see that the underlying probability measure does not play any role as long as we are differentiating with respect to the path of a Brownian motion, which means that here we can have the same result under the probability measure P(· | B 0 · , G 0 ) as well. Then, (3.6) is a linear ODE in t ∈ [t ′ , T ], which can be solved to give
for any 0 ≤ t ′ ≤ t ≤ T , while we have D t ′ v t = 0 for 0 ≤ t < t ′ ≤ T . By the boundedness of V ′ , the above Malliavin derivative is positive, and for any t ∈ [0, T ], it belongs to
. Therefore, we can use the standard Malliavin chain rule (Proposition 1.2.2 on page 29 in [24] ) to obtain
To compute the second order derivative of σ t under the conditional probability measure P(· | B 0 · , G 0 ), we use again the standard Malliavin chain rule to obtain
It is not hard to see that the absolute value of this derivative is bounded by some 
Therefore, if we approximate
and, by our previous boundedness results, the last line also an absolute value which is bounded by some b ′ T > 0 depending only on T . By Lemma 3.4 now, we have that σ t ∈ L p Ω 0 × Ω 1 for any p > 1 and t ≤ T , under the probability measure P, which implies that σ t ∈ L p Ω 1 holds under the conditional probability measure P · | B 0 · , G 0 , P 0 -almost surely. Combining this with the above results,
· for all t ≤ T , under the probability measure P · | B 0 · , G 0 (P 0 -almost surely). Moreover, it is not hard to check that for all t ′ < t, D t ′ σ t is bounded between the positive quantities b ′′
where we denote by m f the minimum of a function f and by M f the maximum of that function. This allows us to recall Lemma E2.1 from [9] for α = 0 and deduce that the conditional probability measure
where C is a deterministic positive constant, p, r can be anything bigger than 1, and b T , b ′ T , b ′′ T are the deterministic bounds obtained earlier. The above now gives ess sup
for some deterministic constants C ′ and C ′′ , which can be integrated with respect to t in [0, T ] to give
and this completes the proof of the first estimate.
For the second estimate, we recall again Lemma E2.1 from [9] but for a > 0, and we use the same bounds as previously for the Malliavin derivatives to obtain:
Therefore, by Holder's inequality we have
is finite by Lemma 3.4, since p < 2. This completes the proof of the Theorem.
Existence of a regular two-dimensional density
The next step is to use the results obtained in the previous section for the volatility process, in order to prove the existence of a regular density for the probabilistic solution to the SPDE given by Theorem 2.6, when the value of C 1 is given. First, for any Hilbert space H, we denote by L 2 Ω 0 × [0, T ] ; H the space of H-valued stochastic processes, which are L 2 -integrable and adapted to the Brownian motion (W 0 · , B 0 · ). We are going to use Theorem 4.1 from [10] and Lemma E2.2 from [9] , and we will to work in the function spaces
for α ≥ 0 and β ≥ 0, where we write L 2 g(y) for the weighted L 2 space with weight function {g(y) : y ∈ R}, and H 1 0,g(x) (R + ) for the weighted H 1 0 (R + ) space with weight function {g(x) : x ≥ 0}. Apart from the integrability conditions, a function u ′ belonging to the second space has to satisfy lim
has to be continuous in x for x > 0 (this follows by applying Morrey's inequality away from x = 0), so changing the value of the above limit gives a different function in an
Then, the existence of a density for v t,C 1 and its regularity are given in the next Theorem.
Theorem 4.1. Suppose that h is a continuous function taking values in some compact subset of R + . Suppose also that given
Suppose finally that the assumptions of Theorem 3.2 are satisfied for the function q and for σ 0 = σ 1 0 . Then, for any value of the coefficient vector C 1 , the measure-valued stochastic process v t,C 1 has a two-dimensional density u C 1 (t, ·, W 0 · , B 0 · , G 0 ) belonging to the space L α for all α ≥ 0, and also to the space H 0 .
Proof. Let f be a smooth function, compactly supported in R 2 , such that f vanishes on the y -axis. Then by Theorem 3.2 we have
Next we have
given by Theorem 4.1 in [10] , when the coefficient vector C 1 is given and the volatility path is h (σ . ). By (4.1) and (4.2) we obtain that the desired density exists and is given by
which is obviously supported in R + × R. Then, by the Cauchy-Schwarz inequality we have
where M (t) = ess sup
2). Integrating the above in y and using the law of total expectation, we obtain
Thus, writing E C 1 for the expectation given C 1 , we have
by Tonelli's Theorem, Theorem 3.2 and Lemma E2.2 from [9] . The reason we can take M ′ to be deterministic is that h has a deterministic (positive) lower bound and a deterministic upper bound. This is the estimate for the x-derivative of u C 1 . To obtain the weighted integrability for the density, we use the Cauchy-Schwarz inequality, Tonelli's Theorem and 2. of Theorem 4.1 in [10] , so for any α ≥ 0 we have
which implies that the density belongs to the space L α for any α ≥ 0. Finally, we need to show that lim
T ]×R) = 0, which follows from the estimate
since we can use the maximum principle given in Lemma E2.2 from [9] , the integrability of M (·) and the Dominated Convergence Theorem, to show that the RHS of the last tends to zero as x −→ 0 + . The proof of the Theorem is now complete.
If C 1 has a nice distribution such that the RHS in each of the norm estimates obtained above has a finite expectation, we can deduce the existence of a regular density for the limiting empirical measure process, justifying the validity of the approximate computation in (1.6). Substituting now R 2 f ·dv t,C 1 = R 2 f (x, y)u C 1 (t, x, y)dxdy in the distributional SPDE of Theorem 2.6 and integrating by parts, we obtain the SPDE for the density of v t,C 1 :
where the second derivative in x and the derivatives in y are considered in the distributional sense (over the test space C test 0 defined in Theorem 2.6), while U 0 (x, y | G 0 , C 1 ) stands for the initial density, if it exists.
Using the SPDE to improve the regularity
In this section, we exploit the initial-boundary value problem satisfied by u C 1 , in order to establish the best possible regularity for our density. We will defineL 2 α := L 2 |y| α (R + × R) andL 2 0,w := L 2 w 2 (x) (R + × R) for convenience. For the rest of this section, we will fix the value of the coefficient vector C 1 , which means that we are going to work in the probability space (Ω 0 , F 0 , {F 0 t } t≥0 , P 0 ) for a fixed event ω C ∈ Ω C . In order to study the initial-boundary value problem which is solved by u C 1 , we need first to define it explicitly. We give the following definition of an α-solution to our problem for α ≥ 0, the properties of which are all satisfied by the density function u C 1 for all positive values of α, as we have shown in the previous section. 
for some α > 0. Given D, C 1 , ρ, α and the functions q, h and U 0 , we say that u is an α-solution to our problem when the following are satisfied; 1. u is adapted to the filtration {σ G 0 , W 0 t , B 0 t : t ≥ 0} and belongs to the space L α ∩ H 0 , where L α and H 0 are defined in section 4.
2. u is supported in the domain D and satisfies the SPDE
for all x ≥ 0 and y ∈ D, where u y , u yy and u xx are considered in the distributional sense over the space of test functions
Observe that for ρ = ξ 1 ρ 3 ρ 1,1 ρ 2,1 , where ρ 3 is the correlation between W 0 and B 0 (i.e dW 0 t · dB 0 t = ρ 3 dt), we obtain the SPDE obtained in the previous section. The main result of this section is given in the following theorem.
Theorem 5.2. Fix the value of the coefficient vector C 1 , the function h, the real number ρ and the initial data function U 0 .
Let u be an α-solution to our problem for D = R, for all α ≥ 0, where q satisfies the conditions of Assumption 3.1. Then, the weak derivative u y of u exists and we have
Remark 5.3. The above result tells us that any u satisfying the conditions of definition 5.1 for all α ≥ 0 is also weakly differentiable in y, and u y has good integrability properties just like u x . It is possible that higher order derivatives belonging to certain weighted L 2 spaces exist as well, but this is something we will not investigate in this paper To prove the above Theorem, we need to modify appropriately the kernel smoothing method which has been developed in [5, 21, 11] , as we have done in [10] for q(z ′ ) = √ z ′ . The idea is to test our SPDE against
, y, z ∈ R,
order to obtain a smoothed version of it. Keep in mind that we do not have to integrate outside D, where q is not defined, since by definition our solution vanishes there. As in [10] , from the smoothed version of our SPDE we can obtain an identity involving finiteL 2 0 andL 2 0,w norms and inner products of smoothed quantities involving the solution and its derivatives. All these norms and inner products are finite due to the nice smoothing properties of φ ǫ (z, y), which is the standard heat kernel (used in the standard kernel smoothing method) composed with a regular enough bijection. Then, manipulating the identity mentioned above appropriately and taking ǫ −→ 0 + , leads to the desired result since it can be shown that φ ǫ (z, y) has nice convergence properties. The composition with Q leads to the elimination of some exploding terms in our identity (as ǫ −→ 0 + ), which would have appeared if we had composed our heat kernel with a different function. As in [10] , the intuition behind the choice of this composition is that our solution is expected to be the density of a law describing a volatility process in the y-direction, which is transformed into a process of a constant volatility by the mapping we are composing our heat kernel with.
Of course, we need to show that φ ǫ (z, y) possesses the nice smoothing and convergence (as ǫ −→ 0 + ) properties mentioned above. This has already been done for q(z ′ ) = √ z ′ in [10] , but now we need to do the same in our setting. Below, we state two lemmas which contain these natural extensions, the proofs of which can be found in the Appendix. 
Then we have the following regularity and convergence results; 1. J u,ǫ (·, ·) is smooth and for all n ∈ N it holds that
Lemma 5.5. In the notation of lemma 5.4, assume that for some δ ′ > 0, there exists a constant C > 0 and an n ∈ N such that for any ǫ > 0 we have
for some function u supported in Λ × D and all l ∈ {1, 2, ..., n}. Then we have
We will mainly use the above lemmas for Λ = Ω 0 × R + and Λ = [0, t] × Ω 0 × R + for t ≥ 0, which are equipped with the corresponding product measures, where Ω 0 is equipped with the measure P 0 (·), [0, t] is equipped with the standard Lebesgue measure, and R + is equipped with the weighted Lebesgue measure with weight 1 or w 2 (x). Moreover, in all these situations we will have δ ′ = 0. Therefore, in the notation we introduced at the beginning of this section, the two lemmas will mainly be used for functions in the spaces
We now fix a function u which is an α-solution to our problem for all α ≥ 0, and we set:
for any function g of z and ǫ > 0.
Lemma 5.6. For the α-solution u we have the following identity
ds.
(5.3)
All the terms in the above identity are finite.
Proof. The finiteness of all the terms in the identity we are proving is a consequence of Lemma 5.4 and the assumed weighted integrability of u and u x . Next, we observe that by definition of φ ǫ we have
and also
for any ǫ > 0 and function g. Thus, after testing (5.1) against φ ǫ , by substituting from (5.4) and (5.5), and by interchanging the x-derivatives with the integrals, we obtain
Multiplying (5.6) by w 2 (x), applying Ito's formula for the L 2 (R + ) norm (Theorem 3.1 from [20] for the triple H 1 0 ⊂ L 2 ⊂ H −1 , with Λ(u) = w(·)u), and then integrating in y over R + , we obtain the equality
Observe now that by the definition of u xx in our SPDE, we have 8) which equals
for any smooth function f defined on [0, +∞). Since u ∈ H α and since f (1) can be controlled by the H α norm of f (by using Morrey's inequality near 1), (5.8) defines a linear functional on the space of smooth functions f (defined on [0, +∞)) which is bounded under the topology of H α . Then, since those functions form a dense subspace of H α , we have that (5.8) holds also for any f ∈ H α . In particular, for f = I ǫ,1 (s, ·, y),
Next, integration by parts implies
Note that integrating by parts in the y-direction is possible without leaving any boundary term at infinity, since all the terms inside the inner products which do not involve u x are rapidly decreasing in y. This is a consequence of the applicability of Lemma 5.4 for large δ ′ , since for any large n ∈ N and any function f having derivatives in polynomially weighted L 2 spaces, by Morrey's inequality we have:
We will use (5.9) -(5.11) to get rid of second order derivative terms in our estimate. Here, it becomes clear why we have chosen to compose the standard heat kernel with Q(z): In (5.7), substituting the term in the sixth row from (5.10) gives again the term of the tenth row but with a negative coefficient of a bigger absolute value, which allows us to control y-derivative terms. It is not hard to check that that this wouldn't have been the case if we had composed the standard heat kernel with another function, when the existence of u y is not assumed (as in our case). Using now integration by parts on the first inner product in the RHS of (5.7), substituting (5.9), (5.11) and (5.12) for g(z) ∈ {Q ′ (z), zQ ′ (z), q ′ (z)} in (5.7), and finally taking expectations, we obtain the desired identity.
We can proceed now to the proof of our main Theorem. Our strategy is to establish the regularity result by controlling the derivative terms in the identity given by Lemma 5.6, by taking ǫ → 0 + and by using Lemma 5.4 and Lemma 5.5.
Proof of Theorem 5.2. For all the inner products in the identity given by Lemma 5.6 except the first and the tenth, we can use the Cauchy-Schwartz inequality and then the AM-GM inequality (ab ≤ a 2 4C + Cb 2 ) for the products of norms to obtain
and this for any C ′ , C ′′ > 0. If we choose C ′′ = 1 and a large enough C ′′ such that
then from (5.13) we can obtain the following estimate
ds, (5.14)
for some positive constants M 1 and M 2 . Now, for any function g, it is easy to check that with the notation of Lemma 5.4 we have I ǫ,g(z) = J g·u,ǫ and ∂ ∂x I ǫ,g(z) = J g·ux,ǫ . Then, by 2. of Lemma 5.4 we can compute the limits of these quantities in L 2 [0, t] × Ω 0 ;L 2 0,w , which are equal to
respectively, provided that they belong to L 2 [0, t] × Ω 0 ;L 2 0,w . This can be verified by computing their norms in that space. This computation (after setting v −→ Q(v)) gives
which are both finite for any g appearing in the norm terms of the RHS of (5.14), as we can easily check. Hence, 2. of Lemma 5.4 and the continuity of the inner products imply that all the terms in the RHS of (5.14) are convergent as ǫ −→ 0 + . Therefore, the RHS of (5.14) is also bounded in ǫ and thus, Lemma 5.5 applied on the y-derivative term in the LHS of that estimate implies that
and that in that space we have
From the above we can easily deduce that the weak derivative ∂ ∂y u (s, x, y) exists, and by using the product rule and the inequality (a − b) 2 ≤ 2a 2 + 2b 2 we have
,w , the RHS of the above is finite, so we finally obtain
Remark 5.7. The flexibility in the choice of ρ allows us to extend our results to the case where the idiosyncratic noises have nonzero correlation. Indeed, suppose that for any
and Z i · are pairwise independent standard Brownian Motions, and w i , b i ∈ [−1, 0) ∪ (0, 1]. Then, we can obtain the convergence results mentioned in the introduction in exactly the same way, and the SPDE we obtain is the one treated in this section with
The extension will be complete if we manage to embed the measure-valued process v t,C 1 in L α ∩ H 0 for all α ≥ 0 and for a given value of C 1 , as we have done in Section 4 for the zero correlation case. Since v t,C 1 can be expressed as a conditional law of the pair (X 1 · , σ 1 · ) as in the zero correlation case, this embedding can be done by conditioning on Z 1 · to reduce the problem to the zero correlation case, with 1
respectively. This approach obviously fails when w 1 = 0 or b 1 = 0.
Uniqueness of solutions
The previous sections have established existence and regularity results for a class of SPDEs arising from stochastic volatility models for large portfolios. Now we would like to investigate whether the solutions to the SPDEs are unique for given initial data.
We are able to prove uniqueness of solutions to our problem (definition 5.1) under the assumptions of Theorem 5.2. Therefore, in this section we assume again that the function q in our SPDE (4.4), which drives the vol-of-vols (volatilities of the volatilities) of the asset prices in the corresponding large portfolio model, satisfies the conditions of Assumption 3.1. As we have mentioned in Remark 3, these functions are positive smooth functions behaving almost like a positive constant for large x, with the simplest examples being the constant functions which correspond to a model with Ornstein-Uhlenbeck volatility processes. Moreover, we will need to assume that the coefficients of (4.4) satisfy the condition
which is always satisfied when the SPDE arises from a large portfolio model (even when the idiosyncratic noises are correlated, by Remark 5.7). To prove our uniqueness result, we recall that
0,w and that in this space we have
as ǫ −→ 0 + , as we saw in the proof of Theorem 5.2. Taking now ǫ −→ 0 + on the identity of Lemma 5.6 and using the above convergence along with Lemma 5.4 and the continuity of the L 2 inner product, we find that
and since our SPDE is linear and the difference of two solutions with the same initial data is a solution with zero initial data, the uniqueness problem is reduced to showing that the above identity implies that u vanishes everywhere when U 0 = 0. To do this, observe first that if we fix a T > 0 and work for t ∈ [0, T ], by using Girsanov's Theorem we can transform W 0 · into a drifted Brownian Motion for any drift r < 0, and then r 1 is replaced by r 1 − rρ 1,1 h(y). Thus, since h is lower bounded, we can make this term negative. Moreover, by using (6.1) and the standard inequality 2ab ≤ a 2 + b 2 on the last summand of (6.2), we can bound it by something that cancels with the three summands above it. Furthermore, we have
Therefore, for U 0 = 0, from (6.2) we can obtain
where we can use integration by parts and recall the boundedness of the derivatives of Q ′ Q −1 (v) , q ′ Q −1 (v) and vQ ′ Q −1 (v) (which follows easily when q satisfies the conditions of Assumption 3.1) to obtain
for some K > 0 and all t ≥ 0. By Gronwall's inequality, the above can only hold when the nonnegative quantity
We have thus proven the following Theorem Theorem 6.1. Fix the value of the coefficient vector C 1 , the function h, the real number ρ and the initial data function U 0 , and suppose that q satisfies Assumption 3.1 and that |ρ − ξ 1 ρ 3 ρ 1,1 ρ 2,1 | ≤ ξ 1 1 − ρ 2 1,1 1 − ρ 2 2,1 holds. Then, there exists a unique u which is an α-solution to our problem for all α ≥ 0, where uniqueness holds in an
For this u, the weak derivative u y exists and we have
Remark 6.2. The best possible result would be to have our solution in the even smaller function space
(without the weight function w 2 (·)), which would be the case if we had an existence result in that space. However, standard Theorems that could give such an existence result are not applicable to our SPDE due to the unboundedness of the term k 1 (θ 1 − y) (see [20] ). This is also the reason we cannot deduce higher regularity immediately, as we have mentioned in Remark 5.3. A possible solution to these problems could be to introduce mean-reverting volatility processes σ i t having a bounded drift, i.e q 2 (θ 1 − σ i t ) for all i ∈ N, for some increasing and bounded function q 2 vanishing at zero.
A Proofs of standard and technical results
Proof of Theorem 2.6. By using Ito's formula for the stopped two-dimensional stochastic process X 1 t , σ 1 t : t ≥ 0 given by (1.2) and by recalling that f (0, y) = 0 for all y, we obtain
and the desired result follows by taking conditional expectations given W 0 · , B 0 · , C 1 and G 0 , by noticing that Ito integrals with respect to B 1 · and W 1 · vanish due to the independence between the market and the idiosyncratic Brownian motions, and by taking the given coefficients out of the conditional expectations.
Proof of Lemma 3.4. Observe that in all cases, the function q satisfies the growth condition q 2 (z) ≤ C 2 q |z| r for some r ∈ {0, 1} and some C q > 0. Obviously, we only need to consider the case p = 2n with n ∈ N. By Ito's formula we have
for some C n > 0 and any t ≤ T , since we can use the at most linear growth of q 2 to show that the quantity within the Riemannian integral can be bounded from above by P (|σ s |), where P is a polynomial of an even degree and a negative leading coefficient. Taking expectations on (A.1), we find that for any t ≤ T , the 2n-th moment of σ t is bounded by C n T + E σ 2n 0 . Moreover, by using this result and the inequality 2a ≤ a 2 + 1 for a ≥ 0, we can prove that there is a uniform bound in t ≤ T for odd moments of σ t as well. Thus, if we set M T = sup t≤T σ t , taking supremum on (A.1) for t ≤ T , then taking expectations and finally using Cauchy-Schwartz and Doob's inequalities, we obtain:
and this completes the proof of the Lemma.
Proof of Lemma 5.4. Observe that by setting z = Q −1 (v), v ∈ R + , any integration against φ ǫ can be written as an integration against the standard heat kernel, thus
We are going to prove 1. first. Observe that by our regularity assumptions and the properties of the standard heat kernel, J u,ǫ (λ, y) is smooth and it's n-th derivative in y equals
dv where P is some polynomial of degree n. Thus we need to show that for any n ∈ N, the quantity
is finite. By Cauchy-Schwartz, this quantity is bounded by: Next, we see that
as ǫ −→ 0 + for all v ∈ Q (D), and it can also be bounded by something integrable, uniformly in ǫ > 0 (this can be seen by recalling (A.3) and (A.4) for n = 0). Thus, by the Dominated Convergence Theorem, the RHS of (A.5) converges to
as ǫ −→ 0 + . Therefore, we obtain lim sup
. so we deduce that J u,ǫ (·, ·) −→ J u (·, ·) weakly in the space L 2 Λ; L 2 |y| δ ′ (R) (since A and f are arbitrary). We recall now that in any uniformly convex Banach space (X , · ), whenever a sequence x n converges weakly to some x as n → +∞ and lim sup n→+∞ x n ≤ x , we have also strong convergence of x n to x (see Proposition III.30 in [3] ). As a Hilbert space, L 2 Λ; L 2 |y| δ ′ (R) is a uniformly convex space, and for any sequence ǫ m tending to zero from above, from (A.6) we can easily see that
, so the above result implies that the weak convergence of J u,ǫm to J u is also strong. Since we have this for an arbitrary sequence ǫ m tending to zero from above, we deduce 2.. as ǫ → 0 + , and thus we have lim sup
Hence, by recalling Proposition III.30 from [3] as in the proof of Lemma 5.4, we can deduce that the weak convergence ∂ l ∂z l J u,ǫ km −→ J l u in L 2 Λ; L 2 |y| δ ′ (R) as m −→ +∞, which was obtained earlier for all l ∈ {1, 2, ..., n}, is also a strong convergence. The desired result follows since the sequence {ǫ m } m∈N is arbitrary and since a weak derivative is always unique.
