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For symmorphic crystalline interacting gapped systems we derive a classification under adiabatic
evolution. This classification is complete for non-degenerate ground states and only partial in the
degenerate case. We do not assume an emergent relativistic field theory nor that phases form a
topological spectrum. Using a slightly generalized Bloch decomposition (without quasi-particles)
and Grassmanians made out of ground state spaces, we show that the P -equivariant cohomology
of a d-dimensional torus gives rise to different interacting phases. We discuss the relation of our
assumptions to those made for crystallographic SPT and SET phases.
I. INTRODUCTION
The role of algebraic topology in the classification of
topological phases of matter began with the pioneering
work of Thouless et al [1] and Avron et al [2] on the in-
teger quantum Hall effect in the 80’s. There was a new
surge of interest in topological phases due to the discov-
ery of topological insulators [3] in the mid 2000’s, cul-
minating in the classification for non-interacting fermion
systems using characteristic classes [4], [5] and equivari-
ant K -theory [6],[7] which still appears even in the pres-
ence of disorder [8], [9].
Interacting topological phases, on the other hand, have
been much harder to analyse, beginning with the work
on the fractional Hall effect [10], [11] and the concept of
topological order [12]. For symmetry protected (SPT)
and symmetry enriched (SET) topological phases there
are many constructive classifications [13], [14], [15], [16],
[17], [18] to mention the trendy ones. We refer to these
as constructive because they do not derive their classi-
fication from first principles, but rather construct their
classification either by assuming that there is an effective
relativistic extended topological field theory emerging at
low energy, or that the set of invertible phases in all di-
mensions conspire to form a spectrum in the sense of al-
gebraic topology, and there are different possible choices
of spectra competing out there in the literature (see [19]
for a discussion). We will instead derive a classification
(partial for degenerate systems) under adiabatic evolu-
tion [20], [21] without these added assumptions. We re-
strict to gapped systems which possess discrete transla-
tion and point group P (crystallographic) symmetry. Us-
ing a modest generalization of the Bloch decomposition
to the many body case, we show that different equiv-
ariant characteristic classes [22] in the cohomology ring
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H∗P (T
d;Z) give rise to different interacting topological
phases for degenerate and non-degenerate ground states.
Though some of these topological invariants also arise
for non-interacting systems using band theory [4], [5]
through a different route, we give an abstract method
to distinguish those which can only arise in systems with
degenerate ground states.
II. TRANSLATION AND FOCK SPACE
DECOMPOSITION
Common physical lore states that there is no Bril-
louin zone and no generalized single particle picture
for interacting systems. We now clarify that at least
the former is false. Without loss of generality, con-
sider for continuous systems the one-particle Hilbert
space L2(Rd;W ). We can construct a Fock space
F(L2(Rd;W )) =
⊕
n≥0 L
2(Rd;W )⊗n. Since Zd acts
on Rd by translations, it also acts on L2(Rd;W ), and
on L2(Rd;W )⊗n diagonally by acting on each factor.
Just as in the single particle case (n = 1) we can per-
form a Bloch decomposition [23] using the dual group
Ẑd = Hom(Zd, U(1)) and write it as a direct integral de-
composition:
L2(Rdn;W⊗n) ≃
∫ ⊕
Ẑd
H⊗n(~k)d~k . (1)
This decomposition can be intuitively thought of as
a direct sum of Hilbert spaces, one for each point of
Ẑd ∼= Td, a d-dimensional torus. We call this torus a
generalized Brillouin zone. Obtaining this decomposi-
tion is as simple as for the single particle case, the only
differences being in a few details which we provide in the
supplemental material. Note that this is simply a rewrit-
ing of the Hilbert space and is completely independent of
the Hamiltonian. Now we can repeat the same process
2for any n and hence decompose Fock space as
F(L2(Rd;W )) ≃
∫ ⊕
Td
⊕
n≥0
H⊗n(~k)d~k . (2)
This rewriting of Fock space by itself is not useful; it
becomes useful when a many-body Hamiltonian operator
H has interaction terms which are discrete translation
invariant (i.e. H =
∑
j −∆j+V (xj)+
∑
i6=j e
2/|xi−xj |),
for then it commutes with the unitary representation of
Zd on F(L2(Rd;W )), that is [H, U(γ)] = 0 for all γ ∈ Zd.
In that case H can be decomposed (“diagonalized”) into
a family of operators parametrized by Td and written as:
H ≃
∫ ⊕
Td
H(~k)d~k. (3)
The spectrum σ(H(~k)) varies continuously with ~k [24].
From the analytical point of view we have not made much
progress at solving the many body problem as the spec-
tral subspaces ofH(~k) are still many-body wave functions
and ~k is a quantum number behaving like a total momen-
tum of all particles combined. Perhaps this is why this
decomposition had been completely dismissed. However,
from the topological point of view it is a big gain as we
now have the topological space Td to work with. Finally
we remark that we can repeat the same process for sym-
metric (bosons) or antisymmetric (fermions) functions in
exactly the same manner.
III. GAPPED PHASES AND GRASSMANIANS
We now assume that the spectrum of the Hamiltonian
is gapped: that for some δ > 0, σ(H) ∩ (0, δ) = ∅. Note
that there are many examples of Hamiltonians which
are not gapped so this is a strong restriction already.
Also note that the gapped condition is physically mean-
ingful only in the thermodynamic limit. General theo-
rems for direct integral decompositions [24] imply that if
a translation invariant H is gapped then H(~k) is also
gapped except at most for a measure zero set in Td,
and such cases are non-generic so without loss of gen-
erality we can further restrict to Hamiltonians H such
that σ(H(~k)) ∩ (0, δ) = ∅ for all ~k. Thus for each ~k,
H(~k) singles out a subspace G(~k) of
⊕
n≥0 H
⊗n(~k) cor-
responding to the ground state space. This subspace
G(~k) is a point in the infinite-dimensional Grassmannian
Gm
(⊕
n≥0 H
⊗n(~k)
)
(see [25]), where m = dimG(~k) is
the ground state degeneracy. By Kuiper’s theorem [26],
the ~k-dependence of the Hilbert space is irrelevant, thus,
H is equivalent to a map H : Td → Gm(H
′
) for a fixed
Hilbert space H
′
. Here we have, in a sense, a proto-band
theory: a single many body band corresponding to G(~k);
however we believe that here is where the resemblance to
semi-classical conduction theory [27] ends.
We are now in position to discuss phases. Two systems
are said to be in the same phase if one can adiabatically
evolve one into the other [20], [21]. Here, following [2],
we shall model adiabatic evolution as a continuous path
H(s), s ∈ [0, 1] of gapped Hamiltonians such thatH(0) =
H0 and H(1) = H1 —it is worth pointing out that this
model has limitations which have been discussed in [21],
[28]. Thus, we are interested in homotopy classes of maps
Td → Gm(H′).
The homotopy type of Gm(H′) is that of the classifying
space BGL(m) [25]. This means that we can associate to
each Hamiltonian an m-dimensional vector bundle made
out of the ground state space over the generalized Bril-
louin zone and interpret a phase as the isomorphism class
of said bundle. Thus far we have only enforced that
our Hamiltonians be gapped and Zd-invariant, is there
any difference at this level between bosons and fermions?
No. This construction works the same for fermionic or
bosonic Fock space. The distinction between them is cap-
tured by the implementation of fermion parity symmetry
(−1)F . For fermionic systems we further need to impose
[H, (−1)F ] = 0, and we have
[Td,Gm(H
′)]
Z
F
2
, (4)
where ZF2 is generated by (−1)
F , which acts trivially on
Td but not on Gm(H′).
IV. CRYSTALLOGRAPHIC INTERACTING
PHASES
Let us now assume that our Hamiltonian commutes
with a crystallographic symmetry group G (G × ZF2 for
fermions), containing Zd and also the point group P , of
allowed reflections and rotations. Here there are two im-
portant types ofG, symmorphic and non-symmorphic [6],
[23]. For now we shall only handle symmorphic groups,
which means that G can be written as a semi-direct prod-
uct G = Zd ⋊ P . There is a canonical P -action on the
ground state bundle [23]. We are interested in adiabatic
evolutions which preserve the extra symmetry given by
P , so our phases will be described by
[Td,Gm(H
′)]P . (5)
For fermions we instead have P × ZF2 with the action
as in section III. For m = 1, the non-degenerate case,
our Grassmanian is homotopic to BGL(1) ≃ CP∞, the
infinite dimensional complex projective space which is
an Eilenberg-Maclane space K(Z, 2), and is the classi-
fying space of the ordinary cohomology group H2 [29].
Hence for non-degenerate symmorphic crystallographic
interacting phases we have
[Td,Gm(H
′)]P ∼= H
2
P (T
d;Z) (6)
for bosons and for fermions it is H2
P×ZF
2
(Td;Z). We re-
mark that this isomorphism is only as a set, as the group
3operations do not seem to correspond to the so called
stacking operation. Nonetheless this outcome is sufficient
to know all possible non-degenerate crystalline phases
and to distinguish among them, and is, in that sense,
complete. The degenerate ground state case is of course,
more complicated as maps to BGL(m) are no longer
equivalent to some generalized cohomology theory. But
we can still obtain a partial classification using equivari-
ant Chern characteristic classes [22] ci(H) ∈ H2iP (T
d;Z).
Phases with different equivariant Chern classes are differ-
ent, whereas phases with the same Chern classes may still
be different, but perhaps can only distinguished through
a finer invariant. Similarly to the non-degenerate case,
we do not know what stacking corresponds to in terms
of operations with these cohomology classes. One might
be tempted to think that stacking is a tensor product of
the associated vector bundles, however the direct integral
decomposition of a tensor product is not the fiberwise
tensor product.
A. C2 Bosonic Examples
Ideally we would take as an example some many-body
Hamiltonian and find the equivariant Chern classes of
its ground state bundle. Unfortunately this would in-
volve solving the many-body problem. We point out
that even for non-interacting systems, very few exam-
ples are actually solved, and their classes calculated ex-
plicitly. This task is vastly more complicated with in-
teractions. Instead here we start at the opposite end.
Our methodology provides a lower bound on all possible
symmorphic crystalline phases with a given point group
P and any ground state degeneracy. The simplest ex-
amples are those for bosons where d = 2 and P = C2
, the group with 2 elements. There are 3 symmorphic
crystallographic groups, of which for brevity we will only
discuss two, pm (reflections over a fixed parallel axis)
and cm (glide reflections) [23]. A way to synthesize all
cohomology groups HiP (T
d;Z) is by giving the full co-
homology ring H∗P (T
d;Z). For pm, the action on the
generalized Brillouin zone is (k1, k2) 7→ (k1,−k2) and we
can compute (see supplemental material):
H∗C2(T
2;Z) ∼= Z[x, y, t]/(t2, 2x, 2y, xy), (7)
where t has degree 1 and x and y have degree 2. In partic-
ular we can read from eq (7) that for the non-degenerate
case there are H2C2(T
2;Z) ∼= Z22 = {0, x, y, x + y} pos-
sible phases. On the other hand for cm, the action is
(k1, k2) 7→ (k2, k1) and yields
H∗C2(T
2;Z) ∼= Z[t, u, v]/(2t, 2v, u2, ut, uv, v2), (8)
where u, t and v, have degrees 1, 2 and 3, respec-
tively, and in particular, there are only Z2 = {0, t} non-
degenerate cm-phases.
V. DISTINGUISHING NON-INTERACTING
FROM INTERACTING INVARIANTS
One might ask, are these not exactly the same invari-
ants as in the non-interacting fermion case? Not all of
them. Indeed some invariants of interacting phases do co-
incide with the non-interacting ones, though they arise in
a different manner. Whereas most interacting ones come
from a degenerate ground state bundle, non-interacting
ones come from a single ground state that can further
split into a sum of single particle line bundles, one for
each band below the Fermi energy. Thus, Hamiltoni-
ans H which produce a ground state bundle that cannot
be split into a sum of line bundles must have a differ-
ent invariant than the non-interacting case. How do we
tell if the ground state bundle cannot be written as a
sum of line bundles? One way uses the Chern polyno-
mial cλ(H) =
∑
ci(H)λi ∈ H∗P (T
d;Z)[λ]. If a bundle
V ∼=
⊕
Lj is a sum of line bundles, then its Chern poly-
nomial factorizes as
cλ(V ) =
∏
j
(1 + c1(Lj)λ), c1(Lj) ∈ H
2
P (T
d;Z) . (9)
Conversely, if the Chern polynomial of our ground state
bundle, which we denote as H, cannot be factorized over
H2P (T
d;Z) in this manner, then, there is no analogue of
the bundle H for the non-interacting phases. In prac-
tice this is a non-trivial question. If we look at the
group pm in the examples above, the cohomology ring ad-
mits elements which cannot be factorized as in equation
(9), however further investigations are required to see if
these classes can indeed arise from a bundle. Hence even
though the ring operations have no physical interpreta-
tion (so far), we can use them to distinguish between two
physically distinct cases.
VI. DIFFERENCES WITH SPT, SET AND
CONCLUSIONS
As mentioned above, there are too many constructive
approaches to SPT and SET phases to compare them ex-
plicitly with our results. Instead let us discuss some of
the differences between the assumptions made in the con-
structive approaches and ours. SPT phases are generally
taken to have a unique ground state (for systems with
no boundary) and said ground state should be short-
range entangled [13]. In our approach we did not as-
sume directly any condition on the type of entanglement
in the ground state spaces for either degenerate or non-
degenerate cases, though short range entanglement more
or less implies a unique ground state [28] there could be
some counterexamples to the converse statement. Thus
our approach may in principle transition adiabatically
from short-range entangled states to long range entan-
gled states, so long as the ground state remains unique.
There are often further restrictions on the allowed ac-
tions of P as it is assumed that certain subspaces should
4be left invariant [30]. Here we did not put any restric-
tion on the type of P -actions. Another difference is that
some of the constructive approaches build their invari-
ants through boundary modes, whereas we assumed our
systems had no boundary. SET phases on the other hand
construct their classification based on the fractionaliza-
tion of quasi-particle excitations [17]. This is in general
the highlight of SET’s, thus, it is of immediate interest
to see if there is a connection between our ground state
invariants and those of the excitations, including those at
boundaries using a bulk-boundary correspondence. We
point out that our derivation is so general that we did
not even assume the existence of quasi-particles, hence
these topological phases could occur in strongly interact-
ing systems that have no quasi-particles such as a gapped
analogue of the SYK model [31]. Finally we remark that
lattice systems with on-site symmetry given by a compact
Lie group G, such as an SU(2) spin chain, the Toric code
or Cubic Haah’s code, are also translation invariant and
we expect to have something similar to H2G(T
d;Z). How-
ever since some of the interesting examples have projec-
tive representations and time-reversal symmetry, which
adds a real structure [4] to the ground state bundle, we
will explore this in future work.
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I. TRANSLATION AND FOCK SPACE
DECOMPOSITION
In this section we follow very closely the work of Gomi
[1], with slight modifications. Let L2(Rd;W ) be the com-
plex separable Hilbert space of square integrable func-
tions on Rd with values in an SU(2)-representation W .
L2(Rd;W ) is the Hilbert space of a single particle in Rd
and the dimension of W determines whether the par-
ticle is a boson or a fermion. The n-th tensor prod-
uct of our Hilbert space L2(Rd;W )⊗n is isomorphic to
L2(Rnd;W⊗n). There is a canonical action of the group
Zd on Rd by discrete translations and hence there is an in-
duced action on the n copies of Rd in Rnd. This is simply
translating each element ofRd by a fixed vector in Zd. We
denote this action onRnd by ~a·x, ~a ∈ Zd, x ∈ Rnd. Hence
there is a canonical action on L2(Rnd;W⊗n), where the
new function is obtained by evaluating the old function
at the translated point. Here we shall slightly generalize
the presentation in [1] of the Bloch transform using this
action on Rnd. Let Ẑd = Hom(Zd, U(1)) be the Pron-
tryagin dual of Zd. Let us define an intermediate Hilbert
space just as in [1]
L2
Zd
(Ẑd × Rnd;W⊗n) = {ψ ∈ L(Ẑd × Rnd;W⊗n)|
ψ(~k,~a · x) = ei
~k·~aψ(~k, x)}
(1)
We now define B and its inverse B∗ as
B : L2
Zd
(Ẑd × Rnd;W⊗n)→ L2(Rnd;W⊗n)
(Bψ∗)(x) =
∫
Ẑd
ψ∗(~k, x)d~k
(2)
B∗ : L2(Rnd;W⊗n)→ L2
Zd
(Ẑd × Rnd;W⊗n)
(B∗ψ)(~k, x) =
∑
~a∈Zd
e−i
~k·~aψ(~a · x) (3)
L2
Zd
(Ẑd × Rnd;W⊗n) is isomorphic to L2-sections of the
bundle E over Ẑd defined by
E =
⋃
~k∈Ẑd
L2(Rnd/Zd;L|~k×Rnd/Zd)⊗W
⊗n (4)
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where L is the Poincare´ line bundle L → Ẑd × Rnd/Zd
built from the quotient identification
Z
d × (Ẑd × Rnd × C)→ Ẑd × Rnd × C
(~a,~k, x, z) 7→ (~k,~a · x, ei
~k·~az)
(5)
If we rename L2(Rnd/Zd;L|~k×Rnd/Zd)⊗W
⊗n as H⊗n(~k)
we have the equivalence to the direct integral decompo-
sition
L2(Rdn;W⊗n) ∼=
∫ ⊕
Ẑd
H⊗n(~k)d~k , (6)
Fock space is defined as the subspace of square inte-
grable functions of
⊕
n≥0 L
2(Rdn;W⊗n). So rewriting
each L2(Rdn;W⊗n) we have
F(L2(Rd;W )) ∼=
∫ ⊕
Td
⊕
n≥0
H⊗n(~k)d~k . (7)
This is simply a rewriting of Fock space. Note that we
can restrict to symmetric and antisymmetric Fock spaces
and repeat the split, so it works the same for bosons and
fermions.
II. EQUIVARIANT COHOMOLOGY RINGS OF
THE 2-TORUS WITH C2 POINT GROUP
To adiabatic evolution classes of non-degenerate
bosonic systems with a symmorphic crystallographic
symmetry group G with point group P we assigned an
element of H2P (T
d;Z), and explained that it can help to
know the entire cohomology ring H∗P (T
d;Z). Here we
include sample calculations for the simplest cases of in-
terest, namely d = 2 and P = C2. There are three sym-
morphic plane crystallographic groups with point group
of order 2, but we present only two: pm which contains
reflections in lines parallel to one of the translation axes
and cm which contains reflections in line parallel to the
bisector of the translation axes.
In both cases the symmetry group is a semi-direct
product (Z × Z) ⋊ C2; what differs in each case is the
action of C2 on Z × Z. The generator σ of C2 acts as
follows: for pm, σ(x, y) = (x,−y) and for cm, σ(x, y) =
2(y, x). From those actions we can compute the action
of P = C2 on the Brillouin zone T
2 = Hom(Z2, U(1)).
Identifying Hom(Z2, U(1)) with U(1)×U(1) via the map
f ∈ Hom(Z2, U(1)) 7→ (f(1, 0), f(0, 1)), we can compute
the actions on T2: for pm, σ(w, z) = (w, z−1) and for cm,
σ(w, z) = (z, w).
By definition Borel P -equivariant cohomology of T2 is
given by ordinary cohomology of the Borel construction,
(T2×EP )/P , where EP is the total space of the univer-
sal principal P -bundle, a contractible space with a free
P action. In the case of a torus there is an important
simplification: T2 is the classifying space of the group
π1(T
2) ∼= Z× Z, and in that case the Borel construction
is the classifying space of the group π1(T
2) ⋊ P . With
the action of P = C2 on T
2 we can compute the in-
duced action on Z × Z and it turns out to be the same
action that defined G as a semi-direct product. Thus
(T2 × EP )/P ≃ BG. It is easy to see this argument
goes through in every symmorphic case, showing that
(Td × EP )/P ≃ BG; which puts these calculations in
the realm of group cohomology for which there is a vast
literature.
Case G = pm. In this case the group splits as a direct
product: G ∼= D∞×Z where the D∞ factor is generated
by the reflection and a translation in a perpendicular
direction, and the other factor generated by translation
parallel to the axis of reflection. The group D∞ is iso-
morphic to the free product C2 ∗C2, so we get
BG ≃ B((C2 ∗ C2)× Z) ≃ (BC2 ∨BC2)×BZ
≃ (RP∞ ∨ RP∞)× S1.
Thus H∗(BG;Z) ∼= Z[x, y, t]/(t2, 2x, 2y, xy) where t has
degree 1 and is the generator of H∗(S1;Z) and x and y
have degree 2 and each generate one copy ofH∗(RP∞;Z).
Case G = cm. For semi-direct products one can al-
ways attempt to use of the Lyndon–Hochschild–Serre
spectral sequence, which in this case has Ep,q
2
=
Hp(BC2;H
q(T2;Z)) and converges to Hp+q(BG;Z).
Here Hq(T2;Z) denotes the C2-module given by
Hq(T2;Z) with the action of C2 induced by its action
on T2. These are the following C2-modules: for q = 0,
the trivial module Z; for q = 1, the module Z ⊕ Z with
the C2 action that swaps the summands; and for q = 2,
the module Z with the sign action. The cohomology of
those modules can be readily computed by standard tech-
nique in group cohomology [2]. For q = 0 it is the inte-
gral cohomology ring of RP∞, namely, Z[t]/(2t) where t
has bidegree (2, 0). For q = 1, it is concentrated in de-
gree p = 0 where it is Z generated by, say, u. Finally,
for q = 2, as a module over H∗(RP∞), the cohomology
is freely generated by a single element v with bidegree
(1, 2).
Assembling those results, we see that the
E2-page of the spectral sequence is given by
Z[t, u, v]/(2t, 2v, u2, ut, uv, v2). For a semi-direct
product the spectral sequence always collapses at the
E2-page, so this is also the E∞-page. Luckily in each
diagonal p + q = n there is exactly one non-zero entry,
so there are no additive extension problems, and we
have found the cohomology groups of G. In fact, the
ring structure is also the one given above, but this does
not follow solely from the spectral sequence. Simple
algebraic considerations on the E∞-page do show that
ut, u2, uv are 0, but as far as the spectral sequence can
tell v2 might be either 0 or t3.
To show that in fact v2 = 0, we can appeal to a
different space where the computation is easier. Con-
sider the map q : T2 → S2 which collapses T2 to a
point. This can be made C2-equivariant by equipping
S2 with the C2 action given by reflection in the great
circle which is the image under q of the diagonal of
T2 = S1 × S1. Applying the Borel construction to q
produces a map q¯ : BG→ (S2 ×EP )/P . The C2-action
on S2 fixes a great circle pointwise and swaps the two
hemispheres it delimits. From this it is straightforward to
compute that (S2×EP )/P ≃ (S1×RP∞)/(S1×{x0}) ∼=
S1+ ∧ RP
∞. The cohomology ring of the latter space is
easy to compute with Ku¨nneth’s theorem and in par-
ticular there is a class in degree 3 squaring to 0 that
q¯∗ : H∗(S1+ ∧ RP
∞;Z) → H∗(BG;Z) maps to v, as re-
quired.
III. DIMENSION AND DISORDER
For non-degenerate groundstates we obtained the co-
homology group H2P (T
d;Z) as a full classification. The
way that the dimension d of a system enters is only
through the generalized Brillouin torus Td. Let us re-
member that the Brillouin zone arises as the Pontryagin
dual of the group of translations, meaning that without
translation symmetry there is no distinction in dimen-
sion. Thus, if we remove translation symmetry com-
pletely but keep a symmetry G′ which is independent
of the dimension (say time-reversal symmetry) we would
have something of the form
[∗,Gm(F(L
2(R;W )))]G′ . (8)
For the non-degenerate case we get H2G′(∗). Equation (8)
is in stark contrast with results on SPT phases, where
the dimensionality of the system is usually reflected in
the dimension of the cohomology group Hd+1G′ (∗;U(1)) in
[3] for example. This discrepancy could be surmounted
(perhaps) by the the fact that SPT phases are often fur-
ther assumed to have a restricted set of actions that leave
fixed some chosen subspaces [4]. To include disorder it
would be more reasonable to turn the generalized Bril-
luoin zone into a noncommutative C∗-algebra as in the
non-interacting case [5], [6] instead of completely remov-
ing the Brillouin zone from the picture.
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