Abstract
Introduction

29
The contemporary speech technology heavily depends on large speech corpora, whose annotation 
39
Similarly easy, phonetic transcription is usually extracted from the word level annotation using 40 grapheme to phoneme converters. In contrast to the above indexes, the extraction of phonetic time-41 alignment is considered as a difficult task.
42
Presently, the most accurate way to extract the time boundaries of the phones of a speech 43 waveform is manually. However, manual segmentation is a tedious, time-consuming and costly task 44 that can be performed only by expert phoneticians (Acero, 1995) . Moreover, the use of human the synthetic speech (Bajwa et al., 1996; Paulo and Oliveira, 2003; Malfrere et al., 2003) and the 1 discriminative learning segmentation (Keshet et al., 2007 ).
2
The most frequently used speech segmentation approach is based on HMM phone models (Ljolje 
24
Phone models can be trained on other speech corpora and further be used with/without adaptation on 25 the target data. 
47
In contrast to the previous studies on fusion of segmentation engines, in the present work we 48 consider the general case of speaker-independent phonetic segmentation and thus perform validation 49 experiments on the well-known TIMIT multi-speaker database (Garofolo, 1988) be noted that five out of the seven speech parameterizations considered here have not been studied on 56 the speech segmentation task before, and as reported in Section 4 some of them offer an advantageous 57 performance when compared to the widely-used Mel frequency cepstral coefficients (MFCCs).
58
The proposed fusion scheme is independent from the implementation of the individual 59 segmentation engines as well as from their number. We assume that the output of any given regression algorithm, i.e. the predicted phonetic boundary positions, will be more precise than (or at least as good 1 as) the ones predicted by each of the individual segmentation engines. This is because the regression 2 algorithms are capable of capturing and modelling the systematic errors of each segmentation engine, 3 as well as the systematic boundary shifts among the segmentation engines across each boundary type.
4
By the term boundary type we refer to the transition between the left context phonetic class of a 5 boundary to the right context class, e.g. vowels, affricates, fricatives, nasals, glides, stops and silence.
6
In the experimental comparison presented in Section 4, we demonstrate that the support vector 7 regression scheme is capable of achieving more accurate predictions, when compared to various 8 implementations of linear fusion schemes reported in the literature.
9
Since in the present work we do not examine the recognition of the phonetic sequence but the 10 accurate detection of the phonetic transition positions in what follows explicit segmentation is assumed.
11
The remaining of this article is organized as follows: In Section 2 we describe the general 12 regression fusion structure for combining multiple phonetic boundary predictions, as well as the 13 regression algorithms evaluated here. In Section 3 we explain the experimental setup and outline the 
19
Regression Fusion of Multiple Phonetic Boundary Predictions
21
The block diagram of the proposed regression fusion scheme for combining multiple different 22 segmentation engines is presented in Figure 2 . This general fusion scheme covers both the linear and 
39
we consider the manually annotated labels of the phonetic boundaries available in the speech database.
40
Since 
13
where k is the number of parameters in the statistic model and R S is the residual sum of squares:
15
Here S R indicates the cumulative squared error with respect to the real boundaries, and a smaller value 16 of the AIC indicates for a better model.
18
Multilayer Perceptron Neural Networks: MLP NN
20
Neural networks (NNs) with three layers have been proved capable for numerical predictions 21 (Chester, 1990) , since neurons are isolated and region approximations can be adjusted independently to 22 each other. In detail, the output j z of the j th neuron in the hidden layer of a multilayer perceptron
23
(MLP) NN is defined as: 
28
S pred , is defined as:
30
All weights are adjusted during the training through the back propagation algorithm.
32
Support Vector Regression: SVR
34
For the non-linear case of support vector regression (SVR) the two most widely used algorithms 
40 4 is subject to the following restrictions: ( 
16
where T ij are the subsets that result from splitting the node according to the chosen attribute i, with 
33
The filter-bank was designed for E-factor equal to one. 
19
The performance of each regression algorithm was evaluated on TIMIT database (Garofolo, 1988 
31
The phonetic clustering defined in the TIMIT documentation was used: affricates (AFF), fricatives 32 (FRI), nasals (NAS), semivowels and glides (GLI), stops (STO), vowels (VOW) and silence (SIL).
33
In the present work the segmentation accuracy was measured in terms of the percentage of 34 predicted boundaries within a tolerance of t milliseconds from the manually annotated boundary labels,
35
which is the most commonly used figure of merit. Furthermore, we also present the performances in 36 terms of mean absolute errors (MAEs) and root mean squared errors (RMSEs).
38
Experimental Results
40
We firstly investigated the performance of the BSEs described in Section 3, on the phonetic 41 segmentation task. The predictions of these engines per phonetic transition type are further utilized to 42 perform the regression fusion scheme shown in Figure 2 for several regression algorithms.
44
Results for the Baseline Segmentation Engines
46
Specifically, first of all, we computed the segmentation accuracy for each BSE separately. The Tables 1 and 2 show the performance of each BSE in terms of MAE and RMSE. 52 53 54 Table 1 55 56 Table 2 57 58 59
As can be seen in Tables 1 and 2 
12
As presented in the tables, in most of the cases the CI models outperformed CD models. This is in 
16
The experimental results presented in Tables 1 and 2 show that the modelling of the HMM states 17 with more than two Gaussian components generally reduces the phonetic segmentation accuracy of the
18
BSEs. This is due to the inherent variance of the spectrum in the vicinity of a phonetic transition, which 
25
The experimental results point out that the best segmentation performance was achieved for the 
36
PLP cepstral coefficients, the frequency resolution computed by the ERB is finer and as shown in 37 (Moore 2003 ) is a closer match to the one of the human auditory system.
38
As Tables 1 and 2 for every phonetic class transition type, but only in average among all phone boundary types. Table 3   45 shows the best BSE for each boundary type for the most commonly used tolerance of 20 milliseconds. 46 Table 3 49 50 51
48
As can be seen in Table 3 
11
The experimental results shown in Table 3 are a clear indication that in order to achieve optimal 12 accuracy on the phonetic segmentation task either boundary-specific speech features and BSE setups or 13 appropriate fusion schemes, which learn the proper combination function from a representative training 14 dataset, have to be employed.
15 Table 4 shows the results obtained after combining the 112 BSEs shown in Tables 1 and 2 Tables 1 and 2 
23
Conclusion
25
In this article we proposed the use of a fusion scheme, based on regression analysis, for the task of Table 1 . Segmentation accuracy (in percentages) for the evaluated CI baseline segmentation engines Table 2 . Segmentation accuracy (in percentages) for the evaluated CD baseline segmentation engines 1 (BSEs). Mean absolute error (MAE) and root mean squared error (RMSE) are given in milliseconds. 
