We propose a novel composite framework that enables finding unknown fields in the context of inverse problems for partial differential equations (PDEs). We blend the high expressibility of deep neural networks as universal function estimators with the accuracy and reliability of existing numerical algorithms for partial differential equations. Our design brings together techniques of computational mathematics, machine learning and pattern recognition under one umbrella to seamlessly incorporate any domain-specific knowledge and insights through modeling. The network is explicitly aware of the governing physics through a hard-coded PDE solver stage; this subsequently focuses the computational load to only the discovery of the hidden fields. In addition, techniques of pattern recognition and surface reconstruction are used to further represent the unknown fields in a straightforward fashion. Most importantly, our inverse-PDE solver allows effortless integration of domain-specific knowledge about the physics of underlying fields, such as symmetries and proper basis functions. We call this approach Blended Inverse-PDE Networks (hereby dubbed BIPDE-Nets) and demonstrate its applicability on recovering the variable diffusion coefficient in Poisson problems in one and two spatial dimensions. We also show that this approach is robust to noise. from data [36, 6, 28, 38] as well as potential applications to study and improve simulations of multiphase flows [13] . However these architectures require massive datasets and extensive computations to train numerous hidden weights and biases. Therefore reducing complexity of deep neural network architectures for inverse problems poses a significant practical challenge for many real-world applications in physical sciences, especially where collection of large datasets is a prohibitive task [35] . One remedy to reduce the network size is to embed the knowledge from existing mathematical models [42] or known physical laws within a neural network architecture [27, 12] . Along these lines, semantic autoencoders were recently proposed by Aragon-Calvo (2019) [2] where they replaced the decoder stage of an autoencoder architecture with a given physical law that can reconstruct the provided input data given a physically meaningful set of parameters. The encoder is then constrained to discover optimal values for these parameters, which can be extracted from the bottleneck of this network after training. We shall emphasize that this proposal not only reduces the size of the unknown model parameters, it also adds interpretability to deep learning frameworks. Inspired by their work, we propose to blend traditional numerical solver algorithms with custom deep neural network architectures to solve inverse PDE problems more efficiently and with higher flexibility.
Introduction
Inverse differential problems, where given a set of measurements one seeks a set of optimal parameters in a governing differential equation, arise in numerous scientific and technological domains. Some well-known applications include X-ray tomography [11, 32] , ultrasound [44] , MRI imaging [20] and diffusion in porous media [19] . Another interesting area is in multi-scale modeling, such as coarse-graining theories in physics where one is concerned with discovering effective descriptions of complex systems at different scales of length [14, 51] . However solving inverse problems poses substantial computational and mathematical challenges to infer reliable parameters from limited data.
In this work, we focus on the case of physical phenomena that can be modeled by:
where u is the unknown and a(x) is any symmetric positive definite matrix of functions. The functions f (x) and u 0 (x) are given. The inverse problem is to approximate the coefficients θ ≡ (a(x)), given the solution u.
Recently, deep neural networks have attracted considerable attention for data modeling in a vast range of scientific domains. For example deep neural networks have shown astonishing success in emulating sophisticated simulations [16, 50, 49, 7, 39] , discovering governing differential equations • seamlessly blends existing efficient and reliable PDE solvers with established neural network architectures, such as those at the intersection of computer vision and deep learning,
• lowers the computational cost as a result of reusing classical numerical algorithms for PDEs during the learning process, which ensures best use of provided data, i.e. to infer the actual unknowns in the problem,
• enables the user to incorporate domain-specific physical knowledge about unknown fields within the proposed neural network, such as symmetries or specialized basis functions,
• benefits from a homogeneous design by treating the PDE solver as another layer that can be stacked with various neural network architectures. This point also improves the performance by allowing vectorized operations accelerated by GPUs, as well as alowing the deep learning backend to perform back propagations internally, Procedure The BIPDE-Net algorithm for inverse PDE problems 1 Construct a deep neural network for the unknown coefficientsθ. Note that the dimension of the output layer must match the sum of dimensions for all unknown coefficients. 2
Construct a traditional PDE solver in TensorFlow with the output of the previous layer as its coefficients. 3
Define the loss function as the difference between the data and the reconstruction. 4
Train to minimize the loss function by optimizing the weights and biases of DNN of coefficients. • is essentially mesh-free. Hence the proposed architecture can be easily generalized to accommodate custom data structures by adding interpolation layers, etc.
In section 2, we present the proposed architecture and show its performance on 1D inverse-PDE problems. In section 3, we extend this approach to 2D by embedding special basis functions that are well-suited for image reconstruction. We also demonstrate its performance on 2−dimensional case studies and illustrate that the trained encoder actually estimates the inverse transform operator. Finally, we conclude with discussions and enumerate future work in this direction.
Blended inverse-PDE architecture (BIPDE-Net)
We embed a numerical solver into a deep learning architecture to recover unknown functions in inverse-PDE problems. In this section we describe our proposed architectures for inverse problems in one and two spatial dimensions.
Deep neural networks
The simplest neural network is a single layer of perceptron that mathematically performs a linear operation followed by a nonlinear composition applied to its input space,
where σ is called the activation function. Deep neural networks are multiple layers stacked together with some architecture. The simplest example is a set of layers connected in series, known as feedforward neural networks (FNN). Therefore the action of a FNN is simply the successive compositions of previous layer outputs with the next layers, i.e.,
where l indicates the index of a layer. This compositional nature of NNs is the basis of their vast potential as universal function estimators that can approximate any arbitrary function on the input space x. Many architectures have been proposed, such as convolutional neural networks (CNNs) [25, 24] , Long-short term memory networks (LSTM) [18] , and many more. In this work we pay particular attention to CNNs, owing to their ability to extract complicated spatial features from high dimensional input datasets. Particularly we will use CNNs for 2D inverse problems, while a simple FNN is sufficient for 1D problems.
Blended classical-neural network architectures
The basic idea is to represent unknown coefficients with a proper DNN as input to a traditional PDE solver. This is in contrast to recent attempts in the literature where the whole PDE, its boundary and initial conditions are reproduced by the DNN through adding them to the loss function. The main motivation for this composite scheme is to re-use the existing knowledge developed in the scientific computing community to improve the efficiency and accuracy of the solution process. Our framework suggests a means to circumvent numerical errors that persist in the solutions provided by alternative existing deep learning frameworks that incorporate PDEs within the loss function of their optimizer, e.g. for example look at [37, 29] .
The procedure of this composite approach is depicted in table 1 and illustrated in figure 1. As illustrated in figure 1, BIPDE-Net is a two-stage architecture, with the first stage responsible for learning the unknown coefficients and the second stage performing numerical operations as in traditional numerical solvers. To achieve higher performance it is essential to use the GPUparallelism into the architecture. To leverage this capability, provided by the publicly available library TensorFlow [1], we implement our PDE-solver as a custom layer into our network using the Keras API [8] . Details of this includes vectorized operations to build the right-hand-side as well as the matrix of the linear system induced by the PDE discretization.
One-dimensional case studies
We consider the governing equation for diffusion dominated processes in heterogeneous media that is given by
To solve the corresponding inverse problem, we consider a centered difference discretization in space for approximating the PDE portion in the interval [x min , x max ]:
where u i refers to the numerical solution at grid point x i = x min + (i − 1) ∆x with ∆x = (x max − x min ) /(n − 1), where n the number of discretization points. This discretization leads to a linear system Au = b where the matrix A is tridiagonal. Here we show that shallow feedforward neural networks suffice to approximate the variable coefficient D(x) accurately.
In figure 2 , we depict the learned diffusion coefficients given a known source term f (x) = sin(πx). We considered four different cases that cover a broad range of possible functional forms for a variable coefficient function. The results indicate excellent agreement between predictions and ground truth. We emphasize the training is performed on a single snapshot with 100 uniformly distributed grid points along x-axis. These results corroborate the applicability of our proposed framework in learning complex unknown fields from limited data.
Here we used a feedforward neural network with 4 hidden layers composed of 20, 70, 40, 100 neurons respectively. The activation function of the first three layers is set to ReLU, i.e. a piecewise linear function that only outputs positive values ReLU(x) = max(0, x) [15] , while for the last layer we defined a custom activation function as a scaled sigmoid function given by,
where α is a constant scalar value chosen to support the possible range of actual diffusion coefficients. This is to compensate the range of pure sigmoid function that is bound in (0, 1). Even though there exist other activation functions such as SoftPlus that are essentially boundless and positive, we found that a scaled sigmoid function provides better performance as long as α is chosen properly to cover the possible range. Otherwise, we observed the predictions follow the true profile except around the peak where prediction values become saturated with values close to α. In each layer we also added an L 1 -norm regularization to improve the results. We used adam optimizer [23] with mean absolute error loss function, and we trained the network for 100 epochs to obtain the results shown in figure 2.
Higher dimensions and a moment-based approach
For the two-dimensional case, we examined both a feedforward architecture and a convolutional neural network to recover the unknown diffusion map. In our experiments, we found that even though evaluating every pixel value of the hidden fields is computationally very expensive, a CNN is more robust than a FNN. This is because a CNN promotes construction of smoother manifolds by application of successive convolutions while a FNN suffers from noisy outputs, unless aided by proper regularization. Furthermore, to build a FNN we need to flatten the coordinates into large 1D arrays that substantially increase the training time and the number of unknown parameters. This is because in a convolutional layer one only optimizes for a single kernel per channel (as well as the bias parameters), which amounts to exponentially less unknown parameters. Overall we conclude that a direct reconstruction strategy is not the best strategy when treating inverse problems in higher dimensions. In what follows, we propose an alternative approach to tackle this challenge.
The previously discussed method relies on the idea to reconstruct every pixel value for unknown fields directly, however this task proves challenging in higher dimensions. Alternatively, one can decompose the hidden fields into a finite number of eigenfunctions and seek optimal coefficients for each term. This is also advantageous from a physics point of view, where pre-existing knowledge about hidden fields can be naturally formulated in terms of basis functions into this framework. One such family of series expansions are the moment-based methods that have been largely exploited in image reconstruction [22, 5, 33, 3] . In particular Zernike moments [45] provide a linearly independent set of polynomials defined on the unit circle/sphere in 2D/3D. Zernike moments are well-suited for such a task and are commonly used for representing optical aberration in astronomy and atmospheric sciences [34] , as well as for image reconstruction and enhanced ultrasound focusing in biomedical imaging [9, 30, 21] .
Zernike moments are advantageous over regular moments in that they intrinsically provide rotational invariance, higher accuracy for irregular patterns, as well as orthogonality that reduces information redundancy in different coefficients. Zernike polynomials capture deviations from zero mean as a function of radius and azimuthal angle. Furthermore, Zernike moments provide a complete set of orthogonal bases that can be obtained with lower computational precision from input images, which enhances the robustness of the reconstruction procedure. Odd and even Zernike polynomials are given by odd or even choice in azimuthal angle,
where n and m are integers with n ≥ m, θ is the azimuthal angle and ρ is the radial distance between 0 and 1 measured from the center of image. A list of radial components are given in table 2 (from [46] ). For an extensive list of Zernike polynomials in both 2D and 3D we refer the interested reader to [31] . Furthermore, each Zernike moment is defined by projection of the hidden field f (x, y) on the orthogonal bases,
where for m = 0, n = 0 we defined 0n = 1/ √ 2 and mn = 1 otherwise. Finally, superposition of these moments expands the hidden field in terms of Zernike moments:
Semantic autoencoder for inverse-PDE problems
In order to identify the coefficients in the Zernike expansion (8) for hidden fields, we use a semantic autoencoder architecture as proposed by Aragon-Calvo (2019) [2] with Zernike moments being represented by the code at the bottleneck of the autoencoder. Figure 3 illustrates the architecture for the proposed semantic autoencoder. As a test problem, we consider the Poisson equation
with Dirichlet boundary conditions. Discretization. In our architecture we used the standard 5-point stencil finite difference discretization of the Poisson equation in the solver layer, i.e.
and we use the linear algebra solvers implemented in TensorFlow to solve for the solution field.
Architecture. In the training process of a CNN, the kernels are trained at each layer such that several feature maps are extracted at each layer from input data. The CNN is composed of 3 convolutional blocks with 32, 64, 128 channels respectively and kernel size 3 × 3. Moreover, we use the MaxPooling filter with kernel size (2, 2) after each convolutional block to downsample the feature maps by calculating the maximum values of each patch within these maps. We used ReLU activation function in the convolutional layers, followed by Sigmoid activation in dense layers and a scaled Sigmoid activation at the final layer,
such that the actual values of diffusion coefficient are within the range (D min , D max ), known from domain specific knowledge. After each dense layer we applied Dropout layers with rate of 0.2 to prevent overfitting [17, 41] .
Solving 2D inverse-PDE problems
In this section we assess performance of the proposed solution in 2D for two test cases.
Case I. A tilted plane
In the first example we consider a linear diffusion model given by with a maximum relative error of only 2%, while the error in solution field is 1%. It is noteworthy to mention that the accuracy of the results in this architecture are influenced by the accuracy of the discretizations used in the solver layer. While we used a second-order accurate finite difference discretization in this work it is be possible to improve these results by using higher order discretizations instead. We leave such optimizations to future work.
Case II. superimposed Zernike polynomials
We consider a more complicated hidden diffusion field given by
The boundary condition function u BC and the source field f are given by u BC (x, y) = cos(πx) cos(πy) and f (x, y) = x + y. Figure 5 illustrates the performance of the proposed Zernike-based network using a mean absolute error measure for the loss function. We trained the network for 100 epochs using an adam optimizer.
Resilience to noise. We also assess the performance of our scheme on noisy datasets. We considered a Gaussian noise with standard deviation 0.025 superimposed to the solution field. Figure 6 depicts the solution learned from a noisy input image. The network succeeds to discover the diffusion field with comparable accuracy as in the noiseless case. Interestingly, the network removed the added noise from the learned solution, a feature that is similar to application of low-pass filters on noisy images (which we attribute to the CNN).
Learning the inverse transform
In the previous sections, we have applied BiPDE to find the variable diffusion coefficient from a single input image. Another interesting feature of the proposed semantic autoencoder architecture, is to train neural networks to discover the inverse transform for the underlying hidden fields in a self-supervised fashion. In this view, the trained encoder learns the inverse transform function that outputs the hidden parameters given a solution field as input. In this scenario, the network learns the inverse transform, T −1 , defined asD = T −1 (u). In this section we train an encoder that learns the hidden Zernike moments, given an ensemble of solution images.
1D inverse transform
We build a 1D semantic autoencoder using 3 feedforward layers with 100, 40, and 2 number of neurons respectively. We used the ReLU activation function for the first two layers and a Sigmoid activation function for the last layer representing the hidden parameters. A linear solver is then stacked with the encoder as discussed earlier. However, the diffusion map is internally reconstructed using the hidden parameters before feeding the output of the encoder to the solver. We emphasize that in this example, we input the solution fields directly into the network instead of the coordinates as discussed earlier.
As a test problem we consider the 1D Poisson problem with a generic linear form for diffusion coefficient,
We consider identical left and right Dirichlet boundary conditions of 0.2 for all images and let f(x) = sin(πx). We consider random diffusion coefficients a 0 and a 1 with a uniform distribution in [0.25, 0.75] and we generate 1000 solutions over the domain x ∈ [−1, 1]. We train a semantic autoencoder over 900 images from this dataset and validate its performance over the remaining 100 images using a mean absolute error loss function for 1000 epochs. We used a batch size of 100 in our experiments using the adam optimizer. Figure 7 compares the learned and the true coefficients over two independent test samples containing 1000 solutions, with and without a Gaussian noise of standard deviation 0.025, i.e. amounting to < 13% added noise over images. The observed discrepancies, even though at ∼ 10% for a 0 and a 1 , partially stem from relatively small sample size in our experiments and can be improved by enlarging the sample size. Furthermore, the predicted values for a 0 exhibit a systematic increase towards the lower and upper bounds on output of Sigmoid activation function, and hence may be improved by properly scaling the activation functions for the last layer as we discussed in previous sections. This hypothesis is also supported by the improved accuracy at the middle of output range, i.e. around a 0 , a 1 ∼ 0.5, indicative of influence of Sigmoid activation function used in the last layer.
2D inverse transform
We We trained our autoencoder over 900 generated solutions with randomly chosen parameter a 1 and validated its performance on 100 independent solution fields for 100 epochs using a mean absolute error loss function. Then we tested the trained model over another set of 1000 images with randomly generated diffusion maps independent of training dataset. Furthermore, we repeated this exercise over 1000 images with added Gaussian noise with standard deviation 0.025. In each case, the learned parameters are in good agreement with the true values, as illustrated in figure 8 . We note that in two spatial dimensions, learning additional hidden parameters requires convolutional layers with higher number of channels to discover the independent signatures of each unknown parameter on the solution field; this subsequently makes training more expensive. Therefore, in this example we only considered a single unknown parameter to demonstrate the applicability of this approach in higher dimensions.
Conclusion
We introduced BIPDE-Net, a natural tool to infer effective properties of complex media given limited number of observations. The main advantage of BIPDE-Nets is the ability to incorporate physical knowledge about the problem. BIPDE-Net is a versatile algorithm that can be easily applied to arbitrary inverse-PDE problems, and is shown to be extremely data-efficient. We showed performance of this design on multiple inverse Poisson problems in one and two spatial dimensions and we showed how our framework is robust against added noise. We also showed applicability of this framework to discover inverse transforms for different inverse-PDE problems. There are many areas of research that could be further investigated, such as considering diffusion maps with discontinuities across substructures in the domain, using other network layers such as LSTM that are particularly suited to reproduce sequences of data, using higher order numerical solvers and finally tackle more complicated governing PDE problems with a larger number of unknown fields. 
