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We study, theoretically and numerically, a minimal model for phonons in a disordered system. For
sufficient disorder, the vibrational modes of this classical system can become Anderson localized,
yet this problem has received significantly less attention than its electronic counterpart. We find
rich behavior in the localization properties of the phonons as a function of the density, frequency
and the spatial dimension. We use a percolation analysis to argue for a Debye spectrum at low
frequencies for dimensions higher than one, and for a localization/delocalization transition (at a
critical frequency) above two dimensions. We show that in contrast to the behavior in electronic
systems, the transition exists for arbitrarily large disorder, albeit with an exponentially small critical
frequency. The structure of the modes reflects a divergent percolation length that arises from the
disorder in the springs without being explicitly present in the definition of our model. Within the
percolation approach we calculate the speed-of-sound of the delocalized modes (phonons), which we
corroborate with numerics. We find the critical frequency of the localization transition at a given
density, and find good agreement of these predictions with numerical results using a recursive Green
function method adapted for this problem. The connection of our results to recent experiments on
amorphous solids are discussed.
PACS numbers: 63.50.+x, 63.20.Pw, 72.20.Ee, 62.30.+d
I. INTRODUCTION
Despite decades of experimental and theoretical ef-
forts, the mechanical properties of disordered solids re-
main poorly understood. Long-standing challenges such
as explaining the low-temperature properties of glasses
and ultrasound propagation in granular media require
a robust understanding of the effect of disorder on vi-
brational modes and their localization properties. Inter-
est in phonon localization in disordered solids has been
rekindled by recent experiments on colloidal glasses that
mimic several vibrational properties of molecular glasses
on larger length and time scales [1–3]. A significant ad-
vantage of colloidal glasses is that their vibrational modes
can be experimentally reconstructed, and they are found
to exhibit fascinating localization properties. Further-
more, the vibrational modes have been shown to be rele-
vant to understanding the irreversible rearrangements of
the system [4–8].
Since Anderson’s seminal work [10], the localization of
electronic wave-functions in disordered metals has been
the subject of several successful theoretical investigations
[11]. The study of the vibrational modes of a disordered
network of masses and springs (see Fig. 1 ), which is anal-
ogous to the electronic problem, received significantly
less attention. Formally, the spring problem is differ-
ent from the electrons problem due to mass conservation,
leading to the presence of a zero energy mode – see Eq.
(1). Previous approaches to study this problem include
perturbative analysis [12] for weakly disordered solids,
transfer matrix techniques restricted to effectively one
dimension [13–15], numerical studies [16–21] and renor-
malization group approaches [22–25]. One of the success-
ful approaches to modeling vibrations in disordered sys-
tems has been using the framework of Euclidean random
matrices [12, 26–35]. This problem is mathematically
related to the localization problem on sparse graphs [36–
39], to the problem of a random walker in a disordered
environment [24, 40, 41], and was also used to explain
aging and slow relaxations in electron glasses [42–44].
Many important questions remain open regarding the
nature of the localization transition of the vibrational
modes in disordered systems, its dependence on the di-
mensionality and the type of the disorder (non-uniform
masses versus non-uniform springs, for example). Most
studies rely on numerical solutions or study a particular
asymptotic limit, and analytic solutions for tunable dis-
order and system dimensionality are scarce. In this work,
we present a model that is analytically tractable, lead-
ing to insights into the way the localization transition
depends on the disorder magnitude and dimensionality,
and elucidating the emergence of a disorder-dependent
length scale which determines various elastic properties
of the system.
Continuum elastic theories of disordered solids typi-
cally break down below a mesoscopic length scale `∗ (con-
trolled by the amount of disorder) intermediate between
particle diameter and system size [45–47]. In jammed
packings of grains and random networks, `∗ exhibits a
power law divergence whenever the network connectivity
ar
X
iv
:1
20
9.
21
69
v3
  [
co
nd
-m
at.
dis
-n
n]
  1
3 M
ay
 20
13
2l*	  
(c)	  
O(
l* )
	  
(b)	  
(a)	  
Kopt	

FIG. 1. Illustration of our calculational scheme. (a) Start
with a network of identical masses placed randomly, con-
nected by springs with broadly distributed spring constants
– their value exponential in the Euclidean distance between
each pair of masses. Only springs with a strength exceed-
ing a threshold Kopt, defined in the main text, are drawn
as thin lines. (b) A percolating network of connected strong
springs is obtained, yielding a meshwork of pathways, with
characteristic length scale l∗ [9]. (c) The disordered network
is coarse-grained to an effective ordered elastic network, with
masses m∗, spring constants Kopt and length scale of order
l∗. For system size L  l∗ and dimensions d > 1, the low-
lying modes follow continuum elasticity, leading to a Debye
spectrum.
or packing density are lowered towards the critical val-
ues necessary to hold these systems rigid. At low densi-
ties (weak connectivity) the effect of disorder is stronger.
Plane-wave vibrational modes, which satisfy the Debye
density of states, exist only below a critical frequency
ω∗ ∼ 1/`∗ that goes to zero at the critical point.
We present a minimal model for a random elastic net-
work that is able to capture these properties. The model
is presented in detail in section II. In section III, we ar-
gue for Debye spectrum at low frequencies, for dimen-
sions higher than one. Sections IV and V are the core
of this work, where we use percolation theory, as shown
schematically in Fig. 1, to analytically study the nature
of the eigenmodes in the case of strong disorder. We find
that above two dimensions there is always a localization
transition at finite frequency, for arbitrarily large disor-
der. We find an approximate analytical expression for
the critical frequency, which we verify numerically using
a recursive Green function and finite-size scaling tech-
nique, presented in section VI. For the delocalized modes,
we calculate, analytically and numerically, the speed-
of-sound, which is directly related to the low-frequency
spectrum. The mesoscopic length scale `∗ emerges nat-
urally from the percolation picture, and plays a signifi-
cant role in the calculation of the speed-of-sound and the
phase diagram. In section VII, we discuss the implica-
tions of these findings for experiments on colloidal glasses
and other amorphous solids.
II. THE MODEL
Our model of the vibrational properties of disordered
solids is schematically illustrated in Fig. 1a, which shows
point particles (with equal masses, m = 1) randomly
and uniformly distributed in a d-dimensional space, with
average nearest-neighbor distance rnn. Between every
pair of points {i, j} there is a spring with spring constant
Kij . We choose:
Kij =
U
ξ2
e−rij/ξ, Kii = −m
∑
j 6=i
Kij , (1)
where rij is the distance between particles i and j, U is
a characteristic energy scale and ξ is the range of the ex-
ponential interaction. The vibrational frequencies ωi are
related to the eigenvalues λi of the N ×N matrix K, as
ω2i = −λi. This model describes scalar elasticity, i.e., it
neglects the vectorial nature of the forces [24, 26]. The
randomly chosen points represent the equilibrium loca-
tions for the masses. The dimensionless ratio ε ≡ ξ/rnn
controls the strength of the disorder – the low density
limit (ε 1) corresponds to strong disorder.
The reduction to scalar elasticity is not a controlled
approximation, but rather a commonly used simplifica-
tion [48, 49]. Nonetheless, previous works suggest that
the essential properties of the system are preserved; for
example the boson peak and its scaling properties can be
studied within scalar elasticity [50], while the flat diffu-
sivity leading to a plateau in the thermal conductivity
was first predicted within a scalar elastic model [51].
The sum of every row and column of K vanishes, due to
the negative diagonal elements. This ‘sum-rule’ is a result
of momentum conservation, which has important conse-
quences for the localization properties and the resulting
vibrational spectrum [52, 53]. For example, this con-
straint makes the matrix negative-semi-definite, which
guarantees the system vibrates around a stable equilib-
rium and leads to a purely delocalized mode with ω = 0,
corresponding to a uniform translation of all masses.
Without the sum rule, this model is the Lifshitz model
for energies in disordered semiconductors [54]. It is pre-
cisely the difference between the electronic and phonon
problem that enables us to use the percolation formal-
ism here. As we will discuss, the sum-rule makes the
problem mathematically analogous to that of electrons
incoherently hopping between sites, for which the perco-
lation approach has been successfully applied [55].
Anderson localization is a wave phenomenon, and as
such is expected to occur for the classical phonons studied
here, for sufficiently strong disorder. Yet it is not obvi-
ous a priori whether the low-frequency vibrational modes
of this system should be localized or delocalized; It was
previously shown that the states with ω > ω∗ are local-
ized, with ω∗ → 0 at low density [24]. However, since
there is always a delocalized mode at ω = 0, from con-
3tinuity one might expect that in a large enough system,
modes of sufficiently low frequency would also be delo-
calized. We shall show that this is indeed the case above
two dimensions. Another, perhaps simpler, question re-
gards the structure of the density-of-states (DOS) of the
eigenvalue distribution at low frequencies, related to the
diffusive properties of the associated random-walk prob-
lem [56]. Will it be the same as that of an ordered sys-
tem, manifesting a Debye spectrum, P (ω) ∼ ωd−1
cd
(with
c the speed-of-sound), or can the disorder change it qual-
itatively? One may think that a Debye spectrum and
delocalized modes should go hand-in-hand, but we shall
shortly give a counter-example in a one-dimensional sys-
tem. In dimensions higher than one we show that one
always obtains a Debye spectrum at sufficiently low fre-
quencies.
In one dimension and at low densities, the model we
study reduces to a chain of equal masses connected by
random springs. For low densities we can neglect matrix
elements beyond nearest-neighbors, and obtain a power-
law distribution of the remaining ones [14, 15]. For suf-
ficiently small disorder (large enough ε), one obtains a
Van-Hove singularity of P (ω) = const at small eigenval-
ues, which is Debye-like, while for densities lower than the
critical density ε = 1 a sharper power law P (ω) ∝ 1/ωα
occurs, with 0 < α < 1. In the one-dimensional case,
all the eigenmodes are localized for any density, with the
localization length diverging as ω → 0. The fact that
the spectrum can still be Debye-like for ε > 1 shows
that one can have localized states and Debye simultane-
ously. Note, however, that at high densities the nearest-
neighbor model and the one discussed here do not match,
since in our case far neighbors will also be important. We
now proceed to analyze the model in higher dimensions,
focusing mainly on low densities.
III. DENSITY-OF-STATES AT LOW
FREQUENCIES
We argue that the density-of-states corresponds to a
Debye spectrum at low enough frequencies and for d > 1,
for arbitrarily small ε. To show this, it will be useful to
employ two mappings between the vibrational problem
studied here and 1) a classical random walker in a disor-
dered landscape [41, 57] and 2) electrical networks [55].
In the random-walker problem, K describes the
Markov process, and the probability of being on site j
satisfies p˙j = Kjipi; the sum-rule now enforces probabil-
ity conservation. For this diffusion problem, the return
probability ψi(t) is defined as the probability to be at
site i at time t given that the walker was at site i at
time t = 0. It can be shown that the return probability
scales as [24] ψ(t) ≡ ψi(t) ∝
∫
P (λ)e−λtdλ, where ψ(t)
is the average over all sites i, and P (λ) is the density
of states of the matrix K. This formula implies that a
higher DOS at small frequencies corresponds to a larger
return probability at long times, which suggests slower
diffusion. In general, a Debye spectrum (in any dimen-
sion) corresponds to the case of normal diffusion and the
return probability scales as 1/(Dt)
d/2
. Thus, to establish
the existence of a Debye spectrum at low frequencies, it
suffices to prove that at asymptotically long times a par-
ticle will undergo normal diffusion.
To perform this step, we employ the second mapping,
between random walks and electrical networks. Consider
a random resistor network whose resistance between two
sites is proportional to the matrix elements of Kij , i.e.,
the hopping rate. Then, the Einstein relation tells us that
the diffusion coefficient of the network (if it is non-zero)
will be proportional to the conductivity. Therefore, the
question of establishing normal diffusion is equivalent to
proving that a finite conductivity exists in the network.
This result was proved using percolation methods [55], in
an identical system where the matrix elements (resistors)
between two sites depend on both their energy difference
and distance.
For the case of very high (infinite) temperature, the
matrix elements depend only on the distance, exponen-
tially, as in the case we discuss here. Thus, for dimen-
sions higher than one, the result of Ref. [55] shows that
there is conductivity, and therefore diffusion, at asymp-
totic times. Moreover, this allows us to derive the diffu-
sion coefficient, since percolation theory gives the depen-
dence of the conductivity on ε: σ ∝ D ∝ e−Pd/ε [55].
We now explain how this low-frequency Debye-
spectrum relates to the results of Ref. [24], where a strong
(non-Debye) peak was shown to occur in the DOS at very
small frequencies. There, it was shown that for low den-
sities (ε 1) the DOS can be approximated by
P (ω) =
dVde
−Vd2 [log(ω2/2)]d [log(ω2/2)]d−1
ω
. (2)
where Vd is the volume of the d-dimensional sphere. This
result was derived by approximately calculating all mo-
ments of the eigenvalue distribution to an accuracy of
O(εm) with m > 1. If the correct DOS is a Debye spec-
trum at low frequency and Eq. (2) for ω > ω′, then for
sufficiently small ω′ the corrections to the moments will
be sufficiently small to be consistent with the previous
result. We expect that ω′ ≈ ω∗, where ω∗, the delo-
calization transition frequency described in section V, is
sufficiently small.
Although we have shown that above one dimension we
expect Debye behavior to set in at sufficiently low fre-
quencies, the existence of Debye spectrum does not prove
that the eigenmodes are delocalized; indeed, the one-
dimensional example in section II, at low disorder, has
all eigenmodes localized while the low frequency spec-
trum is of the Debye form. What happens in higher di-
mensions? In Appendix A, we show that for the case of
4small disorder ε  1, the eigenmode behavior is remi-
niscent of ordered systems: plane waves are approximate
solutions to the eigenvalue problem [26] for |~k|rnn  1
and ε  1, where k is the wavevector. In Appendix
A we also calculate the speed-of-sound of these delocal-
ized modes, a result which agrees well with exact numer-
ical diagonalization, as we show in Fig. 2. Yet it is not
clear whether the delocalized nature of the eigenmodes
at low frequencies should carry over to the highly disor-
dered case of ε  1 - clearly the eigenmodes cannot be
approximately plane waves as they are in the low disor-
dered case. Nevertheless we now use a coarse-graining
argument to claim that while locally the modes are very
different from plane waves, they resemble plane waves
when averaged spatially. We use percolation theory to
calculate the length scale over which one has to average
to achieve this coarse-grained result.
IV. STRUCTURE OF THE EIGENMODES:
COARSE GRAINING AND PERCOLATION
APPROACH
To determine the low-energy, large-scale modes of the
system, we study the response to a static force applied
to the outside of a large but finite system; that is, we
consider the compressibility. We follow the method for
the equivalent problem of random resistor networks [9],
in which the conductivity corresponds to our model’s in-
verse compressibility. The compressibility of the full sys-
tem can be well described by considering only a subnet-
work of springs, where we keep only Kij ≥ K ′ and set
all the other Kij to zero; see Fig. 1. The full network,
described by K ′ = 0, includes many weak springs, which
do not contribute to the rigidity of the system. If K ′
is large, the subnetwork will not connect the edges of
the system, so the compressibility will be infinite. The
subnetwork just connects the edges of the system when
K ′ = Kc = e−rc , where rc is the critical radius of the
d-dimensional random-site percolation problem [9, 55],
rc = Pd/ε, with Pd = 2(ηc/Vd)
1/d, Vd is the volume of
the d-dimensional unit sphere, and ηc is the standard con-
tinuum percolation threshold [58, 59], giving P2 = 1.20
and P3 = 0.87, and we have taken ξ = U = 1. This
subnetwork is still not a good estimate for the full net-
work’s compressibility, because the external pressure is
concentrated into a large force at a small number of crit-
ical links. Reducing K ′ to a value smaller than Kc gives
a large number of parallel rigidity paths, each of which
has a critical spring with spring constant approximately
equal to Kc. This results in a mesh qualitatively repre-
sented in Fig. 1b. The full network with K ′ = 0 will have
a compressibility close to that of this critical subnetwork
with K ′ = αKc ≡ Kopt, for α a constant of order unity,
independent of ε [9, 60]. Reducing K ′ further does not
significantly change the compressibility, because the weak
springs added are ‘shunted’ by the critical subnetwork.
The critical subnetwork has a natural length scale giv-
ing the size of its “holes” (see Fig. 1b): the percolation
length l∗ = Aε−1|(ropt − rc)/rc|−ν , for ropt = − logKopt
close to rc [9], where A is a constant of order unity and
the critical exponent ν is 4/3 in 2D [61] and 0.875 in 3D
(derived from [62]). Since α is O(1), |ropt − rc| = | logα|
is small, justifying the use of the power-law form: l∗ ∼
ε−(ν+1), which diverges at low density.
All subsystems much larger than l∗ have properties
(e.g., compressibility) similar to the infinite system, so
we can coarse grain the system into boxes with a size of
order l∗, as illustrated in Fig. 1c. For determining the
system compressibility, each box can be approximated as
a spring with a spring constant close to Kopt, correspond-
ing to the critical spring in the network connecting the
edges of the box. Due to the exponential spread in Kij ,
all other springs are effectively stiff (K  Kopt) or bro-
ken (K  Kopt) [9, 55]. By coarse-graining over regions
of order l∗, the resulting distribution of critical springs
will be narrow, and we have essentially replaced the dis-
ordered spring network by an approximately ordered one.
This procedure is only defined in dimensions greater
than one, where percolation occurs. For phonons with
wavelength large compared to l∗, the disorder is aver-
aged away, and the problem maps to that of a weakly
disordered system; this is the mechanism by which delo-
calized modes may come about. The lowest non-trivial
eigenmodes resemble plane-waves when coarse grained at
a scale larger than l∗, as shown in Fig. 4 of Appendix B.
At smaller lengthscales, however, they are highly affected
by the local environment, and appear disordered. At
higher frequencies (but still below the localization transi-
tion) modes can be hybrids of plane-wave-like mode [52].
In the following we use the coarse-graining framework to
calculate the speed-of-sound of the plane-wave-like modes
and the position of the localization transition.
V. SPEED-OF-SOUND AND LOCALIZATION
TRANSITION
Using the coarse-graining construction, we find an or-
dered system on length scales  l∗, and thus we expect
to find large-scale delocalized plane-wave modes. We can
readily find the speed-of-sound of these modes at low
densities, where percolation applies: c = l∗
√
Kopt/m∗,
where m∗ is the effective mass of each coarse-grained os-
cillator. Since the volume of each coarse-grained box is
comparable to l∗d, we expect the total mass of each block
to scale as m∗ ∼ εdl∗Dp ∼ εd−(ν+1)Dp , where the fractal
dimension of the percolating cluster Dp is smaller than
the system dimensionality d, and is approximately 1.9 in
2D and 2.5 in 3D [63].. Combining these results for l∗,
m∗ and Kopt gives:
5c ∼ e−Pd2ε ε−[d/2+(ν+1)(1−Dp/2)]. (3)
The framework presented here also also allows us
to find where the localization/delocalization transition
should occur; The coarse-grained picture cannot describe
features smaller than l∗, so we expect the delocalized
plane-wave modes to cease to exist as their wavelength
approaches l∗. We can estimate the delocalization tran-
sition frequency
ω∗ = ck∗ ≈ c
l∗
= e−
Pd
2ε ε(ν+1)Dp/2−d/2. (4)
Taking the Debye spectrum below ω∗, P (ω) ∼ ωd−1
cd
,
and using the value of c from Eq. 3, we can estimate the
number of delocalized modes, and find that it scales as
ενd. As one goes to higher disorder (lower ε) the fraction
of delocalized modes decreases, becoming negligible at
large disorder.
VI. NUMERICAL ANALYSIS OF THE
EIGENMODES
We perform numerical studies to test Eqs. 3 and 4.
The prediction of Eq. 3 is corroborated numerically in 2d
in Fig. 2, comparing the exact diagonalization of large
matrices. For each ε ≤ 0.2, we determined c by av-
eraging results from 2000 realizations with N = 20000
sites with free boundary conditions. For each ε > 0.2 we
used a single realization with N = 10000. For each ma-
trix, the low-lying eigenvectors were determined. We dis-
carded the uniform mode and Lifshitz modes [54], where
a small number of sites are isolated from their neighbors.
The smallest remaining eigenvalue −ω20 gave c = Lω0/pi,
where the system has linear size L = N1/d/ε, taking
ξ = 1. For ε from 0.2 to 0.044, the standard deviation in
values of c ranged from 1% to 30% of the mean, respec-
tively. The points shown in Fig. 2 are well determined,
with statistical error smaller than the symbol size. Ap-
pendix B shows further results that the degeneracies of
the low-lying eigenvalues match what is expected from
plane waves in an ordered box geometry, see Table S1.
Moreover, Fig. 4 in Appendix B shows the average spa-
tial profile of these low frequency modes, which is plane-
wave-like.
Following the same reasoning as the standard one
for ordered systems, the DOS which follows from these
plane-wave-like modes will be a Debye spectrum, and at
low frequencies we find that P (ω) ∼ ωd−1
cd
. This is consis-
tent with the results of the alternative derivation for the
form of the DOS at low frequencies presented in section
III, which relies on mapping this problem to the diffu-
sion problem of a classical random walker in a random
landscape.
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FIG. 2. The speed of sound of the low frequency delocalized
modes as a function of the density parameter ε, for a two-
dimensional system. A low value of ε corresponds to a highly
disordered, sparse network, where the distribution of spring
constants is very broad. The energy scale U = 1, see Eq.
1, and ξ = 1. The straight line shows the exact prediction
at high densities, see Appendix A. The other line shows the
prediction of Eq. 3 of an exponentially suppressed speed at
low densities, as predicted from percolation theory, taking the
prefactor as a fitting parameter. The points are numerically
determined from finite systems, as described in the main text.
We have used a recursive Green function and finite-size
scaling technique to systematically investigate whether
states are localized or delocalized in the infinite-size sys-
tem [64, 65], with results shown in Fig. 3. We adapted
the technique from the one used in Ref. [ 66], which
studied the same system without the diagonal terms of
K; see Appendix C for details. The percolation predic-
tion of Eq. 4 indicates that the delocalized modes should
persist to arbitrarily small ε. Due to numerical precision
limitations, we cannot study ε ≤ 0.05 in three dimen-
sions and thus cannot numerically determine if there is a
smaller ε at which all states are localized. Nonetheless,
the prediction of Eq. 4 is in good agreement with the nu-
merically determined boundary, as shown in Fig. 3, for
both two and three dimensions. The numerical results
for 2d also suggest a phase transition, in contrast to the
behavior of electronic systems, where it is known that ar-
bitrary small fluctuations will lead to localization in the
orthogonal ensemble (which is the appropriate ensemble
considering the symmetries of our problem) [67]. Further
numerical and analytical study is needed, however, in or-
der to disprove or establish the existence of delocalized
eigenmodes in d = 2.
VII. CONNECTION TO AMORPHOUS SOLIDS
AND COLLOIDAL GLASSES
Despite its simplicity, our model captures well vari-
ous features of realistic amorphous solids, such as (a)
the transition between Debye and non-Debye behavior
in the spectrum (b) the corresponding change in the na-
6FIG. 3. Phase diagram showing the localized and delocal-
ized modes dependence on density (ε) and frequency in two
and three dimensions. As predicted in Eq. 4, there are both
localized and delocalized modes at any density, and at low
densities the critical frequency ω∗ below which modes are de-
localized depends on ε according to Eq. 4. The only fitting
parameter in each line is the prefactor. White squares indi-
cate parameters where states are so strongly delocalized that
numerical results did not converge; see Appendix C.
ture of the eigenmodes (delocalized versus localized) and
(c) the dependence of the speed-of-sound of the delo-
calized modes on the connectivity of the system. For
example, the low frequencies regime of Debye spectrum
has proved very difficult to observe experimentally in col-
loidal glasses [68]. Our work shows analytically that the
extent of this regime can be extremely small for strongly
disordered systems but it exists nonetheless. Our pa-
rameter ε describes the degree of connectivity of the sys-
tem, and our predictions for the dependence of ω∗, the
crossover frequency to a Debye spectrum, qualitatively
explains the dependence observed in amorphous solids,
where (Z −Zc) plays the role of ε (with Z the coordina-
tion number).
The emergence of l∗ from our theory is another im-
portant feature which has been found in real amorphous
solids, but never connected to percolation theory. Both
in experiments and within our model, there is a power-
law divergence of l∗ as a function of the ‘sparsity’ of the
system (described by (Z − Zc) or by ε). In both cases
ω∗ ∼ 1/l∗. We show that within our model the speed-
of-sound vanishes as ε → 0, with direct parallel to the
“softening” experimentally and numerically observed in
jammed solids close to Zc [69–71]. Therefore, our model
provides a natural framework to predict the mechanical
properties of these fragile solids close to the threshold of
vanishing rigidity.
It should be emphasized, though, that this is a simpli-
fied model, amenable to analytic treatment – it should
not be expected to predict quantitatively the transition
frequencies in real amorphous solids. Rather, it illus-
trates that there should be such a transition in the char-
acter of the vibrational modes and how it depends on
the dimensionality and connectivity of the system. For
instance, our analytic framework predicts the dependence
of the localization properties on dimensionality, showing
that d = 2 is a critical dimension, and that the behavior
in 1d is very different from higher dimensions, because
there is no percolation in one dimensional systems.
We believe that further insights in the physics of amor-
phous solids can be gained from studying further this
minimal model and compare its predictions for the ther-
mal conductivity and phonon scattering with relevant ex-
perimental studies of glasses at low temperatures.
VIII. CONCLUSIONS
We have studied the vibrational spectrum of a disor-
dered system, using analytical arguments relying on per-
colation theory and a coarse-graining analysis, numer-
ically exact diagonalization, and finite-size scaling. We
find that for d > 1, there is a critical frequency ω∗ vanish-
ing with density, below which a Deybe DOS is observed.
This frequency marks a localization-delocalization transi-
tion of the vibrational modes. In two dimensions further
studies are needed in order to ascertain whether this is
a true phase transition. We analytically account for the
speed-of-sound of the delocalized modes, both for the low
and high density regimes, using a percolation approach.
A lengthscale l∗ emerges, which affects the speed-of-
sound and the phase transition. This lengthscale appears
in various experiments on amorphous solids, and we dis-
cuss the applicability of our work to such systems. In the
future, it would be interesting to study heat transport
in these systems and to compare results of the minimal
model presented here with those of amorphous solids.
ACKNOWLEDGMENTS
We thank B. I. Halperin, M. Ortun˜o and P. Le Doussal
for useful discussions. AA was supported by a Junior Fel-
lowship of the Harvard Society of Fellows. VV thanks the
Feinberg foundation and the Harvard Society of Fellows
for their support.
∗ These authors contributed equally to this work.
7APPENDIX A: SPEED-OF-SOUND AT HIGH
DENSITIES
At high densities, Ref. [26] gives a simple argument
showing that plane waves solutions can be found at high
densities. Indeed, the eigenvalue equation is
∑
j Kijuj =
λui, which can be written as:∑
j 6=i
f(rij)uj +Kiiui = ui, (5)
where f(r) = exp(−r/ξ). Using the fact that Kii =
−∑j 6=i f(rij), and guessing an eigenmode uj = ei~k·~rj ,
the eigenvalue equation becomes∑
j 6=i
f(rij)[e
i~k·(~rj−~ri) − 1] = λ. (6)
Provided that the sum can be well approximated by an
integral, the LHS is independent of i, showing that it is
indeed an approximate eigenmode. There are two condi-
tions for this to be valid: 1) The points should be dense
enough such that the function f(r) is well sampled (i.e.,
that we can view the sum as a discretized version of the
integral). This is equivalent to the condition ξ  rnn,
i.e., ε  1. 2) In a similar fashion, the points should
be dense enough that the function ei
~k·~r is well sampled.
This leads to the condition |~k|  1/rnn. If conditions
(1) and (2) are met, we find that:
λ ≈ εd
∫
d~rf(~r)[ei
~k·~r − 1]. (7)
If we denote the d-dimensional Fourier transform of f(~r)
by F (~k), this leads to [26]: λ = −ω2 = εd[F (k)− F (0)].
For our exponentially decaying matrix elements, in 2D
we find that for long wavelength phonons with 1/k  ξ,
ω = ck, with:
c2 = 3piε2, (8)
where U = ξ = 1. Thus, these long wavelength phonons
are indeed acoustic ones, with a well-defined speed of
sound c. This result is verified numerically in Fig. 2.
Repeating the same procedure for 3D, we find:
c2 = 16piε3. (9)
APPENDIX B: NUMERICAL VERIFICATION OF
DELOCALIZED MODES
We use two numerical techniques to verify the exis-
tence of delocalized modes in this model: diagonalization
of finite systems and a recursive Green function method
with finite size scaling. In this section, we describe the
former calculations, and in the next section we describe
the latter. In both cases, the numerical analysis must
truncate Eq. 1, so the elements Kij are set to zero for
rij > rcutoff .
For sufficiently large cutoff values (generally 3-5 times
rc, the critical percolation radius, described in section ),
the results are independent of the value of the cutoff, as
they should be.
For the exact diagonalization, we must discard some
low-energy modes. When a single point is further than
rcutoff from its nearest neighbor, the resulting eigenspec-
trum of K contains a mode perfectly localized at that
point with frequency zero. Without rcutoff , such modes
would still exist, with frequencies exponentially small in
the distance to other sites; such modes are called Lif-
shitz modes [54]. When looking for low-lying modes, we
remove from consideration all such Lifshitz modes, de-
fined as those with participation ratios of order unity
with vanishingly small frequencies; such modes are also
overrepresented in calculations with free boundary condi-
tions, which are the most convenient to use in the degen-
eracy analysis below. The contribution of these modes
to the density-of-states is negligible for a large enough
system and for small enough frequencies, since it goes
to zero faster than any power-law (note that this relies
on the exponential decay of the matrix elements, and for
other forms decaying faster with the distance this asser-
tion might be false).
Aside from the Lifshitz singularities, the low frequency
modes appear to be delocalized in these finite systems in
two and three dimensions. In two dimensions, the low-
est two non-trivial frequencies are nearly degenerate, and
in three dimensions triply degenerate, as expected from
the analysis of eigenmodes in an ordered square lattice
geometry with free boundaries. Looking at higher non-
trivial eigenfrequencies, their values are consistent with
the coarse-grained ordered picture, predicting particular
ratios of the low-lying frequencies, as shown in Table 1.
The average spatial profile of these low frequency
modes clearly shows plane wave oscillations, as shown
in Fig. 4.
APPENDIX C: RECURSIVE GREEN FUNCTION
CALCULATIONS
The recursive Green function technique with finite-
size scaling was first used to study Anderson localization
by MacKinnon and Kramer [64]. It studies quasi-one-
dimensional systems with one very long axis and d − 1
shorter axes of width w. The system is built recursively
by stitching together many (d−1)-dimensional strips. In
the original Anderson model, each site is coupled only to
its nearest neighbors, so each new slice has direct cou-
plings only to the closest neighbors; this property is es-
sential for the recursion.
In Ref. [72], we extended this technique to non-lattice
problems, as studied in this paper. Without a lattice, the
8Index ω, 2D ord. ω, 2D num. ω, 3d ord. ω, 3d num.
1 1 1 1 1
2 1 1.022 1 1.014
3
√
2 1.415 1 1.033
4 2 1.994
√
2 1.390
5 2 2.004
√
2 1.397
6
√
5 2.222
√
2 1.426
7
√
5 2.244
√
3 1.678
8
√
8 2.826 2 1.950
9 3 3.001 2 1.991
10 3 3.042 2 2.037
TABLE I. Comparison of the frequencies of the low lying
modes of the perfectly ordered case (ord.) and the numer-
ical results (num.) on the disordered case in 2d and 3d, for
free boundary conditions. The first non-trivial frequency is
normalized to 1. For the two-dimensional case N=500,000,
and for the three-dimensional case for N=100,000. For both
cases ε = 0.1
FIG. 4. The lowest frequency mode is shown for a single
matrix with N = 500, 000, ε = 0.1, in two dimensions. The
amplitudes were binned along one of the sides of the square in
which the points are randomly chosen, and the graph shows
the sum of amplitudes in each bin. While the eigenmode itself
is not a simple plane wave, after ‘coarse-graining’ in this way
one obtain a cosine profile, precisely as would be obtained in
an ordered system.
quasi-one-dimensional system is stitched together from
slices of width w and length l, which contain a random
number of sites, chosen from a Poisson distribution with
a mean density εd. In order to have particles in each slice
interact only with particles in the nearest neighbor slices,
we must impose a cutoff on the interaction between sites.
That is, we set exp(−r) → 0 for r ≥ Lc for some cutoff
Lc. Since we use periodic boundary conditions in the
d− 1 dimensions of the slice, we choose the cutoff to be
Lc = min[l, w/2]. Since there is no lattice, w and l must
be chosen appropriately large so that the system is not
disconnected.
We begin with a single slice of width w and length l.
We add a second slice and find the portion of the energy-
resolved Green function G(λ) that connects any site in
slice 1 to any site in slice 2. We recursively add more
sites, always finding the portion of G connecting sites
in slice 1 to sites in slice N , GN1N (λ) = 〈1|GN (λ)|N〉.
GN1N (λ) is an M1 ×MN matrix, where Mi is the number
of sites in slice i. The probability for a particle injected
with energy λ into slice 1 to make it to any site in slice
N is
PN = Tr[G
N
1N (λ)]
1/2. (10)
Since all states are localized in 1d systems, PN decays like
exp(−2Nl/`w), for localization length `w. We extract the
effective localization length at energy λ and width w by
2
`w
= − lim
N→∞
logPN
Nl
. (11)
N must be chosen large enough to get good statistical ac-
curacy for `w [65, 73]. Statistically, the system behaves as
though it consists of Nl/`w independent and identically
distributed samples chosen from a normal distribution,
so the sampling error decreases as N−1/2.
When `w has been acquired for a range of widths w,
the theory of single-parameter scaling is used to extrap-
olate to the infinite-size system [64, 65, 74]. According
to single-parameter scaling, for sufficiently large w that
irrelevant corrections can be neglected, the dimensionless
scaling variable Λw ≡ `w/w obeys a universal scaling law
Λw = F
[
φ(ε, λ)
w
]
(12)
for some unknown universal function F , where φ(ε, λ)
characterizes the infinite-size system: it is the local-
ization length for localized systems and the correlation
length for delocalized systems. In particular, if Λw in-
creases with w, then the state is delocalized and if Λw
decreases with w, then the state is localized. This is the
approach adopted to determine the phase diagram in Fig-
ure 3. Single-parameter scaling has been demonstrated
to hold in similar systems without the sum rule [72], but
it has not yet been proved in this system. It is possible
that the emergence of the percolation length l∗ would
cause a breakdown in the single-parameter scaling, but
the data so far do not show any such signs.
The details of setting up the recursive Green function
calculation have been extensively given elsewhere [75, 76].
The basic principle is that, in each step, the exact Green
function GN of the wire with N slices and the exact
Green function of the new slice g are known. We write
G0 = G
N +g. The interaction V that connects them can
be treated non-perturbatively using a Dyson equation
GN+1 = G0 +G
N+1V G0 = G0 +G0V G
N+1. (13)
Matrix elements taken on Eq. 13 give the recursion rela-
tions required.
9For our case, the sum rule in the definition of the ma-
trix K means that the interaction V contains not only
off-diagonal terms connecting sites in the two slices, but
also contains diagonal terms, adjusting the on-site en-
ergy of each site. This does not pose any difficulty for
the method, but requires more matrix operations per cal-
culation, increasing the cost of the calculation.
In each calculation, we choose the values of λ we wish
to study, and for each λ store the matrices GN1N , G
N
11 and
GNNN . For the N + 1st slice being added to the system,
it has a Hamiltonian K and the off-diagonal interaction
connecting the existing wire to the new slice is U . Then
in the usual problem, without the sum rule, the result is
GN+1N+1,N+1 = (λ−K − U†GNN,NU)−1, (14)
GN+11,N+1 = G1,NUG
N+1
N+1,N+1, (15)
GN+11,1 = G
N
1,1 +G
N
1,NU(G
N+1
1,N )
†, (16)
where we used g−1 = λ −K. When we include the sum
rule, the interaction contains the off-diagonal terms U ,
the diagonal terms UN acting on the sites in the Nth
slice, and the diagonal terms UN+1 acting on the sites of
the new slice. Then we find
GN+1N+1,N+1 = [λ−K − U†(1MN −GNN,NUN )−1GNN,NU − UN+1]−1, (17)
GN+11,N+1 = G
N
1,N [1MN + UN (1MN −GNN,NUN )−1GNN,N ]UGN+1N+1,N+1, (18)
GN+11,1 = G
N
1,1 +
{
GN1,NU(G
N+1
1,N )
† +GN1,NUN (1MN −GNN,NUN )−1[(GN1,N )† +GNN,NU(GN+11,N+1)†]
}
. (19)
If the calculations are done all at once, there is no
need to store G1,1. But it is often convenient to break
the calculation of a very long wire into many smaller
pieces, and then stitch them together. This stitching
requires that G1,1 be stored. Consider one wire with N1
slices with recursively calculated Green functions GN11,1,
GN11,N1 , and G
N1
N1,N1
and a second wire with N2 slices with
recursively calculated Green functions gN21,1, g
N2
1,N2
, and
gN2N2,N2 . Let N = N1 +N2. Then we can stitch g onto G
to find
GNN,N = g
N2
N2,N2
+GNN1+1,N2Ug
N2
1,N2
+
{
(gN21,N2)
† +GNN1+1,N2Ug
N2
1,1)
[
1MN1 − UN1+1gN21,1
]−1
UN1+1g
N2
1,N2
}
, (20)
GNN1+1,N2 = g
N2
1,N2
[
1N1+1 − UN1+1gN21,1
]−1
U†GN1N1,N1D, (21)
D =
[
1MN1 − UgN21,1(1MN1+1 − UN1+1gN21,1)−1U†GN1N1,N1 − UN1GN1N1,N1
]−1
, (22)
GN1,N = G
N1
1,N1
DU
{
1MN1 + g
N2
1,1
[
1MN1 − UN1+1gN21,1
]−1
UN1
}
gN21,N2 , (23)
GN1,1 = G
N1
1,1 +G
N1
1,N1
D
{
UgN21,1
[
1MN1 − UN1+1gN21,1
]−1
U† + UN1
}
GN11,N1 . (24)
It is generally desirable to let N be large enough that
the statistical error in `w is less than 1%. For values of λ,
ε where the states are highly delocalized, `w can be very
long, requiring an inordinate length N to get reasonable
errors. Conveniently, the values of `w are reasonable for
the localized states and the nearby delocalized points, so
we can extract the delocalization boundary ω∗(ε), while
we cannot quite prove that the strongly delocalized states
are actually delocalized. Care must be taken to avoid
both overflow and underflow in storing G1,N , as detailed
in Ref. [ 76].
Figure 5 shows some of the calculations used to create
Figure 3. The statistical error bars are smaller than the
data points for all but the lowest energy (most delocal-
ized) state. For these simulations, l = 50 and N ranged
from 2 · 105 to 2.6 · 107.
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FIG. 5. Part of the data used to produce the phase diagram
in Figure 3. For ε = 0.097 in d = 2, we show Λw(w). The
phase boundary between the localized (sloping down) and de-
localized (sloping up) energies is clear.
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