Mathematics 4330/5344 -# 5 Approximation of Functions
In this lesson we will consider the use of Matlab in a brief introduction to some isolated topics in approximation theory. Often in applications one is confronted with the need to approximate a function f (x) by some other, perhaps more convenient function p(x) or it may happen that we only know the function y = f (x) at a discrete set of points (data) of the form y j = f (x j ) and an analytic approximation p(x) is need to, for example, find the maximum or minimum of the function f (x) over a range of x values. It cn also happen that the original f (x) is to complicated to study either directly or efficiently in which case we want to approximate f (x) by a simpler function. One of the first classes of functions to use for approximations and certainly the easiest to evaluate on the computer is the class of polynomials. Every polynomial p(x) of degree at most n is a finite linear combination of the basic functions
i.e.,
a j x j−1 .
One question to ask is "what functions can be approximated by these simple functions?" A very famous result -the Wierstrass Approximation Theorem -in matheamtics is that every continuous function on an interval [a, b] can be approximated to any desired accuracy uniformly by polynomials. Unfortunately, this theorem doesn't say how well a given function might be approximated. As we will see, if the function to be approximated has some smoothness -differentiability -in addition to continuity, we can often say more about how well it can be approximated. Furthermore, even for continuous functions there are many different polynomials that one can use to carryout the approximations. We will discuss these issues briefly in this lesson.
Polynomial Interpolation
In this section we consider the question of polynomial approximation by way of interpolation at a mesh of points. Some of the material in this section is taken from van Loan's book [2] .
The specific problem can be stated as follows:
Given x 1 , x 2 , · · · , x n (distinct) and y 1 , y 2 , · · · , y n , find a polynomial p n−1 (x) of degree (n − 1) such that p n−1 (x i ) = y i for i = 1 : n.
Vandermonde Method
We will first consider the Vandermonde Method for the basis {x
. In this case we seek numbers {a j } n j=1 so that
satisfies the following system of n equations in n unknowns
This system of equations can be written as 
You have seen several methods for building the Vandermonde coefficient matrix for this system of equations. Given a vector x = [x(1) x(2) · · · x(n)], the simplest way to build the coefficient matrix V is to use the vander command in Matlab:
where we have reversed the order of the coefficients since in Matlab a polynomial p(x) of degree (n − 1) is considered as a vector a = [a n , a n−1 , · · · a 1 ] of its coefficients written in descending order, i.e.
Consider an example where we have some function y = f (x) giving data y i = f (x i ) with i = 1, 2, 3, 4 and we want to build a polynomial of degree 3:
x=[-2; -1; 1; 2]; y=[10; 4; 6; 3]; V=fliplr(vander(x)) %build proper coefficient matrix a=V\y; aa=flipud(a); %reverse of of the coefficients xx=-2:.1:2; %build a mesh of points p=polyval(aa,xx); %evaluate the poly at the mesh plot(xx,p) grid
The programs InterpV.m and ShowV.m are contained in Chapter 2 of the book [2] . This file solves the interpolation problem and returns the vector a: function a = InterpV(x,y) % % Pre: % x: column n-vector with distinct components. % y: column n-vector. % % Post: % a: column n-vector with the property that % if p(x) = a(1) + a(2)x + ... a(n)x^(n-1) then % p(x(i)) = y(i), i=1:n % n = length(x); V = ones(n,n); for j=2:n % Set up column j. V(:,j) = x.*V(:,j-1); end a = V\y;
This next file is a nice example of what the effect on approximation is using interpolation at four different sets of points randomly chosen in the interval [0, 2π]. from what it is in the file in you directory. The reason is that I did not go into building the function file HornerV.m to evaluate the polynomial a at x0. Instead I used Matlabs builtin polynomial evaluation command polyval after using flipud to reorder the polynomial coefficients.
Newton Method
Sometimes it is advantageous to use a basis different from the set {x j−1 } n j=1 . For example we might consider products of monomials like {(x − a i )} for some numbers a i .
As an example of this method suppose, just as in the example above, we have data
In this case, instead of using the basis 1,
and we seek coefficients c 1 , c 2 , c 3 , c 4 so that
satisfies the equations
Solving for the c i reduces to solving the system of equations
In the general case of n data points to find a polynomial p n−1 (x) of degree (n − 1), we first observe that if we set c 1 = y 1 , then find the polynomial
that interpolates the data
Then our desired polynomial is
There are, of course, many ways to solve the resulting system of equations. One method is given by the floowing code from [2] function c = Interp_N(x,y) % % Pre: % x: column n-vector with distinct components. % y: column n-vector. % % Post: % c: a column n-vector with the property that if
The following program from [2] uses recursive programming to solve for the c j and is definitely the most efficient. (1)
Another difficulty encountered here is that we need an efficient method to evaluate the resulting polynomial. The following is a Matlab code takne from [2] that provides a generalized Horner's method (synthetic division) for efficiently evaluating the resulting Newton Polynomials. a vector the same size as z with the property that if
m. % n = length(c); pval = c(n)*ones(size(z)); for k=n-1:-1:1 pval = (z-x(k)).*pval + c(k); end
Efficiency and Accuracy of These Methods
The following is a code from [2] for comparing the efficiency of the Vandermode and Newton Methods: %7.0f %7.0f',n,f1,f2,f3)); end This shows that the Vandermonde method is much less efficient and that the recusively solved Newton method is the most efficient.
We now know that we can interpolate a function at given points, but the question remains, "how well does it approximate the function?" The answer depends on derivatives of the function to be approximated. First we note that a polynomial of degree (n−1) that interpolates n pairs (x j , y j ) is unique. This follows because if p 1 (x) and p 2 (x) interpolate these n points then
is identically zero by the Fundamental Theorem of Algebra. It can be shown that
The following from [2] is a classic example of the problem encountered in using interpolating polynomials to approximate a function. The function used in this example, first given by Runge, is
% Script File: RungeEg % % For n=10:13, interpolants of f(x) = 1/(1+25x^2) on [-1,1]' % are of plotted. % close all x = linspace(-1,1,100)'; y = ones(100,1)./(1 + 25*x.^2); for n=10:13 figure xEqual = linspace(-1,1,n)'; yEqual = ones(size(xEqual))./(1+25*xEqual.^2);; cEqual=Interp_N(xEqual,yEqual); pvalsEqual = HornerN(cEqual,xEqual,x); plot(x,y,x,pvalsEqual,xEqual,yEqual,'*') title(sprintf('Equal Spacing (n = %2.0f)',n)) end As you will see in Exercise 2, below, the choice of interpolating nodes plays a big role.
Approximation of smooth functions -Taylor's Method
From calculus you know that if a function is "smooth" enough (analytic) then it can be represented, at least near a certain point, as a converegent power series. For example, if f is analytic in a neighborhood of a point x 0 , then we have
By truncating the series we obtain a polynomial approximation to f :
On the other hand, if f is only (n + 1) times differentiable near a point x 0 with the (n+1)st derivative continuous near x 0 , then we can still approximate f with a polynomial, called the Taylor polynomial, with remainder which gives an estimate of the error.
This formula can be used to estimate the error in approximation:
On the other hand there are functions for which this gives little information. Consider the
f is smooth but f (j) (0) = 0 for all j so that for x near zero the Taylor expansion gives no information for x near 0. Indeed the Taylor polynomial is zero and the only nonzero term is the error term.
Similarly, there are functions which are no-where differentiable or are only a few times differentiable at a point x 0 . For example, f (x) = x 5/2 is only twice continuously differentiable at x = 0. So the best you could do with a Taylor polynomial expansion at 0 is (for x near zero) a linear polynomial.
The following function, which is defined in terms of an infinite sum, defines a continuous but no-where differentiable function: One other disadvantage with the Taylor Method is that one has to know the derivatives of f at the point of expansion. Computing the derivatives is not so easy in some cases. So we hope there is a better way. There are several. One is to use a symbolic software package to compute the derivatives for you. Better yet, most of the computer algebra systems contain simple commands for constructing Taylor polynomials. For now my goal is for you to learn how to write programs so we will pretend the best way doesn't exist.
As an aid to get you started build the file named fun1.m 
Approximation of Continuous Functions
The Taylor Method cannot be used to approximate functions which happen to only be continuous. Nevertheless there is a very famous theorem in mathematics which states: 
The proof of this result is often given constructively using the Bernstein polynomials. In particular, given a continuous function f we have
Then we have
where
Here 
and you want to use this to approximate a function f (x) on an interval [a, b] .
The formula 
The following code bern2.m includes this modification. 
Chebyshev Polynomial Approximation
We have already seen that the choice of nodes and basis functions can have considerable impact on how well a polynomial approximation works. We now turn to an almost magical set of basis functions, the Chebyshev polynomials, T n (x). These basis functions are only one of a special general class of polynomials refered to as orthogonal polynomials -what ever that means doesn't matter now. We consider the Chebyshev polynomials T n (x) which are polynomials that can be defined a great many ways. Each of the following can be used to define the Chebyshev polynomials:
1. T n (x) = cos(n acos (x)) for n = 0, 1, 2, · · · .
With
Up to a constant T n (x) is the polynomial solution of the differential equation
6. They are the orthogonal polynomials with respect to the weight function 1 
and where
Notice that the approximation of f requires the values of f at the zeros of the (n+1)st Chebyshev polynomial.
The following is a sample code I called cheb2.m that carries out Chebyshev approximation on an interval [a, b] . 
Non-Polynomial Approximation
A good question is, "what can be said concerning non-polynomial approximation?" The fact is that there are many such approximations. We now consider just one such approximation method that requires knowledge of certain values of the function we want to approximate in order to obtain an approximation on the whole real number line. This is a very important example both historically and in practice. The historical underpinnngs goes back to the following famous theorem.
Theorem (Shannon Sampling Theorem) If f is an analytic function such that
for all real numbers x where
The conditions on f in the electrical engineering literature are that f is a band limited signal in the sense of low pass filters. Once we have talked about Fourier transforms this will make more sense. What the result says is that we only need to know the values of such a function at the equally spaced points kh where h is a positive number called the bandwith and the k values are the positive and negative integers and zero. This is a basis for digital signal processing for signals of known frequency limits.
The important thing for us is that for quite general smooth functions, the truncation of the infinite sum on the right above gives a very good approximation. Namely,
This method of approximation, just like the earlier ones, can be applied to approximate functions which are only given on an interval (a, b) but, in contrast, the functions must be zero at the end points. The procedure goes as follows, let f be a function given on an interval (a, b) and such that f (a) = 0 and f (b) = 0. Then define
With this we have, for all x ∈ (a, b),
The points x k are the image of the values kh under the inverse of the function φ, i.e., if z = φ(x) then x = (be z + a)/(e z + 1). Heres one possible version of the file sinc.m function y=sinc(x) y=sin(pi*x+eps)./(pi*x+eps);
In this program I have introduced the value eps (see help eps) which is a number in matlab just larger than machine zero so that our sinc function can be evaluated at x = 0. More importantly it is set up so that it can be evaluated at a vector x.
Here is one version of the file for sinc approximation of functions that are zero at the end points (I called it sincapp0.m) To use this program you will need to build a function file named funs0.m which can be constructed by loading fun2.m, modifying it and saving it as funs0.m. Use the functions 
