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2. Introduction
In 1872, Felix Klein wrote in his accession to the University of Erlangen a
scientific program for the classification of geometric subjects, which later became
famous as “Erlanger Programm”. He formulated the following general problem: “Es
ist eine Mannigfaltigkeit und in derselben eine Transformationsgruppe gegeben. Man
entwickle die auf die Gruppe bezu¨gliche Invariantentheorie.” (see [Kle93]). This can
be freely translated into modern mathematical language as
“Study mathematical objects via their automorphisms.”
This approach has been successively implemented in many areas of mathematics,
for example the study of manifolds via the mapping class group, Riemannian man-
ifolds via isometries, field extensions via the Galois group, algebraic varieties via
automorphisms.
In this thesis, we focus on the study of the affine space An via its automorphisms.
Shafarevich introduced on the automorphism group Gn := Aut(An) the structure
of an “infinite dimensional variety”, a so-called ind-variety (see Section 3.2). The
slogan of this thesis is
“Study the automorphism group of the affine space within the
framework of ind-varieties.”
2The thesis is organized as follows. In Section 3 we introduce the basic concepts
and notions that we will need. In Section 4 we give an overview of the results in
the articles of this thesis. Thereafter we list all these articles.
We work over an uncountable algebraically closed field k of characteristic zero,
if not explicitely stated otherwise.
3. Fundamentals
3.1. The automorphism group Gn = Aut(An). An endomorphism of An = kn
is a map of the form
g : An → An , (a1, . . . , an) 7→ (g1(a1, . . . , an), . . . , gn(a1, . . . , an))
where g1, . . . , gn ∈ k[x1, . . . , xn] are polynomials and we use the notation g =
(g1, . . . , gn). An automorphism of An is an endomorphism that admits an inverse
which is also an endomorphism. We denote by En the monoid of endomorphisms
and by Gn the group of automorphisms. Moreover we define the degree of g =
(g1, . . . , gn) ∈ En as deg g := maxi deg gi.
There are two prominent subgroups in Gn: The group Affn of affine linear auto-
morphisms (i.e. the automorphisms g with deg g ≤ 1) and the group Jn of triangu-
lar automorphisms (i.e. the automorphisms (g1, . . . , gn) where gi = gi(xi, . . . , xn)
depends only on xi, . . . , xn for each i). The group TGn of tame automorphisms is
the subgroup of Gn generated by Affn and Jn.
Whereas the group G1 = Aff1 is an algebraic group, for n > 1, the group Gn is
not an algebraic group anymore.
In the case n = 2, it is known that G2 has a decomposition as an amalgamated
product of the subgroups Aff2 and J2 over their intersection and consists thus only
of tame automorphisms (see [Jun42] and [vdK53]). Due to this decomposition a lot
is known, for example: every algebraic group is conjugate to a subgroup of Aff2
or to a subgroup of J2 (see [Kam79]); every action of the additive group Ga on
A2 is a modified translation, i.e. for suitable coordinates (x, y) of A2 and for some
polynomial p ∈ k[y] the action has the form (t, (x, y)) 7→ (x+tp(y), y) (see [Ren68]).
In the case n = 3, it was long time conjectured by Nagata that a certain
automorphism is non-tame (see [Nag72]). This automorphism is now called Na-
gata-automorphism (see Section 3.3 for a definition). In 2003, Shestakov and
Umirbaev proved that the Nagata-automorphism is non-tame (see [SU04]). This
gives an indication, that G3 is rather difficult to understand. But never the less, a
good strategy to get a better insight to the group G3 is to try to reduce a given
problem to the 2-dimensional case, if possible.
It is still an open problem, whether TGn = Gn for n ≥ 4, but many specialists
believe that TGn 6= Gn for n ≥ 4.
3.2. Ind-varieties and ind-groups. Shafarevich introduced on the group Gn
the structure of an “infinite dimensional variety”, a so-called ind-variety (see [Sha66]
and [Sha81]). Actually, it turned out that the automorphism group of any affine
variety has such a structure. First ideas leading to this notion go back to Ramanu-
jam in [Ram64] where he studies algebraic families in automorphism groups. For a
general reference we refer to [Kum02].
3Definition 3.1. An ind-variety is a set X together with a filtration, i.e. a chain of
varieties X1 ⊆ X2 ⊆ . . . such that X =
⋃∞
i=1Xi and for all i the subset Xi ⊆ Xi+1
is closed. In this case we denote X = lim−→Xi. If every Xi is affine we call X = lim−→Xi
affine. We endow every ind-variety X = lim−→Xi with the ind-topology, i.e. a subset
A ⊆ X is closed if and only if A ∩Xi is closed in Xi for all i.
A basic example of an affine ind-variety is the infinite dimensional affine space
A∞ = lim−→A
i where Ai is linearly embedded in Ai+1. Another basic example is the
set of the endomorphisms of An: En = lim−→En,i where En,i denotes the endomor-
phisms of degree ≤ i.
Definition 3.2. A morphism of ind-varities f : lim−→Xi → lim−→Yj is a map such that
for all i there exists j = j(i) such that f(Xi) ⊆ Yj and the restriction f |Xi : Xi → Yj
is a morphism of (ordinary) varieties. Two filtrationsX1 ⊆ X2 ⊆ . . . andX ′1 ⊆ X ′2 ⊆
. . . on a set X are called equivalent, if the identity map id: lim−→Xi → lim−→X
′
i is an
isomorphism of ind-varieties. One doesn’t distinguish between equivalent filtrations
on a set X.
Example 3.3. If V is a countable dimensional k-vector space, then V has the
structure of an ind-variety by choosing a filtration V1 ⊆ V2 ⊆ . . . of finite dimen-
sional subspaces. Two filtrations of V by finite dimensional subspaces are always
equivalent.
Clearly, every morphism of ind-varieties is continuous. A basic example of a
morphism is the map Jac0 : En → A1, g 7→ detD0(g), where D0(g) denotes the
differential in the origin.
Definition 3.4. For any affine ind-variety X = lim−→Xi, the morphisms X → A
1
are exactly the elements of the projective limit lim←−O(Xi). We call these morphisms
the regular functions on X and we define O(X) := lim←−O(Xi).
Definition 3.5. An ind-group is an ind-variety such that the product and the
inverse are morphisms of ind-varieties.
Let H be a subgroup of an ind-group G = lim−→Gi. We say that H is an ind-
subgroup of G if H can be turned into an ind-group H = lim−→Hk such that to
every k there exists i = i(k) such that Hk ⊆ Gi is closed. If the ground field is
uncountable, one easily verifies that the ind-structure of H is then unique.
A subgroup H ⊆ G = lim−→Gi is called algebraic, if it is a closed subset of some
Gi. An element g ∈ G is called algebraic, if the closure of the cyclic group generated
by g is an algebraic subgroup of G.
Likewise one defines ind-monoid, ind-submonoid, algebraic submonoid and alge-
braic element of an ind-monoid.
For every algebraic element g of an affine ind-group G there exists a (unique)
Chevalley-Jordan decomposition g = gsgu = gugs into a semisimple part gs and a
unipotent part gu. This enables us to speak of unipotent and semisimple elements
in an arbitrary ind-group.
Example 3.6. The endomorphisms En = lim−→En,i form an affine ind-monoid. The
automorphism group Gn is then a locally closed subset of En (see [BCW82]) and
thus Gn has the structure of an affine ind-variety via
Gn = lim−→Gn,i , where Gn,i is the set of g ∈ Gn with deg g ≤ i .
4As Gn → Gn, g 7→ g−1 is a morphism of ind-varieties (see [BCW82]), it follows
that Gn is an affine ind-group. The subgroup Affn ⊆ Gn is algebraic and Jn ⊆ Gn
is a closed subgroup consisting of algebraic elements but it is not an algebraic
subgroup. Jn has the structure of and ind-group through Jn = lim−→Jn,i, whereJn,i := Jn ∩ Gn,i.
More generally, for every affine variety X one can define on Aut(X) the structure
of an affine ind-group (in a natural way).
Proposition 3.7. Let X be an affine variety. Then Aut(X) has the structure of
an ind-group, such that for all algebraic groups G, the G-actions G × X → X
correspond to the ind-group homomorphisms G→ Aut(X).
Lemma 3.8. Let X and Y be affine varieties. Then the set of morphisms Mor(X,Y )
has a canonical structure of an ind-variety.
Proof. Take a closed embedding Y ⊆ An and denote by I ⊆ O(An) the vanishing
ideal of Y . The countable dimensional k-vector space Mor(X,An) has the structure
of an ind-variety by Example 3.3. It follows, that
Mor(X,Y ) = { f ∈ Mor(X,An) | ϕ ◦ f = 0 for all ϕ ∈ I }
is closed in Mor(X,An) and it has thus the structure of an ind-variety.
One can check that the ind-structure on Mor(X,Y ) does not depend on the
choice of the embedding Y ⊆ An. 
The next (easy) Lemma we state without proof.
Lemma 3.9. Let X, Y and Z be affine varieties. Then we have a bijection
Mor(X × Y,Z) 1:1←→ Mor(X,Mor(Y, Z))
f 7−→ (x 7→ (y 7→ f(x, y)))
In fact, the bijection is an isomorphism of ind-varieties.
Proof of Proposition 3.7. Take any closed embedding X ⊆ An and let p : En →
Mor(X,An) be the canonical k-linear projection. Thus Mor(X,An) = lim−→ p(En,i)
is filtrated by finite dimensional subspaces. and End(X) = lim−→End(X)i is an ind-
variety, where End(X)i = End(X) ∩ p(En,i). From the construction it follows that
End(X)× End(X) → End(X), (f, g) 7→ f ◦ g is a morphism and hence End(X) is
an affine ind-monoid.
The set
Aut(X) = { (f, h) ∈ End(X)× End(X) | f ◦ h = h ◦ f = id }
is closed in End(X) × End(X) and it has thus the structure of an ind-variety. As
End(X) is an ind-monoid, the composition
Aut(X)×Aut(X)→ Aut(X) , ((f1, h1), (f2, h2)) 7→ (f1 ◦ f2, h2 ◦ h1)
is a morphism and taking inverses
Aut(X)→ Aut(X) , (f, h) 7→ (h, f) .
is a morphism as well. Thus, Aut(X) is an affine ind-group.
Let G be an algebraic group. If ρ : G×X → X is a G-action, then G→ End(X),
g 7→ ρg is a morphism by Lemma 3.9, where ρg : X → X is defined by ρg(x) :=
ρ(g, x). Hence G → End(X) × End(X), g 7→ (ρg, ρg−1) is a morphism and thus
5induces a homomorphism of ind-groups G → Aut(X). Conversely, if G → Aut(X)
is a homomorphism of ind-groups, then
G→ Aut(X) ⊆ End(X)× End(X) pr1−→ End(X)
is a morphism and thus G×X → X is a G-action by Lemma 3.9. 
Remark 3.10. i) In fact, if E is any ind-monoid, then the group of units of E has the
structure of an ind-group, exactly in the same way as in the proof of Proposition 3.7.
ii) The ind-structure introduced on Aut(An) = Gn in Proposition 3.7 coincides
with the ind-structure introduced in Example 3.6. This follows from the fact that
the projection on the first factor En × En → En induces an isomorphism of ind-
groups Aut(An) → Gn, since Gn ⊆ En is locally closed and since Gn → Gn ⊆ En,
g 7→ g−1 is a morphism.
Surprisingly, the situation is completely different in the case of the group of
birational maps Bir(Pn). Blanc and Furter showed recently that for n ≥ 2 there
exists no filtration on Bir(Pn) that turns it into an ind-group, such that “families”
of birational maps parametrized by a variety A correspond to morphisms of ind-
varieties A→ Bir(Pn) (see [BF12]).
3.3. Unipotent elements.
Definition 3.11. Let G be an ind-group. An algebraic element g ∈ G is called
unipotent, if g is equal to its unipotent part gu in the Chevalley-Jordan decompo-
sition. This condition is equivalent to saying, that the closure of 〈g〉 is isomorphic
to the additive group Ga = (k,+) or that it is trivial. The subset of all unipotent
elements of G is denoted by Gu.
Let X be an irreducible affine variety. Note that we have a bijective correspon-
dence
Aut(An)u = { unipotent elements in Aut(X) } 1:1←→ {Ga-actions on X }
given in the following manner: If u ∈ Aut(X) is unipotent, thenGa ' 〈u〉 ⊆ Aut(X)
and thus we get a Ga-action on X by the homomorphism Ga → Aut(X) that sends 1
to u. Conversely, if ρ : Ga → Aut(X) is a homomorphism, then u := ρ(1) ∈ Aut(X)
is unipotent. We have also a bijective correspondence
{Ga-actions on on X } 1:1←→ { locally nilpotent derivations on O(X) }
that is given as follows: If ρ : Ga × X → X is a Ga-action, then the comorphism
ρ∗ : O(X) → O(X)[t] induces a locally nilpotent derivation D : O(X) → O(X),
D(f) := ddtρ
∗(f)|t=0. If D : O(X) → O(X) is a locally nilpotent derivation, then
Ga → Aut(X), t 7→ Exp(tD) defines a Ga-action on X where the comorphism of
Exp(tD) is






For a general reference on the theory of locally nilpotent derivations see [Fre06].
Let u ∈ Aut(X) be unipotent. We denote by O(X)u the invariant ring of u. If
D is the locally nilpotent derivation that corresponds to u, then O(X)u = kerD
and moreover it is the invariant ring of the Ga-action on X, corresponding to u.
The algebraic quotient X → X//Ga is given by the inclusion O(X)u ⊆ O(X).
6Definition 3.12. Let u ∈ Aut(X) be unipotent and let D be the corresponding
locally nilpotent derivation. For every f ∈ O(X)u we denote by f ·u the unipotent
automorphism corresponding to the locally nilpotent derivation fD and we call
f · u a modification of u. A unipotent automorphism u 6= id is called irreducible,
if u = f · v implies that f is a unit in O(X)u. If O(X) is a unique factorization
domain and u 6= id, then there exists an irreducible u′ such that u = f ·u′ and we
call such a decomposition a standard decomposition. Moreover, u′ is unique up to
a modification by a unit of O(X)u.
The most basic unipotent elements in Gn = Aut(An) are the translations, i.e.
automorphisms of the form (x1 + 1, x2, . . . , xn) for a suitable coordinate system
(x1, . . . , xn) of An. A modification of such a translation is and automorphism of
the form (x1 + f(x2, . . . , xn), x2, . . . , xn) for a polynomial f(x2, . . . , xn) depending
only on x2, . . . , xn. By abuse of language, we call such an automorphism a modified
translation.
More general examples of unipotent automorphisms in Gn are the triangular
automorphisms (g1, g2, . . . , gn) that satisfy gi = xi+pi(xi+1, . . . , xn) and pi depends
only on the variables xi+1, . . . , xn.
A very famous unipotent automorphism in G3 is the Nagata-automorphism. It
is defined in the following way
uN := (x+ py +
1
2
p2z, y + pz, z) where p := xz − 1
2
y2 .
In fact, uN is a modification of u := (x+ y + 12z, y + z, z), namely uN = p · u.
An important invariant of a unipotent automorphism (for the action by conju-
gation) is its plinth ideal (scheme), that we introduce now.
Definition 3.13. Let u ∈ Aut(X) be unipotent and let D be its correspond-
ing locally nilpotent derivation of O(X). The plinth ideal of u is the intersection
imD ∩ kerD ⊆ kerD. We call the corresponding closed subscheme Γ ⊆ X//Ga =
Spec(kerD) the plinth scheme of u.
For example, the plinth scheme of a unipotent u ∈ Gn is empty if and only if u is a
translation. The plinth ideal of a modified translation (x1+f(x2, . . . , xn), x2, . . . , xn)
is the principal ideal (f) ⊆ k[x2, . . . , xn].
The reduced plinth scheme Γred has a nice geometric interpretation: its com-
plement in X//Ga is the biggest open subset, such that the algebraic quotient
X → X//Ga is a locally trivial principal Ga-bundle over it.
Definition 3.14. An algebraic group U is called unipotent if every element is
unipotent. An ind-group U is called unipotent if U = lim−→Ui where Ui is a unipotent
algebraic group for all i.
So far, we do not know, if an ind-group G is unipotent (in the sense of Defini-
tion 3.14), if all elements of G are unipotent.
4. Outline of the articles
4.1. Topologies on ind-varieties and irreducibility questions. There is an-
other natural way to endow an affine ind-variety X = lim−→Xi with a topology beside
the ind-topology (see Section 3.2). Namely, Kambayashi introduced in [Kam96]
7and [Kam03] the Zariski-topology with respect to the regular functions of the ind-
variety: a subset A ⊆ X = lim−→Xi is closed if and only if there exists a subset
E ⊆ O(X), such that A is the zero set of E, i.e.
A = V (E) := {x ∈ X | f(x) = 0 for all f ∈ E } .
The ind-topology is in general finer than the Zariski-topology. One part of [Sta12b]
is devoted to the comparison of the ind-topology and the Zariski-topology on an
affine ind-variety. Already on the most basic affine ind-variety, these topologies are
different:
Example 4.1 (Example 1 in [Sta12b]). Let fn ∈ k[x1, . . . , xn] = O(An) be recur-
sively defined as
f1 := x1 , fn+1 := f2n + xn+1 .
Then A :=
⋃
n VAn(fn) is a proper closed subset of the infinite-dimensional affine
space A∞ = lim−→A
n with respect to the ind-topology, but it is dense in A∞ with
respect to the Zariski topology.
It turned out that for a big class of ind-varieties these topologies are different.
Theorem 4.2 (Theorem A in [Sta12b]). Let X = lim−→Xn be an affine ind-variety.
If there exists x ∈ X such that Xn is normal or Cohen-Macaulay in x for infinitely
many n, and the local dimension of Xn at x tends to infinity, then the ind-topology
and the Zariski topology are different.
The idea of the proof is to pullback a certain modification of the subset A ⊆ A∞
in Example 4.1 to the affine ind-variety X, via a well chosen morphism of ind-
varieties X → A∞.
If we allow only affine ind-varieties that admit a filtration by normal varieties,
it is even possible to characterize the affine varieties, such that these topologies are
different.
Theorem 4.3 (Corollary B in [Sta12b]). Let X = lim−→Xi be an affine ind-variety
such that Xi is normal for infinitely many i. Then the ind-topology and the Zariski-
topology on X coincide if and only if for all x ∈ X the local dimension of Xi at x
is bounded for all i.
The other part of [Sta12b] is devoted to the study of the irreducibility of an affine
ind-variety X = lim−→Xi. It turned out that in general the irreducibility depends on
the topology:
Example 4.4 (Example 4 in [Sta12b]). Let gn, fn ∈ k[x1, . . . , xn] be defined as
gn := x1 + . . .+ xn , f1 := x1 , fn+1 = f2n + xn+1 .





n VAn(gn)) (with respect to the ind-topology) and thus
X is reducible in the ind-topology. On the other hand one can see, that O(X) is
an integral domain, which is equivalent to the irreducibility of X in the Zariski-
topology.
Another interesting example is the following
Example 4.5 (Example 5 in [Sta12b]). Let gn ∈ k[x1, . . . , xn] be recursively de-
fined as
g1 := x1 − 1 , gn+1 := (x1 − (n+ 1)) · gn − xn+1 .
8Let Xn := VAn(gn) ∪ VAn(x2, . . . , xn) ⊆ An. Then Xn consists of two irreducible
components for all n > 1, but one can see that the limit X = lim−→Xn is irre-
ducible (with respect to the ind-topology and thus also with respect to the Zariski-
topology).
For the property of connectedness, the situation is different from the property
of irreducibility.
Remark 4.6. An ind-variety X = lim−→Xi is connected in the ind-topology if and
only if it is connected in the Zariski-topology.
Proof. As the ind-topology is finer than the Zariski-topology, we have only to show
the following: if X is non-connected in the ind-topology, then it is non-connected
in the Zariski-topology. Let A,B ⊆ X be non-empty, disjoint, subsets, that are
closed with respect to the ind-topology and such that A ∪ B = X. Then Xi is the
disjoint union of the closed subsets A∩Xi and B ∩Xi. Let fi : Xi → A1 be defined
by fi|A∩Xi ≡ 1 and fi|B∩Xi ≡ 0. Hence, (fi)i, (1 − fi)i ∈ lim←−O(Xi) = O(X).
Therefore, A = V ((fi)i) and B = V ((1− fi)i) are closed subsets of X with respect
to the Zariski-topology and thus X is non-connected with respect to the Zariski-
topology. 
4.2. Automorphisms of the affine Cremona group. A natural problem in the
study of a group G is to determine its automorphisms. There are always the inner
automorphisms G→ G, h 7→ ghg−1 where g ∈ G. In case G = Gn, there are beside
the inner automorphisms another natural class of group automorphisms: every field
automorphism τ : k → k induces a group automorphism
τ : Gn → Gn , g 7→ τn ◦ g ◦ τn−1
where τn : An → An is defined by τn(x1, . . . , xn) = (τ(x1), . . . , τ(xn)).
De´serti proved in [De´s06] that all group automorphisms G2 → G2 are inner
automorphisms up to field automorphisms. Together with Kraft we generalized
in [KS12] the result of De´serti in the following way (recall that G2 = TG2).
Theorem 4.7 (Main Theorem in [KS12]). Let θ : Gn → Gn be a group automor-
phism. Then there exists a g ∈ Gn and a field automorphism τ : k → k such that
θ(f) = τ(g ◦ f ◦ g−1) for all f ∈ TGn .
Remark 4.8. Recently, Urech generalized our result to an algebraically closed field
of any characteristic.
We describe now the strategy of the proof of Theorem 4.7. Let θ : Gn → Gn be a
group automorphism.
The first and hardest step is to prove that for the standard torus Dn ⊆ Gn
the image θ(Dn) is an algebraic group that is isomorphic to Dn (see Lemma 3.3
and Proposition 3.4 in [KS12]). Bia lynicki-Birula proved in [BB66] that every
faithful action of Dn on An is linearizable and thus θ(Dn) is conjugate to Dn.
Now, we prove that for a one-dimensional unipotent Dn-stable subgroup U ⊆ Gn,
the image θ(U) is again unipotent and one-dimensional. If U ⊆ Gn is such a group,
then for a fixed u0 ∈ U with u0 6= id the map
θ(Dn) θ(U) \ {id} ⊆ Gn , θ(d) 7→ θ(d) ◦ θ(u0) ◦ θ(d)−1
is a morphism of ind-varieties. Thus θ(U) ⊆ Gn is a constructible subgroup con-
tained in some Gn,i and therefore θ(U) is an algebraic subgroup of Gn (see Lemma 2.1
9in [KS12]). As θ(U) has no element of finite order 6= id, θ(U) is unipotent. Moreover,
θ(Dn) normalizes θ(U) and since θ(U) consists only of two θ(Dn)-orbits its dimen-
sion is one. This result can then be generalized to unipotent Dn-stable subgroups
of arbitrary dimension (see Proposition 6.1 in [KS12]).
The next step is to prove that two different one-dimensional unipotent Dn-stable
subgroups have different associated characters (see Lemma 4.1 and Remark 4.2 in
[KS12]).
Using the above facts, we show now, that for any algebraic group G ⊆ Gn con-
taining Dn, the image θ(G) is again an algebraic group of the same dimension.
Let U1, . . . , Ur be the different one-dimensional unipotent Dn-stable subgroups of
G. Then X := Dn ◦ U1 ◦ . . . ◦ Ur is dense in G, which implies that G = X ◦ X
(see Lemma 2.1 in [KS12]). Thus θ(G) = θ(X) ◦ θ(X) is an algebraic subgroup. As
θ(U1), . . . , θ(Ur) are different one-dimensional unipotent θ(Dn)-stable subgroups of
θ(G) and θ(Dn) is an n-dimensional subtorus, we have dim θ(G) ≥ dimG. The
same arguments applied to θ−1 yields equality.
Now, we prove that θ(GLn) is linearizable. As GLn contains no non-trivial normal
unipotent subgroup, the same is true for θ(GLn), and thus it is reductive. As θ(GLn)
acts faithfully on An and since it contains a torus of dimension n, there is no non-
constant θ(GLn)-invariant function, hence θ(GLn) is linearizable by Proposition 5.1
in [KP85]). By composing θ with an inner automorphism, we can assume that
θ(GLn) = GLn.
Using the fact that the subgroup of translations Tn ⊆ Affn ⊆ Gn is the only
commutative unipotent subgroup normalized by GLn (see Lemma 4.4 in [KS12])),
it follows that θ(Tn) = Tn. In summary, we get θ(Affn) = Affn.
The last step is to prove the theorem for the restriction θ|Affn : Affn → Affn.
After this done, we can assume, that θ|Affn = idAffn . From this fact one can then
deduce that θ|Jn = idJn , which proves the theorem (see Proposition 7.1 in [KS12])).
In the article [Sta12a] we generalize the techniques used in the proof of Theo-
rem 4.7. Our main result is the following.
Theorem 4.9 (Main Theorem in [Sta12a]). Let θ : G → G be a group automorphism
of an ind-group G that is the identity on a closed torus T ⊆ G. If U ⊆ G is a
unipotent ind-subgroup that is normalized by T and if the neutral element of U is
the only element that commutes with T , then θ(U) is a unipotent ind-subgroup of G
and θ|U : U → θ(U) is an isomorphism of ind-groups.
Kuroda gave a characterization of the non-tame modifications of certain unipo-
tent automorphisms (see Theorem 2.3 in [Kur11]). This result implies that for
u := (x + y + 12z, y + z, z) the modification f · u is non-tame if and only if
f ∈ O(A3)u \ k[z]. Recall that the Nagata-automorphism uN is also a modifi-
cation of u (see Section 3.3). Clearly, all the modifications of u lie in the centralizer
Cent(u). As a consequence of Theorem 4.9 we proved in [Sta12a] the following
generalization of Theorem 4.7.
Theorem 4.10 (Application in [Sta12a]). Let θ : G3 → G3 be a group automorphism
that is the identity on the tame automorphisms TG3. Then θ fixes Cent(u) pointwise,
where u = (x+ y+ 12z, y+ z, z). In particular θ fixes the non-tame automorphisms
f · u where f ∈ O(A3)u \ k[z] and thus also the Nagata-automorphism uN .
We describe now the idea of the proof of Theorem 4.10. The first step is to
calculate the centralizer Cent(u) (see Proposition 1 in [Sta12a]). It turned out that
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Cent(u) is the following semi-direct product
Cent(u) = C ◦ (H ◦ F) ⊆ G3
where
C = { (ax, ay, az) | a ∈ k∗ }
F = { f · u | f ∈ O(A3)u }
H = {h · e | h ∈ O(A3)〈u,e〉 } , e := (x+ 1, y, z) .
One can check, that U := H ◦ F ⊆ Cent(u) consists only of algebraic elements
and every element 6= id has infinite order. Thus, it follows that U is the set of
unipotent elements of Cent(u). It turns out that some two-dimensional torus T ⊆
G3 normalizes U and that id ∈ U is the only element that commutes with T .
Theorem 4.9 applied to H and F yields then that θ(U) = U and that θ preserves
F , since F = CentU [U ,U ].
The next step is now to prove that θ is actually the identity on F . This step
done, it follows that θ is the identity on the centralizer Cent(u), as H and C are
subgroups of the tame automorphisms TG3.
If we assume in addition that θ : Gn → Gn is an automorphism of ind-groups,
then Belov-Kanel and Yu proved recently that θ is an inner automorphism of Gn
(see [BKY13]). It is still an open problem, if every (abstract) group automorphism
Gn → Gn, n ≥ 3 is inner up to a field automorphism.
4.3. Automorphisms of A2 preserving a curve. In this section the ground
field k is arbitary, if not explicitely stated otherwise. Together with Blanc we
investigated the group of automorphisms in G2 that preserve a closed curve Γ ⊆ A2,
i.e. a closed equidimensional subvariety, that is reduced and one-dimensional. We
denote this group by Aut(A2,Γ). If Γ ⊆ A2 = Spec k[x, y] is defined by some
polynomial in k[x], then one can easily see that Aut(A2,Γ) is not an algebraic
group. Our main result says that this is the only case, where Aut(A2,Γ) is not
algebraic.
Theorem 4.11 (Theorem 1 in [BS13]). Let k be any field and let Γ be a closed
curve in A2 = Spec k[x, y]. Applying an automorphism of A2, one of the following
holds:
i) The curve Γ is the zero-set of a square-free polynomial F (x) ∈ k[x] and
Aut(A2,Γ) = { (ax, by + P (x)) | a, b ∈ k∗, P ∈ k[x] , F (ax)/F (x) ∈ k∗ } .
ii) The group Aut(A2,Γ) is equal to
{ g ∈ Aff2 | g(Γ) = Γ } or { g ∈ J2,i | g(Γ) = Γ }
for some integer i. Moreover, the action of Aut(A2,Γ) on Γ gives an iso-
morphism of Aut(A2,Γ) with a closed subgroup of Aut(Γ) (J2,i is defined in
Example 3.6).
In particular, Aut(A2,Γ) is an algebraic group if and only if there is no automor-
phism of A2 which sends Γ onto a union of parallel lines in A2.
Our proof is based on methods from birational geometry. Namely, we consider
natural completions of A2, i.e. pairs (X,B), where X is either P2 or a Hirzebruch
surface Fn, n ≥ 1 and B = BX ⊆ X is a closed subset, together with an iso-
morphism that identifies X \ B with A2. A birational map (X,B) 99K (X,B′) is
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then a birational map X 99K X ′ that induces an isomorphism X \B → X ′ \B′. If
Γ ⊆ X \B = A2 is a closed curve, then we denote by Bir((X,B),Γ) the group of all
birational maps ϕ : (X,B) 99K (X,B), such that ϕ(Γ) = Γ. By definition we have
thus Bir((X,B),Γ) = Aut(A2,Γ). Every birational map (X,B) 99K (X ′, B′) can be
written uniquely (up to isomorphisms) as a finite composition of elementary links,
i.e. birational maps of the following types:
• a blow-up (F1, BF1)→ (P2, BP2) of a point in BP2 or its inverse
• a birational map (Fn, BFn) 99K (Fn+1, BFn+1) which is the composition of
a blow-up and a contraction Fn ← S → Fn+1 or its inverse
(see Proposition 2.9 and Proposition 2.14 in [BS13]). These are the elementary
links used in the Sarkisov program (see [Cor95] and [Isk96]), compatible with the
boundaries.
The difficulty in the proof of Theorem 4.11 is to show the following statement
(see Corollary 3.9 in [BS13]): To every natural completion (X,B) of A2 and to every
closed curve Γ ⊆ X \B = A2, there exists a natural completion (X ′, B′) of A2 and
a birational map ϕ : (X,B) 99K (X ′, B′), such that either X ′ = P2 and ϕ(Γ) is a
projective line in P2 (and thus we are in case i)) or the birational map ϕ induces
an embedding
Bir((X,B),Γ) ↪→ Aut(X ′, B′) .
The key tool in proving this statement is a suitable analysis of the boundary points
of Γ in BX under birational maps of natural completions (X,BX) 99K (X ′, BBX′ )
(see Proposition 3.4 in [BS13]).
One can see that the group Aut(X ′, B′) is an algebraic subgroup of Aut(A2),
equal to Aff2 if X ′ = P2, and equal to J2,i if X = Fi (see Lemma 2.6 in [BS13]).
Now, if Bir((X,B),Γ) ↪→ Aut(X ′, B′), then it follows that we are in case ii), as
Aut(A2,Γ) = Bir((X,B),Γ).
Moreover, in [BS13] we describe precisely the group Aut(A2,Γ) in case Γ is
geometrically irreducible, the ground field k is perfect and Aut(A2,Γ) is not 0-
dimensional.
Theorem 4.12 (Theorem 2 in [BS13]). Let Γ be a geometrically irreducible closed
curve in A2, defined over a perfect field k. Applying an automorphism of A2 =
Spec k[x, y], one of the following holds:
i) The curve Γ is the line with equation x and
Aut(A2,Γ) = { (ax, by + P (x)) | a, b ∈ k∗, P ∈ k[x] } .
ii) The curve Γ has equation xb − λya, where λ ∈ k∗ and a, b > 1 are coprime
integers. Moreover, Aut(A2,Γ) = { (tax, tby) | t ∈ k∗ }.
iii) The curve Γ has equation xbya − λ, where λ ∈ k∗ and a, b ≥ 1 are coprime
integers. Moreover, Aut(A2,Γ) contains the group G := { (tax, t−by) | t ∈ k∗ },
and it is equal to G if (a, b) 6= (1, 1), or is the group GoZ/2Z, where Z/2Z is
generated by the exchange (y, x) if (a, b) = (1, 1).
iv) The curve Γ has equation λx2 + νy2 − 1, where λ, ν ∈ k, −λν is not a square





) ∣∣∣∣ a2 + λνb2 = 1} , σ = (1 00 −1
)
and T is an anisotropic torus.
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v) The curve Γ has equation x2 + µxy + νy2 − 1, the polynomial x2 + µx+ 1 has





) ∣∣∣∣ a2 + µab+ b2 = 1} , σ = (1 µ0 1
)
and T is an anisotropic torus which is isomorphic to Γ.
vi) The group Aut(A2,Γ) is a 0-dimensional subgroup of Aff2 or J2.
Let us assume that Aut(A2,Γ) is of positive dimension. The first step is to
see that Aut(A2,Γ) contains a closed algebraic group G (defined over k) which is
isomorphic to Gm (over the algebraic closure k¯) or to Ga (over k) (see Lemma 4.3
in [BS13]). In fact, if Ga is a closed subgroup, then it turned out that Γ is an affine
line in A2 and we are in case i) (see Lemma 4.7 in [BS13]). If Aut(A2,Γ) does not
contain a closed subgroup isomorphic to Ga, then it turned out that G ⊆ GL2(k) in






up to a coordinate change ψ ∈ GL2(k¯), where a, b > 0 are coprime integers. As Γ
is not an affine line, the equation of ψ(Γ) is
xb − ηya = 0 if a > 0,
xby−a − η = 0 if a < 0
for a suitable η 6= 0 in the algebraic closure k¯. If a > 0, then xb − ηya = 0 has
exactly one point at infinity, which is therefore defined over k. One can see then,
that we are in case ii). If a < 0, then xby−a − η = 0 has exactly two points at
infinity. If both of these points are defined over k, then one can see that we are in
case iii) and if the two points are not defined over k, then it turned out that we are
either in case iv) or v) (see the proof of Proposition 4.5 in [BS13]).
4.4. Centralizer of a unipotent automorphism in G3. Let X be an affine vari-
ety. A classification of the unipotent elements up to conjugacy in the automorphism
group Aut(X) is only known for a few varieties X. For example when X = A2 we
have a classification: every unipotent automorphism is a modified translation.
Now, we consider the case, where X = A3. In contrast to the two-dimensional
case, there is no classification known for the unipotent elements. As a first step
towards a classification, one can study the centralizer of a unipotent element in G3.
This is the content of the article [Sta13].
Let id 6= u ∈ G3 be unipotent and let u = d · u′ be a standard decomposition.
It turned out that the plinth scheme Γ of u is the main object in the study of
the centralizer Cent(u). This is due to the exact sequence (induced by the natural
action of Cent(u) on the algebraic quotient A3//Ga)
(∗) 1→ O(A3)u′ · u′ ↪→ Cent(u)→ Aut(A3//Ga,Γ)
where O(A3)u′ ·u′ denotes the modifications of u′ and Aut(A3//Ga,Γ) denotes the
group of automorphisms of A3//Ga that preserve Γ (see Proposition 5.1 in [Sta13]).
Theorem 4.13 (see Proposition A in [Sta13]). If id 6= u ∈ G3 is a modified
translation, then the sequence in (∗) splits.
Hence, the challenging case is, when u is not a modified translation, which we
assume from now on. The following notion is crucial to state the results.
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Definition 4.14. A scheme that is isomorphic to A1 × F is called a fence, where
F ⊆ A1 is a proper closed subscheme.
Theorem 4.15 (Theorem B, Proposition C, Theorem D in [Sta13]). Let id 6= u ∈
G3 be unipotent, let Γ ⊆ A3//Ga be its plinth scheme and let u = d ·u′ be a standard
decomposition. If u is not a modified translation, then:
i) The set of unipotent elements Cent(u)u is a closed normal subgroup, and there
exists a closed algebraic group R such that Cent(u) ' Cent(u)u o R as ind-
groups.
ii) All elements in Cent(u) are algebraic.
iii) The subgroup O(A3)u′ · u′ is characteristic in Cent(u).
iv) If Γ is not a fence, then Cent(u)u = O(A3)u′ · u′.
v) Assume that Γ is a fence. Let Iner(A3//Ga,Γ) be the group of automorphisms
of A3//Ga that induce the identity on Γ. Then the set of unipotent elements
Iner(A3//Ga,Γ)u is a group and
1→ O(A3)u′ · u′ ↪→ Cent(u)u
p
 Iner(A3//Ga,Γ)u → 1
is a split short exact sequence of ind-groups. Moreover, p induces an isomor-
phism O(A3)〈u,e〉 · e ∼→ Iner(A3//Ga,Γ)u for a certain irreducible unipotent
e ∈ G3.
Now, we give an idea of the proof of this theorem. By classical results, A3//Ga
is isomorphic to A2 (see [Miy80, Miy81]) and the plinth scheme Γ is defined by
one equation (see [DK09]), i.e. the plinth ideal is principal. Let a ∈ O(A3)u be a
generator of the plinth ideal. By using Theorem 4.11, one can see that Γ is a fence
if and only if Aut(A3//Ga,Γ) is an algebraic group (see Proposition 3.1 in [Sta13]).
As mentioned already, O(A3)u′ · u′ is a family of unipotent automorphisms in
Cent(u). If Γ is a fence, then we have beside this family another one: In fact, since Γ
is a fence, one can see that there exists a coordinate system (x, y) of A2 ' A3//Ga
such that the generator of the plinth ideal a lies in k[y] (see Proposition 3.3 in
[Sta13]). It turned out that there exists an irreducible unipotent e ∈ Cent(u) that
induces the automorphism (x + a, y) on A2 ' A3//Ga. Thus, O(A3)〈e,u〉 · e is a
family of unipotent automorphisms in Cent(u).
Let us define
N(u) :=
{ O(A3)〈e,u〉 · e ◦ O(A3)u′ · u′ if Γ is a fence
O(A3)u′ · u′ otherwise.
Then N(u) ⊆ Cent(u) is a closed normal subgroup (see Proposition 5.15 in [Sta13]).
If Γ is a fence, then Iner(A3//Ga,Γ)u are the modifications of (x+a, y) by elements
of k[y] and if Γ is not a fence, then Iner(A3//Ga,Γ)u = {id}. It follows that N(u)
fits into the following split short exact sequence of ind-groups
(∗∗) 1→ O(A3)u′ · u′ ↪→ N(u) p Iner(A3//Ga,Γ)u → 1
and if Γ is a fence, then p induces an isomorphism O(A3)〈u,e〉 ·e ∼→ Iner(A3//Ga,Γ)u
(see Proposition 5.15 in [Sta13]).
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As a ∈ O(A3)u is a generator of the plinth ideal, there exists s ∈ O(A3), such that
the comorphism u∗ satisfies u∗(s) = s+a. Hence, the inclusion O(A3)u[s] ⊆ O(A3)
induces a Ga-invariant dominant morphism ϕ : A3 → A3//Ga × A1, where the Ga-
action on A3//Ga × A1 is given by the unipotent automorphism u˜ : (x, y, s) 7→
(x, y, s+ a). Thus we have a commutative diagram
A3






and the isomorphism A3//Ga
∼−→ A3//Ga sends the plinth scheme of u onto the
plinth scheme of u˜.
Now, if Γ is not a fence, then Aut(A3//Ga,Γ) is an algebraic group and by
Theorem 4.13 there exists an algebraic subgroup R˜ ⊆ Cent(u˜) such that Cent(u˜)
is the semi-direct product of N(u˜) and R˜. If Γ is a fence, it follows from the
sequence (∗∗) and from Theorem 4.13, that we have an exact sequence
1→ N(u˜) ↪→ Cent(u˜) Aut(A3//Ga,Γ)/ Iner(A3//Ga,Γ)u → 1
and the sequence splits. One can see that Aut(A3//Ga,Γ)/ Iner(A3//Ga,Γ)u is an
algebraic group, and thus Cent(u˜) is the semi-direct product of N(u˜) and some
algebraic subgroup R˜ ⊆ Cent(u˜) (see Lemma 5.18 in [Sta13]).
The next step is to prove that the preimage R := η−1(R˜) is an algebraic subgroup
of Cent(u), where η : Cent(u) → Cent(u˜) is the injective homomorphism induced
by ϕ : A3 → A3//Ga×A1. Since η maps N(u) onto N(u˜), one can see that Cent(u)
is the semi-direct product of N(u) and R (see Theorem 5.17 in [Sta13]). One can
then deduce ii).
We claim that N(u) is the set of unipotent elements of Cent(u). To achieve this
goal, we need the fact that N(u) satisfies the property (Sat) (see Proposition 5.15
in [Sta13]).
Definition 4.16. We say that a subset S ⊆ Gn satisfies the property (Sat) if for
all unipotent automorphisms w ∈ Gn and for all 0 6= f ∈ O(An)w we have
(Sat) f ·w ∈ S =⇒ w ∈ S .
One can check that N(u) ⊆ Cent(u)u. If v ∈ Cent(u) \ N(u) is a unipotent
element, then O(A3)〈v,u〉 · v ∩ N(u) = {id}, as N(u) satisfies (Sat). But since
O(A3)〈v,u〉 · v ⊆ Cent(u), we get a contradiction to the fact, that Cent(u) is the
semi-direct product of N(u) and an algebraic group. One can then deduce i), iv)
and v).
To achieve iii), the idea is to prove that O(A3)u′ ·u′ = CentG(G(i)) for a certain
characteristic subgroup G ⊆ Cent(u), where G(i) denotes the i-th derived group of
G (see Proposition 5.21 [Sta13]).
From Theorem 4.15 v) we get immediately the following corollary. It gives us a
geometric description of the plinth scheme Γ, in case it is a fence.
Corollary 4.17 (Corollary E in [Sta13]). Let u ∈ G3 be unipotent. Assume that
u is not a modified translation and that the plinth scheme Γ is a fence. Then Γ is




[BB66] Andrzej Bia lynicki-Birula, Remarks on the action of an algebraic torus on kn, Bull.
Acad. Polon. Sci. Se´r. Sci. Math. Astronom. Phys. 14 (1966), 177–181.
[BCW82] Hyman Bass, Edwin H. Connell, and David Wright, The Jacobian conjecture: reduction
of degree and formal expansion of the inverse, Bull. Amer. Math. Soc. (N.S.) 7 (1982),
no. 2, 287–330.
[BF12] Je´re´my Blanc and Jean-Philippe Furter, Topologies and structures of the Cremona
groups, 10 2012, http://arxiv.org/abs/1210.6960.
[BKY13] Alexei Belov-Kanel and Jie-Tai Yu, On The Zariski Topology Of Automorphism Groups
Of Affine Spaces And Algebras, 2013, http://arxiv.org/abs/1207.2045.
[BS13] Je´re´my Blanc and Immanuel Stampfli, Automorphisms of the Plane Preserving a Curve,
Submitted, 2013.
[Cor95] Alessio Corti, Factoring birational maps of threefolds after Sarkisov, J. Algebraic Geom.
4 (1995), no. 2, 223–254.
[De´s06] Julie De´serti, Sur le groupe des automorphismes polynomiaux du plan affine, J. Algebra
297 (2006), no. 2, 584–599.
[DK09] Daniel Daigle and Shulim Kaliman, A note on locally nilpotent derivations and variables
of k[X,Y, Z], Canad. Math. Bull. 52 (2009), no. 4, 535–543.
[Fre06] Gene Freudenburg, Algebraic theory of locally nilpotent derivations, Encyclopaedia of
Mathematical Sciences, vol. 136, Springer-Verlag, Berlin, 2006, Invariant Theory and
Algebraic Transformation Groups, VII.
[Isk96] Vasily A. Iskovskikh, Factorization of birational mappings of rational surfaces from the
point of view of Mori theory, Uspekhi Mat. Nauk 51 (1996), no. 4(310), 3–72.
[Jun42] Heinrich W. E. Jung, U¨ber ganze birationale Transformationen der Ebene, J. Reine
Angew. Math. 184 (1942), 161–174.
[Kam79] Tatsuji Kambayashi, Automorphism group of a polynomial ring and algebraic group
action on an affine space, J. Algebra 60 (1979), no. 2, 439–451.
[Kam96] , Pro-affine algebras, Ind-affine groups and the Jacobian problem, J. Algebra
185 (1996), no. 2, 481–501.
[Kam03] , Some basic results on pro-affine algebras and ind-affine schemes, Osaka J.
Math. 40 (2003), no. 3, 621–638.
[Kle93] Felix Klein, Vergleichende Betrachtungen u¨ber neuere geometrische Forschungen, Math.
Ann. 43 (1893), no. 1, 63–100.
[KP85] Hanspeter Kraft and Vladimir L. Popov, Semisimple group actions on the three-
dimensional affine space are linear, Comment. Math. Helv. 60 (1985), no. 3, 466–479.
[KS12] Hanspeter Kraft and Immanuel Stampfli, On Automorphisms of the Affine Cre-
mona Group, accepted for publication in Ann. Inst. Fourier (Grenoble) (2012),
http://arxiv.org/abs/1105.3739.
[Kum02] Shrawan Kumar, Kac-Moody groups, their flag varieties and representation theory,
Progress in Mathematics, vol. 204, Birkha¨user Boston Inc., Boston, MA, 2002.
[Kur11] Shigeru Kuroda, Wildness of polynomial automorphisms in three variables, 10 2011,
http://arxiv.org/abs/1110.1466.
[Miy80] Masayoshi Miyanishi, Regular subrings of a polynomial ring, Osaka J. Math. 17 (1980),
no. 2, 329–338.
[Miy81] , Non-complete algebraic surfaces, Lecture Notes in Mathematics, no. 857,
Springer-Verlag, Berlin-Heidelberg-New York, 1981.
[Nag72] Masayoshi Nagata, On automorphism group of k[x, y], Kinokuniya Book-Store Co. Ltd.,
Tokyo, 1972, Department of Mathematics, Kyoto University, Lectures in Mathematics,
No. 5.
[Ram64] Chakravarthi P. Ramanujam, A note on automorphism groups of algebraic varieties,
Math. Ann. 156 (1964), 25–33.
[Ren68] Rudolf Rentschler, Ope´rations du groupe additif sur le plan affine, C. R. Acad. Sci.
Paris Se´r. A-B 267 (1968), A384–A387.
[Sha66] Igor R. Shafarevich, On some infinite-dimensional groups, Rend. Mat. e Appl. (5) 25
(1966), no. 1-2, 208–212.
[Sha81] , On some infinite-dimensional groups. II, Izv. Akad. Nauk SSSR Ser. Mat. 45
(1981), no. 1, 214–226, 240.
16
[Sta12a] Immanuel Stampfli, A note on Automorphisms of the Affine Cremona Group, Submit-
ted, 2012.
[Sta12b] , On the Topologies on ind-Varieties and related Irreducibility Questions, J.
Algebra 372 (2012), 531–541.
[Sta13] , Centralizer of a Unipotent Automorphism in the Affine Cremona Group,
Preprint, 2013.
[SU04] Ivan P. Shestakov and Ualbai U. Umirbaev, The tame and the wild automorphisms
of polynomial rings in three variables, J. Amer. Math. Soc. 17 (2004), no. 1, 197–227
(electronic).
[vdK53] Wouter van der Kulk, On polynomial rings in two variables, Nieuw Arch. Wiskunde (3)
1 (1953), 33–41.
ON THE TOPOLOGIES ON IND-VARIETIES AND RELATED
IRREDUCIBILITY QUESTIONS
(published in the Journal of Algebra)
IMMANUEL STAMPFLI
Abstract. In the literature there are two ways of endowing an affine ind-
variety with a topology. One possibility is due to Shafarevich and the other
to Kambayashi. In this paper we specify a large class of affine ind-varieties
where these two topologies differ. We give an example of an affine ind-variety
that is reducible with respect to Shafarevich’s topology, but irreducible with
respect to Kambayashi’s topology. Moreover, we give a counter-example of a
supposed irreducibility criterion given in [Sha81] which is different from the
counter-example given by Homma in [Kam96]. We finish the paper with an
irreducibility criterion similar to the one given by Shafarevich.
0. Introduction. In the 1960s, in [Sha66], Shafarevich introduced the notion of
an infinite-dimensional variety and infinite-dimensional group. In this paper, we call
them ind-variety and ind-group, respectively. His motivation was to explore some
naturally occurring groups that allow a natural structure of an infinite-dimensional
analogue to an algebraic group (such as the group of polynomial automorphisms of
the affine space). More precisely, he defined an ind-variety as the successive limit
of closed embeddings
X1 ↪→ X2 ↪→ X3 ↪→ . . .
of ordinary algebraic varieties Xn and an ind-group as a group that carries the
structure of an ind-variety compatible with the group structure. We denote the
limit of X1 ↪→ X2 ↪→ . . . by lim−→Xn and call X1 ↪→ X2 ↪→ . . . a filtration. If all
Xn are affine, then lim−→Xn is called affine. For example, one can define a filtration
on the group of polynomial automorphisms of the affine space via the degree of
an automorphism. Further examples of ind-groups are GLn(k[t]), SLn(k[t]), etc.,
where the filtrations are given via the degrees of the polynomial entries of the
matrices (for properties of these filtrations in case n = 2 see [Sha04]). Fifteen years
after his first paper [Sha66], Shafarevich wrote another paper with the same
title [Sha81], where he gave more detailed explanations of some statements of his
first paper. Moreover, he endowed an ind-variety lim−→Xn with the weak topology
induced by the topological spaces X1 ⊆ X2 ⊆ . . . . Later Kambayashi defined
(affine) ind-varieties in [Kam96] and [Kam03] via a different approach. Namely, he
defined an affine ind-variety as a certain spectrum of a so-called pro-affine algebra
(see Section 1 for the definition). This pro-affine algebra is then the ring of regular
functions on the affine ind-variety. With this approach Kambayashi introduced
a topology in a natural way on an affine ind-variety. Namely, a subset is closed
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if it is the zero-set of some regular functions on the affine ind-variety. In analogy
to the Zariski topology defined on an ordinary affine variety, we call this topology
again Zariski topology. In this paper, we call the weak topology on an affine ind-
variety ind-topology to prevent confusion, as the weak topology is finer than the
Zariski topology. The Zariski topology and the ind-topology differ in general. For
example, it follows from Exercise 4.1.E, IV. in [Kum02] that these topologies differ
on the infinite-dimensional affine space A∞ = lim−→A
n (see Example 1). The aim of
this paper is to specify classes of affine ind-varieties where these topologies differ or
coincide, and to study questions concerning the irreducibility of an affine ind-variety
(with respect to these topologies).
This paper is organized as follows. We give some basic definitions and notations
in Section 1. In the next section we describe a large class of ind-varieties where the
two topologies differ. The main result of this paper is the following
Theorem A. Let X = lim−→Xn be an affine ind-variety. If there exists x ∈ X
such that Xn is normal or Cohen-Macaulay at x for infinitely many n, and the
local dimension of Xn at x tends to infinity, then the ind-topology and the Zariski
topology are different.
This theorem follows from a more general statement given in Proposition 1 (see
also Remark 1). As a corollary to this theorem we get
Corollary B. Let X = lim−→Xn be an affine ind-variety such that Xn is normal for
infinitely many n. Then the ind-topology and the Zariski topology coincide if and
only if for all x ∈ X the local dimension of Xn at x is bounded for all n.
This corollary follows from a more general statement given in Corollary 6. As a
contrast to Theorem A, we show in Proposition 7 that the two topologies coincide
if X = lim−→Xn is “locally constant” with respect to the Zariski topology. More
precisely we prove
Proposition C. If X = lim−→Xn is an affine ind-variety such that every point has
a Zariski open neighbourhood U with U ∩Xn = U ∩Xn+1 for all sufficiently large
n, then the ind-topology and the Zariski topology coincide.
Section 3 contains an example of an affine ind-variety that is reducible with
respect to the ind-topology, but irreducible with respect to the Zariski topology.
This is the content of Example 4.
In the last section we give a counter-example to Proposition 1 in [Sha81] (see Ex-
ample 5). The content of the proposition is: an ind-variety X = lim−→Xn is irreducible
with respect to the ind-topology if and only if the set of irreducible components of
all Xn is directed under inclusion. One can see that the latter condition is equiv-
alent to the existence of a filtration X ′1 ↪→ X ′2 ↪→ . . . where each X ′n is irreducible
and lim−→X
′
n = X. In [Kam96], Homma gave a counter-example to that supposed
irreducibility criterion. But in contrast to his counter-example, the number of irre-
ducible components of Xn in our counter-example is bounded for all n. We finish
the paper with the following irreducibility criterion. The proposition follows from
Proposition 8.
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Proposition D. Let X = lim−→Xn be an affine ind-variety where the number of
irreducible components of Xn is bounded for all n. Then X is irreducible with respect
to the ind-topology (Zariski topology) if and only if there exists a chain of irreducible





n is dense in X with respect to the ind-topology (Zariski topology).
1. Definitions and notation. Throughout this paper we work over an uncount-
able algebraically closed field k. We use the definitions and notation of Kambayashi
in [Kam03] and Kumar in [Kum02]. Let us recall them briefly. A pro-affine alge-
bra is a complete and separated commutative topological k-algebra such that 0
admits a countable base of open neighbourhoods consisting of ideals. Let A be a
pro-affine algebra and let a1 ⊇ a2 ⊇ . . . be a base for 0 ∈ A as mentioned above.
Let An = A/an and let Spm(A) be the set of closed maximal ideals of A. Then we
have




(cf. 1.1 and 1.2 in [Kam03]).
Definition 1. An affine ind-variety is a pair (Spm(A), A) where A is a pro-affine
algebra such that A/an is reduced and finitely generated for some countable base of
ideals a1 ⊇ a2 ⊇ . . . of 0 ∈ A. We call A the coordinate ring of the affine ind-variety
and the elements of A regular functions. Two ind-varieties are called isomorphic
if the underlying pro-affine algebras are isomorphic as topological k-algebras. Such
an isomorphism induces then a bijection of the spectra.
One can construct affine ind-varieties in the following way. Consider a filtration
of affine varieties, i.e., a countable sequence of closed embeddings of affine varieties
X1 ↪→ X2 ↪→ X3 ↪→ . . . .
Let X =
⋃∞
n=1Xn as a set and let O(X) := lim←−O(Xn). We endow O(X) with the
topology induced by the product topology of
∏
nO(Xn), where O(Xn) carries the
discrete topology for all n. Then (Spm(O(X)),O(X)) is an affine ind-variety and
there is a natural bijection X → Spm(O(X)) induced by the bijections Xn →
Spm(O(Xn)). In the following, we denote this ind-variety by lim−→Xn. In fact, every
affine ind-variety can be constructed in this way (up to isomorphy). Two filtrations
X1 ↪→ X2 ↪→ . . . and X ′1 ↪→ X ′2 ↪→ . . . induce the same affine ind-variety (up to








with the following property: for every i there exists ji and for every j there exists ij ,
such that f |Xi : Xi → Xji and f−1|Xj : Xj → Xij are closed embeddings of affine
varieties. Such filtrations are called equivalent.
2. Topologies on affine ind-varieties. So far we have not established any topol-
ogy on the set Spm(A) of an affine ind-variety (Spm(A), A). As mentioned in the in-
troduction there are two ways to introduce a topology on the set Spm(A). The first
possibility is due to Shafarevich [Sha66], [Sha81] and we call it the ind-topology.
A subset Y ⊆ Spm(A) is closed in this topology if and only if A ∩Spm(An) is a
closed subset of Spm(An) for all n. One can easily check that this topology does
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not depend on the choice of the ideals a1 ⊆ a2 ⊆ . . . . The second possibility is due
to Kambayashi [Kam96], [Kam03] and we call it the Zariski topology. The closed
subsets in this topology are the subsets of the form
VSpm (A) (E) :={m ∈ Spm(A) | m ⊇ E } ,
where E is any subset of A. Clearly, the ind-topology is finer than the Zariski topol-
ogy. But in general these two topologies on Spm(A) differ. In the next proposition
(which implies Theorem A) we specify a large class of affine ind-varieties where the
two topologies differ.
Proposition 1. We assume that char(k) = 0. Let X = lim−→Xn be an affine ind-
variety. Assume that there exists x ∈ X such that OXn ,x satisfies Serre’s condition
(S2) for infinitely many n and dimxXn →∞ if n→∞. Then there exists a subset
Y ⊆ X such that
i) Y is closed in X with respect to the ind-topology,
ii) Y is not closed in X with respect to the Zariski topology.
In particular, there exists no isomorphism X → X of affine ind-varieties that is
a homeomorphism if we endow the first X with the ind-topology and the second X
with the Zariski topology.
Remark 1. A Noetherian ring A satisfies Serre’s condition (S2) if depthAp ≥
min{dimAp, 2} for all primes p ⊆ A. For example, this is satisfied ifA is normal (and
hence also if A is a unique factorization domain) or Cohen-Macaulay (and hence
also if A is Gorenstein, locally a complete intersection or regular) (see Theorem 23.8
[Mat86]).
We will use the following lemmata to prove Proposition 1.
Lemma 2. Let Z and Y be affine varieties and assume that there exists a closed
embedding Z ↪→ Y . If f : ZAdim Z is a finite surjective morphism, then there
exists a finite surjective morphism g : Y Adim Y such that g|Z = ι ◦ f , where
ι : Adim Z ↪→ Adim Y is given by ι(v) = (v, 0).
Proof. Let A :=O(Z), B :=O(Y ) and let ψ : BA be the surjective homomor-
phism induced by Z ↪→ Y . Further, let f1, . . . , fn be the coordinate functions of
f . By assumption k[f1, . . . , fn] ⊆ A is an integral extension and f1, . . . , fn are al-
gebraically independent. Choose generators b1, . . . , bl of the k-algebra B such that
ψ(bi) = fi for i = 1, . . . , n. For every j = n + 1, . . . , l there exists a monic polyno-
mial pj ∈ k[b1, . . . , bn][T ] such that hj := pj(bj) ∈ ker(ψ), since k[f1, . . . , fn] ⊆ A is
integral. Thus,
k[b1, . . . , bn, hn+1 , . . . , hl] ⊆ B
is an integral extension. If b1, . . . , bn, hn+1 , . . . , hl are algebraically independent,
then we are done. Otherwise, there exists a non-zero polynomial f(X1, . . . , Xl)
with coefficients in k such that f(b1, . . . , bn, hn+1 , . . . , hl) = 0. Exactly the same as
in the proof of Lemma 2, §33 [Mat86] one can see that there exist c1, . . . , cl−1 ∈ k
such that hl is integral over k[b
′








i := bi − cihl and
h′i :=hi − cihl. Thus,




n+1 , . . . , h
′
l−1] ⊆ B
is an integral extension. By induction there exists m with n ≤ m < l and alge-




n+1 , . . . , h
′′
m ∈ B such that B is integral








i −bi, h′′i ∈ ker(ψ). This proves the lemma. 
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Remark 2. From an iterative use of the lemma above we can deduce the following.
For every affine ind-variety X = lim−→Xn there exists a surjective map of the under-
lying sets XA∞ such that the restriction to every Xn yields a finite surjective
morphism XnAdimXn .
Lemma 3. We assume that char(k) = 0. Let Y be an irreducible affine variety
and let X be an affine scheme of finite type over k that is reduced in an open dense
subset. If f : X → Y is a dominant morphism, then there exists an open dense
subset U ⊆ Y such that f−1(u) is reduced in an open dense subset for all u ∈ U .
Proof. Without loss of generality, one can assume that f is flat and surjective
(see Theorem 14.4 (Generic freeness) [Eis95]). Since X is reduced in an open dense
subset, there exists an open dense subset X ′ ⊆ X such that all fibres of f |X′ : X ′ →
Y are reduced (see Corollary 10.7, Ch. III (Generic smoothness) and Theorem 10.2,
Ch. III [Har77]; here we use char(k) = 0). Let K :=X \ X ′ be endowed with the
reduced induced closed subscheme structure of X and let g := f |K : K → Y . If g is
not dominant, then the fibres of f over an open dense subset are reduced and we are
done. Hence we can assume that g is dominant. Again according to Theorem 24.1
[Mat86] there exists an open dense subset U ⊆ Y such that g|g−1(U) : g−1(U)U
is flat and surjective. Thus, we have for all u ∈ U and x ∈ g−1(u)
dimx g
−1(u) = dimx g−1(U)− dimu U < dimxX − dimu Y = dimx f−1(u) .
It follows that f−1(u) \ g−1(u) is a reduced open dense subscheme of f−1(u) for all
u ∈ U . This implies the lemma. 
According to Ex. 11.10 [Eis95] we have the following criterion for reducedness of
a Noetherian ring.
Lemma 4. A Noetherian ring A is reduced if and only if
(R0) the localization of A at each prime ideal of height 0 is regular,
(S1) A has no embedded associated prime ideals.
One can see that condition (R0) is satisfied for a Noetherian ring A if Spec(A)
is reduced in an open dense subset. Thus we get the following
Lemma 5. Let X be a Noetherian affine scheme that is reduced in an open dense
subset. If OX,x satisfies (S1) for a point x ∈ X, then OX,x is reduced.
Now we have the preliminary results to prove Proposition 1. The strategy is as
follows. First we construct 0 6= fn ∈ O(Xn) such that fn(x) = 0, fn|Xn−1 = f2n−1
andOXn,x/fnOXn,x is reduced. The main part of the proof is devoted to showing the
reducedness and for that matter we use the condition (S2) of the local ring OXn,x.
Then we define Y :=
⋃
n VXn(fn). It follows that Y is closed in X with respect to
the ind-topology. Afterwards, we prove that Y is not closed in X with respect to the
Zariski topology. For that purpose, we take ϕ = (ϕn) ∈ O(X) = lim←−O(Xn) that
vanishes on Y , and we show that ϕn vanishes also on all irreducible components of
Xn passing through x. The latter we deduce from the fact that
ϕn = ϕn+i|Xn ∈ fn+i|XnOXn,x = f2
i
n OXn,x
for all i ≥ 0 and Krull’s Intersection Theorem.
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Proof of Proposition 1. For the sake of simpler notation, we assume that OXn,x
satisfies (S2) and dimxXn = n for all n. Let X
′
n be the union of all irreducible com-
ponents of Xn containing x and let Wn be the union of all irreducible components of
all Xi with i ≤ n, not containing x and of strictly smaller dimension than n. Then,
X ′1∪W1 ↪→ X ′2∪W2 ↪→ . . . is an equivalent filtration of X to X1 ↪→ X2 ↪→ . . . , since
dimxXn → ∞. Thus, we can further impose that dimxXn = dimX ′n = dimXn
and dimpXn < dimXn for all p /∈ X ′n. As OXn,x satisfies (S2), it follows from
Corollary 5.10.9 [Gro65] that X ′n is equidimensional.
Now, we construct the 0 6= fn ∈ O(Xn). From Lemma 2 it follows that we can
choose algebraically independent elements x1, . . . , xn ∈ O(Xn) such that O(Xn) is
finite over k[x1, . . . , xn] and xn restricted to Xn−1 is zero. We can assume that the
finite morphism XnAn induced by k[x1, . . . , xn] ⊆ O(Xn) sends x to 0 ∈ An.
Since dimpXn < dimXn for all p /∈ X ′n and X ′n is equidimensional, it follows that
(∗) k[x1, . . . , xn] ↪→ O(Xn)O(K) is injective
for all irreducible components K of X ′n. Let us define
f1 := c1x1 and fn+1 := f
2
n + cn+1xn+1 ,
where c1, c2, . . . ∈ k, not all equal to zero. It follows that fn(x) = 0 and fn+1|Xn =
f2n. The aim is to prove that c1, c2, . . . ∈ k can be chosen such that not all are equal
to zero and OXn,x/fnOXn,x is reduced for n > 1. Consider the morphism
ψn : Zn −→ An ,
where Zn is the affine scheme with coordinate ring
Sn :=O(X ′n)[c1, . . . , cn]/(fn)
and ψn is the restriction of the canonical projection X
′
n × AnAn to the closed
subscheme Zn. If (c1, . . . , cn) is fixed, then OXn,x/fnOXn,x is the local ring of the
fibre ψ−1n (c1, . . . , cn) in the point (x, c1, . . . , cn) ∈ Zn. For that reason we will study
the fibres of the morphism ψn : Zn → An. We claim that Zn is reduced in an open
dense subset for n > 1. To prove this claim, we mention first that
(Sn)xn ' O(X ′n)xn [c1, . . . , cn]/(f2n−1 + cnxn) ' O(X ′n)xn [c1, . . . , cn−1]
is reduced. Let Rn := k[x1, . . . , xn][c1, . . . , cn]/(fn). It follows that the morphisms
Spec(Sn)Spec(Rn) and Spec(Sn/(xn)) Spec(Rn/(xn)) are both finite and sur-
jective. As dimRn/(xn) < dimRn for n > 1 we get dimSn/(xn) < dimSn. Since
X ′n is equidimensional one can deduce from (∗) that Zn is equidimensional. Hence,
Spec((Sn)xn) ⊆ Zn is an open dense reduced subscheme.
Since {x} × An is contained in Zn, it follows that ψn is surjective. For n > 1
there exists an open dense subset Un ⊆ An such that
ψn|ψ−1n (Un) : ψ−1n (Un)Un
is surjective and flat, and every fibre is reduced in an open dense subset (see
Lemma 3 and Theorem 24.1 [Mat86]). With the aid of (∗) it follows that fn is
an OXn,x-regular sequence for every choice (c1, . . . , cn) ∈ Un. Since OXn,x satisfies
(S2), we get from Corollary 5.7.6 [Gro65] that OXn,x/fnOXn,x satisfies (S1). But as
ψ−1n (c1, . . . , cn) is reduced in an open dense subset, it follows from Lemma 5 that it is
reduced in the point (x, c1, . . . , cn). Hence, for n > 1 it follows that OXn,x/fnOXn,x
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is reduced if we choose (c1, . . . , cn) ∈ Un. For i ≥ n let piin : AiAn be the pro-
jection onto the first n components. As the field k is uncountable, one can choose
inductively
0 6= c1 ∈
⋂
i≥1
pii1(Ui) , (c1, . . . , cn, cn+1) ∈
⋂
i≥n+1
piin+1(Ui) ∩ {(c1, . . . , cn)} × A1 .
Hence, (c1, . . . , cn) ∈ Un for all n > 1 and not all c1, c2, . . . are equal to zero. This
finishes the construction of the fn.
Let us define Y :=
⋃
n VXn(fn). Since fn+1|Xn = f2n for all n, Y satisfies i). Take





n. It is enough to prove that ϕn = 0 in OXn,x. Since ϕm|Ym = 0 and
OXm,x/fmOXm,x is reduced, it follows that ϕm ∈ fmOXm,x. Using fm+1|Xm = f2m
again, we get by induction
ϕn = ϕn+i|Xn ∈ f2
i
n OXn,x for all i ≥ 0 , n > 1 .





nOXn,x = 0, hence ϕn = 0 in OXn,x. Since fn|X′n 6= 0 (cf. (∗)), we get
X ′ ∪ Y ) Y . Thus Y satisfies ii) according to the afore mentioned claim. 
The following example is a special case of the construction in the proof of Propo-
sition 1. We mention it here, since we will use it in future examples.
Example 1 (See Ex. 4.1.E, IV. in [Kum02]). Let fn ∈ k[x1, . . . , xn] = O(An) be
recursively defined as
f1 :=x1 , fn+1 := f
2
n + xn+1 .
Then
⋃
n VAn(fn) is a proper closed subset of the infinite-dimensional affine space
A∞ = lim−→A
n with respect to the ind-topology, but it is dense in A∞ with respect
to the Zariski topology.
Let G be the group of polynomial automorphisms of the affine space An, where
n is a fixed number ≥ 2. We prove in the next example that the ind-topology and
the Zariski topology on G differ if we consider G as an affine ind-variety via the
filtration given by the degree of an automorphism.
Example 2. First, we define on G a filtration of affine varieties (via the degree).
Let E be the set of polynomial endomorphisms of the affine space An and let Ed be
the subset of all ϕ ∈ E of degree ≤ d. Denote by Ud ⊆ Ed the subset of all ϕ ∈ Ed
such that Jac(ϕ) ∈ k∗. One can see that Ud ⊆ Ed is a locally closed subset and it
inherits the structure of an affine variety from Ed. With Corollary 0.2 [Kam79] and
the estimate of the degree of the inverse of an automorphism due to Gabber (see
Corollary 1.4 in [BCW82]) one can deduce that Gd ⊆ Ud is a closed subset. Thus
Gd is locally closed in Ed and it inherits the structure of an affine variety from Ed.
Moreover, one can see that Gd is closed in Gd+1. In the following, we consider G as
an affine ind-variety via the filtration G1 ↪→ G2 ↪→ . . . of affine varieties.
We claim that the ind-topology and the Zariski topology on G differ. Consider
the subset
M :={ (x1 + p, x2, . . . , xn) ∈ G | p ∈ k[xn] } ⊆ G .
It is closed in G with respect to the ind-topology. We consider M as an affine ind-
variety via M := lim−→M ∩ Gd and thus M ' A
∞ as affine ind-varieties. According
to Example 1 there exists a proper subset Y ( M that is closed with respect to
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the ind-topology, but it is dense in M with respect to the Zariski topology. Hence,
every regular function on G vanishing on Y , vanishes also on M . This implies the
claim.
Remark 3. A similar argument as in Example 2 shows that the ind-topology and
the Zariski topology differ on GLn(k[t]) and also on SLn(k[t]).
Next, we give a corollary to Proposition 1 which implies Corollary B. Before
we state the corollary, we introduce the following notation. For any ind-variety
X = lim−→Xn we choose connected components X
i






n ⊆ Xin+1 for all i = 1, . . . , kn
(it can be that Xin = X
j
n for i 6= j). We remark that the decomposition of an ind-
variety into connected components is the same for the ind-topology and the Zariski
topology.
Corollary 6. We assume that char(k) = 0. Let X = lim−→Xn be an affine ind-
variety such that for i fixed, the number of irreducible components of Xin is bounded
for all n. Moreover, assume that O(Xn) satisfies (S2) for infinitely many n. Then
the following statements are equivalent:
i) The ind-topology and the Zariski topology on X coincide.
ii) For all x ∈ X the local dimension of Xn at x is bounded for all n.
iii) Every connected component of X is contained in some Xn.





i) ⇒ ii): This follows from Proposition 1.
ii) ⇒ iii): As Xin satisfies (S2) and is connected, Xin is equidimensional (see Corol-
lary 5.10.9 [Gro65]). Thus, Xin = X
i
n+1 for n large enough, as the number of irre-
ducible components of Xin is bounded for all n. Thus, X
i ⊆ Xn for some n.
iii) ⇒ i): This follows from the fact that every connected component of X is closed
and open with respect to the Zariski topology. 
As a contrast to Proposition 1, the two topologies coincide if the affine ind-variety
is “locally constant” with respect to the Zariski topology. The following proposition
coincides with Proposition C.
Proposition 7. Let X = lim−→Xn be an affine ind-variety. Assume that every x ∈ X
has a Zariski open neighbourhood Ux ⊆ X such that Ux ∩Xn = Ux ∩Xn+1 for all
sufficiently large n. Then the two topologies on X coincide.
Proof. Let Y ⊆ X be a closed subset with respect to the ind-topology. One can see
that Y ∩Ux is closed in Ux with respect to the Zariski topology for all x ∈ X. This
proves that Y is closed in X with respect to the Zariski topology. 
The following example is an application of the proposition above. We construct
a proper ind-variety (i.e., it is not a variety) such that the ind-topology and the
Zariski topology coincide and moreover, it is connected.
Example 3. Let Ln be defined as
Ln :=VAn(x1 − 1, x2 − 1, . . . , xn−1 − 1) ⊆ An .
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Remark that Ln ∩ Ln+1 = {(1, . . . , 1)} ⊆ An for all n and Ln ∩ Lm = ∅ for all n,
m with |n −m| ≥ 2. Let X := lim−→Xn where Xn :=L1 ∪ . . . ∪ Ln ⊆ A
n. It follows
that X ⊆ A∞ is a closed connected subset in the ind-topology. We claim that the
ind-topology and the Zariski topology on X coincide. According to the proposition
above it is enough to show that X is “locally constant” with respect to the Zariski
topology. Let x ∈ X. Then there exists N such that x ∈ LN , but x /∈ LN+1. Let
Ux :=X \ VA∞(f1, . . . , fN ) ⊆ X where fi ∈ O(A∞) is given by
fi|An = xi − 1 ∈ k[x1, . . . , xn] for all n ≥ N.
Thus, Ux ⊆ X is a Zariski open neighbourhood of x. Moreover, for all n > N we
have Ln ⊆ VA∞(f1, . . . , fN ). Hence we have Ux ∩Xn = Ux ∩Xn+1 for all n ≥ N .
As remarked before Corollary 6, connectedness of an affine ind-variety is the
same for both topologies. But this is no longer true for irreducibility as we will see
in the next section (see Example 4).
3. Irreducibility via the coordinate ring. It is well known that an affine variety
X is irreducible if and only if the coordinate ring O(X) is an integral domain. This
statement remains true for affine ind-varieties endowed with the Zariski topology.
The proof is completely analogous to the proof for affine varieties. In the case of the
ind-topology it is still true that O(X) is an integral domain if X is irreducible, as the
ind-topology is finer than the Zariski topology. But the converse is in general false.
In the following we give an example of an affine ind-variety X, which is reducible
in the ind-topology, but its coordinate ring O(X) is an integral domain and thus it
is irreducible in the Zariski topology.
Example 4. Throughout this example we work in the ind-topology. Let gn ∈
k[x1, . . . , xn] be defined as
gn :=x1 + . . .+ xn ,
and let fn be defined as in Example 1. By construction, fn and gn are irreducible
polynomials. The affine ind-variety X := lim−→(VAn(fn) ∪ VAn(gn)) decomposes into




n VAn(gn)) and thus X is reducible. We
claim that O(X) = lim←− k[x1, . . . , xn]/(fngn) is an integral domain. Assume towards
a contradiction that there exist (ϕn), (ψn) ∈
∏∞
n=1 k[x1, . . . , xn] such that (ϕn)
and (ψn) define non-zero elements in O(X), but (ϕnψn) defines zero in O(X). By
definition, there exists αn ∈ k[x1, . . . , xn] such that
(∗) ϕn+1(x1, . . . , xn, 0) = ϕn + fngnαn for all n .
Since (ϕnψn) defines zero in O(X), it follows that fngn divides ϕnψn for n > 0.
Hence we can assume without loss of generality that fn divides ϕn for infinitely
many n. Eq. (∗) and the definition of fn+1 show that fn divides ϕn for all n.
Since (ϕn) 6= 0 in O(X) there exists N > 1 such that gN does not divide ϕN . Let
ρn ∈ k[x1, . . . , xn] such that ϕn = fnρn. It follows that gN does not divide ρN , in
particular ρN 6= 0. According to (∗) and the definition of fn+1 we have
(∗∗) ρn = fn · ρn+1(x1, . . . , xn, 0)− gn · αn for all n .
Since gN does not divide ρN it follows that there exists p ∈ AN with gN (p) = 0
and ρN (p) 6= 0. Let γn : A1 → An be the curve defined by γn(t) = (p, 0, . . . , 0) +
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(t,−t, 0, . . . , 0) for n ≥ N . Since gn(γn(t)) = 0 it follows from (∗∗) that ρn(γn(t)) =
fn(γn(t))ρn+1(γn+1(t)). This implies






· ρn(γn(t)) for all n ≥ N .
Since fi(γi(t)) is a polynomial of degree 2
i−1 for all i ≥ N , it follows that the
polynomial ρN (γN (t)) is of unbounded degree, a contradiction.
4. Irreducibility via the filtration. One would like to give a criterion for con-
nectedness or irreducibility in terms of the filtration X1 ↪→ X2 ↪→ . . . of the affine
ind-variety. In the case of connectedness Shafarevich gave a nice description via
the filtration (see Proposition 2 [Sha81]) and Kambayashi gave a proof for it (see
Proposition 2.4 [Kam96]) (the proof works in both topologies, as connectedness of
an affine ind-variety is the same for both topologies). In the case of irreducibility,
things look different.
If we start with a filtration X1 ↪→ X2 ↪→ . . . of irreducible affine varieties, then
one can see that lim−→Xn is an irreducible affine ind-variety in both topologies. Like-
wise one can ask if every irreducible affine ind-variety is obtained from a filtration of
irreducible affine varieties. One can see that the latter property is equivalent to the
following condition: the set K of all irreducible components of all Xn is directed
under inclusion for some (and hence every) filtration X1 ↪→ X2 ↪→ . . . . Shafare-
vich claims in [Sha81] that the latter condition is equivalent to the irreducibility
of X in the ind-topology. But Homma gave in [Kam96] a counter-example X to
this statement. For every filtration X1 ↪→ X2 ↪→ . . . of Homma’s counter-example
X the number of irreducible components of Xn tends to infinity if n → ∞. Here
we give another counter-example. Namely, we construct an irreducible affine ind-
variety X = lim−→Xn (irreducible with respect to both topologies) such that K is
not directed, but Xn consists of exactly two irreducible components for n > 1.
Example 5. Let us define gn ∈ k[x1, . . . , xn] recursively by
g1 :=(x1 − 1) , gn+1 :=(x1 − (n+ 1)) · gn − xn+1 .
By construction every gn is an irreducible polynomial. Let Yn :=VAn(gn) ⊆ An.
It follows that Yn ⊆ Yn+1 for all n. Let further Zn :=VAn(x2, . . . , xn) ⊆ An
and Xn :=Yn ∪ Zn. It follows that Xn ⊆ Xn+1 is a closed subset for all n. Let
X := lim−→Xn. We get
Yn ∩ Zn = VAn(gn, x2, . . . , xn) = VAn(
n∏
i=1
(x1 − i), x2, . . . , xn) = {e1, 2e1, . . . , ne1} ,
where e1 = (1, 0, . . . , 0) ∈ An. The set K defined above is not directed and Xn
decomposes in two irreducible components for n > 1. It remains to show that X
is irreducible with respect to the ind-topology, as in that case X is also irreducible







Yn ∩ Zn ⊆ Y ⊆ X for all m,
we have X = Y , where the closure is taken in the ind-topology. Since Y is irre-
ducible, as a consequence X is also irreducible.
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We conclude this paper with a criterion for the irreducibility of an affine ind-
variety X = lim−→Xn where the number of irreducible components of Xn is bounded
for all n. Unfortunately we need for this criterion also information about the closure
of a subset in the “global” object X and not only about the filtration X1 ↪→
X2 ↪→ . . . itself. The following proposition implies Proposition D.
Proposition 8. Let X = lim−→Xn be an affine ind-variety such that the number of
irreducible components of Xn is bounded by l for all n. Then X is irreducible in
the ind-topology (Zariski topology) if and only if for all n there exists an irreducible
component Fn of Xn such that F1 ⊆ F2 ⊆ . . . and
⋃
n Fn is dense in X with respect
to the ind-topology (Zariski topology).
Proof. One can read the proof either with respect to the ind-topology or with
respect to the Zariski topology. Let X = lim−→Xn be irreducible. For all n let us
write Xn = X
1
n ∪ . . . ∪X ln where Xin is an irreducible component of Xn and for all








Since X is irreducible the claim follows. The converse of the statement is clear. 
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ON AUTOMORPHISMS OF THE AFFINE CREMONA GROUP
(accepted for publication in the Annales de l’Institut Fourier)
HANSPETER KRAFT AND IMMANUEL STAMPFLI
Abstract. We show that every automorphism of the group Gn := Aut(An)
of polynomial automorphisms of complex affine n-space An = Cn is inner
up to field automorphisms when restricted to the subgroup TGn of tame au-
tomorphisms. This generalizes a result of Julie Deserti who proved this in
dimension n = 2 where all automorphisms are tame: TG2 = G2. The methods
are different, based on arguments from algebraic group actions.
1. Notation. Let Gn := Aut(An) denote the group of polynomial automorphisms
of complex affine n-space An = Cn. For an automorphism g we use the notation
g = (g1, g2, . . . , gn) if
g(a) = (g1(a1, . . . , an), . . . , gn(a1, . . . , an)) for a = (a1, . . . , an) ∈ An
where g1, . . . , gn ∈ C[x1, . . . , xn]. Moreover, we define the degree of g by deg g :=
max(deg g1, . . . ,deg gn). The product of two automorphisms is denoted by f ◦ g.
The automorphisms of the form (g1, . . . , gn) where gi = gi(xi, . . . , xn) depends
only on xi, . . . , xn, form the Jonquie`re subgroup Jn ⊂ Gn. Moreover, we have the in-
clusions Dn ⊂ GLn ⊂ Affn ⊂ Gn where Dn is the group of diagonal automorphisms
(a1x1, . . . , anxn) and Affn is the group of affine transformations g = (g1, . . . , gn)
where all gi have degree 1. The group Affn is the semidirect product of GLn with
the commutative unipotent subgroup Tn of translations. The subgroup TGn ⊂ Gn
generated by Jn and Affn is called the group of tame automorphisms.
Main Theorem. Let θ be an automorphism of Gn. Then there is an element g ∈ Gn
and a field automorphism τ : C→ C such that
θ(f) = τ(g ◦ f ◦ g−1) for all tame automorphisms f ∈ TGn.
After some preparation in the following sections the proof is given in Section 7.
For n = 2 where TG2 = G2 this result is due to Julie Deserti [De´s06]. In fact, she
proved this for any uncountable field K of characteristic zero. Our methods work
for any algebraically closed field of characteristic zero.
Recently, Alexei Belov-Kanel and Jie-Tai Yu proved that every ind-group
automorphism Gn → Gn is inner [BKY13].
Date: Final version May 2013.
Both authors were partially supported by Swiss National Science Foundation (Schweizerischer
Nationalfonds).
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2. Ind-group structure and locally finite automorphisms. The group Gn
has the structure of an ind-group given by Gn =
⋃
d≥1(Gn)d where (Gn)d are the
automorphisms of degree ≤ d (see [Kum02]). Each (Gn)d is an affine variety and
(Gn)d ⊂ (Gn)d+1 is closed for all d. This defines a topology on Gn where a subset
X ⊂ Gn is closed (resp. open) if and only if X∩(Gn)d is closed (resp. open) in (Gn)d
for all d. All subgroups mentioned above are closed subgroups, except possibly TGn.
In addition, multiplication Gn×Gn → Gn and inverse Gn → Gn are morphisms of
ind-varieties where for the latter one has to use the fact that deg f−1 ≤ (deg f)n−1.
This seems to be a classical result for birational maps of Pn based on Be´zout’s
Theorem (see [BCW82, Corollary (1.4) and Theorem (1.5)]). It follows that for
every subgroup G ⊂ Gn the closure G¯ in Gn is also a subgroup.
A closed subgroup G contained in some (Gn)d is called an algebraic subgroup.
In fact, such a G is an affine algebraic group which acts faithfully on An, and for
every affine algebraic group H acting on An the image of H in Gn is an algebraic
subgroup.
A subset X ⊂ Gn is called bounded constructible, if X is a constructible subset
of some (Gn)d.
Lemma 2.1. Let G ⊂ Gn be a subgroup and let X ⊂ G be a subset which is dense
in G and bounded constructible. Then G is an algebraic subgroup, and G = X ◦X.
Proof. By assumption G ⊂ X¯ ⊂ (Gn)d for some d and so G¯ = X¯ is an algebraic
subgroup. Moreover, there is a subset U ⊂ X which is open and dense in G¯. Then
U ◦ U = G¯, and so G¯ = G = X ◦X. 
An element g ∈ Gn is called locally finite if it induces a locally finite automor-
phism of the algebra C[x1, . . . , xn] of polynomial functions on An. This is equivalent
to the condition that the linear span of {(gm)∗(f) | m ∈ Z} is finite dimensional
for all f ∈ C[x1, . . . , xn].
More generally, an action of a group G on an affine variety X is called locally
finite if the induced action on the coordinate ring O(X) is locally finite, i.e. for all
f ∈ O(X) the linear span 〈Gf〉 is finite dimensional. It is easy to see that the image
of G in Aut(X) is dense in an algebraic group G¯ which acts algebraically on X.
In fact, one first chooses a finite dimensional G-stable subspace W ⊂ O(X) which
generates O(X), and then defines G¯ ⊂ GL(W ) to be the closure of the image of G
inside GL(W ).
The next result will be used in the following section. We start again with an
action of a group G on an affine variety X and assume that x0 ∈ X is a fixed point.
Then we obtain a representation τ : G → GL(Tx0X) on the tangent space at x0,
given by τ(g) := dx0g.
Lemma 2.2. Let G act faithfully on an irreducible affine variety X. Assume that
x0 ∈ X is a fixed point and that there is a G-stable decomposition mx0 = V ⊕m2x0 .
Then the tangent representation τ : G→ GL(Tx0X) is faithful.
Proof. Let g ∈ ker τ . Then g acts trivially on V , hence on all powers V j of V . This





the claim follows. 
We remark that a G-stable decomposition mx0 = V ⊕ m2x0 like in the lemma
above always exists if G is a reductive algebraic group.
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3. Tori and centralizers. For the convenience of the reader we recall two im-
portant results about fixed point sets of group actions which we will need below.
A complex variety X is called Z/pZ-acyclic if Hj(X,Z/pZ) = 0 for j > 0 and
H0(X,Z/pZ) = Z/pZ. The first result goes back to P. A. Smith [Smi34].
Proposition 3.1 (Corollary to Theorem 7.5 in [Ser09]). Let G be a finite p-group
and let X be an affine G-variety. If X is Z/pZ-acyclic, then so is XG.
The second result is due to Fogarty and describes the tangent cone C(XG, x)
of the fixed point set XG.
Proposition 3.2 (Theorem 5.2 in [Fog73]). Let G be a reductive group. If X is an
affine G-variety, then for each point x ∈ X we have C(XG, x) = C(X,x)G.
Define µk := {g ∈ Dn | gk = id}. We have µk ' (Z/k)n, and µ∞ :=
⋃
k µk ⊂ Dn
is the subgroup of elements of finite order where µ∞ ' (Q/Z)n. The next lemma
about the centralizer of µk is easy.
Lemma 3.3. For every k > 1 we have CentGn(µk) = CentGLn(µk) = Dn.
The following result is crucial for the proof of the main theorem.
Proposition 3.4. Let µ ⊂ Gn be a finite subgroup isomorphic to µ2. Then the
centralizer CentGn(µ) is a diagonalizable algebraic subgroup of Gn, i.e. isomorphic
to a closed subgroup of a torus. Moreover dim CentGn(µ) ≤ n.
Proof. We first remark that CentGn(µ) is a closed subgroup of Gn. By Proposi-
tion 3.1 the fixed point set F := (An)µ′ of every subgroup µ′ ⊂ µ is Z/2-acyclic,
in particular non-empty and connected. We also know that F is smooth and that
TaF = (TaAn)µ
′
since µ′ is linearly reductive (see Proposition 3.2). If a ∈ (An)µ,
then the tangent representation of µ on TaAn is faithful, by Lemma 2.2 above, and
so a is an isolated fixed point. Hence, (An)µ = {a}.
Choose generators σ1, . . . , σn of µ such that the images in GL(TaAn) are reflec-
tions, i.e. have a single eigenvalue −1, and set Hi := (An)σi . The tangent represen-
tation shows that Hi is a hypersurface, hence defined by an irreducible polynomial
fi ∈ C[x1, . . . , xn]. Moreover, σ∗i (fi) = −fi and σ∗i (fj) = fj for j 6= i. It follows that
the linear subspace V := Cf1 ⊕ · · · ⊕ Cfn ⊂ C[x1, . . . , xn] is µ-stable. In addition,
any g ∈ G := CentGn(µ) fixes a and stabilizes all Cfi and so, by the following
Lemma 3.6 applied to the morphism ϕ := (f1, . . . , fn) : An → An, the action of G
on An is locally finite. Since G is a closed subgroup of Gn, it follows that it is an
algebraic subgroup of Gn, and its image in GL(V ) is a closed subgroup contained
in a maximal torus, hence a diagonalizable group.
Finally, ma = V ⊕m2a, and thus the homomorphism G→ GL(TaAn) is injective,
by Lemma 2.2. Hence the claim. 
Remark 3.5. It is not difficult to show that the proposition holds for every finite
commutative subgroup µ of rank n. In fact, the proof carries over to subgroups
isomorphic to µp where p is a prime, and every finite commutative subgroup µ of
rank n contains such a group.
Lemma 3.6. Let G ⊂ Aut(An) be a subgroup and let ϕ : An → X be a dominant
morphism such that dimX = n. Assume that ϕ∗(O(X)) is a G-stable subalgebra
and that the induced action of G on X is locally finite. Then the same holds for the
action of G on An.
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Proof. Put A := ϕ∗(O(X)) ⊂ C[x1, . . . , xn] and denote by R ⊂ C[x1, . . . , xn] the
integral closure of A. We first claim that the action of G on R is locally finite. In
fact, let f ∈ R and let fm + a1fm−1 + · · · + am = 0 be an integral equation of f
over A. By assumption, the spaces 〈Gai〉 are all finite dimensional, and so there is a
d ∈ N such that deg gai < d for all g ∈ G and all ai. Since gf satisfies the equation
(gf)m + (ga1)(gf)m−1 + · · · + (gam) = 0 we get deg(gf) < d for all g ∈ G, hence
the claim.
Therefore, we can assume that X is normal and that ϕ : An → X is birational.
Choose an open set U ⊂ An such that ϕ(U) ⊂ X is open and ϕ induces an
isomorphism U ∼−→ ϕ(U). Define Y := ⋃g∈G gU ⊂ An. Then the induced morphism
ψ := ϕ|Y : Y → ϕ(Y ) is G-equivariant and a local isomorphism. This implies that
ψ is a G-equivariant isomorphism.
By assumption, the action of G on X is locally finite, and so G is dense in an
algebraic group G¯ which acts regularly on X. Clearly, the open set ϕ(Y ) is G¯-stable
and thus the action of G¯ on O(ϕ(Y )) is locally finite. Now the claim follows, because
C[x1, . . . , xn] ⊂ O(Y ) is a G-stable subalgebra. 
The proposition above has an interesting consequence for the linearization prob-
lem for finite group actions on affine 3-space A3. In this case it is known that
every faithful action of a non-finite reductive group on A3 is linearizable (Kraft-
Russell, see [KR12]).
Corollary 3.7. Let µ ⊂ G3 be a commutative subgroup of rank three. If the cen-
tralizer of µ is not finite, then µ is conjugate to a subgroup of D3.
4. Dn-stable unipotent subgroups. Recall that every commutative unipotent
group U has a natural structure of a C-vector space, given by the exponential map
exp: TeU
∼−→ U . Thus Aut(U) = GL(U) and every action of an algebraic group on
U by group automorphisms is given by a linear representation.






C+-action on An, hence a one-dimensional unipotent subgroup
Uδ = {Exp(tδ) := (exp(tδ)(x1), . . . , exp(tδ)(xn)) | t ∈ C+} ⊆ Gn,
and Uδ = Uδ′ if and only if δ′ is a scalar multiple of δ. In the following we denote
by e1, . . . , en the standard basis of Zn, and by ε1, . . . , εn the standard basis of the
character group of Dn.
Lemma 4.1. Let U = Uδ ⊂ Gn be a one-dimensional unipotent subgroup. Then Uδ
is normalized by Dn if and only if δ is of the form cxγ ∂∂xi , where
xγ = xγ11 · · ·xγi−1i−1 xγi+1i+1 · · ·xγnn
and c ∈ C∗. In particular, Uδ = {(x1, . . . , xi + s(cxγ), . . . , xn) | s ∈ C}, and
d ◦ Exp(sδ) ◦ d−1 = Exp(tei−γsδ) for d = (t1x1, . . . , tnxn) ∈ Dn.






it follows that each hi is a monomial of the form hi = aixβ+ei for
some β ∈ Zn. If βi ≥ 0 an induction on m shows that, for all m ≥ 1, we have
δm(xi) = b(i)m x
mβ+ei , where b(i)m = ai
m−1∏
l=1
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Assume that βi ≥ 0 for all i. Since δ is locally nilpotent there is a minimal mi ≥ 0
such that b(i)mi+1 = 0. This implies ai = −mib. Since δ 6= 0, we get









miβi = −1. But this is a contradiction, because mi, βi ≥ 0 for all i.
Therefore aixβ+ei 6= 0 implies that βj ≥ 0 for all j 6= i, and βi = −1. Thus there
is only one term in the sum, i.e. δ = aixγ ∂∂xi where γ := β + ei has the claimed
form. 
Remark 4.2. This lemma can also be expressed in the following way: There is a
bijective correspondence between the Dn-stable one-dimensional unipotent subgroups
U ⊂ Gn and the characters of Dn of the form λ =
∑
j λjεj where one λi equals 1
and the others are ≤ 0. We will denote this set of characters by Xu(Dn):
Xu(Dn) := {λ =
∑
λjεj | ∃ i such that λi = 1 and λj ≤ 0 for j 6= i}.
If λ ∈ Xu(Dn), then Uλ denotes the corresponding one-dimensional unipotent sub-
group normalized by Dn.
Remark 4.3. In [Lie11, Theorem 1] Alvaro Liendo shows that the locally nilpotent
derivations normalized by the torus D′n := Dn ∩ SLn have exactly the same form.
Lemma 4.4. The subgroup Tn of translations is the only commutative unipotent
subgroup normalized by GLn.
Proof. If U ⊂ Gn is a commutative unipotent subgroup normalized by GLn, then
all the weights of the representation of GLn on TeU ' U must belong to Xu(Dn).
The dominant weights of GLn are
∑
i λiεi where λ1 ≥ λ2 ≥ · · · ≥ λn, and only
those of the form λ = ε1 +
∑
i>1 λiεi where 0 ≥ λ2 ≥ · · · ≥ λn occur in Xu(Dn).
If λ 6= ε1, i.e. λ = ε1 + λkεk + λk+1εk+1 + · · · where λk < 0, then the weight
λ′ := (λk + 1)εk + λk+1εk+1 + · · · is dominant and λ′ ≺ λ. Therefore λ′ appears
in the irreducible representation of GLn of highest weight λ, but λ′ /∈ Xu(Dn).
Thus U and Tn are isomorphic as GLn-modules, hence contain the same Dn-stable
one-dimensional unipotent subgroups, and so U = Tn. 
5. Maximal tori. It is clear that Dn ⊂ Gn is a maximal commutative subgroup
of Gn since it coincides with its centralizer, see Lemma 3.3. Moreover, Bia lynicki-
Birula proved in [BB66] that a faithful action of an n-dimensional torus on An is
linearizable (cf. [KS92, Chap. I.2.4, Theorem 5]).Thus we have the following result.
Lemma 5.1. Dn is a maximal commutative subgroup of Gn. Moreover, every al-
gebraic subgroup of Gn, which is isomorphic to Dn is conjugate to Dn.
Now let G ⊂ Gn be an algebraic subgroup which is normalized by Dn. Then
the non-zero weights of the representation of Dn on the Lie algebra LieG belong
to Xu(Dn), and the weight spaces are one-dimensional. It follows that the non-
zero weight spaces of LieG are in bijective correspondence with the Dn-stable
one-dimensional unipotent subgroups of G.
Lemma 5.2. Let G ⊂ Gn be an algebraic subgroup normalized by a torus D ⊂ Gn
of dimension n, let U1, . . . , Ur be the D-stable one-dimensional unipotent subgroups
of G, and put X := U1 ◦ · · · ◦ Ur ⊂ G.
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(a) If G is unipotent, then G = X ◦X and dimG = r.
(b) If D ⊂ G, then G0 = D ◦X ◦D ◦X and dimG = r + n.
Proof. (a) The canonical map U1 × · · · × Ur → G is dominant, and so X ⊂ G is
constructible and dense. Thus X ◦X = G, by Lemma 2.1, and dimG = dim LieG =
r.
(b) Similarly, we see that D ◦X ⊂ G0 is constructible and dense, and therefore
D ◦X ◦D ◦X = G0, and dimG = dim LieG = dim LieD + r. 
6. Images of algebraic subgroups. The next two propositions are crucial for
the proof of our main theorem.
Proposition 6.1. Let θ be an automorphism of Gn. Then
(a) D := θ(Dn) is a torus of dimension n, conjugate to Dn.
(b) If U is a Dn-stable unipotent subgroup, then θ(U) is a D-stable unipotent
subgroup of the same dimension.
(c) T := θ(Tn) is a commutative unipotent subgroup of dimension n, normalized
by D, and the representation of D on T is faithful.
Proof. (a) We have Dn = CentGn(µ2), by Lemma 3.3, and thus D = θ(Dn) =
CentGn(θ(µ2)). Proposition 3.4 implies that D is a diagonalizable algebraic sub-
group with dimD ≤ n, hence D = D0×F for some finite group F . If k is prime to
the order of F , then θ(µk) ⊂ D0 and so dimD0 = n, because µk ' (Z/k)n. Hence
D = D0 is an n-dimensional torus which is conjugate to Dn, by Lemma 5.1.
(b) First assume that dimU = 1. Then U consists of two Dn-orbits, O := U \{id}
and {id}. It follows that θ(U) consists of the two D-orbits θ(O) and {id}, and so
θ(U) is bounded constructible and thus a commutative algebraic group normalized
by D. Since it does not contain elements of finite order it is unipotent, and since it
consists of only two D-orbits it is of dimension 1.
Now let U be arbitrary, dimU = r, and let U1, . . . , Ur be the different Dn-stable
one-dimensional unipotent subgroups of U . Then X := U1 ◦ U2 ◦ · · · ◦ Ur ⊂ U is
dense and constructible and U = X ◦ X, by Lemma 5.2(a). Applying θ implies
that θ(X) = θ(U1) ◦ · · · ◦ θ(Ur) is bounded constructible and connected, as well as
θ(U) = θ(X)◦θ(X), and thus θ(U) is a connected algebraic subgroup of Gn normal-
ized by D. Since every element of θ(U) has infinite order, θ(U) must be unipotent.
Moreover, dim θ(U) ≥ r, since θ(U) contains the D-stable one-dimensional unipo-
tent subgroups θ(Ui), i = 1, . . . , r. The same argument applied to θ−1 finally gives
dim θ(U) = r.
(c) This statement follows from (b) and the fact that Tn contains a dense Dn-
orbit with trivial stabilizer. 
The same arguments, this time using Lemma 5.2(b), gives the next result.
Proposition 6.2. Let θ be an automorphism of Gn and let G ⊂ Gn be an algebraic
subgroup which contains a torus D of dimension n.
(a) The image θ(G) is an algebraic subgroup of Gn of the same dimension dimG.
(b) We have θ(G0) = θ(G)0. In particular, θ(G) is connected if G is connected.
(c) If G is reductive, then so is θ(G), and then θ(G) is conjugate to a closed
subgroup of GLn.
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Proof. As above, let U1, . . . , Ur be the different D-stable one-dimensional unipotent
subgroups of G, and put X := U1 ◦ · · · ◦Ur. Then D ◦X is constructible in G0, and
D ◦X ◦D ◦X = G0, by Lemma 5.2(b). Applying θ we see that θ(D ◦X ◦D ◦X) =
θ(D) ◦ θ(X) ◦ θ(D) ◦ θ(X) is bounded constructible and connected, and so θ(G0)
is a connected algebraic subgroup of Gn, of finite index in θ(G). Since the θ(Ui)
are different θ(D)-stable one-dimensional unipotent subgroups of θ(G) we have
dim θ(G) ≥ dim θ(D) + r = dimG. Using θ−1 we get equality. This proves (a) and
(b).
For (c) we remark that if G contains a normal unipotent subgroup U , then θ(U) is
a normal unipotent subgroup of θ(G). Moreover, a reductive subgroup G containing
a torus of dimension n has no non-constant invariants, and so G is linearizable (see
[KP85, Proposition 5.1]). 
7. Proof of the Main Theorem. Let θ be an automorphism of Gn. It follows
from Proposition 6.2 that there is a g ∈ Gn such that g ◦ θ(GLn) ◦ g−1 ⊂ GLn.
Therefore we can assume that θ(GLn) = GLn. The subgroup Tn of translations
is the only commutative unipotent subgroup normalized by GLn, by Lemma 4.4.
Therefore, θ(Tn) = Tn and so θ(Affn) = Affn. Now the theorem follows from the
next proposition. 
Proposition 7.1. (a) Every automorphism θ of Affn with θ(GLn) = GLn and
θ(Tn) = Tn is of the form θ(f) = τ(g ◦ f ◦ g−1) where g ∈ GLn and τ is an
automorphism of the field C.
(b) If θ is an automorphism of Gn such that θ|Affn = IdAffn , then θ|Jn = IdJn .
Proof. (a) It is enough to prove that θ(f) = g ◦ τ(f) ◦ g−1 for some g ∈ GLn and
some automorphism τ : C → C of the field C. Let Z = C∗ ⊆ GLn be the center of
GLn and define θ0 := θ|Z : Z → Z, θ1 := θ|Tn : Tn → Tn. It follows that θ0 and θ1
are abstract group homomorphisms of C∗ and Tn respectively, and for all c ∈ C∗,
t ∈ Tn we get
(∗) θ1(c · t) = θ1(c ◦ t ◦ c−1) = θ0(c) ◦ θ1(t) ◦ θ0(c)−1 = θ0(c) · θ1(t) ,
where “ · ” denotes scalar multiplication. We claim that τ : C→ C defined by τ |C∗ =
θ0, τ(0) = 0, is an automorphism of the field C. Indeed, using (∗) one sees that
τ(a + b) = τ(a) + τ(b) for all a, b ∈ C∗ such that a + b 6= 0. As θ0(−1) = −1 it
follows that τ(−a) = −τ(a) for all a ∈ C∗ and so τ(a+ (−a)) = τ(a) + τ(−a). This
implies the claim.
Thus we can assume that θ0 = idC∗ . Using (∗) again, it follows that θ1 is linear.
Considering θ1 as an element of GLn we have θ1(t) = θ1 ◦ t ◦ θ−11 , and thus we can
assume that θ1 = idTn . But this implies that θ(g) = g for all g ∈ GLn, because
g ◦ t ◦ g−1 = θ(g ◦ t ◦ g−1) = θ(g) ◦ t ◦ θ(g)−1
for all t ∈ Tn.
(b) Let U ⊂ Gn be a one-dimensional unipotent Dn-stable subgroup. We first
claim that θ(U) = U and that θ|U is linear. In fact, U ′ := θ(U) is a one-dimensional
unipotent Dn-stable subgroup, by Proposition 6.1(b), and the characters λ and λ′
associated to U and U ′ (see Remark 4.2) have the same kernel, because
(∗∗) θ(λ(d) ·u) = θ(d◦u◦d−1) = d◦θ(u)◦d−1 = λ′(d) ·θ(u) for d ∈ Dn, u ∈ U.
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Hence λ = ±λ′. If λ = −λ′, then U ⊆ GLn and so U ′ = U , since θ|GLn = IdGLn ,
hence a contradiction. Thus λ = λ′, and so U = U ′ and (∗∗) shows that θ|U is
linear, proving our claim.
As a consequence, θ|Uλ = aλ IdUλ for all λ ∈ Xu(Dn), with suitable aλ ∈ C∗. If
λi = 1 put γi := 0 and γj := −λj . Then f = (x1, . . . , xi + xγ , . . . , xn) ∈ Uλ, see
Lemma 4.1. Conjugation with the translation t : x 7→ x−∑j 6=i ej gives
t◦ f ◦t−1 = (x1, . . . , xi+hγ , . . . , xn) where hγ := (x1 +1)γ1(x2 +1)γ2 · · · (xn+1)γn .
Now we apply θ to get θ(t◦f ◦t−1) = t◦θ(f)◦t−1. Since all the monomials xγ′ with
γ′ ≤ γ appear in hγ it follows that the corresponding coefficients aλ′ must all be
equal. In particular, aλ = aεi = 1 since Uεi ⊂ Tn. This shows that θ|Jn = IdJn . 
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A NOTE ON AUTOMORPHISMS OF THE AFFINE CREMONA
GROUP
IMMANUEL STAMPFLI
Abstract. Let G be an ind-group and let U ⊆ G be a unipotent ind-subgroup.
We prove that an abstract automorphism θ : G → G maps U isomorphically
onto a unipotent ind-subgroup of G, provided that a closed torus T ⊆ G nor-
malizes U and the action of T on U by conjugation fixes only the neutral
element. As an application we generalize a result by Hanspeter Kraft and
the author in [KS11] as follows: If an abstract automorphism of the affine Cre-
mona group G3 in dimension 3 fixes the group of tame automorphisms TG3,
then it also fixes a whole family of non-tame automorphisms (including the
Nagata automorphism).
0. Introduction. Throughout this note we denote by Gn the group of polyno-
mial automorphisms Aut(An) of the complex affine space An = Cn. Such an au-
tomorphism has the form g = (g1, . . . , gn) ∈ Gn with polynomials g1, . . . , gn ∈
C[x1, . . . , xn]. We define deg g := maxi deg gi. The tame automorphism group TGn
is the subgroup of Gn generated by the affine linear automorphisms (i.e. the auto-
morphisms g with deg g ≤ 1) and the triangular automorphisms (i.e. the automor-
phisms (g1, . . . , gn) where gi = gi(xi, . . . , xn) depends only on xi, . . . , xn for each
i). The main result of [KS11] is the following.
Theorem 1. Let θ : Gn → Gn be an abstract automorphism. Then there exists
g ∈ Gn and a field automorphism τ : C→ C such that
θ(f) = τ(g ◦ f ◦ g−1) for all tame automorphisms f ∈ TGn .
If θ preserves in addition the ind-group structure of Gn (see below for a defini-
tion), then Alexei Belov-Kanel and Jie-Tai Yu proved recently that θ is an
inner automorphism of Gn (see [BKY13]).
In dimension n = 2 all automorphisms are tame (cf. [Jun42] and [vdK53]). But
in dimension n = 3, Ivan P. Shestakov and Ualbai U. Umirbaev showed that
the famous Nagata automorphism uN ∈ G3 (see below for a definition) is non-
tame (cf. [SU04]). It is an open problem if there exist non-tame automorphisms in
dimension n > 3. A natural question is whether the theorem above extends to the
entire automorphism group Gn, i.e. whether θ(f) = τ(g ◦ f ◦g) for all f ∈ Gn. If this
would be true, then every abstract automorphism of Gn would preserve algebraic
subgroups of Gn (see below for a definition). In fact, a main tool in the proof of
Theorem 1 is to show, that certain algebraic subgroups are sent into isomorphic
algebraic subgroups under an abstract automorphism of Gn. The main point of this
Date: May 15, 2013.
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note is to refine this techniques. In order to state the main result we introduce the
concept of an ind-group and related terms.
A group G is called an ind-group if it is endowed with a filtration by affine
varieties G1 ⊆ G2 ⊆ . . . , each one closed in the next, such that G =
⋃∞
i=1Gi and
such that the map G × G → G, (x, y) 7→ x · y−1 is a morphism of ind-varieties
(see [Kum02, ch. IV] for an introduction to ind-varieties and ind-groups). We then
write G = lim−→Gi. For example, Gn = lim−→Gn,i is an ind-group, where Gn,i is the
set of all automorphisms g ∈ Gn with deg g ≤ i (see [BCW82]). We endow an
ind-group G = lim−→Gi with the following topology: a subset X ⊆ G is closed if and
only if X ∩ Gi is closed in Gi with respect to the Zariski topology. If H ⊆ G is
a closed subgroup, then H inherits in a canonical way an ind-structure from G,
namely H = lim−→H∩Gi. But for our purposes we need a more general definition of
an ind-subgroup.
Definition 1. Let H be a subgroup of an ind-group G = lim−→Gi. We say that H is
an ind-subgroup of G if H can be turned into an ind-group H = lim−→Hk such that to
every k there exists i = i(k) such that Hk ⊆ Gi is closed. Clearly, the ind-structure
of H is then unique. We say that H is an algebraic subgroup of G, if H is closed in
G and contained in some Gi.
We say that an ind-group U is unipotent if U = lim−→Ui where Ui is a unipotent
algebraic group for all i. Every element in a unipotent ind-group is unipotent. We
don’t know whether an ind-group consisting only of unipotent elements is always
unipotent. If the ind-group is commutative, then we are able to prove this.
Main Theorem. Let θ : G → G be an abstract automorphism of an ind-group G
that is the identity on a closed torus T ⊆ G. If U ⊆ G is a unipotent ind-subgroup
that is normalized by T and if the neutral element of U is the only element that
is fixed under conjugation by T , then θ(U) is a unipotent ind-subgroup of G and
θ|U : U → θ(U) is an isomorphism of ind-groups.
Recall that there exists a bijective correspondence between locally nilpotent














If D is a locally nilpotent derivation and f ∈ kerD then fD is again a locally
nilpotent derivation and we call exp(fD) a modification of exp(D). For example,







, p := xz − 1
2
y2 ∈ kerD and uN = exp(pD) .
Recently, Shigeru Kuroda gave a characterization of the non-tame modifications
of certain unipotent automorphisms (see [Kur11, Theorem 2.3]). This result implies
that for all f ∈ kerD \C[z] the modification exp(fD) of u is non-tame. Clearly, all
the modifications of u lie in the centralizer Cent(u). As a consequence of our Main
Theorem we get the following result.
Application. Let θ : G3 → G3 be an abstract automorphism that is the identity
on the tame automorphisms TG3. Then θ fixes Cent(u) where u = exp(D) and
D = z ·∂/∂y+y ·∂/∂x. In particular, θ fixes the non-tame automorphisms exp(fD)
where f ∈ kerD \ C[z] and thus θ fixes the Nagata automorphism uN .
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Remark 1. All the results and proves work over any uncountable algebraically closed
field of characteristic zero.
I would like to thank Hanspeter Kraft for many fruitful discussions.
1. Proof of the Main Theorem. Let V be a commutative unipotent algebraic
group. Recall that V has a unique C-vector space structure such that the product
in V corresponds to addition. Also recall that a map of commutative unipotent
algebraic groups V → V ′ is a homomorphism of algebraic groups if and only if it is
C-linear.
We start with a lemma that proves the Main Theorem in the case when U ⊆ G
is an algebraic subgroup isomorphic to C+.
Lemma 1. Let θ : G → G be an abstract automorphism that is the identity on
a closed torus T ⊆ G and let U ⊆ G be an algebraic subgroup isomorphic to C+
which is normalized by T with character λ. If λ is non-trivial, then θ(U) ⊆ G
is an algebraic subgroup isomorphic to C+ and T normalizes θ(U) with the same
character λ. Moreover, θ|U : U → θ(U) is an isomorphism of algebraic groups.
Proof. Let U ′ := θ(U) ⊆ G. Choose u0 ∈ U . Then, U ′\{e} = { t·θ(u0)·t−1 | t ∈ T }
and {e} are constructible subsets of some filter set of G and since U ′ is a group
it follows that U ′ ⊆ G is an algebraic subgroup (see [Hum75, 7.4 Proposition A]).
Since U ′ has no element 6= e of finite order U ′ is unipotent. As U ′ is a toric variety
with exactly two orbits, U ′ is one-dimensional (see also [KS11, Proposition 2]). Let
λ′ be the character of U ′. We have
(∗) θ(λ(t)u0) = θ(t · u0 · t−1) = t · θ(u0) · t−1 = λ′(t)θ(u0) for t ∈ T .
Hence, it follows that λ and λ′ have the same kernel and thus λ = ±λ′. If we take
t ∈ T such that λ(t) = 2 then eq. (∗) implies that λ′ 6= −λ. Hence, λ = λ′ and
θ|U : U → U ′ is C-linear by eq. (∗). 
Proof of the Main Theorem. Let U ⊆ U be an algebraic subgroup that is normal-
ized by T . Choose closed algebraic subgroups V1, . . . , Vr ⊆ U which are isomorphic
to C+ and which are normalized by T , such that LieU = LieV1⊕ . . .⊕LieVr. Thus,
for suitable indices i1, . . . , im we have U = Vi1 · . . . · Vim (see [Hum75, 7.5 Proposi-
tion]). According to Lemma 1, θ(U) = θ(Vi1) · . . . ·θ(Vim) is a constructible subset of
some Gi ⊆ G and thus θ(U) is an algebraic subgroup of G. Again, since no element
6= e in U has finite order, θ(U) is unipotent. Consider the following commutative
diagram.
Vi1 × . . .× Vim





The vertical maps are induced by the product in U and hence they are surjective
morphisms. The top horizontal map is an isomorphism of varieties by Lemma 1.
The lemma below due to Hanspeter Kraft implies that the abstract group
homomorphism θ|U is an isomorphism of algebraic groups.
As we can replace the filtration of U by a filtration of unipotent algebraic sub-
groups, each one normalized by T , it follows that θ(U) ⊆ G is a unipotent ind-
subgroup and θ|U : U → θ(U) is an isomorphism of ind-groups. 
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Lemma 2 (Hanspeter Kraft). Let X and Y be affine varieties and let f : X →
Y be an abstract map. If there exists a surjective morphism g : Z  X such that the
composition f ◦g : Z → Y is a morphism and if X is normal, then f is a morphism.
For the proof of this lemma, one shows that the graph of f is closed in X × Y .
2. Proof of the Application. First, we determine the structure of Cent(u). De-
note by E the partial derivative with respect to x. The ind-subgroups of G3 listed
below are clearly contained in Cent(u).
C := { (ax, ay, az) | a ∈ C∗ }
F := { exp(fD) | f ∈ kerD }
H := { exp(hE) | h ∈ kerE ∩ kerD }
Proposition 1. We have a semi-direct product decomposition
Cent(u) = C n (Hn F) .
Proof. Recall that p = xz−(1/2)y2, z ∈ kerD. In fact, R := kerD is the polynomial
ring C[z, p] by [DF98, Proposition 2.3]. We have R[x] = C[z, x, y2] and hence a
decomposition C[x, y, z] = R[x] ⊕ yR[x]. Let g = (g1, g2, g3) ∈ Cent(u). Write




t2z) + (y + tz)q(x+ ty +
1
2




A comparison of the coefficients with respect to the variable t shows that v = r+sx
with r, s ∈ R, and q ∈ R. Hence, we get g1 = r + sx + qy, g2 = sy + qz, g3 = sz,
where s ∈ C∗. Up to post composition with an element of C we can assume that
s = 1. Thus,
g ◦ exp(qD)−1 = (x+ r − 1
2
q2z, y, z) .
One easily sees that this automorphism belongs to H. 
Let U be the ind-subgroup H ◦F ⊆ G. Every element g = exp(hE) ◦ exp(fD) ∈
H ◦ F satisfies







Since H∩F = {id}, this shows that every element 6= id of U has infinite order and
is contained in an algebraic subgroup of U . Thus every element of U is unipotent.
Now, Proposition 1 implies that U is the set of unipotent elements of Cent(u). An
easy calculation shows
(4) F = CentU [U ,U ]
where [U ,U ] is the commutator subgroup of U . Let T := { (a2b−1x, ay, bz) | a, b ∈
C∗ } which is a closed algebraic subgroup of G3. The torus T normalizes Cent(u),
H and F and hence it normalizes also U . In fact, it follows from eq. (4) that T is
the largest subgroup of the standard torus in G that normalizes Cent(u).
Proof of the Application. As u is a tame automorphism, θ preserves Cent(u). A
straightforward calculations shows, that the neutral element is the only element of
H (of F), that commutes with T . Thus the Main Theorem applied to the unipotent
ind-subgroups H and F of G3 implies that θ(U) = U . From eq. (4) it follows that
40 IMMANUEL STAMPFLI
θ preserves F . We define VF as the set of all algebraic subgroups of F which are
isomorphic to C+ and which are normalized by T . One can see that the elements
of VF correspond to the locally nilpotent derivations zmpnD for all m,n ≥ 0 and
hence different elements in VF have different characters. This implies that for all
V ∈ VF there exists aV ∈ C∗, such that θ|V = aV idV . Let e := (x − 1, y, z) ∈ H.
An easy calculation shows











Applying θ to the last equation and using the fact that exp(zjD) and e are tame
automorphisms yields aV = 1 for all V ∈ VF . As all the subgroups V ∈ VF
generate F , it follows that θ is the identity on F . Since H and C consist of tame
automorphisms this finishes the proof. 
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AUTOMORPHISMS OF THE PLANE PRESERVING A CURVE
JE´RE´MY BLANC AND IMMANUEL STAMPFLI
Abstract. We study the group of automorphisms of the affine plane preserv-
ing some given curve, over any field. The group is proven to be algebraic,
except in the case where the curve is a bunch of parallel lines. Moreover, a
classification of the groups of positive dimension occuring is also given in the
case where the curve is geometrically irreducible and the field is perfect.
1. Introduction
Let k be any field. This article studies (closed) curves Γ  A2  A2k and the
group of automorphisms of A2 (defined over k) which preserve this curve. We will
denote this group by AutpA2,Γq. In other words, we study polynomials in krx, ys
and the k-algebra automorphisms of krx, ys that send the polynomial on a multiple
of itself. We will always assume that the curve is reduced, i.e. that the polynomial
does not contain any multiple factor. For our purpose, it is a natural assumption.
If Γ has equation in krxs, we will say that Γ is a fence. In this case, AutpA2,Γq
is easy to describe, and it is in fact an infinite union of algebraic groups. Our main
result consists of showing that this is the only case where such phenomenon occurs.
Recall that AutpA2q has the structure of an ind-variety. More precisely, the set
AutpA2qd of automorphisms of degree ¤ d is an algebraic variety and AutpA2qd
is closed in AutpA2qd 1 for any d. This gives to AutpA2q 
8
d1 AutpA2qd the
structure of an ind-variety, and since composition and taking inverse preserve this
structure, AutpA2q is an ind-group (see [Kum02, Chapter IV] for precise definitions
of “ind-variety” and “ind-group”).
By definition, an algebraic subgroup of AutpA2q is a closed subgroup of bounded
degree. Let us recall that the group AutpA2q contains the following natural algebraic
subgroups
AffpA2q  tpx, yq ÞÑ pax  by   e, cx  dy   fq | a, b, c, d, e, f P k,
ad bc  0u,
Jn  tpx, yq ÞÑ pax  P pyq, by   cq | a, b P k
, c P k, P P krys,
degpP q ¤ nu.
Moreover, AutpA2q is generated by the union of these groups (Jung - van der Kulk’s
Theorem [Jun42], [vdK53]), any algebraic subgroup of AutpA2q is contained in one
of these subgroups [Kam79, Theorem 4.3].
For any curve Γ  A2, the group AutpA2,Γq is a closed ind-subgroup of AutpA2q.
The question is to know if this is an algebraic subgroup, i.e. if it has bounded degree.
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Theorem 1. Let Γ be a curve in A2. Applying an automorphism of A2, one of the
following holds:
iq The curve Γ has equation F pxq  0, where F pxq P krxs is a square-free poly-
nomial and
AutpA2,Γq  tpx, yq ÞÑ pax  b, cy   P pxqq | a, c P k, b P k ,
P P krxs , F pax  bq{F pxq P ku .
iiq The group AutpA2,Γq is equal to
tg P AffpA2q | gpΓq  Γu or tg P Jn | gpΓq  Γu
for some integer n. Moreover, the action of AutpA2,Γq on Γ gives an isomor-
phism of AutpA2,Γq with a closed subgroup of AutpΓq, pthis latter being an
algebraic groupq.
In particular, AutpA2,Γq is an algebraic group if and only if there is no automor-
phism of A2 which sends Γ onto a fence.
Remark that the existence of an automorphism of A2 which sends Γ onto a
line implies that Γ  A1, and that the converse is true in characteristic 0 by the
Abhyankar-Moh Theorem [AM75], but false in general. So Theorem 1 implies, in
positive characteristic, that non-trivial embeddings of A1 into A2 are rigid in the
sense that they admit only few compatible automorphisms of A2.
Another consequence of Theorem 1 is that the fixed locus of an automorphism
of A2 only contains points and curves equivalent to lines, a result already observed
by Friedland and Milnor in [FM89], in the case where k  C (see [Jel03] for some
generalisations to higher dimensions).
Remark that in the case where k  C, the observation on fixed points of Friedland
and Milnor, the Abhyankar-Moh Theorem and the Lin-Zaidenberg Theorem [ZL83]
imply Theorem 1 in the case where the curve Γ has an irreducible component
non-isomorphic to C. The interesting case of Theorem 1 is then, if k  C, the
description of AutpA2,Γq when Γ is C (or a union of such curves). Note that
there exist only partial classifications of the closed embeddings of C into A2 (see
[CNKR09]), and that there exist complicated torsion-abelian closed subgroups of
AutpA2q which are not conjugated to a subgroup of AffpA2q or to the Jonquie`res
group
8
n1 Jn (see [Wri79]). Theorem 1 implies that such groups do not preserve
any curve.
The proof of Theorem 1 is done in Section 3, using tools of birational geometry
of surfaces introduced in Section 2.
In Section 4, we refine the theorem by describing more precisely the possibilities
for the group AutpA2,Γq, in the case where Γ is geometrically irreducible and the
ground field k is perfect. We obtain then the following result (the tori T of cases
ivq, vq are precisely described in Proposition 4.5).
Theorem 2. Let Γ be a geometrically irreducible closed curve in A2, defined over
the perfect field k. Applying an automorphism of A2, one of the following holds:
iq The curve Γ is the line with equation x  0 and
AutpA2,Γq  tpx, yq ÞÑ pax, by   P pxqq | a, b P k, P P krxsu .
iiq The curve Γ has equation xb  λya, where λ P k and a, b ¡ 1 are coprime
integers. Moreover, AutpA2,Γq is equal to the group k acting diagonally via
px, yq ÞÑ ptax, tbyq.
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iiiq The curve Γ has equation xbya  λ, where λ P k and a, b ¥ 1 are coprime
integers. Moreover, AutpA2,Γq contains the group k acting diagonally via
px, yq ÞÑ ptax, tbyq, and is equal to this group if pa, bq  p1, 1q, or is the group
k  Z{2Z generated by k and by px, yq ÞÑ py, xq if pa, bq  p1, 1q.
ivq The curve Γ has equation λx2  νy2  1, where λ, ν P k, λν is not a square
in k and charpkq  2. The group AutpA2,Γq is the subgroup of GLp2,kq
preserving the form λx2   νy2, which is isomorphic to T  Z{2Z for some
non-k-split torus T .
vq The curve Γ has equation x2   µxy   y2  1, where µ P k and x2   µx   1
has no root in k, and charpkq  2. The group AutpA2,Γq is the subgroup of
GLp2,kq preserving the form x2   µxy  y2, which is isomorphic to T Z{2Z
for some non-k-split torus T .
viq The group AutpA2,Γq is a zero-dimensional phence finiteq subgroup of AffpA2q
or Jn for some n.
2. Reminders on completions of A2
In this section, we define natural completions of A2, and links between them.
2.1. Natural completions of A2.
Example 2.1. The morphism
A2 ãÑ P2
px, yq ÞÑ px : y : 1q
yields an isomorphism A2 Ñ P2zLP2 , where LP2 is the line of P2 with equation
z  0.
Example 2.2. For n ¥ 1, the n-th Hirzebruch surface Fn is
Fn  tppa : b : cq, pu : vqq P P2  P1 | bvn  cunu.
Let En, LFn  Fn be the curves given by p1 : 0 : 0q  P1 and v  0, respectively.
The morphism
A2 ãÑ Fn
px, yq ÞÑ ppx : yn : 1q, py : 1qq
gives an isomorphism A2 Ñ FnzpEn Y LFnq. Note that En is the unique section
of pi : Fn Ñ P1 of self-intersection n, and LFn is a smooth fibre, and has thus
self-intersection 0.
Remark 2.3. In Example 2.2, we could also have chosen n  0, which yields the
surface F0, isomorphic to P1  P1, via ppx : y : zq, pu : vqq ÞÑ ppx : yq, pu : vqq, but
we will not need this one in the sequel.
Definition 2.4. A natural completion (of A2) is a pair pX,Bq which is given in
Example 2.1 or Example 2.2: either pX,Bq  pP2, LP2q or pX,Bq  pFn, EnYLFnq
for some n ¥ 1. The isomorphism A2 Ñ XzB given in the examples will be called
canonical isomorphism, or canonical embedding of A2 into X.
A birational map (respectively birational morphism) pX,Bq 99K pX 1, B1q be-
tween two natural completions is a birational map (respectively birational mor-
phism) X 99K X 1 inducing an isomorphism XzB Ñ X 1zB1.
We denote by AutpX,Bq the group of automorphisms of pX,Bq: it is the group
of automorphisms of X which leave B (or equivalently XzB  A2) invariant.
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Remark 2.5. Given two natural completions pX,Bq, pX 1, B1q, any birational map
ϕ : pX,Bq 99K pX 1, B1q restricts to an isomorphism XzB Ñ X 1zB1, and corresponds
thus, via the canonical isomorphisms A2  XzB and A2  X 1zB1, to a unique
automorphism of A2. Moreover, every automorphism of A2 is obtained in this way.
Let us recall some easy fact on the automorphisms of natural completions:
Lemma 2.6. Let pX,Bq be a natural completion of A2, and let ι : A2 Ñ XzB be the
canonical isomorphism associated. The group AutpX,Bq corresponds via ι to the
following subgroups of AutpA2q psee the introduction for the definition of AffpA2q
and Jnq:
1q X  P2, AutpX,Bq  AffpA2q  GLp2,kq 
 k2
2q X  Fn, AutpX,Bq  Jn  pkq2 
 pk
 kn 1q.
Proof. The first assertion follows from the fact that AutpP2q is the group of linear
automorphisms, equal to PGLp3,kq.
Recall that the P1-bundle structure given by the projection on the second factor
is unique, and thus that the group of automorphisms of Fn preserve the P1-bundle
structure (since n ¥ 1). In particular, all automorphisms of AutpFn, En Y LFnq
restrict on A2 to automorphisms preserving the A1-bundle A2 Ñ A1, px, yq ÞÑ y.
The precise description on the degree follows from a straightforward calculation. 
2.2. Elementary links. There are two kinds of very simple birational maps be-
tween natural completions. The first one are automorphisms, that we described
in Lemma 2.6, and the second one are elementary links, that we describe now.
The results of this section are classical, we just remind them to the reader for
self-containedness and in order to fix notation.
Definition 2.7. A link is a birational map ϕ : pX,Bq 99K pX 1, B1q between two
natural completions, which is not an isomorphism, such that both ϕ and ϕ1 have
at most one k-base-point (and in particular there is no infinitely near base-point).
An elementary link is a link which does not decompose into ϕ  ϕ1  ϕ2, where
ϕ1, ϕ2 are links.
One can easily see that Definition 2.7 is equivalent to the classical definitions of
elementary links which appear in the minimal model program (see [Cor95, Theorem
of page 225] and [Isk96, Definition 2.2, page 597]):
Lemma 2.8. Any elementary link is one of the following three types:
iq link of type I: a map pP2, LP2q 99K pF1, E1 YLF1q consisting of blowing-up one
k-rational point of LP2 .
iiq link of type II: maps pFn, EnYLFnq 99K pFm, EmYLFmq given by the blow-up
of a k-rational point p of LFn followed by the contraction of the strict transform
of LFn . Moreover, m  n  1 if p P En and m  n 1 if p R En.
iiiq link of type III: a morphism pF1, E1YLF1q Ñ pP2, LP2q given by the contraction
of the curve E1 onto a k-rational point of LP2 .
The inverse of a link of type I, II, III is a link of type III, II, I respectively.
Proof. Let ϕ : pX,Bq 99K pX 1, B1q be a birational map, which is an elementary link.
Suppose first that ϕ is a morphism, which implies that ϕ is the contraction of
a p1q-curve onto a k-rational point. This implies that X  F1 and X 1  P2, and
that we are in the third case. If ϕ1 is a morphism, we get symmetrically the first
case.
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In the remaining cases, both ϕ and ϕ1 have exactly one base-point. These
points are thus defined over k, and both maps contract one irreducible curve. The
curves have thus either self-intersection 1 or self-intersection 0, depending if they
contain the base-points. In the first case, we get a link pF1, E1YLF1q 99K pF1, E1Y
LF1q, which is not an elementary link since it factors through P2 as the composition
of links of type III and I. In the second case, we get a link of type II described
above. 
Proposition 2.9. Let ϕ : pX,Bq 99K pX 1, B1q be a birational map between two
natural completions of A2. If ϕ is not an isomorphism, then there exist m ¥ 1 and
elementary links ϕ1, . . . , ϕm such that ϕ  ϕm   ϕ1.
Remark 2.10. We call ϕ  ϕm   ϕ1 a decomposition into m elementary links. If ϕ
is an isomorphism, we sometimes say that it decomposes into 0 elementary links.
This is coherent with the fact that the composition of an elementary link with an
isomorphism of completions is an elementary link.
Proposition 2.9 implicitly follows from the work made in [Lam02] or from [BD11,
Theorem 3.0.2]. The proof given here is however direct. Note also that Jung-van
der Kulk’s Theorem is a direct consequence of this Proposition.
Proof. As all birational maps between projective smooth surfaces, ϕ admits a min-
imal resolution, i.e. two birational morphisms  : Y Ñ X, η : Y Ñ X 1 such that
ϕ  η1, and such that no p1q-curve of Y (not necessarily defined over k) is
contracted by both  and η. Moreover, each point blown-up by η and  belongs to
the boundaries B,B1, as proper or infinitely near points.
We proceed by induction on the number of k-points blown-up by η and , corre-
sponding to the number of base-points of ϕ1 and ϕ. If η is an isomorphism, ϕ is
only a sequence of blow-ups in the boundary of B. Because of the nature of B and
B1, this implies that ϕ is either an isomorphism or a link of type I, from X  P2 to
X 1  F1. Similarly, ϕ is an isomorphism or a link of type III if  is an isomorphism.
We can thus assume that η (respectively ) contract at least one p1q-curve of
Y , not contracted by  (respectively η), and which is thus the strict transform of
an irreducible curve E  B (respectively E1  B1) of self-intersection ¥ 1. If
E2  1, we factorise Y with a link of type III from X  F1 to P2. We do the
same with ϕ1 if pE1q2  1.
Looking at the self-intersections of the curves of the boundaries B and B1, the
remaining case is when E2 ¥ 0, pE1q2 ¥ 0 and only one p1q-curve of Y is con-
tracted by η (respectively ). This implies that ϕ and ϕ1 have exactly one proper
base-point. If E2  1, we factorise ϕ with a link of type I from X  P2 to F1.
Otherwise, E2  0 and we factorise ϕ with a link of type II from X  Fn to Fm
with m  n  1. It remains to see that m  0 is impossible. Indeed, otherwise
the p1q-curve of X would not pass through the unique proper base-point of ϕ
and would thus be sent by ϕ onto a curve of self-intersection ¥ 0, not contracted
by ϕ1. 
Corollary 2.11. Let ϕ : pX,Bq 99K pX 1, B1q be a birational map between two natu-
ral completions of A2. All k-base-points of ϕ pthat belong to X as proper or infinitely
near pointsq are defined over k.
Proof. Follows from Proposition 2.9 and from the fact that the base-points of any
elementary link are defined over k (Lemma 2.8). 
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For our purpose, we will need the decomposition into elementary links given
by Proposition 2.9, but we will also need to have more precise information on the
composition of links and their base-points, provided by Lemma 2.12 and Proposi-
tion 2.14 below.
Lemma 2.12. Let ϕ : pX0, B0q 99K pX1, B1q and ψ : pX1, B1q 99K pX2, B2q be two
elementary links. The birational map ψ ϕ is an isomorphism if and only if one of
the following occurs:
iq X1  F1, X0  X2  P2 pi.e. ψ and ϕ1 are both of type IIIq
iiq The maps ψ and ϕ1 are both of type I or both of type II, and share the same
base-point.
Moreover, if X1  Fn and X0  X2  Fn 1, for some n ¥ 1, the map ψ  ϕ is
always an isomorphism.
Proof. If neither ψ nor ϕ1 has a base-point, we have X1  F1 and X0  X2  P2,
and both ψ and ϕ1 are contractions of the p1q-curve of F1. This implies that
ψ  ϕ is an automorphism of P2.
If ψ has a base-point, which is not a base-point of ϕ1, then ψ  ϕ has a base-
point, and is thus not an isomorphism. The same holds exchanging the role of ψ
and ϕ.
The last case is when both ψ and ϕ1 are links of type I or II, having the
same base-point. The description of the links (Lemma 2.8) implies that ψ  ϕ is
an isomorphism. It remains to see that this is always the case when X1  Fn and
X0  X2  Fn 1. Indeed, this is true as the base-point of every elementary link
from pFn, En Y LFnq to pFn 1, En 1 Y LFn 1q is the intersection point of En and
LFn . 
Definition 2.13. A decomposition of a birational map ϕ : pX,Bq 99K pX 1, B1q into
elementary links is called reduced, if the composition of two consecutive elementary
links is never an automorphism.
Proposition 2.14. Let ϕ : pX,Bq 99K pX 1, B1q be a birational map between two
natural completions of A2, and let ϕ  ϕm   ϕ1 be a reduced decomposition of ϕ
into elementary links, with m ¥ 1. Then, the following hold:
iq The number l of base-points of ϕ is equal to the number of elementary links ϕi
of type I or II. If l ¥ 1, then ϕ has a unique proper base-point, which is equal
to the base-point of ϕ1 if ϕ1 is of type I or II, or to the preimage by ϕ1 of the
base-point of ϕ2 if ϕ1 is of type III.
iiq If ϕ  ψk   ψ1 is another decomposition into elementary links of ϕ, then
k ¥ m. Moreover, if k  m the decomposition is unique, up to isomorphisms
of completions.
Proof. We prove iq by induction on m, the case m  1 being obvious. Let m ¥ 2.
Suppose that ϕ1 is a link of type III. It contracts E1  X onto a point which
is not a base-point of ϕ2, and thus not of ϕm   ϕ2, by induction hypothesis. In
consequence, the number of base-points of ϕ is equal to the one of ϕm   ϕ2, and
ϕ has a unique proper base-point, being the preimage by ϕ1 of the one of ϕ2.
Suppose now that ϕ2 is a link of type III, which implies that ϕ1 is a link F2 99K F1
of type II, with one base-point q. If m  2, the result is clear. If m ¥ 3, we use
the induction hypothesis and see that the unique proper base-point of ϕm   ϕ2 is
a point of LF1zE1, which is not a base-point of pϕ1q
1. This implies that ϕ has
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one more base-point as ϕm   ϕ2. Moreover, the proper base-point of ϕm   ϕ2
being on LF1 , contracted by pϕ1q
1 onto q, this implies that q is the only proper
base-point of ϕ.
To prove iq, it remains to study the case where ϕ1 and ϕ2 are links of type I or
II. As in the previous case, ϕm   ϕ2 has a unique proper base-point (here equal
to the one of ϕ2), which is not a base-point of pϕ1q
1 but belongs to the curve
contracted by pϕ1q
1 onto the base-point of ϕ1. This again implies that ϕ has one
more base-point as ϕm   ϕ2 and that its unique proper base-point is the one of
ϕ1.
Now that iq is proved, let us show that it implies iiq. Suppose the existence
of another decomposition, that we can assume to be reduced, of length k ¤ m:
ϕ  ϕm   ϕ1  ψk   ψ1. If ϕ has no base-point, both decomposition consist of
one link of type III and the result is clear. Otherwise, the unique base-point of ϕ
determines the first link, so we have ψ1  αϕ1 for some isomorphism of natural
completions α. Proceeding by induction, we get k  m and the unicity of the
decomposition. 
Proposition 2.14 implies that the “length” of a reduced decomposition of ϕ only
depends on ϕ. The following definition is thus natural.
Definition 2.15. The number of elementary links in a reduced decomposition of
ϕ is called the length of ϕ and we denote it by lenpϕq.
3. Birational maps preserving a curve and the proof of Theorem 1
This section is devoted to the proof of Theorem 1, which is done using elemen-
tary links and by looking at the singularities of the curve obtained in the natural
completions.
Definition 3.1. If Γ  X is a (closed) curve with no component in B and
ϕ : pX,Bq 99K pX,Bq is a birational map, then we denote by ϕpΓq the closure
of ϕpΓ X XzBq in X and call it the image of Γ under ϕ. Moreover, we denote
by BirppX,Bq,Γq the group of birational maps ϕ : pX,Bq 99K pX,Bq such that
ϕpΓq  Γ.
Remark 3.2. If Γ  X is a curve having no component in B, then BirppX,Bq,Γq 
tg P AutpXzBq | gpΓzBq  pΓzBqu. In particular, BirppX,Bq,Γq corresponds to
the group AutpA2,ΓXA2q of automorphisms of XzB  A2 that preserve the closed
curve ΓX A2 of A2.
To study maps preserving a curve, we will study the singularities of the curves
on the boundary.
Definition 3.3. Let Γ be a curve and let p P Γ be a k-point. We define the height
htΓppq of Γ in p inductively, as follows
iq If Γ is smooth in p, then we define htΓppq : 0.
iiq Otherwise, let pi : Γ˜ Ñ Γ be the blow-up of Γ in p and let p1, . . . , pn be the
points of Γ˜ with pippiq  p. We define htΓppq : maxithtΓ˜ppiq   1 u.
Recall that for any curves Γ1,Γ2 having no common component on a smooth
projective surface, the intersection number Γ1 Γ2 is non-negative, and corresponds
to the sum of the intersection numbers pΓ1  Γ2qp, where p runs over all k-points of
Γ1 X Γ2. The intersection number pΓ1  Γ2qp satisfies pΓ1  Γ2qp ¥ mppΓ1q mppΓ2q,
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where mppΓiq is the multiplicity of Γi at p, and equality holds if and only if the
tangent cones of Γ1 and Γ2 at p are distinct.
The next proposition is the key ingredient in the proof of Theorem 1.
Proposition 3.4. Let ϕ : pX,Bq 99K pX 1, B1q be a birational map between natural
completions of A2, admitting a reduced decomposition ϕ  ϕm   ϕ1 into elemen-
tary links, with m ¥ 1. Let Γ  X be a curve having no component in B and let
Γ1  ϕpΓq  X 1 be its image under ϕ. Suppose that one of the following holds:
aq ϕ1 is a link of type III pfrom F1 to P2q and pE1  Γqp0 ¡ 1, where p0 is defined
by tp0u  E1 X LF1 : A.
bq ϕ1 is a link of type I or II, and the finite set A  LX of k-points lying on Γ
which are not pproperq base-points of ϕ satisfies
°
pPApLX  Γqp ¡ 1.
Then, there exists a k-point q P LX1 such that
htΓ1pqq ¥ l  max
pPA
htΓppq ,
where l is the number of base-points of ϕ1. If l ¥ 1, then q can be chosen as the
unique proper base-point of ϕ1, which is a k-point.
Proof. We proceed by induction on the number m of elementary links in the reduced
decomposition of ϕ. We distinguish the following cases, depending on the nature
of the first link ϕ1.
iq If ϕ1 is a link of type III, it contracts the curve E1  F1 onto a k-point q P P2.
By assumption, we have pE1 Γqp0 ¡ 1. The multiplicity of Γ1  ϕ1pΓq at q is equal
to E1 Γ ¡ 1, which implies that Γ1 is singular at q and that htΓ1pqq ¥ htΓpp0q  1.
If m  1, we have l  1 and htΓ1pqq ¥ htΓppq   1  l   maxpPA htΓppq (because
A  tp0u), so we are done. So, assume m ¡ 1. The point q is not a base point of ϕ2,
since otherwise ϕ2 ϕ1 would be an automorphism of F1. Moreover, pLP2 Γ1qq ¡ 1
because Γ1 is singular at q. The claim follows by applying the induction hypothesis
to ϕm   ϕ2, as q is not a base-point of ϕm   ϕ2.
iiq Suppose that ϕ1 is a link of type II, i.e. ϕ1 : Fn1 99K Fn where n1  n  1.
By definition there exist blow-ups ε : S Ñ Fn1 and η : S Ñ Fn of k-points q1 P LFn1
and q P LFn respectively, such that ϕ1  η  ε
1. Denote by Γ˜  S the strict
transform of Γ under ε1, and by Eq  S the irreducible curve contracted by
η onto q, which is the strict transform of LFn1 under ε
1. The map ε1 is an
isomorphism in a neighbourhood of every point of A  LFn1 . By hypothesis, one has°
pPApLFn1 Γqp ¡ 1, which implies that Γ˜ Eq ¡ 1 on S. The curve Γ1  ηpΓ˜q  Fn
is thus singular at q, and the height of Γ1 at q is at least equal to 1 maxpPA htΓppq.
If m  1, then we are done. If m ¡ 1, q is not a base point of ϕ2, since otherwise
ϕ2  ϕ1 would be an isomorphism. Moreover, q is a singular point of Γ1 which
belongs to LFn , and if ϕ2 is of type III, then n  1, n
1  2, so q is the intersection
point of E1 and LF1 . In any case, the point q belongs to the set “A” associated to
ϕm   ϕ2, so the result follows by induction.
iiiq The last case is when ϕ1 is of type I, i.e. when it is a map ϕ1 : P2 99K F1.
If m  1, then l  0 and the result is obvious, by choosing q as the image of a
point of A with a maximal height. If m ¡ 1, the link ϕ2 is a map F1 99K F2
centered at the intersection point of E1 and LF1 . In particular, the map ϕ1 induces
an isomorphism at a neighbourhood of any point of A, sending LP2 onto LF1 , and
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sends the set A onto the set “A” associated to ϕm   ϕ2. The result follows by
induction hypothesis. 
The following corollary is a direct consequence of Proposition 3.4.
Corollary 3.5. Let ϕ P BirppX,Bq,ΓqzAutpX,Bq and let ϕ  ϕm   ϕ1 be its
reduced decomposition into elementary links. We assume that pLX  Γqp ¡ 1 for
some k-point p and if ϕ1 is of type III pi.e. a link from F1 to P2q, then we also
assume tpu  E1 X LF1 .
Then the height in Γ of the proper base point q of ϕ is pstrictlyq bigger than the
height in Γ of every other point of ΓXLX . In particular, pLX Γqq ¡ 1, ϕ and ϕ
1
have the same proper base-point q, and either ΓXLX  tqu or q is a singular point
of Γ.
Proposition 3.6. Let pX,Bq be a natural completion of A2 and let Γ be a curve
in X having no component in B. Then, there exists a natural completion pX 1, B1q
of A2 and a birational map ϕ : pX,Bq 99K pX 1, B1q such that one of the following
holds:
1q BirppX 1, B1q, ϕpΓqq  AutpX 1, B1q;
2q ϕpΓq intersects transversally LX1 , i.e. pϕpΓq  LX1qp ¤ 1 for any p P X
1pkq.
Proof. We define pX0, B0q  pX,Bq, define ϕ0  id P AutpX0, B0q and construct




ϕ399K . . . .
Let i ¥ 0 and assume that ϕ0, . . . , ϕi are already constructed. We write Γi 
ϕi   ϕ1pΓq, Gi  pBirpXi, Biq,Γiq and define now ϕi 1 in the following way:
iq IfGi  AutpXi, Biq or Γi intersects transversally LXi , we define pXi 1, Bi 1q 
pXi, Biq and ϕi 1  id.
iiq If iq doesn’t hold and the decomposition into elementary links of every g P
GizAutpXi, Biq starts with the link τ0 : F1 Ñ P2 (which contracts the p1q-
curve of F1), we define ϕi 1  τ0, and thus set pXi 1, Bi 1q  pP2, LP2q.
iiiq If iq and iiq do not occur, there exists g P GizAutpXi, Biq such that the
decomposition into elementary links of g starts with a link τ1 being not from
F1 to P2. In this case we define ϕi 1  τ1, and pXi 1, Bi 1q as the target of
this link.
Now, we claim that the sequence () satisfies the following two properties.
aq If ϕi 1 is not an automorphism, then we have for all g P Gi
lenpϕi 1gϕ
1
i 1q   lenpgq or lenpϕi 1gϕ
1
i 1q  lenpgq  0 .
bq The sequence () is stationary after finitely many steps, i.e. ϕi is an automor-
phism for i large enough.
Property aq will serve to show Property bq, which directly implies the result. It
thus remains to prove these two properties.
Proof of Property aq:
In case iq, there is nothing to prove.
If we are in case iiq, then for all g P GizAutpXi, Biq the decomposition into
elementary links starts with τ0 : F1 Ñ P2 and ends with pτ0q1, since Gi is a group.
The conjugation of Gi by τ0 decreases the length of any element of GizAutpXi, Biq
by two. Moreover, pXi, Biq  pF1, E1 Y LF1q, so AutpXi, Biq preserves the curve
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E1 contracted by τ0, which implies that τ0 AutpXi, Biqpτ0q
1  AutpP2, LP2q 
AutpXi 1, Bi 1q. It follows that a) is satisfied.
Assume that we are in case iiiq. As we are not in case iq there exists p0 P
Xi such that pΓi  LXiqp0 ¡ 1. Moreover, by definition of case iiiq, there exists
g P GizAutpXi, Biq such that the decomposition into elementary links starts with
ϕi 1 : pXi, Biq 99K pXi 1, Bi 1q, and ϕi 1 has a base-point p since it does not go
from F1 to P2. Applying Corollary 3.5 to g, we see that pΓi  LXiqp ¡ 1 and that
the height in Γ of p is bigger than the height in Γ of every other point of Γ X LX .
This implies that any element h P AutpXi, Biq X Gi fixes p, and thus satisfies
ϕi 1hϕ
1
i 1 P AutpXi 1, Bi 1q. If Xi  F1, then ϕi 1 is a link from F1 to F2, so p
is the intersection point E1 XLF1 . We can thus apply Corollary 3.5 to any element
h P GizAutpXi, Biq, and see that p is the unique proper base-point of h, so the
reduced decomposition of h starts with ϕi 1. This yields aq.
Proof of Property bq:
By property aq, for all i, ϕi   ϕ1 is a reduced decomposition into elementary
links, if we are for no index   i in case iq. For any i ¥ 0 such that neither ϕi 1
nor ϕi 2 is an isomorphism, we define pi P LXi  Bi  Xi as the unique proper
base-point of ϕi 2  ϕi 1.
Under the assumption that neither of the three maps ϕi 1, ϕi 2 and ϕi 3 is an
isomorphism we show that pΓi  LXiqpi ¥ pΓi 1  LXi 1qpi 1 and describe the cases
when equality holds:

 ϕi 1 is a link of type II: we can write ϕi 1  η  pi
1, where pi : S Ñ Xi
is the blow-up of pi and η : S Ñ Xi 1 is the blow-up of a point q  pi 1.
Denote by rΓi,LXi  S the strict transforms of Γi and LXi , and let Epi be
the exceptional divisor of pi. It follows that η contracts LXi . Note that η1
restricts to an isomorphism in a neighbourhood of pi 1, which sends LXi 1
onto Epi . This yields the following estimate
pΓi  LXiqpi ¥ mpipΓiq
 rΓi  Epi
¥ p rΓi  Epiqη1ppi 1q
 pΓi 1  LXi 1qpi 1
where mpipΓiq denotes the multiplicty of Γi in pi. Moreover, if pΓi LXiqpi 
mpipΓiq  pΓi 1  LXi 1qpi 1 ¡ 1, then htΓippiq ¡ htΓi 1ppi 1q.

 ϕi 1 is a link of type I: Remark that pϕi 1q
1 : F1 Ñ P2 is the blow-up
of pi P P2 and that Γi 1 and LF1 are the strict transforms of Γi and LP2
under pϕi 1q
1 respectively. It follows that pΓi  LP2qpi ¥ pΓi 1  LF1qpi 1 .

 ϕi 1 is a link of type III: Since ϕi 1 is an isomorphism in a neighbourhood
of pi and pi 1  ϕi 1ppiq it follows that pΓi  LF1qpi  pΓi 1  LP2qpi 1 and
htΓippiq  htΓi 1ppi 1q.
Now, assume towards a contradiction, that the sequence () is never stationary,
i.e. ϕi is not an isomorphism for all i ¥ 1. According to this case-by-case-analysis,
we see that pΓi  LXiqpi is a decreasing sequence in i and for every r ¡ 1 there are
only finitely many i with pΓi  LXiqpi  r. Thus, there exists I such that for all
i ¥ I we have pΓi  LXiqpi¤ 1. As the sequence () is not stationary, we have a
ϕi 1 with i ¥ I which is a link of type I or II. The point pi is thus the base-point
of ϕi 1 and satisfies pΓi LXiqpi¤ 1. By Corollary 3.5 applied to an automorphism
AUTOMORPHISMS OF THE PLANE PRESERVING A CURVE 51
of GizAutpXi, Biq that starts with ϕi 1, this implies that pΓi  LXiqq  1 for all
q P LXi X Γi. Hence, we are in case iq, a contradiction. 
Lemma 3.7. Let pX,Bq  pP2, LP2q, and let Γ be a conic pas always, reduced but
not necessarily irreducibleq in X  P2, intersecting LP2 into two distinct points pnot
necessarily defined over kq.
Then, BirppX,Bq,Γq  AutpX,Bq.
Proof. Suppose, for contradiction, the existence of g P BirppX,Bq,Γq, which is not
an automorphism of P2.
Applying Proposition 3.4, one of the two points of Γ X LX is a base-point of g
(and in particular it is defined over k). By Proposition 2.9 and Lemma 2.12,
there exists an integer n ¥ 2 such that the reduced decomposition of g into ele-
mentary links starts with ϕ2nϕ2n1   ϕ1, where ϕ1 : P2 99K F1, ϕ2n : F1 Ñ P2,
ϕi : Fi1 99K Fi and ϕi n1 : Fni 2 99K Fni 1 for i  2, . . . , n. The curve
ϕ1pΓq intersects transversally E1 into one point and LF1 into one point, and does
not pass through the intersection point of E1 and LF1 , blown-up by ϕ2. This
implies that the same holds for ϕ2ϕ1pΓq, with E2 and LF2 , and that ϕ2ϕ1pΓq
passes through the point blown-up by pϕ2q
1. Proceeding by induction, the curve
ϕn   ϕ1pΓq  Fn intersects transversally En into one point and LFn into one point,
and passes through the point blown-up by pϕnq
1. In consequence, it does not pass
through the point blown-up by ϕn 1, which implies that ϕn 1ϕn   ϕ1pΓq  Fn1
intersects En1 Y LFn1 into two distinct points, both being on En1. Proceeding
by induction, the curve ϕ2n1   ϕn   ϕ1pΓq  F1 intersects E1 Y LF1 into two
distinct points, both on E1. The curve ϕ2n   ϕ1pΓq  P2 intersects LP2 into one
point q, and is singular at this point, with two branches. The remaining part of
the decomposition of g is equal to ϕm   ϕ2n 1, and its unique proper base-point is
different from q. Proposition 3.4 implies that gpΓq is singular at a point of B  LP2 ,
which is a contradiction. 
Proposition 3.8. Let pX,Bq be a natural completion of A2 and let Γ be a curve
in X. If Γ intersects transversally LX , there exists a natural completion pX
1, B1q
of A2 and a birational map ϕ : pX,Bq 99K pX 1, B1q such that one of the following
holds:
iq BirppX 1, B1q, ϕpΓqq  AutpX 1, B1q;
iiq X 1  P2 and ϕpΓq  P2 is defined by a polynomial in krxs.
Proof. We can assume the existence of g P BirppX,Bq,ΓqzAutpX,Bq, admitting a
reduced decomposition g  ϕm   ϕ1 into elementary links.
aq Suppose that X  P2. By Corollary 3.5, the curve Γ intersects LX into at
most 2 points, hence Γ is a line or a conic. If Γ is a line the equation can be chosen
to be x  0, and if Γ is a conic, the result follows from Lemma 3.7.
bq Suppose that X fi P2 but that there exists 1 ¤ i ¤ m such that ϕi is a link
ϕi : F1 Ñ P2 of type III, contracting E1 onto a point q P LP2 . If Γ1  ϕi   ϕ1pΓq
intersects transversally LP2 , we conclude by applying case aq to Γ
1. There exists thus
a point p P LP2 with pΓ
1 LP2qp ¡ 1. We claim that p can be chosen to be equal to q.
If i  1, this is true because Γ1  ϕ1pΓq and Γ intersects transversally LF1 , which is
the strict transform of LP2 . If i ¡ 1, the claim follows from Proposition 3.4, applied
to pϕ1q
1    pϕiq
1 : pP2, L2Pq 99K pX,Bq. Since ϕi 1 is a link of type I and q is not
a base-point of ϕi 1, ϕi 1pΓ
1q does not intersect transversally LF1 . This implies
that m ¥ i   2, and that pϕm   ϕi 1q
1 has at least one base-point. Applying
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Proposition 3.4 to ϕm   ϕi 1, the curve Γ  ϕm   ϕi 1pΓ
1q has a singular point
at the proper base-point of pϕm   ϕi 1q
1. Since this one lies on LX , we get a
contradiction.
cq We can now assume that X  Fn for some n ¥ 1 and that all ϕi are links
of type II. By Corollary 3.5, LFn X Γ contains at most 2 points and if it contains
2, then one of these is a base-point of ϕ1. If one of the points of LFn X Γ is the
intersection point pn of LFn and En, we perform an elementary link ψ : Fn 99K Fn 1.
Because LFn X Γ contains at most 2 points, the curve ψpΓq intersects transversally
LFn 1 , into at most 2 points. Moreover, writing tpn 1u  LFn 1 XEn 1, we obtain
pψpΓq  En 1qpn 1  pΓ  Enqpn  1. Performing a sequence of elementary links if
needed, we reduce to the case where LFn X Γ contains at most 2 points and that
none of them belong to En.
If LFn X Γ is empty, then Γ is contained in a finite set of fibres of Fn Ñ P1.
Going from Fn to F1 and then to P2, we send the fibres onto lines of the form x  a
where a P k, and see that LFn has equation in krxs.
It remains to see that it is not possible, in the case where LFn X Γ contains 1
or 2 points that belong to LFnzEn, to have g P BirppX,Bq,ΓqzAutpX,Bq having
a reduced decomposition consisting only of links of type II. Such an element has
a decomposition g  ϕ2k   ϕ1, where k ¥ 1, ϕi is a link Fn i1 99K Fn i for
i  1, . . . , k, ϕi is a link Fn 2ki 1 99K Fn 2ki for i  k   1, . . . , 2k, and where
pϕkq
1 and ϕk 1 do not have the same base-point (see Lemma 2.12). In particular,
the base-point of ϕ1 is the intersection point of En and LFn , and does not lie on Γ,
so ϕ1pΓq passes through the base-point of pϕ1q
1, which is not a base-point of ϕ2.
By induction, we deduce that pϕi   ϕ1qpΓq passes through the base-point of pϕiq
1,
for i  1, . . . , 2k. In the case i  2k, this implies that gpΓq passes through the base-
point of pϕ2kq
1, i.e. through the intersection point of En and LFn , contradicting
the fact that gpΓq  Γ. 
Corollary 3.9. Let pX,Bq be a natural completion of A2 and let Γ be a curve in X
having no component in B. Then, there exists a natural completion pX 1, B1q of A2
and a birational map ϕ : pX,Bq 99K pX 1, B1q such that one of the following holds:
1q BirppX 1, B1q, ϕpΓqq  AutpX 1, B1q;
2q X 1  P2 and ϕpΓq  P2 is defined by a polynomial in krxs.
Proof. Follows directly from Propositions 3.6 and 3.8. 
Theorem 1 is now a direct consequence of Corollary 3.9:
Proof of Theorem 1. In the case where the equation of Γ is in krxs, i.e. when Γ
is a fence, the explicit description of AutpA2,Γq is an easy calculation. If Γ is not
equivalent to a fence by an automorphism of A2, Corollary 3.9 and Lemma 2.6 imply
that we can conjugate AutpA2,Γq to a subgroup of AffpA2q or Jn for some n. This
implies that AutpA2,Γq is an algebraic group. Moreover, we obtain a morphism
of algebraic groups AutpA2,Γq Ñ AutpΓq. It remains to observe that curves fixed
pointwise by elements of Jn and AffpA2q are fences in a suitable coordinate system
of A2. 
3.1. Generalisation to other subsets.
Definition 3.10. If ∆  A2pkq is any subset, we denote by AutpA2,∆q the group
of automorphisms of A2 that leave the set ∆ invariant, and denote by AutF pA2,∆q
the group of automorphisms of A2 that fix any element of ∆.
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By Definition, AutF pA2,∆q is always a normal subgroup of AutpA2,∆q. More-
over, if AutpA2,∆q is an algebraic group, then AutF pA2,∆q is a an algebraic sub-
group. Theorem 1 implies the following result:
Proposition 3.11. Let ∆  A2pkq be a subset. Applying an element ϕ P AutpA2q,
the following hold:
iq The set ∆ is contained in a fence given by fpxq  0 where f P krxs, and the
group AutF pA2,∆q is not algebraic: it contains the group
tpx, yq ÞÑ px, y   ppxqfpxqq | p P krxsu  krxs.
iiq The group AutpA2,∆q is equal to tg P AffpA2q | gp∆q  ∆u, and then
AutpA2,∆q is an algebraic subgroup of AffpA2q. Moreover, AutF pA2,∆q is
trivial.
iiiq There exists an integer n ¥ 1 such that the group AutpA2,∆q is equal to
tg P Jn | gp∆q  ∆u, and then AutpA2,∆q is an algebraic subgroup of Jn.
Moreover, AutF pA2,∆q is trivial.
Proof. Denote by Ip∆q  krx, ys the ideal of polynomials vanishing on ∆, and by
∆  A2pkq the closure of ∆, which is the set of points where Ip∆q vanishes. Then
we obtain AutpA2,∆q  AutpA2,∆q and AutF pA2,∆q  AutF pA2,∆q. We can
thus replace ∆ with ∆.
If ∆ is a finite union of points, we get case piq. Otherwise, ∆ is the union of one
curve Γ (reduced but not necessarily irreducible) and of a finite number of points of
A2pkq, and AutpA2,∆q  AutpA2,Γq. The result follows then from the description
of Γ and AutpA2,Γq, given in Theorem 1. 
In the case where ∆ is finite, the group AutpA2,∆q is quite big; indeed it is often
maximal. This is the case for example when k  C, as pointed out to us by J.-P.
Furter and P.-M. Poloni. This is a consequence of the following observation.
Lemma 3.12. Let G be a group acting on a set S. Let ∆  S be a finite subset of
r ¥ 1 points. Suppose that G acts 2r-transitively on S, and that |S| ¡ 2r. Then,
G∆  tg P G | gp∆q  ∆u
is a maximal subgroup of G.
Proof. Since G∆ is not trivial and not equal to G (because of r-transitivity), it
suffices to take a P GzG∆ and to show that a and G∆ generate G. We can write ∆ 
tx1, . . . , xru, with apx1q, . . . , apxkq R ∆ and apxk 1q, . . . , apxrq P ∆, where 1 ¤ k ¤
r. The hypotheses yield the existence of g P G that fixes x1, . . . , xr, apx2q, . . . , apxkq,
and does not fix apx1q. Then, g P G∆ and f  a
1ga fixes x2, . . . , xr but fpx1q R ∆.
It remains to see that any h P GzG∆ is generated by f and G∆. We write
∆  tz1, . . . , zru, with hpz1q, . . . , hpzjq R ∆ and hpzj 1q, . . . , hpzrq P ∆, where
1 ¤ j ¤ r. Replacing h with its composition with an element of G∆ we can assume
that hpziq  zi for i  j 1, . . . , r. For i  1, . . . , j, we choose gi P G∆ that sends zi
onto x1 and sends hpziq onto fpx1q. Then, pgiq
1fgi sends zi onto hpziq and fixes
∆ztziu. Composing this element with an element of G∆, we find an element fi,
generated by f and G∆, which sends zi onto hpziq and fixes p∆Yhp∆qqztzi, hpziqu.
Since h1f1    fj belongs to G∆, this achieves the proof. 
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Corollary 3.13. Assume that the ground field k is not a finite field of character-
istic 2 and let ∆  Anpkq be a finite proper non-empty set, with n ¥ 2. Then,
AutpAn,∆q is a maximal subgroup of AutpAnq.
Proof. If k is infinite, we use Lemma 3.12 and the fact that AutpA2q acts m-
transitively on A2pkq for every m ¥ 1, which can be seen using the subgroup
tpx1, . . . , xnq ÞÑ px1   ppx2, . . . , xnq, x2, . . . , xnq | p P krx2, . . . , xnsu ,
and permutations of coordinates.
If k is a finite field of characteristic ¡ 2, the group AutpA2q acts m-transitively
on A2pkq for each m by [Mau01]; we can then apply Lemma 3.12 to ∆ or its
complement. 
Corollary 3.14. Assume that the ground field k is a finite field of characteristic
2 and let ∆  Anpkq be a finite proper non-empty set, with n ¥ 2.
Then, the group AutpAn,∆q is a maximal subgroup of AutpAnq if and only if
|∆|  12 |Anpkq|.
Proof. Let us write |Anpkq|  2m for some integer m.
If |∆|   m, the fact that AutpAn,∆q is a maximal subgroup of AutpAnq follows
from Lemma 3.12 and from the fact that the action of AutpAnq on the 2m points of
Anpkq give all even permutations (see [Mau01]), and thus acts p2m2q-transitively.
If |∆| ¡ m, we exchange ∆ with its complement.
If |∆|  m, there exists an automorphism ϕ of An exchanging ∆ with its comple-
ment (by the result of [Mau01] cited before). Denoting by H the group generated
by AutpAn,∆q and ϕ, we have AutpAn,∆q  H  AutpAnq. 
Remark 3.15. Corollaries 3.13 and 3.14 raise the question of describing all maximal
subgroups of AutpAnq in general.
3.2. Generalisation to higher dimension. Let us show that in higher dimen-
sion, the hypersurfaces X  An such that AutpAn, Xq is not an algebraic group are
not as simple as in dimension 2:
Example 3.16. Let X  A3 be the hypersurface with equation xy  fpzq, for
some polynomial f P krzs. Then, AutpA3, Xq contains the group"
px, y, zq ÞÑ

x, y  
fpz   xqpxqq  fpzq
x
, z   xqpxq


| q P krxs
*
 krxs
and thus it is not an algebraic group.
A possible generalisation of Theorem 1 would be to show that every hypersurface
X  A3 such that AutpA3, Xq is not an algebraic group admits an A1-fibration
X Ñ A1 given by a coordinate projection.
4. Classification of the possible group actions and the proof of
Theorem 2
This section is devoted to the proof of Theorem 2, which describes more precisely
the curves and groups appearing in Theorem 1, in the case where the ground field
k is perfect, and where the curve is geometrically irreducible.
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4.1. The possibilities for Γ and AutpA2,Γq.
Lemma 4.1. Let Γ be an affine geometrically irreducible curve, defined over a
perfect field k. The group AutpΓq is an affine algebraic group. If it has positive
dimension, one of the following holds:
iq Γ  A1;
iiq Γ is a unicuspidal curve with normalization A1;
iiiq Γ is isomorphic, over k, to A1zt0u.
Proof. Let Γ˜ be the normalization of Γ, which can be viewed as an open subset of
a smooth projective curve X, defined over k. We write pXzΓ˜qpkq  tx1, . . . , xru
its complement, which is a finite set of points x1, . . . , xr, not necessarily all de-
fined over k (the union is however invariant by Galpk{kq). We also denote by
xr 1, . . . , xm the k-points of Γ˜ which are send onto the singular k-points of Γ. As
before, not all are necessarily defined over k.
This yields a natural inclusion
AutpΓq  tg P AutpXq | gptx1, . . . , xmuq  tx1, . . . , xmuu,
and a group homomorphism AutpΓq Ñ Symm. The kernel is of the same dimension
as AutpΓq.
Let us recall easy classical facts on automorphisms of smooth projective curves.
If the genus of X is at least 2, then AutpXq is finite. If the genus is 1, the sub-
group of AutpXq that fixes a point is also finite. If X is rational, the subgroup of
automorphisms fixing three points is trivial.
If the dimension of AutpXq is positive, we obtain that X is rational and that
1 ¤ r ¤ m ¤ 2.
If r  m  1, then Γ  Γ˜  A1 (every form of the affine line over a perfect field
is trivial, see [Rus70]).
If r  1 and m  2, then Γ˜  A1 and Γ is a unicuspidal curve.
If r  m  2, then Γ  Γ˜ is smooth and isomorphic, over k, to A1zt0u. 
Remark 4.2. Lemma 4.1 is false over a non-perfect field, since there are non-trivial
forms of the affine line and its additive group; see [Rus70] for a classification of
such curves.
Lemma 4.3. Assume that k is a perfect field. Let Γ  A2 be a closed geometrically
irreducible curve and assume that AutpA2,Γq is an algebraic group that is of positive
dimension pover kq. Then, AutpA2,Γq contains a closed subgroup G defined over k,
which is either
iq a one-dimensional torus, i.e. isomorphic to Gm over k,
iiq or isomorphic to Ga over k.
Proof. The algebraic group AutpA2,Γq is isomorphic to a closed subgroup of AutpΓq
(Theorem 1). This gives three possibilities for Γ, according to Lemma 4.1.
aq Γ  A1, hence AutpΓq  Ga Gm, and contains thus a closed torus Gm.
bq Γ is a unicuspidal curve, in which case AutpΓq is a torus.
cq Γ is isomorphic, over k, to A1zt0u. The connected component of the identity
AutpA2,Γq0 is a connected algebraic group, defined over k, which is a torus. 
The two possibilities given by Lemma 4.3 are described respectively in §4.2 and
§4.3. We will in particular show that the second case does not occur.
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4.2. Torus actions.
Lemma 4.4. Assume that k is a perfect field. Let Γ  A2 be a closed geometrically
irreducible curve and assume that AutpA2,Γq is an algebraic group that contains a
closed one-dimensional torus T . Then there exists an automorphism ϕ : A2 Ñ A2
such that ϕ  T  ϕ1  GLp2,kq.
Proof. By Corollary 3.9 we can assume that either AutpA2,Γq  AutpFn, EnYLFnq
or AutpA2,Γq  AutpP2, LP2q.
Moreover, we can assume that T is defined over k and T is isomorphic to Gm
over k (Lemma 4.3).
Assume AutpA2,Γq  AutpFn, En Y LFnq. Thus T acts on LFn . If this action is
trivial, then there exists a fixed point on LFnzEn that is defined over k. Otherwise,
T has exactly two fixed points on LFn  P1 defined over k. As LFn X En is a
fixed point of the T -action that is defined over k, there is a fixed point on LFnzEn
that is defined over k. Thus by performing elementary links, we can assume that
T  AutpF1, E1 Y LF1q. But T preserves the exceptional divisor E1 and therefore
ϕ  T  ϕ1  AutpP2, LP2q, where ϕ : F1 Ñ P2 denotes the contraction of E1 onto
a point in LP2 .
Thus we are left over with the case T  AutpP2, LP2q. It is enough to show that
the induced action of T on A2  P2zLP2 has a fixed point that is defined over k.
The set of points of A2pkq that are fixed by T pkq consists either of one affine line
or one point. This set is invariant by the action of the Galois group Galpk{kq, and
is thus defined over k. Using again the fact that every form of the affine line over
a perfect field is trivial (see [Rus70]), we find a k-point of A2 fixed by T . 
Proposition 4.5. Assume that k is perfect. Let Γ  A2 be a closed geometrically
irreducible curve and assume that AutpA2,Γq contains a closed one-dimensional
torus. After conjugation by an automorphism of A2, the curve Γ
iq has equation x  0, or
iiq has equation xb  λya where a, b ¡ 1 are coprime integers and λ P k, or
iiiq has equation xbya  λ where a, b ¥ 1 are coprime integers and λ P k, or
ivq has equation λx2   νy2  1, where λ, ν P k, λν is not a square in k and
charpkq  2, or
vq has equation x2   µxy   y2  1, where µ P k, x2   µx   1 has no root in k
and charpkq  2.
Moreover, the group AutpA2,Γq is respectively equal to
iq tpx, yq ÞÑ pax, by   P pxqq | a, b P k, P P krxsu  krxs  pkq2;
iiq tpx, yq ÞÑ ptax, tbyq | t P ku  k;
iiiq tpx, yq ÞÑ ptax, tbyq | t P ku  k if pa, bq  p1, 1q;
tpx, yq ÞÑ ptx, t1yq | t P ku Y tpx, yq ÞÑ pty, t1xq | t P ku  k  Z{2Z if
pa, bq  p1, 1q;















Moreover T is a torus, which is not k-split.
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Moreover T is a torus which is isomorphic to Γ pand which is not k-splitq.
Proof. By Theorem 1, we can suppose that AutpA2,Γq is an algebraic group, and
using Lemma 4.4, we can moreover assume that Γ is preserved by a torus T 
GLp2,kq.







for integers a, b with pa, bq  p0, 0q and a, b are coprime. If a or b is equal to zero,
then it follows that Γ is a line. Hence we can assume that a and b are non-zero.
Now, let px0, y0q P ψpΓpkqq, such that px0, y0q  p0, 0q. If x0 or y0 is zero, then Γ
is again a line. Hence, we may assume that x0  0  y0. By symmetry, we can
assume that b ¡ 0. Then the equation of ψpΓq is
ya0x
b  xb0y
a  0 if a ¡ 0 ,
ya0x
bya  xb0  0 if a   0 .
In the first case, we can assume that a ¡ 1 or b ¡ 1, otherwise the curve is a
line. This implies that a  b, since both are coprime, and we can thus assume
that a ¡ b. The Galois group Galpk{kq fixes the unique point at infinity, which is
then defined over k. Hence, we can assume that the unique point of the closure of
Γ at infinity is the direction y  0, and that the equation of Γ is the polynomial
pαx   βyqb  pγyqa P krx, ys, for some α, β, γ P k, αγ  0. If β{α P k, we make
a change of coordinates px, yq ÞÑ px  βαy, yq and obtain an equation of the form
xb λya for some λ P k, as desired. It remains to see that β{α always belong to k.
If the characteristic of k is zero, we develop pαx βyqb and divide the coefficient of
xb1y by the coefficient of xb. If the characteristic of k is p ¡ 0, we write b  qm,
where q is a power of p and p does not divide m. Developing, we find
pαx  βyqb  pαqxq   βqyqqm  αbxb  mαbqβqxbqyq   . . .
hence pβ{αqq P k, which implies, since k is a perfect field, that β{α P k.
In the second case (a   0), the closure of the curve ψpΓq has two points at infinity
in P2. If a  b, the two points have different multiplicities. In consequence the
Galois group Galpk{kq has to fix the two points at infinity of Γ, which are thus
defined over k. We can assume that these points correspond to the directions x  0
and y  0, and that ψ P GLp2,kq is diagonal. The equation of Γ is then of the form
xbya  λ for some λ P k, and we get case iiiq. The only remaining case is when
pa, bq  p1, 1q and the two points at infinity of Γ are exchanged by Galpk{kq. The
equation of ψpΓq being of the form xy  x0y0, the equation of Γ is of the form
λx2   µxy   νy2  1 ,
where λ, µ, ν P k, and λx2 µxy νy2 P krx, ys is irreducible. When the character-
istic of k is not 2, we can make a change of coordinates px, yq ÞÑ px  µ2λy, yq and
assume that µ  0. The two points at infinity are thus given by λx2   νy2  0.
Because the two points are not defined over k, we find that νλ is not a square in
k, and obtain ivq. If the characteristic of k is 2, the elements λ, ν are squares in k,
since k is perfect. Making a diagonal change of variables, we can then assume that
λ  ν  1. Then x2   µx  1 has no root in k, and we get vq.
It remains to prove that AutpA2,Γq has the desired form. Case iq is a direct
calculation. In cases iiq, iiiq, ivq, vq, it can be checked that the group given are
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contained in AutpA2,Γq, so we just need to see that there is no other automorphism.
The group homomorphism AutpA2,Γq Ñ AutpΓq being injective, the only case to
consider is the curve xbya  λ  0, with pa, bq  p1, 1q, and to prove that there is
no automorphism of A2 inducing on Γ an“exchange” of the two points at infinity.
These two points are p1  p1 : 0 : 0q P P2 and p2  p0 : 1 : 0q P P2, and have
multiplicity a and b respectively on Γ, and htΓpp1q  htΓpp2q ¡ 0 if b ¡ 1. We can
moreover assume a ¡ b ¥ 1. The hypothetic automorphism extends to a birational
map ϕ : P2 99K P2 which is not an automorphism of P2, and thus decomposes into a
sequence of elementary links ϕ  ϕm   ϕ1 (Proposition 2.9). By Corollary 3.5, we
have b  1 and the point blown-up by the first link ϕ1 : pP2, LP2q 99K pF1, E1YLF1q
is p1. Looking at the equation of Γ in A2, we can describe the closure of Γ on F1.
This projective curve is smooth, intersects transversally LF1 in one point away from
E1, corresponding to p2, and intersects E1 into one point q1, with multiplicity a,
corresponding to p1; this latter is moreover not on LF1 . In consequence, the next
links of type II do not affect the point q1, and after the first link of type III, the
image of the curve is singular at a point of P2 with multiplicity ¥ a and height 1.
This point being not the base-point of the next elementary links, the image of Γ
by ϕ has again a singular point, corresponding to the image of p1. It is thus not
possible to “exchange” p1 and p2. 
4.3. Ga-actions. The classification of all Ga-actions on A2 is known when the
ground field k is of characteristic 0 [Ren68] or algebraically closed of positive char-
acteristic [Miy71]. The following lemma gives the generalisation of Miyanishi’s
result to the case where k is perfect. The proof is probably known to the special-
ists, we include it for the sake of completeness and lack of reference.
Proposition 4.6. Assume that k is a perfect field of characteristic p ¡ 0. Then
every Ga-action on A2 that is defined over k has the form
pt, x, yq ÞÑ px, y   tf0pxq   t
pf1pxq   . . .  t
pnfnpxqq .
Proof. By [Miy71] it follows that the Ga-action has the claimed form over the
algebraic closure k. Thus there exists a Ga-invariant polynomial f P krx, ys which
is a variable of krx, ys, i.e. which admits g P krx, ys such that krf, gs  krx, ys.
Let G : Galpk{kq be the Galois group of the extension k{k, and assume that the
Ga-action is non-trivial. Then krf s is the subring of Ga-invariant polynomials of
krx, ys and since the Ga-action is defined over k, the subspace krf s is invariant
under G. Thus, the action of G on krf, gs  krx, ys is given by
σpfq  aσf   cσ , σpgq  bσg   dσ
where aσ, bσ P k

, cσ P k and dσ P krf s. It is enough to show that the 1-cocycle




 krf sq , σ ÞÑ paσ, bσ, cσ, dσq
is a 1-coboundary. The vanishing of H1pG, Jnpkqq follows from the vanishing of
H1pG,k

q (see [NSW00, (6.2.1) Theorem]) and from the vanishing ofH1pG,krf sq 
limÝÑnH
1pG,krf s¤nq (see [NSW00, (1.5.1) Proposition] and [NSW00, (6.1.1) Theo-
rem]) by using exact sequences (here krf s¤n denotes the polynomials in f of degree
¤ n). 
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Lemma 4.7. Assume that k is perfect. Let Γ  A2 be a closed geometrically
irreducible curve that is defined over k and assume that it is preserved under a non-
trivial Ga-action pdefined over kq. Then there exists an automorphism ϕ : A2 Ñ A2
such that ϕpΓq is an affine line in A2.
Proof. By Proposition 4.6 (in case charpkq  p ¡ 0) and by [Ren68] (in case
charpkq  0) we can conjugate the action to an action of the form pt, x, yq ÞÑ
px, y ppt, xqq where p P krt, xs is a non-zero polynomial. Hence, every geometrically
irreducible invariant curve is a line in A2. 
Lemma 4.7 implies that the second case of Lemma 4.3 does not occur. The proof
of Theorem 2 is now clear:
Proof of Theorem 2. By Theorem 1, either Γ is a line or AutpA2,Γq is an algebraic
subgroup of AffpA2q or Jn for some n ¥ 1. If AutpA2,Γq is an algebraic group
of positive dimension, it contains a closed one-dimensional torus by Lemmas 4.3
and 4.7. The description of the possible cases follows then from Proposition 4.5. 
4.4. The case of finite groups. There are plenty of examples where AutpA2,Γq
is finite. The simplest way to get such examples is to take a finite subgroup G 
AutpA2q and to look for invariant curves. Since G has a finite action on krx, ys, one
can find a lot of invariant polynomials, and in practice most of them are irreducible.
In characteristic zero, the group G is reductive and thus contained, up to conju-
gation, in GL2 (see [Kam79]). In positive characteristic, there are however plenty
of non-linearisable subgroups of AutpA2q, and, as far as we know, there is for the
moment no classification of the conjugacy classes of such subgroups.
Example 4.8. Let k be of characteristic p ¡ 0. For any integer a ¡ 1
ϕ : px, yq ÞÑ px, y   xaq
is a non-linearisable automorphism of order p of A2, which preserves the family of
curves of the form
yp  yxapp1q  qpxq ,
where q P krxs.
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CENTRALIZER OF A UNIPOTENT AUTOMORPHISM IN THE
AFFINE CREMONA GROUP
IMMANUEL STAMPFLI
Abstract. Let u be a unipotent polynomial automorphism of the affine 3-
space A3. We describe the centralizer Cent(u) inside the group of polynomial
automorphisms of A3. First, we treat the case when u is a modified translation.
In the other case, we describe the subset Cent(u)u of unipotent elements of
Cent(u) and prove that it is a closed normal subgroup of Cent(u). Moreover,
we show that Cent(u) is the semi-direct product of Cent(u)u with a closed al-
gebraic subgroup R ⊆ Cent(u). Finally, we prove that the subgroup of Cent(u)
consisting of those automorphisms that induce the identity on the algebraic
quotient SpecO(A3)u form a characteristic subgroup of Cent(u).
1. Introduction
Throughout this paper, we fix an uncountable algebraically closed field k of
characteristic zero. An interesting and important object in affine algebraic geometry
is the automorphism group Aut(An) of the affine n-space An = kn. Let k[n] be the
polynomial ring in n variables over the field k. For polynomials g1, . . . , gn ∈ k[n],
we use the notation g = (g1, . . . , gn) to describe the automorphism
g : An → An , (a1, . . . , an) 7→ (g1(a1, . . . , an), . . . , gn(a1, . . . , an)) .
We define deg g := maxi deg gi. Prominent examples of automorphisms are the
affine automorphisms, i.e. the automorphisms (g1, . . . , gn) where deg(g) ≤ 1 and
the triangular automorphisms, i.e. the automorphisms (g1, . . . , gn) where gi =
gi(xi, . . . , xn) depends only on xi, . . . , xn for each i.
A further important class of automorphisms form the unipotent automorphisms
which we introduce now. Recall that a derivation D of k[n] is called locally nilpotent,
if for every f ∈ k[n] there exists an integer n = n(f) such thatDn(f) = 0 (see [Fre06]
for a reference on the theory of locally nilpotent derivations).
Definition 1.1. An automorphism of the form Exp(D) ∈ Aut(An) is called unipo-













Note that we have a bijective correspondence between locally nilpotent deriva-
tions of k[n] and unipotent automorphisms of An given by Exp.
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Definition 1.2. Let u = Exp(D) be a unipotent automorphism of An and let f ∈
kerD. Then fD is a locally nilpotent derivation and we call Exp(fD) a modification
of u. We then denote
f · u := Exp(fD) .
We call u irreducible, if u 6= id and the following holds: if u = f · u′ for some
unipotent u′ ∈ Aut(An) and some f ∈ kerD, then f ∈ k∗. If u 6= id, then there
exists an irreducible u′ ∈ Aut(An) such that u = d · u′ for some d ∈ kerD and u′
is unique up to a modification by some element in k∗. We call then u = d · u′ a
standard decomposition.
A natural problem is to describe the centralizer Cent(f) ⊆ Aut(An) of a given
automorphism f ∈ Aut(An). We consider in this paper the case when n = 3 and f
is unipotent.
In dimension n = 2 Shmuel Friedland and John Milnor proved that every
automorphism of A2 is conjugate to a composition of generalized He´non maps (i.e. a
map (p(x)−ay, x) where p ∈ k[x] and 0 6= a ∈ k∗) or to a triangular automorphism
(cf. [FM89, Theorem 2.6]). In the first case, Ste´phane Lamy showed that the
centralizer of such an automorphism is isomorphic to a semi-direct product of Z with
a finite cyclic group Zq (cf. [Lam01, Proposition 4.8]). In the second case, assuming
in addition that the automorphism is unipotent, it has the form u = (x+d(y), y) for
some polynomial d, up to conjugation. Thus, u = d ·u′ is a standard decomposition
where u′ = (x+1, y). One can check that the centralizer Cent(u) fits in the following
split short exact sequence
1→ O(A2)u′ · u′ ↪→ Cent(u)  Aut(A1,Γ)→ 1 (1)
where O(A2)u′ denotes the u′-invariant functions and Aut(A1,Γ) denotes the au-
tomorphisms of A1 preserving the principal divisor Γ := div(d) in A1.
In dimension n = 3, Cinzia Bisi proved that any automorphism g that com-
mutes with a so-called regular automorphism f satisfies gm = fk for certain integers
k, m (cf. [Bis08, Main Theorem 1.1]). As a counterpart to the regular automor-
phisms, one can regard the unipotent automorphisms (a regular automorphism is
always algebraically stable and thus can not be unipotent). The work of David
Finston and Sebastian Walcher [FW97] can be seen as a first step in the
study of the centralizer of a unipotent automorphism. They explore the centralizer
of a triangulable (locally nilpotent) derivation inside the algebra of all derivations
of the polynomial ring k[3].
Before we state our main results, we introduce some notion from the theory of
ind-varieties and ind-groups (see [Kum02, ch. IV] for an introduction). An (affine)
ind-variety is a set X together with a filtration by affine varieties X1 ⊆ X2 ⊆ . . . ,
each one closed in the next, such that X =
⋃
i≥1Xi. We write then X = lim−→Xi.
We endow an ind-variety X = lim−→Xi with the following topology: a subset A ⊆ X
is closed if and only if A ∩Xi is closed in Xi with respect to the Zariski topology.
An ind-variety G = lim−→Gi that is also a group is called an ind-group, if the map
G×G→ G, (x, y) 7→ x · y−1 is a morphism of ind-varieties. For example, Aut(An)
is an ind-group with the filtration Aut(An)1 ⊆ Aut(An)2 ⊆ . . . where Aut(An)i is
the set of all automorphisms g ∈ Aut(An) with deg g ≤ i (see [BCW82]). In fact,
one can check, that Aut(An) is a locally closed subset of End(An) = lim−→End(A
n)i
where End(An)i denotes the polynomial endomorphisms of An with degree ≤ i.
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A subgroup H of an ind-group G = lim−→Gi is called algebraic, if H is closed in G
and contained in some Gi. We call an element g ∈ G algebraic, if the closure of the
cyclic group 〈g〉 is an algebraic subgroup of G.
2. Statement of the main results
In order to state our main results we introduce some notation and recall some
facts about Ga-actions on A3. Let id 6= u = Exp(D) ∈ Aut(A3) be a unipotent
automorphism and let u = d·u′ be a standard decomposition. The automorphism u
induces a Ga-action on A3 via (t, v) 7→ (t ·u)(v). We denote by pi : A3 → A3//Ga its
algebraic quotient. The invariant ring satisfies O(A3)u = kerD and thus A3//Ga =
Spec(kerD).
Definition 2.1. Let u = Exp(D) be a unipotent automorphism of A3. We call the
ideal imD ∩ kerD of kerD the plinth ideal and we denote
plD := imD ∩ kerD .
By [DK09, Theorem 1] the plinth ideal is principal. We fix some generator of the
plinth ideal and denote it by a = a(D). We denote further by
Γ := div(a) = div(a(D))
the principal divisor in A3//Ga corresponding to a and call it the plinth divisor of
D (respectively of u).
Note that A3//Ga ' A2 by Miyanishi’s Theorem (cf. [Fre06, Theorem 5.1])
and that the restriction pi|A3\pi−1(Γ) : A3 \ pi−1(Γ)  A2 \ Γ is a trivial principal
Ga-bundle.
We have an induced action of Cent(u) on the algebraic quotient A3//Ga that
preserves Γ. This implies that there is an exact sequence of ind-groups (see Propo-
sition 5.1)
1→ O(A3)u′ · u′ ↪→ Cent(u) p→ Aut(A3//Ga,Γ) . (2)
In contrast to the 2-dimensional case (see (1)), the homomorphism p is in general
not surjective (see [Sta12, Proposition 1]). So, it is interesting to ask, what can be
said about the image of p in Aut(A3//Ga,Γ).
The description of Cent(u) special in the case when u′ is a translation (see
Section 5.2 for a precise definition of “translation”). By abuse of language we call
then u = d · u′ a modified translation.
2.1. The case when u is a modified translation. The next result is the content
of Proposition 5.5.
Proposition A. Let id 6= u ∈ Aut(A3) be unipotent and let u = d·u′ be a standard
decomposition. If u is a modified translation, then
1→ O(A3)u′ · u′ ↪→ Cent(u)→ Aut(A3//Ga,Γ)→ 1
is a split short exact sequence of ind-groups where Γ is the plinth divisor of u.
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2.2. The case when u is not a modified translation. The next result follows
from Theorem 5.17, Theorem 5.19, Corollary 5.20 and Proposition 5.21.
Theorem B. Let id 6= u ∈ Aut(A3) be unipotent and let u′ = d · u be a standard
decomposition. If u is not a modified translation, then
i) The set of unipotent elements Cent(u)u of the centralizer Cent(u) is a closed
normal subgroup, and there exists a closed algebraic subgroup R ⊆ Cent(u)
consisting only of semi-simple elements such that Cent(u) ' Cent(u)u oR as
ind-groups.
ii) All elements in Cent(u) are algebraic.
iii) The subgroup O(A3)u′ · u′ ⊆ Cent(u) is characteristic.
In the next two results we describe the group Cent(u)u of unipotent elements
more precisely. There are two cases for Γ which are completely different. For this
distinction we have to introduce the following term.
Definition 2.2. Let Γ =
∑
i niΓi be an effective divisor in A2. We call Γ a fence,
if Γi ' A1 for all i and the Γi are pairwise disjoint.
2.2.1. The case when Γ is not a fence. This is the generic case. As Γ is not a fence,
the underlying variety cannot be a union of orbits of a non-trivial Ga-action on
A2. Hence, there exists no non-trivial unipotent automorphism of A2 preserving
Γ. Thus all the unipotent automorphisms of Cent(u)u induce the identity on the
algebraic quotient. Hence we get from (2) the next result.
Proposition C. Let id 6= u ∈ Aut(A3) be unipotent and let u = d·u′ be a standard
decomposition. If u is not a modified translation and the plinth divisor Γ of u is
not a fence, then the subgroup of unipotent automorphisms in Cent(u) is given by
Cent(u)u = O(A3)u′ · u′ .
2.2.2. The case when Γ is a fence. This is the hard case. As Γ is a fence there





⊇ A3 \ pi−1(Γ)

' (C × A1)× A1
pr

A2 ⊇ A2 \ Γ ' C × A1
where pr denotes the projection onto the first two factors (see Proposition 3.3).
There exists coordinates (u, v, w) of (C × A1) × A1 such that the automorphism
induced by u on (C×A1)×A1 is given by (u, v, w) 7→ (u, v, w+1) and the unipotent
automorphism (u, v, w) 7→ (u, v + 1, w) of (C × A1)× A1 extends to an irreducible
unipotent automorphism e on A3 that commutes with u (see Section 5.3). Thus,
Cent(u)u contains O(A3)〈u,e〉 · e beside O(A3)u′ · u′. Let Iner(A3//Ga,Γ) be the
group of automorphisms of A3//Ga that induce the identity on Γ. The difficulty in
the next theorem lies in proving that the image of p : Cent(u) → Aut(A3//Ga,Γ)
lies in Iner(A3//Ga,Γ). The result follows from Proposition 5.15 and from Theo-
rem 5.19.
CENTRALIZER OF A UNIPOTENT AUTOMORPHISM 65
Theorem D. Let id 6= u ∈ Aut(A3) be unipotent and let u = d · u′ be a standard
decomposition. Assume that u is not a modified translation and that the plinth
divisor Γ is a fence. Then the set Iner(A3//Ga,Γ)u of unipotent automorphisms in
Iner(A3//Ga,Γ) is a group and the sequence induced by (2)
1→ O(A3)u′ · u′ ↪→ Cent(u)u
p
 Iner(A3//Ga,Γ)u → 1
is a split short exact sequence of ind-groups. Moreover, p induces an isomorphism
O(A3)〈u,e〉 · e ∼→ Iner(A3//Ga,Γ)u for a certain irreducible unipotent e ∈ Aut(A3).
Let |Γ| be the underlying scheme of the plinth divisor Γ. Then the reduced scheme
|Γ|red has the following geometric description. The complement of |Γ|red is the
maximal open subset of A3//Ga such that the algebraic quotient pi : A3 → A3//Ga
is a locally trivial principal Ga-bundle over it. So far - to the authors knowledge -
there is now geometric description of |Γ|. At least in the case when Γ is a fence we can
give the following geometric description of |Γ| (which is an immediate consequence
of Theorem D).
Corollary E. Let u ∈ Aut(A3) be unipotent. Assume that u is not a modified
translation and that the plinth divisor Γ is a fence. Then |Γ| is the fixed point
scheme of the induced action of Cent(u)u on the algebraic quotient A3//Ga.
(see [Fog73] for a definition of “fixed point scheme”)
3. Automorphisms of A2 that preserve a divisor
Recall that for a non-trivial Ga-action on A3, the algebraic quotient A3//Ga is
always isomorphic to A2. In view of the exact sequence (2) we study in this section
the automorphisms of A2 that preserve a given effective divisor Γ in A2. Clearly, Γ
is completely determined by its underlying scheme and vice versa. Thus we can and
will identify this underlying scheme with Γ. We denote by Aut(A2,Γ) the subgroup
of all g ∈ Aut(A2) such that the scheme-theoretic image g(Γ) is again Γ and we
denote by Iner(A2,Γ) the subgroup of all g ∈ Aut(A2,Γ) such that the pullback to
Γ is the identity. Thus we have an exact sequence
1→ Iner(A2,Γ) ↪→ Aut(A2,Γ)→ Aut(Γ) .
In the following proposition we list some facts about Iner(A2,Γ) and Aut(A2,Γ).
Proposition 3.1. Let Γ be a non-trivial effective divisor of A2.
i) The subgroup Aut(A2,Γ) ⊆ Aut(A2) is closed and all elements of Aut(A2,Γ)
are algebraic.
ii) The following statements are equivalent
a) Γ is a fence
b) Aut(A2,Γ) contains unipotent automorphisms 6= id.
c) Iner(A2,Γ) 6= {id}
d) Aut(A2,Γ) is not an algebraic group
For the proof of this proposition we recall some facts about Aut(A2). As men-
tioned in the introduction, an automorphism of A2 is conjugate to a composition
of generalized He´non maps or to a triangular automorphism (cf. [FM89, Theo-
rem 2.6]). But a composition of generalized He´non maps never preserves an alge-
braic curve, by [BS13, Theorem 1]. This implies the following result.
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Theorem 3.2. An automorphism of A2 that preserves an algebraic curve is con-
jugate to a triangular automorphism.
Another result that we will constantly use, is the Abhyankar-Moh-Suzuki-
Theorem which says that all closed embeddings A1 ↪→ A2 are equivalent (see
[AM75]). In fact we will use a slightly more general version of it.
Proposition 3.3. Let Γ be a fence in A2. Then there exists a 0-dimensional closed
subscheme F of A1, an automorphism of A2 and an isomorphism Γ ' F ×A1 such







F × A1 ⊆ A2
Proof. Clearly, we can assume that Γ 6= ∅. Moreover, we can easily reduce to the
case, when Γ is a reduced scheme. Let Γi, i ∈ I be the irreducible components of
Γ. Let i0 ∈ I be fixed. By the Abhyankar-Moh-Suzuki-Theorem, there exists a
trivial A1-bundle f : A2  A1 such that Γi0 is a fiber of f . Now, if the restriction
f |Γi : Γi → A1 is non-constant, then it is surjective, since Γi ' A1. But this implies
that Γi ∩ Γi0 6= ∅, a contradiction. Thus every Γi is a fiber of f . This implies the
proposition. 
Proof of Proposition 3.1.
i) Assume that Γ = div(a) for some non-zero a ∈ k[2] = k[x, y]. For (f1, f2) ∈
k[x, y]2 we denote by aij(f1, f2) the coefficient of the monomial xiyj in the
polynomial a(f1, f2). The subgroup Aut(A2,Γ) of Aut(A2) is defined by the
equations
aij(f1, f2)akl(x, y) = akl(f1, f2)aij(x, y) for all pairs (i, j), (k, l) .
This proves the first statement.
Let g ∈ Aut(A2,Γ). By Theorem 3.2, g is conjugate to a triangular auto-
morphism and hence g is algebraic. This proves the second statement.
ii) a)⇒ b): This follows immediately form Proposition 3.3.
b) ⇒ c): Let g ∈ Aut(A2,Γ) be a unipotent automorphism 6= id. Choose
some a ∈ k[2] such that Γ = div(a). As g preserves Γ, it follows that a is a semi-
invariant for the Ga-action on A2 induced by g. Since Ga has no non-trivial
character, a is an invariant. Hence, id 6= a · g ∈ Iner(A2,Γ).
c) ⇒ d): Let g ∈ Iner(A2,Γ) with g 6= id. By Theorem 3.2, there exists
a trivial A1-bundle f : A2  A1 such that g preserves the fibration of A2
induced by f . Let Γi, i ∈ I be the irreducible components of the reduced
scheme associated to Γ. If every Γi lies in a fiber of f , then Γ is a fence
and thus Aut(A2,Γ) is not an algebraic group. Therefore we can assume that
f(Γi) ⊆ A1 is dense for some i. As g is the identity on Γi, it follows that g
maps each fiber on itself. Hence, there exists α ∈ k∗ and a polynomial b(y)
such that for each y ∈ A1 the restriction of g to the fiber f−1(y) is given by
gy : A1 → A1 , x 7→ αx+ b(y) .
As g is the identity on Γi, it follows that gy has a fixed point for all y ∈ f(Γi).
If α = 1, then gy is the identity map for all y ∈ f(Γi) ⊆ A1. Since f(Γi) is
dense in A1 we get a contradiction to the fact, that g 6= id. Thus, α 6= 1. But
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this implies that gy has exactly one fixed point for each y ∈ A1. Thus, Γi ' A1
and it is the only irreducible component of Γ. Therefore, Γ is again a fence and
Aut(A2,Γ) is not an algebraic group.
d)⇒ a): Assume that Γ is not a fence. By [BS13, Theorem 1], Aut(A2,Γred)
is an algebraic group, where Γred is the reduced scheme associated to Γ. Now,
Aut(A2,Γ) is an algebraic group as well, since it is a closed subgroup of
Aut(A2,Γred).

4. Some basic properties of locally nilpotent derivations
Let A be a k-algebra and assume it is a unique factorization domain (UFD).
Let B be a locally nilpotent derivation of A. We call B irreducible, if B 6= 0 and
the following holds: if B = fB′ for some locally nilpotent derivation B′ and some
f ∈ kerB, then f ∈ A∗ where A∗ denotes the subgroup of units of A. Remark, if
A = k[n], then a unipotent automorphism u = Exp(D) is irreducible if and only if
D is irreducible. We list some basic facts about locally nilpotent derivations, that
we will use later on (see [Fre06] for proofs):
i) The units of A lie in kerB. In particular, k ⊆ kerB.
ii) The kernel kerB is factorially closed in A, i.e. if f, g ∈ A such that fg ∈ kerB,
then f, g ∈ kerB.
iii) If S ⊆ kerB is a multiplicative system, then B extends uniquely to a locally
nilpotent derivation of the localization AS .
iv) If B 6= 0, then there exists f ∈ A such that B(f) ∈ kerB and B(f) 6= 0.
v) If s ∈ A such that B(s) = 1, then A is a polynomial ring in s over kerB and
B = ∂/∂s.
vi) For f ∈ A, the derivation fB is locally nilpotent if and only if f ∈ kerB.
vii) If B is irreducible and E is another locally nilpotent derivation of A such that
E(kerB) = 0, then there exists f ∈ kerB such that E = fB.
viii) If B 6= 0, then there exists a unique irreducible locally nilpotent derivation B′
(up to multiplication by some element of A∗) such that kerB = kerB′.
ix) The exponential exp(B) =
∑∞
i=0B
i/i! is a k-algebra automorphism of A and
the map exp defines an injection from the set of locally nilpotent derivations
of A to the set of k-algebra automorphisms of A.
x) If B(f) ∈ fA, then B(f) = 0.
5. Centralizer of a unipotent automorphism in Aut(A3)
5.1. The first unipotent subgroup in Cent(u). Let id 6= u ∈ Aut(A3) be
unipotent and let u = d · u′ be a standard decomposition. There exists an obvious
subgroup of unipotent automorphisms in Cent(u): The modifications of u′, i.e. the
subgroup O(A3)u′ · u′. This subgroup has another characterization:
Proposition 5.1. Let id 6= u ∈ Aut(A3) be unipotent and let u = d · u′ be a
standard decomposition. The subgroup O(A3)u′ ·u′ consists of those automorphisms
of A3 that commute with u and that induce the identity on A3//Ga, i.e. the sequence
1→ O(A3)u′ · u′ ↪→ Cent(u) p→ Aut(A3//Ga,Γ)
is exact, where Γ denotes the plinth divisor of u. Moreover, the homomorphisms in
the sequence above are homomorphisms of ind-groups.
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This result is an immediate consequence of the following remark and the next
lemma.
Remark 5.2. Choose generators y˜, z˜ of the polynomial ring O(A3)u and choose a
k-linear retraction r : O(A3)  O(A3)u. The map p : Cent(u) → Aut(A3//Ga,Γ)















Lemma 5.3. Let A be a k-algebra and assume it is a UFD, let B,B′ be non-zero
locally nilpotent derivations of A such that B′ is irreducible and kerB = kerB′. If
ϕ : A→ A is a k-algebra automorphism, then we have
ϕ|kerB = id and ϕ ◦B = B ◦ ϕ if and only if ϕ = exp(fB′) , f ∈ kerB .
Proof. Assume that ϕ|kerB is the identity and ϕ commutes with B. There exists
0 6= d ∈ kerB, such that Ad = ker(B)d[s] is a polynomial ring in an element
s ∈ Ad and B(s) = 1, if we extend B to Ad. Since ϕ commutes with B there exists
g ∈ ker(B)d such that the extension ϕ˜ to Ad of ϕ satisfies ϕ˜(s) = s + g. Now,
we have ϕ = exp(gB)|A. A density argument shows that exp(tgB)(A) = A for all







we have gB(A) ⊆ A. Hence gB is a locally nilpotent derivation of A that vanishes
on kerB = kerB′. Thus, gB = fB′ for some f ∈ kerB. The converse is clear. 
5.2. Centralizer of a modified translation in Aut(A3).
Definition 5.4. We call an automorphism f ∈ Aut(A3) a translation, if there exists
a coordinate system (x, y, z) of A3 such that f = (x+ 1, y, z).
Clearly, a translation is unipotent. Note, that a unipotent u ∈ Aut(A3) is a
translation if and only if the plinth divisor of u is empty. By abuse of language, we
call a modification of a translation a modified translation.
Proposition 5.5. Let id 6= u ∈ Aut(A3) be a modified translation and let u = d ·u′
be a standard decomposition. Denote by Γ the plinth divisor of u. Then
1→ O(A3)u′ · u′ ↪→ Cent(u) p→ Aut(A3//Ga,Γ)→ 1
is a split short exact sequence of ind-groups. Moreover there exists a closed subgroup
of Cent(u) that is mapped via p isomorphically onto Aut(A3//Ga,Γ).
Proof. By Proposition 5.1, the sequence above is left exact. Since u′ is a translation,
we can identify the algebraic quotient pi : A3 → A2 with the map (x, y, z) 7→ (y, z)
and Γ = div(d). Let f ∈ Aut(A2,Γ). Then f∗(d) = λd for some λ = λ(f) ∈ k∗. One
can see that Aut(A2,Γ)→ k∗, f 7→ λ(f) defines a morphism of ind-varieties. Thus
H := { (λx, f1, f2) | f = (f1, f2) ∈ Aut(A2,Γ) and f∗(d) = λd }
is a closed subgroup of Cent(u) (note that the subgroup Aut(A2,Γ) ⊆ Aut(A2)
is closed by Proposition 3.1) and p|H : H → Aut(A2,Γ) is an isomorphism of ind-
groups. 
CENTRALIZER OF A UNIPOTENT AUTOMORPHISM 69
5.3. The second unipotent subgroup in Cent(u). Let u ∈ Aut(A3) be unipo-
tent and let u = d · u′ be a standard decomposition. Throughout this subsection
we assume that the plinth divisor Γ = div(a) of u is a fence. There exists another
subgroup of unipotent automorphisms inside Cent(u) in addition to O(A3)u′ · u′,
that we describe in this subsection.
Lemma 5.6. Let u ∈ Aut(A3) be a unipotent automorphism. If the plinth divisor
Γ = div(a) is a fence, then there exists a variable z of O(A3)u = k[2] such that
a ∈ k[z] and any such z is a variable of O(A3) = k[3].
Proof. By Proposition 3.3 there exists a coordinate system (z, w) of A2 such that
the embedding div(a) = Γ ⊆ A2 is given by the standard embedding F × A1 ⊆ A2
for some 0-dimensional closed subscheme F of A1. Thus a ∈ k[z]. Since pi is a trivial
A1-bundle over A2 \ Γ, it follows that only finitely many fibers of z : A3 → A1 are
non-isomorphic to A2. Thus z is a variable of k[3], according to Kaliman’s Theorem
[DK09, Theorem 3] (cf. also [BEHEK08, Theorem 3.1]). 
Remark 5.7. If u = Exp(D) is irreducible, then Γ is a fence if and only if rankD ≤ 2
(i.e. there exists a variable z of k[3] that lies in kerD). This follows from the lemma
above and from [DF98, Theorem 2.4, Proposition 2.3].
Definition 5.8. Let A be a UFD and let P ∈ A[x, y] be a polynomial in x and y
over A. We denote





where Px and Py denote the partial derivatives of P with respect to x and y re-
spectively. Obviously, ∆P is a derivation of A[x, y] and ∆P (P ) = 0.
Let D, D′ be locally nilpotent derivations of O(A3) such that u = Exp(D) and
u′ = Exp(D′). Let z ∈ kerD be a variable such that a ∈ k[z] and let (x, y, z) be
a coordinate system of k[3] (see Lemma 5.6). Let A := k[z]. It follows now from
Remark 5.7 and [DF98, Theorem 2.4] that there exists P ∈ A[x, y] such that
D′ = ∆P and kerD = kerD′ = k[z, P ] .
Obviously, d divides a in k[z]. Let a = da′. An easy calculation shows that div(a′)
is the plinth divisor of u′ and that for all Q ∈ A[x, y] we have
D(Q) = a if and only if D′(Q) = a′ . (3)
Lemma 5.9. Let A = k[z]. If Q ∈ A[x, y] such that D(Q) = a, then E := ∆Q is
an irreducible locally nilpotent derivation. Moreover, E commutes with D.
Proof. Let K be the quotient field of A. The extension of D′ to K[x, y] satisfies
D′(Q/a′) = 1. Thus K[x, y] = K[P,Q]. If we extend E to a derivation of K[x, y]
one easily sees that E is locally nilpotent. Thus E is a locally nilpotent derivation
of A[x, y].
By [DF98, Theorem 2.4]) there exists S ∈ A[x, y] such that E = h∆S and ∆S
is irreducible. Thus −a′ = E(P ) = h∆S(P ) = −h∆P (S). Hence ∆P (S) ∈ pl(∆P )
and thus ∆P (S) is a multiple of a′. This implies that h ∈ k∗ and proves that E is
irreducible.
If we extend ∆P and ∆Q to K[x, y] = K[P,Q], we get ∆P = a′(∂/∂Q) and








Thus E commutes with D′. But since a = da′, it follows that d ∈ k[z] ⊆ kerD ∩
kerE. This implies that E and D = dD′ commute. 
Definition 5.10. For any Q ∈ k[3] with D(Q) = a we call
e := Exp(E) = Exp(∆Q)
an admissible complement to u.
By (3), we get that e is an admissible complement to u if and only if e is an
admissible complement to u′. It follows from Lemma 5.9 that O(A3)〈e,u〉 · e is
a subgroup of unipotent automorphisms inside Cent(u) where 〈e,u〉 denotes the
subgroup of Aut(A3) that is generated by e and u.
Remark 5.11. We have A2 \ Γ = C × A1 for some curve C ⊆ A1. The restriction
of u and of e to the open subset
pi−1(A2 \ Γ) = (C × A1)× A1 = Spec(k[z]a[P,Q])
are given by (u, v, w) 7→ (u, v, w+1) and (u, v, w) 7→ (u, v+1, w) respectively, where
(u, v, w) is the coordinate system (z,−P/a′, Q/a).
5.4. The property (Sat). We introduce in this subsection a property for a subset
S ⊆ Aut(An) and we will show that Cent(v) satisfies this property for any unipotent
automorphism v ∈ Aut(An). This property will then play a key role when we
describe the set of unipotent elements inside the centralizer. One can think of this
property as a saturation feature on the unipotent elements in S.
Definition 5.12. Let S ⊆ Aut(An) be a subset. We say that S has the property
(Sat) if for all unipotent automorphisms w ∈ Aut(An) and for all 0 6= f ∈ O(An)w
we have
f ·w ∈ S =⇒ w ∈ S . (Sat)
Proposition 5.13. If v ∈ Aut(An) is unipotent, then the subgroup Cent(v) ⊆
Aut(An) satisfies the property (Sat).
Proof. Let v = Exp(B) and let w = Exp(F ). Assume that f ·w commutes with v
for some w-invariant 0 6= f ∈ O(An). If v = id or w = id, then (Sat) is obviously
satisfied. Thus we assume v 6= id 6= w. For the Lie-bracket we have
0 = [fF,B] = f [F,B]−B(f)F . (4)
Thus, it is enough to prove that B(f) = 0.
First, assume that F is irreducible. By (4), it follows that f divides B(f)F (g)
for all g ∈ O(An). As F is irreducible, the ideal (imF ) is equal to O(An). Hence f
divides B(f). As B is locally nilpotent, it follows that B(f) = 0.
Now, let F = f ′F ′ for some irreducible F ′. Thus, ff ′F ′ commutes with B and
by the argument above, B(ff ′) = 0. Since kerB is factorially closed in O(An), we
have B(f) = 0. 
5.5. The subgroup N ⊆ Cent(u). Let u ∈ Aut(A3) be unipotent. We define
in this subsection a subgroup N of Cent(u) and we gather some facts about this
group. In the next subsection, we will prove that N is exactly the set of unipotent
automorphisms Cent(u) if u is not a modified translation. We treat first the case
when u is irreducible and consider afterwards the general case.
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5.5.1. The case when u is irreducible.
Definition 5.14. Let u ∈ Aut(A3) be unipotent and irreducible. We define the
subset N ⊆ Cent(u) as
N = N(u) :=
{ O(A3)〈e,u〉 · e ◦ O(A3)u · u if the plinth divisor of u is a fence
O(A3)u · u otherwise.
where e is an admissible complement to u (cf. Subsection 5.3). Moreover, we define
M = M(D) :=
{
(kerE ∩ kerD)E + ker(D)D if rankD ≤ 2,
ker(D)D otherwise.
where u = Exp(D) and e = Exp(E) (cf. Lemma 5.9).
Proposition 5.15 (Properties of N). Let u ∈ Aut(A3) be unipotent and irre-
ducible. Then:
i) The set N consists of unipotent automorphisms and we have N = Exp(M).
ii) The group Cent(u) normalizes O(A3)u ·u and we have for all g ∈ Cent(u) and
for all f · u ∈ O(A3)u · u
g−1 ◦ f · u ◦ g = g∗(f) · u .
Moreover, N is a closed normal subgroup of Cent(u).
iii) Denote by Iner(A2,Γ)u the set of unipotent automorphisms of Iner(A2,Γ). Then
1 // O(A3)u · u // N p|N // Iner(A2,Γ)u // 1 .
is a split short exact sequence of ind-groups. If Γ is a fence, then p|N induces
an isomorphism O(A3)〈e,u〉 · e ' Iner(A2,Γ)u for any admissible complement
e to u. Moreover, N is independent of the choice of e.
iv) The subgroup N ⊆ Aut(A3) satisfies the property (Sat).
Proof. Assume first that Γ is not a fence. Then i) and iv) are clear, ii) follows from
Proposition 5.1, iii) follows from Proposition 3.1. Thus we can assume that Γ is a
fence.
i) Let hE + fD ∈ M . By induction on l ≥ 1 one sees that (hE + fD)l is the
sum of terms of the form gEiDj where g ∈ kerD. From this fact, one can
deduce that hE + fD is locally nilpotent and hence M consists only of locally
nilpotent derivations.
For all f ∈ kerD and h ∈ kerD ∩ kerE and q ≥ 0 we have
fD ad(hE)q = (−1)qhqEq(f)D
where A ad(B) = [A,B]. With the aid of this formula, an application of the
Baker-Campbell-Hausdorff formula yields Exp(hE)◦Exp(fD) = Exp(L) where








fD ad(fD)p1−1 ad(hE)q1 · · · ad(fD)pm ad(hE)qm
p1!q1! · · · pm!qm! ∈M
(see [Jac62, Proposition 1, §5, chp. V]). Hence N ⊆ Exp(M) which shows in
particular, that N consists of unipotent automorphisms. Moreover, ExphE and
Exp(fD+ hE) coincide on kerD. Lemma 5.3 implies (ExphE)−1 ◦Exp(fD+
hE) = Exp(f ′D) for some f ′ ∈ kerD and thus Exp(M) ⊆ N .
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ii) The first part is a calculation. One can check that N = p−1(Iner(A2,Γ)u)
by using Proposition 5.1. Since Iner(A2,Γ)u is a closed normal subgroup of
Aut(A2,Γ) it follows that N is a closed normal subgroup of Cent(u).
iii) It is enough to show that the homomorphism O(A3)〈e,u〉 · e → Iner(A2,Γ)u
(induced by p) is an isomorphism of ind-groups. Injectivity follows from the
fact that O(A3)〈e,u〉 · e ∩ O(A3)u · u = {id} and surjectivity follows from a
straightforward calculation. As N = p−1(Iner(A2,Γ)u) it follows that N is
independent of the choice of e.
iv) Let 0 6= hE + fD ∈M . It is enough to prove that
gcd(h, f) = 1 =⇒ hE + fD is irreducible (4)
where the greatest common divisor is taken in the polynomial ring kerD =
k[z, P ]. Indeed, let gB = hE + fD ∈ M for some locally nilpotent derivation
B 6= 0 and some 0 6= g ∈ kerB and let h = gcd(h, f)h′, f = gcd(h, f)f ′. Thus
B vanishes on ker(h′E + f ′D) and since h′E + f ′D is irreducible, there exists
b ∈ ker(h′E+ f ′D) such that B = b(h′E+ f ′D). This implies gb = gcd(h, f) ∈
k[z] and therefore b ∈ k[z]. This shows that B ∈M .
Let us prove (4). Since E and D are irreducible (see Lemma 5.9) we can
assume that h and f both are non-zero. A calculation shows







where the integration is taken inside the polynomial ring kerD = k[z, P ] and




















Denote this last polynomial by G ∈ k[z, P ].
Now, assume towards a contradiction that hE+fD is not irreducible. Hence,
we have hE+ fD = bB for some locally nilpotent derivation B and some non-
constant b ∈ kerB. By plugging in P and Q in hE + fD = bB and using
the fact that gcd(h, f) = 1 we see that b divides a (recall that D(Q) = a and
E(P ) = −a). Hence there exists a root z0 of a such that the induced derivation
of ∆F = hE + fD on k[x, y, z]/(z − z0) ' k[x, y] vanishes. Thus, there exists
a constant c ∈ k such that








P i+1(x, y, z0) = c . ( )
The polynomial P (x, y, z0) ∈ k[x, y] is non-constant, since otherwise D = ∆P
would have a 2-dimensional fixed point set, contradicting the irreducibility of
D (cf. [Dai07, 2.10]). If h(z0) = 0, then we have f(z0, P ) = 0 by ( ). Hence
gcd(h, f) 6= 1, a contradiction. Thus we can assume h(z0) 6= 0. In this case it
follows that Q+ h(z0)−1(G(z, P )− c) is divisible by z − z0 inside k[3]. Thus,
D
(





z − z0 .
But this contradicts the fact, that a is a generator of plD.

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5.5.2. The general case.
Definition 5.16. Let id 6= u ∈ Aut(A3) be unipotent and let u = d · u′ be a
standard decomposition. We define the group N as
N = N(u) :=
{
N(u′) if the plinth divisor of u is a fence
O(A3)u′ · u′ otherwise.
It follows from Subsection 5.1 and Subsection 5.3 that N(u) ⊆ Cent(u).
5.6. The group Cent(u) as a semi-direct product. In this subsection, we prove
our first main result: There exists an algebraic subgroup R ⊆ Cent(u) such that
Cent(u) is the semi-direct product of N with R, if u is not a modified translation.
This shows, that the quotient Cent(u)/N is rather small. If we endow the quotient
Cent(u)/N with the algebraic group structure induced by R, then we will see in the
next subsection, that the quotient Cent(u)/N consists only of semi-simple elements
(cf. Corollary 5.20).
Theorem 5.17. Let u ∈ Aut(A3) be unipotent and assume that u is not a modified
translation. Then the subgroup N ⊆ Cent(u) is closed and normal, and there exists
an algebraic subgroup R ⊆ Cent(u) such that Cent(u) is the semi-direct product of
N and R as an ind-group. Moreover, all elements of Cent(u) are algebraic.
First, we prove Theorem 5.17 in a very special case and deduce the general case
to it.
Lemma 5.18. Let u = d·u′ where u′ = (x+1, y, z) and assume that d ∈ O(A3)u′ =
k[y, z] is non-constant. Then N = N(u) is a closed normal subgroup of Cent(u)
and there exists a closed subgroup R ⊆ Cent(u) such that Cent(u) is the semi-
direct product of N and R as an ind-group. Moreover all elements of Cent(u) are
algebraic.
Proof. By Proposition 5.15, N = N(u) is a closed normal subgroup of Cent(u).
If Γ is not a fence, then it follows from Proposition 3.1 that Aut(A2,Γ) is an
algebraic group. By Proposition 5.5 there exists a closed subgroup of Cent(u)
that is mapped via p : Cent(u)  Aut(A2,Γ) isomorphically onto Aut(A2,Γ) and
Cent(u) ' N oR.
Now, assume that Γ is a fence. By Lemma 5.6 we can assume after a coordinate
change of A2 = A3//Ga that a ∈ k[z] and Iner(A2,Γ)u = { (y+h, z) | h ∈ k[z], a|h }.
Thus we have a split short exact sequence of ind-groups
1 // Iner(A2,Γ)u
  // Aut(A2,Γ)
q // // (k∗ n k[z]/(a))oAut(A1, V (a)) // 1
(λy + h, αz + β)  // (λ, h+ (a), αz + β)
(λy + h0, αz + β) (λ, σ, αz + β)
oo
where h0 ∈ σ ⊆ k[z] is the representative of σ of minimal degree. Let R be the
algebraic group (k∗nk[z]/(a))oAut(V (a),A1). Since N is generated by O(A3)u′ ·u′
and O(A3)〈e,u′〉 · e ' Iner(A2,Γ)u, we have the desired split short exact sequence
of ind-groups
1 // N 
 // Cent(u)
q◦p // // R // 1 .
By using Proposition 5.5, Proposition 5.15 ii) and the fact that every element of
Aut(A2,Γ) is algebraic, one can see, that every element of Cent(u) is algebraic. 
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Proof of Theorem 5.17. Let O(A3)u = k[y˜, z˜] and let x˜ ∈ k[3] such that D(x˜) = a,
where a is a generator of the plinth ideal plD. Of course we can interpret y˜, z˜ as
elements of k[3]. Let u˜ := a · (x˜+ 1, y˜, z˜) ∈ Aut(A3) where we interpret a ∈ k[y˜, z˜].
The morphism A3 → A3 induced by the inclusion k[x˜, y˜, z˜] ⊆ k[x, y, z] = O(A3) is
birational and hence we get an injective homomorphism of groups
η : Cent(u) −→ Cent(u˜) .
In fact, η is a homomorphism of ind-groups, due to the following commutative




// k[x, y, z]3
r×r×r
lin.









According to Lemma 5.18, Cent(u˜) is the semi-direct product of N(u˜) with some
closed algebraic subgroup R˜ ⊆ Cent(u˜). Let H ⊆ R˜ be a closed algebraic subgroup.
We claim that η−1(H) ⊆ Cent(u) is an algebraic subgroup. Since η : Cent(u) →
Cent(u˜) is a homomorphism of ind-groups, it follows that η−1(H) is a closed sub-
group. As H is algebraic and thus acts locally finite on A3, it follows that η−1(H)
acts also locally finite on A3 by [KS12, Lemma 3.6]. This implies the claim.
According to the claim all elements of Cent(u) are algebraic and R := η−1(R˜) is
algebraic as well. Since η is an injective homomorphism of ind-groups we have the
following commutative diagram
1 // N(u˜) 












As the first column is a split short exact sequence of ind-groups, the second coloumn
is also a split short exact sequence of ind-groups. This proves the theorem. 
5.7. The unipotent elements of Cent(u). The goal of this subsection is to prove
our second main result: The unipotent elements of Cent(u) are exactly N provided
u is not a modified translation. As we know from Proposition 5.15 the set N satisfies
the property (Sat). This will be a key ingredient in the proof of the next theorem.
Theorem 5.19. Let u ∈ Aut(A3) be unipotent and assume that u is not a modified
translation. Then the set of unipotent elements of Cent(u) is equal to N .
Proof. Let u = d ·u′ be a standard decomposition. Let g ∈ Cent(u) be a unipotent
automorphism with g 6= id. If Γ is not a fence, then Aut(A2,Γ) contains no unipo-
tent automorphism 6= id (see Proposition 3.1). By Proposition 5.1 it follows that
g ∈ O(A3)u′ · u′ = N .
Hence we can assume that Γ = div(a) is a fence. Let z ∈ O(A3)u be a variable
of k[3] such that a ∈ k[z] (see Lemma 5.6). If O(A3)g = O(A3)u, then g is a
modification of u′ and therefore g ∈ N . Now, assume O(A3)g 6= O(A3)u. Thus
g is not a modification of u′ and hence id 6= p(g) ∈ Aut(A2,Γ). Since p(g) is
unipotent and 0 6= a ∈ k[z], it follows that z ∈ O(A3)g and thus O(A3)〈g,u〉 is an
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∞-dimensional k-vector space. By Theorem 5.17 there exists an algebraic subgroup
R ⊆ Cent(u) and a split short exact sequence of ind-groups
1→ N ↪→ Cent(u) θ R→ 1 .
If g /∈ N , then O(A3)〈g,u〉 · g ∩ N = 1, since N satisfies the property (Sat). We
get an injection O(A3)〈g,u〉 → Cent(u)  R, h 7→ θ(h · g). Choose any filtration
by finite dimensional k-subspaces to turn O(A3)〈g,u〉 into an ind-group. It follows
that O(A3)〈g,u〉 → R is an injective homomorphism of ind-groups. But this implies
that R has closed algebraic subgroups of arbitrary high dimension, which is absurd.
This finishes the proof of the theorem. 
If we endow Cent(u)/N with the algebraic group structure induced by the semi-
direct product decomposition coming from Theorem 5.17, then we get immediately
the following corollary from Theorem 5.19.
Corollary 5.20. If u ∈ Aut(A3) is unipotent and u is not a modified transla-
tion, then the algebraic group Cent(u)/N consists only of semi-simple elements.
In particular, the connected component of the neutral element in Cent(u)/N is a
torus.
5.8. The subgroup O(A3)u′ ·u′ ⊆ Cent(u). The next proposition is an application
of Theorem 5.17 and Theorem 5.19.
Proposition 5.21. Let u ∈ Aut(A3) be unipotent and assume that u is not a
modified translation. If u = d · u′ is a standard decomposition, then the subgroup
O(A3)u′ · u′ of Cent(u) is characteristic.
Before we prove this proposition, we construct an appropriate coordinate sys-
tem on the quotient A3//Ga = A2 in the case when Γ is a non-empty fence. Let
R ⊆ Cent(u) be a closed algebraic subgroup such that Cent(u) = RnN (see The-
orem 5.17). Let T := R0 be the connected component of the neutral element in R.
By Corollary 5.20, it is a torus (possibly dimT = 0). The torus T acts faithfully
on the quotient A3//Ga, since the kernel of the map p : Cent(u)→ Aut(A3//Ga,Γ)
consists only of unipotent elements (see Proposition 5.1). Let (z, P ) be a coordi-
nate system of A2 = A3//Ga such that Γ ⊆ A2 is given by the standard embedding
F ×A1 ⊆ A2 for some 0-dimensional closed subscheme F ⊆ A1 and u′ = Exp(∆P )
(see Subsection 5.3).
Proposition 5.22. There exists q ∈ k and r ∈ k[z] such that the action of T on
A3//Ga = A2 is diagonal with respect to the coordinate system (z + q, P + r).
Proof. As the torus T leaves Γ = V (a) ⊆ A2 invariant and since a ∈ k[z], it follows
that there exists q ∈ k such that z + q is a semi-invariant for the action of T . By
replacing z+ q with z we can assume that pi : A2 → A1, (z, P )→ z is T -equivariant
with respect to a suitable T -action on A1. Due to [KK96, Proposition 1], every lift
of a T -action on A1 to A2 (with respect to pi) is equivalent to a trivial lift (with
respect to pi). Thus, there exists r ∈ k[z] such that P + r is a semi-invariant with
respect to the action of T . This finishes the proof. 
According to the last proposition we can and will assume that the action of T on
the quotient A3//Ga = A2 is diagonal with respect to the coordinate system (z, P ).
Let A := k[z] and let AnA[P ] be the semi-direct product defined by
(h, f) · (h′, f ′) := (h+ h′, f(P + h′a) + f ′) (5)
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where a ∈ A such that Γ = div(a). From Proposition 5.15 it follows that
AnA[P ] ∼−→ N(u) , (h, f) 7−→ h · e ◦ f · u′
is an isomorphism of groups where e is an admissible complement to u. Under this
isomorphism the subgroup A[P ] is sent onto O(A3)u′ · u′.
From the next lemma it follows that O(A3)u′ · u′ is a characteristic subgroup of
the connected component of Cent(u) in the case when Γ is a non-empty fence and
dimT > 0.
Lemma 5.23. Let AnA[P ] be defined as in (5) and let G := T n(AnA[P ]) where
T is a torus with dimT > 0. Assume that A[P ] ⊆ G is a normal subgroup, that
the action of T by conjugation on A[P ] induces a faithful diagonal representation
on kz ⊕ kP and that T acts on A[P ] by k-algebra automorphisms. Furthermore we
assume that the action of T by conjugation on the quotient G/A[P ] is non-trivial
and the product in G satisfies
(λ, 0, 0) · (1, h, f) = (λ, h, f) .
Then A[P ] = CentGG(2) where G(2) denotes the second derived group of G.
Proof of Lemma 5.23. As the action by conjuagtion of T onG/A[P ] is non-trivial, it
follows that the first derived subgroup G(1) is not contained in A[P ]. As T is abelian
it follows that G(1) ⊆ AnA[P ] and as A is abelian we conclude G(2) ⊆ A[P ]. Thus
there exists (1, h0, f0) ∈ G(1) with h0 6= 0. Denote by ρ : T ↪→ GL(kz ⊕ kP ) the






and ker(ρ1) ∩ ker(ρ2) = {1}. As A[P ] is abelian, we get A[P ] ⊆ CentGG(2). Now,
we prove CentGG(2) ⊆ A[P ]. We have for all (1, 0, q) ∈ G(1)
(1, 0, q − q(P − h0a)) = [(1, 0, q), (1, h0, f0)] ∈ G(2)
where [·, ·] denotes the commutator-bracket. Moreover, (1, 0, ziP j) ∈ G(1) for all
(i, j) ∈ N20 such that ρi1ρj2 is not the trivial character, as we have (1, 0, ziP j) =
[(λ, 0, 0), (1, 0, ziP j)] for some well chosen λ ∈ T . For all j ≥ 0, the character ρi1ρj2
is non-trivial, provided that i is large enough. For all (1, 0, f) ∈ A[P ] we have
CentG(1, 0, f) = { (λ′, h′, f ′) ∈ G | (λ′, h′, f ′) · (1, 0, f) · (λ′, h′, f ′)−1 = (1, 0, f) }
= { (λ′, h′, f ′) ∈ G | f = λ′ ∗ f(P − h′a) }
where ∗ denotes the action by conjugation of T onA[P ]. Let (λ′, h′, f ′) ∈ CentGG(2).
Since (λ′, h′, f ′) ∈ CentG(1, 0, zih0a) for i sufficiently large, it follows that λ′ ∈
ker ρ1. Moreover, we have (λ′, h′, f ′) ∈ CentG(1, 0, zih0a(2P − h0a)) for sufficiently
large i. Thus, 2ρ2(λ′)P − 2h′a = 2P and therefore λ′ ∈ ker ρ2, h′ = 0. Hence we
have (λ′, h′, f ′) = (1, 0, f ′) ∈ A[P ]. This proves CentGG(2) ⊆ A[P ]. 
Proof of Proposition 5.21. It follows from Theorem 5.17 that T nN ⊆ Cent(u) is
a subgroup of finite index. Moreover, T nN has no proper subgroup of finite index,
as this group is generated by groups that have no proper subgroup of finite index.
This implies that T nN is a characteristic subgroup of Cent(u). Let G := T nN
and let H := O(A3)u′ · u′ ⊆ N . We distinguish several cases.
CENTRALIZER OF A UNIPOTENT AUTOMORPHISM 77
i) Γ is a fence, dimT > 0: From Lemma 5.23 it follows that H = CentG(G(2)).
ii) Γ is a fence, dimT = 0: Let h · e ◦ f · u′ ∈ CentG(G(1)). A calculation shows
that
id = [h · e ◦ f · u′, [P 2 · u′, e]] = −2ha2 · u′ .
Hence h = 0. It follows that H = CentG(G(1)).
iii) Γ is not a fence, dimT > 0: There exists a coordinate system (v1, v2) of O(A3)u′
such that the action of T on O(A3)u′ is diagonal with respect to (v1, v2) (see
[Kam79]). Let ρ1 and ρ2 be the characters of T such that t∗(vi) = ρi(t)vi for
all t ∈ T . Let t ◦ f ·u′ ∈ CentG(G(1)). A calculation shows that for i = 1, 2 we
have
id = [t ◦ f · u′, [t−1, vi · u′]] = (1− ρi(t−1))(1− ρi(t))vi · u′ .
Thus ρi(t) = 1 for i = 1, 2. As the action of T on O(A3)u′ is faithful, it follows
that t = 1. It follows that H = CentG(G(1)).
iv) Γ is not a fence, dimT = 0: In this case we have H = G.
In every case it follows that H ⊆ G is a characteristic subgroup and thus H is a
characteristic subgroup of Cent(u). This finishes the proof. 
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