An approach to searching for user-specified words in imaged Chinese documents, without the requirements of layout analysis and OCR processing of the entire documents, is proposed in this paper. A small number of Chinese characters that cannot be successfully bounded using connected component analysis due to larger gaps between elements within the characters are blacklisted. A suitable character that is not included in the blacklist is chosen from the user-specified word as the initial character to search for a matching candidate in the document. Once a matched candidate is found, the adjacent characters in the horizontal and vertical directions are examined for matching with other corresponding characters in the user-specified word, subject to the constraints of alignment (either horizontal or vertical direction) and size similarity. A weighted Hausdorff distance is proposed for the character matching. Experimental results show that the present method can effectively search the user-specified Chinese words from the document images with the format of either horizontal or vertical text lines, or both appearing on the same image.
Introduction
With the advent and rapid development of computer technology, digital documents have become popular for storage and transmission instead of the traditional paper documents. The most widespread format of these digital documents is text in which the characters of the documents are represented by machine-readable codes (for example, ASCII codes). Undoubtedly, the text format facilitates not only the storage and transmission of documents, but also document information retrieval. There has been active research on Web content extraction using text-based techniques, on which the text retrieval community has made significant progress. 20, 21, 28 Although most of the newly generated documents are in text format, billions of volumes of traditional newspapers, books, magazines, etc. are in the paper format, and need to be transferred to the digital domain. In general, these paper documents are easily scanned and converted to digital images by the digitization equipment. The technology of Optical Character Recognition (OCR) may be utilized to automatically transfer the digital images of these paper documents to their machinereadable text format. However, OCR has its inherent weaknesses in the recognition ability, especially for the recognition of Chinese characters. Although many commercial products of machine printed Chinese character recognition systems have appeared on the market in recent years, 5 the process still carries a significant cost. An obvious reason is the need for manual correction/proofing of OCR results, which is typically not cost effective for transferring a huge amount of paper documents to their text format.
It is generally acknowledged that the OCR accuracy requirements for information retrieval are considerably lower than for many document processing applications. 23 Motivated by this observation, the method with the ability of tolerating recognition errors of OCR has been researched recently. 10, 19 Additionally, some methods are reported to improve the retrieval performance by using the OCR candidates. 12, 13 In these OCR-based methods, the layout analysis and character segmentation are unavoidable. However, the research on layout analysis and understanding is still immature, especially for documents with complex layout.
Nowadays, many documents are stored in the image format due to various reasons. It is of significant meaning to study the strategies of retrieving information from these document images directly. An image-based approach to searching and locating a user specified word in the document images has its practical value for retrieving information from the document repositories, such as digital library archives or the Internet. For example, by using this technique the user can detect a specified word in the document images without the requirement of OCRing the entire document.
In the case where there are a large number of image documents in the Internet or digital libraries, the user has to download each one to see its contents before knowing whether the document is relevant to his interest. The image-based word searching technology is capable of notifying the user whether a document image contains words of interest to him, and indicating which documents are worth downloading, prior to transmitting the document images through the Internet.
The image-based word searching method is somewhat different from the method of OCRing the document images followed by analysis of the resulting text. The former concentrates only on the presence of the user specified word while paying no attention to the unrelated words. The latter must assign each character in the document to a definite class in the OCR procedure no matter whether the character is relevant to the user's interest or not. Of course, comparing with the image-based approach, OCR has an advantage of producing machine readable text for subsequent use. However, if the goal is only to retrieve a handful of documents from a huge collection of document images, it makes sense not to OCR the entire collection which will never be used again.
In recent years, a number of attempts have also been made to avoid the use of OCR for various text processing applications, 1, 6 but have been mainly on English text documents. Chinese language is quite different from the western languages.
The major difficulties of word searching in Chinese document images arise due to the complicated nature of Chinese documents as follows:
(a) The number of commonly-used characters in Chinese language is very large. It was observed a long time ago that Chinese character recognition is probably the most difficult problem for character recognition. 30 The performance of their method evidently depends on the predefined dictionary, so it is not capable of dealing with an arbitrary word that is not included in the dictionary. Chang 2 described a method for retrieving information from Chinese document images with the ability of tolerating the OCR errors. He et al. 8 presented a content-based indexing and retrieval method for Chinese document images. Obviously, the layout analysis and understanding are required in these methods prior to the word searching procedure.
In this paper, we propose an image-based approach to searching user-specified words in Chinese document images, without the requirements of layout analysis and OCRing the entire document images. Connected components are detected and are merged to bound characters or elements first. A majority of Chinese characters can be successfully segmented in this way, except for some that have a significant spacing between their separable and disjunct elements. A blacklist is constructed to recode the characters that are prone to be unsuccessfully bounded. From the sequence of characters in the user-specified word, we select a suitable character which is not included in the blacklist as the initial character, to search for a matching candidate in the document. Once a matched candidate is found, the adjacent characters in the horizontal and vertical directions are examined for matching with other corresponding characters in the user-specified word, subject to the constraints of size similarity and text line alignment.
The character matching process is divided into two stages. The first stage, which is called coarse-matching, is carried out based on the stroke density features to reduce the matched character set to a smaller set. The second stage based on our proposed weighted Hausdorff distance (WHD) aims to choose the best matched characters. Both of the two stages are implemented by the low-level character matching strategy. As such, they are capable of dealing with either simplified Chinese characters or traditional Chinese characters. In fact the idea of WHD is applicable to western languages, as reported in our previous work. 16 Comparing with other approaches to English text, 1,25 the WHD is simpler, and more resistant to noise.
Experiments are conducted on the document images collected from Chinese newspapers with diverse layout. The experimental results show that the proposed strategy can effectively search the user-specified Chinese words from document images in the format of either horizontal or vertical text line, or both.
The remainder of this paper is organized as follows. The next section discusses the method for bounding Chinese characters in document images. Sections 3 presents the approach of Chinese character matching. Section 4 describes the outline of the proposed method for searching user-specified Chinese word. Section 5 demonstrates some experimental results of the present method, and finally Sec. 6 gives the conclusions and future works.
Bounding Chinese Characters and Elements in Document Images
The strategy used for segmenting characters in document images can be divided into two categories, viz. top-down and bottom-up. 26 Each has its own advantages and disadvantages. The top-down approach breaks down the document images into different blocks such as headlines, text lines, graphics, tables, etc. the characters are then extracted from the headlines and text lines. The knowledge of the document layout, therefore, is much important during the processing. This approach is simple and fast. It is effective for processing the documents with a specific format.
On the other hand, in the bottom-up approach, all of the connected components are detected first. The connected components are then merged according to their relative locations and sizes. This approach is possible to develop algorithms which are applicable to a variety of documents, but it is time-consuming.
In the literature, the top-down approach has been mainly employed for segmenting the machine printed Chinese characters, based on the use of multilevel X-Y projection. However, the layout of Chinese documents is more complex than that of western documents. For example, the text can be in either horizontal lines or vertical lines. Sometimes, the horizontal and vertical text lines even appear within one document. Moreover, the embedded titles, diverse character sizes make the layout analysis and understanding of Chinese document image quite difficult.
To deal with the Chinese document images with complex layout, a bottom-up algorithm is utilized in this present approach to bound the Chinese characters. First, a connected component detecting algorithm is applied to get all of the connected components in the document image. Then, the connected components with small areas are eliminated as noises. The connected components larger than a threshold, which may be graph regions, are ignored too. Finally, the connected components are merged to generate the bounding boxes of Chinese characters, according to their relative positions and sizes.
The topological relation of any two components belongs to one of the three types, viz. upper-lower, left-right and inside-outside. 17 If one component is encompassed by another one, they are merged straight away. While two components are in the position of upper-lower or left-right, they can be merged only when they are quite close to each other compared to their sizes. The merging processing is an iterative procedure.
As a result, a majority of machine printed Chinese characters (above 95% generally) can be successfully bounded using the above processing, except for some Chinese characters with a large spacing gap between their separable and disjunct elements, as showed in Fig. 1 . The remainders consist of the elements of characters that cannot be easily merged based on only the characters' general structure knowledge. One reason is that the width and height of some left-right disjunct elements in Chinese characters as shown in Fig. 2(a) are very similar to that of numeral characters and English characters. Figure 2 (b) shows some examples of Chinese characters with upper-lower separable and disjunct elements, which are difficult to be merged.
To avoid the excessive-merger of numeral and English characters appearing on the same document image, a few Chinese characters can only be bounded at the element level. We can make a blacklist to remember all of the characters which are character with upperlower disjunct elements character with leftright disjunct elements numeral characters are prone to be bounded as Chinese character prone to be bounded at the element level rather than at the character level. In the word searching procedure, the characters included in the blacklist will not be chosen as the initial one to be searched. In our system, 122 Chinese characters with a large spacing gap between their elements are listed in the blacklist. Compared to the commonly-used Chinese characters (e.g. 6763), the blacklist is rather small. Therefore, the possibility is really quite low that two or above characters in a user-specified word simultaneously occur in the blacklist. In general, there exists at least one character in the user-specified word, which does not belong to the blacklist.
Chinese Character Matching
To detect a specific character in the document image, a corresponding template image is generated from its standard bitmap image. The template image will be compared to each bounded character image in the document. The feature extraction and classification for machine printed Chinese character recognition have been widely researched in the past years. 5, 29 To meet the requirement of fast processing, a hierarchical system is constructed to speed up the character matching process in this paper. The first stage, which is a coarse-matching procedure, is simple and fast to execute, but is not powerful enough to distinguish between similar patterns. In the second stage, a modified Hausdorff distance is employed to match the candidate images with the template image.
Coarse-matching
The character image of I × J pixels is divided into M × N grids, as illustrated in Fig. 3 . Here M = N = 4 in our experiments. The similarity between the document image and the template image are evaluated by Euclidean distance based on the features of the stroke density of each grid. To avoid the effect of stroke width, the features are extracted from the edge of stroke instead of the stroke pixels directly.
At the same time, the features of stroke density are normalized with respect to their grid area. The stroke density f (m, n)(0 ≤ m < M, 0 ≤ n < N ) of each grid is computed as:
where
Here ⊗ represents the operator XOR, and ∪ represents the operator OR. The features can be very easily extracted, but they are very sensitive to the precision of character bounding. In case the character bounding box is affected by the noise close to the border of bounding box, some strokes, especially the horizontal and vertical strokes, will be misplaced from their corresponding grids to the neighbors, as showed in Fig. 3(b) . To reduce this effect, an approach using overlaid region and fuzzy weight is applied for grid division instead of abrupt changes on the region borders. 11 In other words, the region of each grid is extended to its neighbors, and the border of each grid is overlaid. The weight of each pixels is fuzzed as well, as showed in Fig. 3(a) .
Accordingly the stroke density f (m, n) of each grid is calculated as:
where W h and W v are the fuzzy weight values as illustrated in Fig. 3(a) , and
Character image matching based on weighted Hausdorff distance
Hausdorff distance measure is one of low-level matching approaches, which has been widely investigated in the area of object matching 7,9,22 and character recognition.
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Dubuisson and Jain 7 presented the modified Hausdorff distance (MHD) based on the average distance value for the object matching.
For the purpose of word image matching, we proposed a weighted Hausdorff distance (WHD) in our previous work, 16 to improve the MHD by setting the different parts of the word image with different contributions to calculate the directed distance in the Hausdorff distance. In this paper, we further apply the WHD to Chinese character matching.
The distance (e.g. Euclidean distance) between two points a and b is defined as d(a, b) = a − b , and the distance between a point a and a finite point set
Given two finite point sets A = {a 1 , . . . , a Na } and B = {b 1 , . . . , b N b }, the Hausdorff distance is defined as:
where h(A, B) and h(B, A) represent the directed distances between two sets A and
B. The directed distance h(A, B) is traditionally defined as
The function h(A, B) identifies the point a ∈ A that is farthest from any point of B and measures the distance from a to its nearest neighbor in B. The Hausdorff distance H(A, B) measures the degree of mismatch between two point sets A and B.
Dubussion and Jain 7 presented the modified Hausdorff distance (MHD) measure by employing the summation operator over all distances, rather than the maximum operator:
The MHD was proposed for the purpose of object matching in the areas of computer vision, object recognition and image analysis. The primary benefit of MHD is to avoid using the farthest distance, which may be generated by a noise point in some cases, to represent the distance between the two point sets. The average operation can lower the effect of noise intuitively.
As block ideographs, Chinese characters are quite different from the characters of western languages. It is reported by psychological research that the four corners in the characters are more important in the Chinese recognition procedure for human beings. We divided one Chinese character image into different parts, as illustrated in Fig. 4 .
We propose the weighted Hausdorff distance to investigate the application of Hausdorff distance to Chinese character image matching, in which the contribution of different parts of the character image to the Hausdorff distance is not the same. The directed distance of WHD is computed as
where a∈A w(a) = N a .
In our experiments, the weights for different parts of a Chinese character image are set as:
where w(c),w(h) and w(p) represent the weights for the corner, heart and peripheral parts, respectively. To compare the performance of MHD and WHD for evaluating the dissimilarity between Chinese character images, the distance measures of both MHD and WHD between four character images (as in Fig. 5 ) selected from a real document and their corresponding template images are calculated. The comparative results are reported in Table 1 , from which we can see that the distance represented by WHD between each character image and its corresponding template image is smaller than that represented by MHD, whereas the distance of WHD between the template image and the other images are larger than that of MHD generally. It means that WHD outperforms MHD for the purpose of Chinese character image matching.
To speed up the process of calculating Hausdorff distance, the City-block distance is used in our experiments instead of the commonly-used Euclidean distance. Figure 6 illustrates the diagram of the present system for searching a user specified word in a Chinese document image. In general, one Chinese word is composed of several single characters. At the first step, we can select one character from the user-specified word to make sure that it does NOT belong to the blacklist described in Sec. 2. The selected character will act as the initial one to be matched with each of the bounded character images in the document. In most cases, the first character of the user-specified word is not included in the blacklist. In such cases, the first character can be chosen as the initial character to be detected. However, in case the first character in the use-specified word happens to be in the blacklist, we will select another character from the ensuing characters to ensure that the chosen character is not in the blacklist. Because the number of characters included in the blacklist is much fewer in comparison with the total number of Chinese characters, we can select a suitable initial character from the user-specified word generally.
Word Searching
In Fig. 7 , the first character "zhong" is chosen as the initial character to be matched because its character image is basically composed of only one connected component and it is not recorded in the blacklist. On the other hand, the character "tai" in Fig. 8 is composed of upper-lower disjunct elements which cannot be merged in some cases. This character is thus recorded in the blacklist. As a result, in Fig. 8 , we choose the second character from the user-specified word to act as the initial character to be matched.
A template image is generated from the selected initial character, and then matched with each bounded character image in the document based on the character matching method described in the above section. If the coarse-matching stage results in a distance greater than a predefined threshold, the corresponding bounded character is definitely not the selected initial character, so no further processing is necessary. If the coarse-matching stage achieves a result showing the similarity between the bounded character image and the template image, the second matching stage will be launched to decide whether the bounded image is really matched with the template image.
When a bounded character image in the document is matched with the selected initial character, the other bounded images in both horizontal and vertical directions are tested in succession to see if they can match the corresponding characters in the user-specified word, subject to the constraint of size similarity and text line alignment. In the procedure of detecting the ensuing character, the positional relation between character images and the characters' shape features including image size and aspect ratio, are used to merge the separate elements to one character image if possible. When the ensuing neighbor is a space, the detection will be heuristically extended to the first character of the possible neighboring text line.
In the case that the selected initial character is not actually the first character in the word (i.e. the first character belongs to the blacklist, as in Fig. 8 ), the detection of the candidate images for the preceding characters is similar to that for the ensuing character.
Experimental Results
To verify the validity of the approach proposed in this paper for searching userspecified Chinese word in Chinese document images, the experiments have been conducted on 132 scanned document images that are selected from recent Chinese newspapers in the region, some in traditional Chinese and others in simplified Chinese. The articles address diversely different topics. The resolution of digitization is 300 DPI. The main fonts in the document images are commonly-used song, and black.
The standard bitmap of all Chinese characters is stored in a file, from which the template image of each character in the user-specified word is generated with the size of 16 × 16 pixels. In the matching procedure, the bounded character extracted from the document image is normalized to the same size of the template image. The searching strategy depicted in the above section is utilized to detect the user-specified word from the document images, where the thresholds in the coarse matching and fine matching process are set experimentally as 0.15 and 0.4, respectively for the current collection of Chinese newspapers. Figure 9 demonstrates some results of searching Chinese words from document images with different layouts. Figure 9 (a) is the word searching result in a document with only horizontal text lines. In Fig. 9(b) , the title is in a vertical line, and is embedded in the horizontal text lines. The user-specified word in the title and text lines can be successfully searched by the proposed approach. We select 128 Chinese words consisting of 2-6 Chinese characters as queries to search their corresponding word images from the scanned document images. The average precision rate achieves 84.38%, while the average recall rate achieves 87.74%, as showed in Table 2 . We can see from the table that with words becoming longer, the recall decreases but the precision increases. It is reasonable and understandable. To search a word, all of the characters in the word must meet the requirements of the similarity measurements calculated by the two level character matching. The precision rate is thus higher for searching longer words, but some may not be detected, so the corresponding recall rate is lower. On the other hand, the recall rate is higher for searching shorter words, but the corresponding precision rate is lower.
The average processing time for searching a Chinese word in a page of document image is 428 milliseconds on a PC PIII-650. If the coarse matching is not utilized to select the possible candidates prior to the second stage matching, the average processing time increases to 2333 milliseconds. It shows that the coarse matching dramatically improves the processing speed.
Conclusions
In this paper, we propose an approach to search the user-specified words from Chinese document images, without the requirements of layout analysis and OCRing the entire document images. Experimental results show that the proposed strategy achieves a promising performance for searching the user-specified Chinese words from horizontal or vertical text lines of document images. On the other hand, only the constraints of size similarity and text line alignment are utilized to detect the neighboring characters, and no layout information is used, the approach is not able to search the words spanning two vertical columns. Fortunately, such words are quite few, especially for those that carry meaning for information retrieval.
The application of the present method we have in mind is to deal with the document images collected from the past issues of newspapers dated about one hundred years ago. Those images are noisier, and the characters are more blurred. The quality of the image, therefore, is much poorer. Our future work, will concentrate on how to cope with the noise and the blurred characters included in the Chinese document images, including adaptive setting of the thresholds during character matching.
