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CONTINUED FRACTIONS
(From real numbers to formal numbers)
by A. Lasjaunias
1. Introduction
The study of continued fractions is an ancient part of elementary
Number Theory. It was studied by Leonhard Euler in the 18-th century.
Actually, a remarkable paper from him was translated from Latin language
into English and published thirty years ago [1]. The subject has been treated
very deeply by Oskar Perron at the beginning of the 20 th century, in a
famous book which has been edited several times [2]. It can also be found
in several books on Number Theory, among them a famous one is “An
Introduction to the Theory of Numbers” due to Hardy and Wright which
was reedited many times until recently [3].
In the previous cited works, continued fractions were considered for
real numbers. In the 1930’s, L. Carlitz initiated formal arithmetic, replacing
natural integers by polynomials over a finite field. Since then, arithmetic
in function fields was developed and from the middle of last century, both
number fields and function fields were studied simultaneously (see for in-
stance Hasse’s treatise on the topic [4]). Our main focus will be here contin-
ued fractions in function fields, and particularly function fields over a finite
field. The study of certain continued fractions in this last setting begins in
the 1970’s with the works of Baum and Sweet [5, 6], later developed by Mills
and Robbins [7].
Continued fractions are the tool to study rational approximation of
numbers or functions. For general information concerning Diophantine ap-
proximation and continued fractions in power series fields, and also many
references, one can see [8],[9] and [10, Chap. 9].
2. Fields of formal power series
Let K be field and T a formal indeterminate. We have the following
analogy :
1
±1 K∗
∩ ∩
Z ←→ K[T ]
∩ ∩
Q ←→ K(T )
∩ ∩
R K((1/T ))
We replace the number expanded in base b
x =
∑
n≤k
anb
n ∈ R
by the formal power series
α =
∑
n≤k
anT
n ∈ K((1/T )).
Hence a non-zero element of K((1/T )) can be written as
α =
∑
i≤i0
uiT
i where i ∈ Z, ui ∈ K and ui0 6= 0.
An ultrametric absolute value is defined over this field by |α| = |T |i0 where
|T | is a fixed real number greater than 1 (not specified). Note that the field
K((1/T )) is the completed of the field K(T ) for this absolute value, just as
R is the completed of Q for the usual absolute value.
The integer (polynomial) part of α is
∑
0≤i≤i0
uiT
i ∈ K[T ] and it will be
denoted [α] as in the classical case.
We have |x + y| ≤ max(|x|, |y|) for x, y ∈ K((T−1) (ultrametric absolute
value).
If P,Q ∈ K(T ) then |P | = |T |deg(P ) and |P/Q| = |T |deg(P )−deg(Q).
Note that, with this metric, T−n tends to zero when the integer n tends to
infinity.
In the sequel, Fq is the finite field of characteristic p, with q elements
(q = ps, with s ≥ 1 integer). The field K will be either Fq or Q. We simply
denote F(q) the field of power series in 1/T over Fq. The importance of the
fields F(q) is due to the finiteness of the base field and to the existence of the
Frobenius isomorphism. Indeed, let p be the characteristic of Fq and r = p
t
where t ≥ 0 is an integer, then the mapping x → xr is a field-isomorphism
of F(q).
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In the case of real numbers, a number is rational if and only if the
sequence of digits is ultimately periodic. It is interesting to notice that the
same is true in F(q) :
α =
∑
i≤i0
uiT
i ∈ Fq(T ) ⇐⇒ (ui)i≤0 is ultimately periodic.
A very simple rational element is obtained by the following expansion :
T/(T − 1) = 1 + T−1 + · · ·+ T−n + · · · in Fp(T ) or Q(T ).
From this example, we can observe that the property stated above fails in
Q((T−1)). Indeed we have by formal differentiation :
(T/(T − 1))′ = −1/(T − 1)2 = −T−2 − 2T−3 + · · · − nT−n−1 − · · ·
Exercise 1: What is the power series expansion of the rational function
(T 2/(T 2 − 3T + 2))5 in F(5) ?
Exercise 2: Show that there is α ∈ F(2) such that α3 = 1+ 1/T . Give the
first digits of α and write an algorithm to obtain as many digits as wanted.
3. Continuants and finite continued fractions
Let W = w1, w2, . . . , wn be a finite sequence of elements belonging to
a ring A (or simply formal variables). We set |W | = n for the length of the
word W . We define the following operators for the word W .
W ′ = w2, w3, . . . , wn or W
′ = ∅ if |W | = 1
W ′′ = w1, w2, . . . , wn−1 or W
′′ = ∅ if |W | = 1
W ∗ = wn, wn−1, . . . , w1.
We consider the finite continued fraction associated to W to be
[W ] = [w1, w2, . . . , wn] = w1 +
1
w2 +
1
.. . +
1
wn
.
This continued fraction is a quotient of multivariate polynomials, usually
called continuants, built from the variables w1, w2, . . . , wn.
[w1] = w1 [w1, w2] = (w1w2 + 1)/w2
3
and
[w1, w2, w3] = (w1w2w3 + w1 + w3)/(w2w3 + 1).
The continuant built on W will be denoted by 〈W 〉. We now recall
the definition of this sequence of multivariate polynomials.
Set 〈∅〉 = 1. If the sequence W has only one element, then we have 〈W 〉 =
W . Hence, with the above notations, the continuants can be computed,
recursively on the length |W |, by the following formula
〈W 〉 = w1〈W ′〉+ 〈(W ′)′〉 for |W | ≥ 2 (1)
or equivalently
〈W 〉 = 〈W ′′〉wn + 〈(W ′′)′′〉 for |W | ≥ 2. (1− bis)
Thus, with these notations, for any finite word W , the finite continued
fraction [W ] satisfies
[W ] =
〈W 〉
〈W ′〉 . (2)
It is easy to check that the polynomial 〈W 〉 is, in a certain sense, symmetric
in the variables w1, w2, . . . , wn : hence we have 〈W ∗〉 = 〈W 〉. This symmetry
implies the classical formula
[W ∗] =
〈W 〉
〈W ′′〉 . (2− bis)
In the sequel, for n ≥ 1, we consider the finite continued fraction
z = [a1, a2, · · · , an], where the ai’s are positive natural integers, in the real
case or polynomial in T of positive degree, in the formal case. Consequently,
it is clear that z ∈ Q in the first case or z ∈ K(T ) in the second case. For
1 ≤ k ≤ n, we denote [ak, ak+1, · · · , an] by zk (hence z1 = z). Hence, we can
write
z = [a1, a2, · · · , an] = [a1, · · · , ak, zk+1] for 1 ≤ k ≤ n− 1.
The ai are called the partial quotients of the expansion, while the zi are
called the complete quotients or the tails of the expansion. For 1 ≤ k ≤ n,
we also define the following elements
xk = 〈a1, · · · , ak〉 and yk = 〈a2, · · · , ak〉.
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Due to the recursive definition of the continuants, we see that both sequences
(xk)1≤k≤n and (yk)1≤k≤n satisfy the same recurrence relation
Kk+1 = ak+1Kk +Kk−1 for 1 ≤ k ≤ n
with different initial conditions in both cases :
(x0, x1) = (1, a1) or (y0, y1) = (0, 1).
For 1 ≤ k ≤ n, according to each case, real or formal, xk and yk are positive
integers or polynomial of positive degree and the rational xk/yk is called a
convergent of z. Moreover, we clearly have z = xn/yn.
Since z = [a1, · · · , ak, zk+1], by the property (1− bis) of the continuants, we
get
z =
〈a1, · · · , ak, zk+1〉
〈a2, · · · , ak, zk+1〉 =
〈a1, · · · , ak〉zk+1 + 〈a1, · · · , ak−1〉
〈a2, · · · , ak〉zk+1 + 〈a2, · · · , ak−1〉 .
This implies the following important formula :
xn
yn
=
xkzk+1 + xk−1
ykzk+1 + yk−1
for 1 ≤ k ≤ n− 1. (3)
If α is an element of Q with α ≥ 1 or an element of K(T ) with
|α| ≥ |T | then α can be expanded as a finite continued fraction in a unique
way. That is to say, with the above choice for the ai’s in each case, we have
α = [a1, a2, · · · , an].
The only restriction to this unicity of the expansion may happen in
the real case if the last partial quotient is equal to 1. As for example :
[5] = [4, 1] or [5, 2] = [5, 1, 1].
In both cases, the partial quotient ai is the integral part of the com-
plete quotients zi. There are obtained by induction. So a1 = [α], the integer
part of α. Since α = [a1, z2], we get z2 = 1/(α − a1) and a2 is the integer
part of z2, etc...This can be resumed by the formulas
α = a1 + u1, 0 ≤ u1 < 1 (or |u1| < 1)
1/u1 = z2 = a2 + u2, 0 ≤ u2 < 1 (or |u2| < 1)
1/u2 = z3 = a3 + u3, 0 ≤ u3 < 1 (or |u3| < 1)
· · ·
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This is known as the continued fraction algorithm. This algorithm
continue so long as un 6= 0. If α = u/v where u, v are positive integers or
polynomials of positive degrees, the expansion can also be obtained by the
formulas
u = a1v + r1, 0 < r1 < v (or 0 < |r1| < |v|)
v = a2r1 + r2, 0 < r2 < r1 (or 0 < |r2| < |r1|)
· · ·
rn−1 = anrn.
This is Euclid’s algorithm (also use to get the greatest common divisor of
the rational u/v) and it terminates when the last remainder is zero.
Example: α = 38/17 in Q.
38 = 2 ∗ 17 + 4,
17 = 4 ∗ 4 + 1
4 = 4 ∗ 1.
and 38/17 = [2, 4, 4].
Example: α = T 4/(T 2 + 1) in F3(T ).
T 4 = (T 2 + 1) ∗ (T 2 + 2) + 1,
T 2 + 2 = (T 2 + 2) ∗ 1
and T 4/(T 2 + 2) = [T 2 + 1, T 2 + 2].
(Just for curiosity : we have T 4/(T 2 + 2) = [T 2 − 2, T 2/4 + 1/2] in Q(T ).)
Obviously, it is important to use computer calculation to obtain these
continued fraction expansions. We write below the program using Maple for
two more examples first 133/37 and then T 17/(T 2 − 1)6 in F(17):
a := 133; b := 37; r := 1; dfc := array(1 .. 10);
for i to 10 while r > 0 do q := iquo(a, b); r := irem(a, b);
dfc[i] := q; a := b; b := r end do; print(dfc);
[3, 1, 1, 2, 7]
p := 17; a := T^p; b := (T^2-1)^6; r := 1; dfc := array(1 .. 15);
for i to 15 while r <> 0 do q := ‘mod‘(quo(a, b, T), p);
r := ‘mod‘(rem(a, b, T), p);
dfc[i] := q; a := b; b := r end do; print(dfc);
6
[T 5+6∗T 3+4∗T, 7∗T, 11∗T, 5∗T, 16∗T, 16∗T, 14∗T, 3∗T, T, T, 12∗T, 6∗T, 10∗T ]
This last continued fraction, stated right above, is somehow surprising. The
reader will understand this remark by changing 17 into an arbitrary odd
prime number p and 6 into an arbitrary integer k with 1 ≤ k < p/2.
Concerning the restriction that we made above on the rational el-
ements (α ≥ 1 or |α| ≥ |T |), this can easily be removed. Every rational
element, in both cases, is expanded as a finite continued fraction by adding,
if necessary, a first partial quotient a0 (with a0 ∈ Z or a0 ∈ K).
Examples :
−13/4 = [−4, 1, 3] and (T 4+T 2+1)/T 4 = [1, T 2+1, T 2+2] in F(3).
To conclude this section, we state several formulas concerning the
continuants. Some of them are particularly useful when dealing with con-
tinued fractions in function fields. The first one is a generalization of (1).
For any finite sequences A and B, of elements of A, defining A,B as the
concatenation of sequences A and B, we have
〈A,B〉 = 〈A〉〈B〉+ 〈A′′〉〈B′〉. (4)
If |A| = 1 then (4) simply reduces to (1). The general case is obtained by
induction on |A|.
Secondly, using induction on |W |, we have the following classical identity
〈W 〉〈(W ′)′′〉 − 〈W ′〉〈W ′′〉 = (−1)|W | for |W | ≥ 2. (5)
Note that this implies, with the above notation for rational continued frac-
tions in Q or K(T ),
xnyn−1 − ynxn−1 = (−1)n for n ≥ 1. (6)
With the above convention x0 = 1 and y0 = 0. We observe tat (6) implies
GCD(xn, yn) = 1. Combining the above formulas (4) and (5), we also have
〈A,B〉〈A′〉 − 〈A〉〈A′, B〉 = (−1)|A|−1〈B′〉. (7)
Coming back to rational continued fraction, for 0 ≤ m < n, we take
A = a1, · · · , am and B = am+1, · · · , an, then (7) implies the following gen-
eralization of (6)
xnym − ynxm = (−1)m−1〈am+2, · · · , an〉 for 0 ≤ m < n. (8)
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Let y be an invertible element of A, then we define y ·W as the following
sequence
y ·W = yw1, y−1w2, . . . , y(−1)n−1wn.
With this notation, it is easy to check that we have y[W ] = [y ·W ] and more
precisely (using induction)
〈y ·W 〉 = 〈W 〉 if |W | is even
and
〈y ·W 〉 = y〈W 〉 if |W | is odd.
Finally, as an exercise, we give the following result (derived from (3)
and (6)):
Exercise 3:For a finite word W and two formal variables x and y, we have
[W,x] = [W ] + y ⇐⇒ y〈W ′〉(x〈W ′〉+ 〈(W ′)′′〉) = (−1)|W |−1.
4. The golden ratio and other quadratic elements
Every irrational number or irrational formal power series α can be
expanded as an infinite continued fraction: α = [a0, a1, a2, · · · , an, · · · ].
As above, we assume that α ≥ 1 or |α| ≥ |T |, thus we have
α = [a1, · · · , an, · · · ] and xn
yn
= [a1, · · · , an]
where the partial quotients are positive integers or polynomials in T of pos-
itive degree and the integers (or polynomials) xn and yn are the continuants
defined in the previous section. These rationals xn/yn are called the conver-
gents of α. The partial quotients an are obtained by the continued fraction
algorithm (extracting the integer part of the complete quotient), which never
terminates due to the irrationality of the element.
A famous example: π ≈ 3.14159265 · · · =⇒ π = [3, 7, 15, 1, · · · ].
We will denote the n-th complete quotient by αn (α1 = α). α being
irrational, each complete quotient is also an infinite continued fraction, so
we have αn+1 = 1/(αn− an) and 1/αn+1 is the fractional part of αn. Hence
we have α = [a1, a2, · · · , an, αn+1] and this, like formula (3) given above,
implies the following formula
α =
xnαn+1 + xn−1
ynαn+1 + yn−1
for n ≥ 1. (9)
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As stated above xn and yn are the continuants 〈a1, · · · , an〉 and 〈a2, · · · , an〉
respectively, and x0 = 1, y0 = 0. According to formula (9) and (6), in both
cases, we can write
α− xn
yn
=
xnαn+1 + xn−1
ynαn+1 + yn−1
− xn
yn
=
(−1)n−1
yn(ynαn+1 + yn−1)
and consequently we obtain
|α− xn/yn| = 1/|yn(ynαn+1 + yn−1)|. (10)
In both cases Xn = |yn(ynαn+1+ yn−1)| tends to infinity with n (we always
have Xn > |yn|2 and yn or |yn| tends to infinity). This shows that the
sequence of the convergents tends to α, as it is expected.
Let us consider the most simple and most famous example in R:
φ = [1, 1, . . . , 1, . . . ] satisfying φ = 1 + 1/φ.
Thus we see that that φ is a solution of the following quadratic equation :
x2 − x− 1 = 0.
This equation has two real roots (1 +
√
5)/2 and (1 − √5)/2, the first one
has integer part 1 and it is φ, the second one is negative it is −1/φ. Hence
we have
(1−
√
5)/2 = −[0, 1, 1, · · · , 1, · · · ].
Note that the integer part of (1 − √5)/2 is −1. To transform this formula
into a proper continued fraction, we observe that −1/φ = −1 + 1/(1 + φ).
Hence we get
−1/φ = −1 + 1/(2 + 1/φ) = [−1, 2, 1, 1, . . . , 1, . . . ].
Note that φ is the limit of the finite continued fraction [1(n times)]. If we
denote fn = 〈1(n times)〉, we see that this continuant is the n-th term of
the famous Fibonacci sequence (fn)n≥0 defined recursively by
f0 = 1, f1 = 1 and fn+1 = fn + fn−1.
So we recover the classical formula φ = limn→∞ fn/fn−1 ≈ 1.61803 · · · .
Another simple example is obtained as follows. We set u =
√
2+1. We have
u = 2 + 1/u and consequently u = [2, 2, . . . , 2, . . . ]. Since
√
2− 1 = 1/u, we
get
√
2 = 1 + 1/u = [1, 2, 2, . . . , 2, . . . ].
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Let us now consider the analogue of φ in the formal case. The fol-
lowing infinite continued fraction
Φ = [T, T, · · · , T, · · · ]
can be regarded as an element of Q((T−1)) or of F(p) (for all primes p).
This element satisfies Φ = T +1/Φ and therefore is solution of the quadratic
equation x2−Tx−1 = 0. The second solution of this equation is −1/Φ and
here we have
−1/Φ = [0,−T,−T, · · · ,−T, · · · ].
(Remember: in F(2), we have +1 = −1 and the two solutions are Φ and
1/Φ.)
We denote Fn = 〈T (n times)〉, we see that this continuant is the n-th
term of a sequence (Fn)n≥0, generalizing the Fibonacci sequence and defined
recursively by
F0 = 1, F1 = T and Fn+1 = TFn + Fn−1.
We can prove that Fn =
∑
0≤k≤n/2
(n−k
k
)
T n−2k. Since we have [T (n times)] =
Fn/Fn−1, we get Φ = limn→∞ Fn/Fn−1. Several other formulas, similar to
classical ones for Fibonacci numbers, are known. For instance, for k ≥ 1,
we have
Φk = lim
n→∞
Fn+k/Fn or Φ
k+1 = ΦFk + Fk−1.
The importance of this element Φ is strengthened by its relation to other
algebraic (non-quadratic) continued fractions in F(q), where the partial quo-
tients are polynomial in T of degree one (see [7, p. 400] and [11, 12]).
Exercise 4: What are the coefficients of Φ in the power series expansion in
F(p), if p = 2 (and if p > 2) ?
Exercise 5: Let p be an odd prime and r = pt with t ≥ 1 an integer. Show
that we have Fr−1 = (T
2 + 4)(r−1)/2.
These particular quadratic continued fractions have a special form.
Let us generalize, considering:
α = [a1, a2, · · · , an, b1, b2, · · · , bm, b1, b2, · · · , bm, b1, b2, · · · , bm, · · · ]. (UP )
The sequence of partial quotients for α is ultimately periodic: after a finite
number of terms, we get a sequence of length m repeated infinitely. Then
considering
αn+1 = β = [b1, b2, · · · , bm, b1, b2, · · · , bm, b1, b2, · · · , bm, · · · ]
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we have α = [a1, a2, · · · , an, β] and β = [b1, b2, · · · , bm, β]. applying formula
(9), we get α = f(β) and β = g(β), where f and g are linear fractional
transformation with integer coefficients (rational integers or polynomial in
T ). This implies that β is quadratic and finally that α is also quadratic.
Hence all the expansion of the form (UP ) are quadratic elements.
Exercise 6: Let α = [5, 1, 2, 3, 1, 2, 3, . . . , 1, 2, 3, . . . ] ∈ R, give the quadratic
equation satisfied by α.
In the real case, it was established by Lagrange in the 18-th century
that the converse is also true: every irrational quadratic real number has a
continued fraction expansion where the partial quotients form an ultimately
periodic sequence. This is also true in the formal case if K = Fq. This
subject is discussed deeply in general function fields by Schmidt in [8].
Given a particular irrational element, the continued fraction expan-
sion is seldom known completely. This is the case for quadratic elements.
In the real case, the famous transcendental number e, base of the neperian
logarithm, is exceptional and it has a very structured sequence of partial
quotients, established by Euler ([1, p. 311]). Concerning other algebraic
real numbers (not quadratic), not a single one is known. There is a famous
question concerning these algebraic real numbers of degree ≥ 3: is the se-
quence of partial quotients unbounded ? This question was put forward by
Kintchine in the 1930’s. Computer calculations incline to believe that the
answer to this question is positive. However, this is probably one of the
most important unsolved questions in Number Theory. For formal power
series the situation is different. In [5], Baum and Sweet described a famous
cubic element of F(2) having partial quotients of degrees only one or two.
Later, Mills and Robbins [7] could fully describe the expansion for this ele-
ment and they also gave other algebraic non-quadratic elements in different
characteristic, having an explicit expansion with bounded partial quotients.
5. The irrationality measure
Around 1850, Liouville studied rational approximation to algebraic
real numbers. He could prove the following theorem :
If α is a real number, algebraic of degree d > 1 over Q, then there is a
positive real constant C depending on α such that |α− p/q| > Cq−d, for all
pairs (p, q) ∈ Z2 with q > 0.
About hundred years later, Mahler [13] adapted Liouville’s theorem
in the frame of function fields. He obtained the following :
If α ∈ K((T−1)) is algebraic of degree d > 1 over K(T ), then there is a
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positive real constant C depending on α such that |α−P/Q| > C|Q|−d, for
all pairs (P,Q) ∈ K[T ] with Q 6= 0.
After a long chain of works due to Thue, Siegel, Dyson and Schneider,
concerning rational approximation to algebraic real numbers, the following
was proved in 1955 by Roth [14]:
If α is an irrational algebraic real number then, for all ǫ > 0, there is a
positive real constant C depending on α and ǫ such that |α−p/q| > Cq−2−ǫ,
for all pairs (p, q) ∈ Z2 with q > 0.
This means that the algebraic real numbers are poorly approximable by
rational numbers.
Shortly after, Roth’s theorem was adapted by Uchiyama [15] in cer-
tain function fields :
Let K be a field of characteristic zero. If α ∈ K((T−1)) is an irrational
algebraic then, for all ǫ > 0, there is a positive real constant C depending
on α and ǫ such that |α − P/Q| > C|Q|−2−ǫ, for all pairs (P,Q) ∈ K[T ]
with Q 6= 0.
When Mahler wrote his paper on the adaptation of Liouville’s the-
orem [13], he observed that the first improvement obtained by Thue was
not valid in function fields of positive characteristic. Indeed in these fields
F(q) there are algebraic elements that are very well approximable, contrar-
ily to what happens for algebraic real numbers. Mahler gives the following
example:
α = T−1 + T−r + T−r
2
+ · · ·+ T−rn + · · ·
For n ≥ 1, we set
Un = T
rn−1(T−1 + T−r + T−r
2
+ · · · + T−rn−1) and Vn = T rn−1 .
Then we have
|α− Un/Vn| = |T−rn + T−rn+1 + · · · | = |Vn|−r.
But α is irrational and it satisfies the following algebraic equation of degree
r: α = T−1 + αr. If the exact algebraic degree of α were d < r, we would
have a contradiction with Mahler’s theorem, hence we have d = r. This
shows that there cannot be an improvement (and particularly no analogue
of Roth’s theorem) in function fields of positive characteristic.
It appears necessary to define a quantity which will measure the qual-
ity of the rational approximation of a real number or a formal power series.
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Let α ∈ R or α ∈ K((T−1)). We define the irrationality measure (or the
approximation exponent) of α as
ν(α) = − lim sup
|Q|→∞
(log |α− P/Q|/ log |Q|),
where P and Q run over polynomials in K[T ] with Q 6= 0 in the formal case
and P and Q run over rational integers with Q > 0 in the real case.
If β is a linear fractional transformation with integer coefficients of α, then
α and β have the same irrationality measure.
With this notation, Liouville’s theorem and Malher’s adaptation say,
in both cases, that we have ν(α) ≤ d if α is an algebraic element of degree
d > 1. This way, by considering elements of infinite irrationality measure,
Liouville could prove the existence of transcendental real numbers. A famous
example : x =
∑
n≥1 10
−n! (see [3]).
We will see that for all elements in R or K((T−1)), we have ν(α) ≥ 2 and
for all µ ∈ [2;∞] there is α such that µ = ν(α) in both cases.
We shall now see that this quantity ν(α) can be expressed in a simpler
way using the continued fraction expansion. So in the following α is an irra-
tional element defined by the infinite continued fraction [a1, a2, · · · , an, · · · ].
We recall that the convergents are the best rational approximation to α.
This means that, for n ≥ 1, we have
|α− xn/yn| ≤ |α− P/Q| if |Q| ≤ |yn| (or Q ≤ yn).
Consequently we obtain
ν(α) = − lim sup
n
(log |α− xn/yn|/ log |yn|).
We shall now use formula (10) of Section 4.
|α− xn/yn| = 1/|yn(ynαn+1 + yn−1)|. (10)
In the formal case, we have |ynαn+1 + yn−1| = |ynan+1|, hence (10)
implies
|α− xn/yn| = |yn|−2|an+1|−1 = |yn|−2−deg(an+1)/deg(yn).
Note that deg(yn) = deg(an) + deg(yn−1). Hence we have deg(yn) =∑
2≤k≤n deg(ai), and we get
ν(α) = 2 + lim sup
n≥1
(
deg(an+1)/
∑
1≤i≤n
deg(ai)
)
. (11)
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Exercise 7: Let u = (un)n≥1 be a sequence of positive integers and α(u) be
the continued fraction in F(p) such that an = T
un for n ≥ 1. Given a real
number x > 2 find a sequence u such that ν(α(u)) = x (Hint: start with
x ∈ N).
In the real case, things are slightly different, due to the absolute
value. Since an+1 < αn+1 < an+1 + 1, we can write
ynαn+1 + yn−1 > ynan+1 + yn−1 = yn+1
and
ynαn+1 + yn−1 < yn(an+1 + 1) + yn−1 = yn+1 + yn < 2yn+1.
Hence (10) implies
1/(2ynyn+1) < |α− xn/yn| < 1/(ynyn+1).
This leads to
ν(α) = 1 + lim sup
n≥1
(
log(yn+1)/ log(yn)
)
.
One can prove the following statement : If α ∈ R − Q and we have
limn(
∑
1≤k≤n ln(1 + 1/ak))/(
∑
1≤k≤n ln ak) = 0 then
ν(α) = 2 + lim sup
n
ln an+1∑
1≤k≤n ln ak
.
From this we can get the following :
Let a and b be two real numbers greater than 1, and α ∈ R defined
by α = [a1, a2, · · · , an, · · · ].
• an = [an] for n ≥ 1 =⇒ ν(α) = 2.
• an = [abn ] for n ≥ 1 =⇒ ν(α) = b+ 1.
• an = [ann ] for n ≥ 1 =⇒ ν(α) = +∞.
In the sequel we will only be concerned with formal power series over
a finite field (or simply called formal numbers).
6. Hyperquadratic formal power series
As we observed in the second section, the particularity of the fields
F(q), due to the positive characteristic, is the existence of the Frobenius
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isomorphism. This was put forward first by Mahler in his fundamental pa-
per on Diophantine approximation [13]. In the 1970’s and 1980’s, Osgood,
Voloch [16] and de Mathan [17] have considered, on this subject, a partic-
ular class of algebraic power series. Simultaneously, Baum and Sweet and
later Mills and Robbins [5, 6, 7] also considered the same class of algebraic
elements from the point of view of continued fraction expansion. In a later
work, we have called these elements hyperquadratic power series [18]. Let
us give here the following definition.
Let F(q) be the field of power series over the finite field Fq of characteristic
p. An irrational element α ∈ F(q) is called hyperquadratic if it satisfies an
algebraic equation of the following form :
Aαr+1 +Bαr +Cα+D = 0
where A,B,C and D are in Fq[T ] and r = p
t for an integer t ≥ 0.
To be more precise, we say α is hyperquadratic of order t. Also the subset
in F(q) of such algebraic elements can be denoted by H(q).
Note that if t = 0 then r = 1 and α is simply irrational quadratic.
Moreover if α is irrational algebraic of degree 2 or 3, then αp+1, αp, α and
1 are linked over Fq(T ) and therefore α is hyperquadratic of order 1. Note
that the above equation can also be written under the form α = f(αr) where
f is a linear fractional transformation with integer (polynomial) coefficients.
(By iteration α = f(αr) implies α = g(αr
2
) where g is another linear frac-
tional transformation with integers coefficients. So we see that if α is hy-
perquadratic of order t then it is also of order nt for n ≥ 1.)
First example (Mahler’s example) : Here p is a prime and r = pt with
t ≥ 1 integer. Let α ∈ F(p) be defined by
α = T−1 + T−r + T−r
2
+ · · ·+ T−rn + · · ·
We have α = T−1 + αr. Note that if u ∈ F∗p then α + u is also solution of
the same equation. Remember, as we have seen above, that this element
has algebraic degree r and also irrationality measure r.
Second example (dual of Mahler’s example): Again p is a prime and
r = pt with t ≥ 1 integer. Let α ∈ F(p) be defined by
α = [T, T r, T r
2
, · · · , T rn , · · · ].
We have α = T + 1/αr. Note that we have
deg(an)/
∑
1≤i≤n−1
deg(ai) = r
n−1(r − 1)/(rn−1 − 1) for n ≥ 2
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and consequently formula (11) implies ν(α) = 2+r−1 = r+1. Hence, again
the irrationality measure is maximal and equal to the algebraic degree.
Schmidt [8], observed that this last example can be generalized as
follows. Let l ≥ 1 be an integer and (a1, a2, · · · , al) ∈ (Fq[T ])l. Then
consider the infinite continued fraction
α = [a1, a2, · · · , al, ar1, ar2, · · · , arl , · · · , ar
n
1 , a
rn
2 , · · · , ar
n
l , · · · ]. (S)
We have αl+1 = α
r and therefore, by (9), α = (xlα
r + xl−1)/(ylα
r + yl−1).
Schmidt, and also Thakur independently, could prove that for any rational
number µ > 2, there is an α defined by (S), if l and the degrees of the a′is
for 1 ≤ i ≤ l are well chosen, such that we have ν(α) = µ.
Exercise 8: Let α ∈ F(p) be such that α = [a1, a2, αr] where a1, a2 ∈ Fp[T ]
and d1 = deg(a1), d2 = deg(a2). Assuming that we have d1 > d2 ≥ 1,
compute ν(α). Show that (r − 1)d1 > (r − 2)(d1 + d2) implies that α is
algebraic of degree r + 1. Same questions if d1 < d2 < rd1.
Mills and Robbins [7, p. 402-403] proved the following result :
If α = (Uαr + V )/(Wαr + Z) and r > 1 + deg(UZ − VW ) then α has a
sequence of partial quotients of unbounded degrees. Particularly if UZ −
V W ∈ F∗q and r > 1 then the sequence of partial quotients for α is un-
bounded. Note that this is the case for continued fractions described by
(S). See [8], for a full study of such elements.
A natural question is : what is the size of H(q) within the algebraic
elements of F(q) ?
If α is an algebraic element of degree n over Fq(T ) then the formal derivative
of α belongs to the vector space Fq(T, α) of degree n over Fq(T ) and we have
α′ = a0 + a1α+ a2α
2 + · · · + an−1αn−1 where ai ∈ Fq(T ).
If α ∈ H(q), it is known that ai = 0 for i > 2 (α is differential-quadratic).
Hence we see that the probability, for an algebraic element of large degree,
to be hyperquadratic is small. For an element of algebraic degree 4, if a3 6= 0
then it is not an hyperquadratic element.
A remarkable fact about this subset of algebraic elements is that
it contains very well approximable elements as well as badly approximable
ones: we can have ν(α) = d (as for Mahler’s example or its dual) or ν(α) = 2
(with bounded partial quotients). The continued fraction for Mahler’s ex-
ample is explicitly known [9, p. 215], as well as for examples with partial
quotients all of degree one. However, the description of the continued frac-
tion expansion for all elements in H(q) is out of reach.
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Concerning the algebraic elements which are not hyperquadratic not
so much is known. The irrationality measure has been computed for some
particular elements, but more rarely the continued fraction (see Section 7,
example 1). However in a joint work with de Mathan [19] we could prove
the following :
Let α ∈ F(q) algebraic over Fq(T ) of degree d > 1. If α is not hyperquadratic
then we have ν(α) ≤ [d/2] + 1.
This result is optimal: if α is Mahler’s example, α has degree r and ν(α) = r,
then one can prove that α2 has also degree r, is not hyperquadratic and we
have ν(α2) = r/2.
7. Three examples of particular algebraic continued fractions
We give here three examples of algebraic power series with their full
continued fraction expansion.
The first two examples come from an algebraic equation of degree 4
introduced by Mills and Robbins [7, p. 403-404]: x4+x2−Tx+1 = 0 (MR).
This equation has a unique root α in F(p) for all p. Note that in all cases
we can write :
x = (1/T )(1+x2+x4) = 1/T+u = 1/T+1/T ((1/T+u)2+(1/T+u)4) = · · ·
This leads to α = 1/T + 1/T 3 + · · · .
It was observed that the continued fraction for the solution is particularly
interesting for p = 3 and p = 13.
The last example concerns the solution in F(p) of an hyperquadratic equation
of degree p+ 1, for all p ≥ 3.
Example 1: Let (Wn)n≥0 be the sequence of finite words, defined
recursively as follows:
W0 = ǫ, W1 = T, and
Wn =Wn−1, 2T,W
(3)
n−2, 2T,Wn−1, for n ≥ 2,
where commas indicate concatenation of words, ǫ denotes the empty word
and W (3) denotes the word obtained by rising each letter of W to the power
3. Since Wn begins with Wn−1, these sequences approach an infinite word
W∞(T ) : T, 2T, 2T, T, T
3, 2T, T, 2T, · · · .
The continued fraction expansion for the solution α in F(3) of Mills-Robbins
quartic equation is α = [0,W∞(T )].
We observe that all the partial quotients are monomials in F3[T ] of degree a
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power of three. Moreover the growth of these degrees is very slow, but they
are unbounded. A basic computation shows that
lim sup
n≥1
deg(an+1)/
∑
1≤i≤n
deg(ai) = 0.
Exercise 9: Prove the above equality.
Exercise 10: Using the algebraic equation satisfied by α, show that it is
not differential-quadratic and we have α′ = (α3 − α)/T .
Using the formula (11) for the irrationality measure, we obtain ν(α) = 2.
This fact has an important consequence. Voloch [16] proved that if α ∈
F(q) is hyperquadratic then the irrationality measure is 2 if and only if the
sequence of the degrees of the partial quotient is bounded. Consequently
the solution of (MR) in F(3) is not hyperquadratic, which is also a direct
consequence of Exercise 10.
There are two proofs to obtain this continued fraction expansion (see
[20, 21]). The second one shows a connection with another hyperquadratic
element and this may explain why this expansion is not as chaotic as it is
for the solution of (MR) with other values of p.
Set β = [T, T 3 · · · , T 3n , · · · ] ∈ F(3), note that β is the simple hyperquadratic
element considered in the previous section. We have β = T + 1/β3. By
elevating to the power 2, we get β2 = T 2 − T/β3 + 1/β6. This becomes
β8− T 2β6+ Tβ3− 1 = 0. Since Tβ3 = β4− 1, we get β8− T 2β6+ β4 +1 =
0 or (1/β2)4 + (1/β2)2 − T 2(1/β2) + 1 = 0. this implies β2 = 1/α(T 2).
Consequently we have :
[T, T 3 · · · , T 3n , · · · ]2 = [W∞(T 2)] in F(3).
Note that the starting point of this second proof for the continued fraction of
the solution of (MR) with p = 3, was a generalization of the above formula.
We wanted to study the following expression in F(p)
[T, T r · · · , T rn , · · · ](r+1)/2 where r = pt with t ≥ 1.
It is not known, if a continued fraction expansion can be given for this
expression for r > 3 (even in the simplest case r = 5).
Example 2: The second example is the continued fraction expansion
of the solution of (MR) if p = 13. Here again there is a specificity due to
the particular characteristic.
Exercise 11: Starting from the algebraic equation satisfied by α, show that
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we have α′ = (2α2 − Tα/4 + 1)/(9T 2 − 6).
Besides, a straight computation shows that α ∈ H(13) and we have :
9Tα14 − (T 2 + 1)α13 + (T 6 + T 4 + 11T 2 + 1)α − (T 5 + 2T 3 + 2T ) = 0.
Setting β = 1/α, one can prove that β is defined by:
β = [T, 12T, 7T, 11T, 8T, 5T, β7 ] and
β13 = (T 2 + 8)4β7 + 8T
7 + T 5 + 9T 3 + 7T. (12)
In [22], we introduced a method to study continued fractions α in F(q) such
that
α = [a1, a2, · · · , al, αl+1] and αr = Pαl+1 +Q,
where r = pt and (P,Q) ∈ Fq[T ]2 is a particular pair. These continued
fractions are all hyperquadratic. Indeed, using formula (9) of section 4, we
see that α satisfies the following algebraic equation of degree r + 1 :
α =
xl(α
r −Q) + xl−1P
yl(αr −Q) + yl−1P .
With a particular choice of (P,Q), generalizing the polynomials appearing in
(12), this method was developed in [23] and the explicit continued fraction
for the solution of (MR) in F(13) was given. The partial quotients an are
of the form λnAi(n) where λn ∈ F∗13, i(n) ∈ N and (Ak)k≥0 is a particular
sequence of polynomials in F13[T ]. We indicate here the definition of the
sequence (Ak)k≥0, we have
A0 = T and Ak+1 = [A
13
k /(T
2 + 8)4] for k ≥ 0.
We have i(n) = v9(4n−1) for n ≥ 1, where v9(m) is the largest power of 9 di-
viding m. The sequence (λn)n≥1 in F
∗
13 is particularly sophisticated and will
not be presented here. Note that the irrationality measure is depending on
both sequences (Ak)k≥0 and (i(n))n≥1, but it is independent of the sequence
(λn)n≥1. Applying the previous formula, we get here ν(α) = 8/3(∈ [2; 4]).
This second example led to a wide generalization. Later, in[24], we
extended this study to many more hyperquadratic continued fractions in all
odd characteristics, taking P = (T 2 + a)k and Q well chosen. One of the
interesting sides of this study is the complexity of the sequence (λn)n≥1 in
F∗q.
Example 3: This last example is a simple case of a large class of
elements in F(p). These elements are close to those obtained by generalizing
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the previous example. We consider a prime p ≥ 3 and a pair (a, b) ∈ (F∗p)2.
We shall define an infinite continued fraction θa,b ∈ F(p), by describing the
sequence of partial quotients in Fp[T ].
First, we introduce a sequence (Bn)n≥0 of unitary polynomials in
Fp[T ], defined recursively as follows:
B0 = T, B1 = (T
p − T )/(T 2 − 1) = T
(p−3)/2∑
i=0
T 2i
and
Bn = B
p
n−1(T
2 − 1)(−1)n for n ≥ 2.
For n ∈ N∗, there exists a unique pair of integers (m, i) depending on
n, such that
m ∈ N∗, 1 ≤ i ≤ 2m and n = m2 −m+ i.
Then, we define a sequence (λn)n≥1 in F
∗
p in the following way. For m ≥ 1
and 1 ≤ i ≤ 2m, we have
λn = a if m ≥ 1 and i = 1
λn = −b(−1)i if m ≥ 1 and 2 ≤ i ≤ m
λn = b
(−1)i if m ≥ 1 and m+ 1 ≤ i ≤ 2m.
Hence, we have: (λn)n≥1 = a, b, a,−b, b−1, b, a,−b,−b−1, b, b−1, b, a, · · · .
Finally, let us consider in N the sequence (j(n))n≥1, defined as follows.
For m ≥ 1 and 1 ≤ i ≤ 2m, we have
j(n) = m− i if 1 ≤ i ≤ m
and
j(n) = i−m− 1 if m+ 1 ≤ i ≤ 2m.
Hence, we have: (j(n))n≥1 = 0, 0, 1, 0, 0, 1, 2, 1, 0, 0, 1, 2, 3, · · · .
Then we set
θa,b = [a1, a2, · · · , an, · · · ] where an = λnBj(n) for n ≥ 1
and θa,b satisfies the hyperquadratic equation :
bTXp+1 − (abT 2 + 1)(Xp +X) + a2bT 3 + (2a+ b−1)T = 0. (PB)
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It is necessary to underline that the statement just presented above is an
unpublished conjecture !!
However the rightness is shown by computer calculations. We present here
below a short program written with SAGE. This program returns the first
partial quotient of the solution of certain algebraic equations with coeffi-
cients in Fp[T ]. The reader will see here the result when considering (PB)
with p = 7 and (a, b) = (1, 2) and he can check that the first partial quo-
tients are conform to the formulas described above.
The connection with example 2 is due to the following: α ∈ F(p) satisfies
(PB) if and only if we have a definition similar to (12):
α = [aT, bT, α3] and α
p = (T 2 − 1)α3 + (a+ b−1)T.
Finally, we can also compute the irrationality measure for θa,b. Again this
irrationality measure is depending on the sequences (Bn)n≥0 and (j(n))n≥1,
but it is independent of (λn)n≥1. We have
ν(θa,b) = 2 + (p− 1)2/(2p) for all p ≥ 3.
Setting bn = deg(Bn), we have bn = pbn−1 + 2(−1)n. One can see using
formula (11) that we have ν(θa,b) = 2+(1/2) limn≥1 bn/(bn−1+2bn−2+ · · ·+
nb0). Therefrom we get the value given above.
The exact algebraic degree d of θa,b is unknown. Using the irrationality
measure and the degree of the equation (PB) satisfied by θa,b, we get d ∈
[(p + 3)/2; p + 1].
PROGRAMMING WITH SAGE
def contf(P,m):
n=P.degree()
a=[]
for i in range(m):
an=P[n]
an1=P[n-1]
qp=-an1//an
if P(qp)==0:
i=m
else:
P=P(x+qp)
P=P.reverse()
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a.append(qp)
if n==1:
a.append(qp)
return a
p = 7
F = GF(p)
a=F(1)
b=F(2)
c=2*a+1/b
Ft.<t> = PolynomialRing(F);
Ftx.<x> = PolynomialRing(Ft);
P = b*t*x^(p+1) - (a*b*t^2+1)*(x^p+x) +a^2*b*t^3+c*t
contf(P,12)
[t,
2*t,
t^5 + t^3 + t,
5*t,
4*t,
2*t^5 + 2*t^3 + 2*t,
t^37 + 6*t^35 + t^23 + 6*t^21 + t^9 + 6*t^7,
5*t^5 + 5*t^3 + 5*t,
3*t,
2*t,
4*t^5 + 4*t^3 + 4*t,
2*t^37 + 5*t^35 + 2*t^23 + 5*t^21 + 2*t^9 + 5*t^7]
Using the program given above with SAGE, we have collected several
data concerning the examples discussed in this section and other examples.
These data are presented in the following annex.
The different examples treated in this section have a common origin.
This is explained in a recent note left on Arxiv, we give here the address for
the interested reader : https://arxiv.org/abs/1704.08959
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Annex
COMPUTER SCREEN VIEWS
1 Robbins quartic equation
x4 + x2 − Tx+ 1 = 0.
We have a solution in F(p) for all primes p. This solution is expanded
in continued fraction and we have
α = [0, a1, a2, a3, · · · , an, · · · ]
Below is the list of the first partial quotients. First, is the list of 10 full
partial quotients. Then below is a list of the first 300 partial quotients only
given by the degrees.
• : p = 2
[t, t, t^5 + t, t, t, t, t, t, t^5 + t, t]
degrees [1, 1, 5, 1, 1, 1, 1, 1, 5, 1, 9, 1, 9, 1, 1, 1, 1, 1, 1, 1,
17, 1, 9, 1, 5, 1, 1, 1, 13, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 13, 1,
17, 1, 1, 1, 5, 1, 13, 1, 5, 1, 1, 1, 5, 1, 5, 1, 5, 1, 1, 1, 1, 1,
13, 1, 5, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1, 1, 5, 1, 1, 1, 5, 1, 1,
1, 9, 1, 1, 1, 1, 1, 5, 1, 9, 1, 5, 1, 1, 1, 41, 1, 1, 1, 5, 1, 9, 1,
1, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1, 1, 9, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9,
1, 13, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 5, 1, 5, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 13, 1, 5, 1, 9, 1, 1, 1, 1, 1, 29, 1, 5,
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1, 21, 1, 13, 1, 17, 1, 5, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1, 1, 1, 1, 5, 1,
1, 1, 5, 1, 13, 1, 1, 1, 9, 1, 1, 1, 1, 1, 1, 1, 17, 1, 1, 1, 5, 1, 1,
1, 13, 1, 5, 1, 1, 1, 9, 1, 13, 1, 1, 1, 1, 1, 5, 1, 9, 1, 9, 1, 5, 1,
1, 1, 5, 1, 5, 1, 5, 1, 1, 1, 5, 1, 65, 1, 9, 1, 1, 1, 1, 1, 5, 1, 5,
1, 1, 1, 1, 1, 1, 1]
• : p = 3
[t, 2*t, 2*t, t, 2*t, t^3, 2*t, t, 2*t, 2*t]
degrees [1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 3, 3, 3, 3, 1, 1,
1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 3, 3, 3, 3, 3, 9, 3, 3, 3, 3,
3, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 3, 3, 3, 3, 1, 1, 1,
1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 3, 3, 3, 3, 3, 9, 3, 3, 3, 3, 3,
3, 9, 9, 9, 9, 3, 3, 3, 3, 3, 3, 9, 3, 3, 3, 3, 3, 1, 1, 1, 1,
1, 1, 3, 1, 1, 1, 1, 1, 1, 3, 3, 3, 3, 1, 1, 1, 1, 1, 1, 3, 1,
1, 1, 1, 1, 1, 3, 3, 3, 3, 3, 9, 3, 3, 3, 3, 3, 1, 1, 1, 1, 1,
1, 3, 1, 1, 1, 1, 1, 1, 3, 3, 3, 3, 1, 1, 1, 1, 1, 1, 3, 1, 1,
1, 1, 1, 1, 3, 3, 3, 3, 3, 9, 3, 3, 3, 3, 3, 3, 9, 9, 9, 9, 3,
3, 3, 3, 3, 3, 9, 3, 3, 3, 3, 3, 3, 9, 9, 9, 9, 9, 27, 9, 9, 9,
9, 9, 3, 3, 3, 3, 3, 3, 9, 3, 3, 3, 3, 3, 3, 9, 9, 9, 9, 3, 3,
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3, 3, 3, 3, 9, 3, 3, 3, 3, 3, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1,
1, 1, 3, 3, 3, 3, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 3, 3,
3, 3, 3, 9, 3, 3, 3, 3, 3, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1,
1, 3, 3, 3, 3, 1, 1, 1, 1]
• : p = 5
[t, 4*t, 3*t, 3*t, 4*t^3 + 4*t, 2*t, 3*t^3 + t, 3*t, 3*t^5 + 3*t^3, 4*t^3 + 2*t]
degrees [1, 1, 1, 1, 3, 1, 3, 1, 5, 3, 3, 1, 1, 1, 1, 1, 1, 3, 3, 1, 1,
1, 3, 1, 3, 1, 1, 3, 1, 1, 1, 3, 5, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 3, 1,
1, 1, 1, 3, 1, 5, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1,
1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 3, 1, 3, 1, 1, 1, 1, 1, 5, 3, 1, 1, 1, 1,
1, 1, 3, 3, 3, 1, 1, 3, 3, 3, 1, 1, 1, 3, 1, 1, 5, 1, 1, 1, 1, 3, 3, 3,
1, 1, 1, 1, 1, 1, 1, 3, 1, 3, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1,
1, 1, 3, 1, 1, 1, 3, 3, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 3, 1, 1, 5,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 3, 7, 1, 1, 1, 1, 1, 3, 3, 1, 3, 1, 1, 1,
3, 1, 1, 1, 1, 1, 1, 5, 1, 3, 1, 1, 1, 5, 1, 1, 3, 1, 1, 3, 1, 1, 1, 3,
1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 3, 1, 1, 1, 3,
1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 3, 1, 1,
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1, 3, 1, 1, 7, 1, 1, 1, 1, 3, 1, 1, 3, 1, 1]
• : p = 7
[t, 6*t, 4*t, 5*t, 3*t, 2*t, t, 2*t, t, 2*t]
degrees [1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 3, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 3, 3, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 3, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 3, 1,
1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 3, 1, 1, 3, 3, 3, 1, 1, 7, 1, 3, 1,
3, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1,
1, 1, 3, 1, 3, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1,
1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 3, 3, 1, 1, 1, 1,
1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1,
1, 1, 5, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1,
1, 1, 1, 3, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
3, 1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 3, 1, 1,
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1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 3, 1, 1, 1, 1, 1,
3, 1, 1, 3, 1, 3, 1, 1, 1, 1, 3, 1, 3, 1]
• : p = 11
[t, 10*t, 6*t, 9*t, 9*t, 9*t, 3*t^3 + 5*t, 8*t, 2*t, 3*t]
degrees [1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 3, 1, 1, 1, 1, 1, 3, 3, 1, 1, 1, 3, 1, 1, 3,
1, 1, 1, 1, 3, 1, 3, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 3,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1,
3, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 3, 3, 1, 3, 1, 1, 3, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 3, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 3, 3, 1, 1, 3, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1,
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1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1,
1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1]
• : p = 13
[t, 12*t, 7*t, 11*t, 8*t, 5*t, t^5 + 7*t^3 + 3*t, 3*t, 9*t, 4*t]
degrees [1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5,
1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1,
1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1,
1, 1, 1, 1, 1, 1, 57, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1,
1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1,
1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1,
1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1,
1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 57, 1, 1, 1, 1, 1, 1, 1,
1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1,
5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5,
1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1,
1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 57, 1, 1,
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1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1,
1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1,
1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1,
1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1]
2 Modified Robbins quartic equation
x4 + x2 − Tx− 1/12 = 0 for p > 3.
We have a solution in F(p) for all primes p > 3. This solution is
expanded in continued fraction and we have
α = [0, a1, a2, a3, · · · , an, · · · ]
It was proved that this solution is hyperquadratic of order 1 if p ≡ 1 mod 3
and hyperquadratic of order 2 if p ≡ 2 mod 3.
Here below we show the list of the first 300 partial quotients (only given by
their degrees) for the first four values of p : 5, 7, 11 and 13 (also a list of the
first partial quotients and secondly of their leading coefficients).
• : p = 5
cfe [3*t, 4*t, t, t, t, t, 4*t, 3*t, 2*t, 3*t]
degrees [1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 41, 9, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 41, 9, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1, 1, 1, 1, 1, 1,
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1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 9, 41, 209, 1041, 209, 41, 9, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 41, 9, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 9, 41, 9, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 9, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 9, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 9, 41, 209, 41, 9, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1]
leading coefficients
[3, 4, 1, 1, 1, 1, 4, 3, 2, 3, 2, 4, 2, 1, 4, 2, 4, 4, 4, 4]
• : p = 7
cfe [2*t, 6*t, 6*t, 3*t^3 + 6*t, 5*t, 3*t, 4*t, 2*t, 4*t^3 + t, t]
degrees [1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 17,
1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1,
1, 1, 17, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1,
3, 1, 1, 1, 1, 17, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1,
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1, 1, 1, 3, 1, 1, 1, 1, 115, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1,
1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 17, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3,
1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 17, 1, 1, 1, 1, 3, 1, 1,
1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 17, 1, 1, 1, 1,
3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 17, 1,
1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1,
1, 115, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1,
3, 1, 1, 1, 1, 17, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1,
1, 1, 1, 3, 1, 1, 1, 1, 17, 1, 1, 1, 1, 3, 1, 1, 1, 1, 3, 1, 1, 1,
1, 3, 1, 1, 1, 1, 3, 1, 1, 1, 1, 17, 1, 1, 1, 1, 3, 1]
leading coefficients
[2, 6, 6, 3, 5, 3, 4, 2, 4, 1, 1, 5, 3, 2, 1, 1, 5, 3, 2, 6]
Exercise 12: Let β = 1/α. Show that we have
(2T 2 + 2)β8 + (3T 3 + 5T )β7 + 4Tβ + 1 = 0.
Using this last equation and also β = [2T, 6T, 6T, β4], prove that we have
β7 = 3(T 2 − 1)2β4 + 4T 3 + 2T.
Finally, using Exercise 3, give a4 to a8 and prove that we also have
β72 = −(T 2 − 1)2β9 + 3T 3 + 5T.
• : p = 11
cfe [10*t, 10*t, 5*t^3 + t, 7*t, 8*t, 10*t, 7*t, t, 4*t, 9*t]
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degrees [1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1,
1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1,
1, 1, 1, 1, 1, 1, 3, 41, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1,
1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1,
1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1,
1, 1, 1, 1, 1, 1, 3, 41, 443, 41, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3,
1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1,
1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1,
3, 1, 1, 1, 1, 1, 1, 1, 1, 3, 41, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1,
1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1,
1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3,
1, 1, 1, 1, 1, 1, 1, 1, 3, 41, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1,
1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1,
1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1]
leading coefficients
[10, 10, 5, 7, 8, 10, 7, 1, 4, 9, 5, 1, 10, 10, 8, 6, 3, 5, 5, 9]
• : p = 13
cfe [t, 12*t, 7*t, 11*t, 8*t, 5*t, t^5 + 7*t^3 + 3*t, 3*t, 9*t, 4*t]
degrees [1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1,
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1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1,
5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 57, 1, 1, 1,
1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1,
1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1,
1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1,
1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 57, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1,
1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1,
1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5,
1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1,
1, 1, 1, 1, 57, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1,
5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1,
1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1, 1, 1,
1, 5, 1, 1, 1, 1, 1, 1, 1, 1, 5, 1, 1, 1, 1, 1]
leading coefficients
[1, 12, 7, 11, 8, 5, 1, 3, 9, 4, 3, 2, 6, 6, 11, 12, 9, 3, 12, 1]
There are clearly two different patterns : cases p = 5 and p = 11
(more generally p ≡ 2 mod 3) on one side and cases p = 7 and p = 13
(more generally p ≡ 1 mod 3) on the other side.
In each case (p ≡ 1 mod 3 or p ≡ 2 mod 3) the continued fraction is based
on a particular polynomial in Fp[T ] : Pu,k = (T
2 + u)k where u ∈ F∗p and
k ∈ N are two parameters depending on the prime p. In the first case, p ≡ 1
mod 3, this means that the continued fraction β = 1/α is such that we have
β = [a1, a2, · · · , aℓ, βℓ+1] and βp = ǫ1Pu,kβℓ+1 + ǫ2R
where l ≥ 1 is an integer, the pair (ǫ1, ǫ2) ∈ (Fp∗)2, all depending on p, and
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R ∈ Fp[T ] is the remainder in the Euclidean division of T p by Pu,k. Besides,
the ℓ first partial quotients are given and , in this case p ≡ 1 mod 3, these
are of the form ai = λiT with λi ∈ F∗p. In both cases, all the partial
quotients, up to a constant factor, belong to a particular sequence (different
according to the case considered) only depending on the polynomial Pu,k.
The case p ≡ 1 mod 3 enters in a much larger family which has been fully
studied. While the second case enters into another family which has only
been partially described (see [25]).
3 Generalization of case p = 3 in Robbins quartic
equation
As usual we have r = pt with t ≥ 1 and p odd.
We set
α = [T, T r, T r
2
, · · · , T rn , · · · ] and β = α(r+1)/2.
We have α = T +1/αr and therefrom Tαr = αr+1− 1. Since β2 = αr+1, by
elevating this formula to the power (r + 1)/2, we get
(β2 − 1)(r+1)/2 − T (r+1)/2βr = 0.
This formula shows that β is an algebraic power series in the variable
T (r+1)/2. We set β(T ) = γ(T (r+1)/2), and γ satisfies
(γ2 − 1)(r+1)/2 − Tγr = 0.
Note that for r = 3 we obtain :γ4 − Tγ3 + γ2 + 1 = 0 Hence 1/gamma is
the solution of robbins quartic equation for p = 3.
To observe a possible analogy between the different cases r = 3 and r = 5, we
have given below the list of the first 300 partial quotients for the continued
fraction of γ).
• : r = 3
cfe [t, 2*t, 2*t, t, 2*t, t^3, 2*t, t, 2*t, 2*t]
degrees [1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 3, 3, 3, 3, 1, 1,
1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 3, 3, 3, 3, 3, 9, 3, 3, 3, 3,
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3, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 3, 3, 3, 3, 1, 1, 1,
1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 3, 3, 3, 3, 3, 9, 3, 3, 3, 3, 3,
3, 9, 9, 9, 9, 3, 3, 3, 3, 3, 3, 9, 3, 3, 3, 3, 3, 1, 1, 1, 1,
1, 1, 3, 1, 1, 1, 1, 1, 1, 3, 3, 3, 3, 1, 1, 1, 1, 1, 1, 3, 1,
1, 1, 1, 1, 1, 3, 3, 3, 3, 3, 9, 3, 3, 3, 3, 3, 1, 1, 1, 1, 1,
1, 3, 1, 1, 1, 1, 1, 1, 3, 3, 3, 3, 1, 1, 1, 1, 1, 1, 3, 1, 1,
1, 1, 1, 1, 3, 3, 3, 3, 3, 9, 3, 3, 3, 3, 3, 3, 9, 9, 9, 9, 3,
3, 3, 3, 3, 3, 9, 3, 3, 3, 3, 3, 3, 9, 9, 9, 9, 9, 27, 9, 9, 9,
9, 9, 3, 3, 3, 3, 3, 3, 9, 3, 3, 3, 3, 3, 3, 9, 9, 9, 9, 3, 3,
3, 3, 3, 3, 9, 3, 3, 3, 3, 3, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1,
1, 1, 3, 3, 3, 3, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 3, 3,
3, 3, 3, 9, 3, 3, 3, 3, 3, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 1, 1,
1, 3, 3, 3, 3, 1, 1, 1, 1]
leading coefficients
[1, 2, 2, 1, 2, 1, 2, 1, 2, 2, 1, 2, 1, 2, 2, 1, 2, 1, 2, 2]
• : r = 5
cfe [t, 2*t, 2*t, 2*t, 2*t, t, 2*t, 4*t^3 + 4*t, 4*t, t]
degrees [1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 1, 5, 1, 1, 1, 3, 1, 1,
1, 1, 1, 1, 1, 1, 3, 1, 1, 3, 1, 1, 1, 1, 1, 1, 3, 1, 1, 3, 1,
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1, 1, 3, 1, 1, 1, 5, 5, 5, 5, 5, 5, 1, 1, 1, 3, 1, 1, 1, 3, 1,
1, 3, 1, 1, 1, 1, 1, 1, 3, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3,
1, 1, 1, 5, 1, 1, 1, 3, 1, 1, 1, 1, 1, 1, 1, 1, 3, 1, 1, 3, 1,
1, 1, 1, 1, 1, 3, 1, 1, 3, 1, 1, 1, 3, 1, 1, 3, 1, 1, 1, 1, 1,
1, 1, 5, 1, 1, 3, 1, 1, 5, 1, 1, 3, 1, 1, 3, 1, 1, 1, 1, 3, 1,
3, 1, 3, 1, 1, 1, 1, 1, 1, 3, 1, 7, 1, 3, 1, 1, 1, 3, 1, 1, 1,
1, 1, 1, 1, 3, 3, 1, 1, 1, 3, 1, 1, 3, 1, 1, 1, 1, 1, 1, 3, 1,
1, 3, 1, 1, 1, 3, 1, 1, 1, 5, 5, 5, 5, 5, 5, 5, 15, 5, 5, 5, 25,
5, 5, 5, 15, 5, 5, 5, 5, 5, 5, 5, 1, 1, 1, 3, 1, 1, 1, 3, 1, 1,
3, 1, 1, 1, 1, 1, 1, 3, 1, 1, 3, 1, 1, 1, 3, 3, 1, 1, 1, 1, 1, 1,
1, 3, 1, 1, 1, 3, 1, 7, 1, 3, 1, 1, 1, 1, 1, 1, 3, 1, 3, 1, 3, 1,
1, 1, 1, 3, 1, 1, 3, 1, 1, 5, 1, 1, 3, 1, 1, 5, 1, 1, 1, 1, 1, 1,
1, 3, 1, 1, 3, 1]
leading coefficients
[1, 2, 2, 2, 2, 1, 2, 4, 4, 1, 2, 1, 2, 1, 4, 4, 2, 1, 2, 2]
4 A last example of a perfect expansion in F(5)
Here we just give the list as previously for a particular α defined by
α = [T, T, T, α4] and α
5 = (T 2 − 1)2α4 + 3T 3 + T.
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cfe [t, t, t, t, 4*t, 4*t, 4*t, 4*t, t, 2*t]
degrees [1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 9, 41, 9, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 9, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 41, 9, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 9, 41, 209, 41, 9, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 9, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 41, 9, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 9, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 41,
9, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 9, 1]
leading coefficients
[1, 1, 1, 1, 4, 4, 4, 4, 1, 2, 3, 2, 3, 1, 1, 4, 2, 3, 2,
3, 4, 1, 1, 1, 1, 4, 3, 2, 3, 2, 4, 1, 2, 4, 4, 4, 4, 3, 3, 2, 3, 2,
2, 1, 1, 1, 1, 3, 1, 1, 4, 2, 4, 4, 4, 4, 3, 3, 2, 3, 2, 2, 1, 1, 1,
1, 3, 4, 1, 3, 2, 3, 2, 1, 4, 4, 4, 4, 1, 2, 3, 2, 3, 1, 4, 3, 1, 1,
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1, 1, 2, 2, 3, 2, 3, 3, 4, 4, 4, 4, 2, 4, 1, 2, 4, 2, 3, 2, 3, 4, 1,
1, 1, 1, 4, 3, 2, 3, 2, 4]
This last example belongs to the same large family as the one pre-
sented at the end of Section 7. Up to a constant factor in F∗5, the partial
quotients are known to belong to a special sequence of unitary polynomials.
The distribution of these polynomials in the list of partial quotients is under-
stood and this implies that, in this particular case, the irrationality measure
of α is equal to 18/7. However the sequence of the leading coefficients, (see
the last table of leading coefficients), is yet difficult to describe.
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